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Abstract
Brian S. Eastwood: Multiple Layer Image Analysis for Video Microscopy.
(Under the direction of Russell M. Taylor II.)
Motion analysis is a fundamental problem that serves as the basis for many other image
analysis tasks, such as structure estimation and object segmentation. Many motion
analysis techniques assume that objects are opaque and non-reflective, asserting that
a single pixel is an observation of a single scene object. This assumption breaks down
when observing semitransparent objects—a single pixel is an observation of the object
and whatever lies behind it. This dissertation is concerned with methods for analyzing
multiple layer motion in microscopy, a domain where most objects are semitransparent.
I present a novel approach to estimating the transmission of light through stationary,
semitransparent objects by estimating the gradient of the constant transmission observed
over all frames in a video. This enables removing the non-moving elements from the
video, providing an enhanced view of the moving elements.
I present a novel structured illumination technique that introduces a semitranspar-
ent pattern layer to microscopy, enabling microscope stage tracking even in the presence
of stationary, sparse, or moving specimens. Magnitude comparisons at the frequencies
present in the pattern layer provide estimates of pattern orientation and focal depth.
Two pattern tracking techniques are examined, one based on phase correlation at pat-
tern frequencies, and one based on spatial correlation using a model of pattern layer
appearance based on microscopy image formation.
Finally, I present a method for designing optimal structured illumination patterns
tuned for constraints imposed by specific microscopy experiments. This approach is
based on analysis of the microscope’s optical transfer function at different focal depths.
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Chapter 1
Introduction
This dissertation considers analysis of images formed of scenes containing multiple semi-
transparent objects. The goal of image analysis is to extract information from images
that provide insight about the scene, such as the size, shape, and motion of objects in
it. Models of image formation drive the image analysis process by providing constraints
that inform the researcher about how an object will appear when imaged.
A great deal of image analysis research considers objects to be opaque and non-
reflective, such as a piece of clay. In an image of such an object, the information at a
single image location comes from a single point on the object. The situation changes,
however, when imaging semitransparent objects, such as frosted glass. In an image of
such an object, a single image location contains information from the semitransparent
object and whatever lies behind it. Under these conditions, different models of image
formation are required to form accurate insight about the scene being observed.
Multiple layer imaging presents a combination of challenges and opportunities. Many
image analysis techniques established for images of opaque objects break down in the
mixture of information from multiple layers. The benefit of semitransparency, however,
is that an object is visible at all times, even when hidden behind another object. This
means there is information about the object in the image—the trick is getting at it.
One domain in which multiple layer images abound is microscopy. In observations
of biological specimens at the microscopic scale, transparency is the norm—small fish,
worms, parameciums, cell membranes, organelles, and cellular scaffolding are all com-
ponents of a semitransparent world of great interest to science.
My thesis statement is:
Tracking multiple, semitransparent, moving layers in microscopy videos
requires image analysis techniques that are different from those used in
tracking opaque objects. Median gradient estimation of log-intensity im-
ages enables the accurate removal of the stationary component from videos
containing semitransparent moving objects. Harmonic analysis of struc-
tured illumination pattern frequencies and model-based spatial correlation
enable three dimensional stage tracking for microscopy. Semitransparent
patterns composed of optimally-selected sinusoids enable tracking with ac-
curacy below the Abbe resolution limit.
The thesis statement is examined in the context of the following novel results of this
research:
• I present a novel technique for recovering a model of stationary objects in multiple
layer images [ET07].
– Median gradient estimation of log-intensity images yields an estimate of the
constant gradient of light transmitted through each location in a series of
bright-field microscopy images. A Fourier transform-based gradient integra-
tion constructs a model of the stationary light transmission field.
– This model provides a specimen-specific field correction that removes station-
ary components from the images.
– This method has been shown to enhance motion in microscopy images, and
serves as a preprocessing step that improves motion estimation.
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• I present a novel structured illumination technique that introduces a semitrans-
parent image layer to microscopy images to provide stage tracking information
even in the presence of stationary and moving specimens.
– Magnitude comparisons at the frequencies present in the pattern layer provide
estimates of pattern orientation and focus depth.
– Two pattern-layer tracking techniques are examined, one based on phase
correlation and one on spatial correlation.
– The phase correlation approach could be fast enough for online tracking, and
is accurate to within 0.01 pixel for unoccluded light paths and within 0.2
pixel in the presence of moving semitransparent specimens with sparsely-
distributed contrast at focal distances up to 6 times the depth of field of the
objective lens.
– The spatial correlation approach is accurate to within 0.5 pixel in the presence
of a moving semitransparent specimen that has densely-distributed contrast.
– Analysis of the microscope objective optical transfer function (OTF) enables
optimal pattern design of sinusoidal patterns tuned for specific microscopy
experiments.
1.1 Microscopy Applications
The techniques developed in this research are applicable to a broad range of microscopy
imaging applications. The following represents a brief overview of active research that
may benefit from my research.
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Cilia-driven flow
Ciliated human epithelial lung cells are grown from tissue culture in glass chambers to
study the dynamics of cilia-driven mucus flow [BB08]. In experiments performed by
some of my collaborators at the University of North Carolina at Chapel Hill (UNC), an
inverted light microscope focuses on the cilia or into the mucus layer at the top surface
of the cells, through the bottom of the container, the cell substrate, and the cell bodies.
The thickness of the cell layer is approximately 10µm, the cilia layer is 7µm, and the
mucus layer is up to 50µm. A long working distance lens is required to focus this far
into the specimen, and subsequently the image formed has a large depth of field. Visible
within one image are the fixed cell structures, the beating cilia, and particles in the
flowing mucus layer.
Stationary occlusion removal, discussed in Chapter 4, processes such videos to ex-
clude the non-moving cell layer, enhancing the motion at the cilia and mucus layers.
Ongoing research is concerned with observing mucus flow over regions spanning multi-
ple fields of view. Structured illumination microscopy would provide a method to track
the stage motion, establishing the relative position of different observations with the cell
culture.
Vesicle transport
Intracellular vesicle transport occurs along microtubules—cell scaffolding structures—
driven by molecular motor proteins such as kinesin and dynein [HPBH04]. Transport
along 100− 200µm neurites that are fixed to the top surface of a cover slip are imaged
with a 60X, 1.0NA water immersion lens and images are acquired with a 55×55µm2 field
of view. Vesicle motion up to 15µm is tracked using differential interference contrast
(DIC) microscopy with background subtraction from a computed sliding mean of images.
My occlusion removal method may enhance the view of vesicle transport in bright-
field microscopy and structured illumination may enable tracking vesicle transport over
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longer ranges, across multiple fields of view or even along pathways oblique to the image
plane.
Bead diffusion
Diffusion experiments investigate the motion of small particles—for example, polystyrene
microbeads—through liquids of different concentrations (such as sucrose), semiperme-
able membranes (such as cell and nucleus membranes), and meshes (such as fibrin protein
clots). Current experiments are constrained to 200µm fields of view, observed with a
40X lens (Tim O’Brien, personal correspondence). Structured illumination microscopy
may enable observations in such experiments over long ranges with an understanding of
how far from the seed location beads have diffused.
Cell motility
Cell motility research seeks to understand the mechanics of cell motion. Observed over
a long period of time, some cells migrate long distances, alternately extending filopodia
and contracting the cell body. Typical cell bodies are approximately 10µm thick (Tim
O’Brien, personal correspondence). Structured illumination microscopy may provide a
way to track individual cells over many fields of view, maintaining accurate information
about total cell motion.
Sea urchin larvae development
Research comparing the evolution of larvae development in related populations of Pacific
and Caribbean sea urchins involves making three-dimensional (3D) measurements of
larva arms using bright-field microscopy [McA08]. In this research, lateral (x and y)
positions are recorded using a camera lucida, which enables simultaneously viewing the
microscope field and a digital drawing tablet. The axial (z) positions are obtained
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through coupling the microscope’s fine focus knob to an optical encoder. Measuring
distances of 240µm in 3D is typical in this research. Structured illumination may
provide a method to measure these 3D distances more directly.
Nematode tracking
Nematodes are small, semitransparent worms used in research of chemical, mechani-
cal, and thermal sensing and motion regulation. Recent research has concentrated on
effective methods to track the sinusoidal motion of these specimens over long ranges,
but this is often constrained to the field of view of the imaging system [TT07]. Low
magnifications are used to track populations of the worms within a wide field [HS06],
and motorized microscope stages provide tracking of individual animals at higher res-
olutions [GCB+04]. Structured illumination microscopy may provide tracking at high
magnifications without the use of motorized stages.
Combined fluorescent and bright-field microscopy
Fluorescent dyes stain cellular structures, such as actin or tubulin, so that they are visible
with a fluorescent microscope, but not with transmitted light illumination (bright-field).
Most fluorescent microscopes also have bright-field capabilities, and some microscopes
enable switching quickly between the two modes [SSW+03]. With such a setup, moving
structures could be observed in fluorescence and tracked using structured illumination
microscopy.
1.2 Outline
The remainder of this dissertation is organized as follows. Chapter 2 provides an intro-
duction to microscopy image formation and digital image acquisition. Chapter 3 surveys
prior image analysis research related to my area of study. Chapter 4 discusses a tech-
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nique for removing stationary, semitransparent image layers from microscopy videos.
Chapter 5 discusses two techniques for determining the lateral motion of semitranspar-
ent patterns and the application to tracking a microscope stage. Chapter 6 discusses
the design of patterns optimized for structured illumination microscopy tracking, and
extends stage tracking to three dimensions. Chapter 7 summarizes the dissertation and
presents avenues for future research in this field.
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Chapter 2
Microscopy Image Formation and
Acquisition
As mentioned in Chapter 1, this work is concerned with analyzing information from
multiple mixed image layers. Multiple layer images arise often in biological microscopy
where the objects under study are semi-transparent and a non-zero depth of field means
images are formed of objects from multiple levels in the specimen. Before examining how
to extract layer information from microscopy images, it is necessary to understand how
microscopy images are formed. In this chapter I will discuss the optics of microscopy
image formation, digital image acquisition, and image sensor noise characteristics.
The fundamental concern in image acquisition is the behavior of light. Visible light
is a thin spectrum of electromagnetic (EM) radiation. EM radiation is a transverse
wave phenomenon—the radiation propagates in one direction and a pair of orthogonal
electric and magnetic fields oscillate tangential to the propagation direction [Mur01, Ch.
2]. The EM waves in visible light have wavelengths between 400 and 700 nm. The speed
of light propagation is constant for all wavelengths, but depends on the medium through
which the light is passing:
v = λf, (2.1)
where v is the speed of light for a particular medium and λ and f are the wavelength
and frequency of the light wave, respectively.
Like many natural phenomena, several models exist to explain how light behaves,
and each model is appropriately applied at different scales of observation. In free space,
light waves travel in a straight line and parallel light waves remain parallel, like waves
across the open ocean. At large scales, light can be modeled as traveling in straight
rays. This is the domain of geometrical optics analysis, which can be used to describe
image magnification in lenses. In computer graphics, ray tracing is an application of
geometrical optics analysis.
When light is obstructed by a barrier, the light waves bend—diffract—spread out on
the other side of the barrier, like ocean waves passing through a breakwater in a harbor.
Though light diffracts in all optical systems, the diffraction effect is more apparent for
smaller apertures, especially for apertures smaller than several wavelengths of the light.
This is the domain of Fourier optics, which considers the propagation and interference
of EM waves. Macroscale photography can often accurately model image formation by
considering only the ray behavior of light, but microscopy imaging requires considering
the effects of diffraction.
The energy in EM radiation is carried in quantized packets called photons. When
light is incident on a surface, such as certain metals, the photons can interact with
electrons in the material. This is the domain of quantum physics, which considers the
particle nature of light. This atomic-scale phenomenon is fundamental to the operation
of digital image sensors.
The quantum theory of light—specifically quantum electrodynamics—is consistent
in describing the behavior of light at the diffraction and macroscopic scales; Fourier
optics theory is consistent in describing behavior at the macroscopic scale. Each larger
scale theory, however, offers simplifications that make analysis easier at each of the
different scales. In the sections that follow, I will rely on each of the light models to
build a complete explanation of how images are formed and captured in digital video
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microscopy.
2.1 Microscope Optics
In bright-field microscopy, light passing through a specimen is collected and focused by
a series of lenses to form an image of the specimen at the image sensor plane. Figure 2.1
diagrams the major components of a bright-field microscope. Bright-field microscopes
share a common optimal lens alignment scheme—known as Ko¨hler 1 alignment—with
several types of light microscopes, e.g. dark-field, phase contrast, differential interference
contrast, and fluorescence [Mur01, Ch. 1]. Each of these imaging modalities relies on a
different property of light to generate contrast, and a single microscope can often switch
among these different modes.
Understanding how images are formed in a microscope requires knowledge of its
optical alignment. This provides a basis for understanding what effect different elements
in the microscope light path have on the images formed. Ko¨hler alignment, introduced
by August Ko¨hler in 1893, specifies how to position the lenses in a microscope in order to
create two conjugate sets of image planes. Field planes are locations where the specimen
is in focus. Aperture planes are locations where the illuminating lamp is in focus. Light
from the lamp is completely out of focus at the specimen plane, providing a uniform
illumination field. Ko¨hler alignment provides two major benefits:
1. Uniform specimen illumination. In an alternative illumination scheme—one used
on microscopes before 1893—an image of the light source is focused on the speci-
men plane, confounding understanding of the specimen structure.
2. Independent adjustment of numerical aperture (NA) and field of view. The NA
controls the quantity of light collected by the objective lens and determines the
1Ko¨hler frequently appears written Koehler.
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Figure 2.1: The optical path of a bright-field microscope. Light rays (straight
lines) intersect at the field planes, where the specimen is in focus. The specimen
is placed slightly in front of the front focal plane of the objective lens, which
projects a magnified intermediate image in the microscope top tube. The ocular
lens further magnifies this image to form an image at the image observation plane.
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resolution limit of the microscope. The field of view determines the area of the
specimen that is illuminated.
The aperture light path forms focused images of the illumination lamp at several
points in the microscope’s optical path. The collector lens focuses light from the lamp
onto the aperture diaphragm. Adjusting the aperture diaphragm changes the angle of
the cone of light that illuminates the specimen, which affects contrast and resolution. In
practice, the aperture diaphragm is usually left fully open. The condenser lens defocuses
the lamp image at the aperture diaphragm into parallel rays at the specimen plane,
providing uniform illumination across the field of view (the image of every point on the
lamp is spread out over the specimen plane). The objective lens creates a focused image
of the lamp at the back focal plane of the objective lens. This image is observed during
the alignment procedure by removing the ocular lens. The ocular lens (eyepiece) creates
another image of the lamp at the back focal plane of the ocular, just in front of the
observer’s eye.
The field light path forms focused images of the specimen at several points in the
microscope’s optical path. The condenser lens focuses an image of the field diaphragm
onto the specimen plane. (There is therefore also a focused image of the specimen at
the field diaphragm.) Adjusting the opening of the field diaphragm changes the field of
view. The objective lens forms a focused image of the specimen at an intermediate image
plane near the front focal plane of the ocular. (This field plane is less common in modern
microscopes. Instead, the specimen image is “infinity focused” through this section of
the microscope to facilitate introduction of light conditioning filters, such as polarizers
and phase prisms.) If the image is being viewed by a human observer, the ocular lens
and the observer’s eye lens act together to form a virtual image of the specimen on the
retina. Oculars are designed to create this image 250 mm in front of the eye, which is
a comfortable viewing distance for the human visual system to examine an object. If
the image is being recorded by a digital sensor, a tube lens forms a real image of the
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specimen on the image sensor.
2.1.1 Geometrical Optics Analysis
Figure 2.2: Image formation by an ideal thin lens using geometrical optics analysis.
Rays parallel to the optical axis of a lens converge at the focal point on the opposite
side of the lens. Tracing two rays from a point on an object placed in front of a
lens reveals where the image of that object will be formed behind the lens.
Geometrical optics analysis—in which light is modeled as straight, non-diverging
rays—provides a framework to discuss the magnification in an imaging system. An
ideal, convex thin lens causes light rays parallel to the optical axis (infinity-focused
light) incident on one side of the lens to converge at a single focal point that lies on
the optical axis on the other side of the lens. The axial distance from the center of the
lens to the focal point is known as the focal distance, f , of the lens. When an object
is placed in front of a convex lens, an image of the object is formed behind the lens, as
seen in Figure 2.2. The thin-lens equation relates the axial distance from an object to
a lens, do, to the image of the object formed by the lens, di, as
1
f
=
1
do
+
1
di
. (2.2)
The linear magnification provided by the lens is the ratio of the image distance to the
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object distance,
M =
di
do
. (2.3)
Microscopes are compound systems of lenses, and the basic principles of their imaging
can be understood with repeated application of the thin-lens equation. In the microscope
diagram of Figure 2.1, the specimen is placed slightly in front of the front focal point of
the objective lens. The magnified intermediate image is formed at the front focal plane
of the tube lens. The total magnification provided by this compound lens system at the
observation image plane is the product of the magnifications from the objective and tube
lenses. Under a strict geometrical analysis, then, the image formed of a semitransparent
planar object is
I(x, y) =
1
M
LT
( x
M
,
y
M
)
, (2.4)
where M is the magnification of the system, L is the uniform illumination intensity, and
T (x, y) describes the optical transmission of the object—the fraction of light passed by
each point in the object.
Most modern microscopes have interchangeable objective lenses of different focal
lengths that offer different magnifications in the microscope system. In a parfocal system,
the matched objectives for a particular microscope form the intermediate image at the
same location in order to minimize the need to refocus after changing objectives [FHC03].
The distance between the focal points of the objective and tube lenses stays fixed—this
is known as the optical tube length (OTL).
The numerical aperture (NA) of the objective lens measures the light-gathering abil-
ity of a microscope, which impacts its resolution limit. Let θ2 be the solid half angle of
light admitted into the objective from a point in the center of the specimen plane, as
depicted in Figure 2.3. NA is defined as:
NA = n2 sin θ2, (2.5)
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Figure 2.3: The numerical aperture of an objective lens is proportional to the
sine of the half-angle of light admitted by the lens. The index of refraction of
the medium between the cover slip and objective lens determines the maximum
obtainable NA.
where n2 is the index of refraction of the medium between the specimen and objective
lens. The range of this refractive index is n2 ∈ [1.0 . . . 1.5] with commonly used media
including air (n2 = 1.00), water (n2 = 1.33) and oil (n2 = 1.52) [Mur01].
Observing specimens through a glass cover slip places a constraint on the maximum
obtainable NA. Light rays traveling through the cover slip are refracted at the boundary
of the cover slip, as see in Figure 2.3. The angle of incidence and refraction for two
mediums with refractive indices (n1, n2) are related by
n1 sin θ1 = n2 sin θ2. (2.6)
Total internal reflection occurs when the angle of refraction θ2 ≥ pi2 —all light is reflected
into the cover slip. The critical angle of incidence above which total internal reflection
15
occurs is therefore
θc1 = arcsin
(
n2
n1
)
, (2.7)
which is defined when n1 ≥ n2. From Equations 2.6 and 2.5, the theoretical maximum
NA is equal to the index of refraction of the medium between the cover slip and lens.
For example, air and cover slip glasses have refractive indices of na = 1.00 and nc = 1.52,
respectively. The critical angle for the cover slip-air interface is therefore θc1 ≈ 41.8◦.
The practical value is slightly less than this, so dry objectives are limited to NAs of
about 0.95. NAs of greater than 1 are obtainable using an immersion medium of water
(n2 = 1.33) or oil (n2 = 1.52) between the cover slip and objective lens.
The impact of NA on the microscope resolution limit is discussed in Section 2.1.3,
after a more formal discussion of image formation.
2.1.2 Fourier Optics Analysis
As seen in Equation 2.4, geometrical optics analysis predicts that images formed by
lenses are perfect magnified representations of objects. In fact, diffraction and lens
aberrations cause the image of a point to spread out over a small area in the image
plane. The blurred image of a point on the observed object is defined by the optical
system’s point-spread function (PSF). Even for an object that is in perfect focus, light
rays reflected or transmitted from a point are not all projected to a single point in the
image plane.
The image analysis literature provides several models of point spread functions for
optical systems. A geometrical optics approach obtains a PSF by projecting the aperture
of the optical system onto the image plane. Watanabe and Nayar use such an approach
in obtaining shape information by analyzing the defocus of textured surfaces [WN97,
WN98]. The projection of a circular aperture yields a “pillbox” function, where the
light from a single point source is uniformly distributed over a circular region. Because
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this model does not consider diffraction effects, it is appropriate for macroscale imaging
applications, but not for microscopy.
Cheezum et al. use the following radially symmetric PSF to simulate images of
particles in fluorescence microscopy [CWG01], derived from Born and Wolf [BW75]:
PSF(r) =
(
2J1(ra)
r
)2
(2.8)
a =
2piNA
λ
, (2.9)
where r is the radial distance from the center of a point in the geometrical optics
projection, λ is the wavelength of light emitted by the fluorescing particle, and J1 is
the first order Bessel function. As shown below, this equation describes the PSF for a
microscope considering diffraction effects but only when the object is in perfect focus.
The work presented here involves both diffraction and focus effects, so a more complete
model of image formation is required.
Fourier optics analysis, which considers the diffraction and interference of light waves,
provides a complete method for understanding how light propagates through space to
form images in a microscope. Joseph Goodman’s Introduction to Fourier Optics provides
a thorough discussion of the image formed by placing a semitransparent planar object
in front of a convex lens [Goo68, Ch. 5 & 6]. A brief overview follows.
Fourier optics analysis is based on the propagation of complex-valued EM radiation
fields through space. Let Uo(xo, yo) be the complex EM field immediately in front of a
semitransparent planar object that has been illuminated by a planar EM wave. When
placed in front of a lens, the field formed at a point in the image plane, Ui(xi, yi), is the
integral of the shifted product of the object field with the PSF, h(xi, yi;xo, yo):
Ui(xi, yi) =
∫∫ ∞
−∞
h(xi, yi;xo, yo)Uo(xo, yo)dxodyo. (2.10)
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That is, the PSF provides the optical system output at a location (xi, yi) in the image
plane due to an impulse in the object plane at (xo, yo). Although the PSF in Equa-
tion 2.10 is dependent on both object plane and image plane coordinates, this is purely
a matter of formality at this point—the PSF will be shown to be shift invariant, depen-
dent only on the difference in coordinates, (xi−xo, yi− yo). With a shift-invariant PSF,
Equation 2.10 represents a convolution.
The task remains to determine how the EM field propagates from a point on the
object field through a lens and onto an image plane. The EM field radiates spherically
from the point source, and this spherical wave is incident on the lens. The lens aperture
admits a portion of the wave front which diffracts in the region beyond the aperture.
It is the finite aperture, not the lens itself, that gives rise to diffraction in an optical
system—light diffracts after passing through an aperture whether or not a lens is present.
Figure 2.4: The profiles in this figure represent the intensity of a planar wave front
propagating from left to right and passing through an aperture. The diffraction
of light admitted through an aperture is described by the Rayleigh-Sommerfeld
equation at all distances from the aperture. The Fresnel and Fraunhofer equations
become valid approximations to the Rayleigh-Sommerfeld equation at distances
farther from the aperture [Gas78].
Several equations describe the diffraction of light admitted by an aperture, the most
general of which is the Rayleigh-Sommerfeld diffraction equation that holds at any
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distance from the aperture [Gas78, Ch. 10]. As depicted in Figure 2.4, two other
equations are approximations to the Rayleigh-Sommerfeld equation that are valid in
regions some distance away from the aperture. In microscopy, the image plane is very
far from the objective lens aperture where the far-field approximations provided by the
Fraunhofer equations are sufficient. (Note that Figure 2.4 serves only as an illustration
of diffraction regions—it depicts a planar wave incident on an aperture, whereas the
light from a point source incident on an objective lens is spherical. It is the aperture,
not the shape of the wave front nor the presence of the lens, that causes diffraction.)
Goodman employs the Fraunhofer diffraction equation and the assumption that the
imaging application is concerned with measuring the light intensity (not phase) of the
image formed—which is the case in microscopy—to arrive at the following approximation
of the PSF:
h(xi, yi;xo, yo) ≈ 1
λ2dodi
∫∫ ∞
−∞
P (x, y)e
i
k
2
(
1
do
+
1
di
− 1
f
)
(x2 + y2)
× e
−ik
[(
xo
do
+
xi
di
)
x+
(
yo
do
+
yi
di
)
y
]
dxdy, (2.11)
where λ is the monochromatic frequency of light emitted by the point source, do and di
are the axial distances from the lens to the object and image planes, respectively, k = 2pi
λ
is a wave number, and P (x, y) is the lens aperture function.
For example, the lens aperture function for a circular aperture of radius a is
P (x, y) =

1 if
√
x2 + y2 ≤ a
0 otherwise.
(2.12)
Here, the physical lens aperture radius a expressed in terms of NA is
a = do sin θ =
doNA
n
, (2.13)
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not do tan θ, as might be assumed from Figure 2.3 [Paw06, Ch. 11].
Returning to Equation 2.11, making the following substitutions
M =
di
do
(2.14)
x′o = −Mxo y′o = −Myo (2.15)
yields
h(xi − x′o, yi − y′o) =
1
λ2dodi
∫∫ ∞
−∞
P (x, y)e
i
pi
λ
(
1
do
+
1
di
− 1
f
)
(x2 + y2)
× e
−i 2pi
λdi
[(xi − x′o)x+ (xi − x′o)y]
dxdy. (2.16)
This equation represents a comprehensive, shift-invariant PSF model that considers
both diffraction and defocus effects. That is, evaluating Equation 2.16 for a fixed object
distance do provides a slice of the 3D point spread function of the microscope. Note
that the integral is evaluated over the domain of the aperture function while the PSF
is defined over the coordinate differences between the image and object planes (xi −
x′o, yi − y′o).
When the term
1
do
+
1
di
− 1
f
= 0 in Equation 2.16, the thin lens Equation 2.2 is
satisfied. Under this condition the object is in focus—in fact, this is where the thin
lens equation is derived from. Goodman notes that at optimal focus the PSF is the
Fraunhofer diffraction pattern of the lens aperture,
h(xi − x′o, yi − y′o) =
1
λ2dodi
∫∫ ∞
−∞
P (x, y)e
−i 2pi
λdi
[(xi − x′o)x+ (xi − x′o)y]
dxdy. (2.17)
The Fraunhofer diffraction of a circular aperture is known as the Airy disk, as seen in
Figure 2.5. The analytical solution to Equation 2.17 is a first-order Bessel function—this
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Figure 2.5: A simulated point spread function for a 40X dry objective lens with
circular aperture and NA = 0.65. a) The image of the PSF, with size measured in
object plane coordinates. b) The profile of the normalized PSF, with units λ
2NA
.
The first minimum occurs at r = 1.22λ
2NA
.
solution gives rise to the PSF model used by Cheezum et al. described by Equation 2.8.
At optimal focus, the image formed by the objective lens most closely resembles
the object placed in front of the lens. The distortion in the image is a result of the
lens aperture selecting a fraction of the light diffracted from from the object. Because
light that is diffracted more is excluded, and this diffracted light carries high frequency
information, the lens behaves as a non-ideal low-pass filter. A section of the microscope
PSF through the XZ plane, seen in Figure 2.6, demonstrates how the more general
Equation 2.16 behaves when the object is out of focus.
Microscopy imaging is not concerned with the complex electromagnetic field formed
at the image plane, but rather the intensity of that field. Expressing Equation 2.10 in
terms of image intensity yields
Ii(xi, yi) =
∫∫ ∞
−∞
|h(xi − x′o, yi − x′o)|2 Ig(x′o, y′o)dx′ody′o, (2.18)
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Figure 2.6: The XZ plane of the microscope PSF shows the effect of focus at
different distances from the optimal focus plane (z = 0). Low intensity values are
emphasized in this image using Io =
4
√
Ii.
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where Ig(x
′
o, y
′
o) is the image predicted by geometric optics,
Ig(x
′
o, y
′
o) =
∣∣∣∣ 1MUo
(
x′o
M
,
y′o
M
)∣∣∣∣2 , (2.19)
which is the complex field form of Equation 2.4. The normalized frequency representa-
tion of |h|2 is known as the optical transfer function (OTF) of the system
H(fX , fY ) =
F{|h(xi, yi)|2}∫∫∞
−∞ |h(xi, yi)|2dxidyi
, (2.20)
where F{h} is the Fourier transform of h. Combined with the convolution theo-
rem [FvDFH97, Ch. 14], the OTF provides a convenient way to express Equation 2.18
as a product of Fourier transforms
Ii(fX , fY ) = H(fX , fY )Ig(fX , fY ), (2.21)
where I = F{I}, the Fourier transform of I.
In summary, Fourier optics analysis provides the tools necessary to predict the image
of an object formed in a bright-field microscope. For a semitransparent object, the
process requires finding the PSF of the objective lens for the distance from the object
to the lens. Convolution of the magnified image of the object predicted by geometrical
optics with the PSF yields the image produced by the optical system.
2.1.3 Resolution
Several empirical conventions are used to specify the resolution limit of a light micro-
scope. The Rayleigh criterion specifies the minimum distance between two point sources
that can be distinctly identified as
r =
1.22λ
2NA
, (2.22)
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where λ is the wavelength of light used for the observation. This criterion follows directly
from Equation 2.17, the focused PSF. As shown in Figure 2.5, at this distance, the peak
at the center of one point’s Airy disk coincides with the first minimum of the other
point’s Airy disk. For example a microscope equipped with an oil immersion objective
lens with NA = 1.4 using monochromatic illumination with green light (λ = 550 nm)
has a theoretical minimum resolvable distance between two points of
r =
1.22 ∗ 550 nm
2 ∗ 1.4 ≈ 240 nm. (2.23)
The Abbe limit is another convention that pertains to the ability to resolve repeating
patterns in a specimen, such as a diffraction grating or muscle striations. Light waves
admitted through neighboring gaps in the specimen diffracts and interferes, leading
to interference patterns in the resulting wave front. In order to resolve a repeating
structure, the undiffracted and 1st order interference patterns must be collected by the
objective lens. The distance between the orders of interference patterns depends on the
pattern spacing; the smallest pattern that can be resolved is
d =
λ
2NA
. (2.24)
Though the constant terms in Equations 2.22 and 2.24 are different, under either
criterion the resolution limit is defined by the wavelength of light and the objective NA.
Bounds on the resolution limit of a light microscope are placed by the wavelength of ob-
servable (visible or otherwise detectable) light and the index of refraction of practically
useful immersion media. For visible light microscopy, one cannot improve significantly
on the values used in Equation 2.23. Electron microscopy leverages the shorter wave-
length behavior of electrons to examine specimens at a higher resolution. Structured
illumination techniques, such as those discussed in Chapter 3, use multiple images with
specific illumination patterns to computationally extend the resolution limit of fluores-
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cence microscopy.
The NA also determines the depth of field in a microscope image. The sharpest
image is formed of objects in the focal plane; image sharpness decreases as objects move
away from the focal plane. Objects within a small distance of the focal plane can still
be said to be in focus if their image is reasonably sharp. Smaller depths of field are
desirable for fine optical sectioning of a specimen. With larger depths of field, more of
the specimen contributes to the image, though not all components are equally focused.
Like the resolution limit, defining the depth of field is, to a large degree, a matter of
convention—for an image sensor with a minimum resolvable distance of e, one empirical
convention specifies the depth of field as
d =
λn
NA2
+
ne
MNA
. (2.25)
Intuitively, the angle of the cone of light admitted into the objective lens (as determined
by the NA) corresponds to a cone of light that is focused on the image plane for each
point on the object. As the object moves further from focus, a wider disk is projected
onto the image plane. As higher NAs admit broader cones of light, this disk size is
larger at a fixed distance from focus for higher NAs. The second term in Equation 2.25
depends on the resolvable distance of the sensor, e. For a regular grid array—as used
in digital image acquisition, described next—this is empirically set to be the distance
spanned by three sensor elements. Two objects can be distinguished if they illuminate
two sensor elements with an non-illuminated element between them.
2.2 Image Acquisition
Section 2.1 discussed how bright-field microscopes form images; this section discusses
how these images are digitized for computer storage and analysis. Fourier optics explains
that the image formed by a microscope is a complex EM field. When projected onto a
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surface and observed, a microscope image is a continuous function of irradiance—the
power of light energy incident on a surface area [FP03, Ch. 4]. A charge-coupled device
(CCD) image sensor is commonly used in image acquisition to sample the continuous
distribution of light to produce a digital image.
A digital image is a collection of data organized in a structured, regular grid, for
example a two-dimensional array of intensity values [FvDFH97, Ch. 14 & 17]. A digital
image is composed of picture elements—pixels—each of which has a coordinate position
and data value defined at that coordinate location. A digital image is therefore a discrete
function over the domain of grid locations.
In the convention adapted for this work, pixel coordinates specify the center of a
pixel and the pixel value is strictly defined only at the center of pixels. This work is
concerned with the analysis of time sequences of two-dimensional (2D) images. Other
types of images may be generated through this analysis, for example 2D vector images
that describe motion fields.
2.2.1 Charge-Coupled Devices
The image formed by a CCD is a sampled representation of a continuous distribution
of light. A CCD is composed of a regular grid of photosensitive elements that operate
under the principles of the photoelectric effect. When light is incident on a metal,
photons may interact with electrons in the metal. A photon can transfer its energy to
an electron, possibly ejecting the electron from the atom to which it is bound. A freed
photoelectron can be trapped in a potential energy well associated with a photosensor
site on a CCD.
A CCD captures freed photoelectrons over the exposure time period [HK94]. At the
end of the exposure, the electrons in each potential well are transfered sequentially to
a readout register where a voltage signal proportional to the number of photoelectrons
captured is created. The analog sequence of voltage signals is converted to a digital
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stream by an analog-to-digital converter (ADC). This stream of digital pixel values is
transferred from the camera to a storage device or computer for storage and analysis.
If the purpose of a CCD is to measure photoelectrons created by a distribution of light
intensity on a surface, the ideal value, I(x, y), recorded by a camera for an individual
sensor element would be proportional to the number of photons incident on the sensor
integrated over the exposure period, E(x, y):
I(x, y) = kE(x, y), (2.26)
where k is the device-specific constant of proportionality. Of course, it is impossible
to accurately measure the incident intensity function E(x, y) exactly—several types of
noise corrupt the image acquisition process [HK94, TRK01, FP03]. Understanding the
character of these noise sources is important for accurate image analysis and simulation
tasks, such as those described in this dissertation. Below I construct the CCD imaging
model used by Healey and Kondepudy while explaining each source of noise.
The arrival of photons at a sensor site is a Poisson-distributed random process [HK94]
that leads to the random effect known as shot noise. The photoelectron count at a site
is therefore a sample of a Poisson random variable, Ns with variance equal to the ideal
number of photoelectrons collected:
I(x, y) = Ns(kE(x, y)). (2.27)
Healey and Kondepudy represent shot noise with a Poisson distribution that is shifted
to have zero mean, implicitly making the following manipulation:
I(x, y) = kE(x, y) + (Ns(kE(x, y))− kE(x, y)) (2.28)
= kE(x, y) +N ′s. (2.29)
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Shifting the shot noise to have zero mean affords a convenience to the analysis that
follows: when all noise sources are zero-mean and additive, the expected value of a
pixel’s intensity can be obtained by averaging many observations. For this reason, I
adopt this notation here.
Fixed pattern noise arises from different physical sensors having slightly different
sizes and quantum efficiencies, therefore counting a different number of photons for the
same incident light intensity. The fixed pattern noise can be incorporated by the scaling
factor k in Equation 2.26; k(x, y) has a normal distribution with a mean of 1 and variance
σ2k:
I(x, y) = k(x, y)E(x, y) +N ′s(x, y). (2.30)
Thermal energy in the image sensor can also free electrons that become trapped
in the potential energy wells associated with a CCD sensor element. These dark cur-
rent electrons are indistinguishable from photoelectrons and so contribute an additional
source of noise in the image measurement:
I(x, y) = k(x, y)E(x, y) +N ′s(x, y) +Nt(x, y). (2.31)
The dark current increases with exposure time and sensor temperature.
The circuitry that reads out the potentials stored at each sensor site contributes a
small, zero-mean, Gaussian-distributed noise, modeled by Nr:
I(x, y) = k(x, y)E(x, y) +N ′s(x, y) +Nt(x, y) +Nr(x, y). (2.32)
Equation 2.32 represents the number of electrons collected as the input signal to the
ADC process. The ADC applies a gain, A, that converts this electron count in to an
intensity level in arbitrary units, often called “counts”. Quantization of the signal by
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the ADC involves an additional noise term, Nq:
I(x, y) = (k(x, y)E(x, y) +N ′s(x, y) +Nt(x, y) +Nr(x, y))A+Nq(x, y). (2.33)
Healey and Kondepudy argue that Nq is approximately zero-mean and uniformly dis-
tributed over [− q
2
, q
2
], where q is the quantization step size. This equation represents
the actual image I(x, y) recorded by a CCD in response to an ideal photoelectron count
function E(x, y). Rearranging a few terms yields a convenient form:
I(x, y) = µ(x, y) +N(x, y), (2.34)
µ(x, y) = k(x, y)E(x, y)A+ µt(x, y)A,
N(x, y) = N ′s(x, y)A+Nr(x, y)A+Nq(x, y).
Here, µ(x, y) is the expected value of I(x, y), µt(x, y) is the expected value of the dark
current, Nt(x, y), which is the only non-zero-mean noise source, and N(x, y) is a zero-
mean random variable that encapsulates all other temporal noise sources.
In summary, the formation of digital bright-field microscopy images consists of the
following key components:
1. Ko¨hler illumination ensures that a uniform light field illuminates the specimen.
2. The microscope’s objective gathers light transmitted through the specimen, form-
ing an image of the specimen convolved with the microscope’s PSF on the image
sensor.
3. The image sensor integrates the light irradiance distribution function over an ex-
posure time by counting photoelectrons collected in a regular grid of potential
energy wells.
4. The camera scans the charges collected at each sensor site and digitizes these
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sensor values.
5. A computer saves the collected digital image for further image processing.
2.3 Camera Calibration
Working with the CCD image acquisition model of Equation 2.33, it is possible to
characterize and calibrate the image sensor in a camera attached to a bright-field mi-
croscope. I close this chapter with a practical camera calibration procedure, based on
the combined wisdom provided by several camera calibration procedures [HK94, TV98,
TRK01, MMG05]. To illustrate the procedure, I present calibration results obtained
from a Pulnix TM-6710CL progressive scan, monochrome, 8-bit camera, which records
648 × 484 pixel2 images at a maximum rate of 120 fps. The camera is attached to an
inverted Nikon Eclipse TE2000-E microscope with an optical train modified to accom-
modate other optical components such that strict Ko¨hler illumination is not possible:
the microscope is missing a collector lens and aperture diaphragm.
2.3.1 Dark Current Estimation
The thermal noise in an acquired image introduces a positive offset at each pixel. Taking
a series of dark images enables estimating the expected value of this offset. A series of
dark images is obtained by turning off the microscope lamp and covering the camera
aperture to block all light from the image sensor. If the camera aperture cannot be
blocked, the room lights can be turned off to make the acquisition environment as dark
as possible. A series of nd images are then acquired using the exposure settings that
will be used in future image acquisition.
From the model of Equation 2.34, each dark image is
Id(x, y) = µt(x, y)A+N(x, y), (2.35)
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and the mean of nd dark images has expected value µt(x, y)A and variance
σ2N
nd
:
Iˆd(x, y) =
1
nd
nd∑
i=1
Idi(x, y) = µt(x, y)A. (2.36)
The mean dark image, Iˆd(x, y), can be subtracted from any image taken with the same
exposure settings to obtain a dark-current-corrected image. For the Pulnix camera
operating at 120 fps, Iˆd(x, y) has a mean value of 3.252 × 10−6 counts and a mean
variance, σ2N = 3.267 × 10−6 counts2. The dark current offset for this camera can
therefore reasonably be neglected.
2.3.2 Flat-field and Fixed-pattern Noise Estimation
Despite the best efforts to align the optical elements in a microscope, the illumination
field provided even by Ko¨hler alignment is never truly uniform. Each sensor in the
CCD receives a different intensity of light, so the effect of nonuniform illumination is a
per-pixel scaling of the photoelectron count. In the CCD model of Equation 2.33, the
parameter k(x, y) can therefore incorporate both fixed-pattern noise and nonuniform
illumination effects. Accounting for nonuniform illumination is known as flat-field cor-
rection. To calibrate a flat-field image, the microscope is adjusted for uniform Ko¨hler
illumination, and a clean, blank slide and cover slip are placed on the stage. A series
of nf images of this approximately uniform field is acquired at a single lamp intensity.
The mean of these images, Iˆf (x, y), has the expected value
Iˆf (x, y) = k(x, y)E(x, y)A+ µt(x, y)A. (2.37)
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The term µt(x, y)A is estimated by dark current calibration as described in Section 2.3.1,
and can be subtracted to provide
Iˆf (x, y)− Iˆd(x, y) = k(x, y)E(x, y)A. (2.38)
Because k(x, y) has expected value 1, the mean value of this resulting image is an
estimate of EA, the signal that an ideal sensor would register everywhere for a uniform
illumination. Thus,
µf =
1
nm
n∑
x=1
m∑
y=1
Iˆf − Iˆd = EA, (2.39)
F (x, y) =
Iˆf (x, y)− Iˆd(x, y)
µf
=
k(x, y)E(x, y)A
µf
= k(x, y).
Figure 2.7: A flat-field calibration image obtained from the Zeiss microscope and
Pulnix camera.
Figure 2.7 shows a flat-field calibration image, F (x, y), obtained from 600 blank
32
field images captured at 120 fps. The flat-field image values fall within the range
[0.574 . . . 1.288] with variance 6.84×10−3. This image reveals that the lamp is not prop-
erly aligned with the center of the camera. The diagonal banding lines are fixed-pattern
aberrations probably arising from electrical interference from some other component in
the microscope system. The dark splotches in the image are from dust on the image
sensor or dirt on the slide. There are several columns on the left side of the image where
the signal drops considerably; this indicates that the image sensor may not be properly
seated in the camera enclosure.
The calibration images F (x, y) and Iˆd(x, y) provide a means to correct any image,
I(x, y), taken under the same conditions as the calibration images, including frame rate,
lamp level, optical alignment, and slide and cover slip thickness. From Equations 2.33,
2.36, and 2.39, a corrected image is
Ic(x, y) =
I(x, y)− Iˆd(x, y)
F (x, y)
(2.40)
= E(x, y)A+Ns(x, y)A+Nr(x, y)A+Nq(x, y).
2.3.3 ADC Gain Estimation
The gain applied by the ADC can be approximated using a number of images of a
uniform field taken at different illuminations. The variation in uniform field images
(or small regions of interest) should be due to the noise introduced by the CCD image
acquisition and not from illumination inconsistencies. It is not necessary to use flat-field
corrected images for this process provided that a reasonably uniform region can be found
within the calibration images.
To obtain calibration images for gain estimation, the microscope is adjusted for
uniform Ko¨hler illumination, and a clean, blank slide and cover slip are placed on the
stage. The lamp intensity is set to a high level that does not cause clipping (clamping
to the maximum intensity output by the camera) of the acquired images. Pairs of
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images are then captured at different illumination levels, ideally by inserting several
neutral density filters into the optical train. Alternatively, a large number of images
are acquired while the lamp is slowly dimmed, and any consecutively captured pair of
images is considered to be obtained at the same intensity setting. This approach is
not as robust as using neutral density filters because dimming the lamp changes the
spectrum of light emitted, and the CCD sensor response depends on the frequency of
incident light.
Given a pair of images I1(x, y) and I2(x, y) captured at the same intensity, the
summed image, IΣ12(x, y) = I1(x, y) + I2(x, y), has expected value
µΣ12 =
1
nm
n∑
x=1
m∑
y=1
IΣ12(x, y) (2.41)
= 2µ(x, y) = 2(k(x, y)E(x, y)A+ µt(x, y)A),
where each image has dimensions n ×m. The difference image, I∆12(x, y) = I1(x, y) −
I2(x, y), has variance
var[I∆12] = 2σ
2
N . (2.42)
At a high intensity level, Healey and Kondepudy show that
σ2N = Aµ+ σ
2
c , (2.43)
where σ2c is the variance of NrA + Nq, the temporal noise that does not depend on
the electron count. Given ni pairs of images taken at multiple intensity levels, linear
least-squares regression can be used to find maximum likelihood estimates for the gain,
A and constant noise variance, σ2c .
Figure 2.8 shows the results of gain calibration on the Pulnix camera capturing
images at 120 fps. Images are obtained using the lamp dimming approach because the
microscope is not equipped with neutral density filters. With the high frame rate of
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Figure 2.8: Gain calibration for a CCD image sensor involves acquiring a series of
paired images at multiple intensity settings. a) A selection uniformly illuminated
image patches obtained by slowly dimming the lamp while capturing images at
120 fps. b) The gain calibration obtained by plotting σ2N vs. µ for all consecutive
image pairs. The dashed line shows the fit of Equation 2.43 computed with linear
least-squares regression.
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the Pulnix, this approach produces calibration estimates based on a large number of
samples, 2399 image pairs in this case. The mean value and variance of the sum and
difference images are computed from a 100×100 pixel2 region of interest that is selected
for having approximately uniform illumination and no fixed aberrations (e.g. dirt on the
image sensor or slide). Linear regression reveals a sensor gain of A = 7.56× 10−3 counts
per electron (130 electrons / count) and a constant noise variance of σ2c = 0.289 counts
2.
This gain estimate provides a basis for the noise model used in simulating microscopy
images in Chapters 5 and 6.
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Chapter 3
Related Work
This work is concerned with forming models of motion and structure in multiple layer
imaging scenarios. Biological microscopy provides numerous examples of multiple layer
imaging. Biological specimens are usually semitransparent, and the microscope optics
impose a non-zero depth of field. For this reason, the images formed in a microscope
are a composition of multiple scene elements.
The unconstrained motion problem—determining the motions that explain intensity
differences between images—is ill-posed, as any mapping that assigns all pixels in one
frame with a particular intensity to a single pixel in the next frame with the same
intensity is “valid.” All motion analysis research is therefore based on some set of
assumptions about the imaging system and the observed scenes. The computation
of motion for rigid and deformable opaque objects is well studied. The scenarios for
which computing multiple layer motion has been solved remains more limited. The
human visual system, however, is able to comprehend multiple layer motions in many
more situations—although it is prone to optical illusions caused by balanced opposing
motion signals [QAA94]. The human visual system provides a proof by example that
computational analysis of multiple layer motion remains a worthy area of active research.
3.1 Computing Motion from Images
Determining motion from images is a fundamental problem in image analysis, and serves
as the basis of many other image analysis tasks, such as structure estimation, object
segmentation, and video compression [TV98, Ch. 8]. A significant portion of motion
analysis research relies on a brightness constancy assumption: the image of a scene object
maintains constant intensity over time, at least for small time steps. This assumption
has the following properties:
• Objects that emit light do not change their emittance; objects that reflect light
do not change their reflectance; objects do not appear or disappear.
• The illumination of the scene remains constant.
• Surfaces do not occlude each other.
• Surfaces are Lambertian—radiance is independent of viewing direction.
In 1981, Lucas and Kanade proposed an image registration method that is the basis
for many feature-based motion techniques [LK81]. This method relates the motion in the
direction of the image gradient to the temporal difference between images. The method
can be applied to images as a whole or to image patches locally, with the assertion
in either case being that motion over the observation window is constant and can be
described with a parametric model. Applied to small image patches, this technique
provides an estimate of optical flow, the projection of scene motion onto the image plane.
The computation is often constrained to features with high gradients in both directions,
as these are locations where the local tracking is likely to succeed [ST94, SMB00].
Applied over the whole image plane, this technique provides a single parametric model
of image motion for all image locations.
Horn and Schunck use the same image gradient constraint in an energy minimization
problem and introduce a regularization term that enforces smoothness of the computed
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velocity field [HS81]. The result is a technique that provides a dense estimate of optical
flow through an iterative solution. Bruhn et al. embed the local motion estimate of
Lucas and Kandade into the energy minimization function of Horn and Schunck to
provide a combined local and global optical flow computation [BWS05]. This approach
provides a balance between using local motion information where it is available and
filling in smooth flow fields in areas of low image contrast. An implementation of this
combined local and global optical flow computation appears in ImageTracker, a software
package described in Appendix A.
In multiple layer imaging, gradient-based techniques fail because image gradients are
not preserved in overlapping transparency layers. In other words, an edge appearing in
one image can be due to a feature in any component layer or the alignment of features
in multiple layers. As features move in each layer independently, edges in the resultant
image will appear and disappear. The two remaining popular motion computation
techniques are explored in this dissertation—frequency-based methods and correlation-
based methods [BB95]. These techniques share a low-dimensional motion model that is
robust to information from problematic local areas.
Phase correlation is a frequency-based motion computation that leverages the Fourier
shift property—translation in the spatial domain is equivalent to a phase shift in the
frequency domain. Phase correlation readily provides whole-pixel translations between
two images, and much recent research on phase correlation has addressed extending the
technique beyond translation transforms and to subpixel accuracy. Reddy and Chatterji
explain how to extend phase correlation to recover rotation and scaling in addition to
translation using a coordinate transform [RC96]. Foroosh et al. show how to obtain ac-
curate subpixel translations from downsampled images [FZB02]. Hoge provided another
subpixel registration technique that uses singular value decomposition to separate the
phase estimation onto the coordinate axes [Hog03]. Takita et al. use low pass frequency
domain weighting function to restrict the spectrum of frequencies used in phase correla-
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tion [TAS+03]. They further fit the peak indicating translation in the spatial domain to
the analytical functions predicted by the weighting. Recently, Ho and Goecke proposed
a phase correlation method that computes parametric scale, rotation, and translation
transforms within image blocks using a subpixel function fitting [HG08]. They fur-
ther smooth the flow fields across image blocks using a weighted vector averaging. In
Chapter 5, I propose a method to determine subpixel phase correlation based on phase
estimation of individual frequencies known to be dominant in the images.
Correlation-based methods compute parametric image motion by finding the trans-
form parameters that maximize a spatial comparison metric of the intensities in two
images [BB95]. Like gradient-based image registration, this matching approach can be
applied to small image patches or the entire image frame. Computing the correlation
for all possible transforms between images is computationally expensive, so practical
methods depend on coarse-to-fine refinements and optimization strategies to drive the
parameter search towards the optimal solution [ISNC05]. In Chapter 5, I propose a
method to perform correlation-based tracking using a pattern known to exist in an im-
age layer and using a model of microscope image formation to predict layer appearance.
3.2 Computing Transparency from Images
Another active area of image analysis research involves estimating the transparency of
objects from images. This problem is the inverse of creating composite images from in-
dividual image layers, which is used often in image editing and video production. Porter
and Duff present a mathematical framework for creating composite images from distinct
image elements [PD84]. An image element is an independently-rendered image with an
associated coverage mask, or matte, that determines where that image element should
appear in the composite image. The matte information is specified as an alpha channel
value that determines the weight the image element should contribute at each pixel.
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The authors demonstrate that the alpha value for an image element can equivalently
represent either the transparency of a solid object covering an entire pixel or the par-
tial pixel coverage of an opaque object. The framework proposed in this paper is used
throughout the transparency analysis literature. The operator relevant to most multiple
layer imaging in microscopy is the over operator, which specifies a pixel value as a linear
blending between foreground and background layers.
Smith and Blinn demonstrate that the transmission matte of a foreground object
viewed in front of a flat background can be determined using two images of the same
scene with different backgrounds, but not using a single background, as often used in
the film industry [SB96]. Recovering the transparency of image layers in settings where
swapping out backgrounds is not possible, then, depends on other assumptions about
the scene composition. Ruzon and Tomasi and Chuang et al. present methods for seg-
menting a foreground object with complex boundaries based on statistical distributions
of pixels known with certainty (based on user interaction) to belong to the foreground
and background layers [RT00, CCSS01]. Chuang et al. extend these techniques to mov-
ing scenes using optical flow to estimate the locations of each region over the video
given user-specified regions at key frames [CAC+02]. Yeung et al. present a method
to extract smooth transparent foreground layers from backgrounds that have sufficient
gradients [YWT08]
In Chapter 4, I present a technique that estimates the transparency of a non-moving
layer in a video composed of an arbitrary number of moving layers using no user interac-
tion or optical flow information. The key assumptions I rely on are that the background
layer remains stationary and the foreground layers have sufficient motion over the video.
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3.3 Multiple Layer Motion Analysis
Multiple layer motion analysis combines the domains of motion and transparency esti-
mation. One aspect of this problem is to determine multiple motion models for each
image location that explain the optical flow of independent image layers. Another as-
pect of this problem is to determine the composition of image layers in the presence
of mixed motion information from multiple layers. As always, each contribution makes
assumptions about the scene and imaging that enable extracting information from the
images.
Shizawa and Mase present a method for estimating multiple motions using frequency-
domain analysis [SM90]. Their approach is an adaptation of phase correlation in which
they find two planes through frequency space that represent the motion of two rigid
image layers undergoing translations. As with phase correlation, this approach requires
broad spectral support for each of the image layers.
Irani et al. describe a method for computing the motion of multiple occluding or
transparent rigid objects [IRP94]. This approach first finds a dominant moving object
and its region of support using multiscale registration followed by moving object seg-
mentation. The dominant component of motion is removed from the video and the
process is repeated to find the second component of motion. This technique relies on
wide spatial motion support and rigidity of the moving objects.
Black and Anandan incorporate a robust estimation framework into optical flow
computations in order to handle gross errors introduced by multiple motion condi-
tions [BA96]. The authors demonstrate that three common optical flow approaches
(spatial correlation and the local and global gradient techniques) are least-squares min-
imization problems. The problem with least-squares estimation is that outliers are
weighted heavily by the penalty function. Least-squares is robust when the data follows
a normal distribution, but when outliers do not fit a normal distribution the model
becomes skewed to fit these gross outliers. In multiple motion situations, there may be
42
a dominant motion present, but any data from a secondary motion would manifest as
gross outliers. Black and Anandan replace the quadratic penalty functions with more
general ρ-functions to apply robust estimation techniques to motion computation. The
goal of choosing a robust estimation penalty function is to reduce the effect that gross
outliers have in model fitting.
Szeliski et al. address the problem of recovering image layer composition from a
sequence using a constrained least-squares solution assuming the transforms of each
layer are known [SAA00]. When the transforms are not known a priori, the authors
propose an iterative solution to recovering both the motion and layer composition by
first recovering the dominant motion. An image mosaic is formed using this motion
information, which provides an upper bound of intensities for the dominant layer and
a lower bound of intensities for the remaining motion layers. An iterative refinement
improves the estimates of layer composition until the constrained least-squares approach
can be applied.
Sarel and Irani present a method to separate two layers of motion from a video where
one motion is repetitive [SI05]. Considering a video as a spatio-temporal volume, they
formulate a registration process to bring into alignment two arbitrary lengths of video. A
coarse registration is used to find the periodicity within the image sequence by comparing
a spatio-temporal volume with all segments in the video. This leads to alignment of all
occurrences of the repeated motion, followed by a local registration refinement. The
repetitive motion layer is separated from the non-repetitive layer by median-filtering
the spatio-temporal derivatives of the registered video volume. The second motion layer
is extracted from the original video by finding the blending coefficients that minimize
the correlation between the first and second motion layer.
Gai et al. present a method for determining the motion and composition of multiple
rigid image layers undergoing translation using gradient information [GSZ08]. The au-
thors assume that the edge information in each of the layers is sparse, the information
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in each of the layers is statistically independent, and each layer is non-periodic. These
three assumptions together enable the shifts for all layers to be found by correlation of
gradient magnitude images.
3.4 Structured Illumination
Structured illumination is an image analysis technique in which a scene is illuminated
by a nonuniform light pattern of known structure. The appearance of the illumination
pattern in images of the scene can be used to discern more information about the
scene—often geometry. The general technique relies on using calibrated projector and
camera systems to illuminate and image objects in a working volume. Correspondences
between points in the images and points in the projected pattern provide scene geometry
via triangulation.
Vuylsteke and Oosterlinck propose an binary encoding pattern that provides unique
spatial locations from observations of a small image window [VO90]. This enables re-
covering range maps from single images, which is a requirement for scenes containing
moving objects. Ga¨rtner et al. propose an efficient encoding pattern that enables de-
termining pattern locations from multiple observations of a static scene [GLT96]. In
this case, the intensity encoding that identifies a location is time-modulated. Kang et
al. use frequency-modulated sinusoidal patterns to enhance the discrimination between
points identified in images from multiple cameras, improving the stereo correspondence
task [KWZK95]. Noguchi and Nayar and Nayar et al. use a checkerboard pattern
projected through a microscope onto a surface to determine shape from focus of the
pattern [NN94, NWN95]. In their work, a collection of images taken at different z
depths is analyzed to find the best focus at each image location based on response to a
Laplacian focus operator.
In Chapter 5, I propose a new structured illumination technique that provides lateral
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tracking information for microscopy. The structured illumination pattern I use intro-
duces a semitransparent layer to the acquired images. The fixed pattern is inserted into
the light path of the bright-field microscope and remains fixed to the reference frame
of the microscope stage. In Chapter 6, I demonstrate how to obtain depth information
from analysis of the pattern’s defocus.
3.5 Computational Microscopy
Another active field of research is computational microscopy. The unifying premise of
research in this field is that if microscopy images are to be analyzed by a computer, the
optimal images that enable this analysis may differ significantly from optimal images
for analysis by humans.
A flurry of papers have been published recently on using structured illumination
to enhance the lateral resolution of fluorescence microscopy [GAS00, FKS00, RHM+03,
HB06, Car08, TRL+08]. These all rely on the same principles, with the clearest explana-
tion provided by Carlton. The approach leverages the convolution theorem—convolution
in the spatial domain is equivalent to multiplication in the frequency domain—and the
fact that lenses perform Fourier transforms [Goo68, BW75]. A structured illumination
pattern is used to excite fluorophores such that an individual frequency-domain image
of the emitted light contains the sum of magnitudes from frequencies that fall within the
Abbe limit, but also from frequencies that exceed the Abbe limit. Shifting the phase of
the structured illumination pattern to capture multiple images enables recovering the
individual magnitudes at all frequencies. The Fourier transform of the reconstructed
frequencies provides an image with resolution beyond the Abbe limit.
Levoy et al. propose another computational microscopy technique that trades lateral
resolution for obtaining depth information from a single image [LNA+06]. The technique
records a light field by placing a lens array at the intermediate image plane which forms
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multiple images of the specimen from slightly different perspectives. Combining the
information in these subimages enables constructing multiple perspective views of the
specimen or constructing a sequence of images focused at different depths through the
specimen, all from a single image.
The structured illumination microscopy technique I present in Chapters 5 and 6
contributes to the field of computational microscopy. The images acquired have nonuni-
form illumination, making them non-optimal for human observers. However, the extra
information in the images enables obtaining 3D tracking information through computer
analysis. The occlusion removal technique presented in Chapter 4 provides a method to
remove the structured pattern layer from the images.
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Chapter 4
Removal of Stationary Semitransparent
Image Layers
A significant component of the work in this chapter was presented at the 12th Interna-
tional Conference on Computer Analysis of Images and Patterns (CAIP) in 2007 [ET07].
Video microscopy figures prominently in many fields of research, such as biology,
pathology, materials science, and physics. In some situations, an experiment imposes
constraints that introduce undesirable artifacts into the captured images. One such
scenario arises when using long working distance lenses in microscopy of moving speci-
mens. A long working distance lens, which has a smaller numerical aperture (NA) than
a standard lens at a particular magnification, enables focusing further into a specimen,
but also increases the depth of field. Consequently, a thicker slab of the specimen is
visible in the final image.
Figure 4.1 shows several frames from a video of beating cilia on epithelial lung cells.
A microbead in the bottom third of the image frame is attached to one clump of beating
cilia. The inverted microscope used to create these images focuses through the substrate
and cell bodies onto the cilia layer, and these components modulate the image of the
moving cilia. This appears as a blurry constant background behind the beating cilia.
Other artifacts, such as debris on the image sensor (also seen in Figure 4.1), slide,
or cover slip, also contribute to the final image. Microscope cleaning and alignment are
(a) (b) (c) (d) (e)
Figure 4.1: Ciliated epithelial lung cells move a bead in bright-field microscopy
observed with a long working distance lens. The spot circled in the first frame is
from dirt on the image sensor. a-d) Frames from the original captured video. e)
The mean of 61 frames from the video. Original images from David Hill.
crucial steps for obtaining the clearest images. The reality, however, is that a great
deal of microscopy data is collected with suboptimal alignment and cleaning. The data
collected is interesting, but corrupted by optical impurities.
With these considerations, a typical microscopy video consists of one or more moving
“foreground” specimen objects and static “background” impurities. (The use of fore-
ground and background does not imply which object is physically in front of another;
I am choosing the convention that assigns the object of interest, the specimen, to the
foreground.) The background impurities will obscure the foreground specimen as the
specimen moves across the image plane. An occluding object and specimen become
darker where they overlap, but rarely does an object absorb all light.
In this chapter, I present two methods for repairing video microscopy data that suf-
fers from stationary partial occlusions. These approaches use the simplified geometric
model of image formation in the bright-field microscope from Chapter 2, and rely on
motion to enable separating the video into moving and stationary components. In ad-
dition to improving the visual clarity of microscopy videos, these techniques are useful
as a preprocessing step for other image analysis tasks, such as optical flow computation.
Compared to background subtraction, these approaches have the important character-
istic of preserving the relative intensity relationships between image sensor locations,
which is necessary for photometry. The techniques presented here each have strengths
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and weaknesses; I will compare the effectiveness of these methods, and describe which
method suits different scenarios.
Section 4.1 discusses prior research related to occlusion removal; Section 4.2 discusses
the principles behind the general occlusion removal technique; Section 4.3 discusses
algorithm implementation details; Section 4.4 quantitatively and qualitatively evaluates
the repair methods; Section 4.5 summarizes the findings presented here.
4.1 Related Work
As discussed in Section 2.2, the details of image acquisition, such as noise and sensor
calibration, are concerns in any imaging application [HK94, TRK01]. Sensor calibration
considers image formation from the image sensor onwards, this work concentrates on
image formation in the bright-field microscope before the image sensor. These methods,
therefore, are complementary. Specifically, the linear response of the sensor should be
validated before applying these techniques, as outlined in Section 2.3. The image sensors
usually used on research microscopes have a linear—or nearly linear—response.
Background removal techniques for microscopy include background subtraction and
flat-fielding [IS97, Ch. 12]. These approaches use specimen-free calibration images to
remove artifacts due to illumination variations by frame subtraction or division. The
approach presented here depends on the presence of a moving specimen but works on
existing microscopy data without calibration. Hill et al. use a moving average im-
age for background subtraction to improve the visual clarity of DIC microscopy im-
ages [HPBH04]. The methods presented here perform this function and at the same
time preserve the image intensity relationships required for photometry.
Schechner and Nayar compute the transmission map of a filter with spatially-varying
transmittance [SN03]. Their initial estimate is based on image statistics, and Sec-
tion 4.2.2 demonstrates how to improve this estimate. Their robust estimation relies on
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image registration with a rigid-body constraint, a condition that is rarely satisfied in
biological microscopy. Shizawa’s multiple optical flow estimation technique also relies
on rigid-body assumptions [SM90].
A significant body of computer vision research focuses on macroscopic occlusion
detection and processing [SLKS05, JWTT04]. In the macroscopic case, occlusion is
typically complete. Complete occlusion constitutes a nonlinearity in image formation
that is manifested by a complete loss of signal in the captured image. In microscopy,
however, occluding objects do not block light completely. In the multiplicative image
model, each object absorbs a constant proportion of light, and the signal from the
occluded object transmits through the occlusion. Throughout this chapter the term
“occlusion” refers to a partial occlusion as encountered in bright-field microscopy, unless
otherwise specified.
4.2 Theory
In a bright-field microscope, a light source is tuned to uniformly illuminate a specimen
across the field of view, as discussed in Section 2.1. A series of lens assemblies (e.g.
condenser, objective, and ocular) focus the light transmitted through the specimen onto
an image sensor [IS97, Ch. 2].
Light interacting with any object in the optical path is either transmitted, absorbed,
or diffracted. The first-order image formation model assumed here ignores diffraction
effects, the consequences of which are discussed below. Recall from Chapter 2 that the
image of a planar object predicted by geometrical optics is given by Equation 2.4:
I(x, y) =
1
M
LT
( x
M
,
y
M
)
. (4.1)
The magnification of the objective lens, M , specifies a scaling of the image and object
coordinates, and can be disregarded in this analysis. The lamp intensity, L, however,
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is considered to vary across the image plane. The image formed on the image sensor,
I(x, y) is therefore simply the product of the light field incident on the specimen, L(x, y),
and the transmission through the specimen, T (x, y):
I(x, y) = L(x, y)T (x, y), T (x, y) := {0 ≤ T (x, y) ≤ 1, ∀(x, y)}. (4.2)
Equation 4.2 constitutes a multiplicative light model for the bright-field microscope. For
brevity in the analysis that follows, I replace the coordinates (x, y) with vector notation,
x, to specify 2D positions.
Considered over time, the transmission map, T (x, t), is a composite of transmission
coefficients from stationary and moving objects. The time varying transmission map can
be decomposed into a stationary transmission map, Tc(x), and a time-varying specimen
transmission, Ts(x, t). The image formed on the sensor is then
I(x, t) = L(x)Tc(x)Ts(x, t) . (4.3)
Given the stationary transmission map, a repaired video, without the presence of sta-
tionary occlusions, is obtained by
Ir(x, t) =
I(x, t)
Tc(x)
= L(x)Ts(x, t) . (4.4)
The image repair problem therefore reduces to finding an accurate estimate of the sta-
tionary transmission map, Tc(x). The following sections present two methods for esti-
mating Tc.
The image sequence I(x, t) contains noise in every intensity measurement, and the
stationary transmission map amplifies this noise as well as the signal in Equation 4.4.
The transmission map, therefore, also provides a measure of relative error in the repaired
intensity values—the intensity value of a pixel that has high gain from the transmission
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map will be less reliable than one with low gain.
As a consequence of ignoring diffraction effects, occlusions on the image sensor are
modeled better than occlusions elsewhere in the optical path. Debris on lens elements are
completely out of focus in a well-aligned microscope, so their effects are distributed across
the image plane. Light diffracted from partially-focused, stationary debris, however, may
add intensity to a local image region. Experimental results in Section 4.4.2 demonstrate
that this simplification yields useful information in a broad range of microscopy data,
despite assuming a diffraction-free image model.
4.2.1 Approach 1: A local transmission metric
Consider the mean intensity image from all frames in a microscopy video, as seen in Fig-
ure 4.1e. The mean intensity of a video with sufficient motion has low spatial variance,
except in regions that contain stationary occlusions. The effect of motion on a mean in-
tensity image is similar to the effect of a mean filter on a single image: the intensity from
a single moving object is spread over many pixels in the mean image. Given sufficient
uncorrelated motion, each point in the scene is imaged by all pixels within some neigh-
borhood. The result is that the mean intensity image is approximately constant within
local neighborhoods. For example, the predominant spatial variance in Figure 4.1e is
due to stationary background objects. This observation leads to a method for estimating
the stationary transmission map.
Assume that for a sequence of N images the mean intensity,
I(x) =
1
N
N∑
t=1
I(x, t), (4.5)
is locally constant except where occluded by stationary background objects. If the oc-
clusion regions are relatively small compared to the image plane, each occluded pixel
will have within a small neighborhood a number of unoccluded pixels. The mean inten-
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sity in this neighborhood will be greater than the mean intensity at the occluded pixel.
Comparing the mean intensity of an occluded pixel to that of its unoccluded neigh-
bors determines the amplification necessary to bring the occluded pixel in line with its
neighbors. In a sense, the occluded pixel appears as impulse noise, where the value
that should have appeared at that pixel has been replaced by another value due to the
occlusion. One common method used to detect impulse noise is to compare a pixel value
to the median of neighboring pixel values [GHCH05]. For a neighborhood Ω,
IΩ(x) = Median
[
I(xi)
]
, {xi |xi ∈ Ω}. (4.6)
The per-pixel mean intensity of Equation 4.5 provides a measure of how much light
was transmitted to an image location while the local median of Equation 4.6 provides
an estimate of how much light was transmitted to the pixels within a neighborhood.
Knowing the expected size of occlusions in the image plane enables choosing a neighbor-
hood size such that all neighborhoods have fewer than half of their pixels occluded. For
this condition to be met for all neighborhoods, the occlusions present must be relatively
small and sparsely distributed across the image plane. When such a neighborhood size
can be chosen, however, an estimate of the stationary transmission map is
Tc(x) =
I(x)
IΩ(x)
. (4.7)
Equation 4.7 ensures that if a pixel has an intensity that is always lower relative
to its neighbors, its intensity will be amplified after applying Equation 4.4. Similarly,
if a pixel has an intensity that is always higher than its neighbors, its intensity will
be diminished. Note that this latter case exposes a weakness in this approach applied
to bright-field microscopy: an occluding object would never amplify the intensity at a
pixel, only diminish it.
I will refer to the method of estimating the stationary transmission map using Equa-
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tion 4.7 as the local transmission metric (LTM).
4.2.2 Approach 2: A global transmission metric
I next describe a framework for image intensity comparisons and use it to formulate
an alternative estimate of the stationary transmission map. A stationary occlusion
transmits a constant proportion of light at an image location. Foreground objects move
over the occlusion throughout a video, so the intensity at that location changes over time.
What remains constant, however, is the ratio of light transmitted at an occluded pixel
compared to its neighbors. The transmission map estimate is constructed by forming a
model of the stationary gradient of transmission at each pixel in the image plane.
The transmission image formation Equation 4.3, I(x, t) = L(x)Tc(x)Ts(x, t), con-
tains two time-independent terms, L(x) being the spatially-varying illumination of the
lamp and Tc(x) being the spatially-varying transmission from stationary components
in the specimen. The nonuniform illumination can be calibrated and corrected using
the flat-fielding techniques described in Section 2.3. In the absence of flat-field calibra-
tion, however, these two terms are indistinguishable—that is, both terms result in a
stationary, nonuniform illumination at the image plane. The two terms, therefore, can
be combined:
I(x, t) = Tc(x)Ts(x, t). (4.8)
As noted by Shizawa, the logarithm transforms this multiplicative imaging model
into a linear imaging model [SM90]:
log I(x, t) = log Tc(x) + log Ts(x, t). (4.9)
Taking the gradient of both sides of this equation yields
∇ log I(x, t) = ∇ log Tc(x) +∇ log Ts(x, t). (4.10)
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The benefit of transforming the imaging equation in this way is the following: the
moving components in the specimen effect the constant components only at the edges of
the moving components. Said another way, if the moving edges move sufficiently, there
should be some estimator for which the contribution of the moving edges over all images
is zero,
E[∇ log Ts(x, ti)] = 0, {i : i = 1 . . . N}. (4.11)
Applying such an estimator, E, to Equation 4.10 yields
E[∇ log I(x, ti)] = E[∇ log Tc(x)], {i : i = 1 . . . N}. (4.12)
The task remains to find a suitable estimator that distinguishes between elements
from stationary occlusions and the moving specimen. Because the measurements of
constant transmission at a single pixel are corrupted with gross errors from moving
transmission components, robust estimation suggests itself [PTVF07, Ch. 15]. In prac-
tice, the median performs well in a number of cases, with the understanding that the
median will provide a reliable gradient estimate at a pixel that is covered by moving
foreground edges no more than half the time. Notice that the use of the gradient in
Equation 4.12 means that a large moving object may completely cover a region of the
image plane in all frames, but as long as its edges are moving the constant transmission
within this region can nevertheless be recovered.
The logarithm of the constant transmission map is computed by integrating the
gradient estimate of Equation 4.12 over the image plane
log Tc(x) =
∫
C
E[∇ log I(x, ti)]ds, {i : i = 1 . . . N}, (4.13)
where C denotes any path over the image plane from the origin to x. Converting back
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to intensity space reveals the estimate of constant transmission,
Tc(x) = exp
(∫
C
E[∇ log I(x, ti)]ds
)
, {i : i = 1 . . . N}. (4.14)
I will refer the method of estimating the stationary transmission map from Equa-
tion 4.14 as the gradient logarithm transmission (GLT) method and its variants due to
estimator selection in Equation 4.11 as GLT-mean and GLT-median.
Note that if the estimator, E, is linear, the estimation and gradient commute, sim-
plifying Equation 4.14 to
Tc(x) = exp (E[log I(x, ti)]) , {i : i = 1 . . . N ]}. (4.15)
For the mean estimator, Equation 4.15 reduces to the geometric mean of all frames. (As
a result, the GLT-mean method does not actually involve a gradient computation in its
implementation; I nevertheless preserve its acronym as a reference to its derivation.) No
such simplification is possible for the median estimator.
4.3 Implementation
To evaluate different stationary component removal algorithms, I implemented both of
the techniques outlined in Section 4.2 as well as mean-image background subtraction in
C++ using the Insight Toolkit [ISNC05] (ITK) as a framework. Some implementation
details deserve mention.
4.3.1 Enforcing Integrability
The GLT method requires an integration of the stationary gradient estimate in Equa-
tion 4.13. The gradient estimates, however, are not guaranteed to be integrable. That
is, choosing a different order of integration will result in a different transmission map.
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Frankot and Chellappa investigated this problem in research on determining the geom-
etry of a surface from shading cues (shape from shading) [FC88]. I adopt this approach
to construct a transmission map, and therefore briefly summarized the method here.
The problem is to compute the 2D surface z(x, y) given estimates zx(x, y) =
∂z(x,y)
∂x
and zy(x, y) =
∂z(x,y)
∂y
of the derivatives of the surface z. The image derivatives have
discrete Fourier transform coefficients Cx and Cy, such that
zx(x, y) =
∑
ωx,ωy∈Ω
Cx(ωx, ωy)ei(ωxx+ωyy) (4.16)
zy(x, y) =
∑
ωx,ωy∈Ω
Cy(ωx, ωy)ei(ωxx+ωyy), (4.17)
where Ω is the range of frequencies (ωx, ωy) used in the Fourier transform. Presuming
that the derivatives are estimated by a discrete central difference,
zx(x, y) =
1
2
[z(x+ 1, y)− z(x− 1, y)] , (4.18)
Frankot and Chellappa show that the periodic surface that has integrable derivatives
closest to the estimated zx and zy is given by the Fourier coefficients
C(ωx, ωy) = −i sin(ωx)Cx(ωx, ωy)− i sin(ωy)Cy(ωx, ωy)| sin(wx)|2 + | sin(wy)|2 . (4.19)
The elegance provided by this solution is that a simple combination of Fourier coefficients
from the derivative estimates has simultaneously projected the surface derivatives into
the nearest integrable subspace and performed the integration.
Note, however, that this Fourier-based integration finds a periodic surface as an
estimate of the stationary transmission map. This presents a problem if the actual
transmission map is non-periodic, as is the case for most natural images. To improve
the behavior of the GLT method, I pad each log-intensity image with a border of half
the image size in each direction and apply a Hanning window ([Har78]) that apodizes
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intensity values in this padded region to smoothly transition between the pixel value at
the image boundary and the mean image value at the border boundary. This embeds
the image data within a signal that smoothly transitions at boundaries, which eliminates
discontinuities in the infinite repetition of the signal considered by the Fourier transform.
After Fourier-based integration, I crop the resulting surface estimate to the original im-
age region. This windowing technique applies only to the GLT-median implementation;
the GLT-mean implementation uses the simplification of Equation 4.15.
4.3.2 Handling Zero Intensity
Because log(0) is undefined, zero intensity values require special attention when com-
puting the logarithm in Equation 4.9. At low intensities, the measure from an image
sensor is dominated by noise [HK94]. Because the intensity estimate is less accurate at
the low intensity range, it is least harmful to treat zero-valued and one-valued pixels
the same. I therefore clip the minimum input image intensity to one. The alternative
approach—offsetting all intensity values by one—would destroy the relative intensity
ratios for all pixels.
If a pixel records zero intensity values for all frames of a video, there is total occlusion
of light at that pixel. The transmission map would require infinite gain to repair the
intensities at that pixel, and the repaired image intensity would have infinite error. In
other words, the repaired image intensities should not be trusted at all for pixels that
record low intensity values over the entire video. Because the gain scales noise along
with image intensity, the transmission map functions as both a transmission gain and a
confidence measure—intensity values with high transmission map gain should be trusted
less than intensity values with low transmission map gain. It may be desirable to mask
out any pixels whose transmission values fall below a certain threshold, or pass along
the transmission map as a confidence measure for further image analysis processes.
At times a sharp intensity fall-off occurs along one edge of the image plane; this
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appears, for example, in the flat-field calibration of Section 2.3, Figure 2.7. This is due
to misalignment of the image sensor in the camera housing, and this situation should
be apparent during camera calibration. Any affected pixels should be cropped before
image analysis.
4.3.3 Transmission Map Scaling
The integration in Equation 4.13 introduces an integration constant to the estimate of
the logarithm of stationary transmission. Exponentiation in Equation 4.14 transforms
this free parameter into a scale factor. So, the GLT method recovers the constant
transmission up to a scale factor, and the task remains to select an appropriate value
for that scale factor.
An unoccluded image location should have a transmission factor of one. It is un-
known a priori that any particular location is unoccluded—in fact, the whole image
plane could be partially occluded. But such a situation is equivalent and indistinguish-
able from inserting a neutral density filter into the light path or reducing the intensity
of the microscope lamp. Intuitively, the image location that receives the most light over
the course of the video would be an obvious choice for an unoccluded location. The
pixel with the maximum transmission metric, then, is a good candidate, and this choice
reinforces the assumption that objects in the light path only absorb light. The computed
stationary transmission map is therefore be rescaled to have a maximum of 1.
Highlights in the image due to diffraction, such as at the center of beads, may set this
maximum transmission value too high, overly dimming the output images. In this case
one may select some other reference value, such as the 90th percentile of the transmission
map, to scale to 1.
Another possible solution scales the mean transmission to one. Although violating
the assumption that light is only absorbed, this choice maintains the mean intensity
between input and output images, and preserves visual consistency especially when
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occlusions cover a small portion of the image plane.
A similar situation occurs in background subtraction. Mean image subtraction in-
volves a shifting of intensity values. As this process does not preserve the intensity
ratios between pixels anyway, an arbitrary intensity shift can be applied to put the
output image intensities into some desired range. In my background subtraction im-
plementation, I maintain the mean image intensity between input and output image
sequences to preserve visual consistency.
4.4 Evaluation
I evaluated the microscopy stationary object removal algorithms using both synthetic
and real data. Synthetic data provides a known ground truth by which to quantitatively
assess the techniques. Real microscopy data must be qualitatively assessed.
4.4.1 Simulated Data
(a) (b) (c) (d)
Figure 4.2: Sample test data of transforming noise fields: a) no occlusion, b)
small occlusions with varying transmission, c) large occlusion, and d) step function
occlusion.
The simulated data is generated from a normally-distributed noise field undergoing
rigid transformations. Each test video consists of 180 frames of 256 × 256 pixels. To
simulate microscopy image formation, we modulate these image sequences with fixed
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patterns—discs and bands of various sizes and transmissions—as seen in Figure 4.2.
We apply each of our video repair algorithms and compute the peak signal-to-noise
ratio (PSNR) over all frames as a comparison metric [Bov05]. The PSNR, measured in
decibels (dB), for two m× n images I1(x, y) and I2(x, y) is
PSNR(I1, I2) = 10 log10
(
max(I1)
2
E(I1, I2)
)
, (4.20)
E(I1, I2) =
1
mn
m∑
i=1
n∑
j=1
(I1(i, j)− I2(i, j))2 .
Higher PSNR values indicate a more faithful reconstruction of an image, and PSNR
values between 30 and 40 dB are typical in the image processing literature [ABMD92,
SP96].
Table 4.1 shows the reconstruction results for a subset of test cases. Because PSNR
is sensitive to gain, and the GLT methods have a free scale parameter, as described in
Section 4.3, I choose to scale the GLT transmission maps to maximize PSNR.
Table 4.1: Mean PSNR (dB) measurements for repairing simulated microscopy
data; r is half the width of the square neighborhood used in the LTM method;
window refers to padding with a Hanning window in the GLT-median method.
The best result for each data set is indicated in bold face.
Data set Noise
Transform type Rotation Translation
Occlusion type none small large step none small large step
Background
subtraction 42.12 38.98 16.04 12.20 38.98 18.32 14.51 11.77
LTM, r=5 49.66 28.97 12.97 10.35 46.21 29.18 13.27 10.64
LTM, r=15 46.12 46.16 13.04 10.37 43.36 43.44 13.33 10.66
LTM, r=100 — — 41.65 10.38 — — 38.47 10.68
GLT-mean 41.83 41.83 41.83 41.79 39.87 39.88 39.85 39.61
GLT-median 39.66 39.65 39.66 12.10 36.62 36.61 36.62 12.70
GLT-median
window 35.19 35.20 35.15 35.20 33.39 33.39 33.37 33.28
Using the case of a rotating noise field as an example, the data set with no occlusion
indicates the quality of reconstruction obtainable by each method. Except for LTM
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with small radius, all methods match performance in the unoccluded case when small
occlusions of varying modulation are added to the video. The LTM method performs
best in this example, followed closely by the GLT-mean.
The presence of a large occlusion exposes the weakness in the LTM method. Large
occlusions require the use of large neighborhoods (Ω in Equation 4.7) to ensure an
accurate estimate of the unobstructed intensity for each neighborhood. A neighborhood
with a radius of 100 pixels was required to repair the test case with large occlusion seen
in Figure 4.2. The running time of the LTM method scales quadratically with the scale
parameter. For example, a desktop computer equipped with an AMD Athlon 64 3700+
processor and 1 GB of RAM, the LTM computation with r = 100 took over an hour,
an unacceptable penalty in most situations. (The LTM method with r = 100 was not
computed for the data sets with no occlusion and small occlusions because a smaller
radius was sufficient to achieve accurate image recovery.) The GLT methods do not
suffer from this scale parameter dependency.
(a) (b) (c) (d)
Figure 4.3: Transmission maps recovered from rotating noise field image sequence
with step function occlusions: a) ground-truth step function; b) transmission map
recovered with LTM; c) transmission map recovered with GLT-median without
windowing; d) transmission map recovered with GLT-median with Hanning win-
dow applied.
The LTM and non-windowed GLT-median methods do not recover an accurate rep-
resentation of the transmission map for image sequences modulated by a step function.
Figure 4.3 displays the computed transmission maps displayed as height fields to provide
insight into this result. Figure 4.3a shows the ground-truth transmission map used to
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generate the data. The transmission map in Figure 4.3b reveals that the size and shape
of the occluded regions make it impossible for the LTM method to determine intensity
values from unoccluded pixels for all neighborhoods, as only pixels in the left-most strip
can be considered unoccluded.
The transmission map in Figure 4.3c demonstrates that the Fourier-based integration
enforces a periodic transmission map in the GLT-median method without windowing.
Padding and windowing, as discussed in Section 4.3, is necessary to recover non-periodic
transmission maps using the GLT-median method, as seen in Figure 4.3d.
4.4.2 Microscopy Data
Figure 4.4 shows the results of applying stationary occlusion removal to the video of
beating cilia seen in Figure 4.1. Background subtraction does a reasonable job of re-
moving stationary objects, but suffers from ghosting of the moving bead in the bottom
center of the image. The LTM method succeeds in removing most of the dust occlusion
in the center of the frame; a faint diffraction halo remains visible around the dust spot
because the light model only handles occlusions that absorb light. The GLT meth-
ods suffer less from this artifact. Diffraction effects are also visible around the moving
bead, but these foreground components have no effect on any of the stationary occlusion
removal methods.
The LTM method does the worst job of removing the large stationary occlusions of
the cell culture. In this example, the local neighborhood is constrained to a 30 pixel2
area, but the cell culture occlusions are large and irregular enough that a larger neigh-
borhood would not likely improve the result. The GLT methods do not suffer from these
limitations because they form a complete model of all non-moving components of the
video. Removing the stationary cell culture components accentuates the motion of the
cilia.
The GLT-median is the only method that does not suffer from ghosting of the moving
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(a) (b) (c)
(d) (e)
Figure 4.4: Stationary occlusion removal applied to a microscopy video of beating
cilia, 248× 250 pixels, 61 frames: a) one frame from the original sequence with a
circle surrounding a dust spot on the image sensor, b) the same frame recovered
with mean background subtraction, c) LTM (r = 15), d) GLT-mean, and e) GLT-
median.
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bead in the bottom center of the images. This example highlights the strength of the
GLT-median approach—when the edge of a foreground object covers an image location
for fewer than half the frames in a video, its effect does not perturb the background of
the repaired video.
Figure 4.5: GLT-median stationary occlusion removal applied to cilia-driven mu-
cus flow video, 648× 484 pixel, 60 frames. Top: cilia on human airway epithelium
cells drive mucus flow towards the upper left corner of the frame. Middle: station-
ary occlusion removal applied to this video makes it easier to discern moving cilia,
mucus, and particles trapped in the mucus. Bottom: the stationary component
recovered from this video displays the cell layer. Original images from David Hill.
Having demonstrated that GLT-median most effectively removes the visible artifacts
from stationary occlusions in cilia videos, Figure 4.5 shows the method applied to another
data set. This example displays a much larger portion of a ciliated cell culture. The
selection of a long working distance objective lens required to focus through the specimen
65
means that the cell culture, cilia, and mucus layers are visible. Although motion—
especially of particles in the mucus layer—is visible in the video, the cell culture is the
predominant visible feature. After stationary occlusion removal, however, the moving
mucus layers are featured prominently, and it is easy to discern beating cilia structures
in some regions. The stationary component of the video, shown on the bottom of
Figure 4.5, contains a clear view of the epithelial cell culture.
The occlusion removal example from Figure 4.5 used 60 frames from a 600 frame
video to construct a model of the stationary cell layer. Using the same transmission
mask to repair the entire video reveals that the stationary cell layer moves slowly over
the entire video, leading to ghosting artifacts in later frames. This suggests that a sliding
window of frames should be used to compute a transmission map for long videos with
slowly moving background components. Hill et al. used such a sliding window approach
to enhance motion in DIC videos of vesicle transport [HPBH04]. An interesting avenue
of future research is to extend the single layer transmission estimate to multiple layers.
In this example, a stationary transmission map would be computed for the entire video,
and a time-varying transmission map would account for the slow motion of the cell layer.
A third transmission map may account for mucus flow over the cilia.
Figure 4.6 shows one step along the path towards estimating motion and composition
of multiple deforming, semitransparent image layers. The image in the background of
Figure 4.6a is a single frame from a video of cilia-driven mucus flow. In the original
video, the flow is visible as a subtle layer over the top of the cells, with the predominant
flow downwards in a “channel” in the center of the field. The arrows in Figure 4.6a
represent the net optical flow computed from the original video. Flow computation
is performed with an implementation of the combined local and global gradient-based
technique of Bruhn et al. [BWS05], as discussed in Section 3.1. The magnitude of an
arrow indicates the total flow starting at a single pixel from the beginning of the video.
In this computation, the high-contrast, stationary boundaries of the cells corrupt the
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(a) (b)
Figure 4.6: Flow computation for cilia-driven mucus flow. The gray scale image is
a single frame from a bright-field microscopy video of cilia-driven mucus flow. Ar-
rows show net computed optical flow from the beginning of the video (150 frames).
a) Flow computed without stationary occlusion removal. b) Flow computed after
applying GLT-median stationary occlusion removal. Original images from Jeremy
Cribb.
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flow estimation—the dominant computed flow is at the left edge of the image frame
instead of the middle. Additionally, this computed flow does not preserve the volume of
fluid moving through the channel—there is more flow in the middle of the frame than
towards the bottom.
Figure 4.6b shows the result of optical flow computation at the same frame for the
video preprocessed with stationary occlusion removal using the GLT-median metric.
Here, the dominant motion in the video is correctly attributed to the channel in the
middle of the image frame. The volume of mucus flow through the middle appears to
be conserved. The cluster of arrows pointed upwards in the top right of the field of view
indicate motion from a beating cluster of cilia.
4.5 Discussion
This chapter presented two methods for removing occlusions from microscopy videos
that exhibit advantages over background subtraction. Each method and variation has
strengths which lead it to outperform the others in different scenarios. The LTM method
performs best on videos with small, bounded occlusions, but handles large occlusions and
diffraction effects poorly. The GLT methods work equally well on any size occlusion and
at least visually improves diffraction effects. The GLT-median estimation outperforms
the GLT-mean estimation when a moving scene object covers an image region for less
than half of the video.
As mentioned in Sections 2.3 and 4.1, flat-fielding is a commonly-used technique in
bright-field microscopy that counters the effect of non-uniformities in Ko¨hler illumina-
tion. Flat-fielding uses a specimen-free calibration image—or, better, a set of images—to
create a map of how much light reaches each pixel in the image sensor. A typical flat-
field image is brightest at the center and falls off towards the edges. Flat-field correction
involves dividing any specimen images by the flat-field calibration image, as in Equa-
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tion 4.4.
The transmission map computed in stationary occlusion removal is similar to the flat-
field calibration image. In fact, because no distinction is made between light loss due
to nonuniform illumination and light loss due to fixed occlusions, stationary occlusion
removal also performs flat-fielding. Given enough microscopy images in which no part of
the specimen is stationary, stationary occlusion removal will recover the flat-field image
for nonuniform illumination. Therefore, there are two major advantages to stationary
occlusion removal:
1. stationary occlusion removal can be applied as a post-process in the absence of
calibration data, and
2. stationary occlusion removal recovers a specimen-specific calibration image that
“flat-fields” non-uniformities from stationary parts of the specimen.
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Chapter 5
Lateral Tracking with Structured
Illumination Microscopy
Structured illumination is a computer vision technique for obtaining information about
a scene. In this technique, a structured light pattern illuminates a scene in a controlled
manner, and the effect of this illumination on images of the scene is used to determine
scene properties such as geometry [VO90, NN94, RBY+99]. This chapter explores a
new application of structured illumination to determine the 3D position of a microscope
stage.
The microscope stage is the platform on which a specimen sits during microscopy
observation. Determining the precise position of the stage is important in many mi-
croscopy applications. Stage tracking enables monitoring motion over large ranges. For
example, when tracking mucus transport across cell cultures or investigating cell motil-
ity, the specimen can move further than one field of view will allow observation. The
microscope stage can be repositioned to track the specimen, but the motion of the stage
needs to be known independent of the specimen motion to discern the complete motion
of the specimen over the entire experiment.
Given stage position information, one can also make measurements spanning multiple
fields of view, for example to determine object size or measure the distance between
landmarks. Tracking the X, Y, and Z position of the stage extends this capability to
3D.
Another aspect of microscopy imaging is the trade-off between magnification and
field of view. High-magnification images reveal fine structural details about the specimen
while wide field of view images provide the overall context how the specimen is organized.
Microscopists are often interested in both of these aspects simultaneously, for example to
understand muscle morphology [KS07]. Stage tracking provides information about where
in a specimen an observation is being made. Given a collection of high magnification
images and accurate stage positions, one can assemble a microscopy mosaic image that
presents both fine structural details and broad context.
In the structured illumination approach discussed here, a semitransparent pattern
on the cover slip or slide modulates the light transmitted through the bright field mi-
croscope. This pattern acts as a transmission mask, partially attenuating the light
illuminating the specimen in a structured manner. Analysis of the pattern appearance
enables tracking the stage in three dimensions—laterally in X and Y and axially in Z.
Because the tracking is performed in software, this technique does not rely on any
microscope instrumentation aside from patterned cover slips and a digital camera. This
technique can therefore be used to obtain stage positions on standard research micro-
scopes with hand-driven micrometer stages.
The remainder of this chapter is organized as follows. Section 5.1 explains the theory
behind lateral pattern tracking methods. Sections 5.3 and 5.4 examine the performance
of this imaging system using simulated and real data, respectively. Section 5.5 discusses
using this tracking system in a microscopy mosaicking application. Chapter 6 discusses
extending the pattern analysis to include axial tracking and evaluates the technique for
moving specimens.
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5.1 Theory
In a bright-field microscope, light from a uniform light source is transmitted through a
specimen and collected by a series of lenses to form an image on a camera sensor. Image
contrast is generated by the transmission and diffraction of light through the specimen.
As discussed in Section 2.1.2, if the image of the specimen predicted by geometrical
optics can be modeled as a thin, planar, transmission mask S(x, y), the image formed
by the microscope is:
I(x, y) = L(x, y) [h(x, y)⊗ S(x, y)] , (5.1)
where L(x, y) is the illumination at the focal plane, h(x, y) is the microscope’s point-
spread function (PSF) at the focal plane, and ⊗ is the convolution operator.
Assume a small pattern, a micropattern P (x, y), is inserted into the microscope’s
light path on the cover slip, slightly above the specimen. The micropattern acts as a
transmission mask that attenuates the illumination field, but its image is convolved with
a different part of the microscope’s 3D PSF. The image formed on the camera sensor
becomes the multiplication of images of each plane
I(x, y) = L(x, y) [h(x, y, zs)⊗ S(x, y)] [h(x, y, zp)⊗ P (x, y)] , (5.2)
where zs and zp are the axial positions of the specimen and pattern respectively. Note
that this model does not precisely account for the diffraction of light between the mi-
cropattern and the specimen. However, because the distance separating these planes is
much smaller (e.g. as little as 5µm) compared to the distance the light diffracts within
the microscope (e.g. 160 cm), this approximation is reasonable. This approximation
gains the additional benefit that the ordering of the micropattern and specimen layers
is unimportant.
The position of the micropattern is fixed with respect to the slide, which remains
fixed to the microscope stage. Introducing the micropattern, then, transforms the stage
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tracking problem into a pattern tracking problem. Obtaining accurate stage tracking
requires that the pattern be tracked independently from the specimen, and a successful
tracking method will assume little about the specimen while obtaining accurate pattern
tracking. Specifically, pattern tracking holds an advantage over any tracking method
that relies on specimen information because it applies whether or not the specimen has
sufficient contrast and whether or not the specimen is moving. Because the pattern is
semitransparent and has a known appearance, the effect of the pattern can be removed
using an extension of the stationary occlusion removal techniques described in Chapter 4.
The pattern tracking problem can be broken down into these major components:
1. Find the orientation and size of the pattern in all input images.
2. Determine the axial position (focus) of the pattern with respect to the specimen.
3. Determine the lateral position of the pattern along each pattern axis independently
or simultaneously.
4. Repeat steps 1-3 with the additional information gained at each step.
In this chapter, I discuss orientation and lateral tracking steps assuming the axial
position is known. Focus determination is reserved for Chapter 6.
5.1.1 Determining Orientation
Consider the image (and its Fourier transform) of a regular pattern composed of two
identical, orthogonal square patterns depicted in Figure 5.1. Note that this pattern’s
Fourier transform has a fundamental frequency determined by the spacing between
square centers plus harmonics along each of the pattern’s coordinate axes. The harmon-
ics occur at integer multiples of the fundamental frequency. The first step in tracking
is to determine the orientation of the pattern’s coordinate axes so that tracking can
proceed along each axis independently.
73
Figure 5.1: An image of a regular grid pattern and its Fourier transform.
An initial estimate of the pattern orientation is determined with a search in frequency
space. Rotation in the spatial domain corresponds to rotation in the frequency domain,
so the frequency components from the pattern fundamental and harmonics lie a set
distance from the center of frequency space. A search for maximum magnitude along
the frequency bands of the fundamental and harmonics—marked as rings for the square
wave pattern in Figure 5.2a—yields four peaks for each frequency, 90◦ apart. The
orientation estimate can be refined through a one-dimensional (1D) optimization along
the frequency band. The mean of the peak orientations for all target frequencies provides
an orientation estimate. This search process can be adapted for any other pattern, given
the frequencies and orientations present in the pattern.
If the pattern spacing is only roughly known, an orthogonal search provides a refined
estimate for pattern spacing given an initial orientation estimate. In this case, the
1D optimization operates along the pattern axis to find the frequency with maximum
magnitude. Figures 5.2c and d show the magnitude along each axis, with vertical lines
marking maxima. The orientation and frequency searches alternate until convergence.
The accuracy of this orientation estimation technique is discussed in Section 5.3.2.
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Figure 5.2: Finding the orientation of a regular pattern involves searching for peaks
in the Fourier transform at harmonic frequencies in the pattern. a) A subset of the
Fourier transform magnitude of the input image (b). Pattern is rotated 10◦; the
mean image intensity was subtracted to set the DC component to zero. Circles
indicate the frequency bands at which the search is conducted; dashed lines show
the computed orientation axes. c and d) The frequency magnitude along the
pattern axes; dashed vertical lines at the maxima indicate optimized frequencies.
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5.1.2 Pattern Tracking
Because the slide orientation stays fixed during stage motion, one can use multiple
images to estimate the pattern orientation. Once the orientation is known, tracking
requires recovering the translation of the pattern from frame to frame. Several image
analysis techniques recover translation from images, and obvious choices for pattern
tracking include feature tracking, spatial correlation-based matching, and phase correla-
tion [BB95]. The fundamental image analysis task in tracking the pattern is to separate
image information in the pattern layer from the specimen layer. Feature tracking de-
pends on identifying local image features that can be tracked across multiple frames.
This class of tracking method is not considered here because it would require feature
detection and tracking that is robust to interference from the specimen layer. Although
this is a very interesting area of research, the fact that the pattern is rigid and covers
the entire image plane provides strong incentive to investigate methods that consider
information about the pattern over the whole image plane. For this reason, spatial
correlation and phase correlation are considered in detail.
Model-based Spatial Correlation
Image registration is a class of image analysis techniques for determining motion from
images. Assume two n ×m images, I1(x, y) and I2(x, y), are taken of a planar object
that is oriented perpendicular to the optical axis. If there is only translation of the
object (or the camera) perpendicular to the optical axis between the capture time of
the two images, the images are related by I1(x, y) = I2(x − u, y − v). This suggests
that finding the translation (u, v) that describes the translation between the two images
amounts to minimizing an energy function, such as the `2 distance:
E(u, v) =
∑
x,y
[I1(x, y)− I2(x− u, y − v)]2 . (5.3)
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Lewis demonstrates that the image comparison metric known as normalized cross-
correlation (NCC) can be derived from the expansion of the image comparison term in
Equation 5.3 [Lew95]. For two image patches I1(x, y) and I2(x, y),
d2 =
∑
x,y
(
I1(x, y)
2 + I2(x, y)
2 − 2I1(x, y)I2(x, y)
)
. (5.4)
Assuming the terms
∑
x,y
I1(x, y)
2 and
∑
x,y
I2(x, y)
2 are approximately constant and nor-
malizing the remaining image comparison term yields,
NCC(I1, I2) =
∑
I˜1(x, y)I˜2(x, y)√∑
I˜1(x, y)
2
∑
I˜2(x, y)
2
, (5.5)
where I˜(x, y) = I(x, y)− 1
nm
∑
I(x, y), and all sums are over the image plane. Because
NCC normalizes the distribution of intensities in the compared images, it compares the
landscape of the two images and is robust to intensity shifts. Note that finding the trans-
lation between two images requires finding the alignment that maximizes Equation 5.5.
Image registration provides another method for tracking the pattern layer in struc-
tured illumination microscopy. A model of the pattern’s appearance is used to generate
simulated pattern images. An optimization procedure finds the model parameters that
maximize the NCC metric between a microscopy image and the simulated pattern im-
ages. That is, given a model that produces a pattern image, M(u, v)→ Pu,v(x, y), find
the translation parameters (u, v) that minimize
E(u, v) = −NCC(I(x, y), Pu,v(x, y)). (5.6)
This method will be referred to as model-based spatial correlation (MSC).
The image formation model needs to account for the pattern design (the ideal image
predicted by geometric optics), orientation, translation, and the effect of defocus. For
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a fixed orientation and focal depth, finding the translation of the pattern in an image
involves a search over the parameter space of all possible translations. An exhaustive
search that considers sub-pixel displacements is slow, so a practical approach relies on
maximizing the NCC objective function using an optimization strategy. The shape of
the objective function depends on the pattern and the specimen; the influence of the
pattern will be discussed in greater detail in Chapter 6.
The following optimization routine arrives at a reasonable result in all cases I have
tried. The optimization method involves a coarse-resolution search through parame-
ter space to initialize a Nelder-Mead simplex-based optimization [NM65]. For the 2D
optimization at hand, this technique maintains a set of three connected points in param-
eter space—the simplex—and the values of the objective function at those points. The
simplex is updated by evaluating the objective function near the simplex, moving the
high-valued simplex vertex to lower valued locations in an attempt to “walk downhill”
towards the minimum. This approach, of course, depends on having a good initial guess
to initialize the simplex.
The initial search proceeds as follows:
1. The initial parameter range is chosen to allow for the largest translation of the
pattern between frames that can be distinguished—half the largest wavelength in
the pattern in either direction.
2. The target microscopy image is smoothed with a Gaussian filter and down-sampled
to a coarse resolution to make the image simulation and NCC comparisons fast.
A down-sampling factor that is a power of two is chosen to ensure that a single
pattern repetition covers at least an 8×8 pixel region in the down-sampled image.
The standard deviation of the Gaussian filter is chosen to be the square root of
the down-sampling factor to avoid aliasing in the down-sampled image.
3. An initial translation step size is chosen to ensure that each pixel within a down-
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sampled pattern region is sampled at least once.
4. Coarse pattern images are simulated for each translation using large virtual CCD
sensors to account for the reduced resolution.
5. The NCC metric is computed for each translation to assemble a correlation map
over the parameter space.
6. The parameter range and step size are contracted around the maximum in the
correlation map by a factor of two.
7. Steps 3–5 are repeated twice at the same resolution.
8. Steps 2–6 are repeated using a higher-resolution target image and smaller CCD
sensors (each by a factor of 2) in the simulation.
9. When this search has completed on an image resolution half the size of the orig-
inal image, the current translation and range initialize a modified Nelder-Mead
simplex-based optimization.
The Nelder-Mead optimization procedure usually conducts an unbounded search in the
parameter space, but setting the objective function to a very poor value outside the
range determined in the multiple resolution search constrains the parameter space. The
initialization method arrives at a translation that is no more than 1 pixel away from the
final optimized translation. This spatial correlation method is evaluated for structured
illumination microscopy patterns in Sections 5.3 and 5.4.
Note that a similar model-based correlation approach can improve the orientation
estimate provided by frequency analysis. Given an initial orientation and position esti-
mate, pattern images are simulated at different orientations to find the one that maxi-
mizes the NCC metric. This 1D parameter search with an initial estimate close to the
optimum is readily implemented with a golden section optimization [PTVF07, Ch. 10].
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I now turn to the other major pattern tracking method, phase correlation. The
tracking methods are compared in Section 5.3.
Phase Correlation
Phase correlation provides an efficient registration method for recovering translation
transforms, such as those introduced by moving a microscope stage [FZB02]. Phase
correlation depends on the Fourier shift property: a translation in the data domain is
equivalent to a phase shift in the frequency domain. For two images I1 and I2, where
I2(x, y) = I1(x− x0, y − y0), (5.7)
the cross power spectrum yields
C(u, v) = I2(u, v)I1(u, v)
∗
|I1(u, v)I1(u, v)∗| = e
−i(ux0+vy0), (5.8)
where I(u, v) is the Fourier transform of I(x, y) and I∗ is the complex conjugate of
I. The inverse of the cross power spectrum is a Dirac delta function centered at the
translation coordinates (x0, y0), which can be found by locating the maximum in C(x, y),
the Fourier transform of C(u, v).
Efficiency is one of the major advantages to phase correlation. The method requires
three Fourier transforms, two pixel-wise image products, a pixel-wise image division,
and a search for a maximum. The computational complexity of phase correlation is
therefore limited by the Fourier transform, which for a pair of images with N pixels has
O(N logN) complexity [CT65]. In contrast, spatial correlation has O(N2) complexity—
at every possible translation, a pixel-wise image product and summation is performed.
There are two barriers to using phase correlation to track a regular micropattern.
First, because phase correlation treats all frequencies as equal contributors to the regis-
tration, this method requires broad spectrum support to recover a translation [TAS+03].
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The micropatterns I propose, however, contain narrow bandwidth information only.
Considering all frequencies in an image of a micropattern and specimen also includes
information from the specimen, which may or may not move in concert with the mi-
cropattern.
Second, phase correlation requires applying a windowing function to the image data
to attenuate discontinuities at image edges. This weights information in the center
of the image more heavily than information at the edges of the image. Though this
is less of a problem when considering rigid translations of objects covering the whole
image plane, in micropattern analysis it is desirable to treat all valid pattern data as
equal contributors to registration. Specifically, it is unknown where in the image the
pattern information might dominate the specimen information; if this occurs only near
the borders of the image, windowing would discount this important tracking data.
The phase estimate for a particular pattern frequency needs to be very accurate to
obtain a reasonable tracking accuracy. For a phase error of Eφ measured in degrees, the
pixel tracking error is
Epx =
Eφ
360f
, (5.9)
where f is the frequency of the component used for tracking. For a fixed phase error,
tracking accuracy improves with higher frequency, shorter wavelength pattern compo-
nents. The range of displacements between frames that can be unambiguously de-
termined with a single component, however, is limited to half a wavelength in each
direction. This suggests using large wavelengths to enable large displacements between
frames along with short wavelengths to provide accuracy.
The following modifications to phase-based tracking ultimately do not provide a
solution to pattern tracking in the presence of an arbitrary moving specimen. However,
there are specific imaging applications discussed in Section 5.6 where tracking involves
only the pattern. For this reason it is useful to describe the current state of this line
of research. A review of the Fourier transform and discrete Fourier transform (DFT)
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provides context for discussing attempted approaches to overcome the barriers to pattern
tracking with phase correlation.
Discrete Fourier Transform
The Fourier transform is a representation of a signal as a collection of frequency compo-
nents. For a continuous, infinite 1D signal, f(x), the component of the Fourier transform
for a frequency u is given by
F(u) =
∫ ∞
−∞
f(x)e−i2piuxdx, (5.10)
where i =
√−1. The Fourier transform is a change in data representation between the
spatial domain (all spatial positions x) and the frequency domain (all frequencies u).
Each component of the Fourier transform has a magnitude that indicates the energy of
the frequency component contained in the signal and a phase that indicates the relative
position of the frequency component in the signal. For a complex component, u, the
magnitude and phase are
M(u) = |F(u)| =
√
<(F(u))2 + =(F(u))2, (5.11)
Φ(u) = arctan
(=(F(u))
<(F(u))
)
,
where < and = represent the real and imaginary components of a complex value, respec-
tively. The magnitude of a signal is often reported in decibels, a unitless measure that
compares a component magnitude M to some reference magnitude M0 on a logarithmic
scale. For images, the scale convention is
M(dB) = 20 log10
M
M0
. (5.12)
The discrete Fourier transform (DFT) is a discrete approximation to the Fourier
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transform. For a 1D discrete signal, f(x), defined over the domain x = [0 . . . N − 1], the
kth component of the DFT is given by
F(k) =
N−1∑
x=0
f(x)e−i
2pikx
N k = 0 . . . N − 1. (5.13)
The two major differences between Equations 5.10 and 5.13 are (1) the input signal
has finite extent and (2) the transform is defined for a discrete set of uniformly-spaced
frequencies {u |u = k
N
, k = 0 . . . N − 1}.
Each component of the DFT is the correlation of the input signal with a sinusoidal
basis function (from Euler’s formula, e−iθ = cos θ− i sin θ). Because the basis functions
are periodic and have infinite extent, the DFT treats the input signal as periodic as
well. In other words, the DFT of a signal computed over a the finite signal domain is
equivalent to the DFT of an infinite number of copies of the signal computed over an
infinite domain.
Another way of thinking about this is to consider the finite signal as a truncated
portion of an infinite signal. The finite signal is created by multiplying the infinite signal
by a rectangular windowing function that has value one within a finite domain and zero
everywhere else. In fact, there are many forms of windowing functions used in Fourier
analysis. Generally defined, a windowing function has value zero everywhere outside a
finite domain. Every DFT computation on measured data involves windowing because
every observable signal is finite in extent.
From the convolution theorem, multiplication in the spatial domain is equivalent to
convolution in the frequency domain [FvDFH97, Ch. 14]. The effect of multiplying a
signal by a windowing function in computing the DFT is convolution in the frequency
domain by the Fourier transform of the windowing function. The result of this con-
volution is that a single frequency component includes contributions from neighboring
frequencies, an effect known as leakage. Selecting a windowing function involves a trade
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off between the width and fall-off of the windowing function’s Fourier transform [Har78].
These parameters affect how many neighboring frequencies contribute to a single compo-
nent and the magnitude of each contribution, respectively. An ideal windowing function
would have a frequency domain representation of a single point, but this would require
a windowing function of infinite extent in the spatial domain.
Harmonic analysis—determining the magnitude and phase of the frequencies in a
signal—is an estimation problem [Har78]. Figure 5.3 illustrates the effect of windowing
on parameter estimation of sinusoidal signals of the form
f(x) = A cos(2piux+ θ) (5.14)
In Figure 5.3a, A = 10, u = 5
N
, and θ = 90◦. This signal is composed of a single com-
ponent that has an integral number of periods over the data domain x = [0 . . . N ]. The
dotted lines in the signal plot show how the signal repeats outside the window extent, as
considered by the DFT. The magnitude is plotted in decibels, with the reference magni-
tude for all plots in Figure 5.3 the maximum magnitude from the signal in Figure 5.3a.
Because there is only a single frequency (u = k
N
) in the signal and all of its energy
falls into a single DFT bin, the magnitude plot for this signal exhibits two sharp spikes
corresponding to frequencies ± k
N
. The magnitude and phase computed for this DFT
component are A = 10.0 and θ = 90.0◦, matching the input signal precisely.
Figure 5.3b presents the result obtained when a window is applied to the signal
from Figure 5.3a. Here, a Blackman-Harris window is used because it provides a good
balance between the width and fall-off of the frequency domain representation [Har78].
The effect of spectral leakage, though is evident in this case—energy from the single
frequency component in the signal spreads into neighboring frequencies. The signal
parameters estimated in this case are A = 10.0 (when rescaled to account for windowing)
and θ = 90.0◦, matching the input signal precisely.
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Figure 5.3: Signals containing single frequency components and their computed
DFTs. The magnitude scale for each DFT is normalized to set the maximum
response from the signal in (a) at 0 dB. Phases are not displayed where the mag-
nitude drops below −100 dB because any phase estimate based on a low signal is
unreliable. a) The signal has an integral number of periods in the data domain.
b) The signal from (a) is multiplied by a Blackman-Harris window. c) The signal
has non-integral number of periods in the data domain. d) The signal from (c) is
multiplied by a Blackman-Harris window.
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Figure 5.3c presents a signal composed of a single component that has a non-integral
number of periods over the data domain—the function has the same form as that of
Figure 5.3a with u = 5.125
N
. The dotted lines show how the signal repeats outside the
window extent, as considered by the DFT. Although the frequency present in this signal
differs only slightly from that of Figure 5.3a, the non-periodicity at the data boundaries
introduces a step edge to the signal, which has energy at all frequencies, as seen in the
magnitude plot. The magnitude plot shows that the peak amplitude is decreased slightly
(A = 9.64), but energy from the single frequency component present in the signal leaks
energy into several neighboring DFT bins. The most important consequence for phase
correlation, however, is that the phase shift measured at the peak amplitude is grossly
mis-estimated at θ = 112.7◦.
Figure 5.3d presents the result obtained by applying a Blackman-Harris window to
the signal from Figure 5.3c. In the frequency domain, the windowing function attenuates
the signal to be continuous at the boundaries, eliminating the step edge seen in Fig-
ure 5.3c. The peak magnitude and phase are estimated to be A = 9.94 and θ = 112.5◦,
respectively. Although the windowing has removed the discontinuity at the data edges,
the phase estimate remains inaccurate because the input signal does not exactly match
one of the DFT bins.
Weighted Phase Correlation
As discussed by Harris, the use of different windowing functions improves the signal
detection task—determining whether a signal is present [Har78]. But windowing does
not necessarily improve the phase estimation task. Because phase estimation is crucial in
pattern analysis, I present a frequency-specific phase analysis technique, weighted phase
correlation (WPC), that computes individual components of the Fourier transform for
the frequencies present in a pattern.
Recall that the discrete Fourier transform (DFT) is the correlation of a signal with a
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set of sinusoidal basis functions. Equation 5.13 provides the DFT for a 1D signal I(x),
I(k) =
N−1∑
x=0
I(x)e−i
2pikx
N k = 0 . . . N − 1. (5.15)
Let fu be a target frequency defined by a wave number u such that fu =
u
N
. For now,
let the wavelength, λu =
1
fu
, be an integer (λu ∈ Z); this constraint is later relaxed. Let
I(x) be a signal containing only frequency fu. The DFT I(k) has a single magnitude
spike at k = u if fu cycles an integral number of times in the data domain (i.e. u ∈ Z).
Even if this is not the case, however, the phase at frequency fu in the signal can be
computed through a reweighting of the input signal—this is the goal of WPC.
Because I(x) is periodic at intervals of λu, the partial summation
Pλ(x) =
j≤ N
λu∑
j=0
P (x+ jλu), x = 0 . . . λu − 1, (5.16)
aligns all components of I(x) that come from the same position along the wavelength
and would be multiplied by the same part of the Fourier basis function in Equation 5.15.
The number of terms from the input signal that contribute to each point on Pλ(x) is
given by
Wλ(x) =
j≤ N
λu∑
j=0
1, x = 0 . . . λu − 1. (5.17)
A reweighted signal,
Iλ(x) =
Pλ(x)
Vλ(x)
, (5.18)
is an appropriately scaled representation of I(x) over a single cycle. At this point,
a windowing function can be applied to the reweighted signal. The single frequency
component at the target frequency fu can be computed as
I ′(u) =
λu−1∑
x=0
Iλ(x)e
−i 2piux
N . (5.19)
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The phase component of I ′(u) is the same as the phase of fu in the input signal. The
magnitude component differs by a scaling factor dependent on the number of repetitions
of the signal over the original data domain. Figure 5.4 depicts WPC for a 1D signal
with a single frequency component fu =
4.5
N
.
This formulation has assumed that the wavelength of the target frequency is integral
so that the correlations can proceed as component-wise multiplication and summation.
If λu is non-integral, the input data can be resampled to enforce this condition. The
proper resampling technique chooses a resampling interval and determines precisely
how much energy from each initial signal sample falls within each resampling bin. A
simple resampling approach chooses a resampling interval that is slightly larger than
the original data interval so that each input sample point maps into no more than two
resampling bins, followed by reconstruction of the signal data with a triangular kernel
(linear interpolation). Comparisons of both approaches on a 2D implementation of WPC
showed no practical difference between the estimated phases.
Extending WPC to 2D requires accounting for the orientation of the target frequen-
cies in the image, (fu =
u
N
, fv =
v
N
). For an axis-aligned pattern, each axis can be
treated independently; that is, v = 0 for u 6= 0 and u = 0 for v 6= 0. An example of 2D
WPC appears in Figure 5.5. The first step in 2D WPC is to axis-align the pattern by ro-
tating the image. The rotated image contains regions of invalid pixels, where the image
data is unknown; these pixels are discounted from the weighting function (these regions
are visible, for example at the top and bottom of Figure 5.5d). Any pixels that receive
no contributions during the partial summation are discounted from the reweighting step
because reweighting is undefined at those locations. Otherwise, the 2D computation
follows very closely from the 1D computation.
Note, however, that the reweighting in WPC does not avoid windowing. Although it
address the problem of the target frequency not falling within a single DFT bin, it does
not address the problem of other frequency components in the input signal that repeat
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Figure 5.4: Weighted phase correlation (WPC) illustrated in 1D. a) Original input
signal. Target wavelength is marked with dashed vertical lines. b) Partial sum of
(a) by target wavelength. c) Weights showing the number of contributions for each
element of (b). d) Partial sum (b) reweighed by (c). e) Fourier basis function with
target wavelength. f) Weighted signal (d) multiplied by Fourier basis function (e).
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Figure 5.5: Weighted phase correlation (WPC) illustrated in 2D. a) Axis-aligned
input image. Target wavelength is marked with dashed vertical lines. b) Partial
sum of (a) by target wavelength. c) Weights showing the number of contributions
for each element of (b). d) Partial sum (b) reweighed by (c). e) Fourier basis
function with target wavelength, real component. f) Weighted signal (d) multiplied
by Fourier basis function (e), real component.
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a non-integral number of times in the windowed domain. The data has been aligned and
reweighted according to a particular frequency that is present in the signal, but there
are many other frequencies present which still produce leakage in the frequency domain.
A windowing function can be employed as usual to attenuate the effect of discontinuities
at the data boundaries. But, any fractional wavelength segment of the input signal may
introduce discontinuities in the middle of the data domain. This is particularly bad
for rotated images, which have discontinuities along the diagonal boundary between the
signal domain and the unknown data domain.
Comparing the phases for pattern frequencies in two images yields a phase shift
corresponding to the translation of the pattern in the images. The phase shift can be
measured for any frequency present in the pattern (e.g. the fundamental frequency and
harmonics in the square grid) along each axis. Phase shifts from multiple frequencies
can be combined to improve the translation estimate, with proper consideration that the
phase shifts from higher frequencies may indicate multiple cycles over the translation.
Computing the translation between a set of images and a reference image provides the
translations that register all images to a common reference frame.
In summary, the process described is similar to the computation of particular DFT
components. However, the computation is carried out for a specific set of frequencies
with potentially non-integral wave number, and a reweighting is applied to account for
this and for missing data in the input image. The result of this discrete, frequency-
specific, weighted correlation can be used to compute the phase for any frequencies that
provide information about the pattern in the input image.
WPC is evaluated in terms of phase estimation in 1D in Section 5.2 and for tracking
structured illumination microscopy patterns in Section 5.3.
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5.2 Comparing DFT and WPC in 1D
Estimating phase parameters using general phase correlation is not usually a problem for
wide bandwidth signals, such as when a complete image undergoes translation. In this
case, phase correlation relies on corroborating measures from many frequencies in the full
DFT to arrive at an average phase shift. For narrow bandwidth applications, however,
the phase shift estimation is performed on a small number of samples in frequency
space, and for each sample there is significant prior knowledge about the signal—i.e. its
periodicity is known. The WPC method relies on this prior knowledge and removes the
requirement that the signal has an integral number of repeats in the image.
Comparative evaluation of the phase estimation task for 1D signals of different fre-
quencies using DFT and WPC provides further justification for the WPC approach.
Following the algorithm evaluation approach outlined by Trucco and Verri in [TV98,
A1], in this analysis a set of signals representing a range of test scenarios are generated.
Each signal contains a single frequency component with a known amplitude and phase
shift, with the same form as Equation 5.14:
f(x) = A cos(2piux+ θ). (5.20)
For each test scenario, 20 instances of the signal are corrupted with zero-mean, Gaussian-
distributed noise with standard deviation 10% of the signal amplitude. The phase shift
is estimated using both the DFT and WPC techniques, and the mean phase estimate
is computed from the 20 samples for each test scenario. The signal frequency is varied
over the range {u | u = 1
λ
, λ = [5, 6, . . . N ]} and phase is varied over θ = [−pi . . . pi].
From all results, the root mean squared (RMS) error and standard error are computed
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to summarize the behavior of each method. The RMS error is
Ei = xi − xTi (5.21)
RMSE =
√√√√ 1
N
N∑
i=1
E2i ,
where xi are the N computed mean parameter estimates and xTi are the known ground
truth values. The standard error is
σE =
1
N
√√√√ N∑
i=1
(Ei − E¯)2, (5.22)
where E¯ is the mean of all computed errors [PTVF07, Ch. 14]. The RMS error and
standard error provide an estimate of accuracy and error in the accuracy estimate,
respectively.
Nearest neighbor and linear interpolation are used when estimating phase from the
DFT when the target frequency falls between DFT bins. Magnitude interpolation is
straight forward, as one can interpolate the magnitude only of the DFT components.
Phase interpolation, however, should be performed on the complex values of the DFT
to handle averaging angles appropriately. It is possible that the interpolated complex
value will have very small magnitude, for example if the interpolation requires aver-
aging a phase of 0◦ and 180◦. If the magnitude of the interpolated complex values is
too small (e.g. less than −100 dB), the angle estimate is not reliable and should be
discarded. Note that the magnitude of interpolated complex values is not the same as
the interpolated magnitude of the DFT.
Figure 5.6 plots the phase estimation error for each estimation method using a
rectangular window. WPC performs well throughout the range of tested frequencies,
u = [5 . . . N ]. DFT, however, only performs well at frequencies that are periodic in the
window domain, {u | u = k
N
, k = [1 . . . N − 1]}.
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(a) (b)
Figure 5.6: Phase estimation for a target wavelength using the DFT and WPC
methods on a signal containing one frequency. a) The mean phase error for all
methods using a rectangular window. DFT with nearest neighbor and linear in-
terpolation are nearly identical. b) The mean phase error from (a), for the WPC
method only. Note the change in y axis scale.
Table 5.1: Comparison of phase estimation using DFT and WPC on 1D single
frequency signals with 10% Gaussian-distributed noise. Nearest neighbor and
linear interpolation are used to estimate frequency components that fall between
DFT bins, as indicated.
Window Method RMSE θ σEθ
(◦) (◦)
Rectangular DFT-nearest 50.5966 0.4994
DFT-linear 52.3382 0.5171
WPC 0.1610 0.0016
Hamming DFT-nearest 50.6685 0.5001
DFT-linear 50.5222 0.4987
WPC 0.1898 0.0019
Hanning DFT-nearest 50.4066 0.4966
α = 1.0 DFT-linear 49.2724 0.4855
WPC 0.5764 0.0057
Kaiser DFT-nearest 50.4774 0.4960
α = 1.5 DFT-linear 51.5416 0.5066
WPC 0.9864 0.0098
Gaussian DFT-nearest 50.5029 0.4985
α = 2.5 DFT-linear 49.1729 0.4854
WPC 1.7394 0.0173
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Table 5.1 records the RMS error and standard error for phase estimation using DFT
and WPC with several popular windowing functions. Parameters are provided for some
windowing functions, using the terms provided by Harris [Har78]. These parameters
adjust the width and fall off of the functions’ Fourier transforms. In each case, the best
of several parameter trials are reported. None of the DFT methods reliably estimates
phase parameters over the entire frequency range, regardless of windowing function.
WPC, however, performs considerably better, with the best result obtained with the
rectangular windowing function (no windowing).
This evaluation highlights one of the shortcomings of using the DFT for phase es-
timation using a small set of frequencies: there are only a few frequencies for which
the estimation will be accurate! Chapter 6 discusses the characteristics of well-designed
patterns for structured illumination microscopy, but to foreshadow a little, it is desirable
to have a number of long wavelength components in the pattern, as this enables tracking
over longer ranges and with greater degrees of defocus. WPC enables the use of many
more possible wavelengths for which phase estimation will be accurate.
The situation changes, however, in the presence of other frequency components.
Figure 5.7 shows the phase estimation error for a signal of the form
f(x) = A cos(2piux+ θ) + 0.1A cos(2piucx). (5.23)
That is, the single frequency signal of Equation 5.20 with a corrupting signal added
with 10% amplitude. In this case, the corrupting signal’s wavelength is λ = 56.5, and
therefore does not align with the target frequency in any test case. Figure 5.7 illustrates
that the ability of WPC to estimate phase at any frequency is degraded by the presence
of this corrupting signal, and is significantly more degraded at frequencies near the
corrupting signal’s frequency. The maximum error in this situation is approximately 6◦,
or 1.7%.
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(a) (b)
Figure 5.7: Phase estimation for a target frequency using the DFT and WPC
methods on a signal containing two frequencies. a) The mean phase error for
all methods using a rectangular window. DFT with nearest neighbor and linear
interpolation are nearly identical. b) The mean phase error from (a), for the WPC
method only. Note the change in y axis scale.
Table 5.2: Comparison of phase estimation using DFT and WPC on 1D signals
containing two frequencies with 10% Gaussian-distributed noise. Nearest neigh-
bor and linear interpolation are used to estimate frequency components that fall
between DFT bins, as indicated.
Window Method RMSE θ σEθ
(◦) (◦)
Rectangular DFT-nearest 50.6088 0.4996
DFT-linear 52.4114 0.5177
WPC 0.9384 0.0093
Hamming DFT-nearest 50.6824 0.5003
DFT-linear 50.6913 0.5000
WPC 1.0677 0.0106
Hanning DFT-nearest 50.7132 0.5006
α = 1.0 DFT-linear 51.1447 0.5047
WPC 1.1182 0.0111
Kaiser 1.5 DFT-nearest 50.5523 0.4990
α = 1.5 DFT-linear 51.6387 0.5098
WPC 1.2807 0.0128
Gaussian 2.5 DFT-nearest 50.5149 0.4986
α = 2.5 DFT-linear 49.4103 0.4874
WPC 2.0495 0.0204
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Table 5.2 records the RMS error and standard error for phase estimation of the
corrupted signals using DFT and WPC and the windowing functions from Table 5.1. The
results are familiar—windowing does not improve phase estimates of single frequency
components. While the accuracy of WPC is not as good in the presence of corrupting
signals, it performs better than DFT. Whether this is sufficient for tracking patterns
in structured illumination microscopy depends to a large extent on the specimen being
observed. This issue is discussed in greater detail in Section 5.4.
Having made a case for the utility of WPC, I now turn to evaluate the lateral tracking
techniques applied to structured illumination microscopy.
5.3 Evaluation Using Simulated Images
A combination of simulation and real experiments are discussed to evaluate the two
lateral microscope stage tracking approaches described in Section 5.1.2, weighted phase
correlation (WPC) and model-based spatial correlation (MSC). The experimental data
uses a square grid micropattern printed on a cover slip, as described in Section 5.4.
Simulated images of this pattern undergoing translation are used to evaluate the tracking
methods using known ground truth displacements. The simulated pattern is based on
a square transmission electron microscope (TEM) grid composed of a set of orthogonal
6µm bars spaced 25µm apart. This arrangement results in a set of regular square
regions with a 19µm hole in the center. The simulation is designed to mimic the way the
pattern used in real experiments is imaged in the microscope, considering the following
parameters:
• The physical size of the grid pattern (25µm)
• The objective lens used for observation (40X, 0.65NA)
• The optical transmission of the pattern
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• The orientation of the pattern
• The axial position of the pattern
• The size of the CCD sensor elements (9× 9µm)
• The shot noise from image acquisition (Poisson noise with 100 photoelectron per
count ADC gain)
Figure 5.8: Steps used to simulate imaging of a structured pattern with trans-
mission α = 0.5. a) Simulated image predicted by geometrical optics. b) Image
convolved with analytical PSF for dz = 5µm. c) Resampled image with Poisson-
distributed noise.
The first step in simulating an image of the grid pattern is to compute the image
formed on a virtual microscope’s CCD predicted by geometrical optics. The pattern
is given a transmission α and is illuminated by a uniform light source of intensity L.
An image of the pattern is generated by evaluating an analytical function of the grid
with a specific orientation θ and translation [dx, dy]T with 4× 4 oversampling for each
CCD element. An example of the image predicted by geometrical optics is shown in
Figure 5.8a.
This supersampled image is convolved with the point spread function predicted by
Fourier optics for the grid displaced from the microscope’s focal plane by a distance dz,
as described in Section 2.1.2. An example of the image predicted by Fourier optics is
shown in Figure 5.8b.
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The Fourier optics image is down sampled to obtain the ideal intensities read by each
CCD pixel. Noise is added to each pixel to model shot noise using either a Gaussian or
Poisson noise distribution. The Poisson noise model simulates the shot noise seen in a
real camera—the number of photons arriving at a sensor site is governed by a Poisson
random process, as explained in Chapter 2 [HK94]. In image simulation, a parameter
modeling analog-to-digital converter (ADC) gain (photoelectrons per count) converts
ideal intensity values to photoelectron counts at each pixel. A Poisson-random number
with variance equal to the electron count is generated at each pixel and converted back
to an intensity value. With high ADC gains (high photoelectron/count ratios), however,
the Poisson distribution can be closely approximated by a Gaussian distribution [Pit93].
For the Gaussian noise model, Gaussian-distributed noise is added to each pixel with
a standard deviation that is a percentage of the brightest image value (equal to the
lamp intensity). The noisy image is finally quantized to whole-integer intensity values
to produce the final simulated image of the pattern, as seen in Figure 5.8c.
This process enables evaluating the tracking algorithm for varying pattern transmis-
sions, rotations, translations, focus positions, lens parameters, and noise models. The
following analysis again makes use of the approach outlined in [TV98, A1]. I investigate
varying each of the system parameters to evaluate the effect on the tracking system.
For each test case, 5 images are generated with noise to simulate repeated measures.
For each simulated image, the rotation of the pattern and the displacement from a ref-
erence image is measured using WPC and model-based spatial correlation (MSC). The
difference between the mean parameter estimate and the ground truth (the mean er-
ror) indicates how accurately each tracking algorithm handles a particular test scenario.
The standard deviation of measurements indicates the algorithm’s robustness to noise.
Where appropriate, the RMS error and standard error is also computed over all varied
parameters.
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5.3.1 Shot Noise
The first set of test cases evaluates the effect of camera shot noise on the tracking
algorithm. The simulated grid is given a transmission of α = 0.5, placed unrotated and
in focus, and translated between −25 and 25 pixels along the x-axis. The grid image is
corrupted with either Gaussian-distributed noise (with standard deviation a percentage
of the maximum intensity value) or Poisson-distributed noise (with a simulated ADC
gain).
(a)
(b)
Figure 5.9: Displacement error for tracking a simulated in focus grid pattern with
transmission α = 0.5 corrupted with different noise models. Left: Gaussian noise
with standard deviation a percentage of maximum image intensity. Right: Poisson
noise with different ADC gains (electrons / count). a) Error using WPC tracking.
b) Error using MSC tracking. Note the change in y axis scale.
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Figure 5.9 shows the mean displacement error for different noise models with the two
tracking methods. The tracking accuracy for WPC is consistently high, independent of
noise model, with higher levels of noise disrupting the accuracy more. The WPC method
attains far more accuracy than the MSC method in this scenario. The MSC method is
nearly invariant to noise levels in this range. These results also indicate that tracking
error does not depend on translation distance.
Table 5.3: RMS displacement error and standard error (σE) for different noise
models using the two lateral tracking methods. Results are for tracking an in
focus square grid pattern with transmission α = 0.5. σs denotes the standard
deviation of the shot noise.
WPC MSC
Model σs RMSE D σED RMSE D σED
(counts) (px) (px) (px) (px)
Gaussian σ = 1% 2 0.0071 0.0017 0.2581 0.0641
Gaussian σ = 2.5% 5 0.0074 0.0014 0.2581 0.0641
Gaussian σ = 5% 10 0.0101 0.0013 0.2666 0.0621
Poisson g = 100 e/c 1.41 0.0064 0.0017 0.2700 0.0603
Poisson g = 50 e/c 2 0.0068 0.0018 0.2700 0.0603
Poisson g = 10 e/c 4.47 0.0076 0.0015 0.2699 0.0603
Table 5.3 shows the estimated displacement RMS error and standard error for all
translations under the different noise models. This table reports the shot noise standard
deviation, σs, for each scenario; for WPC, similar shot noise levels produce comparable
tracking errors using both the Gaussian and Poisson models. This indicates that the
distributions are interchangeable for modeling shot noise, especially when high ADC
gains are used. A Poisson noise model with a gain of 100 electrons/count is used in all
subsequent evaluations, to approximately match the noise level measured for the Pulnix
camera calibrated in Section 2.3.
The RMS displacement error remains bounded by 0.010 pixel for all noise models
using WPC, which corresponds to an error of 2.3 nm for the simulated microscope’s
configuration. Some caution should be used in interpreting this value, as this error
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represents the scenario of imaging an in focus pattern with precisely known spacing and
orientation and no corrupting specimen.
The MSC method fair far worse in this comparison, maintaining a nearly-constant
error of 0.25 pixel, or 56.3 nm. To foreshadow a little, Chapter 6 demonstrates that this
level of error is due to the pattern and optimization strategy, and MSC can be improved
with different patterns.
The remainder of the system parameters fall into two categories: those that do not
degrade the pattern signal (rotation and translation) and those that do (transmission
and focus). I will evaluate parameters that do not degrade the signal first.
5.3.2 Rotation
The pattern and camera sensor can be placed at any arbitrary orientation. The tracking
algorithm relies on being able to both accurately determine the orientation of the pattern
and track the pattern at any orientation. These tasks are evaluated independently, with
two methods used for each. Orientation is evaluated with the frequency-based estimation
described in Section 5.1.1 and the model-based refinement associated with MSC tracking.
The model-based method depends on initial estimates of both the pattern position and
orientation while the frequency-based method does not. In this evaluation, the estimate
provided by the frequency-based method is used to initialize the model-based method
to reflect how the two methods are used in practice. The position estimate is provided
by the known ground truth position of the pattern.
Figure 5.10 shows the mean orientation error obtained by the two methods for pat-
tern rotations within θ = [0 . . . 90]◦. Orientations outside this range repeat for this
square pattern. These data show that using the frequency-based estimation, the ori-
entation error is bounded within ±0.4◦ of the true value. The offset of a pixel at the
edge of the 256 pixel2 test images whose orientation has been miscalculated by this
amount is 128 tan(0.4) ≈ 0.89 pixel (0.20µm). Over all estimates, the RMS error us-
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Figure 5.10: Orientation estimation error in response to different pattern rotations
(θ ∈ [0 . . . 90]◦) for an in focus square grid pattern of transmission α = 0.5,
corrupted with Poisson-distributed noise (gain = 100 e/c). The initial orientation
for the model-based estimation is provided by the frequency-based estimation.
Error bars are too small to be resolved on this graph.
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ing frequency-based estimation is 0.24◦ with standard error 0.073◦. The model-based
estimation provides nearly a factor of four improvement, with an RMS error of 0.066◦
with standard error 0.019◦. This presents a strong argument for refining the orientation
estimate after obtaining a position estimate.
(a) (b)
Figure 5.11: Translation error obtained for tracking a grid pattern displaced dx =
[10, 0]T pixel with different rotations. Vertical error bars indicate the standard
deviation for each measurement taken over 5 samples. a) WPC translation error
in x and y. b) MSC translation error in x and y.
Figure 5.11 shows the mean translation errors obtained using the two tracking meth-
ods where the pattern orientations are provided from ground truth values and the pat-
tern translation is dx = [10, 0]T pixel. Once again, MSC outperforms WPC for most
scenarios, with exceptions at 0 and 45◦ (the x translation error for MSC at 45◦ is off the
chart at 0.45 pixel). The large errors with MSC are again attributable to the particular
pattern being tracked. Table 5.4 summarizes these results (ignoring these gross errors)
along with tracking errors for small pattern displacements, discussed next.
5.3.3 Translation
The previous test case demonstrated that the tracking method maintains accuracy at
arbitrary orientations—even though the method is also dependent on estimating those
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Table 5.4: RMS error and standard error in translation estimation using WPC
and MSC for different pattern orientations and small translations. Gross errors
have been discounted from the MSC orientation estimates (justification in text).
All measurements in pixels.
WPC MSC
Test Case RMSE x RMSE y RMSE x RMSE y
Orientation 0.0566 0.0330 0.0023 0.0115
Translation (large) 0.0064 0.0006 0.2695 0.0156
Translation (small) 0.0121 0.0015 1.0036 0.0000
orientations precisely. In an evaluation of the range of pattern translations, then, it
suffices to investigate the translations in one direction for an axis-aligned pattern. The
maximum frame-to-frame displacement along a pattern axis is limited to half the wave-
length of the pattern’s fundamental frequency along that axis. A greater displacement
will alias to a displacement in the opposite direction, so larger displacements cannot be
recovered accurately without additional knowledge. The error for large displacements
of the pattern was already investigated during the discussion of shot noise in Section
5.3.5. The RMS translation errors for the Poisson-distributed noise with ADC gain of
100 photoelectrons / count are reported in Table 5.4.
Because the WPC tracking algorithm is based on phase comparisons and MSC is
based on matching simulated images to an observed image, there is nothing that locks
either algorithm to measuring whole-pixel displacements. Figure 5.12 shows the trans-
lation error in each direction for 1
4
th
pixel displacements along the x-axis in the range
dx = [−2 . . . 2] pixel. Table 5.4 records the RMS errors for these test cases. For this
scenario, WPC vastly outperforms MSC, maintaining a worst-case error of 0.025 pixel
(5.6 nm). The optimization of MSC, on the other hand, appears to be trapped in a local
minimum, always reporting zero translation, which gives rise to the obvious structured
error in Figure 5.12b. Once again, this is a problem that the square grid pattern poses
to the optimization strategy; this will be discussed further in Chapter 6.
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(a) (b)
Figure 5.12: Translation estimation error using WPC and MSC for small trans-
lations. Vertical error bars indicate the standard deviation for each measurement
taken over 5 samples.
5.3.4 Transmission
Figure 5.13: Simulated square grid pattern with varying transmissions, from left
to right, α = {0.45, 0.60, 0.70, 0.85, 0.95}.
The remaining test parameters degrade the quality of the signal used for tracking.
The pattern transmission and lamp intensity together determine how much information
is available in an image sequence for phase-based tracking. Optical transmission is the
percentage of light that passes through a semitransparent object. The grid pattern
acts as a transmission mask, segmenting the image plane into bright and dark regions.
Figure 5.13 shows simulated images of square grid patterns with varying transmissions
and constant lamp intensity.
Both the pattern transmission and distance to the focal plane affects the SNR of the
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(a) (b)
(c) (d)
Figure 5.14: Translation estimation error for square grid pattern with varying
optical transmission. Vertical error bars indicate the standard deviation for each
measurement taken over 5 samples. Translation error for WPC as a function of
(a) transmission and (b) SNR. Mean translation error for MSC as a function of
(c) transmission and (d) SNR.
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information available to track. For this reason, the SNR is provided for comparisons
across these signal-degrading parameters. The value reported is the mean of SNRs at the
frequencies used for tracking computed from simulated images containing the pattern
only and noise only.
Figure 5.14 shows the mean displacement error and standard deviation measured for
in focus patterns of varying transmissions with a displacement of dx = [10, 0]T . For
WPC, the tracking precision begins to degrade for transmissions greater than α = 0.8,
or SNRs below 20 dB. However, because the mean measurements remain close to the
ground truth values, the tracking accuracy can presumably be increased with repeated
measures at the same pattern position. The pattern transmission has no effect on
the MSC method in this scenario; and the error for this method is once again highly
structured. At large SNRs, the error in the MSC method is significantly greater than
that of the WPC method.
5.3.5 Focus
Figure 5.15: Simulated square pattern with transmission α = 0.5 at different
depths. From left to right, dz = {0, 5, 10, 15, 20}µm.
The test scenarios presented thus far have demonstrated the accuracy of the WPC-
based tracking method for an in focus pattern. In structured illumination microscopy,
however, the pattern lies on a different plane from the specimen, and therefore is out
of focus. The microscope PSF acts as a non-ideal low pass filter. As the pattern
moves further out of focus, higher frequency components are attenuated to a greater
degree, the pattern is smoothed, and the SNR decreases. Because higher frequency
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components are attenuated more than lower frequency components, the signal from
high frequency components used in tracking will fall off faster than the signal from
low frequencies. This may limit the usefulness of higher harmonics in the square wave
pattern. Figure 5.15 shows the square pattern at different axial distances from the focal
plane of the microscope.
(a) (b)
(c) (d)
Figure 5.16: Translation estimation error for square grid pattern with varying
distance to the focal plane. Vertical error bars indicate the standard deviation for
each measurement taken over 5 samples. Translation error for WPC as a function
of (a) z position and (b) SNR. Mean translation error for MSC as a function of
(c) z position and (d) SNR.
Figure 5.16 shows the effect of defocus on translation estimation for images simulated
109
with a 40X, 0.65NA objective lens. The displacement of the square grid pattern from
the focal plane ranges within dz = [0 . . . 30]µm (the analytical PSF is symmetric about
dz = 0). The pattern is displaced laterally by dx = [10, 0]T . These data show that the
accuracy and precision of the displacement estimates fall off as distance from the focal
plane increases. Tracking with WPC using four harmonics begins to deteriorate signifi-
cantly above dz = 20µm. Note, however, that monotonically increasing z position does
not correspond to monotonically decreasing SNR. (See Section 6.1 for more information
on this.) For instance, the error for x translation at 14µm is based on a SNR of about
2 dB. These results demonstrate the value of reporting the mean SNR at the frequencies
used for pattern tracking. The WPC translation estimate degrades below 5 dB. The
translation estimates from MSC show fewer large errors, with consistent performance
down to 0 dB SNR. At high SNR, MSC again under performs compared to WPC.
(a) Transmission (b) Focus
Figure 5.17: Orientation error using frequency-based estimation for varying trans-
mission and focus. Vertical error bars indicate the standard deviation for each
measurement taken over 5 samples. a) Orientation error vs. SNR for varying
transmission. b) Orientation error vs. SNR for varying z position.
As a final comparison, Figure 5.17 shows the effect of SNR on frequency-based ori-
entation estimation. In all cases, the pattern rotation is 0◦. Though the focus test case
covers a greater range of SNRs, the general trend is the same in both situations. The
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mean orientation estimate stays close to the ground truth value—within 0.015 pixel.
This suggests that orientation estimates will be improved with a large number of sam-
ples, as is the case when tracking over a large number of video frames. The fact that
the pattern orientation stays constant over the course of an experiment helps mitigate
the effect of errors in individual orientation estimates.
5.4 Evaluation Using Real Images
The test cases presented in Section 5.3 provide upper bounds on tracking accuracy
under the condition that no specimen is present. Real microscopy images were collected
to demonstrate the technique in practical application. The greatest limiting factor in
experimental evaluation was manufacturing the semitransparent micropatterns. In this
section, I present a set of experiments using real microscopy data from a proof-of-concept
system. I compare the results obtained with the real system to a simulation that closely
matches the experiment. I argue that the deficiencies seen in the real system can be
overcome by improving the micropattern manufacturing process.
The micropattern was created using 1000 mesh Gilder transmission electron micro-
scope (TEM) grids from Ted Pella, Inc [Pel09]. As mentioned previously, these grids
are composed of repeating 25µm square regions with 19µm holes and 6µm bars. To
create a micropattern, the grids are taped to #0 (approximately 110µm thick) glass
cover slip and metal is deposited onto the glass using a thermal evaporator. The grids
are then removed, leaving a metal layer on the cover slip that is a negative image of the
grid. Varying the thickness of the deposited metal controls the optical transmission of
the micropattern. The metal deposition consists of 2 nm Cr and varying thicknesses of
Au ranging between 10 and 30 nm.
This method of pattern manufacture yields highly variable results. Because the
grids are fixed to the cover slip along the outside edges, some grids warp during metal
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deposition, leaving unclear images of the grid. This leads to significant variation in
optical transmission, even for metal deposits of the same thickness. These shortcom-
ings, however, are purely a consequence of this particular procedure. Photolithography
using precise masks would greatly improve the quality and repeatability of the pattern
manufacture process. The system as described serves only as a proof of concept for the
tracking technique, not a prescription for manufacturing.
5.4.1 Measuring Optical Transmission
The best micropatterns were selected by visually assessing the clarity of the pattern
images and by measuring the pattern’s optical transmission—the percentage of light
transmitted through the metal layer. Knowing the optical transmission of a micropat-
tern helps predict what sort of tracking accuracy should be obtainable, as discussed in
Section 5.3.
The micropattern segments the image plane into two regions: a bright region, Rb
where all light is transmitted, and a dark background region, Rd, where some constant
fraction of light is transmitted. For a constant transmission, α, the intensity levels
measured in bright and dark regions are related by
µRd = αµRb . (5.24)
The transmission constant α can therefore be measured by segmenting a single image of
the micropattern into bright and dark regions, and finding the ratio of the light intensity
measured in each region.
As discussed in Section 2.2, the expected value of a pixel measured by a CCD is
given by Equation 2.34
µ(x, y) = k(x, y)E(x, y)A+ µt(x, y)A, (5.25)
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where k is a per-pixel gain from fixed-pattern and flat-field non-uniformities, E is the
photoelectron count measured at a pixel, A is the ADC gain, and µt is the expected dark
current value. After flat-field and dark-current correction, the set of pixels in one region
provides an estimate of the intensity level in the region, ERA, that would be measured
by an ideal CCD,
µR =
1
|R|
∑
(x,y)∈R
Ic(x, y) ≈ ERA, (5.26)
where |R| is the number of elements in the region R, and Ic is a flat-field and dark-current
corrected image.
Using a single image to measure transmission, however, assumes that the image sen-
sor has a linear response to intensity. Indeed, CCDs usually have a very linear response,
except at low intensities [HK94]. To account for the nonlinearity at low intensity levels,
Equation 5.24 should be modified with a constant offset
µRd = αµRb + β. (5.27)
This modification assumes the camera has an affine response within the middle intensity
ranges. A series of images of a micropattern taken at different illumination intensities can
verify that a camera has an affine response and can also estimate the optical transmission
of the mask. This is completed by fitting the mean intensity values from the bright and
dark regions in each image using Equation 5.27.
Micropattern image segmentation is required to complete the transmission measure-
ment. This segmentation divides the image plane into disjoint bright and dark regions.
There should be no overlap between regions, but there may be pixels that do not be-
long to either region. Because the intensity values of the pixels in each region have a
normal distribution, K-means clustering provides the basis for an effective segmentation
method [HW79]. K-means clustering, with k = 2, applied to pixel intensities in an image
of the pattern divides the pixels into two clusters around two centroids with intensity
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values {IA, IB}. Each pixel belongs to the cluster whose centroid value is closest to its
intensity value. The clustering is optimal in the sense that the sum of squared intensity
differences between the centroid value and all cluster pixel intensity values is minimal
over the two clusters.
This initial clustering enables computing the expected values µRb and µRd and the
standard deviation of intensities in the clusters, σRb and σRd . Given these, values, a
segmentation threshold for each region is provided by
{(x, y) ∈ Rb | Ic(x, y) ≥ µRb − ρσRb} (5.28)
{(x, y) ∈ Rd | Ic(x, y) ≤ µRd + ρσRd},
where ρ is an empirically-determined constant that indicates how broad a region of
intensities to include in each segmentation. Each segmented region is subjected to a
morphological close operation—which grows and then contracts region boundaries—to
eliminate isolated pixels.
Figure 5.18a shows a sample of images of a micropattern taken with different lamp
intensities. Figure 5.18b shows the segmentation of the image plane based on the first
of these images. Figure 5.18c plots Equation 5.27 for all images in the series. Linear
least-squares regression confirms that the camera sensor has an affine response over the
middle of the intensity range, with a correlation coefficient, r2 = 0.998. This particular
micropattern has a transmission coefficient α = 0.580, which is among the lowest trans-
mission coefficients obtained using the TEM grid manufacturing process. The offset
β = −0.937 indicates that this image sensor is nearly linear.
5.4.2 Matching Experiment to Simulation
Two experiments are presented here that evaluate the two tracking methods using mi-
croscopy images of the square grid patterns. The first experiment evaluates tracking on
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Figure 5.18: Measuring optical transmission from images of a micropattern. a)
A sequence of micropattern images obtained at different illumination levels. b)
Segmentation of the image plane, pixels in Rd are displayed in red (medium gray),
pixels in Rb are displayed in green (bright gray), and pixels belonging to neither
region are displayed in black. c) Mean dark intensity vs. mean bright intensity
obtained from 200 images at different intensity levels. Dotted line shows least-
squares regression for Equation 5.27, α = 0.581, β = −0.937.
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(a)
(b)
Figure 5.19: Microscopy images of a square grid micropattern. a) Images of a
micropattern being translated by a MCL nano-positioning stage. b) Images of a
micropattern cropped from a single high-resolution image used to simulate stage
motion.
the micropattern grid absent a specimen. To capture a series of images of the micropat-
tern moving with known displacement, a prepared slide is placed on a Mad City Labs
(MCL) Nano-LPS100 nano-positioning stage with software control via a MCL Nano-
Drive controller. The imaging system consists of an inverted Nikon Eclipse TE2000-E
microscope with a 40X 0.7NA objective lens and a Pulnix TM-6710CL camera, which
captures monochrome, 8-bit, 648 × 484 pixel2 images at 120 fps. The microscope is
focused on the micropattern which has a measured optical transmission of α = 0.46.
The stage is moved in 10µm increments along one lateral axis, with the Pulnix camera
acquiring 5 images at each location. Each image is flat-field and dark-current corrected
after capture as described in 2.3. The MCL stage has a 100µm range of motion along
each axis (x, y, and z), but the total travel for this experiment is restricted to 80µm
to avoid intermittent misalignment issues reported at the far ends of the stage range.
Phase-based and spatial correlation tracking is performed on 440× 440 pixel2 images to
avoid introducing any bias from having more samples along one image axis. Figure 5.19a
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shows a selection of the images acquired during this experiment.
Another set of images are used to simulate stage motion to closely match the ex-
perimental images. A high resolution image of the micropattern is formed with a Leica
DM5000 B microscope with a 40X, 0.85NA objective lens and a 1.2X tube lens for a 48X
total magnification. Images are acquired with a SPOT Flex FX1520 camera, configured
to capture monochrome, 12-bit, 1024 × 1024 pixel2 images. The high resolution image
was scaled to match the intensity range and transmission of the experimentally-acquired
images. Cropped regions of this image were selected to simulate translating the stage in
10µm increments over 80µm. Each image was corrupted with Poisson-distributed noise
with ADC gain of 100 photoelectrons per count (as measured for the Pulnix camera
in Section 2.3) to create 5 simulated images at each location. Figure 5.21b shows a
selection of simulated images.
Table 5.5: RMS and standard error for tracking a micropattern using WPC and
MSC. Images are of a 25µm square grid pattern in focus.
Method RMSE x RMSE y σEx σEy
µm pixel µm pixel pixel pixel
Experiment WPC 0.8184 3.6373 0.3851 1.7116 1.3316 0.7258
MSC 0.2193 0.9747 0.3900 1.7333 0.1173 0.3969
Simulation WPC 0.0708 0.3147 0.2162 0.9609 0.2387 0.4596
MSC 0.1343 0.5969 0.2837 1.2609 0.2218 0.4564
Table 5.5 records the RMS tracking errors obtained on the experimental and simu-
lated images using the WPC and MSC methods. Both methods perform significantly
worse on these data than on the simulated micropattern images presented in Section 5.3.
Note that the bars in the micropattern of Figure 5.19a are much narrower than the bars
in simulated micropattern images, for example Figure 5.8. This is because metal dif-
fuses around the TEM grid bars during the deposition process, narrowing the region
that should remain completely transparent. This amount of diffusion is different for
every micropattern manufactured with this process. This disparity will have a larger
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effect on the MSC method, as the grid in the modeled images will completely cover the
grid in the observed images for a wider range of model parameters.
The second experiment investigates micropattern tracking in the presence of a spec-
imen. The micropattern-prepared glass cover slips are mounted on tissue sections pre-
pared by biologists at the University of North Carolina at Chapel Hill (UNC). The cover
slips are placed pattern-side down, and secured with mounting media, which leaves a
small gap between the specimen and the micropattern. Stained octopus muscle sections
serve as specimens for this study. Figure 5.20 shows the octopus muscle and micropat-
tern at 10X magnification.
Figure 5.20: Metal deposit grid micropattern mounted on a section of octopus
muscle tissue viewed at 10X magnification. The micropattern is clearly visible in
the gaps near the center of the section. The edge of the micropattern is near the
bottom of the image. The micropattern lies approximately 8µm above the tissue.
Octopus section from Bill Kier.
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Image capture of experimental data follows a similar process to that used in the grid-
only experiment above. A prepared slide is placed on a MCL nano-positioning stage
and imaged with an inverted Zeiss Axiocam microscope with a 40X 0.7NA objective
lens and a Pulnix TM-6710CL camera. The microscope is focused on the specimen
tissue—for this specimen, the micropattern is approximately 8µm above the specimen.
The measured optical transmission of the micropattern is α = 0.837. The stage is
moved in 10µm increments along the x axis a total of 80µm, with the Pulnix camera
acquiring 5 images at each location. Each image is flat-field and dark-current corrected
after acquisition. Figure 5.21a shows a selection of the images acquired during this
experiment.
A high resolution image of a non-micropatterned octopus muscle section is used to
simulate images that closely match the experimental images. The image is formed with a
Leica DM5000 B microscope with a 40X, 0.85 NA objective lens and a 1.2X tube lens for
a 48X total magnification. 12-bit, 1024× 1024 pixel2 images are acquired with a SPOT
Flex FX1520 camera. A micropattern image is simulated as described in Section 5.3 with
a 40X, 0.65 NA objective. The micropattern is given an optical transmission of α = 0.837
and is displaced 8µm from the focal plane. The high resolution image was scaled to
match the intensity range of the experimentally-acquired images, and multiplied by the
simulated micropattern image. Cropped regions of the modulated image were selected
to simulate translating the stage in 10µm increments over 80µm (measured by the
simulated pattern). Each image was corrupted with Poisson-distributed noise with ADC
gain of 100 photoelectrons per count to create 5 simulated images at each location.
Figure 5.21b shows a selection of simulated images.
Both sets of images are tracked using MSC and WPC. All image frames are regis-
tered to the first frame in the image sequence. Micropattern spacing parameters in the
experimental images are optimized for the fundamental frequency and four harmonics
from images of the micropattern alone. These four frequencies are used to perform the
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(a) Experiment
(b) Simulation
Figure 5.21: Experimental and simulated images of a micropattern mounted over
octopus muscle tissue. a) Images acquired using a real micropattern, 40X magnifi-
cation. b) Simulated images created to match the experimentally-acquired images.
phase correlation.
Table 5.6: RMS and standard error for tracking a micropattern and specimen
using WPC, MSC, and image registration. Tracked images are of octopus tissue
and a 25µm square grid micropattern, approximately 8µm above the tissue.
Method RMSE x RMSE y σEx σEy
µm pixel µm pixel pixel pixel
Experiment WPC 1.6544 7.3529 0.8989 3.9951 2.2582 1.5751
MSC 1.0442 4.6409 0.8901 3.9560 1.4844 1.2947
Registration 0.3280 1.4578 0.2948 1.3102 0.9511 0.4996
Simulation WPC 0.5832 2.5920 1.3307 5.9142 1.6147 2.5533
MSC 0.4543 2.0191 1.8349 8.1551 1.3560 3.3093
Registration 0.0204 0.0907 0.0191 0.0849 0.0564 0.0622
The RMS tracking error and standard error for the different tracking scenarios are
enumerated in Table 5.6. Both methods perform worse on the octopus data set than
the grid-only data set, with the error in WPC doubling and the error in MSC increas-
ing about six fold. This data does, however, provide a very important insight—the
error characteristics obtained in simulation match very well with the experimental data.
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Considering the x and y axis errors together, both WPC and MSC demonstrate approx-
imately a 1.6µm (7.1 pixel) RMS error in both the experimental data and the simulation
data. This indicates that simulations that include the corruption from a specimen pro-
vide a reasonable substitute for experimental data—improving the tracking on simulated
images should provide a similar improvement in experimental data. Simulations are used
in Chapter 6 to explore the limits of tracking with optimal patterns.
5.4.3 Comparison to Image Registration
For comparison purposes, a multiple resolution image registration is performed on the
experimental and simulation octopus sequences. The multiple resolution registration
initializes an alignment estimate between image pairs with coarse representations of
each image. This estimate is refined using finer scale image representations, eventu-
ally minimize the NCC metric on the full-scale images. Image registration relies on all
image data to obtain tracking estimates, not just the pattern. This approach provides
approximately 300 nm RMS error for the experimental data, but this falls to just 20 nm
(0.09 pixel) for the simulated data. This indicates the experimental data may have ad-
ditional characteristics that negatively impact tracking—e.g. radial distortion or errors
in the stage positions reported by the MCL stage.
5.5 Microscopy Mosaicking
I close this chapter by presenting an application of WPC-based micropattern tracking.
The micropattern is introduced to the optical train of the bright-field microscope to
provide stage position information for non-motorized stages. Stage position information
can be used to construct mosaic images from multiple frames of a microscopy video.
A complete tracking application would enable a microscopist to examine a specimen
while a camera continuously acquires images. The stage position would be tracked, and
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the acquired images would be assembled and presented to the microscopist with proper
spatial context. The assembled images would enable the microscopist to examine regions
larger than a single field of view at high magnification. This would provide a natural
view of specimen structure, and may better enable a microscopist to understand the
relationships between different regions of a specimen.
When moving a stage micrometer by hand, it is difficult to restrict motion to less than
half the pattern wavelength in each direction (for the TEM grid micropattern, 12.5µm)
for every frame of an image sequence. In these cases, WPC tracking is subject to an
ambiguity of whole pattern distances. Image correlation can easily resolve this ambiguity
for fixed specimens—image registration restricted to several whole-pattern displacements
along each pattern axis provides a disambiguation of image pair alignments. WPC or
MSC on the full-resolution image provides fine alignment.
Figure 5.22 shows an image mosaic assembled from 20 microscopy images using this
approach. Images are formed on a Leica DM5000-B microscope with a 40X, 0.85NA ob-
jective lens and a 1.2X tube lens. A SPOT Flex FX1520 camera acquires monochrome,
14-bit, 1024×1024 pixel images at 4 fps with 5µs exposures. The stage is moved contin-
uously by hand during image acquisition. During tracking, normalized cross-correlation
on images reduced to 256 × 256 pixel displaced by [−3 . . . 3] micropattern cycles dis-
ambiguates among possible translations reported by pattern tracking. The microscopy
mosaic image is constructed by merging all images into a common reference frame, over-
writing data with each new frame (no blending is performed). The resulting mosaic is
visually coherent, with some image seams visible upon close inspection. Improving the
micropattern manufacturing process would improve the tracking accuracy, as discussed
in Chapter 6, and would thereby improve the quality of microscopy mosaics assembled
from WPC stage tracking information.
This example demonstrates that the WPC tracking technique provides reasonably
reliable information in some situations. One would not usually use structured illumi-
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Figure 5.22: A microscope mosaic image assembled from 20 images of octopus
muscle tissue. The stage is moved by hand during image acquisition, and the
micropattern is tracked using WPC and coarse image registration. Dotted lines
show the size of a single image frame. Arrow points to a visible seam.
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nation to create mosaics of the type seen in Figure 5.22. In fact, image registration on
these images obtains a better alignment with fewer visible seams, and image blending
techniques would improve the visual coherence of the mosaics even more [HPS08]. How-
ever, WPC additionally handles sparse specimens, moving specimens, and z position
tracking.
5.6 Discussion
In summary, this chapter has introduced a structured illumination approach for stage
tracking in bright-field microscopy. A semitransparent pattern layer is introduced to
the microscope’s light path, fixed to the specimen’s frame of reference. The pattern
transforms the stage tracking problem into a multiple layer image analysis problem. A
search for magnitude peaks at pattern frequencies in the frequency domain yields an
estimate of pattern orientation that does not rely on knowing the pattern position. Two
methods are proposed to track the pattern. Model-based spatial correlation (MSC)
determines pattern translation using an image formation model to simulate multiple
images of the pattern, and optimizing model parameters to find the best match to an
observed image. Weighted phase correlation (WPC) computes a phase estimate for
individual target frequencies in an image by first reweighting the image according to the
target frequency’s wavelength, and then computing a single component of the discrete
Fourier transform (DFT). Once the pattern’s position has been estimated, a model-based
rotation optimization can provide an improved estimate of the pattern orientation.
The accuracy of the orientation and tracking methods were examined in detail. The
frequency-based orientation method provides estimates with a 0.25◦ RMS error for an in
focus square grid pattern. The model-based orientation method improves this estimate
to 0.066◦ RMS error once the position of the pattern is determined.
A different story arises for pattern tracking. The WPC technique demonstrates very
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accurate tracking for axis-aligned square grid patterns with no specimen present. Lateral
tracking accuracy remains around 0.010 pixel (2.3 nm for the simulated microscope)
RMS error in this case, falling to 0.057 pixel for arbitrary orientations. This accuracy is
maintained down to approximately 18 dB SNR due to pattern transmission and below
10 dB due to defocus effects.
The WPC method relies on a phase estimate from individual pattern frequencies.
Point sampling in the frequency domain requires infinite support in the spatial domain,
and WPC attempts to obtain this by redistributing and reweighting the signal to analyze
the target frequency. In the presence of uncorrelated noise, the WPC method maintains
subpixel tracking accuracy. In the presence of correlated noise, however, the phase es-
timate becomes unreliable, and tracking accuracy diminishes. Nevertheless, there are
some practical imaging scenarios in which WPC may excel. For example, multimode
microscopes capture fluorescence and bright-field images in quick succession [SSW+03].
For observations of fluorescent specimens that do not show up well in bright-field, one
could use the bright-field channel to obtain tracking information from structured illu-
mination. Because fluorescence microscopy uses epi-illumination (both the excitation
and emission light travel through the objective lens), placing the micropattern below
the specimen would cause no interference with the fluorescent imaging.
In comparison, MSC struggles to provide 0.25 pixel RMS error in the absence of
rotation, though it seems to improve remarkably for many non-axis-aligned patterns.
Uniform accuracy is maintained down to below 10 dB SNR due to pattern transmission
and to 0 dB due to defocus effects.
The error obtained with both methods increases significantly on real microscopy
images of the a micropattern grid. Tracking degrades even more in the presence of a
specimen. However, the errors for experimental and simulated images with a specimen
present agree quite well. This provides motivation to continue exploring pattern layer
tracking in simulation.
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For tracking contiguous, fixed specimens, one should use an image registration tech-
nique; in the presence of sufficient specimen contrast, image registration fares far better
than either WPC or MSC. However, these method provide something that image reg-
istration cannot—they enable tracking with a fixed frame of reference in the presence
of sparse specimen information and for moving specimens. Structured illumination pro-
vides the additional ability to extend tracking into 3D. Throughout this chapter I have
claimed that some of MSC’s accuracy issues are due to the pattern used for evaluation—
so what is a better pattern? These issues are investigated in greater detail in Chapter 6.
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Chapter 6
Pattern Design for Structured Illumination
Microscopy
In Chapter 5, I developed weighted phase correlation (WPC) and model-based spatial
correlation (MSC) as techniques that provide lateral tracking of a semitransparent pat-
tern layer in structured illumination microscopy. The pattern used in this evaluation was
obtained from a TEM grid which produced dark square “holes” separated by thin bright
“bars”. This pattern was chosen because the grids were readily available to purchase
from a microscopy supply company and it was relatively simple for a materials scientist
to deposit a metal image onto glass cover slips. This provided a working system with
which to demonstrate the concept of structured illumination microscopy. The TEM grid
pattern, however, is not the optimal pattern for structured illumination microscopy.
This chapter investigates pattern design for structured illumination microscopy, with
the end goal being an understanding of how choices made in pattern design affect the
ability to recover tracking information from the pattern layer. Specifically, I discuss how
the choice of pattern influences the ability to track the stage independently from the
specimen, determine focus position, and disambiguate among possible stage positions.
The following design goals are generally applicable to stage tracking in a broad range
of microscopy experiments:
1. The pattern should enable tracking laterally and axially (in X, Y, and Z) indepen-
dent of specimen motion.
2. The pattern should enable tracking over large frame-to-frame displacements.
3. The pattern should enable determining the absolute stage position.
4. The pattern should be easily removable from the acquired images through image
processing.
Note that there is an important distinction between goals 2 and 3. The former goal
refers to tracking the stage relative to some fixed reference position. The latter goal
refers to determining absolute stage position from a single image—a slide-based absolute
positioning system.
Pattern design necessarily involves some trade-offs. Both WPC and MSC depend
on finding the displacement of a regular pattern layer present in an image. The resolu-
tion of these methods increases as that pattern matching is based on higher frequency
components, as seen in Equation 5.9: Epx =
Eφ
360f
. But, to enable tracking over large
frame-to-frame displacements the pattern should have a large wavelength, favoring low
frequencies. Another consideration that favors low frequencies is that as the pattern
moves farther out of focus, the high frequency components are attenuated more and
therefore reach the noise floor first.
In order to track the stage independent of the specimen the pattern signal should
dominate the specimen signal. This requires high-contrast, low transparency patterns.
Patterns that are more transparent, however, enable removing the pattern from the
specimen images with less information loss.
As I will show, to enable axial (focus) tracking, the pattern should contain multi-
ple frequency components. The more frequency components that are present, the more
terms can be used to determine focus. Choosing which frequencies to include, however,
requires considering the frequencies present in the specimen. If the specimen has high
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magnitude at many frequencies, it may be difficult to find an appropriate set of frequen-
cies to use as a pattern. Additionally, the microscope point-spread function (PSF) may
attenuate a large proportion of high frequencies too much to be useful.
The remainder of this chapter is organized as follows. Section 6.1 discusses pattern
selection and design, including how to maximize pattern tracking accuracy in the pres-
ence of an independently moving specimen. Section 6.2 discusses how to expand the
frequency analysis of micropatterns to enable axial tracking of the microscope stage.
Section 6.3 evaluates the approaches discussed here using simulated structured illumi-
nation microscopy images. Section 6.4 summarizes results and discusses strengths and
limitations of the methods presented here.
6.1 Pattern Design
While it would be ideal to be able to design a single pattern that could provide optimal
tracking in all scenarios, the reality is that tracking performance is largely dependent on
the imaging application. The size of the pattern in images depends on the magnification
provided by the microscope and the size of the camera’s image sensor. Furthermore,
some specimens have strong magnitudes at particular frequencies which interfere with
the signal provided by the pattern. In the following sections, I discuss how to select a
pattern given an objective lens, camera sensor, specimen, and expected axial distance
between the pattern and specimen.
6.1.1 Coordinate System
One can specify wavelengths and frequencies in object or image coordinates, depending
on what parameters are being considered. The relationship between a wavelength in ob-
ject coordinates (measured in µm, for example), Lo, and the corresponding wavelength
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in image coordinates (measured in pixels), Li, is
Li =
MLo
s
. (6.1)
A spatial frequency in object coordinates (measured in cycles per µm, for example), fo,
is
fo =
1
Lo
=
M
sLi
=
Mfi
s
, (6.2)
and a spatial frequency in image coordinates (measured in cycles per pixel), fi, is
fi =
1
Li
=
s
MLo
=
sfo
M
. (6.3)
6.1.2 Pattern Spacing
The imaging application influences the selection of the pattern’s physical size. The lower
limit in pattern size is determined by three factors: the numerical aperture (NA) of the
objective lens, the spacing of the sensor elements in the CCD used to record images,
and the shot noise. The Abbe limit relates the objective NA to the smallest spacing in
a resolvable pattern from Equation 2.24:
d =
λ
2NA
. (6.4)
The Wittaker-Shannon sampling theorem states that the Nyquist frequency, fN , is
the maximum frequency represented by a sampling rate fs [FvDFH97, Ch. 14]:
fN =
fs
2
. (6.5)
In other words, accurately reconstructing a signal containing a specific maximum fre-
quency requires sampling the signal at twice that frequency.
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The size of the smallest pattern wavelength that can be resolved in an image taken
with a CCD is determined by twice the distance between sensor elements, 2s
M
, where M
is the magnification of the objective lens and s is the size of a CCD sensor element.
The noise in acquired images can be reduced using a Gaussian filter with standard
deviation equal to the standard deviation of the noise expected in the image, σn [TV98,
Ch. 3]. Applying a low-pass filter to structured illumination images diminishes the
signal from the patterns, especially those with short wavelengths. In the spatial domain,
a Gaussian filter kernel with standard deviation σ has 98% of its energy contained in a
width of 5σ (or radius 2.5σ). So a good guideline is to choose pattern wavelengths that
exceed at least twice the noise level to avoid excessive smoothing of the pattern signal
during filtering.
Taken together, the Abbe limit, Nyquist rate, and noise level provide a lower bound
for an observable pattern wavelength:
Lmin = max
(
λ
2NA
,
2s
M
,
2sσn
M
)
. (6.6)
The upper limit to pattern spacing depends on the field of view. Higher magnification
applications require smaller pattern structures to include more than one pattern instance
within a single field of view. For patterns with wavelengths greater than one field
of view, the WPC method does not have enough information to determine how to
weight each component in its correlation computation (see Equation 5.17). Though the
mathematics still holds, the accuracy of the phase estimates is severely diminished, as
shown below. Additionally, the structure of the specimen places constraints on pattern
spacing. Takita et al. note that natural images have a predominance of low frequency
information [TAS+03], so there may be significant interference between pattern and
specimen signals in this region. Although not as firm as the lower bound, the upper
bound for a usable pattern size is on the order of the field of view along one axis of a
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microscope image:
Lmax =
sN
M
, (6.7)
where N is the number of pixels along an image axis.
6.1.3 Choosing Optimal Pattern Frequencies
Assuming that the pattern and specimen are moving independently, the pattern provides
the only information in an image for tracking with structured illumination microscopy.
To provide the most accurate tracking, then, one needs to maximize the information
present in the pattern (the signal) with respect to the other factors in the image (the
noise). In this sense, noise includes both camera noise and the specimen, as both of
these elements interfere with pattern tracking.
Chapter 2 discusses the role the microscope point-spread function (PSF) plays in im-
age formation. The image that a microscope forms of a planar object is the convolution
of the image predicted by geometrical optics with a slice of the 3D PSF determined by
where the object is placed in front of the objective lens. Equivalently, in the frequency
domain, the magnitudes of the frequencies in the object are attenuated by the Fourier
transform of the microscope’s PSF. From Equation 2.21,
Ii(fX , fY ) = H(fX , fY )Ig(fX , fY ), (6.8)
where I(fX , fY ) is the Fourier transform of I(x, y) and H is the Fourier transform of the
normalized PSF, also known as the optical transfer function (OTF).
Analysis of the microscope OTF enables choosing the optimal pattern frequencies
for a tracking application. The OTF is the frequency domain representation of the
normalized point-spread function (PSF)—it determines by how much pattern frequencies
are attenuated. So, maximizing the SNR for a pattern involves choosing the pattern that,
when multiplied by the OTF, has maximum magnitude at the pattern frequencies. The
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selection of possible patterns and OTFs from all possibilities is driven by the constraints
of the experimental parameters. The critical experimental parameters include objective
lens characteristics, image sensor size, the expected axial distance between specimen
and pattern, and the composition of the specimen itself.
Figure 6.1 shows a frequency-focus slice of magnitudes in the OTF of a simulated
40X, 0.65NA objective lens. Here focal depths range within z = [0 . . . 25]µm and fre-
quencies range within f = [0...1
2
] cycles per pixel. For this lens and sensor pair, the
Abbe frequency limit is above the Nyquist frequency. This figure illustrates why one
cannot select a set of pattern frequencies that provide accurate tracking capabilities
when the pattern is in focus, and expect tracking to perform uniformly throughout the
focus range. Different frequencies will be attenuated by different amounts at each focal
depth, and this attenuation is not monotonic across frequency or depth.
Because the OTF is radially symmetric for a focal slice, in the following analysis,
I restrict the pattern design to 1D laterally. When designing a 2D pattern one would
select the same frequencies determined by 1D analysis, possibly distributing different
frequencies along each axis.
Let P (x) be a pattern defined by a set of frequencies f := {fi | i = 0, 1, . . . n}.
Let P(f) be the Fourier transform of P (x). The magnitude at frequency fi is given by
|P(fi)|. Let H(x; z) be the normalized PSF of an objective lens at a focal plane z. Here,
the semicolon specifies that the focus axis is treated differently from the lateral axis on
which the pattern resides. Specifically, H(f ; z) is the Fourier transform of a slice of the
PSF, one slice of the OTF; the magnitude at frequency fi is given by |H(fi; z)|.
The total magnitude at all frequencies in a pattern at a distance, z, from the focal
plane is given by
S(P ; z) =
∑
i
|P(fi)||H(fi; z)|. (6.9)
Equation 6.9 provides a scoring function for how strongly a particular pattern with
frequencies fi is represented at a particular focal depth, and this indicates how well this
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(a)
(b)
Figure 6.1: The frequency-focus plane of the optical transfer function (OTF) for a
40X, 0.65NA objective lens from 0 to 25µm. a) One slice of the OTF displayed as
an image; magnitudes are mapped with a logarithmic scale to make all magnitudes
visible; bright values indicate high magnitudes. b) The OTF as a height map with
same scaling, to better show relative values.
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pattern will trackable compared to other patterns with different frequencies.
There is usually a known range of distances from the focal plane to the pattern
in a given experiment. This distance could be fixed, or it could stay centered around
a value with some variation, or it could span a whole range with equal probability.
For this reason it is sensible to introduce a weighting function W (z) that weights the
importance of focal distances in an experiment. This can be thought of as a probability
density function for axial stage positions.
Combining the pattern scoring function for individual focal depths and the weighting
function for the importance of focal depths, a metric for how well a particular pattern
is suited to tracking in an experiment is given by:
S(P ) =
∑
z
W (z)S(P ; z) =
∑
z
W (z)
∑
i
|P(fi)||H(fi; z)|. (6.10)
Note that the weighting function in Equation 6.10 is multiplied by all frequencies in the
pattern, and the result is summed across all focal depths. Rearranging terms therefore
provides a function that specifies the score for all frequencies in the OTF, irrespective
of the magnitude in a particular pattern:
S(f) =
∑
z
W (z)|H(f ; z)|. (6.11)
The frequency selection thus far has not taken into account the noise present in
the system—the camera noise and interference from the specimen. Camera noise has
constant magnitude at all frequencies, so one needs to ensure that any frequency selected
for the pattern does not get attenuated by the OTF to near or below the noise floor.
Equation 6.11 treats all frequencies equally—any frequency that is heavily attenuated
by the OTF will receive a low score—and so provides the set of best frequencies to
choose. Section 6.1.4 will discuss determining whether the pattern is trackable.
Spectral analysis of the specimen to be observed provides a way to consider the track-
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ing interference caused by its presence in images. Because the specimen can have any
arbitrary orientation, the magnitudes at frequencies at all orientations should be consid-
ered. Given a specimen image, I(x, y), and its Fourier transform in polar coordinates,
I(f, θ), the radially-summed magnitude provides a measure of specimen interference:
Q(f) =
∑
θ
|I(f, θ)|. (6.12)
To adjust this to the same scale as the axial weighting function, it is sensible to express
the magnitudes on a logarithmic scale, and shift the scores to fall within Q(f) ∈ [0 . . . 1].
This weighting term can now apply an additional constraint to Equation 6.11 that is
the inverse of the specimen magnitude at all frequencies, Q′(f) = max(Q(f))−Q(f):
S(f) = Q′(f)
∑
z
W (z)|H(f ; z)|. (6.13)
The frequency weighting function can also be truncated to enforce the minimum and
maximum pattern frequencies from Equations 6.6 and 6.7.
Now that a frequency scoring criterion has been established, the final task is to use
it to select which frequencies to include in the pattern. Choosing the n frequencies
with maximum score maximizes Equation 6.13, but these frequencies are likely to be
bunched around whichever frequency had the maximum score. Section 6.2 discusses
how to determine focus, with the observation that focus accuracy increases when the
frequencies used are spread out. For this reason it makes sense to apply some additional
constraints to the frequency selection. For example, one could select the frequencies
that have local maxima in the scoring function; this distributes the pattern frequencies
throughout frequency space, but uses the best one in each area. Or, one could select
the frequency with maximum score and some of its harmonics; this ensures the pattern
is periodic over a small window.
In summary, to determine the optimal frequencies to use in a pattern:
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1. Select an objective lens and compute its OTF.
2. Construct a focus weighting function, W (z), that specifies the importance of dif-
ferent axial distances from the pattern.
3. Construct a frequency weighting function, Q(f), that specifies the importance of
different frequencies, using the parameters of the imaging system and the Fourier
transform of an image of the specimen.
4. Multiply the OTF by the focus and specimen weighting functions.
5. Sum the weighted OTF along the focus axis to determine the frequencies that will
provide the best tracking signal.
6. Select the n frequencies that maximize this signal.
Figure 6.2 provides some concrete examples of weighting functions applied to the
OTF of Figure 6.1. In Figure 6.2a, the only constraints applied are the minimum and
maximum frequency thresholds. The high frequency cutoff occurs because of the noise
filtering requirement, where σn = 1.6, as determined for a Pulnix camera in Section 2.3.
For this scenario, the predominant feature of the frequency scoring function is due to the
attenuation of higher frequencies by the OTF. Low frequency patterns will provide the
best tracking signal. The vertical dashed lines in the frequency score plot indicate the
four local maxima with highest frequency, but in this case there is little to distinguish
these points from any others.
In Figure 6.2b, the focus range has been restricted to fall within dz = [10 . . . 15]µm
of the pattern. The frequency score again shows a preference for low frequency patterns,
with local maxima at 0.025 and 0.05 cycles per sample that would be good options for
patterns that have frequency spread throughout frequency space.
In Figure 6.2c, the focus range is restricted within dz = [0 . . . 15]µm and the fre-
quency weighting has been constrained by the inverse spectrum of a frog brain tissue
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(a)
(b)
(c)
(d)
Figure 6.2: Optimal frequency selection for different experimental conditions. In
all cases, the OTF is computed for a 40X 0.65NA objective lens. Vertical dashed
lines in the Frequency Score plots represent the local maxima with best score.
a) Constraints imposed only by maximum and minimum pattern frequency for
optical system. b) Constraints for imaging pattern at depths with [10 . . . 15µm].
c) Constraints for imaging a frog brain tissue within [0 . . . 15]µm of the pattern. d)
Constraints for imaging frog brain tissue where the mean distance to the pattern
is 17µm with standard deviation 2µm.
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specimen. Because the tissue has a predominance of low frequencies, the optimal fre-
quencies to include in the pattern are pushed out to around 0.2 cycles per sample.
In Figure 6.2d, the frequency weighting is the same as above, but the focus weighting
has been provided by a normal distribution of stage positions, with dz ∼ N(17µm, 2µm).
In this case, a mixture of low frequencies and high frequencies would provide the best
tracking pattern.
6.1.4 The Tracking Noise Floor
Once the pattern frequencies have been chosen, the question remains of how well the
pattern will be trackable in an experiment. An answer to this question is provided by
analyzing the signal-to-noise ratio (SNR) of the system, where once again the signal is
provided by the pattern and the noise is provided by camera noise and the specimen.
The SNR is the ratio of information in the signal to interference in the noise. The
information present in a signal is given by the magnitude at the frequencies in the signal.
The relationship between a signal amplitude in the spatial domain and its magnitude in
the frequency domain is:
M =
AN
2
, (6.14)
where N is the number of samples in the signal.
The maximum amplitude in a signal is determined by the dynamic range required
to represent it. For digital images, dynamic range is measured by bit depth, where the
dynamic range of an image, I(x, y), is
b = log2
(
max(I(x, y))
min(I(x, y))
)
. (6.15)
At maximum amplitude, a signal contains both the highest and lowest values allowed
by the dynamic range. The maximum amplitude for a signal represented by b bits is
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then:
Amax =
2b
2
= 2b−1, (6.16)
and the maximum magnitude at any frequency is
Mmax =
AmaxN
2
= 2b−2N. (6.17)
Given a pattern with dynamic range bp bits, a specimen with dynamic range bs bits,
and noise of standard deviation σn, the signal to noise ratio for saturated pattern and
specimen is:
SNR(f, z) =
2bp−2NH(f, z)
2bs−2N + M¯n
, (6.18)
where M¯n is the mean magnitude of the noise, provided by M¯n = σn
√
N . This is a worst-
case estimate of SNR, as it assumes that the specimen has maximum dynamic range at
all frequencies. It is preferable instead to compute the SNR only at the frequencies in
the pattern.
When the SNR falls below 1 (or 0 dB), the pattern signal is said to be below the
noise floor. In practice, the signal from a pattern is required to remain some amount
above the noise floor. This technique is evaluated in Section 6.3.3.
6.1.5 Increasing the Signal-to-Noise Ratio
Increasing the SNR requires either increasing the pattern signal or decreasing the spec-
imen signal. The dynamic range required to record the bright and dark regions in a
specimen is fixed—that is, a specimen that covers 4 bits of dynamic range to record
detail in its brightest and darkest regions on an 8-bit camera will also cover 4 bits of
dynamic range on a 12-bit camera. For a specific specimen, an increase in pattern SNR
can therefore be obtained only by increasing the pattern’s dynamic range. The pat-
tern’s optical transmission is limited to the range α = [0 . . . 1], and every halving of
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the minimum optical transmission increases the pattern dynamic range by one bit and
consequently decreases the dynamic range remaining for representing the specimen by
one bit. Increasing the camera’s dynamic range and decreasing the optical transmission
of the pattern provides a practical method to increase tracking SNR without affecting
the dynamic range used to record specimen information.
The other factor that affects the pattern’s SNR is the distance of the pattern from
the focal plane. At larger distances from the focal plane, more light diffracts from
the bright regions of the pattern into the dark regions, lowering the pattern’s effective
dynamic range. Note that the optical transmission of the pattern remains the same,
but the ratio of light in the brightest and darkest regions of the pattern diminishes.
Therefore another practical method to increase the pattern SNR is to decrease the
distance between the specimen and pattern.
6.2 Determining Focus
The pattern used in structured illumination microscopy can provide axial as well as
lateral tracking. The method relies on analyzing the defocus of the pattern in observed
images. In the focus model of Chapter 2, the PSF is symmetric about the optimal focus
plane (z = 0) and is radially symmetric about the optical axis. The microscope stage is
moved axially (in z) to align a plane of interest in the specimen with the focal plane. As
the stage moves, different parts of the specimen are in focus at the image plane while
other parts move out of focus. As discussed in Section 6.1, the frequencies in the pattern
are attenuated by the OTF dependent on the distance from the focal plane.
Knowledge of the micropattern and microscope PSF leads to a method for axial
tracking of the microscope stage. The focus model predicts the attenuation of micropat-
tern components expected at different focal distances. The model predictions can be
compared to experimental images to obtain an estimate of the micropattern distance
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from the focal plane—this estimate provides axial tracking for the microscope stage.
Because observations are made with the specimen in focus, knowing on which side of
the specimen the micropattern is placed resolves the ambiguity from the axial symmetry
of the PSF.
Let fi = (ri, θi) be a set of frequencies known to be present in a pattern, specified in
polar coordinates where ri is the distance from the center of frequency space and θi is
the orientation at which the component appears. The magnitudes observed in an image
I(x, y) are given by |I(ri, θi)| with the transform to polar coordinates. The magnitudes
predicted by a model pattern image P (x, y; dz) for a distance from the focal plane dz
are given by |P(ri, θi; dz)|. Given an observed image and a model of the microscope and
pattern, focus estimation seeks to minimize an objective function, for example
E(dz) =
√∑
i
(|I(ri, θi)| − |P(ri, θi; dz)|)2, (6.19)
where the distance between observed and modeled magnitudes is given by the `2-norm.
The focus estimate can be applied to any number of frequencies present in the pat-
tern, but that number may be limited depending on pattern design. Due to the non-
monotonic nature of the OTF (see Figure 6.1), the focus estimation objective function
of Equation 6.19 is characterized by many local minima over practical focus ranges.
Arriving at the global minimum and a reliable estimate for z position relies on either a
search at a fine sampling of the objective function or restricting the search range based
on experiment parameters.
The former option involves a practical balance between sampling resolution and
performance, as evaluating the PSF requires significantly more processing for larger
axial displacements. This performance hit can be mitigated by first conducting a coarse
search through focus, applying optimization around all local minima, and selecting the
best one. This is the approach adopted here, where local minima within 10% of the
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smallest value in the range of focus scores are considered.
The latter option is also practical in many imaging situations. One can obtain an
initial estimate of the distance between the specimen and the micropattern using a
stage micrometer. Once an initial focus range is established, one can restrict the search
space by assuming that focus will change little from frame to frame. That is, the focus
search can be conducted within a bounded range around the prior focus estimate. With
a suitably-constrained search range, optimization of the focus objective function can
proceed with a 1D minimization technique, such as golden section search [PTVF07, Ch.
10].
(a) (b)
Figure 6.3: Estimating focus by fitting a pattern model to observed data. a) The
pattern is composed of sinusoidal waves with four frequencies along each axis, has
a minimum transmission of 0.25 and is placed 6µm from the focal plane. b) The
focus objective function has local minima at approximately 6 and 16µm, marked
by vertical dashed lines.
As an example, Figure 6.3 demonstrates focus estimation for a simulated sinusoidal
pattern using four frequencies along each pattern axis. The pattern has transmission
α = 0.25 and is placed 6µm from the focal plane. Images are simulated for a 40X,
0.65NA objective lens, 9× 9µm CCD image sensor, an ADC gain of 100 photoelectrons
per pixel and Poisson-distributed noise. Figure 6.3b shows the objective function of
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Equation 6.19 evaluated for displacements of dz = [0 . . . 25]µm with the observed image
in Figure 6.3a. With this sampling, the minimum occurs at 6µm, but another local
minimum occurs at 16µm. So, accurate z tracking depends not only on there being
sufficient pattern SNR, but also sufficient ability to discriminate among different regions
of the focus estimation function. In this case, optimization in the regions near the local
minima resolves a focus estimate of 6.01µm.
The focus measure depends on knowing the orientation of the pattern in the image.
A method for estimating pattern orientation was discussed in Section 5.1.1. The focus
measure does not depend on the lateral position of the pattern—from the Fourier shift
theorem, a translation in the spatial domain affects only the phase in frequency domain.
The WPC tracking method does not depend on focus, but MSC does. These consider-
ations suggest the natural order for practically obtaining stage tracking information:
1. Estimate the orientation of the pattern in the frequency domain from the maximum
magnitudes at each pattern frequency.
2. Estimate the axial (Z) position of the pattern by comparing the magnitudes of the
pattern frequencies to magnitudes predicted by the focus model.
3. Estimate the lateral (X,Y) position of the pattern using either WPC or MSC.
4. Refine the orientation estimate using MSC.
5. Repeat steps 2-4 until convergence.
6.3 Evaluation Using Simulated Images
Tracking evaluation can proceed in a similar manner to the evaluation method described
in the previous chapter. Evaluating a test scenario begins with choosing appropriate
system parameters, including the pattern design, objective lens, camera parameters, and
specimen. Test images are then simulated for a variety of stage translations with noise
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added. The stage position is estimated for each translation by averaging the translation
obtained by the tracking algorithm for a number of different noisy images. Given the
errors for each translation the root mean squared (RMS) error is computed for the test
scenario.
6.3.1 Pattern Spacing
To evaluate the effect of pattern spacing on tracking accuracy, tracking is performed
on simulated images of single frequency sinusoidal patterns. The wavelength of the
patterns ranges within Ln = [
10
256
. . . 512
256
]. For each wavelength, the pattern is translated
along the x axis between dx = [−Ln
2
. . . Ln
2
] at 10 even spacings. For each image, the
pattern displacement is measured with WPC and MSC in reference to an untranslated
pattern image. The pattern is given a transmission of α = 0.25, placed dz = 5µm
from the focal plane, and imaged with a 40X, 0.65NA objective lens to form 8 bit,
256× 256 pixel2 images. Each image is corrupted by Poisson-distributed noise modeled
by 100 photoelectron/pixel ADC gain.
(a) (b)
Figure 6.4: RMS tracking error as a function of pattern spacing. Units along the
x axis are in fractions of the field of view. a) RMS tracking error for wavelengths
up to two times the field of view. b) Same data as in (a), zoomed in to the region
marked by the dashed lines.
145
Figure 6.4a shows the RMS tracking error in x and y for each tracking method
as a function of pattern wavelength. It is immediately apparent that WPC tracking
deteriorates significantly for wavelengths longer than 1
4
th
the field of view. This result
correlates well with the results from the 1D analysis of Section 5.2, which showed that
there is a fixed phase error in WPC.
MSC maintains consistent tracking accuracy for wavelengths up to 1.2 times the field
of view. Figure 6.4b shows a subset of the data in Figure 6.4a. This view shows that
the RMS error for MSC remains below 0.02 pixel in most cases.
6.3.2 Tracking Without Specimen
Section 6.1.3 showed that optimal structured illumination patterns containing low fre-
quencies are optimal in the absence of a specimen. The tracking test cases from Chap-
ter 5 were rerun for an optimized pattern consisting of orthogonal sinusoidal waves.
Table 6.1: Comparison of the RMS error for tracking square grid and sinusoidal
patterns. Bold values indicated the best accuracy obtained for a particular test
case considering both x and y accuracy.
WPC MSC
Pattern Test Case RMSE x RMSE y RMSE x RMSE y
(px) (px) (px) (px)
Grid Orientation 0.0566 0.0330 0.0023 0.0115
Translation (large) 0.0064 0.0006 0.2695 0.0156
Translation (small) 0.0121 0.0015 1.0036 0.0000
Optimal Orientation 4.085 1.8157 0.0035 0.0049
Frequencies Translation (large) 0.0944 0.1033 0.0025 0.0040
Translation (small) 0.0040 0.0053 0.0043 0.0034
Table 6.1 compares the RMS errors obtained for tracking the grid pattern from
Chapter 5 and optimized sinusoidal patterns using WPC and MSC. The test cases refer
to the orientation and translation evaluations performed Section 5.3, and the data for
tracking the grid pattern comes from this section, repeated here for ease of comparison.
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In this evaluation, all simulated patterns have transmissions of α = 0.5, are imaged in
focus with a 40X, 0.65NA objective lens to obtain 8-bit, 256 × 256 pixel images. The
fundamental plus three higher harmonic frequencies are used for tracking the square
grid pattern; the sinusoidal pattern contains the four frequencies with maximum score
determined in Section 6.1.3 along each axis. The bold values in this table represent the
pattern and tracker combination that obtained the best accuracy for a particular test
case, evaluated by smallest RMS magnitude, E =
√
RMS2x + RMS
2
y. In all cases the
optimized sinusoidal patterns tracked by MSC showed the least error, remaining below
0.005 pixel (1.1 nm). Note that WPC performs poorly in this case because the pattern
contains only long wavelengths, which Section 6.3.1 showed to be error-prone for this
tracking method.
The objective function for the sinusoidal patterns used in MSC is well-suited to
gradient-based optimization, where the direction in which to search for a minimum is
obtained from an estimate of the objective function’s gradient. Gradient-based meth-
ods are known to converge faster than Nelder-Mead simplex-based optimization when
applied to the right problem [PTVF07, Ch. 10]. Applied to the square grid pattern,
gradient-based optimization converges more slowly and to a less accurate solution com-
pared to simplex-based search. Applied to the sinusoidal pattern, gradient-based opti-
mization converges more quickly and to a more accurate solution than simplex-based
search. Therefore, switching from the grid pattern to patterns composed of relatively
few sinusoids enables using a faster optimization strategy that obtains more accurate
results.
6.3.3 Tracking Moving Specimens
Chapter 5 demonstrated that tracking a pattern layer using MSC and WPC was possible
in the presence of a specimen that moved in concert with the pattern. This situation is
common in histology studies, but in many such cases specimen-based image registration
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techniques can also provide the tracking data. An obvious exception is when there is
not enough specimen information to provide reliable image registration, for example in
gaps within a specimen or between sections of tissue.
The full power of structured illumination microscopy includes the ability to track a
pattern layer independent of the specimen motion. This expands stage tracking capa-
bility from observations of stationary specimens to experiments involving live, moving
specimens.
Sparse Specimens
Figure 6.5a shows a simulated image of a specimen with sparsely-distributed contrast.
This image represents what one might see when looking at a cluster of opaque beads,
for example in a bead diffusion experiment, or at a colony of bacteria. Optimal pattern
selection on this specimen image, as discussed in Section 6.1.3, reveals that the best
frequencies to use to track a pattern in the region dz > 5µm from the plane appear
around 0.18 cycles per pixel. Because patterns at this frequency do not allow for much
stage displacement between image frames, the low frequency with the highest score was
also selected to be included in this pattern. Figure 6.5b shows the pattern generated
with these optimal frequencies. Figure 6.5c shows the SNR for these frequencies as a
function of pattern z depth, computed at the pattern frequencies in the presence of the
specimen and Poisson-distributed noise with an ADC gain of 100 photoelectrons per
count. The legend on this graph displays pattern frequencies expressed as cycles per
image.
Tracking the pattern in the presence of a moving specimen was simulated by moving
the pattern and keeping the specimen fixed. To maximize the pattern SNR further
from the focal plane, the pattern was given a minimum transmission of α = 0. The
pattern was simulated at different focal depths while keeping the specimen in focus. At
each focal depth, the pattern was displaced along one axis within dx = [−Lmax
2
. . . Lmax
2
],
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(a) (b)
(c)
Figure 6.5: Predicted SNR for tracking a pattern in the presence of a sparse
specimen as a function of pattern distance from the focal plane. a) A simulated
specimen with sparsely distributed contrast. b) The pattern composed of three
optimal frequencies and one low frequency. c) The SNR estimated for tracking
the pattern in (b) in the presence of the specimen in (a) as a function of pattern
distance from the focal plane. The legend indicates the frequencies evaluated,
shown in cycles per image.
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where Lmax is the maximum wavelength in the pattern.
(a) (b)
Figure 6.6: RMS tracking error in the presence of a specimen with sparse contrast.
a) RMS tracking error as a function of the distance between the pattern and
specimen. X axes are labeled in µm (bottom) and multiples of a depth of field
(top) for the simulated lens. Y axes are labeled in pixel (left) and µm (right).
The dotted horizontal line marks 0.5 pixel. b) RMS tracking error as a function
of mean SNR. Y axes are labeled in pixel (left) and µm (right).
Figure 6.6a shows RMS tracking errors for tracking the optimized pattern at different
distances from the in focus specimen. For this data set, MSC obtains tracking errors
below 0.03 pixel for z positions less than 5µm, outperforming WPC in this range. The
tracking error for MSC remains below 0.5 pixel for z positions less than 15µm. WPC
outperforms MSC above 5µm, maintaining an error below 0.5 pixel to almost 20µm
from the focal plane. This represents a distance of 8.5 times the depth of field for the
simulated lens.
Figure 6.6b shows the same RMS tracking errors as a function of mean pattern SNR,
considering the frequencies in Figure 6.5. From this plot, the tracking methods maintain
an accuracy of better than 0.5 pixel down to the noise floor (0 dB) for WPC and down
to 5 dB for MSC.
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Frog Brain Tissue
To simulate tracking in the presence of specimens with densely-distributed contrast,
test images are create using single real microscopy images that remain stationary mul-
tiplied by simulated pattern images. The microscopy images come from the Burmeister
lab at the University of North Carolina at Chapel Hill (UNC) Department of Biology.
Mangiamele and Burmeister use radioactive markers to localize the expression of imme-
diate early genes that signal neural activity in tu´ngara frog (Physalaemus pustulosus)
brains [MB08]. Figure 6.7 shows a section of frog brain tissue; the gray regions are neu-
rons and the dark spots are silver grains from photographic emulsion used to localize the
radioactive markers. Although the brain tissue image remains stationary during these
tests, moving the pattern simulates the effect of the specimen and pattern layers moving
independently.
Figure 6.8a shows RMS tracking errors for tracking the optimized pattern at different
distances from the in focus specimen. For this data set, MSC obtains tracking errors
below 0.5 pixel for z positions less than 4µm, outperforming WPC. This provides sub-
pixel tracking for patterns that remain within one depth of field of the specimen. The
tracking error for both MSC and WPC becomes greater than 1 pixel for axial distances
above 5µm.
Figure 6.8b shows the same RMS tracking errors as a function of mean pattern SNR,
considering the frequencies in Figure 6.7. From this plot, MSC maintains an accuracy
of better than 0.5 pixel (0.1123µm) almost down to 10 dB. Note that this tracking
accuracy is well below the Abbe resolution limit of 0.423µm for this lens. The tracking
deterioration for axial displacements above 5µm is well predicted by Figure 6.7c.
This example further demonstrates why the tracking in Chapter 5 suffered for the
square grid patterns in the presence of specimens. The square grid patterns are com-
posed of a fundamental frequency and harmonics at decreasing magnitudes. At low
frequencies the specimen provides the greatest interference, diminishing the tracking ac-
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(a) (b)
(c)
Figure 6.7: Predicted SNR for tracking a pattern in the presence of frog brain tissue
as a function of pattern distance from the focal plane. a) An image of tu´ngara
frog brain tissue, section from Lisa Mangiemele. b) The pattern composed of
four optimal frequencies, including one low frequency. c) The SNR estimated for
tracking the pattern in (b) in the presence of the specimen in (a) as a function
of pattern distance from the focal plane. The legend indicates the frequencies
evaluated, shown in cycles per image.
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(a) (b)
Figure 6.8: RMS tracking error in the presence of frog brain tissue, providing dense
specimen contrast. a) RMS tracking error as a function of the distance between
the pattern and specimen. X axes are labeled in µm (bottom) and multiples of a
depth of field (top) for the simulated lens. Y axes are labeled in pixel (left) and
µm (right). The dotted horizontal line marks 0.5 pixel. b) RMS tracking error as
a function of mean SNR. Y axes are labeled in pixel (left) and µm (right).
curacy for frequencies in the pattern with the largest magnitude. At higher frequencies,
the magnitudes in the pattern are too low to rise above the camera noise.
6.3.4 Estimating Focus
Focus estimation using the approach described in Section 6.2 was evaluated for simulated
experiments both with and without a specimen. The axial tracking range is limited by
the depth of field of the objective lens—as the pattern moves farther outside the depth
of field for the lens, the signal diminishes to a level that cannot be tracked reliably. The
depth of field for a microscope system, given by Equation 2.25, is
d =
λn
NA2
+
ne
MNA
, (6.20)
where λ is the wavelength of light used in the observation, n is the index of refraction of
the objective immersion medium, and e is the resolvable distance of the image sensor—
three times the physical size of the sensor elements. The simulation discussed here
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assumes illumination with 550 nm green light, the use of a dry objective (n = 1.0), and
a CCD sensor element size of 9× 9µm.
A pattern with minimum transmission α = 0 was simulated at different depths from
the focal plane using a 40X, 0.65NA objective lens, and Poisson-distributed shot noise
modeled with 100 photoelectron per count ADC gain. This optical system has a depth of
field of 2.34µm. Axial distances to the pattern were within the range dz = [0 . . . 30]µm
and the initial search range is restricted to dz = [−3 . . . 3]µm, with the assumption that
axial position changes slowly from frame to frame. For each focus position, five images
are generated with different noise, and the mean estimated z position is recorded.
(a) (b)
Figure 6.9: Focus estimation error for a sinusoidal pattern. Four different frequen-
cies along each axis are used to determine z position. a) Mean z position error
as a function of axial distance to the focal plane. b) Mean z position error as a
function of mean pattern SNR measured at the pattern frequencies.
Figure 6.9a shows mean focus estimation errors for simulated images of a sinusoidal
pattern with four different frequency components along each pattern axis. The pattern
frequencies were selected using the same criteria used for lateral tracking outlined in
Section 6.1.3. In the absence of a specimen, low frequencies are preferred. Except when
the pattern is completely in focus, the focus estimation error remains below 0.5µm to
at least 12.5 times the depth of field. The RMS focus error is 0.266µm with a standard
error of 0.244µm. Figure 6.9b shows the effect of mean pattern SNR on the axial
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tracking, demonstrating that tracking persists down to the noise floor.
(a) (b)
Figure 6.10: Focus estimation error for an optimal sinusoidal pattern with a frog
brain section present, imaged with a 40X, 0.65NA objective lens. Mean focus error
vs. (a) z position and (b) vs. SNR.
Figure 6.10 shows the z tracking error for a simulated sinusoidal pattern multiplied by
an image of an in focus tu´ngara frog brain section. The frequencies for this pattern were
selected using the optimal lateral tracking criteria, with the additional constraint that a
wide range of frequencies are chosen—this amounted to selecting frequencies with local
maximum scores that were not among the absolute maximum scores. The tracking search
range is bounded within [−3 . . . 3]µm of the ground truth value, applying the assumption
that z position changes slowly from frame to frame. The best tracking accuracy occurs
when the pattern is within dz = [0 . . . 15]µm from the focal plane, maintaining less than
0.5µm error in all cases except at 10µm, where there is a temporary drop in the SNR.
The range extends at least 6 times the depth of field for the lens. In this range, the
mean pattern SNR spans [35 . . . 5] dB. At lower SNRs the tracking accuracy deteriorates
significantly.
In contrast, lateral (x and y) tracking for the sinusoidal pattern in the presence of
the frog tissue has a RMS error of 0.113µm for SNRs above 10 dB. The theoretical
axial resolution of a bright-field microscope is half the lateral resolution, so some degree
of diminished accuracy is to be expected [RT94, Ch. 3]. The reduced lateral tracking
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accuracy corresponds well with the theoretical reduced axial resolution for the bright-
field microscope.
(a) (b)
Figure 6.11: Focus estimation error for a non-optimal sinusoidal pattern with a
frog brain section present, imaged with a 40X, 0.65NA objective lens. Mean focus
error vs. (a) z position and (b) vs. SNR.
As a comparison, Figure 6.11 shows the z tracking error for a non-optimized sinu-
soidal pattern in the presence of the frog brain section. The ranges in these graphs
are selected to match those in Figure 6.10. Note that z distances only up to 20µm
are evaluated in Figure 6.11. Frequencies for this pattern were chosen arbitrarily, and
the impact on tracking error is apparent—tracking error is less than 1µm in the range
dz = [2 . . . 8µm]. The pattern SNR drops below the noise floor when the pattern is
greater than 10µm from the focal plane.
Increasing the z tracking range using structured illumination microscopy requires
increasing the depth of field of the objective lens. Lower magnification lenses usually
have smaller NAs, and consequently a significantly larger depth of field, as there is a
dual effect on the depth of field Equation 2.25. Intuitively, at lower magnifications and
NAs, the PSF projects onto a smaller region of the image sensor, so out of focus elements
are not smoothed as much over the image plane.
Figure 6.12 shows the z estimation error for simulation experiments conducted with a
20X, 0.40NA objective lens, which has a depth of field of 6.81µm. The axial distance to
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(a) (b)
Figure 6.12: Focus estimation error for sinusoidal patterns with a frog brain section
present, imaged with a 20X, 0.40NA objective lens. Focus error vs. (a) z position
and (b) vs. SNR.
the pattern ranges within dz = [0 . . . 30]µm and the initial focus search is constrained
to within [−3 . . . 3]µm of the true focus position. The objective’s increased depth of
field enables obtaining z tracking estimates over a larger range. The focus estimate is
inaccurate when the pattern is placed close to the specimen because the pattern appear-
ance changes little in this region, and fitting the focus objective function is therefore
particularly prone to error. The tracking estimate becomes reliable when the pattern
is about 1µm from the specimen. The estimate has less than 0.5µm error within the
range dz = [1 . . . 30]µm, and the mean pattern SNR ranges from [35 . . . 3] dB over this
range.
6.4 Discussion
This chapter has discussed practical design issues to consider when selecting patterns
for structured illumination microscopy. Modeling the microscope OTF is crucial in
determining optimal pattern design. The model used here has some known limitations—
it is formed from an idealized symmetric PSF. A more complete model would take into
account spherical aberrations of the objective lens (rays passing through different parts
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of the objective lens focus at slightly different points) and the effect of the cover slip
on the OTF. However, the results presented here demonstrate how to apply constraints
from experimental parameters to design structured illumination patterns for microscopy
tracking.
Pattern selection is further constrained by the requirement that the pattern be man-
ufacturable with a high degree of precision to minimize tracking error. Larger scale
patterns can be printed with photographic reduction to create the gradients required for
sinusoidal patterns. Photolithography provides a method to produce smaller structures,
usually characterized by sharp edges. Current research in microlithography extends the
ability to print fine structures with gradients accurately with a reconfigurable, maskless
approach [KBPH07].
Using a frequency selection method that maximizes the pattern SNR under experi-
mental constraints, I have demonstrated lateral and axial tracking at or slightly above
the noise floor. Different pattern designs and tracking strategies work better under dif-
ferent scenarios. With the simulated 40X, 0.65NA objective lens, which has an Abbe
resolution of 0.423µm and depth of field of 2.34µm:
No specimen present: The pattern should contain low frequencies. Lateral tracking
with the MSC technique obtains an RMS error of 1.1 nm (4.9× 10−3 pixel, 2.6×
10−3 Abbe units) when the pattern is in focus. Axial tracking is accurate to within
0.50µm (2.2 pixel, 1.2 Abbe units) when the pattern is less than 15µm from the
focal plane.
Observing a specimen with sparse contrast: The pattern should have one low fre-
quency to enable large displacements between frames, and several high frequencies
that are above the dominant specimen frequencies. If the pattern will remain less
than 5µm from the focal plane, lateral tracking with MSC obtains RMS errors
better than 0.023µm (0.10 pixel, 0.053 Abbe units). From 5 to 15µm from the
focal plane, WPC obtains RMS errors better than 0.046µm (0.20 pixel, 0.11 Abbe
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units).
Observing a specimen with dense contrast: The pattern should have one low fre-
quency to enable large displacements between frames, and several high frequencies
that are above the dominant specimen frequencies. Lateral tracking is accurate to
within 0.11µm (0.50 pixel, 0.27 Abbe units) if the pattern remains less than 5µm
from the focal plane. Above this, the SNR drops too low to guarantee tracking
accuracy. For axial tracking, the pattern should have a wide spread of frequen-
cies, selected from local maxima in the SNR optimization. Tracking is accurate to
within 0.5µm for axial distances of less than 15µm, 6.4 times the depth of field.
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Chapter 7
Conclusion and Future Work
The following are the contributions made by the research discussed in this dissertation.
I presented a novel technique for recovering a model of stationary objects in multiple
layer images. Median gradient estimation of log-intensity images followed by Fourier
transform-based integration constructs a model of the transmission through stationary
objects in the bright-field microscope light path. This model provides a specimen-free
field correction that separates the stationary components from moving components in
the images. The median gradient technique provides accurate stationary layer recovery
when moving semitransparent objects cover each image location in no more than half
the video frames.
Removing the stationary layer from microscopy videos of cilia-driven mucus motion
visually enhances the motion. Additionally, the repaired video is more conducive to
optical flow computations because there is no longer competing stationary information in
the background layer. The stationary occlusion removal technique provides advantages
over flat-field calibration because it creates a specimen-specific nonuniform illumination
correction and it can be applied to existing videos without calibration data.
I presented a novel application of structured illumination that provides 3D stage
tracking in bright-field microscopy. Structured illumination microscopy introduces a
semitransparent pattern layer to the optical path of the bright-field microscope. This
image layer transforms the stage tracking problem into a multiple layer image analysis
problem.
Magnitude comparisons at the frequencies present in the pattern layer provide es-
timates of the pattern orientation with RMS error of 0.25◦ for an in focus square grid
pattern. Model-based optimization after pattern tracking improves orientation estimates
to 0.066◦.
Analysis of the magnitudes present at pattern frequencies also provides an estimate
of pattern distance from the focal plane, enabling z position tracking for the microscope
stage. Axial tracking with mean error less than 0.5µm is obtained for distances less
than 15µm in the presences of sparse or dense specimen contrast. This corresponds to
a tracking range of up to 6 times the depth of field for the objective lens.
I presented two methods for tracking the semitransparent structured illumination
pattern layers. The phase correlation-based approach could be made fast enough for
online tracking and provides accuracies to within 0.01 pixel for an unoccluded light
path and to within 0.2 pixel for sparsely occluding, moving specimens up to 15µm out
of focus.
The model-based spatial correlation tracking approach obtained accuracies of 0.01
pixel when tracking in focus patterns in the presence of moving specimens with sparse
and densely-distributed contrast. This method maintained accuracies of 0.5 pixel when
tracking specimens with densely-distributed contrast up to 5µm out of focus.
Furthermore, I presented a framework for designing optimal structured illumination
patterns tuned to specific requirements of microscopy experiments. This framework
determines the frequencies that will maximize the pattern SNR at different depths and
in the presence of specimens. The computed pattern SNRs enable predicting how well
a pattern will be trackable at different axial positions.
The structured illumination microscopy techniques presented here constitute an im-
age analysis system that provides 3D stage tracking for microscopes that do not have
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electronically-driven stages. The system cost involves a camera used for recording im-
ages, a computer for analysis, and microscope slides marked with micropatterns. The
requirements for the tracking camera are relatively modest. The Pulnix camera used in
many of the experiments described throughout this dissertation captures 648×484 pixel2
monochrome images at 120 fps, and costs approximately $3, 000 United States Dol-
lars (USD) (Tim O’Brien, personal correspondence). This provides a reasonable upper
bound to the tracking camera cost—most of the analysis in this dissertation was per-
formed on 256× 256 pixel2 images, so a lower resolution camera would also suffice.
In contrast, the MCL nanopositioning stage used to provide ground-truth positions
in the microscopy evaluations presented here provides a travel range of 100µm along
three axes and costs approximately $40, 000 USD. A recently purchased Ludl positioning
stage with 120 mm travel range and 50 nm accuracy costs approximately $15, 000 USD
(Ricky Spero, personal correspondence). So, the structured illumination microscopy
system presented here would provide cost-effective 3D stage tracking for some types of
microscopy experiments.
7.1 Future Work
There are many opportunities to continue this research in interesting directions. The
following suggests a few of these.
Stationary Occlusion Removal for Structured Illumination Mi-
croscopy
A few modifications to the stationary occlusion removal techniques presented in Chap-
ter 4 would adapt this technique to removing the semitransparent micropattern from
structured illumination microscopy images. This would be desirable if the final goal of
the observation is an unmodulated view of the specimen and not just tracking informa-
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tion. When observing moving specimens, the pattern layer acts as a stationary partial
occluder, which can be removed using the stationary occlusion removal approach with
no modifications.
In structured illumination microscopy of fixed specimens, the pattern and specimen
move together. Even in this case, knowledge of the appearance of the pattern layer
enables finding an appropriate transmission mask that removes the effect of the pattern.
There are two approaches, depending on whether the pattern is repetitive with a small
wavelength or unique over a large area. In the former case, the transmission mask can
be determined from the many views of the pattern gathered over time. Registering all
views so that the pattern in each image appears in the same location while the specimen
being observed appears in different locations creates a situation in which stationary
occlusion removal would compute the pattern layer, given a sufficient number of frames.
In the latter case, the transmission mask must be computed based on knowledge of the
pattern design and the defocus of the optical system.
Multiple Focus System
One of the limits of structured illumination microscopy as described here is that the
signal from the pattern degrades as it moves farther from focus, and tracking becomes
hopeless when the signal drops below the noise floor. A practical solution to this problem
may be to use two cameras focused at different planes, one to provide tracking informa-
tion and the other to provide specimen observations. Most research microscopes split
the light in the optical train between the image sensor, which records digital images, and
the ocular lens, in which the researcher observes the specimen and searches for regions
of interest. The optical path length along these two directions is usually adjusted to set
the same focal plane for both of these views. However, one could replace the ocular lens
with another camera (a tracking camera), and adjust its position up or down the optical
path to focus on the pattern layer. This adjustment would be made at the tracking
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camera, so as not to affect the image of the specimen acquired by the specimen camera.
The alignment of the microscope would not provide Ko¨hler illumination for the tracking
camera, but flat-field calibration would provide some improvement in that regard.
“Global Positioning” Patterns
In Chapters 5 and 6, I described tracking methods that determine position relative to
an initial starting position. All of the patterns considered repeated over a relatively
small wavelength, up to the size of a field of view. It may be possible to design patterns
that provide absolute position information from a single view. For example, sinusoids
with relatively prime wavelengths repeat only at intervals of the product of the two
wavelengths. The position within that range can be obtained by comparing the phases
of the two sinusoids. Extending to 2D would require a coordinate system established
by several patterns with relatively prime wavelengths. At a minimum, three sinusoids
would be required, arranged to provide a triangular region within which each set of
phases would be unique. A pair of sinusoids along each axis would provide a Cartesian
coordinate system. Using a few relatively prime wavelengths would disambiguate a
larger range of motions. For example, along an axis with sinusoidal wavelengths of
L1 = 58 pixel and L2 = 75 pixel, motion would be unambiguous up to
58∗75
2
= 2175 pixel
in each direction, equivalent to several fields of view for many image sensors. Expanding
the pattern to contain more wavelengths could extend this disambiguation to span an
entire slide or a whole collection of slides. This latter case could be useful in histology
where sections of a single tissue sample may be spread over a large number of slides.
Semitransparent Augmented Reality Markers
Human-scale augmented reality systems often use patterns printed on markers to pro-
vide an image feature that can be recognized in images. The augmented reality system
determines the geometry of the marker in the scene, and projects an arbitrary digital
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model onto the marker, appropriately scaled and oriented. In some cases, the marker
is still visible in the augmented reality image. Using semitransparent pattern markers
would enable removing the marker completely from the scene, enabling the projection
of semitransparent virtual objects that maintain visual consistency in the scene. Addi-
tionally, if the shadow of the semitransparent marker could be recognized in the video,
an appropriately scaled and oriented shadow of the virtual object could be projected
into the scene.
Removing Atmospheric Effects
Many videos, especially of outdoor sports events and nature videos, are corrupted by
atmospheric effects, such as falling rain and snow, and water droplets splashed onto
camera lenses. Falling snow and rain behaves similarly to a moving, semitransparent
layer in the video, and it should therefore be possible to extend some of the concepts
in stationary occlusion removal to digitally enhance such videos. This is an active
area of research—recent research has used spatio-temporal correlation analysis to detect
streaks in videos characteristic of rain and snow [GN04, BKN07, GN07]. Water droplets
on lenses constitute an image layer that refracts light, redirecting the intensities in an
image from one location to another. In some cases, an inverted image of the entire scene
appears within a water droplet. The occlusion removal technique has been shown to
provide some enhancement of video corrupted by water droplets, but a more complete
solution would involve modeling the refocusing of light through the water droplets.
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Appendix A
ImageTracker: Motion Analysis Software
One component of my research has included designing image analysis software for micro-
scopists. My software package, ImageTracker, contains analysis algorithms developed
by myself (such as stationary occlusion removal [ET07]) and others (including the local-
global optical flow algorithm of Bruhn, Weickert, and Schno¨rr [BWS05]). ImageTracker
is free software distributed by Computer Integrated Systems for Microscopy and Ma-
nipulation (CISMM).
This appendix includes a description of the ImageTracker software as well as instruc-
tions for building the application on Windows and Linux systems.
A.1 Introduction
ImageTracker is an application designed to track and measure motion in image se-
quences. Videos often contain motion of several types, and analysis of these motions can
be difficult. For example, videos of cells dividing show the cell moving within solution,
kinetochores moving back and forth across the cell equatorial plane, and microtubule
structures migrating from the kinetochores to the poles. ImageTracker enables analysis
of this type of motion through a multiscale approach. The video is first stabilized with
respect to global motion and flow analysis of smaller scale structures follows.
ImageTracker was written to analyze microscopy videos. Several challenges common
to video microscopy may impede the accuracy of analysis, depending on the nature of the
video being analyzed. Specifically, accuracy may suffer on videos that have low signal-to-
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noise ratio (SNR), low spatial resolution resolution, sparse temporal resolution (objects
move too much between fames), and short object life (features appear and disappear
frequently). These challenges are not unique to the algorithms in ImageTracker—in fact,
addressing these challenges is the subject of much image analysis research.
The text of this guide refers to the Windows version of ImageTracker, but the screen
shots are from the Linux version. The difference between ImageTracker versions on these
two platforms is purely aesthetic.
A.2 Installing and Running
Remove previous versions of ImageTracker from the computer before installing updates.
To uninstall ImageTracker, select Start → All Programs → NSRG → ImageTracker →
Uninstall ImageTracker from the Windows Start menu.
Download and execute the installer from the Computer Integrated Systems for Mi-
croscopy and Manipulation (CISMM) download page, http://cismm.org/downloads/,
and accept all default parameters during installation. This will create a folder on your
hard drive, C:\NSRG\bin\ImageTracker by default, and will add to your programs menu
a folder NSRG\ImageTracker.
Run ImageTracker by selecting Start→ All Programs→ NSRG→ ImageTracker→
ImageTracker. The main ImageTracker window is shown in Figure A.1. The window
consists of a menu bar on the top, a data control panel on the left, and an image panel
on the right. ImageTracker will launch new dialog windows for different purposes. Most
of these windows may be moved around the screen, resized, or temporarily hidden.
Program information will be written to a logging file at various points during execu-
tion. This information may be useful for making sure the application is still running or
troubleshooting the application if something goes wrong. You can view the log messages
by selecting View→Logger from the ImageTracker menu. Each log message has an asso-
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Figure A.1: The main window for the ImageTracker application. Microscopy
image from Daniel Millard.
ciated logging level on the following scale of increasing severity: Verbose, Debug, Info,
Warn, Error. From the logging window you can limit what messages get logged—all
messages at or above the selected logging level will be written. Info is the recommended
logging level; lower levels can produce enough messages to noticeably slow down the ap-
plication. The log messages displayed in the logger dialog do not update automatically.
Press the Refresh button to refresh the logger messages.
Occasionally messages from libraries ImageTracker depends on may be printed to
other locations. Some of the Insight Toolkit (ITK) classes used in image registration
print messages to the console (standard out) if ImageTracker is launched from a com-
mand line (this is not common on Windows). Visualization Toolkit (VTK) classes some-
times print messages to a separate logging window; this usually indicates something has
gone very wrong with the visualization system.
When ImageTracker is performing an image processing task, a progress bar will
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appear displaying a graphical depiction of about how much of the task has completed
as well as an estimate of the time remaining to completion. A Cancel button on the
progress dialog enables a user to request that a process terminate. The task may not
terminate immediately after pressing the Cancel button, however. ImageTracker will
wait until the next convenient point to stop the process. A few processing tasks may
ignore requests to stop all together—this may be because at the next convenient stopping
point the task is nearly finished anyway.
A.3 Working with Images
ImageTracker operates on stacks of individual image files—a set of images constitutes a
video. ImageTracker can read many types of images, including TIFF, PNG, JPG, MHA,
and VTK. Currently, ImageTracker does not support Metamorph stacks, video files (e.g.
AVI, WMV), or raw camera files. Software such as ImageJ, supplied by the National
Institutes of Health (NIH), can be used to convert images from many file formats into
a format ImageTracker can read.
A.3.1 Loading Images
ImageTracker can have one active image stack and one active vector stack loaded at a
time. To load an image stack, select the Images tab from the data control panel and
select the Image Files item from the filter list at the top. An Image Files control panel
appears below the filter list, as seen in Figure A.2. Below the filter list is a list of file
names that will be loaded into ImageTracker. Modify this file list by using one of the
buttons at the bottom of the list.
Example Select a single image, and let ImageTracker find files in the same directory
with the same naming convention. This is the easiest and most common way to
specify a series of files.
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Figure A.2: The Image Files control panel specifies which image files are loaded
in ImageTracker.
Selection Select multiple files to add to the file list. The file names will be sorted
alphabetically as they are added. A maximum of around 1000 file names can be
selected at one time.
Pattern Specify a file series naming convention pattern by selecting a root directory,
file prefix, number format, file extension, and numeric range. Press the Enter key
as you modify each field in the pattern specification dialog to update the example
name displayed below. (This option is seldom used, but is appropriate for loading
a subset of a large sequence of files.)
Remove Remove any selected file names from the list.
When the list of file names is complete, click the Apply button to load the named
files into ImageTracker. The first image in the list will be displayed in the image panel.
The Apply button should be pressed whenever any changes are made to the Image File
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control panel to have those changes reflected in ImageTracker.
A.3.2 Image Controls
In the main ImageTracker window, images loaded in the Image Files panel are displayed
in the main image display panel on the right, as shown in Figure A.1. Controls below
the image display panel adjust the index of the frame that is displayed. Move the slider
to scan through the loaded images. To jump to a specific frame, enter the frame index in
the text box and press Enter. A set of buttons to the right of the slider enables playing,
rewinding, pausing, single frame advance and rewind, and skipping to either end of the
image sequence.
Images and vector visualizations are displayed simultaneously. The frame index
range is based on the larger of the number of loaded images and loaded vector images.
If the two sequences are of different sizes, the visualization from the shorter sequence
will no longer update once the frame index exceeds the length of that sequence.
The display properties of the image display panel can be adjusted by selecting View
→Window/Contrast from the ImageTracker menu. This dialog controls only the display
of images and does not change the actual intensity values. The Maximum and Minimum
sliders change the intensity values displayed in the image panel. The Range combo
box controls the range of values displayed on the intensity sliders. The Auto button
automatically adjusts the maximum and minimum display values to the maximum and
minimum intensity values in the currently displayed image. You may need to adjust the
display contrast when switching between different types of images (e.g. changing from
8-bit to 16-bit images).
To change the magnification of the current image, right click on the image, and drag
the mouse up or down. To move the current image, center click on the image and drag
the mouse in the desired direction. To rotate an image, left click on the image and drag
the mouse.
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Image size and intensity statistics for the currently displayed image can be shown
by selecting View → Image Info from the menu. This will display the Logger window
with the most recent message containing the image information. Note that a log level
of Info or lower needs to be selected in order for the image information to be displayed.
A.3.3 Loading Vector Images
A vector image is an image in which every pixel contains vector information instead
of intensity information. For example, the output of an optical flow computation is a
vector image where vectors explain the motion of intensities between images.
Vector data is loaded in a similar way to image data. Click on the Vectors tab of
the data control panel to bring up the Vector Files control panel. A list of vector image
files can be modified in the same way as the list of image files on the Images tab. The
Visualization control panel below the vector file list provides options for how to display
the vector image data.
Vector images can be displayed with two different visualizations: Glyph and Height
Map. The Method combo box in the vector visualization control panel selects between
these two options. Controls below this combo box enable modifying aspects of the
visualization.
If the controls for the current visualization are not visible (this sometimes happens
when the vector images are automatically loaded as the result of a processing task),
press the Apply button below the vector files list. This will update the visualization
control panel.
The Glyph visualization displays regularly-spaced vector glyphs across a vector field,
as seen in Figure A.3a. Each glyph is scaled according to the vector magnitude and ori-
ented according to the vector direction. The vector visualization control enables rescal-
ing glyphssetting the scaling to 1.0 will match the glyph lengths to the underlying vector
magnitudes. Drawing a glyph at every pixel location would clutter the visualization; the
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(a) (b)
Figure A.3: Vector file visualization in ImageTracker. a) Vector glyph visualization
and (b) vector height map visualization.
Mask Ratio slider adjusts the spacing between adjacent glyphs. Some spacings produce
distracting patterns of glyph placement. Adjusting the Mask Ratio up or down by a few
values will usually correct this.
Height map visualization maps the magnitude of the vector image to the height
of a surface, as seen in Figure A.3b. It may be helpful to rotate the image plane
to better view the surface when using this visualization. The Color Map combo box
controls the colormap used to paint the surface, where color is a redundant encoding of
vector magnitude. The Scale Factor slider controls the scaling of the height map. The
Magnitude Function combo box selects between height mapping the vector magnitude
or a single vector component.
A.3.4 Saving Visualizations
To save a visualization displayed by ImageTracker, select File→ Save View Images. This
will bring up a dialog that enables selecting an output directory, file naming convention,
and the range of frames to save. The images saved will be exactly what is displayed
in the ImageTracker image panel. To save the result of applying a set of filters, see
Section A.4.
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It is important to not let any other window obscure the ImageTracker image display
panel when saving visualizations. Doing so will corrupt the saved images, as the un-
derlying image capture procedure copies data from the screen buffer. The frame index
slider provides progress information and a message will be displayed when ImageTracker
has finished saving the visualizations.
Due to an error in the VTK class that handles image capture, if a set of visualizations
is saved, the image display panel is resized, and then another set of visualizations is
saved, ImageTracker will crash.
A.4 Filters
ImageTracker has two main image manipulation modes: filtering and processing. Fil-
tering applies an operation on images as they are displayed in the ImageTracker image
panel, and results are visible instantly. (This is similar to filtering in other imaging
applications such as ImageJ or Gimp.) Processing typically involves more complex com-
putations that create a new set of output images. The output images must be loaded
into ImageTracker to see the results of a processing task, though this is often handled
automatically by ImageTracker.
Filtering is often used to prepare an image set for processing. The list at the top
of the Images tab in the control panel contains the names of all filters that are being
actively applied. The Image Files filter is a special filter that is always present and
can be used to load image files as shown above. Other filters can be added to the list
by selecting them from the Filters menu. Filters are chained and applied in the order
that they appear in this list. Selecting any filter in the filter list displays that filter’s
configuration in the panel below. Changes to filter parameters are visible instantly in
the image window.
The Remove button at the bottom of the filter list removes the currently selected
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Figure A.4: Result of applying the threshold filter to a fluorescence microscopy
image of a mitotic spindle. The threshold filter limits the range of intensities
present in an image. Microscopy image from Lisa Cameron.
filter from the filter list. The Image Files filter is a special filter that cannot be removed
(with no image files loaded there is no image data to filter). The Clear button resets
the filter list to its initial state with no filters or image files loaded.
A.4.1 Threshold
The threshold filter sets any pixels from an input image that lie outside an intensity
range to zero (black). An example of applying a threshold is shown in Figure A.4. The
threshold control panel has the following controls.
Upper and Lower Bound Sliders that adjust the range of pixel intensities that pass
through the threshold filter.
Range Controls the range of pixel intensities displayed on the threshold bound sliders.
There are presets for 8-bit and 16-bit images, and an option for setting the slider
range to match the intensities of the current input image.
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(a) (b)
Figure A.5: a) Result of applying the Gaussian filter to a fluorescence microscopy
image of a mitotic spindle. A first order Gaussian is applied along the x-axis, while
a zeroth order Gaussian is used on the y-axis. b) Result of applying the gradient
magnitude filter to the same image.
A.4.2 Gaussian
The Gaussian filter convolves an input image with a Gaussian kernel. Convolution with
a zero-order Gaussian smooths (blurs) the image. The scale (standard deviation) of
the Gaussian filter determines the degree of smoothing applied. Convolution with a
first-order Gaussian along one dimension computes the derivative of the image along
that dimension at the scale of the Gaussian. An example of applying a Gaussian filter
is shown in Figure A.5a. The Gaussian filter control panel has the following controls.
X- and Y-direction Scale Sliders that select the Gaussian kernel scale along the x
and y dimension of the input image. The scale determines the standard deviation
of the Gaussian kernel in pixel units.
Lock When the Lock button is depressed, the X- and Y-direction Scale sliders will move
together. Otherwise, the scales can be adjusted independently.
X- and Y-direction Order Controls the order of the Gaussian filter applied along
each dimension. Zeroth, first, and second order Gaussians can be selected.
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A.4.3 Gradient Magnitude
The Gradient Magnitude filter is often used to find edges in an image. The gradient
(first derivative) of the input image is computed in each direction with a Gaussian kernel
at a spatial scale (see Section A.4.2), yielding Ix and Iy. The gradient magnitude is then
given by: G =
√
I2x + I
2
y . Edges, regions with large gradients, are emphasized by this
operation. An example of applying a Gradient Magnitude filter is shown in Figure A.5b.
The Gradient Magnitude control panel has the following controls.
Scale The spatial scale of the Gaussian kernels used in gradient computation. Larger
values find the edges of larger image features.
Normalize Across Scale When this option is checked, the brightness of the filtered
image will not fade at larger spatial scales. When this option is disabled, use the
Window/Contrast control to rescale the contrast if the image becomes dim.
A.4.4 Logarithm
The Logarithm filter takes the logarithm (base 10) of an image. Zero values in the input
image are mapped to zero values in the output image. This filter has no options.
A.4.5 Flat-field
As described in detail in Section 2.3, constant image flat-fielding and subtraction are
techniques commonly used in microscopy to correct for imaging artifacts. Flat-fielding
divides input images by a constant image to correct for uneven illumination or occluding
objects in bright-field imaging. An appropriate flat-field image would be an image of
a blank slide or ”bright” calibration (or the mean of several such images) or the trans-
mission map obtained from the Remove Occlusions process (discussed in Section A.5.1).
Figure A.6 shows an example of applying a flat-field filter to an image.
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Figure A.6: Result of applying a flat-field filter to a bright-field image of cilia
beating on a cell culture. The flat-fielding has removed the non-moving cell bodies
from the image.
Background subtraction subtracts a constant image to correct for sensor noise or
background signal. An appropriate background image would be a ”dark” calibration
image taken with the lamp off (or the mean of several such images). The Flat-field
control panel enables using either or both of these techniques simultaneously. When
both background, B, and flat-field, F , images are supplied, the output image, O, is
given by: O =
I −B
F
. That is, the background image is subtracted from the input
image before flat-fielding is applied.
The following controls compose the Flat-field control panel.
Flat Image Specifies whether flat-fielding should be applied. The control prompts for
the flat-field image when checked for the first time. To select a different flat-field
image, use the Browse button.
Background Image Specifies whether background subtraction should be applied. The
control prompts for the background image when checked for the first time. To
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select a different background image, use the Browse button.
A.4.6 Saving Filter Images
A set of filtered images can be saved by selecting File → Save Filter Images from the
menu. This will save the output from the filter pipeline that is displayed in the image
filter list, not the visualization displayed in the image panel. The Save Filter Images
dialog includes controls for specifying the output directory and file naming convention
to use. There are also several output options:
Pixel Type Specifies the data type of pixels in the output images. Use 16-bit for images
with intensities in the normal camera output range (floating point values will be
truncated). Use floating point for computed images that have small fractional
values.
Rescale Intensities When this box is checked, the output image intensities will be
rescaled to match the full range allowed by the output pixel type.
ImageTracker can save image files in any format supported by ITK. This includes
TIFF, PNG, JPG, MHA, and VTK among many others. Some file types (e.g. TIFF
and PNG) only allow integer pixel type data, and saving floating point pixel data will
likely produce an error. When saving floating point images, select a file extension that
has floating point support (e.g. MHA and VTK).
A.5 Processes
Processes in ImageTracker are generally more computationally intense than filters, and
may operate on more than one image at a time. For example, optical flow computation
finds a motion field that explains the intensity changes between images in a sequence.
The optical flow process results in a set of output vector images saved to disk. Once
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the process launches, ImageTracker performs the flow computation on all image pairs
in the sequence. When the process is complete, ImageTracker usually loads the result,
depending on the process.
Whenever ImageTracker needs to save image data, a dialog box will prompt for
output. The output options are always the same.
Directory The directory in which to save all output files.
Prefix The prefix to apply to saved images.
Number format A C fprintf()-style number format to append to each image in the
output sequence, e.g. %04d, which means a zero-padded 4 digit integer.
Extension The file extension to apply; ImageTracker will sometimes choose this for
you.
File index range The beginning and ending index for the file sequence; ImageTracker
will usually choose this for you.
ImageTracker saves images in 16-bit gray scale format. 16-bit images may appear
completely dark in image viewers that only handle 8-bit images. ImageTracker, of course,
is a 16-bit image viewer, and can be used to view the images it outputs.
A.5.1 Occlusion Removal
As discussed in Chapter 4, occlusion removal may be able to remove fixed elements
from bright-field microscopy videos in which the features of interest are moving. This
method depends on the specimen moving and on the fixed occlusions transmitting a
constant portion of the microscope’s illumination. The result of this process is a set of
corrected images in addition to the transmission map that holds the computed constant
transmission factor at every location on the image plane. ImageTracker can open this
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type of image (it has floating point pixels), which can be useful to see the structure of
occluding regions. In the transmission map, bright values indicate areas of the image
plane that constantly transmitted a larger percentage of light than darker areas.
The transmission map computed from a short image sequence can be used as a
flat-field image applied to a longer image sequence captured with the same imaging
parameters.
Select Process→Remove Occlusions to show the Remove Partial Occlusions dialog.
The following parameters are options in this dialog.
Metric Specifies the computation that will be used to estimate the constant amount of
light absorbed at each image location. The Mean metric is faster but the Median
metric performs better if there are slow moving objects in the specimen.
Max Transmission Adjusts the overall brightness of the final images. Select 100 to
only increase the brightness of the image everywhere. Select 50 to maintain the
average intensity between the input and output images. Note that some inten-
sity values of the output images may become clipped to the maximum allowable
output level. If this happens—the resulting images look washed out or saturated—
decrease the value of this setting.
Fourier Padding This value is seldom changed. This setting corresponds to a window-
ing applied to images when using the Median transmission metric. The default
value of 0.5 will use a window of half the image size on each boundary when
computing Fourier transforms.
Output The common process output options are available.
Transmission Map This is an image file in which to store the transmission map. Use
an image format that supports floating point, such as MHA or VTK.
181
Open output when finished The output images are automatically opened when the
process finishes if this box is checked.
A.5.2 Stabilize
Stabilization (registration) aligns image sequences with respect to global translation and
rotation. To align a pair of images, the transform that best aligns intensities in the two
images is found. The effect of registering all images in an image sequence is that strong
image features remain stationary from frame to frame. Note that using a threshold
filter (Section A.4.1) as a preprocess can often significantly improve the registration by
segmenting the objects of interest from the background.
Multiple resolution registration aligns images iteratively using a series of coarse to
fine image resolution scales [LK81, ISNC05]. This method provides several advantages
over registration at a single scale: it is more robust to large initial displacements, it en-
ables targeting the scale of features to consider for registration, and it typically performs
faster. The method relies on the user specifying a series of image resolutions. Registra-
tion is performed in multiple passes, starting at the most coarse resolution. The result
of each registration is propagated to the next finer resolution. Lower resolution images
are generated by smoothing and rescaling a higher resolution image to half its width
and height.
Launch the Multi-Resolution Registration dialog by selecting Process→Stabilize from
the ImageTracker menu. The alignment dialog consists of the following options.
Maximum Smoothing Specifies the upper (coarsest) bound of the multiresolution
registration. Adjust this setting to smooth all but the coarsest image features
that should be aligned.
Minimum Smoothing Specifies the lower (finest) bound of the multiresolution reg-
istration. Adjust this setting to smooth noise and any small scale features that
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should not be considered for alignment.
Optimization The parameters in this section are seldom changed; they tweak the
inner-workings of the multiresolution registration algorithm.
Iterations The maximum number of alignments to try at each resolution scale.
Initial Maximum Step Length The largest translation (in pixel units) to try at each
alignment iteration at the coarsest scale.
Initial Minimum Step Length The smallest translation (in pixel units) to try at
each alignment iteration at the coarsest scale; for motion below this, the algorithm
continues to the next finer resolution.
Inter-level Step Scale The factor by which to divide the Step Lengths at each finer
scale.
Output The common output options are available.
Transform File A text file in which to store the image alignment transforms. This
file is useful for apply the same alignment to a different set of images (e.g. for
multichannel imaging). See Section A.5.3 for details.
Open output when finished The output images are automatically opened when the
process finishes if this box is checked.
ImageTracker adds black pixels to transformed images where there is no original
image data. Because ImageTracker also rescales images to maximize contrast when
displaying an image sequence initially, it may appear that image intensities have shifted
in transformed images if the input series did not include pixels with zero intensity.
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(a) (b)
Figure A.7: A pair of images from a multichannel fluorescence labeling of a mi-
totic spindle. The (a) spindle and (b) kinetochores are labeled with different
fluorophores, and separate images are captured serially. Images courtesy of Dr.
Lisa Cameron.
A.5.3 Apply Transform
Sometimes more than one image sequence is captured during an experiment. In some
situations it may be easier to compute registration transforms from one series of images
and apply them to another. For example, Figure A.7 shows separate fluorescent labeling
of a mitotic spindle and kinetochores. The spindle image channel contains enough
information to obtain a good alignment while the kinetochore channel does not. Select
Process→Apply Transform to launch the Apply Transform dialog. This process has the
following options.
Transform File Specify the text file that contains the transform information from the
previous image registration. This should be output from a Stabilize process.
Output The common output options are available.
Open output when finished The output images are automatically opened when the
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process finishes if this box is checked.
A.5.4 CLG Optical Flow
ImageTracker provides several methods to determine the image motion from an image
sequence. Optical flow is an estimate of real world motion projected onto the image
plane. In the case of 2D motion where the image plane is parallel to the motion plane,
optical flow is a good estimate of real world motion. This scenario is common in mi-
croscopy. Flow computation results in a vector image in which each pixel represents the
computed velocity in the image’s x and y directions. Vector images can be loaded and
viewed from ImageTracker’s Vectors tab, as described in Section A.3.3.
The Combined Local Global (CLG) method of optical flow computation is described
by Bruhn et al. in [BWS05]. The implementation provided in ImageTracker is the mul-
tiresolution, simple temporal difference variant described in that paper. The algorithm
iteratively estimates optical flow by minimizing an energy functional that includes a local
intensity constancy term (due to Lucas and Kanade, [LK81]) and a global smoothness
term (due to Horn and Schunck, [HS81]).
To compute optical flow, select Process→CLG Optical Flow from the menu. When
the CLG Optical Flow dialog is active, the image displayed in the image panel will be
filtered with a Harris feature detector [SMB00]. This image is useful for determining the
Derivative and Integration scale parameters. The goal is to adjust these scale parameters
such that the features of interest appear as distinct blurry blobs. The CLG process has
the following options.
Derivative Scale The spatial scale used to compute image derivatives; adjust this to
expected noise level present in the images.
Integration Scale The spatial scale used when integrating local regions of the image.
Adjust this to the size of the predominant features that are being tracked.
185
Number of Levels The number of resolution levels to use in the computation. More
levels are required if there are larger motions between frames.
Iterations Specifies the number of iterations to complete when minimizing the error
functional at each resolution level; more iterations will presumably provide a lower
error residual but will take longer.
Regularization Adjusts the constant scaling of the smoothness term in the energy
functional. A larger number will result in smoother flow fields, a smaller number
will allow more turbulent flow fields. I have empirically found that a value close
to the mean intensity of an image sequence is often a good place to start for this
term. For many 8-bit images, 80-180 is a reasonable range.
Output The common output options are available.
Open output when finished The output images are automatically opened when the
process finishes if this box is checked. Vector image visualizations are controlled
on the Vectors tab.
Click the Run button to start the optical flow computation. ImageTracker’s imple-
mentation of the algorithm is notoriously slow to run; the progress bar will provide an
estimate of how long the process will take after computing the flow for the first image
pair. When analyzing long image sequences, it is advisable to try the flow computation
on a shorter image sequence to find an appropriate set of parameters and then analyze
the full image sequence with the same settings.
A.5.5 Horn and Schunck Optical Flow
This process is seldom used because the CLG Optical Flow implementation described
in Section A.5.4 is superior in several ways. The Horn and Schunck optical flow compu-
tation is a classic motion estimation algorithm that uses only the global term from the
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CLG computation [HS81, BWS05]. This process remains for comparison purposes only.
The following parameters control this process.
Derivative Scale The spatial scale used to compute image derivatives; adjust this to
the noise level present in the images.
Iterations Specifies the number of iterations to complete when minimizing the error
functional for each image pair; more iterations will presumably provide a lower
error residual but will take longer.
Regularization Adjusts the constant scaling of the smoothness term in the energy
functional. A larger number will result in smoother flow fields, a smaller number
will allow more turbulent flow fields. I have empirically found that a value close
to the mean intensity of an image sequence is often a good place to start for this
term. For many 8-bit images, 80-180 is a reasonable range.
Output The common output options are available.
Open output when finished The output images are automatically opened when the
process finishes if this box is checked. Vector image visualizations are controlled
on the Vectors tab.
A.5.6 Integrate Flow
The optical flow methods described in Sections A.5.4 and A.5.5 compute displacement
from one frame to the next—this is the estimated image velocity in the time between
frames. Integrating a series of velocity fields over time yields the net displacement
from the first frame of a sequence. ImageTracker includes a 4th-order Runge-Kutta
flow integration [PTVF07, Ch. 17]. Access flow integration through Process→Integrate
Flow. The following parameters control this process.
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Step size Specifies the step size (in frames) of the integration. The integration process
saves results at the nearest whole step size, to match the spacing of input flow
data. So, with a step size of 0.25 frames, displacement images will be saved every
4 steps.
Output The common output options are available.
Open output when finished The output images are automatically opened when the
process finishes if this box is checked. Vector image visualizations are controlled
on the Vectors tab.
A.6 Building from Source
ImageTracker leverages a number of open source software packages. To build Image-
Tracker from source, one first needs to acquire or build these packages.
A.6.1 Windows
The following instructions create a build of ImageTracker on a Windows XP machine
using Microsoft Visual Studio 2003 .NET.
CMake
CMake is a cross-platform, compiler-independent build system. It is available from
Kitware at www.cmake.org. Download and install the latest stable release for Windows.
fftw
fftw is a fast Fourier transform library. Download the Windows DLLs from www.fftw.org.
Then, follow the instructions included with the fftw package to create ”lib import li-
braries.”
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ITK
ITK is a powerful image processing and analysis library available from Kitware at
www.itk.org. Download the latest source code release. Follow the instructions for using
CMake to configure ITK for Visual Studio with the following important exceptions.
• In CMake, click on the ”Show Advanced Values” check box to display advanced
ITK configuration parameters.
• Turn ”BUILD EXAMPLES” and ”BUILD TESTING” OFF.
• Turn ”USE FFTWF” and ”USE FFTWD” ON.
• Press ”Configure”. If you receive errors about not being able to find fftw compo-
nents, fix the flagged CMake parameters by pointing to the appropriate files on
your system.
• Press ”Configure” and ”OK” to build the Visual Studio project file.
In Visual Studio, build Debug (if you plan to do any development) and Release
versions of the generated ITK solution.
VTK
VTK is a data visualization library available from Kitware at www.vtk.org. Download,
configure, and build the latest source code release using CMake and Visual Studio.
Alternatively, obtain the version from the VTK source control repositories. Build both
a Debug (if you plan to do any development) and Release version.
wxWidgets
wxWidgets is a platform-independent graphical user interface (GUI) development li-
brary. Download and install MSW version 2.6.3 from www.wxwidgets.org. Image-
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Tracker uses a feature of wxWidgets that is disabled by default, which can be enabled
by following these steps.
• Open wx.dsw and convert to a .NET solution.
• In the Solution Explorer, locate base→Setup Headers→setup.h. Confusingly,
there are two headers called setup.h. The second file in the list is the one to edit
(it says ”configuration for the library” at the top).
• Find #define wxUSE STD IOSTREAM 0 and change the 0 to 1 to enable standard
C++ streams.
• Build a Release version of the .NET project.
ImageTracker
The ImageTracker source is available by request or from the CISMM source control
repository (requires a valid login from UNC Department of Computer Science). The
CVSROOT is /afs/cs.unc.edu/proj/stm/src/ and the project name is ImageTracker.
• Create an ImageTracker solution file using CMake. An out-of-source build is sug-
gested to keep the code and binaries separate.
• The CMakeLists.txt file should configure everything, but it may be necessary to
point to the compiled ITK, VTK, wxWidgets, or fftw libraries.
• Generate the Visual Studio solution file, and build the ImageTracker project.
• After ImageTracker builds, copy the fftw DLLs to the ImageTracker executable
directory.
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A.7 Linux
Instructions for building ImageTracker on Linux is distribution dependent. The following
instructions build ImageTracker on a new Ubuntu 7.10 (Gutsy) install, and should be
easily adapted for more recent Ubuntu releases or any other Linux distribution.
Prerequisites
Install the following packages, e.g. with the command
$ sudo aptitude install package
Following each package is a list of dependencies that aptitude (or another repository
manager) will likely find automatically.
build-essential dpkg-dev g++ g++-4.1 libc6-dev libstdc++6-4.1-dev
linux-libc-dev patch
libncurses5-dev
fftw3-dev fftw3
libgl1-mesa-dev libx11-dev libxau-dev libxdmcp-dev mesa-common-dev
x11proto-core-dev x11proto-input-dev x11proto-kb-dev xtrans-dev
libglu1-mesa-dev
libxt-dev libice-dev libsm-dev
libwxgtk2.8-dev libwxbase2.8-dev
libgtk2.0-dev libatk1.0-dev libcairo2-dev libexpat1-dev libfontconfig1-dev
libfreetype6-dev libglib2.0-dev libpango1.0-dev libpng12-dev
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libxcomposite-dev libxcursor-dev libxdamage-dev libxext-dev
libxfixes-dev libxft-dev libxi-dev libxinerama-dev libxrandr-dev
libxrender-dev x11proto-composite-dev x11proto-damage-dev
x11proto-fixes-dev x11proto-randr-dev x11proto-render-dev
x11proto-xext-dev x11proto-xinerama-dev zlib1g-dev
python-wxglade libwxbase2.8-0 libwxgtk2.8-0 python-wxgtk2.8 python-wxversion
CMake
The CMake package for Ubuntu sometimes lags behind the latest release, so it is sug-
gested to build from source. Download the source from www.cmake.org. Enter the
following commands to build and install CMake.
$ tar -xvf cmake-2.4.7.tar.gz
$ cd cmake-2.4.7/
$ ./bootstrap
$ make
$ sudo make install
$ cmake --version
cmake version 2.4-patch 7
ITK
Download the latest source code release from www.itk.org. Do an out of source build.
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$ tar xvf InsightToolkit-3.4.0.tar.gz
$ ccmake (path to itk source)/InsightToolkit-3.4.0
BUILD EXAMPLES OFF
BUILD TESTING OFF
USE FFTWD ON
USE FFTWF ON
Generate
$ make
VTK
Download the latest source code from www.vtk.org. Do an out of source build.
$ tar xvf vtk-5.0.3.tar.gz
$ ccmake (path to vtk source)/VTK
$ make
ImageTracker
Checkout ImageTracker from the CISMM source control. Do an out of source build.
The following generates KDevelop project files, which is optional.
$ ccmake -G KDevelop3 ../../source/ImageTracker
CMAKE BUILD TYPE Debug (optional)
ITK DIR path to itk
VTK DIR path to vtk
BUILD IT TESTS OFF
$ make ImageTracker
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