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A triangulated graph is a graph in which for every cycle of length L > 3, 
there is an edge joining two nonconsecutive vertices. In this paper we study 
triangulated graphs and show that they play an important role in the elimination 
process. The results have application in the study of the numerical solution of 
sparse positive definite systems of linear equations by Gaussian elimination. 
1. INTRODUCTION 
In this paper we discuss the combinatorial aspects of the elimination process 
which is regarded as vertex elimination on a graph. We show that triunglrluted 
graphs (introduced by Berge [l]) play an essential role, and we analyze in 
detail their structure with respect to elimination. 
The graph theoretic results in this paper are related to the study of the 
following question. Given an a x n positive definite matrix M that is sparse 
(many zero entries), which of the matrices PMPT (P an n x n permutation 
matrix) should we use to solve a system equivalent to Mx = b by Gaussian 
elimination ? Parter [2] discussed this question when M was represented by a 
tree, and he showed that an ordering, P, could be found which resulted in a 
“perfect” elimination scheme. Our results show this is true more generally 
when M can be represented by a triangulated graph. We present here only the 
theoretical aspects of elimination and will present elsewhere the applications 
of this analysis to the study of efficient numerical solution of sparse positive 
definite systems of equations. 
2. PRELIMINARIES 
For our purposes a graph will be a pair, G = (X, E) where X is a finite 
set of 1 X j elements called vertices and 
EC{{x,y) I x,yEXandx#y) 
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is a set of 1 E / vertex pairs called edges. Given x E X, the set, 
A464 = {Y E X I ix, Y) E E), 
is the set of vertices adjacent o X. For distinct vertices x, y E X a chain from 
x toy (of length 8 = n) is an ordered set of distinct vertices 
CL = [Pl > P2 ,..-7 Pn+J, Pl =x, Pn+1 =Y 
such that p,+r E Adj(p,), i = l,..., n. Similarly a cycle (of length L = n) is an 
ordered set of n distinct vertices 
CL = [PI > P2 T...Y P, , PI1 
such that p,+i E Adj&), i = l,..., n - 1 and p, E Adj(p,). In this paper we 
always assume that the graph G is connected; i.e., for each pair of distinct 
vertices x, y E X there is a chain from x to y. 
For a graph G = (X, E) and subset A C X, the section graph G(A) is the 
subgraph 
G(A) = (4 E(4); E(~)=({x,y)~Elx,y~~). 
A separator of a graph G = (X, E) is a subset SC X such that the section 
graph G(X - S) consists of two or more connected components, say 
Ci = (Vi , EJ. The section graphs G(S u Vi) are then the leaves of G with 
respect to S. A minimal separator is a separator no subset of which is also a 
separator. Similarly, given a, b E X with a $ Adj(b) an a, b separator is a sepa- 
rator such that a and b are in distinct components, say C, and C, , respec- 
tively. Note that a minimal separator is a minimal a, b separator for some 
a, b E X, but a minimal a, b separator is not, in general, a minimal separator. 
A clique, C, of a graph is a subset of vertices which are pairwise adjacent, 
and a separation clique is a separator which is also a clique. 
3. MONOTONE TRANSITIVITY AND ELIMINATION 
Let G = (X, E) be a graph with 1 X j = n. An ordering of X is a bijection 
(Y. :{I, 2 ,..., n>t, X. 
We sometimes indicate an ordering by the shorthand X = {xi};=1 . If X is 
ordered by 01, then G, = (X, E, a) is an ordered graph associated with G. 
For any x E X of G, = (X, E, CY) the set of vertices monotonely adjacent to 
x is 
MAdj(x) = Adj(x) n {z 1 a-‘(z) > a-‘(x)}. 
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The dejhncy, D(x), is the set of all pairs of Adj(x) which are not themselves 
adjacent; i.e., 
44 = OYY 4 I YY a E Adj(x) and y $ Adj(z)). 
Similarly, the monotone deficiency, MD(x), is the set 
MD(x) = {{Y> 4 I Y, x E MAdj(x) and y $ Adj(z)}. 
Given a vertex y of a graph G, the graph G, obtained from G by 
(a) deleting y and its incident edges 
(b) adding edges such that all vertices in the set Adj(y) are adjacent 
is the y-elimination graph of G (compare Parter ([2], p. 120)). Thus 
G, = (X - (~1, W - {Y>> ” D(Y)). 
For an ordered graph G = (X, E, a) th e order sequence of elimination graphs 
G r ,..., G,-r is defined recursively by G, = Gzl and 
Gi = (Gi& , i = 2,..., n - 1. 
Since the graphs Gi determine the evolution of the process of vertex 
elimination we formally define the elimination process on a graph G = (X, E) 
with ordering 01 as the ordered set 
P(G; a) = [G = Go, Gl ,..., G,J. 
An elimination process, P(G; 01)~ is perfect if 
Whether or not an elimination process is perfect depends only on the ordered 
graph G,, . 
DEFINITION. The ordered graph G = (X, E, a) is monotone transitive 
when for all x E X we have 
y E MAdj(x) and x E MAdj(x) *y E Adj(z). 
The significance of monotone transitivity is given in the following lemma 
which merely summarizes our definitions. 
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LEMMA 1. Let G = (X, E, a) be an ordered graph. Then the following are 
equivalent : 
(I) G is monotone transitive; 
(2) MD(x) = $ for all x E X; 
(3) P(G; a) is a perfect elimination process. 
Thus in a monotone transitive graph vertex elimination adds no edges. 
Even if the graph G = (X, E, a) is not monotone transitive the study of 
monotone transitive graphs is interesting because the elimination process may 
be regarded as transforming a graph G = (X, E, a) into its monotone transitive 
extention MTE(G; a) where 
i 
n-1 
MTE(G; a) = X, E u MD@,) 
i=l 1 
. 
We show in the next section that monotone transitive graphs can be character- 
ized by their cycle structure and their minimal a, b separators. 
4. TRIANGULATED GRAPHS 
The following definition is due to Berge ([l] p. 158). 
DEFINITION. A graph G is triangulated if for every cycle p = [pl ,..., p, , pJ 
of length k > 3 there is an edge of G joining two nonconsecutive vertices of CL; 
such edges are called chords of the cycle. 
We caution that the notion of triangulated graphs here is not the same as 
the notion of a triangular planar graph ([3] p. 89); for example, Fig. 1 shows a 
triangular but not triangulated graph. In this figure the cycle [2, 4, 6, 3, 21 
has no chord. 
FIGURE: 1 
The main results of this section will now be stated. 
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THEOREM 1. For a graph G = (X, E) the following statements are equiv- 
alent: 
(1) There exists an ordering 01 of X such that G, = (X, E, a) is monotone 
transitive; 
(2) Thegraph G = (X, E) is triangulated; 
(3) Every minimal a, b separator of G is a clique. 
THEOREM 2. Let G = (X, F) be triangulated with subgraph G = (X, E), 
E _C F. Then G is triangulated if and only if for each e = (x, y} E F - E there 
exists an x, y separation clique, S, , of G. 
Proofs and Other Results 
We begin the proof of Theorem 1 by generalizing slightly Theorem 3 of 
Berge ([l] p. 160) in the following: 
LEMMA 2. In a triangulatedgraph G = (X, E) every minimal a, b separator 
is a clique. 
Proof, Let S be a minimal a, b separator and C, and C, be the components 
of G(X - S) containing a and b, respectively. Since S is minimal each 
s E S is adjacent to some vertex in C, and some vertex in C, . Let x, y E S 
and let t.~ be the shortest chains of the type [x, ci,r , ci,a ,..., C,,,, , y] i = 1, 2 
and cIj E C, and cai E C, . The cycle containing x and y formed by pL1 and pa 
has length L > 4 and the only possible chard is {x, y}. 
The proof of the following lemma is immediate from the definition of 
section graphs. 
LEMMA 3 (Berge ([l] p. 161)). If G = (X, E) is triangulated and A C X, 
then G(A) is triangulated. 
LEMMA 4. A monotone transitive graph is a triangulated graph. 
Proof. Let (Y be the ordering and t.~ be any cycle with 4 > 3. Let p* E p 
be the vertex such that 
a-‘(p*) = ?$-I a-‘(p). 
Since p* is adjacent to two nonconsecutive vertices by monotone transitivity 
p has a chord. 
LEMMA 5. Let G = (X, E) be a graph with separation clique S and leaves 
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L, ) i = l,..., n. If S,, is a separator of some Li , then SO is a separator of G. 
Furthermore if SO is a minimal a, b separator of Li , then SO is a minimal a, b 
separator of G. 
Proof. Let Dj , j = I,..., m be the components of L, with respect to S,, . 
Since S is a clique vertices in S can be in only one component, say D, . 
Thus S, is a separator of G because any chain from a vertex x E (Lj - SO), 
i + i to a vertex y E D, , k’ # k must contain a vertex of S, . This proves the 
first statement. 
For the second statement note that S’s is a separator of G as we have just 
shown; it must be an a, b separator (for the same a, b) because Di n S # 4 
for at most one i. Finally S, must be minimal in G since any a, b separator 
SO C S,, in G must be an a, b separator in Li . 
LEMMA 6. Let G = (X, E) satisfy property (3) of Theorem 1. Then either 
X is a clique or given any clique C C X, there exists a vertex x $ C such that 
D(x) = $. 
Proof. The proof is by induction on j X / and the case 1 X ( = 1 is clear. 
Assuming any case with j X ( < k, let G = (X, E) be such a graph with 
1 X / = k + 1 and C be any clique. Either X is a clique or there exists by 
Lemma 2 some a, b separation clique of G, say C, . Let D, , D, and L, , L, 
be the corresponding components and leaves of G containing a and b, 
respectively. Clearly, the vertices in C-C, can be in at most one component; 
suppose such vertices are in D, . Consider the leaf L,; by Lemma 5 it inherits 
property (3), Theorem 1. WritingL, = (W,F) we have / W / < k and hence, 
by induction, either W is a clique or there exists a vertex x $ C, such that 
D(x) = #J in L, . In either case, then, since W must contain at least one vertex 
not in C, , there exists an x $ C, with D(x) = 4 in L, . Finally D(x) = 4 in 
G because x is not adjacent to a vertex in any component other than D, . 
Clearly x $ C, the original clique. 
Lemmas 5 and 6 yield the following two corollaries concerning the existence 
of “empty deficiency” vertices. 
COROLLARY 1. Let G be as in Lemma 6 and S be any separation clique of G 
with components Ci and leaves Li . Then for each component, Ci , there exists a 
vertex ci E Ci with D(cJ = 4 in G. 
Proof. By Lemma 5 each L, has property (3) of Theorem 1. Thus by 
Lemma 6 for each Li there exists a vertex of Li with ci $ S and D(Q) = 4. 
COROLLARY 2. Let G be as in Lemma 6. Then for any x G X one and only 
one of the following statements i true: 
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(9 44 = + 
(ii) x E S, S a minimal a, b separation clique. 
Proof. If (ii) is true clearly (i) must be false. We show by induction on 
) X j that (‘) 1 or u must be true. The case j X 1 = 1 is clear and we suppose (“) 
case / X 1 < k. Note that if X is a clique the result is immediate; assuming 
otherwise let S be a minimal a, b separation clique of G. Let x E X, if x E S 
we are finished so let x E (La - S). By the induction hypothesis and Lemma 5 
either D(x) = + in L, (and hence in G) or x E S, S a minimal c, d separation 
clique of L, (and hence of G). 
LEMMA 7. Let G = (X, E) be as in Lemma 6. Then there exists an ordering 
01 of X such that for all x E X, MD(x) = 4. 
Proof. Induction on 1 X j; the case / X 1 = 1 is clear and we suppose the 
case 1 X I = k. If G is such a graph with K + 1 vertices there exists a vertex 
x1 (say) such that 0(x1) = 4. Let G1 be the x,-elimination graph; by Lemma 5 
(since Adj(x,) is a separation clique) G, satisfies the hypothesis of the lemma 
and has 1 X 1 = k. By induction there exists an ordering C+ of the vertices of 
G1 such that 
4) = xi+l , i = l,..., R (defining xi) 
with MD(x,) = #. Finally in G choose the ordering a(i) = xi , i == l,..., k + 1. 
Then MD(x,) = + with this ordering in G. 
Note that the ordering 01 assured by Lemma 7 is not unique in view of 
Corollary 1. Also note that another way of stating Lemma 7 is that there 
exists an ordering 01 such that the order sequence of elimination graphs of G; 
i.e., G = G,, , G1 ,... Gndl have D(xJ = $ in Giel . Finally we shall call any 
ordering guaranteed by Lemma 7 a monotone transitive ordering. 
Proof of Theorem I. Property (1) * Property (2) by Lemma 4; 
Property (2) 3 Property (3) by Lemma 2; and Property (3) * Property (1) by 
Lemmas 7 and 1. 
The following corollary shows that in a triangulated graph a monotone 
transitive ordering can be found such that any given clique is ordered last. 
COROLLARY. Let G = (X, E) be triangulated with clique CC X. Then 
there exists a monotone transitive ordering 01 such that a(j) E C for 
j = k + 1, K + 2 ,..., I X 1 where k = I X 1 - I C I . 
Proof. -The proof follows from Lemma 6 and the induction argument of 
Lemma 7. 
409/343-10 
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The next theorem states that minimal a, b separators of a triangulated 
graph are generated in the elimination process. 
THEOREM 3. Let G = (X, E) be triangulated and o( be a monotone transitive 
ordering. If S is a minimal a, b separation clique of G then S = MAdj(xJ for 
some xj E X. Conversely for any xi E X such that the vertices of the elimination 
graph Gi-r are not a clique, MAdj(xJ is a separation clique of G. 
Proof. To prove the first assertion let C, = (V, , Er) and Cs = (Va , Z.&) 
be the components of G with respect to S containing a and b respectively. 
For each Vi let ai* be the vertex such that 
a-‘(vi*) = nl? ccl(v). 
t 
Choose 8 E {or*, va*} such that 
&(6) = min(ol-l(v,*), &(va*)). 
Because S is minimal each s E S is adjacent to some vertex in C, and C, . 
Hence ifj = a-r(d) by monotone transitivity and the connectivity of C, and 
C, we have S = MAdj(xJ. 
To prove the second assertion note first that MAdj(x,) is a separation 
clique of G unless X is a clique. Also the elimination graph Gr is a leaf of G 
with respect to MAdj(x,) and Gr = (X1 , EJ has 1 X, 1 = 1 X 1 - 1. The 
assertion then follows by induction on / X 1 and Lemma 5. 
We begin the proof of Theorem 2 with the following: 
LEMMA 8. Let G = (X, F) be triangulated with a subgraph G = (X, E), 
E CF. Suppose S is a separation clique of G such that for each edge 
e = {x, y} E F - E x and y are in dsfferent components. Then d is triangulated. 
Proof. Let p be any cycle in G with e 3 4. If p is entirely with some 
leaf of G, then p contains a chord because TV is also a cycle in G. If TV has 
vertices in more than one component, then TV must contain at least two distinct 
vertices of S; these vertices are adjacent, hence p has a chord. 
Proof of Theorem 2. The “if” part of the theorem follows by successive 
applications of Lemma 8. Given some S, discard all edges in F-E with 
incident vertices in different components. S, is then a separation clique of this 
new graph, G, and by Lemma 8, G is triangulated. Continue for each edge 
in F-E not already discarded. The converse is clear by Lemma 2 because for 
each e = {a, b} EF-E there exists a minimal a, b separator S, in G and S, is a 
clique. 
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5. CRITERION FUNCTIONS 
Let G = (X, E, a) be an ordered graph associated with G = (X, E) and 
d(a(i)) be the d g e ree of the vertex a(i) in the elimination graph Giel (i.e., 
d(oc(i)) = 1 Adj(cu(i))l in GiT1). If G = (X, E, a) is monotone transitive with 
1 X 1 = n then 
n-1 
C 44)) = I E I 
i=l 
because each edge in E is counted once and only once in some d(or(i)). In 
this case the (n - 1) integers d(a(i)) f orm a purtition (or degree partition) of 
IEI. 
For two ordered monotone transitive graphs G, = (X, E, a) and 
GB = (X, F, /3) with 1 X / = n, the partitions of 1 E 1 and I F I generated by 
the d(a(i)) and the d@(i)), respectively, will be called equal if there exists a 
permutation r on the integers 1, 2,..., 1z - 1 such that 
44)) = 4/%4W~ i = 1, 2 ,...) 71 - 1. 
Similarly, the partition generated by the d(a(i)) dominates the partition 
generated by the d@(i)) if 
i = 1, 2 ,..., n - 1. 
In this section we consider a class of functions defined on the quantities 
d(a(i)) each of which may represent a “cost of elimination”; or if the graph 
G = (X, E) is not triangulated these functions can be considered as “crite- 
rion” functions for choosing an “optimal” ordering. 
As criterion functions for the graph G = (X, E) (I X / = n) we choose the 
class of symmetric isotone functions; i.e., real valued functions 
such that: 
F(a, 9 ~2 >..., an-,), Ui integer 
0) % , a2 ,..., an-,) = F(a,(,) , a,(,t ,..., a,(,-,)) u any permutation on 
(1, 2,..., n - I}; 
(ii) F(u, , u2 ,..., a,-,) > F(b, , b, ,..., b,-,) when ui 3 bi , i == l,..., n - 1. 
We now show (Theorem 4) that if F is a criterion function for a triangulated 
graph G = (X, E) with monotone transitive orderings OL and 6, then 
F(+(l)), 44%.-, d(4n - 1))) = W/V)), W(2)L 4&n - 1))). 
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Furthermore (Theorem 5) if y is any non monotone transitive ordering of X, 
then G, = (X, E, L-L) is a subgraph of 
MTE(G; y) = 
and we show 
F(d(y(l)), 4&9,..., d(r(n - 1))) ~F(441))~ 44%-~~ wn - 1))). 
Thus, with respect to criterion functions on triangulated graphs, monotone 
transitive orderings may be regarded as “optimal.” 
We begin with 
THEOREM 4. Let G = (X, E) be triangulated and let a and p be two 
distinct monotone transitive orderings of X. Then the two partitions of / E 1 
generated by the d(a(i)) and the d@(i)) are equal. 
Proof. We use induction on 1 X I; the case 1 X I = 2 is clear. Supposing 
the case I X I = k - 1 we consider G with 1 X 1 = k. If or(l) = /3(l) = x (say) 
the result follows immediately from the induction hypothesis on the elimina- 
tion graph G, . 
Suppose, then, that a(l) = y and p(1) = z; note that if y E Adj(x) 
then Adj(y) - {z} = Adj(x) - {y} by monotone transitivity and 
I NW = I AW4 . C onsider the new monotone transitive orderings B 
and fl defined by: 
a(1) =y; P(1) = z 
G(2) = x; b(2) = y 
G(i) = /J?(i) = y(i - 2) i=3 ,..., n 
where y is any monotone transitive ordering of the triangulated section 
graph G(X - {x, y)). By the first part of the proof, the partitions generated 
by d(d2(i)) and d(a(i)) are equal as are those generated by d@(i)) and d@(i)). 
It remains to show that the partitions generated byd(&(i)) andd(&i)) are equal. 
Now dz yields the partition [ Adj(y)l , I Adj(z)l , d(r(i - 2), i = 3,..., n, if 
y #Adj(z) and j Adj(y)l , I Adj(z)l - 1, d(y(i - 2)), i = 3 ,..., n, if 
y E Adj(z). But fl gives an equal partition in each case because 1 Adj(y)l = 
I Adj(z)l if y E Adj(x). 
LEMMA 1. Let G = (X, F) be triangulated with triangulated subgraph 
e = (X, E), E CF. If CY. any monotone transitive ordering for both G and G, 
then the degree partition of F dominates the degree partition of E. 
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Proof. Clearly d(xr) < d(x,), and the elimination graphs 
are triangulated with El C Fl . The proof then follows by induction on ] X ] . 
LEMMA 2. Let G = (X, E) be triangulated and x E X. Then 
(I? = (X, E u D(x)) is triangulated. 
Proof. Assuming D(x) # $ we need only show that cycles in G of the 
form 
CL = [Xl ?Yl ,Pl Y*,Pn 9 %I (n 3 2) 
with {xi , yr} E D(x) have a chord. There are two cases: 
(i) if some pi E Adj(x) then there is a chord {x1 , pi} (or {yl , pn} if i = n) 
in E u D(x); 
(ii) if no pi E Adj(x) the cycle 
p’ = [Xl 3 %Yl ,Pl v..,P, > %I 
in G has a chord (xi , p,}, {yr , p?}, or {pi , pj} in E which is also a chord in G. 
LEMMA 3. Let (I? = (X, E) and G = (X, F) be triangulated with strict 
inclusion E CF. Then there exists a monotone transitive ordering a for G such 
that in G, MTE(&‘; a) = (X, E u T(or)) with strict inclusion (E u T(a)) CF. 
Proof. If X is a clique in G, the lemma is true for any 01 which is a mono- 
tone transitive ordering for G. Hence, we assume X is not a clique in G and 
prove the assertion by induction on 1 X /. One easily verifies the cases when 
1 X 1 = 4, and, assuming the case 1 X ] = K - 1, we consider such graphs 
G and G with I X 1 = k. 
Let S = {y E X I D(y) = 4 in G}. We first dispense with two special 
cases. 
(i) If for some y E S, [Adj(y)]o C [Adj(y)], (i.e., there is an edge 
e = {y, x} E F-E), then by choosing any monotone transitive ordering for G 
with a( 1) = y we have (E u T(or)) CF. 
(ii) If some y E S with [Adj(y)]o = [Adj(y)], has D(y) = 4 in G also, 
then by choosing or(l) = y, the lemma follows by the induction hypothesis 
on the elimination graph G, and Gy . 
These cases being thus dismissed we may assume that for each 
y E S [Adj(y)]o = [Adj(y)], and that the clique Adj(y) in G contains (at 
least) one pair of vertices ey = (vi, v2} E F-E. By Corollary 1, Lemma 6, since 
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X in G is not a clique, there exists y, x E 5’ withy $ Adj(z). For such vertices 
e, # e, because if e, = e, = {T+ , ~a} the cycle p = [y, nr , z, ~a , y] has no 
chord in E so G could not be triangulated. 
Hence for some y E S choose ol(1) = y and consider the y-elimination 
graphs G, = (X - {y}, EJ and G, = (X - (y},F,). It is clear from above 
that strict inclusion El C Fl holds because there exists a z E S with y 4 Adj(z) 
and such that e, E Fl but e, 6 El . Also by Lemma 2 G, is triangulated (as is 
G,). Hence the Lemma follows by using induction on the graphs G, and Gu. 
These lemmas give us 
THEOREM 5. Let (? = (X, E) and G = (X, F) be triangulated with E CF. 
Let a: and p be monotone transitive orderings of e and G, respectively. Then the 
degree partition of j F 1 dominates the degree partition of 1 E 1 . 
Proof. We use induction of ] F 1; if /F 1 = / X 1 - 1 (i.e., G is a tree), 
then E = F (because both G and G are assumed connected) and the conclu- 
sion follows from Theorem 4. Suppose the theorem is true whenever 
IX/-l<<F]<k-landletGandGbeasabovewith]F]=K.If 
the subgraph G = (X, E) has E = F, then again the conclusion follows from 
Theorem 4. Assume then E C F (strict); by Lemma 3 there exists a monotone 
transitive ordering & for G such that MTE(G; 4) = (X, E u T(L)) and 
(E u T(B)) C F (strict). By the induction hypothesis the degree partition of 
I E u T(B)1 (generated by aZ in the triangulated graph MTE(G; di)) dominates 
the degree partition of / E j , and by Lemma 1 the degree partition of ] F I 
generated by B dominates the degree partition of / E u T(i)/ . By Theorem 4 
the degree partitions of / F I generated by /I and B are equal. 
A Conjecture 
Let G = (X, E) b e a graph and MTE(G; a) = (X, E u T(N)); that is 
T(or) is a triangulation of G generated by the ordering 01. If d(or(i)) is the degree 
partition of I E u T(or)l we have (I X / = n) 
n--l 
gl 449) = I E I + I TM + 
Thus minimizing the criterion function C d(or(i)) over all orderings 01 gives a 
minimum triangulation; i.e., the least number of edges necessary to triangulate 
a graph. How do we obtain a minimum triangulation ? 
Note that by Theorem 2 no minimum triangulation, p, of a graph 
G = (X, E) will have edges joining vertices in different components with 
respect to some separation clique. Hence we may regard a triangulation of G 
as a choice of which separator is to become a clique since we may then proceed 
to triangulate the leaves. 
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Let G = (X, E) and A C X. The clique deficiency, D(A), of A is defined as 
DC-4 = {{x, y) I 2, Y E A and x $ W(y)). 
Denoting Z(G) = {S 1 S a separator of G) we present the following 
Conjecture. Let S,, be a separator of a graph G = (X, E) such that 
Then there exists a minimum triangulation, p, of G such that&is a separation 
clique in G = (X, E u p). 
6. AN EXAMPLE: k TREES 
A k-tree is a graph defined recursively as follows: 
A k-tree on k vertices is a clique on k vertices; and given a k tree, T,, , 
on n vertices, a k-tree on 71 + 1 vertices is obtained when the (n + I)-st 
vertex is adjacent to the vertices of a clique on k vertices in T,, . If 
xi , i = 1, 2 ,..., n, are the vertices of a k-tree on n vertices constructed as 
above, then clearly this graph is monotone transitive with ordering 
a(i) = x,+~-~ i = 1, 2 ,..., n. 
k-trees also have the interesting property that every minimal separator, S, 
(which is a clique) has 1 S 1 = k. This is easily seen by induction; it is clear 
for a k-tree on K + 2 vertices. Suppose it is true for a k tree on n > K + 2 
vertices and let S be any minimal separator in an n + 1 vertex K-tree, 
g;zl 
By Lemma 6 (also by the definition of a k-tree) there are vertices 9 in 
- S) with o(3) = 4. If S = Adj(9) for some such & the assertion 
is clear; otherwise S is minimal separator of the elimination graph (T,,,), , 
and the assertion follows by induction. 
Note added in proof. Triangulated graphs are also known as rigid circuit graphs 
and have been studied earlier in other contexts. For statements of parts of Theorem 1 
see [4] and [5]. 
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