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Abstract
Synchronization in systems of coupled Kuramoto oscillators may depend on
their natural frequencies, coupling, and underlying networks. In this paper,
we reduce the alternatives to only one by considering identical oscillators
where the only parameter that is allowed to change is the underlying network.
While such a model was analyzed over the past few decades by studying
the size of the basin of attraction of the synchronized state on restricted
families of graphs, here we address a qualitative question on general graphs.
In an analogy to resistive networks with current sources, we describe an
algorithm that produces initial conditions that are often outside of the basin
of attraction of the synchronized state. In particular, if a graph allows a cyclic
graph clustering with a sufficient number of clusters or contains a sufficiently
long induced subpath without cut vertices of the graph then there is a non-
synchronous stable phase-locked solution. Thus, we provide a partial answer
to when the synchronized state is not globally stable.
Keywords: Kuramoto model, global stability, graph Laplacian,
synchronization, phase-locked solutions, sparse networks
1. Introduction
The question of synchronization in networks of coupled oscillators has
played an important role in the development of nonlinear science with wide
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range of applications and areas that stimulated productive work during the
last decades. This ranges from physics, engineering, mathematics to biology,
where synchronization appears on different levels of organization from flocks
of birds to neuronal dynamics.
One of the canonical models in the study of synchronization is the Ku-
ramoto model describing the dynamics of a network of coupled oscillators
using a simple phase model. While first attempts in the analysis of synchro-
nization phenomena required strong assumptions about the system, e.g., the
underlying network of coupled oscillators has to be a complete graph [15],
the developments in network science and nonlinear dynamics over the past
decades have allowed us to gain a deeper insight into this problem.
It has been observed that for some graphs in addition to synchronized
state (sync) the Kuramoto model may have other stable equilibria such as
twisted states, which occupy the phase space, and as a consequence, reduce
significantly (positive measure) the the basin of attraction of sync [24].
During the last decades, the major focus has been on the (local/linear)
stability of sync and twisted states. In particular, conditions for the existence
and uniqueness of a stable equilibrium with phase differences at most pi/2
in the Kuramoto model with arbitrary natural frequencies on a graph has
been shown in [6]. A sufficient condition for the instability of an equilibrium
in terms of graph cuts has been derived in [16]. In [2], authors have showed
the connection between the instability of equilibria and the cycle space of the
underlying graph. The last study has been extended in [12], where the author
illustrates, in particular, how equilibria correspond to the lattice points in a
certain set. The stability of twisted states of the Kuramoto model defined
on Cayley and Erdo˝s-Re´nyi random graphs is studied in [18].
In addition, several attempts have been made to estimate how big the
basin of attraction of sync is [24, 4]. In contrast, in this paper we provide a
partial answer to a qualitative question, i.e., whether sync is globally stable
or not. We do not address here a quantitative question: what is the size of
the sync basin.
We consider a simplified Kuramoto model on a sparse graph G of order n,
that is, a system of n coupled oscillators, where an oscillator j is connected
with a unit coupling to its neighbors in G, and the natural frequency of
each oscillator is zero. Let the state of the system be θ = (θ1, . . . , θn)
T ,
where T denotes transpose. Then, the dynamics of the system is governed
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by differential equations defined on Tn = (R/2piZ)n of the form:
θ˙j =
∑
i∼j
sin(θi − θj), for j ∈ [n], (1)
where [n] = {1, . . . , n}, and the sum is taken over all neighbors i of j in G,
i.e., i ∼ j denotes an edge ij ∈ E(G). Note that in a fixed moving frame,
the synchronized state, (0, . . . , 0), is always a stable equilibrium of (1). Since
(1) is a gradient system with energy function given by EG(θ) =
∑
i∼j(1 −
cos(θi − θj)), the only attracting sets (1) may have are stable equilibria,
i.e., sync or other stable phase-locked solutions, the latter equilibria we call
patterns. Hence in order to find out whether sync is not globally stable we
need to check if the system possesses patterns.
It was previously shown in [22] that sync is globally stable for (1) on
dense graphs, and it is easy to see that sync is also globally stable on trees.
Even though we lack a complete picture between these two extremes, there
are a few graph types where it was shown that sync is not globally stable.
For example, a ring graph on n vertices with k edges to nearest neighbors
has non-globally stable sync for sufficiently large n and small k as was shown
in [24] where the question of the size of basin of attraction of sync was also
addressed. This example along with the fact for trees shows that a necessary
condition for a graph to have a pattern is the existence of a cycle in the
graph. For 3-regular (cubic) graphs of order up to 30 it was shown in [11]
that the fraction of graphs with non-globally stable sync increases with n.
The main problem in answering whether or not sync is globally stable is
that a specific graph structure guaranteeing this property has not yet been
found. Moreover, it was conjectured in [21] that finding whether (1) has
non-global sync is an NP-hard problem.
In the next sections we introduce a way to answer the question for a wide
range of sparse connected graphs. We reformulate the question in terms of
electrical circuits. Parallels between Kuramoto flow and a flow on electrical
networks have been drawn before, see, e.g., [6, 17]. However, system (1)
allows us to go further in the analysis of global stability of sync. As we show
in the next sections, it is enough to consider only the graph Laplacian in
the search of patterns. This is possible due to the fact that oscillators are
dynamically identical, since the natural frequencies are zero and the cou-
pling is fixed at one; the only difference between them is inherited from the
underlying graph. Throughout the paper, we use networks and graphs inter-
3
a. b. c.
Figure 1: Graphs on a. and c. are cospectral cubic graphs. The Kuramoto model admits
a pattern on graph a., i.e., sync is not globally stable, and does not have a pattern on
graph c., i.e., sync is globally stable. The vertex-color-coded pattern on the graph which is
obtained by using the red edges as boundary edges is shown on a. The colors of vertices on
b. correspond to the initial condition (IC) obtained by using the red edge as a boundary
edge. Starting from this IC the system converges to sync. (Color online.)
changeably, as well as vertices and nodes; other graph theoretical terminology
is standard and can be found, e.g., in [13].
2. Spectra don’t tell the full story
It is known, see, e.g., [3], that the spectrum of the adjacency matrix of a
graph does not define a graph uniquely, i.e., there are non-isomorphic graphs
that share the same spectrum, which are called cospectral graphs. It is easy
to see that if two d-regular graphs are cospectral then the eigenvalues of their
Laplacians also coincide. In order to answer the question whether a given
graph has a pattern, one might hope to rely on the spectrum of matrices
associated with the graph. For example, the synchronizability of a network
is defined by the ratio of the first and the last positive eigenvalues of the
Laplacian in the master stability function [8].
However, the existence of phase-locked solutions, and hence the global
stability of synchrony, most likely cannot be addressed solely by consider-
ing the spectrum of the adjacency matrix or of the Laplacian, as the following
example shows. Consider the graphs shown in Fig. 1a and Fig. 1c. These are
two cubic graphs on 14 vertices that are cospectral; however, there is a pat-
tern for the Kuramoto model on the graph shown on Fig. 1-a, but either the
graph from Fig. 1-c has no patterns or, if it does, the total volume of the basin
of attraction of said patterns is less than 10−4 (we used the dataset of cubic
4
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Figure 2: a. Ring graph (6-cycle); b. Electric circuit with current-source on 6-cycle graph
where each edge is a unit resistor.
graphs of order at most 18 previously studied in [11], where stable equilibria
were searched using Monte Carlo simulations). Indeed, synchronizability is
a local measure and existence of patterns is a global question.
3. Example
Phase-locked solutions of the Kuramoto model are best understood on
the n-cycle, i.e., the cycle graph with n vertices, see, e.g., [24]. It is easy
to check that 2pi(0, 1
n
, 2
n
, . . . , n−1
n
)T is a stable equilibrium of the Kuramoto
model on the n-cycle for n > 4. In fact, there is Q = Q(n) < n, such that for
any q ∈ {−Q, . . . , Q}, the state 2piq(0, 1
n
, 2
n
, . . . , n−1
n
)T is a stable equilibrium,
also known as twisted state [24], and q is the winding number of the sate.
In order to illustrate our central idea, we consider here the Kuramoto
model on a ring graph with n = 6 vertices shown in Fig. 2a. We can find the
pattern of this graph, if we think of the graph as a resistor network where
each edge represents a resistor of 1 Ω. Additionally, we add a current source
of i A in parallel with an edge as shown on Fig. 2b. We recall that in the
Kuramoto model we consider, all natural frequencies are zero, i.e., there is
not a constant term in the vector field that could be considered as an input.
We repeat this because the resistor network has an input - the current source.
What we have now is a linear electric circuit, and we can use the standard
circuit analysis. Applying Kirchhoff Voltage Law and Kirchhoff Current Law
to the circuit, one can find potentials φi at each vertex. Assuming that the
current is i = 2pi A, we obtain voltages across each resistor, and setting
the potential at the first branch point to φ1 = 0, we obtain potentials that
5
correspond to the phases in a pattern on 6-cycle. In the remainder of this
paper, we will use this idea to construct patterns on sparse graphs.
4. Graph-theoretic preliminaries
We can identify graphs by associated matrices. Consider a simple un-
weighted graph G of order n = |V (G)| and with size m = |E(G)|. Let
A = AG be the adjacency matrix of G, i.e., symmetric square matrix with
Aij = 1 if ij ∈ E(G) and 0 otherwise. Then, the graph Laplacian of G is
defined as L = LG = DG − AG, where DG is the diagonal matrix of degrees
of vertices in G. (There should not be any confusion in what follows when
we drop subindex G in matrix notations.) If we randomly assign directions
to all edges in a graph then we can express the Laplacian in a different form
using the signed (edge-vertex) incidence matrix Bm×n defined as
B(e, v) =

1, if v is the head of e;
−1, if v is the tail of e;
0, otherwise.
(2)
Then the Laplacian is given by L = BTB. We can generalize these definitions
to weighted graphs. Let W = diag(w1, . . . , wm) be a diagonal matrix that
contains all weights of a weighted graph Gw, then Lw = B
TWB.
5. Kirchhoff’s laws for the Kuramoto model
Let the Kuramoto model be defined on a graph with (signed) incidence
matrix B. Then, we can rewrite the system (1) as in, e.g., [14],
θ˙ = BT sin(Bθ), (3)
where sine is taken element-wise. Then the equilibria of (3) are solutions of
BT sin(Bθ) = 0. If sin(Bθ) 6= 0, that is, the corresponding solution is not
the synchronized state, then sin(Bθ) is in the kernel of B, i.e., it lies in the
cycle space of the graph. Using a basis of the cycle space {u1, . . . , um−n+1}
we can write
Bθ = sin−1
[∑
j
cjuj
]
, (4)
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for some cj, where we have omitted terms that are multiples of pi after taking
sin−1. If we left-multiply both sides of (4) by BT then we get
Lθ = BT sin−1
[∑
j
cjuj
]
, (5)
where L is the graph Laplacian.
In section 3, we considered an example of a cycle graph and showed
that a pattern can be obtained as a solution of an electric network problem.
In general, an electric network problem and its solution, which relies on
Kirchhoff’s laws, can be written in terms of the Laplacian of the underlying
graph of a circuit as
Lφ = i and φ = L+i, (6)
respectively, where φ = (φ1, . . . , φn)
T is the vector of potentials, i is the
applied current, and L+ is the Moore-Penrose pseudo-inverse of L.
Based on a similarity between (5) and (6), we state without a proof the
following
Ansatz 1. Let θ∗ be a stable phase-locked solution of (1). Then there exists
a point θ˜ in the basin of attraction of θ∗, possibly θ∗ itself, such that
Lθ˜ = s, (7)
where s⊥1 and 1 = (1, . . . , 1)T . Moreover, si = 2pici for ci ∈ Z, where
i ∈ [n].
If for an edge ij ∈ E(G) we have sign(sisj) < 0 then it is called a
boundary edge while vertices i and j called boundary vertices, and s is a
boundary vector.
Based on (4), (5), and (7), Ansatz 1 says that there is an initial condi-
tion with the sum of phase differences along at least one cycle in the graph
changing by an integer factor of 2pi that leads to an equilibrium, i.e., all
patterns have a twist, and a boundary edge is an edge from such a cycle.
Cycles with this property we call the core of a pattern. Such cycles, which
carry cycle flows with a fixed winding number, were previously considered
in [4, 5, 17], where, in particular, they were used for deriving bounds on the
number of stable fixed points. To see that our and previously introduced
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methods complement each other, we make a comparison based on the laws
for electric circuits. We can write equation that cycle flows have to satisfy
PBθ∗ = ξ,
where P is a r×m matrix with rows representing all r cycles in G, and ξ is a
vector of winding numbers of the cycles. As before B is the signed incidence
matrix, however, the signs have to be selected in a way so that the cycle flow
is well defined. This equation is equivalent to Kirchhoff’s voltage law after
we take it modulo 2pi. While in our case, we have from Ohm’s law
Bθ˜ = Rι+ η,
where ι is m-dimensional current vector, R is m × m diagonal matrix of
resistances, for identical resistance case we consider here R is the identity
matrix, and η is an m-dimensional vector of inputs. Multiplying the last
equation by BT from the left and using Kirchhoff’s current law for the first
term on the right hand side, we get
BTBθ˜ = BTη,
which gives (7) after using properties outlined in Section 4.
For a given pattern, a subset of edges taken from each cycle in the core
constitutes a set of boundary edges, i.e., we can consider any edge of a cycle
in the core as a boundary edge. For simplicity, a set of boundary edges is
called the boundary of a pattern, and the size of the boundary is the number
of edges ij ∈ E(G) with sign(sisj) < 0 for s as in (7). A phase-locked
solution has a simple core if it is determined by one boundary edge, i.e., by
one cycle in a graph; and it has a complex core otherwise. So phase-locked
solutions with a simple core have a boundary of size one, and phase-locked
solutions with a complex core have a boundary of size bigger than one.
Let S be a set of boundary vectors that determines all phase-locked solu-
tions of (1) on G. It may happen that s1 = qs2, where s1, s2 ∈ S and some
q ∈ [n]. That is, two distinct patterns are determined by the same boundary
edges. This is the case for q-twisted states on n-cycles studied in [24].
An example of a graph with a phase-locked solution that has a simple core
is the n-cycle graph. In particular, the 6-cycle graph considered in section 3,
see Fig. 2a, has a simple core and edge, e.g., 1-6 is a boundary edge. Note,
however, that every edge of the n-cycle graph is a boundary edge that defines
the same pattern; in this case, the core is the graph itself.
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Now, let us go back to the electric circuits analogy. In order to find
patterns we need to add current sources of 2pi A in parallel to boundary
edges. If, however, the same core corresponds to a q-twisted pattern with
q ≥ 2 then we need to place current sources of 2piq A in parallel to the
boundary edges.
Similar to (6) we can find a point in the basin of attraction of a phase-
locked solution of (1) as the solution of (7), that is,
θ˜ = L+s, (8)
where L+ is the Moore-Penrose pseudo-inverse of L, i.e., L+ =
∑n
i=2
1
λi
uiu
T
i
with λi and ui being the positive eigenvalues and the corresponding eigen-
vectors of L, and some boundary vector s.
Using graph Laplacian it easy to show that an equilibria is stable, when
phase differences between adjacent vertices are less than pi/2, even though
we do not impose this condition later in the paper. To see this, let Lw be the
Laplacian of a weighted graph with edge weights w. Then we can think about
the Jacobian J(θ∗) of the Kuramoto model evaluated at an equilibrium θ∗
as a negative multiple of the Laplacian of a weighted graph J(θ∗) = −Lw for
some w. Even though it is easy to show using Gershgorin disc theorem that
an equilibrium is stable under the assumption on phase differences, one can
do the same by considering quadratic form associated with Lw. Indeed, under
the assumption that phase differences between adjacent vertices are less than
pi/2, every edge of the weighted graph is positive, i.e., wi,j = cos(θi− θj) > 0
for |θi − θj| < pi/2, and if we think about J(θ∗) as an operator, then for any
x ∈ Rn we have
xTJ(θ∗)x = −xTLwx = −xTBTWBx = −||W 12Bx||22
= −
∑
i∼j
wi,j(xi − xj)2 ≤ 0, (9)
which implies that J(θ∗) is negative semidefinite, and the number of zero
eigenvalues of J(θ∗) equals the number of connected components of Gw.
5.1. Motivation for definitions
Let us comment on the introduced definitions of boundary vectors (ver-
tices and edges). The graph Laplacian L(G) can be considered as a discrete
version of the continuous Laplace operator ∆, which is defined on graph G.
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The solution to the Laplace equation ∆u = 0 is a harmonic function, simi-
larly a function that belongs to the kernel of L is called a harmonic function.
For this reason, if a graph does not have a core, i.e., there are no boundary
edges (vertices) and s = 0, then the solution of (7) always defines sync, which
is equivalent to saying sync is globally stable.
We call s a boundary vector because of the analogy with the Dirichlet
boundary-value problem. The Dirichlet boundary-value problem for a graph
requires us to find θ which is a solution of (7) for a given s. Since we consider
only connected graphs, it is easy to see that the Dirichlet boundary-value
problem has solutions of the form θ = θ˜ + β1, where β ∈ R and 1 is the
vector of all ones. For a fixed labeling of vertices in G we obtain a unique
solution of (7) by setting the phase of, say, the first vertex to zero, θ˜1 = 0.
Recall that phase-locked solutions are usually considered in a moving frame
where the phase of one reference oscillator is pinned to zero.
6. Where to look for patterns?
A naive approach to search for patterns would be to consider every edge
of each cycle in a graph as a boundary edge, i.e., consider vectors BT ci as
boundary edges, where ci is m-dimensional vector with i-th entry 2pi, then
all linear combination of BT ci and BT cj, etc. However, this is not efficient,
even though we can find a unique solution of (7) for any boundary vector
s. How do we find s for a graph, which is a boundary vector of a pattern if
it exists? Here we provide a partial answer to this question. Once we know
the full answer we can characterize all graphs that support a globally stable
synchronized state of (1).
Before we move to the description of some classes of graphs where it
is easy to determine global stability of sync, we would like to note that
the method described in this paper does not require that for a pattern all
phase differences between adjacent vertices are less than pi/2. The method
works just fine when this condition is violated. Patterns that contain a
pair of adjacent vertices with phase differences greater than pi/2 were called
patterns with long links in [11]. An example of a graph with pattern that
contains a long link is shown on Fig. 3a. The phase difference between any
pair of adjacent vertices of the inner triangle with bold edges is 2pi/3. This
is, perhaps, the ”longest” long link a pattern may have. This example also
shows that the full graph can stabilize an unstable subgraph like 3-cycle with
phases (0, 2pi/3, 4pi/3).
10
a. b.
Figure 3: a. A pattern of a planar graph with a highly unstable subgraph; the phase
difference between vertices of the inner triangle with bold edges is 2pi/3. The nine red
edges are the boundary edges of the pattern, and the vertices are colored with respect to
their phases in the pattern. b. The vertices are colored with respect to initial condition
(IC) obtained by considering the red edges as boundary edges. This is a wrong choice of
boundary edges, the system converges to sync from this IC. (Color online.)
The first class of graphs for which we can determine the boundary edges
of a pattern consists of graphs that can be partitioned cyclically into clusters
as shown in Fig. 4, where vertices in a cluster can be connected to vertices
from exactly two other clusters in the partition. We call such a partition
a cyclic graph clustering. In this case, a community detection algorithm
can be applied to determine the partition if it exists. Since the notion of a
cluster (community), i.e., a densely connected subgraph, allows variability in
the edge density inside a cluster, and as it turns out the number of clusters
affects the existence of patterns on graphs with cyclic graph clustering, we
have performed a computational analysis to identify the number of clusters
in cyclic graph clustering and the densities of intra- and inter-cluster connec-
tivities sufficient for the existence of patterns using stochastic block models,
see Section 7. If the number of communities is big enough, which depends
on the edge densities within and between the communities, then there is a
pattern and the corresponding boundary edges are the edges between any
two adjacent communities, e.g., the three red edges in Fig. 4. Once we have
determined the boundary edges we can write the corresponding boundary
vector by assigning positive values to vertices from one cluster and negative
values to vertices from the adjacent cluster, which are the endpoints of the
boundary edges.
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Figure 4: Cyclic graph clustering allows one to find boundary edges. For a sufficient
number of clusters in cyclic graph clustering the boundary edges are the edges between
any two adjacent clusters, e.g., the three red edges. For a given vertex labeling, the
boundary vector of a pattern has the form s = 2pi(1, 1, 1, 0, . . . , 0,−1,−2). (Color online.)
If we consider the graph shown in Fig. 4 then the boundary vector which
corresponds to select boundary edges is s = 2pi(1, 1, 1, 0, . . . , 0,−1,−2). The
vertex labeled 25 gets −2 in its boundary vector component instead of ±1 as
all the others since the number of incident boundary edges with the vertex
is two and we choose negative signs for vertices in the cluster containing
vertices 21-25 and positive signs for vertices in the cluster with vertices 1-5.
As we mentioned earlier, L = BTB for any orientations of edges in a
graph. However, we would like to note that once we found cyclic graph
clustering of a graph the orientations of edges in B between any adjacent
clusters have to be the same in order to write a boundary vector s in the form
BTp, where p is an m-dim 0, 2pi vector with nonzero entries corresponding
to boundary edges. Otherwise, p would not contain ±2pi to maintain a
consistent network flow.
While it is more likely that graphs with large girths have patterns, even
a graph with a large number of triangles and a small diameter may have
non-globally stable sync as shown on Fig. 3a. The way the boundary edges
were obtained for that graph is the same for all planar graphs, which is
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another type of graphs where we can determine the boundary edges of a
pattern. Assume that we are given a planar graph with at least one cycle
and a particular planar embedding. Then in order to determine whether
sync is globally stable we need only to check boundaries that are determined
as follows. All edges that intersect a line connecting the exterior region
and a region bounded by a cycle are the candidate boundary edges. For
example, the nine red edges on Fig. 3a are the boundary edges that determine
the pattern. Therefore, it is enough to check at most |E(G)| − |V (G)| + 1
boundary vectors. This upper bound is the number of cycles in a graph, or
cyclotomic number, and since we consider only sparse graphs, this method
would be more efficient than exploring the whole phase space. We also note
here that example shown on Fig. 3a resembles stable rotating waves on a
square grid studied in [19]. Since a square grid is also a planar graph we can
use our algorithm to find a pattern on that graph. While the pattern Fig. 3a
suggests that stable rotating waves can also be found on a 3-regular graph.
In the case of large real networks with small number of triangles, like the
power grid network shown on Fig. 5, we can determine the boundary edges
via cyclic graph clustering. Note that we can relax the definition of a cluster
by allowing a cluster to contain just one vertex in cyclic graph clustering. In
particular, in the presence of a sufficiently long path without the cut vertices
of a supergraph containing the path, we have that sync on such a graph is
not globally stable as the path is part of a core of a pattern as in Fig. 5a.
However, if a wrong set of edges is used as a set of boundary edges then
the Kuramoto model will converge to sync starting from the initial condition
(IC) determined by the set. For example, Fig. 1b and Fig. 3b illustrate two
examples of an IC starting from which the Kuramoto model converges to
sync if the boundary edges are selected to be the red edges. The colors of
vertices correspond to phases in the IC.
As a summary, we list below the algorithm for the identification of initial
conditions on different types of graphs considered here.
Input a graph G with adjacency matrix A
1. If G is planar do 2, otherwise 3
2. Fix a planar embedding of G
2.1. For a given inner-face, find a (minimum) number of edges needed to be
deleted so that the inner-face and the outer-face become 1-connected.
13
a. b.
Figure 5: Small-world network on 4941 vertices with low density of triangles (power-grid
network studied in [23]). Nodes are colored with respect to phases of nodes in two different
patterns mod 2pi (color is online) with θ1 fixed at zero. A pattern with a simple core is
shown on a) and with a complex core on b). Boundary edges of a pattern are the edges
of the graph which intersect the corresponding red line. (Color online.)
2.2. The deleted edges are the boundary edges; go to step 4.
3. Find 2-connected subgraph of the graph
3.1. If there exists an induced subgraph, which is a path graph of length at
least 3, then an edge of the subgraph is a boundary edge; go to step 4.
3.2. Otherwise, apply community detection (clustering) algorithm, with a
possible size of a cluster being as small as one vertex
3.3. Edges between any pair of clusters are the boundary edges; go to step
4.
4. i.c. = 2 ∗ pi*MoorePenrose(A)*BoundVector
7. Stochastic block models with cyclically ordered communities
After recognizing the type of graphs, which may have patterns, we have
performed the analysis of the Kuramoto model on stochastic block models
with cyclically ordered communities to confirm the performance of the algo-
rithm and to reveal the minimum number of clusters needed for the existence
14
of patterns. Stochastic block model is a random graph, where the set of
vertices is split into a (given) number of communities and for which the prob-
ability of an edge between a pair of vertices depends on the community labels
of the vertices. The following rigorous definition of stochastic block model,
along with a review of current developments, can be found in [1].
Definition 1. Let n be a positive integer (the number of vertices), k be a
positive integer (the number of communities), p = (p1, . . . , pk) be a probability
vector on [k] (the prior on the k communities) and W be a k × k symmetric
matrix with entries in [0, 1] (the connectivity probabilities). The pair (X,G)
is drawn under G (n, p,W ) if X is an n−dimensional random vector with
i.i.d. components distributed under p, and G is an n−vertex simple graph
where vertices i and j are connected with probability WXi,Xj , independently
of other pairs of vertices.
For our purpose, we consider stochastic block models where depending
on the memberships of select vertices the probability of an edge is: pw.c.
if the vertices belong to the same community, pb.c. if the vertices are from
neighboring communities, where each community has exactly two neighbor-
ing communities, and zero otherwise. The outcome of such a stochastic block
model is a graph with cyclic graph clustering.
We consider stochastic block models of orders 50, 100, and 150, where the
set of vertices is partitioned into clusters of sizes 3, 4, . . . , 10 with approxi-
mately equal number of vertices per cluster, where the probability of an edge
within a cluster and between two consecutive clusters varies from 0.01 to 0.8
as described in the caption of Fig. 6. For each combination of parameters we
generate ten realizations of graphs, and we run the Kuramoto model with
an initial condition calculated as described in Section 6 under the condition
that a generated graph is connected and has cyclic graph clustering.
The conditional averages of final states of the Kuramoto model on graphs
with 3, 4, 5, 6, and 10 communities are shown on Fig. 6 (see the caption
for the description of a conditional average and other details). The blue
region corresponds to parameters when the condition is not satisfied for all
ten realizations. If there are only 3 clusters, the Kuramoto model mostly
converges to sync from an identified initial condition, Fig. 6 a, f, and k.
However, as the number of clusters is increasing the Kuramoto model tends
to have patterns, which are identified using the method described in Section 6,
almost always when the underlying graph satisfies the condition, as shown
in Fig. 6 j, n, and o.
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Figure 6: The average type of the final state in the Kuramoto model on stochastic block
models under the condition on a generated graph being connected and with cyclic graph
clustering. The types of a final state are: 0 if sync, 1 if a pattern, and -1 if a generated
graph does not satisfy the condition (in this case we did not run the Kuramoto model). The
edge probabilities within a community (pw.c.) and between two consecutive communities
in cyclic graph clustering (pb.c.) vary from 0.01 to 0.1 with an increment 0.01, and from
0.1 to 0.8 with an increment 0.05. The graph order: in a-e is 50, in f-j is 100, and in k-o is
150. The number of communities in stochastic block models are 3, 4, 5, 6, and 10, which
correspond to columns of subplots. For every combination of parameters we generated
10 graphs. Colors correspond to conditional averages, where the blue color means that
all 10 graphs did not satisfy the condition. Four white circles in n define the values of
parameters in Fig. 9. (Color online.)
Based on simulations summarized on Fig. 6, even though there are a few
instances when the Kuramoto model has a pattern on a graph with just
three clusters and small probabilities of edges within and across clusters,
Fig. 6 a, for large graphs ten clusters are mostly sufficient for the existence of
patterns whenever the condition on connectedness and cyclic graph clustering
is satisfied.
8. Destabilizing sync
Based on remarks at the end of Section 6, i.e., if a graph has a sufficiently
long induced subpath without cut vertices of the graph then the synchro-
nized state is not globally stable as the cycle containing the path will be the
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Figure 7: Appended path between two vertices of the graph shown in the shadowed region
destabilizes sync and creates a pattern on the new graph.
(simple) core of a pattern. This suggests that we can destabilize the globally
stable synchronized state by network changes like edge deletions. (We note
that throughout this section, sync is locally stable, but will not be globally
stable. That is, when we refer to destabilizing sync, we mean it in the global
sense.) Among available edge-candidates we can choose the smallest number
of edges to generate a sufficiently long induced subpath without cut vertices
of the resulting graph.
Previously, a role of shortcuts on synchronization was discussed in the
literature, see, e.g., [23]. However, the current paper shows that we do not
need, in general, to delete a set of edges that necessarily would significantly
increase the diameter of a graph. Even local interventions that create a small
but sufficiently long cycle in a graph may guarantee (global) destabilization
of synchronized state by creation of a pattern.
Another way to destabilize the synchronized state is to append a suffi-
ciently long path between a pair of vertices in a graph as shown in Fig. 7. It is
hard to compare directly the basin of attraction of sync in the original graph
and in the modified one, since the new system has a higher dimension due to
the increase of the number of vertices. Since we consider unweighted graphs
and all natural frequencies are zero in (1) we can define dynamics for the
new vertices similar to the others so that the new system is defined uniquely
and is of the same type as the original one. While a shortcut itself should
promote synchronization or at least not to decrease the basin of attraction,
the subdivision of the shortcut, which leads to a small but sufficiently long
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Figure 8: Sufficient length of augmented path added to two arbitrary vertices of an Erdo˝s-
Re´nyi random graph Gn,p needed to globally destabilize sync. A sufficient length depicted
by a color is defined as the minimum path lengths required to create a pattern on all ten
realizations of Gn,p for a fixed combination of parameters n and p, such that there is a
pattern on all ten realizations of Gn,p with longer augmented paths. (Color online.)
path would destabilize the synchronized state. Since the subdivision of a
shortcut, i.e., shortcut-path, would still, in general, decrease the diameter
of a sparse graph, this illustrates that graph distance between vertices may
have a different influence on synchronization. In contrast to subdivision, the
edge contraction would not decrease synchronization and may lead to a graph
with globally stable sync.
To estimate how big an appended path should be to destabilize sync, we
generate an Erdo˝s-Re´nyi random graph Gn,p and augment a path of lengths
2, . . . , 7 to two arbitrary vertices of the graph. A sufficient length of a path
appended to Gn,p is shown in Fig. 8. When a resulting graph is connected
then the sufficient length is usually three. The sufficient length is bigger
near the boundary of the region where graphs become connected with the
maximum being 6.
9. Saddles come into play
In Ansatz 1 we stated that patterns can be found using boundary vectors
with entries of the form 2pici where ci ∈ Z. What if ci ∈ R? First note
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that if ci = 0 for all i then we will get sync as a solution of (7). Let c
∗ be
a vector with entries c∗i that corresponds to a pattern. It turns out that we
can find a saddle that separates sync and the pattern using the boundary
s = 2pic¯, where c¯ = αc∗ with α ∈ (0, 1). In particular, if one considers graphs
with simple cores like n-cycles then one will obtain 1-saddles, which were
discussed in [10], in this way.
Since the number of boundary vertices in s is usually much less than the
number of vertices in a graph, we fix column vectors of L+ defined by those
boundary vertices as seen from (7), and explore a lower dimensional subspace
of the phase space by varying ci.
In the case of twisted patterns that share the same core one can also find
saddles that separate the twisted patterns using this same idea. That is, if
s1 = qs2, where q > 1 and si = 2pic¯i for i ∈ {1, 2}, are two boundary vectors.
Then there is α ∈ (1, q) such that c¯ = αc¯1 defines a saddle that separates the
two twisted patterns with the same core.
10. Conclusion
In this paper we introduced a way to search for non-synchronous phase-
locked solutions of the Kuramoto model on sparse graphs that takes advan-
tage of the form of the system and provides a relation between structure
of the underlying graph and stable equilibria in the phase space. This in
turn helps to characterize graphs with globally unstable sync, in particular:
graphs with sufficiently long induced subpaths, which do not contain cut ver-
tices of supergraphs, and graphs that permit cyclic graph clustering admit
patterns.
In the way we find patterns, we first search for communities in the net-
work and then use edges between adjacent communities. Two problems:
community detection and the existence of patterns are related but not equal.
As the example of the power grid network shows, Fig. 5b, a pattern can be
used for separating the vertices of the network into communities based on
similarity of phases in the pattern. However, the same network has a long
induced subpath that defines a pattern as shown in Fig. 5a that purely sep-
arates vertices into communities. Another simple example, which illustrates
that some patterns cannot be used for partitioning vertices into communities
based on phase similarity, is as follows. Consider two copies of the n-cycle
graph with n > 5 joined by a path. There is a pattern on this graph with
vertices from the path having identical phases, and the phases of vertices
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Figure 9: Cluster synchronization as a function of pw.c. and pb.c.. Four examples
correspond to four combinations of pw.c. and pb.c. as shown by white circles on Fig. 6n,
the other parameters are the same as those used for Fig. 6n. The first column contains an
example of a graph generated with fixed set of parameters, vertices are colored according
to their cluster membership. The second column shows the correlation between the phases
of vertices in a pattern of the KM on the graph (y-axis) and their cluster memberships
(x-axis), the color of a dot is the same as the color used for a cluster. Probabilities of edges
are pw.c. = 0.8 and pb.c. = 0.2 for a and b, pw.c. = pb.c. = 0.8 for c and d, pw.c. = pb.c. = 0.2
for e and f, and pw.c. = 0.2 and pb.c. = 0.8 for g and h. (Color online.)
on a cycle the same as in a pattern on the n-cycle. For a sufficiently long
path the n-cycles are different communities in the graph. However, for each
vertex of a cycle there is a vertex in the other cycle with the same phase,
which would be considered as members of one community if the vertices were
20
partitioned with respect to phase similarity.
In addition to the synchronization of the network, it was shown that
one may have cluster synchronization, where vertices from the same cluster
have identical phases [20]. Early works suggest that this phenomenon may
appear in networks with ”high” symmetry [7]. As we show here, if a graph
allows a cyclic graph clustering with sufficient number of clusters then sync
is not globally stable and we can find a pattern using edges between adjacent
clusters as boundary edges. The resulting pattern would have the form
where different vertices in a given cluster are nearly synchronized if the edge
density inside the cluster is high as seen from Fig. 9 a-b. The difference
in phases in a cluster will increase if the density of edges in the cluster
decreases as shown on Fig. 9 e-h. In other words, we may have nearly cluster
synchronization, which depends on the densities of edges within and across
clusters but not necessarily on symmetry.
11. Acknowledgment
The work of G.B.E. is supported in part by NSF grant # 1712922.
References
[1] E. Abbe, Community Detection and Stochastic Block Models: Recent
Developments, J. Mach. Learn. Res., 18 (2018) 1-86.
[2] J.C. Bronski, L. DeVille, T. Ferguson, Graph Homology and Stability
of Coupled Oscillator Networks, SIAM J. Appl. Math., 76(3) (2016)
1126-1151.
[3] A.E. Brouwer, W.H. Haemers, Spectra of graphs, Springer-Verlag New
York, 2012.
[4] R. Delabays, M. Tyloo, P. Jacquod, 2017. The Size of the Sync Basin
Revisited, Chaos 27, 103109.
[5] R. Delabays, T. Coletta, P. Jacquod, 2017. Multistability of phase-
locking in equal-frequency, J. Math. Physics, 58, 032703
[6] F. Do¨rfler, M. Chertkov, F. Bullo, Synchronization in complex oscillator
networks and smart grids, PNAS, 110 (6) (2013) 2005-2010.
21
[7] M. Golubitsky, I. Stewart, The Symmetry Perspective: From Equilib-
rium to Chaos in Phase Space and Physical Space, Berkha¨user-Verlag,
Basel, vol. II, 2002.
[8] M. Barahona, L.M. Pecora, 2002. Synchronization in Small-
World Systems, Phys. Rev. Lett. 89(5), 054101, DOI: 10.1103/Phys-
RevLett.89.054101.
[9] A.H. Dekker, R. Taylor Synchronization Properties of Trees in the Ku-
ramoto Model, SIAM J. Appl. Dyn. Syst., 12:2 (2013) 596-617.
[10] L. DeVille, Transitions amongst synchronous solutions in the stochastic
Kuramoto model, Nonlinearity, 25 (2012)1473-1494.
[11] L. DeVille, G. B. Ermentrout, 2016. Phase-locked patterns of the Ku-
ramoto model on 3-regular graphs, Chaos, 26, 094820.
[12] T. Ferguson, Topological states in the Kuramoto model, SIAM J. Appl.
Dyn. Syst., 17(1) (2018) 484-499.
[13] C. Godsil, G.F. Royle, Algebraic Graph Theory. Springer-Verlag, New
York, 2001.
[14] A. Jadbabaie, N. Motee, M. Barahona, On the stability of the Kuramoto
model of coupled nonlinear oscillators, in Proceedings of the 2004 Amer-
ican Control Conference, IEEE, (2004) 4296-4301.
[15] Y. Kuramoto, Self-entrainment of a population of coupled non-linear
oscillators. In: Araki H. (eds) International Symposium on Mathemat-
ical Problems in Theoretical Physics. Lecture Notes in Physics, vol 39.
Springer, Berlin, Heidelberg, 1975.
[16] E. Mallada, A. Tang, Synchronization of Phase-coupled Oscillators with
Arbitrary Topology, in Proc. Amer. Control Conf. (2010) 1777-1782.
[17] D. Manik, M. Timme, D. Witthaut, 2017. Cycle flows and multistability
in oscillatory networks, Chaos, 27, 083123.
[18] G.S. Medvedev, X. Tang, Stability of twisted states in the Kuramoto
model on Cayley and random graphs, J. Nonlinear Sci., 25 (2015) 1169-
1208.
22
[19] J.E. Paullet and G.B. Ermentrout, Stable Rotating Waves in Two-
Dimensional Discrete Active Media, SIAM J. Appl. Math., 54(6) (1994)
1720-1744.
[20] F. Sorrentino, L. M. Pecora, A.M. Hagerstrom, T.E. Murphy, R. Roy,
2016. Complete characterization of the stability of cluster synchro-
nization in complex dynamical networks, Sci. Adv., 22;2(4):e1501737,
doi:10.1126/sciadv.1501737.
[21] R. Taylor, Finding Non-Zero Stable Fixed Points of the Weighted Ku-
ramoto Model is NP-hard, arXiv:1502.06688v1.
[22] R. Taylor, 2012. There is no non-zero Stable Fixed Point for dense net-
works in the homogeneous Kuramoto model, J. Phys. A: Math. Theor.
45 055102.
[23] D.J. Watts, S.H. Strogatz, Collective dynamics of ’small-world’ net-
works, Nature, 393 (6684) (1998) 440-442.
[24] D.A. Wiley, S.H. Strogatz, M. Girvan, 2006. The size of the sync basin,
Chaos, 16, 015103.
23
