Abstract. This work is devoted to prove a linear profile decomposition for the Airy equation inḢ s k x (R), where s k = (k − 4)/2k and k > 4. We also apply this decomposition to establish the existence of maximizers for a general class of Strichartz type inequalities associated to the Airy equation.
Profile Decomposition
In this paper, we investigate the defect of compactness in some space-time estimates enjoyed by the solutions of the Airy equation
x u = 0, x ∈ R, t > 0, u(x, 0) = u 0 (x).
(1.1)
We denote the unique solution of (1.1) via the propagator u(x, t) = U (t)u 0 (x). Notice that the solution is globally defined in the homogeneous Sobolev spacė H s (R), for all s ∈ R. Moreover, {U (t)} t∈R defines a unitary operator in these homogeneous Sobolev spaces. In particular, we have for all s ∈ R U (t)u 0 Ḣs 4) if the condition
Continuing their study on the well-posedness of the gKdV equation (1.3) , in the seminal work [18] they obtained another space-time mixed estimate interchanging the position of the variables x, t (see also [19, Theorem 2.1] ). Indeed, assuming that 1 q
for any u 0 ∈ L 2 (R) there exists a constant C p,q,α > 0 such that
In the particular case where p = ∞, it is also proved (see [18, Lemma 3.29] )
(1.5) for 1 4 ≤ α < 1 2 and 1 q = 1 2 − α.
All the above estimates play a fundamental role in the development of the corresponding local and global theory for the gKdV equation (1.3) . Indeed, small data global well-posedness in the critical homogeneous Sobolev space s k = (k − 4)/2k, with k ≥ 4 was established in [18] .
Notice that the Strichartz estimates (1.4) can also be rewritten in terms of the critical homogeneous Sobolev spaceḢ s k x (R). Indeed, let k ≥ 4 and assume u 0 ∈ H s k x (R) then there exists a constant C p,q,k > 0 such that D
where
We say that a pair (p, q) isḢ
x -admissible if the last condition is satisfied. Typically, the particular case where p = q is very useful in the study of nonlinear dispersive equations. For future reference we state this case below
(1.8)
Throughout the paper, other two particular cases of inequality (1.6) are of special interest p = ∞ and q = k/2 (1.9) and p = k + 2 and q = k(k + 2)/4. (1.10)
It should be pointed out that the case (1.9) is, in fact, a consequence of theḢ s x (R)-norm preservation (1.2) and Sobolev embedding. On the other hand, for k ≥ 4, we have p < q in (1.10) and since 3k/2 > k + 2 the inequality (1.8) can also be obtained by complex interpolation between (1.9) and (1.10). Also note that for k = 4 estimates (1.8) and (1.10) are the same.
Recently, the first author in a joint work with Ademir Pastor [10] presented a simpler proof of the classical well-posedness result for the generalized KdV equation [18] . The key ingredient in the proof is the following Airy-Strichartz estimate Lemma 1.1. Let k > 4, s k = (k − 4)/2k. Then
Proof. See [10, Lemma 2.5].
The crucial point here, due to the invariance of the Airy equation (1.1) under some transformations, is that the Strichartz inequalities (1.6) and (1.11) cannot guarantee the solution map fromḢ s x (R) to the Strichartz space to be compact. Indeed, it is easy to see that the norm inḢ s k x (R) is invariant under translations τ y , dilatations δ h and frequency modulations R t0 defined respectively by τ y ϕ(x) = ϕ(x − y), δ h ϕ(x) = 1 h 2/k ϕ x h and R t0 ϕ(x) = U (t 0 )ϕ(x). (1.12) Moreover, let (x n ) n∈N and (t n ) n∈N be sequences in R both going to infinity and (h n ) n∈N be a sequence in R * + going to zero. If ϕ is a non zero fixed element oḟ H s k x (R) then it is clear that (τ xn ϕ) n∈N , (δ hn ϕ) n∈N and (R tn ϕ) n∈N converge weakly to 0. However, for everyḢ s k x -admissible pair (p, q) (see (1.7)) the Strichartz norms of these sequences are all equal to D
. The same happens with
. Therefore, we cannot expect the solution map of equation (1.1) from the spaceḢ s k x (R) to the Strichartz spaces to be compact and indeed the above sequences are not relatively compact in the Strichartz spaces.
The failure of compactness also appears in the Sobolev embeddingḢ
and was clarified by Gérard [12] . The same problem in the context of dispersive equations have received a great deal of attention since the last decade. Inspired by [12] , Bahouri and Gérard [1] and Keraani [20] obtained analogous results related to the Sobolev-Strichartz estimates, respectively for the wave and Schrödinger equations. Roughly speaking, they proved that a sequence of solutions to the linear equation with bounded data in a certain homogeneous Sobolev space can be decomposed, up to a subsequence, into a sum of almost orthogonal concentrating waves and a rest which is small in the associated Strichartz norms. In the literature, this is referred as linear profile decomposition. We should also mention the works of Merle and Vega [26] and Bégout and Vargas [2] for the Schrödinger equation, Ramos [27] for the wave equation and Shao [28] for the critical KdV equation ((1.3) with k = 4), where Strichartz estimates at the lowest scales are considered and some refined Strichartz inequalities are needed.
In the spirit of Gérard [12] (see also [1, 20, 28] ) we prove that the transformations τ y , δ h and R t0 defined in (1.12) are the only responsible for the lack of compactness in the Airy-Strichartz estimates (1.11) and (1.6), with (p, q) satisfying (1.7) and k + 2 < p < ∞. More precisely, we prove the following linear profile decomposition result for the Airy equation in the critical homogeneous Sobolev spaceḢ 
for allḢ s k
x -admissible pair (p, q), with k + 2 < p < ∞, satisfying (1.7). Furthermore, the sequences of parameters have a pairwise divergence property:
Finally, for fixed J ≥ 1, we have the asymptotic Pythagorean expansion 
Since 3k/2 > k + 2, the relations (1. [22] ).
Our proof of Theorem 1.2 is based on the classical linear profile decomposition for the energy critical Schrödinger equation proved by Keraani [20] and also on the the ideas recently developed by Fanelli and Visciglia [8] in a general setting. We strongly used the hypothesis s k > 0, which holds for k > 4, and as consequence our arguments cannot be adapted for the L 2 -critical case k = 4 (note that s 4 = 0). As mention above, this case was already considered by Shao [28] and the main tool in his proof is a refined version of the Airy-Strichartz estimate (1.8) with k = 4. Here, we replace the Strichartz refinement by the inequality (2.30) below proved by Gérard [12] .
The profile decompositions has proven to be a powerful tool to study several different problems related to nonlinear dispersive equations. For instance, they can be useful in establishing the global well-posedness and scattering results for the Schrödinger and wave equations at critical regularity, see [15, 16, 23, 24, 30] . Another important applications was in the study of mass concentration phenomena near the blow up time for the mass critical Schrödinger equation, see [2, 21, 26] . It was also used to show the existence of maximizers for Sobolev-Strichartz inequalities related to the Schrödinger, wave and KdV equations, see for instance [5, 11, 25, 28, 29] and references therein.
In the present work, as an application of the linear profile decomposition stated in Theorem 1.2, we prove the existence of maximizers for inequalities (1.6) and (1.11) . This problem has attracted a lot of attention in the last few years for other Strichartz estimates, see for instance [4-6, 9, 11, 25, 28, 29] . Existence of maximizers for Strichartz inequalities associated with the Schrödinger equation in one dimension were first proved by Kunze [25] . Later, Foschi [11] showed the existence and uniqueness of maximizers for the Schrödinger propagator, and their exactly Gaussian format. Similar results were obtained through a different strategy by Hundertmark and Zharnitsky [14] ; see also Carneiro [6] for a generalization of their results. In the nonlinear setting, Duyckaerts, Merle and Roudenko [7] proved that the maximum of some L p norm in the time and space variables (related to the linear problem) is attained for a given small mass solution of the L 2 -critical nonlinear Schrödinger equation in general dimension. Moreover, in dimension one and two, they showed that the maximizer is unique and also obtained a precise estimate of the maximum. This was the first result showing the existence of a maximizer considering a nonlinear dispersive equation. For the wave equation, Bez and Rogers [4] succeed in characterizing the best constant of the Strichartz inequality and also the shape of maximizers in dimension five. The shape of the maximizers remains an open problem for all Airy-Strichartz inequalities and we only consider the existence of maximizers in the present work. Our first result in this direction is related to the Airy-Strichartz inequality (1.6). Theorem 1.4. Let k > 4 and (p, q) be anḢ
being the sharp constant.
It's worth mentioning that the above theorem also guarantee the existence of maximizers for the Airy-Strichartz inequality (1.8) . This inequality in the critical case k = 4 was studied by Shao [28] . His work is based on the asymptotic embedding of a NLS solution to an approximate critical gKdV solution obtaining a dichotomy result. The main result in [28] states that there exists either a maximizer for (1.8) (with k = 4) or a function φ ∈ L 2 x with φ L 2 = 1 and a sequence (a n ) n∈N with |a n | → ∞ such that the sequence of translations e i(·)an φ has Strichartz norm converging to the sharp constant. Our result in Theorem 1.4 can be viewed as an extension of Shao's result since it removes the dichotomy, when k > 4, and give a positive answer for the existence of maximizers also for a general class of Strichartz type inequalities associated to the Airy equation.
The next result is concerned with the Airy-Strichartz inequality (1.11). To the best of our knowledge, this is the first result in the literature about the existence of maximizers for Strichartz estimates interchanging the position of the variables x, t.
It should be pointed out that existence of maximizers for Sobolev-Strichartz inequalities associated to a general class of propagators were studied by Fanelli, Vega and Visciglia [9] . In this paper, the authors give a unified proof which involves a large class of examples of propagators. Indeed, the authors proved the existence of maximizers for Sobolev-Strichartz estimates from homogeneous Sobolev spacė H s (R), with s > 0, to spaces L r x,t . Our result in Theorem 1.4 is more general since we obtain the existence of maximizers for anisotropic Strichartz estimates in spaces L p t L q x , for general couples (p, q) satisfying (1.7) with k + 2 < p < ∞. Moreover, Theorem 1.5 also deals with the anisotropic Strichartz space L 5k/4 x L 5k/2 t . This paper is organized as follows. In the next section we introduce some notation and prove the linear profile decomposition result stated in Theorem 1.2. Next, in section 3, we present the proof Theorems 1.4 and 1.5.
Profile Decomposition inḢ
We start this section by introducing the notation used throughout the paper. We use c to denote various constants that may vary line by line. Given any positive numbers a and b, the notation a b means that there exists a positive constant c such that a ≤ cb, with c uniform with respect to the set where a and b vary. We also use the notation a n = o(1) as n → ∞ to denote the limit lim n→∞ a n = 0.
The
If necessary, we use subscript to inform which variable we are concerned with. The mixed norms
with the usual modifications when p = ∞ or q = ∞.
The spatial Fourier transform of f (x) is given bŷ
For a general function σ in R, we define the Fourier multiplier σ(D) by
We shall also define D s x to be the Fourier multiplier with symbol |ξ| s . In this case, the norm in the homogeneous Sobolev spaceḢ s (R) is given by
Next, we recall some notations and results introduced by Gérard [12] .
Remark 2.2. Note that if f is h-oscillatory and g is h-singular, then Plancherel's inversion formula and Cauchy-Schwartz inequality yield
which implies that f and g are orthogonal in the sense that
Moreover, if f is a bounded sequence in L 2 (R) and h-oscillatory with respect to a scale h, then f is h-singular for every scale h orthogonal to h.
The following result, obtained by Gérard [12, Theorem 2.9] , is closely related to the above notations. It provides a decomposition of a bounded sequence in L 2 (R) into a sum of oscillatory functions plus a singular error. This error goes to zero in an appropriate norm when the number of terms in the oscillatory sum goes to infinity.
Then, there exists a subsequence, which we still denote by
is the Besov norm defined 1 by
Next, we prove a profile decomposition result for 1-oscillatory bounded sequence inḢ s k x (R). Later, the general case stated in Theorem 1.2 will be reduced to this one using Gérard's result in Proposition 2.3.
Moreover, the sequence D
22)
for allḢ 23) and, for fixed J ≥ 1
Proof. First of all, by inequality (1.6), we have 25) and 
where (p, q) is anḢ s k x (R)-admissible pair satisfying (1.7) and θ = (k + 2)/p ∈ (0, 1), since p > k + 2. Hence, to obtain the desired result it is sufficient to show that lim sup
x . In the sequel, we follow the idea introduced by Fanelli and Visciglia [8] (see also Bahouri and Gérard [1] and Keraani [20] ). We construct the desired sequences iteratively as follows. Let
n S = 0 and the proof is completed. Suppose now A 1 > 0, without loss of generality we can assume U (t)u n S ≥ 2A 1 for all n ∈ N. By definition of S, there exists a sequence of times (t
Define the sequences of functions 
this is a consequence of the following inequality proved by Gérard [12, estimate (4.19 
= 0, which, in view of (2.28) and (2.29), is a contradiction with A 1 > 0. Moreover, by definition, there exists a sequence of translations (x 1 n ) n∈N , such that up to a subsequence
In particular
We also have that the sequence (D
denote the multiplier operator with symbol σ R = 1 {|ξ|≤1/R}∪{|ξ|≥R} . Applying this operator to the both sides of (2.32) and arguing as in (2.33) we obtain
for every R > 0. Next, we define
Here again, the only case we need to consider is A 2 > 0, otherwise we are done.
Repeating the above procedure, with u n replaced by W 1 n we can find a sequence of times (t 2 n ) n∈N , a sequence of centers (x 2 n ) n∈N and a function ψ 2 ∈Ḣ
Moreover, in view of the relation (2.33), the sequence φ 2 is bounded inḢ
n ) (2.37) and note that (2.35) yields
as n → ∞. Therefore, combining (2.33) and (2.38), we have
Moreover, relations (2.32) and (2.37) yield the decomposition
If not, by compactness we can assume
Using the relation (2.31) and the assumption thatx andt are finite, the first line of the above expression converges weakly to 0, as n → ∞. On the other hand, by (2.35), the last line converges weakly to ψ 2 (x) = 0, as n → ∞, which is a contradiction.
Next, we construct the functions ψ j ∈Ḣ s k x (R), j > 2 by induction. Indeed, let J > 2 and assume there exists sequences of times (t x (R), such that for every j ∈ {1, . . . , J − 1} we have
where W 0 n = u n and the sequence (D
as n → ∞. Moreover, the sequences (φ j n ) n∈N are bounded inḢ
In addition, the functions u n can be written as
Next, we prove conditions (2.23) and (2.24) for j, k ∈ {1, . . . , J}. First, by induction hypothesis (2.23) holds for j, k ∈ {1, . . . , J − 1} and hence by definition we have
Therefore, applying the operator U (t j n ) and the shift x j n , we obtain
The difference of the first two terms on the right-hand side of the last equation goes to zero weakly inḢ s k x (R) by (2.40), and the same happens with the summation term by our induction hypotheses. Hence,
as n → ∞. On the other hand, we have the following identity x (R), as n → ∞, which is a contradiction with (2.43).
Next, we turn to the proof of (2.24). Recall that
Finally, we consider the smallness property (2.22) . Recall from the beginning of the proof that it is sufficient to prove (2.27). First, we observe that
by (2.24). Now, fix ε > 0, using the fact that (u n ) n∈N is bounded inḢ
x (R) for every j ∈ N, we can apply inequality (2.30) to deduce that for every j ≥ J(ε)
for some constant c > 0 independent of ε and j ≥ J(ε). Thus, using inequality (2.41) we conclude (2.22).
Remark 2.5. Let v n (x, t) = U (t)u n (x). The last proposition gives us the following decomposition
v n (x, t) = J j=1 U t − t j n ψ j x − x j n + U (t)W J n (x),
satisfying the relations (2.22), (2.23) and (2.24).
Now, we are in position to prove the general profile decomposition inḢ
Proof of Theorem 1.2. We follow closely the proof of Theorem 1.6 from Keraani's work [20] . By assumption (D
x (R). Applying Proposition 2.3 to this sequence, we obtain a family of positive orthogonal scales (h j ) j∈N satisfying (2.19) and a family (g j ) j∈N of bounded functions inḢ Furthermore, the following asymptotic Pythagorean expansion holds for every J ≥ 1
Applying the propagator {U (t)} t∈R in both sides of equality (2.45) we obtain a decomposition of v n (x, t) = U (t)u n (x) satisfying
Moreover, since {U (t)} t∈R is unitary inḢ s k x (R), in view of (2.47), we also have for every J ≥ 1 and t ∈ R v n (·, t)
Next, we prove the smallness of the remainder
x . This is based on the following refined Sobolev inequality proved by Shao [29] (see also Gérard, Meyer and Oru [13] and Keraani [20] ).
Lemma 2.6. [Shao [29, inequality (4.1)]] For any
In particular, for space dimension one and
is a solution of the linear equation (1.1) it is clear that
is also a solution of the same equation, where σ k = 1 {2 k ≤|ξ|≤2 k+1 } . Using again that {U (t)} t∈R is a unitary group inḢ
(2.51)
Putting together (2.46) and (2.51), we conclude that
Now, applying (2.50) to U (t)R J n (x) and using (2.47) we have lim sup
Therefore the limit (2.52) yields lim sup
Moreover, arguing as in the beginning of the proof of Proposition 2.4, we also have
for allḢ
Since the sequence (D
For every j ≥ 1 we apply Remark 2.5 to the sequence (Ψ j n ) n∈N . Therefore, using a diagonal extraction and passing to a subsequence if necessary, we obtain a family (ψ (j,α) ) α∈N and a family (y
From (2.54) we have
, and hence, we deduce that
) n∈N is 1-oscillatory, and therefore (D
) n∈N is h j -oscillatory. Hence, the last equation, (2.55) and (2.48) yield
Next, we enumerate the pairs (j, α) by m satisfying m(j, α) < m(l, β) if j + α < l + β or j + α = l + β and j < l. (2.57)
We first consider the asymptotic Pythagorean expansion (1.15). Combining (2.49) and Remark 2.5 we conclude that
where we have used Remark 2.2, the fact that (D
Next, we prove that the family ((h 57) ) is pairwise orthogonal in the sense that relation (1.14) holds. We have two possibilities.
First, if
where we have used the relations (2.56). Therefore, the right hand side of (2.59) goes to infinity, as n → ∞, by (2.23). Finally, we consider the smallness of the remainder in the Strichartz norm (1.13). We start with theḢ Let ε > 0. By the limit (2.53) with p = q = 3k/2, there exists
Moreover, by Remark 2.5, for all J ≥ J 0 , there exists B J such that for all A j ≥ B J and each j ∈ {1, . . . , J}
Now, we decompose the remainder w (J,A1,...,AJ ) n in the following way
where r
Using the expression (2.55), we can rewrite the last identity as follows
From inequalities (2.61) and (2.62) we infer that
We claim that
(2.64) Assuming the claim for a moment, we can use the Strichartz estimate (1.8) to obtain
where the constant c > 0 is independent of j, α, A j . By relation (2.58), the se-
is convergent and since 3k/4 > 1 for k ≥ 4, the series
also converges. Thus, the right hand side of (2.65) can be taken sufficiently small if inf 1≤j≤J {J, j +A j } is large enough. Combining this information with inequality (2.63) we conclude
for inf 1≤j≤J {J, j + A j } large enough, which implies the limit (2.60). Now we consider the smallness of the remainder in the Strichartz norm (1.13), for everyḢ s k x -admissible pair (p, q) satisfying (1.7), with k + 2 < p < ∞. Indeed, arguing as in the beginning of the proof of Proposition 2.4 interpolating (1.8) and (1.10) if k + 2 < p < 3k/2 or interpolating (1.8) and (1.9) if 3k/2 < p < ∞ we obtain the desired conclusion (1.13).
To complete the proof, it remains to prove the claim (2.64). Since the family
To simplify the notation, let
It is clear that
Moreover, a simple computation shows
We will need the following elementary inequality (see Gérard [12] )
for all p ∈ [2, ∞). Hence, combining (2.69) and (2.70), we obtain
Next, we prove that the right hand side of the last inequality goes to zero as
. . , J} are continuous and compactly supported. If (2.71) holds, without loss of generality, we assume
as n → ∞ (the other case is analogous). Equation (2.68) and the change of variables
, where
In the last line we have used the fact that D 2/3k x V j , j ∈ {1, . . . , J} are continuous and compactly supported. By (2.73), the last term of the above inequality goes to zero as n → ∞.
Next, assume that (2.72) holds. Since h j n = h l n for all n ∈ N in this case, the same computations yield
. . , J} are continuous and compactly supported, in view of (2.72), we can apply the Lebesgue's Dominated Convergence, to conclude that the last line of the above inequality goes to zero as n → ∞. Therefore, we have 
t,x when ǫ goes to zero. Then, from (2.68) we conclude that
Hence, the convergence when ǫ goes to zero of the first term on the left-hand side of the last equation is uniform in n. Also, since D 2/3k x V j ǫ is continuous, and compactly supported we have
Finally, taking the limit ǫ → 0, interchanging the order of the limits and using (2.74) we complete the proof of Theorem 1.2. we have
Existence of Maximizers
We start this section with the following auxiliary lemma. and (p, q) be a pair satisfying (1.7) with k + 2 < p < ∞. Then, for all J ≥ 1, 76) where B = min{p, q}. Also,
Lemma 3.1 is similar to Lemma 5.5 from [2] , Lemma 1.6 from [29] , Lemma 5.1 from [28] , and Lemma 3.11 from [5] . It follows from Remark 2.7 and arguments similar to the ones used in the proofs of the just mentioned Lemmas, which we present here for the readers convenience.
Proof of Lemma 3.1.
Again, we use the notation (2.66) and (2.67). Hence,
We first consider the term II j . Since q , we apply Hölder's inequality to obtain
Next, we study the term I j . Set s as the greatest integer less or equal than q − 2. Hence, 0 ≤ q − 2 − s < 1 and for j = 1, . . . , J
As a consequence, where
First note that a simple computation yields
Next, we observe that if q − s ≤ s, then for j = 1, . . . , J, k = j we use Hölder's inequality to obtain
On the other hand, if q − s > s another application of the Hölder's inequality yields
Now, note that the sum of the terms Ib is over the s-tuples (k 1 , . . . , k s ) such that at least two k ′ i s are different (if s are equal to 0 or 1 the result is trivial). Without loss of generality we assume k 1 = k 2 . Since q/p = 2/p + (q − s)/p + (s − 2)/p and 1 = 2/q + (q − s)/q + (s − 2)/q, for j ∈ {1, . . . , J} and (k 1 , . . . , k s ) with k 1 = k 2 , we have by Hölder's inequality Taking the limit n → ∞ in inequalities (3.78), (3.81)-(3.84), using Remark 2.7, identity (3.80), the Strichartz inequality (1.6), and the fact that ψ j is bounded inḢ s k by (1.15), we obtain (3.76). The above arguments with straightforward modifications, and inequality (1.11) yield (3.77).
Next, we obtain the existence of maximizers for the Airy-Strichartz inequalities (1.6) and (1.11), respectively. 
x and (h j n , x j n , t j n ) j∈N be sequences associated to (u n ) n∈N according to Theorem 1.2. Hence, given ǫ > 0 there exists N 0 ∈ N such that for n, J > N 0 
where we have used inequalities (3.85)-(3.88) to obtain the last estimate. Now, set j * ∈ {1, .., J} as the smallest index such that
Hence, the last inequality, and Strichartz estimate (1.6) yield Here we used (3.86) to obtain the last two inequalities. We now claim that j * is independent of J for sufficiently large J (or equivalently ǫ sufficiently small). Indeed, from (3.86) we have Finally, we observe from (3.89) and Strichartz estimate (1.6) that for sufficiently small ǫ
Taking ǫ → 0 we conclude that
Proof of Theorem 1.5. This result follows from arguments similar to the ones used in the proof of Theorem 1.4 and inequalities (1.11) and (3.77).
