The Multilevel Ant Stigmergy Algorithm (MASA) is a new approach to solving multi-parameter problems based on stigmergy, a type of collective work that can be observed in nature. In this paper we evaluate the performance of MASA regarding its applicability as numerical optimization techniques. The evaluation is performed with several widely used benchmarks functions, as well as on an industrial case study. We also compare the MASA with Differential Evolution, well-known numerical optimization algorithm. The average solution obtained with the MASA was better than a solution recently found using Differential Evolution.
Introduction
Numerical optimization is important in decision science and in the analysis of physical systems. An important step in optimization is the identification of some objective, i.e., a quantitative measure of the performance of the system. This objective can be any quantity or combination of quantities that can be represented by a single number. The objective depends on certain characteristics of the system called parameters, which are often restricted or constrained in some way. Furthermore, the parameters can have either continuous or discrete values. Our goal is to find values of the parameters that optimize the objective. Depending on the type of parameters, we distinguish between continuous optimization [1] and discrete optimization [2] .
There is no universal optimization algorithm to solve such optimization problems. Many of the problems arising in real-life applications are NP-hard. Hence, one usually solves large instances with the use of approximate methods that return near-optimal solutions in a relatively short time. Algorithms of this type are called heuristics. The upgrade of a heuristic is a metaheuristic [3] : a set of algorithmic concepts that can be used to define a heuristic method applicable to a wider set of different problems. A particularly successful metaheuristic is based on stigmergy.
Stigmergy is a method of communication in decentralized systems in which the individual parts of the system communicate with one another by modifying their local environment [4] . It provides a new paradigm for developing decentralized complex applications such as autonomous and collective robotics [5] , communication in computer networks [6] , multi-agent systems [7] , optimization algorithms, etc.
In this paper, we introduce a new stigmergy-based approach inspired by colony of real ants. Ants communicate with one another by laying down pheromones along their trails, so an ant colony is a stigmergic system. Ant colony metaheuristic is usually used for solving (discrete) combinatorial optimization problems [8] , but we will show a successful implementation on numerical multi-parameter optimization problem which is often solved by algorithms for continuous optimization.
Multi-parameter optimization is the process of finding the point in the parameter space P = {p 1 , p 2 , . . . , p D } where a cost function f (P) is minimized according to the feasible set Ω of parameters p i , i = 1, 2, . . . , D, that satisfy the constraints. Very often this cost function contains information about the problem target and the constraints that the solution has to meet (constrained optimization). These constraints define the region of the design space where the solution has to be comprised -called the feasibility region. Optimizing a multi-parameter function is usually a continuous problem.
Multilevel Ant Stigmergy Algorithm
The Multilevel Ant Stigmergy Algorithm (MASA) [9] is a new approach to solving multi-parameter optimization problems. It is based on stigmergy, a type of collective work that can be observed in ant colonies. MASA consists of five phases (see Fig. 1 graph G = (V, E) with a set of vertices
and set of edges between the vertices
where D represents the length of the longest path in the search graph, which equals the number of parameters, and n d represents the number of discrete values of a parameter p d . In this way, the multi-parameter optimization problem is transformed into a problem of finding the cheapest path in the search graph. Physical limitation of the graph size is determined by computer's RAM size; in 32-bit environment this means 10 6 vertices and in 64-bit environment 10 15 vertices.
2.
Coarsening. The search graph is coarsened to a predetermined size. Coarsening is done by merging two or more neighboring vertices into one vertex; this is done in L iterations (we call them levels ℓ = 1, 2, . . . , L). Let us consider coarsening from level ℓ to level ℓ + 1 at a distance d. Here
is a set of vertices at level ℓ and distance d of the search graph G , where 
Each subset is defined as follows:
. . .
} is the set of vertices at distance d at level
is selected on some predetermined principle. For example, random pick, the most left/right/centered vertex in the subset, etc. The outline of the coarsening pseudo code from
is as follows:
Here the algorithm applies the optimization procedure based on ant-colony optimization [10] (loop 4.1 in Fig. 1 ). All ants simultaneously start from the starting vertex. The probability of choosing the next vertex depends on the amount of pheromone in the vertices. More specifically, ant
} with the probability given by: 
The whole procedure is then repeated until some ending condition is met.
4.
Refinement. The coarsened graph is refined by one level. Because of the simplicity of the coarsening, the refinement itself is very trivial. Let us consider refinement from level l to level l − 1 at distance d. The outline of the refinement pseudo code is as follows:
EndFor EndFor All vertices created from one vertex have the same amount of pheromone as the original one. When refinement is done, the optimization phase continues. These two phases are repeated until the graph is expanded to its original size and the optimization performed on every level of the expansion.
5. Local optimization. This phase performs the steepest-descent local optimization (LO) on the currently best solution until a local minimum is found. Local optimization is optional, but usually significantly contributes to the quality of solutions.
Differential Evolution
Evolutionary Algorithms (e.g., CMA-ES [11] ), the Particle Swarm Optimization [12] , and Differential Evolution (DE) [13] are very popular numerical optimization procedures. The results reported in [14, 15] show that DE generally outperforms the other algorithms. Therefore, we decided to compare the MASA with DE.
Differential evolution is the stochastic, population-based optimization algorithm. It was introduced by Storn and Price [13] and was developed to optimize the real (float) parameters of a real-valued function. DE resembles the structure of an evolutionary algorithm, but differs from traditional evolutionary algorithms in its generation of new candidate solutions and by its use of a "greedy" selection scheme. The basic idea of DE is outlined in Fig. 2 .
The candidate is calculated as a weighted sum of three randomly chosen individuals, that are different from the parent. Only then does the parent participates in the creation of the candidate -the candidate is modified by a crossover with its parent. Finally, the candidate is evaluated and compared to the parent. The candidate replaces the parent in the population, only if it is better than the parent. The described procedure (loop 2.1 in Fig. 2 ) is repeated for all the parent individuals from the population. When it is finished the individuals from the population are randomly enumerated and the procedure is repeated. 
Performance Evaluation
In this section we analyze the performance of the MASA and compare the MASA to DE. The evaluation is performed on a set of numerical benchmark functions and in designing optimal universal electric motor rotor and stator geometries where the primary objective is to minimize the motor power losses. 
Benchmark functions
The global minimum of functions f Sp , f Gr , f Ra , and f Ro is exactly zero, while for f Kr and f Kr we set constants so that the global minimum is as close to zero possible, see Table 1 . 
We ran the MASA and DE 30 times on each experiment. The number of maximum function evaluations per experiment was set to 500,000.
For the MASA the number of ants was 10, the ending condition for each level was "no best solution found for last 50 iterations" and the coarsening was implemented by merging two vertices into one. The DE algorithm has three parameters, which were set to the following values: the population size was 50, the crossover constant was 0.8, and the scaling factor was 0.5.
The evaluation results of the MASA and DE are presented in Table 2 , where the best and the average solutions obtained in 30 runs are shown for each experiment. The standard deviation of the solutions and the average number of function evaluations per experiment are also included in the table. We can see that on almost all functions and dimensions the MASA found an optimal or near-optimal solution. The only function where the MASA performed worse was f Ro . The main reason for this is that the first expression (100(x i+1 − x 2 i ) 2 has two global minima at x i = 0 and x i = 1, i = 1, 2, . . . , D, while the second expression (x i − 1) 2 has only one global minimum at x i = 1. The x 2 i in the first expression prefers x i = 0 over x i = 1. Since the first expression dominates over the second, the MASA is at first mislead into solution x i = 0, from where it can slowly move toward the global minimum at x i = 1, i = 1, 2, . . . , D. Furthermore, for DE we can see that for f Sp and f Gr return near optimal results for all dimensions; for f Ra and f Kr return near optimal results only for N = 5; for f Ro return near optimal results for N < 50; for f Kr DE do not produce any good results in 500,000 evaluations.
A convergence comparison of the MASA and DE on high-dimensional functions can be seen in Fig. 3 and Fig. 4 . We observe, with exception of f Ro , that the MASA outperforms DE.
Electric motor design
The efficiency of an universal electric motor (UM) can be improved by reducing the power losses in the motor that originate in the iron and the copper. An approach to reducing the power losses is to optimize the geometry of the rotor and the stator. Due to the high magnetic saturation of the iron in a UM, this optimization task is non-linear. In our case, 10 mutually independent variable parameters defining the rotor and stator geometry are subject to optimization (D = 10). Predefined discrete step for all parameters is ∆ = 0.1 mm. The optimization task is to find the geometry parameter values that would generate the rotor and stator geometry with minimum power losses.
The MASA was run 20 times. On each run the algorithm coarsened the graph to level L = 7, and on each level of optimization we let 200 ants down the graph. So, overall the algorithm made 1400 evaluations (calculated with the ANSYS finiteelement program) on each run. At the end, LO was applied, which required, on average, an additional 116.25 evaluations. The time required for a run was approximately one day on an Athlon XP 1800+ processor. Almost all the time is consumed by the solution evaluations.
The DE starts with a popSize = 20 initial solutions that are random perturbations of a predefined engineering solution. The stopping criterion was set to 1400 solutions, parameters were set to the following values: CR = 0.9, and F = 0.5.
The results (see Table 3 ) show that the MASA outperforms the DE and significantly improves the engineering design of the UM rotor and stator. In six out of 20 runs, MASA was able to find geometry parameter values resulting in power losses under 120 W. In the remaining 14 runs it performed comparably to DE. The best rotor and stator geometry obtained in numerical optimization experiments generates power losses of 111.1 W. It was found by MASA with LO, and is presented in Fig. 5 . These laminations have a large rotor and stator slots, and therefore low copper losses and overall power losses. The difficulty with this design is however in the strange dimensions of the stator pole. Its narrow middle part makes it unacceptable for production. This outcome is due to the settings in the simulation script used. It could be modified by inserting additional constraints on the stator geometry. Once they are specified, a new optimization cycle will be necessary. At this stage, however, the goal of our study is to check for possible improvements of the engineering UM design and compare the optimization methods on this problem [16] . 
Conclusions
In this paper, we presented a new approach to solving numerical problems based on stigmergy, a type of collective work that can be observed in an ant colony. We proposed a general approach for the translation of a multi-parameter problem into a search graph representation. Each longest path in the graph represents one possible solution, and all longest paths together represents the whole solution space of the multi-parameter problem. For an efficient search of the solution space we used a multilevel approach. We call this approach the Multilevel Ant Stigmergy Algorithm.
We evaluated the performance of the Multilevel Ant Stigmergy Algorithm and Differential Evolution in terms of their applicability as numerical optimization techniques. First, the comparison is performed with several widely used benchmarks functions (Sphere, Griewangk, Rastrigin, Rosenbrock, and Krink). It was determined that for lower-dimension functions the performance was comparable, while for higher dimensions the Multilevel Ant Stigmergy Algorithm outperformed Differential Evolution in all functions with the exception of one. Second, both methods was tested on a real industrial problem: the minimization of the power losses in a universal electric motor. The average solution obtained with the Multilevel Ant Stigmergy Algorithm was better than a solution recently found using Differential Evolution.
