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UNIQUENESS OF POSITIVE SOLUTIONS OF A n-LAPLACE EQUATION IN A
BALL IN Rn WITH EXPONENTIAL NONLINEARITY
ADIMURTHI, KARTHIK A, AND JACQUES GIACOMONI
Abstract. Let n ≥ 2 and Ω ⊂ Rn be a bounded domain. Then by Trudinger-Moser embedding,W 1,n0 (Ω) is
embedded in an Orlicz space consisting of exponential functions. Consider the corresponding semi linear n-
Laplace equation with critical or sub-critical exponential nonlinearity in a ball B(R) with dirichlet boundary
condition. In this paper, we prove that under suitable growth conditions on the nonlinearity, there exists
an γ0 > 0, and a corresponding R0(γ0) > 0 such that for all 0 < R < R0, the problem admits a unique non
degenerate positive radial solution u with ‖u‖∞ ≥ γ0.
1. Introduction
Let B(R) ⊂ Rn be the ball of radius R with center at the origin and 1 < p ≤ n with f ∈ C0[0,+∞).
Consider the following problem{
− div(|∇u|p−2∇u) = f(u) in B(R)
u = 0 on ∂B(1), u > 0 in B(R).
(1.1)
Existence of a solution to Problem (1.1) has been studied extensively under the banner of Emden-Fowler
type equations or Yamabe type equations. In this paper we make some progress regarding the question of
uniqueness.
History for p = 2. Let λ > 0 and define
f(u) =
{
ur + λu if n ≥ 2 and 1 < r <∞
λ h(u)eu
q
if n = 2 and 1 ≤ q ≤ 2,
(1.2)
where h ∈ C1(0,∞) with h(0) = 0 and is of lower order growth than eu
q
. In this context, H. Brezis raised
the following question:
“Does (1.1) admit utmost one solution?”
From Gidas-Ni-Nirenberg [10], we know that any solution of (1.1) with p = 2 is radial. Using this
and by scaling argument when λ = 0, in [10], it was proven that (1.1) with p = 2 admits utmost one
solution. When λ 6= 0, their approach fails to yield uniqueness. Using the Pohozaev’s identity for n ≥ 2
and r < ∞, the uniqueness question was answered in [5, 9, 12, 16, 15]. In [9, 17], the authors used the
Pohozaev’s identity in an ingenious way to obtain uniqueness for a wide class of nonlinearities f(u).
Next, consider the case when n = 2 and the nonlinearity is of exponential type. If f(u) = ueu, then
uniqueness was proved in [2, 17]. In [17], they again made use of Pohozaev’s identity, though unfortunately,
their technique cannot be extended if q > 1. Hence the question remained:
“What happens if n = 2 and 1 < q ≤ 2 ?”
In this paper we try to answer the uniqueness by adopting the linearization technique from [2] and the
asymptotic analysis of Atkinson-Peletier [7, 11] (see also Volkmer [18]). Under suitable conditions
on f we show that there exists a λ0 > 0 such that for p = n, 0 < λ < λ0, q ∈ (1,
n
n− 1
] and ‖u‖∞ >
’some large quantity’, the radial solutions of (1.1) are unique and nondegenerate. For the existence and
nonexistence of positive solutions see [1, 3].
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Hypothesis 1. Let f ∈ C[0,∞) ∩C3(0,∞) with f(u) > 0 for u > 0. Let a > 0, λ > 0, ρ ∈ C3(0,∞) and
1 < q ≤
n
n− 1
be such that
f(u) = λeg(u), g(u) = auq + ρ(u).(1.3)
Let ρ(k) denote the k-th derivative of ρ. Assume that there exist 0 < α ≤ 1, β > 0 such that
f(s)− f(0) = O
(
sβ
)
as s→ 0+
f ′(s) = O
(
s−1+α
)
as s→ 0+.
(1.4)
Now the following assumptions will be stated as and when they are used in the theorems:
(H1) lim
γ→∞
ρ(k)(γ)
γq−k
= 0 for k ∈ {0, 1, 2, 3}.
(H2) There exists a b ∈ R such that
lim
γ→∞
g(γ) −
(
n− 1
n
)
γg′(γ) ≥ b
(H3) lim
γ→∞
g′(γ)
g′′(γ) [log g′(γ)]4
(
g′(γ)− (n− 1)γg′′(γ)
)
=∞.
Here g′, g′′ denote the first and second derivatives of g.
We now have the following main result:
Theorem 1.1. Assume f satisfies (H1) and (H3) from Hypothesis 1 and that there exists a p ≥ 0 and a
constant Cp 6= 0 such that
lim
u→0+
f(u)
up
= Cp.(1.5)
Then there exists a λ0 > 0, γ0 > 0 such that for all λ ∈ (0, λ0)

− div(|∇u|n−2∇u) = λf(u) in B(1),
u > 0, u radial in B(1),
u = 0 on ∂B(1),
(1.6)
admits a unique solution satisfying ‖u‖∞ > γ0. Furthermore, the solution is non degenerate.
Remark 1.2. By integration, (H1) and (H3) of Hypothesis 1 implies (H2). In fact, one can find γ0 > 0,
M > 0 and a constant c ∈ R such that for all γ ≥ γ0, we have the estimate
g(γ) −
(
n− 1
n
)
γg′(γ) ≥M(log γ)5 + c.
It is easy to see in the subcritical case, that is when 1 < q <
n
n− 1
, (H3) of Hypothesis 1 always holds.
The question now remains if one can remove the hypothesis (H3)!
First consequence of Theorem 1.1 is that large solution coincides with the solution obtained by the
moutainpass lemma and we have the following Corollary:
Corollary 1.3. Assume that the hypothesis in Theorem 1.1 are satisfied. Then there exists λ0 > 0 and
γ0 > 0 such that for all λ ∈ (0, λ0), solutions to (1.6) satisfying ‖u‖∞ > γ0 has a Morse index equal to
one.
Examples. We give some examples of f that satisfy conditions in Hypothesis 1.
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(i) Let f(u) = upeu
q
, 0 ≤ p <∞, then we have
g(γ) = γq + p log(γ), ρ(γ) = p log(γ),
g(γ)−
(
n− 1
n
)
γg′(γ) =
(
n− 1
n
)
γq
(
n
n− 1
− q
)
+ p log(γ)−
p(n− 1)
n
g′(γ)− (n− 1)γg′′(γ) = (n− 1)qγq−1
(
n
n− 1
− q
)
+
pn
γ
.
Therefore, if 1 < q ≤
n
n− 1
, we see that (H1) and (H2) of Hypothesis 1 is satisfied. If 1 < q <
n
n− 1
,
then (H1), (H2) and (H3) are satisfied, but when q =
n
n− 1
, (H3) is not satisfied.
(ii) Let f(u) = λupeu
q+βu with β > 0. In this case, (H1), (H2) and (H3) are satisfied for 1 ≤ q ≤
n
n− 1
.
From the Picone’s Identity [6], assuming (1.5), there exist a λ1 > 0, γ1 > 0 such that (see Lemma 2.1):
• If 0 ≤ p < n− 1, then for λ ∈ (0, λ1), there exists a solution u of (1.6) with ‖u‖∞ < γ1.
• If p ≥ n− 1, then for λ ∈ (0, λ1), there does not exist a solution with ‖u‖∞ < γ1.
Hence by plotting the solution curve ‖uλ‖∞ with respect to λ, we have the following diagrams.
0 ‖uλ‖∞
λ
γ1 γ0
Case 0 ≤ p < n− 1.
0 ‖uλ‖∞
λ
γ0
Case p = n− 1.
0 ‖uλ‖∞
λ
γ0
Case p > n− 1.
Remark 1.4. We now recall the Trudinger-Moser imbedding [13]: let Ω ∈ Rn be a bounded open set, then
the Trudinger-Moser imbedding says
A = sup
u∈W 1,n0 (Ω)
‖u‖≤1
∫
Ω
e(nω
1
n−1
n )|u|
n
n−1
<∞,
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where ωn = volume of S
n−1 and nω
1
n−1
n is the best constant. It was shown by Carleson-Chang [8] that
if Ω is a ball, then A is achieved by a radial function u0 ∈W
1,n
0 (Ω) with u0 > 0 satisfying the equation

− div(|∇u0|
n−2∇u0) = λ0u
1
n−1
0 e
(nω
1
n−1 )u
n
n−1
0 in Ω,
u0 > 0, u0 radial in Ω,
u0 = 0 on ∂Ω,
(1.7)
for some λ0 > 0.
Conjecture. Maximizers are unique!
In case of n = 2, if one can show that (1.6) admits utmost one solution for all λ > 0, then the above
conjecture is positively answered.
Remark 1.5. In [4], the following singular Trudinger Moser Imbedding has been shown:
sup
‖u‖
W
1,p
0
(Ω)
≤1
∫
Ω
eα|u|
n
n−1
|x|β
<∞,
holds if and only if α and β satisfy
α
δn
+
β
n
≤ 1 where δn := nω
1
n−1
n .
In view of this, consider the following singular semilinear equation

− div(|∇u|n−2∇u) = λ
f(u)
|x|β
in B(1),
u > 0, u radial in B(1),
u = 0 on ∂B(1).
(1.8)
We now have the following theorem concerning the singular Trudinger-Moser embedding:
Theorem 1.6. Assume that β < n and f satisfies all the conditions in Hypothesis 1, then there exists a
λ0 > 0 and γ0 > 0 such that for all λ ∈ (0, λ0), (1.8) admits a unique solution u provided ‖u‖∞ ≥ γ0.
We now give the plan of the paper: The paper is divided into four parts; In Section 2, using the Sturm’s
transformation, we reduce the problem to an initial value problem starting at ∞. By shooting argument,
we rephrase Theorem 1.1 into the behaviour of first zero of the solution with respect to the initial condition
as in [7]. We state two theorems without proof which deals with the asymptotic behaviour of the first zero
and its derivative with respect to the initial data. Then we deduce the proof of Theorems 1.1 and 1.6.
In Section 3, we prove the asymptotic behaviour of first zero of the solution. Basically, this is in the
Atkinson-Peletier [7] analysis for general γ. Here we make use of the ideas from [18] to obtain finer
estimates. Since some of the estimates are used in the proof of the theorem and we were unable to find
exact references, we will give the complete proof.
In Section 4, we prove the asymptotic behaviour of the derivative of the first zero with respect to the
initial data using a new identity. This is much more delicate. The proof of the Theorem 1.1 follows from
this finer asymptotic behaviour which will be given at the end.
2. Proof of Theorem 1.1.
First we reduce the problem into an initial value problem as follows: Let R > 0 and define v(x) = u
( x
R
)
,
then, for |x| < R, v satisfies:
− div(|∇v|n−2∇v) = −
1
Rn
div(|∇v|n−2∇v)(
x
R
) =
λ
Rn
f(v).
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Choosing R = λ
1
n , we see that v satisfies

−(rn−1|v′|n−2v′)′ = f(v)rn−1 in (0, R),
v > 0 in (0, R),
v′(0) = v(R) = 0,
(2.1)
where v′ denotes the derivatives of v with respect to r := |x|. Hence, for r > 0, consider the following
initial value problem: {
−(rn−1|w′|n−2w′)′ = f(w)rn−1,
w(0) = γ,w′(0) = 0.
(2.2)
We denote by R(γ) to be the first zero of w defined by
R(γ) = sup{r : w(s) > 0 for all s ∈ [0, r]}.
Let v(0) = γ, then (2.1) and (2.2) are related by w(0) = γ, R(γ) = R, v(r) = w(r) and
R(γ) = λ
1
n .
Hence the existence and uniqueness of solutions (1.7) are related to studying the behaviour of γ 7→ R(γ).
Denote the solution of (2.2) by w = w(r, γ) and now consider the Sturm’s change of variables:
r = ne−
t
n , y(t, γ) = w(r, γ), R(γ) = ne−
T (γ)
n ,
then y satisfies 

−(|y′|n−2y′)′ = f(y)e−t in (T (γ),∞),
y > 0 in (T (γ),∞),
y(∞, γ) = γ, y′(∞, γ) = 0, y(T (γ), γ) = 0.
(2.3)
Before we proceed further, we prove the following important Lemma:
Lemma 2.1. Let f ∈ C1(0,∞)∩C0[0,∞) such that f ≥ 0 and γ > 0. Then, there exists a unique solution
to (2.3) such that γ 7→ T (γ) and γ 7→ y(t, γ) are C1 mappings. Furthermore if there exists a p ≥ 0 and a
corresponding constant Cp > 0 with f satisfying
lim
θ→0
f(θ)
θp
= Cp,(2.4)
then there exists θ0 ∈ R such that

lim
γ→0
T (γ) = −∞ if p > n− 1,
lim
γ→0
T (γ) < θ0 if p = n− 1,
lim
γ→0
T (γ) =∞ if 0 ≤ p < n− 1.
(2.5)
Proof. Consider the following initial value problem{
−(|y′|n−2y′)′ = f(y)e−t = eg(y)−t,
y(∞) = γ, y′(∞) = 0.
(2.6)
Local existence and uniqueness of solution to (2.6) were proved in [14]. Let T (γ) denote the first zero of y
as defined by
T (γ) := inf{t : y(s) > 0 for all s ∈ (t,∞)}.
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Integrating (2.6), we see that
|y′(t)|n−2y′(t) =
∫ ∞
t
f(y(s))e−sds,(2.7)
which gives y′ > 0 and hence we see that y must be an increasing function. We must either have T (γ) > −∞
or T (γ) = −∞.
Suppose T (γ) = −∞, then y(t) > 0 for all t ∈ R. Fixing any t ≤ 0, we get
y′(t)n−1 =
∫ ∞
t
f(y(s))e−sds ≥
∫ ∞
0
f(y(s))e−sds
def
= βn−1 > 0.
Integrating the above expression, we obtain 0 ≤ y(t) ≤ y(0)+βt→ −∞ as t→ −∞ which is a contradiction.
Hence T (γ) ∈ R and y is an increasing function in (T (γ),∞).
Denote the solution y(·)
def
= y(·, γ), then [14] gives γ 7→ y(t, γ) and γ 7→ T (γ) are C1 maps.
Let f satisfy (2.4), then integrating (2.7), we obtain
γ = y(T (γ)) +
∫ ∞
T (γ)
(∫ ∞
θ
f(y)e−sds
) 1
n−1
dθ.(2.8)
Let p ≥ n − 1, then from (2.4), it is easy to see that there exists constants c > 0 and ε < 1 such that for
all γ ∈ (0, ε), the following holds:
f(γ) ≤ cγp.(2.9)
From (2.8) and (2.9), we now have
γ ≤ (cγp)
1
n−1
∫ ∞
T (γ)
(∫ ∞
θ
e−sds
) 1
n−1
dθ = c
1
n−1 (n− 1)γ
p
n−1 e
−T (γ)
n−1 ,
that is
T (γ) ≤ log(c(n − 1)n−1) + (p − (n− 1)) log(γ) ≤ log(c(n − 1)n−1) if p = n− 1
lim
γ→∞
T (γ)→ −∞ if p > n− 1.
Let 0 ≤ p < n− 1 and suppose for some sequence γ → 0, T (γ) satisfies
α := lim sup
γ→0+
T (γ) <∞.
Let m ∈ R and β = e
T (γ)−m
(n−1)−p , then from the above assumption, β is bounded as γ → 0. Now define w by
w(t)
def
= βy(t−m+ T (γ)),
which satisfies

−((w′)n−1)′(t) =
(
f(y(t−m+ T (γ)))
yp(t−m+ T (γ))
)
wp−(n−1)(t)wn−1(t)e−t in (m,∞)
w > 0 in (m,∞),
w(∞) = βγ, w′(∞) = w(m) = 0.
Let ϕ and m0 satisfy 

−((ϕ′)n−1)′(t) = ϕn−1e−t in (m0,∞)
ϕ > 0 in (m0,∞),
ϕ(∞) = 1, ϕ′(∞) = ϕ(m0) = 0.
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Let m = m0 + 1 and define a(t) :=
f(y(t−m+ T (γ)))
yp(t−m+ T (γ))
w(t)p−(n−1). Then from (2.4) for γ sufficiently
small, we have that a(t) ≥ 1 for t ∈ (m0,∞). Since m > m0 and w > 0 in (m,∞), we have by the Picone’s
identity
0 ≤
∫ ∞
m0
(
(ϕ′)n −
(
ϕn
wn−1
)′
(w′)n−1
)
dt =
∫ ∞
m0
(1− a(t))ϕne−tdt < 0
which is a contradiction and this proves the lemma. 
Next we consider the behaviour of γ → T (γ) as γ →∞ and we have the following Theorem whose proof
will be given in section 3.
Theorem 2.2. Assume that f satisfies (H1), (H2) of Hypothesis 1 and let β > 0 as in (1.4). Then there
exists a γ0 > 0 such that for all γ > γ0,we have
y′(T (γ), γ) =
n
n− 1
1
g′
+
n2αng
′′
(n− 1)(g′)3
+O
(
δ2g′′
(g′)4
+
e−(g−(
n−1
n
)γg′)
g′
)
,(2.10)
T (γ) = (g −
(
n− 1
n
)
γg′) + (n− 1) log(
(
n− 1
n
)
g′) +
αn(n− 1)γg
′′
g′
+ O
(
(log g′)2
g′
+
(log g′)β+1
(g′)β
+ e−(g−(
n−1
n )γg
′)
)
(2.11)
where g = g(γ), g′ = g′(γ), g′′ = g′′(γ), g′′′ = g′′′(γ), δ = log(g′) and αn = 1 +
1
2
+ · · ·+
1
n
.
Linearization: Let V1(t) = V1(t, γ) =
∂y(t, γ)
∂γ
. Then differentiating (2.3) with respect to γ, we obtain:
 −((y
′)n−2V ′1)
′(t) =
f ′(y(t))V1e
−t
n− 1
in (T (γ),∞)
V1(∞) = 1, V
′
1(∞) = 0.
(2.12)
Differentiating y(T (γ), γ) = 0, we obtain
T ′(γ) = −
∂y(T (γ),γ)
∂γ
y′(T (γ), γ)
= −
V1(T (γ), γ)
y′(T (γ), γ)
(2.13)
where T ′(γ) denotes the derivative of T (γ) with respect to γ. Then using Theorem 2.2 together with the
asymptotics of V1(T (γ), γ) proved in Section 4, we are able to prove the following asymptotic behaviour of
T ′(γ) as γ →∞.
Theorem 2.3. There exists a γ0 > 0 such that for all γ > γ0
T ′(γ) =
1
n
(g′ − (n − 1)γg′′) +O
(
g′′
(log(g′))4
g′
)
.(2.14)
Proof of Theorem 1.1. From (2.2),
γg′′
g′
= O(1) and hence from (H2) of Hypothesis 1 and (2.11), we see
that T (γ)→∞ as γ →∞. That is λ
1
n = R(γ)→ 0 as γ →∞. Hence in order to prove the theorem, it is
enough to show that there exists a γ0 large such that for all γ > γ0, T (γ) is strictly increasing function.
From (H3), we see that g′ − (n− 1)γg′′ > 0 and
g′′
g′
(log(g′))4 = o(1)(g′ − (n− 1)γg′′) . Hence from (2.14),
we have for γ0 large and γ > γ0,
T ′(γ) > 0.
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This gives that γ 7→ T (γ) is a strictly increasing function and y is nondegenerate. This proves Theorem
1.1. 
Proof of Theorem 1.6. If u is a solution of (1.8), then, as earlier, converting the equation (1.8) to an initial
value problem like in (2.2) we have for R(γ) = λ
1
n , y(t, γ) = u(r, γ), u(0) = γ and r = ne−
t
n ; y satisfies:
−((y′)n−1)′ =
f(y)e−t
nβe−
βt
n
=
1
nβ
f(y)e−(1−
β
n
)t.
Let a = (1−
β
n
) and y(t) = y(
t
a
), then y satisfies{
−((y′)n−1)′ =
f(y)
nβan
e−t in (T (γ),∞)
y(∞) = γ, y′(∞) = 0, y(T (γ) = 0.
Let f˜(y)
def
=
f(y)
nβan
, then g˜(s)
def
= log(f˜(s)) = log(f(s)) + log(
1
nβan
) = g(s) + log(
1
nβan
). Therefore the
theorem now follows from Theorem 1.1. 
3. Proof of Theorem 2.2.
We shall use the following notation throughout the rest of the paper.
Notation: Let A(γ), B(γ) be two functions on any interval J ⊂ R. We then say A(γ) ∼ B(γ) if there
exists a constant C > 0 such that
1
C
A(γ) ≤ B(γ) ≤ CA(γ) holds for all γ ∈ J.(3.1)
Proposition 3.1. Let a > 0, q > 0, A and B are functions on [s0,∞) such that
A(s) = asq +B(s),
lim
s→∞
B(s)
sq
= 0.
Let 0 < δ ≤ C log(s) for some C > 0. Then there exists an s1 = s1(δ) > 0 and a C1 = C1(δ) > 0 such that
for all s ≥ s1, η ∈ [s− δ, s]:
A(s) ∼ sq(3.2)
1
C1
A(s) ≤ A(η) ≤ C1A(s).
Proof. (3.2) follows from (3.1). Let η = s− α with 0 ≤ α ≤ δ ≤ C log(s), and
A(η) = a(s− α)q +B(s− α) =
A(s)
(1 + B(s)
asq
)
(
1−
α
s
)q (
1 +
B(s− α)
a(s− α)q
)
.
Hence, lim
s→∞
A(η)
A(s)
= 1 and this proves the proposition. 
Proposition 3.2. Let g satisfy (H1) and g(k) denote the kth derivative of g. Then there exists a s0 such
that for all γ > s0:
(i) k ∈ {0, 1, 2}, g(k)(γ) ∼ γq−k and g(3)(γ) = O(γq−3),
(ii) Let 0 < δ ≤ C1 log(g
′(γ)), η ∈ [γ − δ, γ], 0 ≤ θ1,θ2 ≤ δ and k ∈ {0, 1, 2}. Then there exist
C2 = C2(δ) and γ0 = γ0(δ) such that for all γ ≥ γ0,
1
C2
g(k)(γ) ≤ g(k)(η) ≤ C2g
(k)(γ),
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and
γg(k+1)(γ − θ1)
g(k)(γ − θ2)
= O(1).
(iii) g−1(g(γ) − η) = γ −
η
g′(γ)
+O
(
η2g(2)(γ)
(g′(γ))3
)
.
Proof. (i) follows from (3.2). (ii) follows from (H1) of Hypothesis 1, (i) of Proposition 3.2 and Proposition
3.1. Differentiating γ = g−1(g(γ)), we obtain
(g−1)′(g(γ)) =
1
g′(γ)
, (g−1)(2)(g(γ)) = −
g(2)(γ)
(g′(γ))3
, (g−1)(2)(ξ) = −
g(2)(g−1(ξ))
(g′(g−1(ξ)))3
.
For γ large, g(
γ
2
) ≤ g(γ) − η and hence for ξ ∈ [g(γ) − η, g(γ)],
γ
2
≤ g−1(ξ) ≤ γ. Hence, from (i) and (ii),
we see that
(g′(g−1(ξ))) ∼ g′(γ) and g(2)(g−1(γ)) ∼ g(2)(γ).
Therefore, by Taylor’s theorem, there exists an ξ ∈ [g(γ) − η, g(γ)] such that
g−1(g(γ) − η) = γ −
η
g′(γ)
+
1
2
(g−1)(2)(ξ)η2
= γ −
η
g′(γ)
−
1
2
g(2)(g−1(ξ))η2
(g′(g−1(ξ)))3
= γ −
η
g′(γ)
+O(
η2g(2)(γ)
(g′(γ))3
).
This proves (iii) and hence the proposition. 
Proposition 3.3. Let a > 0 and F (x, b) = xn − axn−1 − b. Then there exists an ε0 > 0 and a smooth
function X : (−ε0, ε0)→ R such that for |b| < ε0:
X(0) = a, F (X(b), b) = 0, X(b) = a+
b
an−1
+O
(
b2
a2n−1
)
.
Proof. Since F (a, 0) = 0 and
∂F
∂x
(a, 0) = an−1 6= 0, hence by implicit function theorem, there exists ε0 > 0
and a unique smooth function X : (−ε0, ε0) → R such that X(0) = a and F (X(b), b) = 0 for |b| < ε0.
Furthermore,
0 =
d
db
F (X(b), b) =
∂F
∂x
(X(b), b)X ′(b) +
∂F
∂b
(X(b), b),
X ′(b) =
1
nX(b)n−1 − (n− 1)aX(b)n−2
X ′′(b) = −
(
n(n− 1)X(b)n−2 − (n− 1)(n − 2)aX(b)n−3
(nX(b)n−1 − (n− 1)aX(b)n−2)2
)
X ′(b).
Therefore, X ′(0) =
1
an−1
, X ′′(0) = −
2(n − 1)
a2n−1
and
X(b) = X(0) +X ′(0)b+O(X ′′(0)b2) = a+
b
an−1
+O
(
b2
a2n−1
)
.
This completes the proof of the proposition. 
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With these preliminary propositions, we will move on to the proof of the theorem. Let s0 > 0 such that
g is strictly increasing convex function in [s0,∞) and for t ∈ R, θ ≥ s0, γ ≥ s0 with g
(k) = g(k)(γ), define
the following:
T1 := g + (n− 1) log
(
(n− 1)g′
n
)
,
T0 := g −
(
n− 1
n
)
γg′ + (n − 1) log
(
(n− 1)g′
n
)
− (n− 1) log
(
1− e
−γg′
n
)
,(3.3)
z(t) := γ −
n
g′
log
(
1 + e
T1−t
n−1
)
,
ψ(θ) := g(θ)− g +
(
n− 1
n
)
(γ − θ)g′ − (n − 1) log
(
(n− 1)g′
n
)
.(3.4)
Then from direct computations, z satisfies the following
z(T0) = 0, z(t) > 0 for t > T0,(3.5)
z′(t) =
(
n
n− 1
)
1
g′
e
T1−t
n−1
1 + e
T1−t
n−1
=
(
n
n− 1
)
1
g′
(
1−
1
1 + e
T1−t
n−1
)
,(3.6)
− ((z′(t))n−1)′ =
(
n
(n − 1)g′
)n−1
eT1−t
(1 + e
T1−t
n−1 )n
= eg−t+g
′(z−γ)(3.7)
z(∞) = γ, z′(∞) = 0.(3.8)
Let γ > s0 and y(t) = y(t, γ) be the corresponding solution of (2.6). Let T˜ > T (γ) be defined by
y(T˜ ) = s0.(3.9)
Then we have the following Lemma:
Lemma 3.4. Let δ = O(log g′) and
Tδ = T1 − (n− 1)δ.(3.10)
Then, for all T˜ ≤ t,
y(t) ≤ z(t),(3.11)
g(y(t)) ≥ g − n log
(
1 + e
T1−t
n−1
)
= g + g′(z − γ)(3.12)
g(y(t)) − t ≤ ψ(y(t)).(3.13)
Furthermore, there exists a γ0 = γ0(δ) > s0 such that for all γ ≥ γ0, t ≥ Tδ,
T˜ < Tδ,(3.14)
y(t) = z(t) +O
(
g′′ log(1 + eδ)2
(g′)3
)
,(3.15)
0 ≤ g(y(t)) − g + n log
(
1 + e
T1−t
n−1
)
≤
n2g′′
2(g′)2
log(1 + e
T1−t
n−1 )2 +O
(
g′′′ log(1 + eδ)3
(g′)3
)
(3.16)
y′(t) = z′(t)e
O
(
g′′ log(1+eδ)2
(g′)2
)
(3.17)
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and
g′(y(t)) = g′ −
ng′′
g′
(
T1 − t
n− 1
)
−
ng′′
g′
log
(
1 + e
t−T1
n−1
)
+O
(
g′′
(g′)2
log(1 + eδ)2
)
.(3.18)
Proof. Integrating (2.6) from t to ∞ to obtain
y′(t)n−1 =
∫ ∞
t
f(y(s))e−sds.(3.19)
Integrating (3.19) along with Fubini, we get
y(t) = γ −
∫ ∞
t
f(y(s))e−s
(∫ s
t
dθ
y′(θ)n−2
)
ds.(3.20)
Since θ 7→ g(θ) and hence θ 7→ f(θ) are increasing functions for θ ≥ s0 and hence for t ≥ T˜ , we see that
f(y(t))e−t ≤
∫ ∞
t
f(y(s))e−sds ≤ f(γ)e−t.
This implies
lim
t→∞
(t+ (n − 1) log(y′(t))) = g.(3.21)
Define
E(t) := y′(t)n−1 −
(
n− 1
n
)
y′(t)ng′(y(t))− eg(y(t))−t.(3.22)
It is easy to that E(∞) = 0, and now differentiating (3.22), we obtain
E′(t) = −
(
n− 1
n
)
(y′(t))n+1g′′(y(t)) < 0 for t > T˜ ,(3.23)
since g′′(θ) > 0 for θ > s0 by assumption. Hence, E(t) is a decreasing function on [T˜ ,∞) and E(t) >
E(∞) = 0. Let t > T˜ , then integrating (3.23), we obtain
0 ≤ y′(t)n−1 −
(
n− 1
n
)
y′(t)ng′(y(t)) +
(
y′(t)n−1
)′
=
(
n− 1
n
)∫ ∞
t
y′(s)n+1g′′(y(s))ds(3.24)
which implies
0 ≤ 1−
(
n− 1
n
)
y′(t)g′(y(t)) +
(y′(t)n−1)′
y′(t)n−1
=
(
n− 1
n
)∫ ∞
t
(
y′(s)
y′(t)
)n−1
y′(s)2g′′(y(s))ds
≤
(
n− 1
n
)
y′(t)
∫ ∞
t
y′(s)g′′(y(s))ds =
(
n− 1
n
)
y′(t)(g′ − g′(y(t)).
We rewrite the above inequality as
0 ≤
(
t−
(
n− 1
n
)
g(y(t)) + (n− 1) log y′(t)
)′
≤
(
n− 1
n
)
(y(t)g′ − g(y(t)))′,
and now integrating the above expression and by making use of (3.21), we obtain
0 ≤ −
(
t−
(
n− 1
n
)
g(y(t)) + (n− 1) log y′(t)
)
+ g −
(
n− 1
n
)
g(3.25)
≤
(
n− 1
n
)
[(γ − y(t))g′ − g + g(y(t)].(3.26)
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Inequality (3.25) gives
y′(t)e−
g(y(t))
n ≤ e
g
n(n−1)
− t
n−1 .
Since g′(y(t)) ≥ 0 and increasing on [T˜ ,∞), we see that
−
(
e−
g(y(t))
n
)′
≤
g′
n
e
g
n(n−1)
− t
n−1 .
Integrating the above expression from t to ∞ and simplifying, we obtain
g(y(t)) ≥ g − n log
(
1 +
(
n− 1
n
)
g′e
g−t
n−1
)
= g − n log
(
1 + e
T1−t
n−1
)
,
which proves inequality (3.12).
Now inequality (3.26) which is given by
y′(t)e
g′
n
(γ−y(t)) ≥ e
g−t
n−1
after integrating from t to ∞ and simplifying, we obtain
y(t) ≤ γ −
n
g′
log
(
1 +
(
n− 1
n
)
g′e
g−t
n−1
)
= γ −
n
g′
log
(
1 + e
T1−t
n−1
)
which proves (3.11).
Using (3.11), it is easy to see that
e
T1−t
n−1 ≤ e
g′
n
(γ−y(t)),
which after taking logarithms and simplifying, implies
g(y(t)) − t ≤ ψ(y(t))
and this completes the proof of (3.13).
Proof of inequality (3.14) will be by contradiction, suppose Tδ ≤ T˜ , then
T1 − T˜
n− 1
≤ δ, then (3.12) gives
g(s0) = g(y(T˜ )) ≥ g − n log
(
1 + e
T1−T˜
n−1
)
≥ g +O(log(g′))→∞ as γ →∞,
which is a contradiction and hence there exists a γ0 = γ0(δ) > 0 such that inequality (3.14) holds for all
γ > γ0.
Let t > Tδ, then
T1 − t
n− 1
≤ δ which also implies that log
(
1 + e
T1−t
n−1
)
≤ log
(
1 + eδ
)
. Let γ ≥ γ0(δ), then
from (3.12), (3.13), (3.14) and setting η = n log
(
1 + e
T1−t
n−1
)
in assertion (iii) of Proposition 3.2, we have
y(t) ≥ g−1
(
g − n log(
(
1 + e
T1−t
n−1
)
)
)
= γ −
n
g′
log
(
1 + e
T1−t
n−1
)
+O
(
g′′
(g′)3
log(1 + eδ)2
)
= z(t) +O
(
g′′
(g′)3
log(1 + eδ)2
)
.
This inequality along with (3.11) proves (3.15).
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From Taylor’s series, (3.11) and from Proposition 3.2, there exists ξ ∈
[
γ −
n
g′
log
(
1 + e
T1−t
n−1
)
, γ
]
such
that
g(y(t)) ≤ g(z(t))
= g − n log
(
1 + e
T1−t
n−1
)
+
g′′n2 log
(
1 + e
T1−t
n−1
)2
2(g′)2
+
g′′′(ξ)n3 log
(
1 + e
T1−t
n−1
)3
3!(g′)3
= g − n log
(
1 + e
T1−t
n−1
)
+
g′′n2 log
(
1 + e
T1−t
n−1
)2
2(g′)2
+O
(
g′′′
(g′)3
log
(
1 + eδ
)3)
.
The above inequality together with (3.12) proves (3.16).
From (3.12), it is easy to see that
y′(t)n−1 =
∫ ∞
t
eg(y(s))−sds ≥
∫ ∞
t
eg+g
′(z(s)−γ)−sds = z′(t)n−1.(3.27)
Inequality (3.16) implies
y′(t)n−1 =
∫ ∞
t
eg(y(s))−sds
≤ e
O( g
′′
(g′)2
log(1+eδ)
2
)
∫ ∞
t
eg+g
′(z−γ)−sds
= e
O( g
′′
(g′)2
log(1+eδ)
2
)
z′(t)n−1
and this proves (3.17).
From (3.15), we have
g′(y(t)) = g′
(
γ −
n
g′
log
(
1 + e
T1−t
n−1
)
+O
(
g′′
(g′)3
log
(
1 + eδ
)2))
= g′ −
ng′′
g′
log
(
1 + e
T1−t
n−1
)
+O
(
g′′
(g′)2
log
(
1 + eδ
)2)
= g′ −
ng′′
g′
(
T1 − t
n− 1
)
−
ng′′
g′
log
(
1 + e
t−T1
n−1
)
+O
(
g′′
(g′)2
log
(
1 + eδ
)2)
which proves (3.18) and this completes the proof of the lemma. 
Lemma 3.5. Let k ≥ 1 be an integer and X(t)
def
= e
T1−t
n−1 . Then the following statements hold:
αk := 1 +
1
2
+
1
3
+ . . .+
1
k
= −
k∑
r=1
(−1)rCkr
r
(3.28)
k∑
r=0
(−1)rCkr
(r + 2)
=
1
(k + 1)(k + 2)
,(3.29)
∫ ∞
t
(z′(s))k+1ds =
(
n
(n− 1)g′
)k+1 [
−αk + log(1 +X(t))−
k∑
r=1
(−1)rCkr
r(1 +X(t))r
]
.(3.30)
Proof. By explicit integration, we get
αk =
k−1∑
r=0
∫ 1
0
xrdx =
∫ 1
0
1− xk
1− x
dx =
∫ 1
0
1− (1− x)k
x
dx = −
k∑
r=1
(−1)rCkr
r
.
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Similar calculation gives
k∑
r=0
(−1)rCkr
(r + 2)
=
∫ 1
0
(1− x)kxdx =
∫ 1
0
xk(1− x)dx =
1
(k + 1)(k + 2)
.
Since dX(s) = −
X(s)ds
(n− 1)
, making use of (3.28), we get
∫ ∞
t
z′(s)k+1ds =
(
n
(n− 1)g′
)k+1 ∫ ∞
t
X(s)k+1
(1 +X(s))k+1
ds
=
(
n
(n− 1)g′
)k+1
(n − 1)
∫ X(t)
0
xk
(1 + x)k+1
dx
=
(
n
(n− 1)g′
)k+1
(n − 1)
k∑
r=0
(−1)rCkr
∫ X(t)
0
dx
(1 + x)r+1
=
(
n
(n− 1)g′
)k+1
(n − 1)
[
log(1 + x)−
k∑
r=1
(−1)rCkr
r(1 + x)r
]X(t)
0
=
(
n
(n− 1)g′
)k+1
(n − 1)
[
−αk + log(1 +X(t)) −
k∑
r=1
(−1)rCkr
r(1 +X(t))r
]
.
This completes the proof of the lemma. 
Lemma 3.6. Let k ≥ 3, δ = k log(g′) and Tδ = T1 − (n − 1)δ. Then there exists a γ0 = γ0(k) such that
for all γ ≥ γ0,
y′(Tδ) =
n
(n− 1)g′
+
n2αng
′′
(n− 1)(g′)3
+O
(
g′′δ2
(g′)4
+
1
(g′)k+1
)
(3.31)
with αn defined as in (3.28).
Proof. To simplify the notation for the proof of this lemma, denote y = y(Tδ), y
′ = y′(Tδ), z = z(Tδ) and
z′ = z′(Tδ), then from (3.24) we have
(y′)n−1 −
(
n− 1
n
)
(y′)ng′ = eg(y)−Tδ −
(
n− 1
n
)
(g′ − g′(y))(y′)n
+
(
n− 1
n
)∫ ∞
Tδ
g′′(y(s))(y′(s)n+1 − (z′(s))n+1)ds
+
(
n− 1
n
)∫ ∞
Tδ
z′(s)n+1(g′′(y(s))− g′′)ds
+
(
n− 1
n
)
g′′
∫ ∞
Tδ
z′(s)n+1ds
def
= J1 + J2 + J3 + J4 + J5.
Since log
(
1 + e
T1−Tδ
n−1
)
= log(1+ eδ) = δ+ log(1+ e−δ) = δ+O
(
1
(g′)k
)
and X(Tδ) = e
δ = (g′)k, we have
from (3.7) and (3.16)
J1 = e
g(y)−Tδ = e
O
(
g′′δ2
(g′)2
)
eg+g
′(z−γ)−Tδ
= O
(
((z′)n−1)′
)
= O
(
1
(g′)n−1
X(Tδ)
n−1
(1 +X(Tδ))n
)
= O
(
1
(g′)k+n−1
)
.
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From (3.17) and (3.18) we have
y′(Tδ)
n = z′(Tδ)
ne
O
(
g′′
(g′)2
δ2
)
=
(
n
(n− 1)g′
)n (
1−
1
1 +X(Tδ)
)n
e
O
(
g′′
(g′)2
δ2
)
=
(
n
(n− 1)g′
)n (
1 +O(
1
(g′)k
)
)
e
O
(
g′′
(g′)2
δ2
)
=
(
n
(n− 1)g′
)n (
1 +O
(
g′′δ2
(g′)2
+
1
(g′)k
))
and
J2 =
(
n− 1
n
)
(y′)n(g′(y)− g′)
=
(
n− 1
n
)(
n
(n− 1)g′
)n
(1 +O
(
g′′δ2
(g′)2
)
)
(
−
ng′′
g′
δ +O
(
g′′δ2
(g′)2
))
= −
(
n
n− 1
)n−1
ng′′δ
(g′)n+1
+O
(
g′′δ2
(g′)n+2
)
.
From (3.17) and (3.30),
J3 =
(
n− 1
n
)∫ ∞
Tδ
(y′(s)n+1 − z′(s)n+1)g′′(y(s))ds
= O
(
(g′′)2δ2
(g′)2
∫ ∞
Tδ
z′(s)n+1ds
)
= O
(
(g′′)2δ3
(g′)n+3
)
.
From Proposition 3.2 and (3.15), for s ≥ Tδ, there exist a ξ ∈ [y(s), γ] such that
g′′(y(s)) = g′′ + g′′′(ξ)(y(s) − γ) = g′′ +O(g′′′(z(s)− γ)) +O
(
g′′′g′′δ2
(g′)3
)
= g′′ +O
(
g′′′δ
g′
)
= g′′ +O
(
γg′′′
g′′
g′′δ
γg′
)
= g′′ +O
(
g′′δ
(g′)
1+ 1
q−1
)
.
Hence from (3.30)
J4 =
(
n− 1
n
)∫ ∞
Tδ
z′(s)n+1(g′′(y(s))− g′′)ds = O
(
g′′δ2
(g′)n+2
)
.
From (3.30)
J5 =
(
n− 1
n
)
g′′
∫ ∞
Tδ
z′(s)n+1ds
= (n− 1)
(
n
n− 1
)n
g′′
(g′)n+1
(
−αn + δ +O
(
1
(g′)k
))
= n
(
n
n− 1
)n−1
g′′
(g′)n+1
(−αn + δ +O
(
1
(g′)k
)
).
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Combining all the estimates to obtain
(y′)n−1 −
(
n− 1
n
)
g′(y′)n = J1 + J2 + J3 + J4 + J5
= −
(
n
n− 1
)n−1
ng′′δ
(g′)n+1
+
(
n
n− 1
)n−1
ng′′
(g′)n+1
(
−αn + δ +O
(
1
(g′)k
))
+O
(
g′′δ2
(g′)n+2
+
1
(g′)k+n−1
)
Therefore,
(y′)n −
n
(n − 1)g′
(y′)n−1 − n
(
n
n− 1
)n
αng
′′
(g′)n+2
= O
(
g′′δ2
(g′)n+3
+
1
(g′)k+n
)
and Proposition 3.3 now gives
y′ =
n
(n− 1)g′
+
n2αng
′′
(n− 1)(g′)3
+O
(
g′′δ2
(g′)4
+
1
(g′)k+1
)
.
This completes the proof of the lemma. 
Lemma 3.7. Let k ≥ 3, δ = k log(g′), Tδ = T1 − (n− 1)δ and b ∈ R. Assume that g satisfies
lim sup
s→∞
(g(s)−
(
n− 1
n
)
sg′(s)) ≥ b+ 1.(3.32)
Then, there exists a γ0(k) > 0 such that for all γ ≥ γ0(k), we have∫ Tδ
T˜
eg(y(s))−sds = O
(
(g′)
q
q−1
(g′)k+n−1
)
,(3.33)
∫ Tδ
T˜
g′(y(s))eg(y(s))−sds = O
(
(g′)
q
q−1
(g′)k+n−2
)
where q is given as in (1.3).
Proof. Choose γ1 such that Lemma 3.4 holds for γ ≥ γ1, δ = k log(g
′) and
g −
(
n− 1
n
)
γg′ ≥ b.(3.34)
Let ψ be as in (3.4), then, for θ ≥ s0, we have θ → ψ(θ) is a convex function. Hence from (3.13), we have
g(y(t)) − t ≤ ψ(y(t)) ≤ max
{
ψ(y(T˜ )), ψ(y(Tδ))
}
for t ∈ [T˜ , Tδ].(3.35)
Estimate for ψ(y(T˜ )): From (3.34),
ψ(y(T˜ )) = g(s0)−
(
n− 1
n
)
s0g
′ − (g −
(
n− 1
n
)
γg′)− (n− 1) log(
(
n− 1
n
)
g′)
≤ g(s0)−
(
n− 1
n
)
s0g
′ − b− (n− 1) log(
(
n− 1
n
)
g′),
which implies that
eψ(y(T˜ )) = O
(
e−(
n−1
n )s0g
′
(g′)n−1
)
.(3.36)
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Estimate for ψ(y(Tδ)): From (3.15) and (3.16)
ψ(y(Tδ)) = g(y(Tδ))− g +
(
n− 1
n
)
(γ − y(Tδ))g
′ − (n− 1) log(
(
n− 1
n
)
g′)
= −n log(1 + eδ) +
(
n− 1
n
)
(γ − z(Tδ))g
′ − (n− 1) log(
(
n− 1
n
)
g′) +O
(
δ2
g′
)
= −n log(1 + eδ) + (n− 1) log(1 + eδ)− (n− 1) log(
(
n− 1
n
)
g′) +O
(
δ2
g′
)
= −δ − (n − 1) log(g′) +O(1).
Thus,
eψ(y(Tδ)) = O
(
e−δ−(n−1) log(g
′)
)
= O
(
1
(g′)k+n−1
)
.(3.37)
Estimate for T˜ − Tδ: From (3.5) and (3.11), it is easy to see that T0 < T˜ . Now from (3.3) and (3.14), we
have for for γ ≥ γ0,
0 < Tδ − T˜ ≤ Tδ − T0 = g + (n− 1) log(
(
n− 1
n
)
g′)− (n− 1)δ
−g − (n− 1) log(
(
n− 1
n
)
g′) +
(
n− 1
n
)
γg′ +O
(
e−
γg′
n
)
≤ O
(
(g′)
q
q−1
)
,(3.38)
where we have used γ = O
(
(g′)
1
q−1
)
.
Hence from (3.36), (3.37) and (3.38), we have for γ large∫ Tδ
T˜
eg(y(s))−sds ≤ (Tδ − T˜ )max
{
eψ(y(T˜ )), eψ(y(Tδ))
}
= O
(
(g′)
q
q−1
(g′)k+n−1
)
and ∫ Tδ
T˜
g′(y(s))eg(y(s))−sds = O
(
g′
∫ Tδ
T˜
eg(y(s))−sds
)
= O
(
(g′)
q
q−1
(g′)k+n−2
)
.
This completes the proof of the lemma. 
Immediate consequence of the above lemma gives the following asymptotics:
Lemma 3.8. Let g satisfies (3.32) with k ≥ 5 +
q
q − 1
, δ = k log(g′) and Tδ = T1 − (n − 1)δ. Then there
exists a γ0 > 0 such that for γ > γ0 and for all t ∈ [T˜ , Tδ], we have
y′(t) =
n
(n− 1)g′
+
n2αng
′′
(n− 1)(g′)3
+O
(
δ2g′′
(g′)4
)
,(3.39)
T˜ =
(
n− 1
n
)
s0g
′ + (g −
(
n− 1
n
)
γg′) + (n− 1) log(
(
n− 1
n
)
g′) +
+
(n− 1)g′′αn(γ − s0)
g′
+O
(
(log(g′))2
g′
)
,(3.40)
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T (γ) ≥
(
g −
(
n− 1
n
)
γg′
)
+ (n− 1) log
((
n− 1
n
)
g′
)
+
(n− 1)αnγg
′′
g′
+
+O
(
(log(g′))2
g′
)
.(3.41)
Furthermore, setting t0
def
= (n+ 3) log(g′), if T (γ) ≥ t0 +O(1) then
T (γ) = g −
(
n− 1
n
)
γg′ + (n− 1) log(
(
n− 1
n
)
g′) +
(n− 1)αnγg
′′
g′
+
+ O
(
(log(g′))2
g′
)
.(3.42)
Also for all t ∈ [max{t0, T (γ)}, T˜ ], we have
y′(t) = y′(T˜ ) +O
(
g′′δ2
(g′)4
)
.(3.43)
If T (γ) < t0 +O(1), then
y(t0) = O
(
log(g′)
g′
)
.(3.44)
Proof. Since k ≥ 5 +
q
q − 1
, we have for t ∈ [T˜ , Tδ] and from using (3.33), (3.31)
y′(t)n−1 = y′(Tδ)
n−1 +
∫ Tδ
t
eg(y(s))−sds
= y′(Tδ)
n−1 +O
(
1
(g′)4+n
)
= y′(Tδ)
n−1
(
1 +O
(
1
(g′)5
))
.
Now by making use of estimate (3.31), we get
y′(t) = y′(Tδ)
(
1 +O
(
1
(g′)5
))
=
n
(n− 1)g′
+
n2αng
′′
(n − 1)(g′)3
+O
(
δ2g′′
(g′)4
)
.
This proves (3.39).
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From the mean value theorem and (3.39), there exists a ξ ∈ [T˜ , Tδ ] such that
T˜ = Tδ +
y(T˜ )− y(Tδ)
y′(ξ)
= Tδ +
s0 − z(Tδ) +O
(
g′′δ2
(g′)3
)
y′(ξ)
= Tδ +
(
n− 1
n
)
g′
[
1−
nαng
′′
(g′)2
+O
(
δ2g′′
(g′)3
)]
×
[
s0 − γ +
n
g′
log(1 + eδ) +O
(
g′′δ2
(g′)3
)]
= T1 − (n − 1)δ +
(
n− 1
n
)
g′(s0 − γ) + (n− 1)δ + (n− 1) log(1 + e
−δ)
−
αn(n− 1)g
′′(s0 − γ)
g′
−
n(n− 1)αng
′′
(g′)2
log(1 + eδ) +O
(
δ2γg′′
(g′)2
)
=
(
n− 1
n
)
s0g
′ + (g −
(
n− 1
n
)
γg′) + (n− 1) log(
(
n− 1
n
)
g′) +
αn(n− 1)g
′′(γ − s0)
g′
+O
(
(log(g′))2
g′
)
.
This proves (3.40).
For t ∈ [T (γ), T˜ ], we have y′(t) ≥ y′(T˜ ) and hence from the mean value theorem, there exist a ξ ∈
[T (γ), T˜ ] such that
T˜ − T (γ) =
y(T˜ )− y(T (γ))
y′(ξ)
≤
s0
y′(T˜ )
.
Hence from (3.39) and (3.40)
T (γ) ≥ T˜ −
s0
y′(T˜ )
=
(
n− 1
n
)
s0g
′ + (g −
(
n− 1
n
)
γg′) + (n− 1) log(
(
n− 1
n
)
g′) +O
(
(log(g′))2
g′
)
+
αn(n − 1)g
′′(γ − s0)
g′
− s0
(
n− 1
n
)
g′
[
1−
nαng
′′
(g′)2
+O
(
δ2g′′
(g′)3
)]
= (g −
(
n− 1
n
)
γg′) + (n− 1) log(
(
n− 1
n
)
g′) +
αn(n− 1)γg
′′
g′
+O
(
(log(g′))2
g′
)
.(3.45)
This proves (3.41).
Let t ∈ [max{t0, T (γ)}, T˜ ], then
y′(t)n−1 = y′(T˜ )n−1 +
∫ T˜
t
f(y(s))e−sds
= y′(T˜ )n−1 +O(e−T (γ)) = y′(T˜ )n−1 +O
(
1
(g′)n+3
)
.
Hence
y′(t) = y′(T˜ ) +O
(
g′′δ2
(g′)4
)
.(3.46)
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Suppose that T (γ) ≥ t0 +O(1), then there exists ξ ∈ [T (γ), T˜ ] and from (3.45) and (3.46) we have
T (γ) = T˜ +
y(T (γ))− y(T˜ )
y′(ξ)
= T˜ −
s0
y′(T˜ )
(1 +O
(
g′′δ2
(g′)3
)
)
= (g −
(
n− 1
n
)
γg′) + (n− 1) log(
(
n− 1
n
)
g′) +
αn(n− 1)γg
′′
g′
+O
(
(log(g′))2
g′
)
.
This proves (3.42).
Let T (γ) < t0 = (n + 3) log(g
′) + O(1). Then (3.46) holds for t ∈ [t0, T˜ ] and this proves (3.43). From
(3.43) and mean value theorem, there exists a ξ ∈ [t0, T˜ ] ⊂ [T (γ), T˜ ] such that
y(t0) = y(T˜ ) + y
′(ξ)(t0 − T˜ )
= s0 + y
′(T˜ )(t0 − T˜ ) +O
(
(t0 − T˜ )g
′′δ2
(g′)4
)
= s0 + (t0 − T˜ )
(
n
(n− 1)g′
+
αnn
2g′′
(n− 1)(g′)3
+O
(
g′′δ2
(g′)4
))
= s0 +
n
(n − 1)g′
(
1 +O
(
g′′
(g′)2
))(
t0 −
(
n− 1
n
)
s0g
′
−(g −
(
n− 1
n
)
γg′)− (n− 1) log(
(
n− 1
n
)
g′) +O(1)
)
=
n
(n− 1)g′
[
t0 − (g −
(
n− 1
n
)
γg′)− (n− 1) log(
(
n− 1
n
)
g′)
]
+O
(
1
g′
)
≤
n
(n− 1)g′
[
t0 − b− (n− 1) log(
(
n− 1
n
)
g′)
]
+O
(
1
g′
)
= O
(
log(g′)
g′
)
.
This proves (3.44) and hence the lemma. 
Lemma 3.9. Assume that there exists a β > 0 such that as s→ 0,
f(s)− f(0) = O(sβ).
Then there exists a bounded function A : γ → A(γ) such that A(γ) = 0 if f(0) = 0 and for large γ
T (γ) = (g −
(
n− 1
n
)
γg′) + (n− 1) log(
(
n− 1
n
)
g′) +
(n − 1)αnγg
′′
g′
+A(γ)
+O
(
(log(g′))2
g′
+
(log(g′))β+1
(g′)β
e−(g−(
n−1
n )γg
′)
)
.(3.47)
Furthermore,
(i) Assume that lim
γ→∞
(g −
(
n− 1
n
)
γg′) =∞, then
y′(T (γ)) =
n
(n− 1)g′
+
n2αng
′′
(n − 1)(g′)3
+O
(
δ2g′′
(g′)4
+
e−(g−(
n−1
n )γg
′)
(g′)n−1
)
.(3.48)
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(ii) Assume that lim sup
γ→∞
(
g −
(
n− 1
n
)
γg′
)
<∞. Then,
y′(T (γ)) =
n
(n− 1)g′
+
n2αng
′′
(n− 1)(g′)3
+

(1 + f(0)e−T (γ)
y′(t0)n−1
) 1
n−1
− 1

 y′(T˜ )
+O
(
(log(g′))β
(g′)β
+
g′′(log(g′))2
(g′)4
)
.(3.49)
Proof. Let t0 = (n+ 3) log(g
′). If T (γ) ≥ t0, then (3.47) and (3.48) follows from Lemma 3.8.
Hence assume that T (γ) < t0. From (3.41) it is easy to see that (g −
(n− 1)
n
γg′) = O(log(g′)) which
gives T˜ = O(g′) and from (3.46), we have
(3.50)
t0 −
y(t0)
y′(t0)
= t0 −
y(T˜ ) + y′(ξ)(t0 − T˜ )
y′(T˜ ) +O
(
g′′δ2
(g′)4
)
= t0 −
s0 + y
′(T˜ )(t0 − T˜ ) +O
(
(t0−T˜ )g′′δ2
(g′)4
)
y′(T˜ )(1 +O( g
′′δ2
(g′)3 ))
= t0 −
s0
y′(T˜ )
− (t0 − T˜ ) +O
(
g′′δ2
(g′)3
)
= T˜ −
s0
y′(T˜ )
+O
(
g′′δ2
(g′)3
)
= (g −
(
n− 1
n
)
γg′) + (n− 1) log(
(
n− 1
n
)
g′) +
(n − 1)αγg′′
g′
+O
(
(log(g′))2
g′
)
.
From (3.41), (3.39) and (3.46) we have for t ∈ [T (γ), t0],
e−t
y′(t0)n−1
= O
(
e−(g−
n−1
n
γg′)
)
.(3.51)
Hence from (3.44) and (3.51), we have
y′(t)n−1 = y′(t0)
n−1 +
∫ t0
t
f(y(s))e−sds
= y′(t0)
n−1 + f(0)e−t +O
(∫ t0
t
y(s)βe−sds+
1
(g′)n+3
)
= y′(t0)
n−1 + f(0)e−t +O
(
(log(g′))β
(g′)β
e−t +
1
(g′)n+3
)
.
Therefore, from (3.51)
y′(t)
y′(t0)
=
(
1 +
f(0)e−t
y′(t0)n−1
) 1
n−1
+O
(
(log(g′))β
(g′)β
e−t
y′(t0)n−1
+
1
(g′)3
)
=
(
1 +
f(0)e−t
y′(t0)n−1
) 1
n−1
+O
(
(log(g′))β
(g′)β
e−(g−
n−1
n
γg′) +
1
(g′)3
)
.(3.52)
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Hence from (3.50)
y(t0)
y′(t0)
=
∫ t0
T (γ)
y′(t)
y′(t0)
dt
= t0 − T (γ) +
∫ t0
T (γ)
[
(1 +
f(0)e−t
y′(t0)
)
1
n−1 − 1
]
dt
+O
(
(log(g′))β+1
(g′)β
e−(g−
n−1
n
γg′) +
(log(g′))
(g′)3
)
.(3.53)
Let
A(γ)
def
=
∫ t0
T (γ)
[
(1 +
f(0)e−t
y′(t0)n−1
)
1
n−1 − 1
]
dt.
If f(0) = 0, then A(γ) = 0. Let f(0) 6= 0 and θ0
def
= − log(f(0)) + (n− 1) log(y′(t0)). Then,
A(γ) =
∫ t0+θ0
T (γ)+θ0
[
(1 + e−t)
1
n−1 − 1
]
dt and
t0 + θ0 = (n + 3) log(g
′)− (n− 1) log(g′) +O(1)→∞ as γ →∞.
Also from (3.41)
T (γ) + θ0 ≥ (n− 1) log(g
′)− (n− 1) log(g′) +O(1) = O(1).
Hence A(γ) is bounded as γ →∞. Therefore we have from (3.53) and (3.50)
T (γ) = t0 −
y(t0)
y′(t0)
+A(γ) +O
(
(log(g′))β+1
(g′)β
e−(g−(
n−1
n )γg
′) +
(log(g′))
(g′)3
)
= (g −
(
n− 1
n
)
γg′) + (n− 1) log(
(
n− 1
n
)
g′) +
(n− 1)αγg′′
g′
+A(γ) +O
(
(log(g′))2
g′
+
(log(g′))β+1
(g′)β
e−(g−(
n−1
n )γg
′)
)
.
This proves (3.47). Let g −
(
n− 1
n
)
γg′)→∞ as γ →∞. Then for t ∈ [T (γ), t0] and from (3.46)
y′(t)n−1 = y′(t0)
n−1 +
∫ t0
t
f(y(s))e−sds = y′(t0)
n−1 +O
(
e−T (γ)
)
.
Thus,
y′(t) = y′(t0) +O
(
e−(g−(
n−1
n )γg
′)
(g′)n−1
)
= y′(T˜ ) +O
(
1
(g′)3
+
e−(g−(
n−1
n )γg
′)
(g′)n−1
)
.
This proves (3.48). From (3.52) we have
y′(T (γ)) = y′(t0) + y
′(t0)
[
(1 +
f(0)e−T (γ)
y′(t0)n−1
)
1
n−1 − 1
]
+O
(
(log(g′))β
(g′)β
e−(g−(
n−1
n )γg
′) +
1
(g′)3
)
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and (3.49) follows from (3.46). This proves the lemma. 
Proof of Theorem 2.2. : This follows from Lemma 3.9. 
4. Proof of Theorem 2.3.
First we look at the linearization of z which plays an important role in proving the theorem. Let θ ∈ R
and define zθ(t)
def
= z(t− θg′) + θ, then zθ satisfies{
−((z′θ)
n−1)′ = eg+g
′(zθ−γ)−t
zθ(∞) = γ + θ, z
′
θ(∞) = 0.
(4.1)
Let V2(t) =
∂zθ
∂θ
|θ=0. Then V2 satisfies
V2(t) = 1− g
′z′(t).(4.2)
Differentiating (4.1) with respect to θ and evaluate at θ = 0 to obtain
 −((z
′)n−2V ′2)
′ =
g′
n− 1
V2e
g+g′(z−γ)−t
V2(∞) = 1, V
′
2(∞) = 0.
(4.3)
Moreover from (4.2), V2 satisfies
(4.4)
V2(t) =
1− g
′
n
e
g−t
n−1
1 +
(
n−1
n
)
g′e
g−t
n−1
=
1− 1
n−1e
T1−t
n−1
1 + e
T1−t
n−1
= −
1
n− 1
+
(
n
n− 1
)
1
1 + e
T1−t
n−1
,
V ′2(t) =
n
(n − 1)2
e
T1−t
n−1
(1 + e
T1−t
n−1 )2
,(4.5)
V ′′2 (t) =
n
(n− 1)3
e
T1−t
n−1
(1 + e
T1−t
n−1 )2
[
1−
2
1 + e
T1−t
n−1
]
.(4.6)
Clearly V ′2 > 0 and V2 has exactly one zero at t = S0 given by
S0 = g + (n− 1) log
(
g′
n
)
= T1 − (n− 1) log(n− 1).(4.7)
It is easy to see that
V2(−∞) = −
1
n− 1
.(4.8)
Let V1 be the linearization of y(t) = y(t, γ) as in section 2 (see (2.12)) and set
δ = O(log(g′)), Tδ = T1 − (n− 1)δ,
ρ1(t)
def
=
1
(n− 1)
f ′(y(t)) =
1
n− 1
eg(y(t))g′(y(t)),(4.9)
ρ2(t)
def
=
g′
(n− 1)
eg+g
′(z(t)−γ).
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Then, V1 and V2 satisfy respectively:
− ((y′)n−2V ′1)
′ = ρ1V1e
−t,(4.10)
− ((z′)n−2V ′2)
′ = ρ2V2e
−t.(4.11)
For T (γ) ≤ t < η, integrating (4.10) and (4.11) gives
V ′1(t) =
(
y′(η)
y′(t)
)n−2
V ′1(η) +
1
y′(t)n−2
∫ η
t
ρ1V1e
−sds.(4.12)
Thus,
V1(t) = V1(η)− V
′
1(η)
∫ η
t
(
y′(η)
y′(s)
)n−2
ds−
∫ η
t
ρ1V1e
−s
(∫ s
t
dθ
y′(θ)n−2
)
ds.(4.13)
Similarly,
V ′2(t) =
(
z′(η)
z′(t)
)n−2
V ′2(η) +
1
z′(t)n−2
∫ η
t
ρ2V2e
−sds(4.14)
and
V2(t) = V2(η) − V
′
2(η)
∫ η
t
(
z′(η)
z′(s)
)n−2
ds−
∫ η
t
ρ2V2e
−s
(∫ s
t
dθ
z′(θ)n−2
)
ds.(4.15)
Let
ρ3(t)
def
=
(
(y′(t)n−2 − z′(t)n−2)V ′2(t)
)′
= (n− 2)(y′(t)n−3y′′(t)− z′(t)n−3z′′(t))V ′2 + (y
′(t)n−2 − z′(t)n−2)V ′′2 .(4.16)
Then we have (
(y′)n−2(V ′1V2 − V1V
′
2)
)′
= ((y′)n−2V ′1)
′V2 − ((y
′)n−2V ′2)
′V1
= −ρ1V1V2e
−t + ρ2V1V2e
−t − ρ3(t)V1.
Therefore,
V ′1(t)V2(t)− V1(t)V
′
2(t) =
(
y′(η)
y′(t)
)n−2
(V ′1(η)V2(η)− V1(η)V
′
2(η)) +
+
1
y′(t)n−2
∫ η
t
(ρ1 − ρ2)V1V2e
−sds+
1
y′(t)n−2
∫ η
t
ρ3V1(s)ds.(4.17)
In all the future lemmas, the statement deals for large γ; that is there exists γ0 > 0 such that for γ > γ0,
the lemma is true. Note that γ0 may be different for different lemmas. With abuse of notation, we delete
the statement γ > γ0 or for large γ.
We need the following estimates proved in Section 3 (see (3.16) and (3.18)) and some more estimates.
Let t ≥ Tδ, then
g(y(t)) = g + g′(z(t)− γ) +O
(
g′′
(g′)2
(log(1 + eδ))2
)
,(4.18)
g′(y(t)) = g′ −
ng′′
g′
log(1 + eδ) +O
(
g′′
(g′)2
(log(1 + eδ))2
)
(4.19)
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g′′(y(t)) = g′′ +O
(
g′′′
g′
log(1 + eδ)
)
= g′′
[
1 +O
(
1
γg′
log(1 + eδ)
)]
= g′′
[
1 +O
(
log(1 + eδ)
(g′)
1+ 1
q−1
)]
= g′′
[
1 +O
(
log(1 + eδ)
(g′)n
)]
.(4.20)
Since g′ ∼ γq−1, 1 < q ≤
n
n− 1
,
g′′
(g′)2
∼
(
γg′′
g′
)
1
γg′
∼
1
(g′)
q
q−1
and n ≤
q
q − 1
. Hence,
g′′(y(t))
g′(y(t))
=
g′′
g′
[
1 +O
(
log(1 + eδ)
(g′)n
)][
1 +
ng′′
(g′)2
log(1 + eδ) +O
(
g′′
(g′)3
(log(1 + eδ))2
)]
=
g′′
g′
[
1 +O
(
g′′ log(1 + eδ)
(g′)2
)]
(4.21)
and
g′′′(y(t))
g′(y(t))
= O
(
g′′′
g′
)
= O
(
γg′′′
g′′
g′′
γg′
)
= O
(
g′′
(g′)n
)
.(4.22)
Therefore,
ρ1(t) =
1
n− 1
g′(y(t))eg(y(t))
=
g′
(n − 1)
(
1 +O
(
g′′
(g′)2
log(1 + eδ)
))
e
g+g′(z(t)−γ)+O
(
g′′
(g′)2
(log(1+eδ))2
)
,
and
ρ1(t) = ρ2(t)e
O
(
g′′
(g′)2
log(1+eδ)2
)
.(4.23)
Let Tδ ≤ t1 < t2 <∞, then from (3.7) and by integration by parts
0 <
∫ t2
t1
ρ2e
−s
(∫ s
t1
dθ
(z′(θ))n−2
)
ds =
g′
(n− 1)
∫ t2
t1
eg+g
′(z−γ)−s
(∫ s
t1
dθ
(z′(θ))n−2
)
ds
=
g′
n− 1
[
z(t2)− z(t1)− z
′(t2)
∫ t2
t1
(
z′(t2)
z′(t)
)n−2
dt
]
≤
g′
n− 1
|z(t2)− z(t1)| ≤
n
(n− 1)2
|t2 − t1|.(4.24)
Setting t2 =∞, we get
0 <
∫ ∞
t
(ρ2e
−s)
(∫ s
t
dθ
(z′(θ))n−2
)
ds ≤
g′
n− 1
(γ − z(t))
≤
n
n− 1
log(1 + e
T1−t
n−1 )(4.25)
and
1
z′(t1)n−2
∫ t2
t1
ρ2e
−sds =
g′
(n− 1)
(
z′(t1)−
(
z′(t2)
z′(t1)
)n−2
z′(t2)
)
≤
n
(n− 1)2
.(4.26)
Idea of the proof: Basic idea is
(1) Let S < S1 <∞ be the first turning point and first zero of V1 before infinity. Then in the first few
lemmas, we show that S1 exists. Then estimates about |V1(t)−V2(t)|+ |V
′
1(t)−V
′
2(t)| for t ∈ [S,∞)
are established.
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(2) Since V2(t) → −
1
n− 1
as t → −∞, hence for T (γ) < t < S, V1 and V2 depart. Therefore we
need a better estimate of S and this is achieved by using the identity (4.61) in Lemma 4.6. This
identity plays an important role in proving the crucial estimate (4.66) in Lemma 4.9 which yields
the necessary result.
−
1
n− 1
∞
0
γ
T (γ)
V1
V2
1
S
y
S1
Lemma 4.1. Let Tδ ≤ t ≤ η ≤ ∞, A = O
(
g′′
(g′)2
(log(1 + eδ))2
)
and
Mη(t) = max {|V1(s)− V2(s)|; t ≤ s ≤ η} .(4.27)
Then for γ large,
Mη(t) ≤ |V1(η) − V2(η)| + 2|η − t||V
′
1(η)− V
′
2(η)| +
2n
n− 1
log(1 + eδ)Mη(t)
+ 2A
[
|V ′2(η)|(η − t) + log(1 + e
T1−t
n−1 )
]
,(4.28)
M∞(t) ≤ 4 log(1 + e
T1−t
n−1 )[A+M∞(t)] and(4.29)
|V ′1(t)− V
′
2(t)| ≤ 2|V
′
1(η)− V
′
2(η)| + 2A(|V
′
2(η)|+ V2(η)) + 4Mη(t).(4.30)
Proof. From (3.17), (4.23) and (4.15), we have for Tδ ≤ t ≤ s ≤ η ≤ ∞,
V1(s) = V1(η)− V
′
1(η)
∫ η
s
(
y′(η)
y′(θ)
)n−2
dθ −
∫ η
s
ρ1V1e
−θ
(∫ θ
s
dx
y′(x)n−2
)
dθ
= V1(η)− V
′
1(η)e
A
∫ η
s
(
z′(η)
z′(θ)
)n−2
dθ − eA
∫ η
s
ρ2V1e
−θ(
∫ θ
s
dx
z′(x)n−2
)dθ
= V1(η)− (V
′
1(η)− V
′
2(η))e
A
∫ η
s
(
z′(η)
z′(θ)
)n−2
dθ − V ′2(η)e
A
∫ η
s
(
z′(η)
z′(θ)
)n−2
dθ
−eA
∫ η
s
ρ2V2e
−θ(
∫ θ
s
dx
z′(x)n−2
)dθ + eA
∫ η
s
ρ2(V2 − V1)e
−θ(
∫ θ
s
dx
z′(x)n−2
)dθ.
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Hence
(4.31)
V1(s)− V2(s) = (V1(η)− V2(η)) − (V
′
1(η)− V
′
2(η))e
A
∫ η
s
(
z′(η)
z′(θ)
)n−2
dθ
+(eA − 1)
[
−V ′2(η)
∫ η
s
(
z′(η)
z′(θ)
)n−2
dθ −
∫ η
s
ρ2V2e
−θ(
∫ θ
s
dx
(z′(x))n−2
)dθ
]
+eA
∫ η
s
ρ2(V2 − V1)e
−θ(
∫ θ
s
dx
z′(x)n−2
)dθ.
Since z′(η) ≤ z′(θ) for θ ≤ η and 0 ≤ V2 ≤ 1, we have by using (4.25) for η 6=∞
|V1(s)− V2(s)| ≤ |V1(η) − V2(η)| + e
A(η − s)|V ′1(η) − V
′
2(η)|
+(eA − 1)
(
|V ′2(η)|(η − s) +
(
n
n− 1
)
log(1 + e
T1−s
n−1 )
)
+
(
n
n− 1
)
eA log(1 + e
T1−s
n−1 )Mη(s).(4.32)
If η =∞, using (2.3) and (2.12), we get
|V1(s)− V2(s)| ≤ (e
A − 1)
n
n− 1
log
(
1 + e
T1−s
n−1
)
+
n
n− 1
eA log
(
1 + e
T1−s
n−1
)
M∞(t).
For γ large, we have eA ≤ 1+2A and eA ≤ 2, hence by taking the maximum of |V1−V2| in [t, η] we obtain
if η <∞
Mη(t) ≤ |V1(η)− V2(η)| + 2|t− η||V
′
1(η)− V
′
2(η)|
+2A
(
|V ′2(η)|η − t|+
n
n− 1
log
(
1 + e
T1−t
n−1
))
+4 log
(
1 + e
T1−t
n−1
)
Mη(t),
and if η =∞, the estimate
M∞(t) ≤ 4 log(1 + e
T1−t
n−1 )(A+M∞(t)).
This proves (4.28) and (4.29). Next,
V ′1(t) =
(
y′(η)
y′(t)
)n−2
V ′1(η) +
1
y′(t)n−2
∫ η
t
ρ1V1e
−sds
= eAV ′1(η)
(
z′(η)
z′(t)
)n−2
+
eA
z′(t)n−2
∫ η
t
ρ2(V1 − V2)e
−sds+
eA
z′(t)n−2
∫ η
t
ρ2V2e
−sds
= eA
(
V ′2(η)
(
z′(η)
z′(t)
)n−2
+
1
z′(t)n−2
∫ η
t
ρ2V2e
−sds
)
+eA(V ′1(η)− V
′
2(η))
(
z′(η)
z′(t)
)n−2
+
eA
z′(t)n−2
∫ η
t
ρ2(V1 − V2)e
−sds.
Hence from (4.14), (4.26), we have
|V ′1(t)− V
′
2(t)| ≤ 2|V
′
1(η)− V
′
2(η)| + 2A(|V
′
2(η)|+ V2(η)) + 4Mη(t).
This proves the lemma. 
In the next few lemmas we estimate the first zero S1 and the first turning point S defined by
S1
def
= inf{t : V1(s) > 0, ∀s ∈ (t,∞)},(4.33)
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S
def
= inf{t : V ′1(s) > 0, ∀s ∈ (t,∞)},(4.34)
Lemma 4.2. Let S0 be the zero of V2 as defined in (4.7). Then there exists a k1 > 0, C3 > 0 and γ0 > 0
such that for all γ ≥ γ0, we have
|V1(t)− V2(t)|+ |V
′
1(t)− V
′
2(t)| = O
(
g′′
(g′)4
)
∀t ≥ T1 + 2(n − 1) log(g
′),(4.35)
S1 − S0 = O
(
g′′
(g′)2
)
,(4.36)
|V1(t)− V2(t)|+ |V
′
1(t)− V
′
2(t)| = O
(
g′′
(g′)2
)
∀t ≥ S1 − (n− 1)k1,(4.37)
V2(S1 − (n− 1)k1) ≤ −C3.(4.38)
Proof. Let δ = −2 log(g′), then A = O
(
g′′
(g′)2
(log(1 + eδ))2
)
= O
(
g′′
(g′)4
)
and hence for t ≥ Tδ =
T1 − (n− 1)δ and using Lemma 4.1, we have
|V1(t)− V2(t)| = O
(
g′′
(g′)4
)
.
Let η =∞ in (4.30) and t ≥ T1 − (n− 1)δ, we have
|V ′1(t)− V
′
2(t)| = 2A+M∞(t) = O
(
g′′
(g′)4
)
.
This proves (4.35). Let k0 > 0 be large such that 4 log(1+e
−k0) <
1
2
and let −δ = k0, then A = O
(
g′′
(g′)2
)
.
Then from (4.29) and for t ≥ T1 + (n− 1)k0
M∞(t)
2
≤ 4 log(1 + e
T1−t
n−1 ))A.
Hence M∞(t) = O(A) = O
(
g′′
(g′)2
)
. From (4.30) taking η = ∞ we obtain for t ≥ T1 + (n − 1)k0 the
estimate |V ′1(t)− V
′
2(t)| = O(A). Hence for t ≥ T1 + (n− 1)k0, we have
|V1(t)− V2(t)|+ |V
′
1(t)− V
′
2(t)| = O
(
g′′
(g′)2
)
.(4.39)
Claim 1. S1 < T1 + (n− 1)k0.
Proof of Claim 1: Since T1 + (n− 1)k0 = g
′ + (n− 1) log
(
g′(n− 1)
n
)
+ (n− 1)k0 = S0 + (n− 1)k0 + (n−
1) log(n−1), hence if S1 ≥ T1+(n−1)k0, then S1 > S0 and S0−S1 < −(n−1)(k0+log(n−1)) ≤ −(n−1)k0.
This along with (4.39), (4.4) gives
1− e
S0−S1
n−1
1 + e
T1−S1
n−1
= V2(S1) = V2(S1)− V1(S1) = O
(
g′′
(g′)2
)
.
Thus,
1 = e
S0−S1
n−1 +O
(
(1 + e
T1−S1
n−1 )
g′′
(g′)2
)
≤ e−k0 +O
(
(1 + e−k0)
g′′
(g′)2
)
< 1
which is a contradiction and the claim follows. 
UNIQUENESS OF POSITIVE RADIAL SOLUTIONS WITH EXPONENTIAL NONLINEARITY 29
Claim 2. There exists a C1 > 0 such that
S1 ≥ T1 + (n− 1)k0 − C1.(4.40)
Proof of Claim 2: Let S2 = T1 + (n − 1)k0, then from (3.27), for T (γ) ≤ t ≤ S2, we have y
′(S2) ≥ z
′(S2)
and y′(t) ≤ y′(T (γ)). Hence from (3.31), there exists a C0 > 0 such that for γ large
y′(S2)
y′(t)
≥
z′(S2)
y′(T (γ))
=
n
g′(n−1)(
e−k0
1+e−k0
)
(1 + C0)(
n
g′(n−1) +O
(
1
(g′)3
)
)
≥ C2
where C2 > 0 independent of γ (C2 depends on γ0 but is independent of γ > γ0). Hence from Claim 1,
(2.12) and (4.39)
V2(S2) +O
(
g′′
(g′)2
)
= V1(S2) = V1(S2)− V1(S1)
≥ V ′1(S2)
∫ S2
S1
(
y′(S2)
y′(t)
)n−2
dt
≥ C2V
′
1(S2)(S2 − S1) = C2(V
′
2(S2) +O
(
g′′
(g′)2
)
)(S2 − S1).
Since V2(S2) =
1− e
−k0
n−1
1 + e−k0
, V ′2(S2) =
n
(n− 1)2
e−k0
1 + e−k0
, hence there exists a C1 > 0 independent of γ such
that S2 − S1 ≤ C1. This proves the claim. 
Claim 3. For t ≥ S1
S1 = S0 +O
(
g′′
(g′)2
)
,(4.41)
|V1(t)− V2(t)|+ |V
′
1(t)− V
′
2(t)| = O
(
g′′
(g′)2
)
.(4.42)
Proof of Claim 3: From Claims 1 and 2,we see that S1 = T1 + (n − 1)δ0 and δ0 = O(1). Hence for
t ∈ [S1,∞),we have 0 ≤ V1(t) ≤ 1, S2 − S1 = O(1) and from (4.23) ρ1 = ρ2e
O
(
g′′
(g′)2
)
. Now, using (4.26)
and (3.17) we have
1
y′(S1)n−2
∫ S2
S1
(ρ1 − ρ2)V1V2e
−tdt = O
(
g′′
(g′)2
)
1
z′(S1)n−2
∫ S2
S1
ρ2e
−tdt
= O
(
g′′
(g′)2
)
,(4.43)
V ′1(t) =
1
y′(t)n−2
∫ ∞
t
ρ1e
−sV1ds = O
(
1
z′(t)n−2
∫ ∞
t
ρ2e
−sds
)
= O(1),(4.44)
1
y′(S1)n−2
(
y′(t)n−2 − z′(t)n−2
)
V ′2(t)V1(t) =
V1(t)
y′(S1)n−2
∫ ∞
t
(ρ1 − ρ2)e
−tdt+O
(
g′′
(g′)2
)
= O
(
g′′
(g′)2
)
and similarly
1
y′(S1)n−2
∫ S2
S1
(y′(t)n−2 − z′(t)n−2)V ′2(t)V1(t)dt = O
(
g′′
(g′)2
(S2 − S1)
)
= O
(
g′′
(g′)2
)
.
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Therefore from the above estimates, we have
(4.45)
1
y′(S1)n−2
∫ S2
S1
ρ3V1dt =
1
y′(S1)n−2
[
(y′(t)n−2 − z′(t)n−2)V ′2(t)V1(t)
]S2
S1
−
1
y′(S1)n−2
∫ S2
S1
(y′(t)n−2 − z′(t)n−2)V ′2(t)V
′
1(t)dt
= O
(
g′′
(g′)2
)
.
Taking η = S2, t = S1 in (4.17) and from the above estimates we have,
V ′1(S1)V2(S1) =
(
y′(S2)
y′(S1)
)n−2 [
(V ′1(S2)− V
′
2(S2))V2(S2) + (V2(S2)− V1(S2))V
′
1(S2)
]
+O
(
g′′
(g′)2
)
= O
(
g′′
(g′)2
)
.
From Claim 1, we have
V ′1(S1) ≥ V
′
1(S2)
(y′)n−2(S2)
(y′)n−2(S1)
= V ′2(S2)O
(
e
g′′
(g′)4
)
+O
(
g′′
(g′)2
)
≥ C3 > 0
for some C3 independent of γ. Hence V2(S1) = O
(
g′′
(g′)2
)
and
∣∣∣∣∣∣
1− e
S0−S1
n−1
1 + e
T1−S1
n−1
∣∣∣∣∣∣ = |V2(S1)| = O
(
g′′
(g′)2
)
.
Since T1−S1 = O(1) and hence from the above equation,we get S0−S1 = O
(
g′′
(g′)2
)
. This proves (4.40).
Also
|V2(S1)− V1(S1)| = |V2(S1)| = O
(
g′′
(g′)2
)
.(4.46)
We now have two situations to handle, but before that we shall prove a few other estimates. Let ε > 0
such that
n
(n− 1)
ε =
1
2
and taking t = S0 and η = S0 + ε in (4.32), we get on [S0, S0 + ε]
|V1(s)− V2(s)| ≤ |V1(η) − V2(η)| + e
A|V ′1(η)− V
′
2(η)||s − η|
+ (eA − 1)
[
|V ′2(η)||s − η|+
n
n− 1
log(1 + e
T1−S0
n−1 )
]
+
n
n− 1
|s− η|Mη(s)
which now easily gives the estimate
Mη(s) ≤ C0
(
|V1(η)− V2(η)|+ |V
′
1(η)− V
′
2(η)|+O
(
g′′
(g′)2
))
(4.47)
for all s ∈ [S0, S0 + ε] and some constant C0 > 0 independent of γ.
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Since V2(S0 + ε) =
1− eε
1 + e
T1−S0
n−1
≥ C1 > 0 depending only on ε, observe that if we replace S1 by S0 in
(4.43), (4.44) and (4.45), still all the estimates hold. Hence for t ∈ [S0 + ε, S2] and from previous claims,
(4.48)
V ′1(t)V2(t)− V1(t)V
′
2(t) =
(
y′(S2)
y′(t)
)n−2
(V ′1(S2)V2(S2)− V1(S2)V
′
2(S2)) +O
(
g′′
(g′)2
)
=
(
y′(S2)
y′(t)
)n−2
(V ′1(S2)− V
′
2(S2))V2(S2)+
+(V2(S2)− V1(S2))V
′
2(S2) +O
(
g′′
(g′)2
)
= O
(
g′′
(g′)2
)
.
Note that we needed S0+ ε < S2, or in other words we needed
1
2
(n− 1)
n
=: ε < (n− 1)[k0+ log(n− 1)].
Choose k0 > 0 large such that the required estimate holds.
Similar to Claim 1, we also have S0 + ε > S1 and hence V1(S0 + ε) > 0. In particular,
V1(t) ≥ C6 > 0 for t ∈ [S0 + ε, S2]
Proof of S0 + ε > S1. Suppose not, then we must have S0 − S1 ≤ −ε. From the definition of V2, we get
V2(S1) =
1− e
S0−S1
n−1
1 + (n − 1)e
S0−S1
n−1
= V2(S1)− V1(S1) = O
(
g′′
(g′)2
)
.
This implies for γ large enough
1 = e
S0−S1
n−1 +O
((
1 + e
S0−S1
n−1
) g′′
(g′)2
)
≤ e−ε +O
(
[1 + (n− 1)e−ε]
g′′
(g′)2
)
< 1
which gives the necessary contradiction and this proves that S0 + ε > S1. 
As a consequence of S0 + ε > S1, we see that V1(t) ≥ C6 > 0 for t ∈ [S0 + ε, S2]. Since V2(S0) = 0, we
also have V2(s) ≥ C˜6 > 0 for s ∈ [S0 + ε, S2]. This allows us to divide by V1 and V2 in (4.48) to get
V1(t)
V2(t)
=
V1(S2)
V2(S2)
e
O
(
g′′
(g′)2
)
.
Integrating from t to S2, we now get
V1(t)− V2(t) =
V1(S2)
V2(S2)
V2(t)− V2(t) +O
(
g′′
(g′)2
)
= (V1(S2)− V2(S2))
V2(t)
V2(S2)
+O
(
g′′
(g′)2
)
= O
(
g′′
(g′)2
)
.
Hence from (4.30) and (4.39), |V ′1(t)− V
′
2(t)| = O
(
g′′
(g′)2
)
. That is for all t ∈ [S0 + ε, S2],
|V1(t)− V2(t)|+ |V
′
1(t)− V
′
2(t)| = O
(
g′′
(g′)2
)
.
Using this in (4.47), we get
|V1(t)− V2(t)| = O
(
g′′
(g′)2
)
for t ∈ [S0, S0 + ε]
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and now making use of (4.30), we get
|V ′1(t)− V
′
2(t)| = O
(
g′′
(g′)2
)
for t ∈ [S0, S0 + ε].
Let
I =
{
[S0, S1] if S0 < S1
[S1, S0] if S0 ≥ S1.
Case i: I = [S0, S1]. In this case, our previous calculations automatically gives the desired estimate
|V1(t)− V2(t)|+ |V
′
1(t)− V
′
2(t)| = O
(
g′′
(g′)2
)
for t ∈ I
Case ii: I = [S1, S0]. From (4.46), we see that for t ∈ I,
V1(t)− V2(t) = V1(S1)− V2(S1)−
∫ S1
t
(V ′1(θ)− V
′
2(θ))dθ
= O
(
g′′
(g′)2
)
+O(|S1 − S0|) = O
(
g′′
(g′)2
)
.(4.49)
Hence from (4.28), (4.30), we obtain
|V ′1(t)− V
′
2(t)| = O
(
g′′
(g′)2
)
for t ∈ I.(4.50)
This completes the proof of Claim 3. 
Let k1 > 0 to be chosen later and S3 = S1 − (n− 1)k1. Then
S3 − S0 = S1 − S0 − (n− 1)k1 = O
(
g′′
(g′)2
)
− (n− 1)k1
and
T1 − S3 = T1 − S0 − (S1 − S0) + (n− 1)k1 = O(1).
Hence
V2(S3) =
1− e
k1+O
(
g′′
(g′)2
)
1 + eO(1)
≤ −C3(4.51)
which proves (4.38).
Consider s ∈ [S3, S1] and now using (4.31), we get with η = S1
V1(s)− V2(s) ≤ |V1(S1)− V2(S1)| − |V
′
1(S1)− V
′
2(S1)|e
A
∫ S1
s
(
z′(S1)
z′(θ)
)n−2
dθ
+(eA − 1)
[
|V ′2(S1)|
∫ S1
s
(
z′(S1)
z′(θ)
)n−2
dθ +
∫ S1
s
ρ2V2e
−θ(
∫ θ
s
dx
(z′(x))n−2
)dθ
]
+eA
∫ S1
s
ρ2|V2 − V1|e
−θ(
∫ θ
s
dx
z′(x)n−2
)dθ
≤ |V1(S1)− V2(S1)| − |V
′
1(S1)− V
′
2(S1)|2(n − 1)k1
+(eA − 1)
[
|V ′2(S1)|(n − 1)k1 +
(
n− 1
n
)
log
(
1 + e
T1−S3
n−1
)]
+eAMS3(s)
n
(n − 1)2
k1(n − 1).
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Now choose k1 small such that e
A n
(n− 1)
k1 ≤
1
2
which implies
MS3(S1) = O
(
g′′
(g′)2
)
.
This completes the proof of the Lemma. 
Lemma 4.3. Let k1 > 0 and S3 = S1 − (n − 1)k1 be as in Lemma 4.2. Let δ > 0, δ = O(log(g
′)) and
Tδ = T1 − (n− 1)δ. Define
S4 = max{Tδ , S}.(4.52)
Then for all t ∈ [S4, S3], we have
|V1(t)− V2(t)|+ |V
′
1(t)− V
′
2(t)| = O
(
δ3g′′
(g′)2
)
.(4.53)
Proof. From Lemma 4.2 and (4.31),
V1(S3) = V2(S3) +O
(
g′′
(g′)2
)
< −C3 +O
(
g′′
(g′)2
)
.
Hence for t ∈ [S4, S3] and γ large,we have
V1(S3) ≤ −
C3
2
< 0, |S4 − S3| = O(δ) log(1 + e
δ) = O(δ),
0 ≤ V ′1(t) ≤
y′(S4)
n−2
y′(t)n−2
V ′1(S3) = V
′
2(S3) +O(1) = O(1).
Since V1(t) < 0 for t ∈ [S4, S3], by using (4.23), we obtain
(4.54)
1
y′(t)n−2
∫ S3
t
(ρ1 − ρ2)V1V2e
−sds = O
(
δ2g′′
(g′)2
|
1
y′(t)n−2
∫ S3
t
ρ1V1e
−sds|
)
= O
(
δ2g′′
(g′)2
(V ′1(t)−
(
y′(S3)
y′(t)
)n−2
V ′1(S3))
)
= O
(
δ2g′′
(g′)2
)
.
For s ∈ [t, S3] and from (3.17), we have
1
y′(t)n−2
[
y′(s)n−2 − z′(s)n−2
]
= O
(
(
(
y′(s)
z′(s)
)n−2
− 1)
(
z′(s)
z′(t)
)n−2)
= O
(
δ2g′′
(g′)2
)
,
1
y′(t)n−2
∫ S3
t
ρ3V1(s)ds =
1
y′(t)n−2
[
(y′(s)n−2 − z′(s)n−2)V1V
′
2
]S3
t
−
1
y′(t)n−2
∫ S3
t
(y′(s)n−2 − z′(s)n−2)V ′1V
′
2ds
= O
(
δ2g′′
(g′)2
(1 + |V1(t)|) +O
(
δ2g′′
(g′)2
∫ S3
t
V ′2(s)ds
))
= O
(
δ2g′′
(g′)2
|V1(t)|
)
.(4.55)
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From (4.51), we see that V2(t) ≤ −C3 for t ∈ [S4, S3]. Also since V1(S3) < 0, we have
V1(t) ≤ V1(S3) = V2(S3) +O
(
g′′δ2
(g′)2
)
≤
−C3
2
.
This gives
0 <
1
V1(t)V2(t)
≤
4
C23
= O(1),
1
|V1(t)|
≤
2
C3
= O(1).(4.56)
From Lemma 4.2, (4.17), (4.53), (4.54) and (4.56) we have
V ′1(t)V2(t)− V1(t)V
′
2(t) =
(
y′(S3)
y′(t)
)n−2
(V ′1(S3)V2(S3)− V1(S3)V
′
2(S3)) +O
(
δ2g′′
(g′)2
|V1(t)|
)
=
(
y′(S3)
y′(t)
)n−2 (
(V ′1(S3)− V
′
2(S3))V1(S3) + (V2(S3)− V1(S3))V
′
2(S3)
)
+
+O
(
δ2g′′
(g′)2
|V1(t)|
)
= O
(
δ2g′′
(g′)2
|V1(t)|
)
.
Dividing by V1V2 and integrating between [t, S3], we obtain
V ′1
V1
−
V ′2
V2
= O
(
δ2g′′
(g′)2
1
|V2(t)|
)
= O
(
δ2g′′
(g′)2
)
,
V1(t) = V2(t)
V1(S3)
V2(S3)
e
O
(
δ3g′′
(g′)2
)
V1(t)− V2(t) = −
V2(t)
V2(S3)
(V2(S3)− V1(S3)) +O
(
δ3g′′
(g′)3
)
= O
(
δ3g′′
(g′)2
)
.
From (4.29) and (4.30) we have
|V ′1(t)− V
′
2(t)| = O
(
|V ′1(S3)− V
′
2(S3)|+O
(
δ3g′′
(g′)2
))
= O
(
δ3g′′
(g′)2
)
.
This proves the lemma. 
As an immediate consequence of this, we have the following
Corollary 4.4. There exists a constant C4 ≥ 0 such that for γ large
S ≤ T1 + (n− 1) log
(
g′′
(g′)2
)
+ 3(n− 1) log(log(g′)) + (n− 1)C4.(4.57)
Proof. Let S5 := T1 + (n− 1) log
(
g′′
(g′)2
)
+ 3(n− 1) log(log(g′)) and X(t)
def
= e
T1−t
n−1 . Then,
V ′2(S5) =
n
(n− 1)2
1
X(S5)
+O
(
1
X(S5)2
)
=
n
(n− 1)2
g′′
(g′)2
(log(g′))3 +O
((
g′′
(g′)2
)2
(log(g′))6
)
.
If S ≤ S5, then we can trivially take C4 = 0.
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If S > S5, then from Lemma 4.3, there exists a C5 > 0 such that
V ′2(S) = V
′
2(S)− V
′
1(S) ≤ C5
(log(g′))3g′′
(g′)2
.(4.58)
Since V ′2(S) = O
(
g′′δ3
(g′)2
)
→ 0 as γ →∞, we must have
(4.59) V ′2(S) =
n
(n − 1)2
X(S)
(1 +X(S))2
→ 0 as γ →∞.
Claim 4. We must have S < T1 and hence X(S) ≥ 1.
Proof of Claim 4. Suppose S ∈ [S3, S0], then we must have X(S0) ≤ X(S) ≤ X(S3). From the definition
of S0 and Lemma 4.2, we see that
(n− 1) ≤ X(S) ≤ ek1
which is a contradiction to (4.59). Thus S < S3 and hence trivially S < T1 which proves the claim. 
Using (4.58) along with (4.59), we see that
V ′2(S) ≥ C
1
X(S)
for γ large.
This implies that there is a constant C4 > 0 such that
S ≤ T1 + (n− 1) log
(
g′′
(g′)2
)
+ 3(n − 1) log log g′ + C4.

The estimates so far obtained are rough estimates and we need to improve them in order to prove the
theorem. For this, we need some explicit formulas as follows:
Lemma 4.5. Let X(t) = e
T1−t
n−1 , then
I1(t) =
∫ ∞
t
(z′)n−2z′′V ′2ds
=
g′
(n− 1)
(
n
(n− 1)g′
)n [
−
1
n(n− 1)
+
n−1∑
r=0
(−1)rCn−1r
(r + 2)(1 +X(t))r+2
]
,
I2(t) =
∫ ∞
t
(z′)nV ′2ds =
g′
(n + 1)
(
n
(n− 1)g′
)n
X(t)n+1
(1 +X(t))n+1
and
I(t) =
g′′
g′
I1(t) + g
′′I2(t)
=
(
n
(n− 1)g′
)n
g′′
[
1
n
+
1
n− 1
n−1∑
r=0
(−1)rCn−1r
(r + 2)(1 +X(t))r+2
]
+
(
n
(n− 1)g′
)n
g′′
[
n
(n2 − 1)
X(t)n+1 − (1 +X(t))n+1
(1 +X(t))n+1
]
.(4.60)
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Proof. Since dX = −
X
n− 1
dt and V ′2 = −g
′z′′. Then from (3.29)
I1 =
∫ ∞
t
(z′)n−2z′′V ′2ds = −g
′
∫ ∞
t
(z′)n−2(z′′)2ds
= −
g′
(n− 1)2
(
n
(n− 1)g′
)n ∫ ∞
t
X(s)n
(1 +X(s))n+2
ds
= −
g′
(n− 1)
(
n
(n− 1)g′
)n ∫ X(t)
0
Xn−1
(1 +X)n+2
dX
= −
g′
(n− 1)
(
n
(n− 1)g′
)n n−1∑
r=0
(−1)rCn−1r
∫ X(t)
0
dX
(1 +X)r+3
=
g′
(n− 1)
(
n
(n− 1)g′
)n [
−
1
n(n+ 1)
+
n−1∑
r=0
(−1)rCn−1r
(r + 2)(1 +X(t))r+2
]
.
I2(t) =
∫ ∞
t
(z′)nV ′2ds = −g
′
∫ ∞
t
(z′)nz′′ds
=
g′
n+ 1
z′(t)n+1 =
g′
n+ 1
(
n
(n − 1)g′
)n+1
X(t)n+1
(1 +X(t))n+1
.
I(t) =
g′′
g′
I1(t) + g
′′I2(t)
=
(
n
(n− 1)g′
)n
g′′
[
−
1
n(n2 − 1)
+
1
(n− 1)
n−1∑
r=0
(−1)rCn−1r
(r + 2)(1 +X(t))n+2
]
+ g′′
(
n
(n− 1)g′
)n [
n
(n2 − 1)
X(t)n+1
(1 +X(t))n+1
]
.
Since −
1
n(n2 − 1)
+
n
(n2 − 1)
=
1
n
, the lemma follows. 
Lemma 4.6. Let
J(t) =
(
1− g′(y(t))y′(t)−
g′′(y(t))
g′(y(t))
)
y′(t)n−2V ′1(t) + ((y
′)n−2V ′1)
′.
Then for a < b
J(a) = J(b) +
∫ b
a
g′′(y(s))
g′(y(s))
y′′(s)y′(s)n−2V ′1(s)ds
+
∫ b
a
(
g′′(y(s)) +
g′′′(y(s))
g′(y(s))
−
(
g′′(y(s))
g′(y(s))
)2)
y′(s)nV ′1(s)ds.(4.61)
Proof. Multiply the equation (4.10) by (g′(y)y′ +
g′′(y)y′
g′(y)
− 1) and integrate to obtain
−
∫ b
a
(g′(y)y′ +
g′′(y)
g′(y)
y′ − 1)((y′)n−2V ′1)
′ds =
1
n− 1
∫ b
a
(eg(y)+log(g
′(y))−s)′V1ds
=
[
V1
n− 1
g′(y)eg(y)−s
]b
a
−
1
n− 1
∫ b
a
g′(y)eg(y)−sV ′1ds
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and
−
∫ b
a
(g′(y)y′ +
g′′(y)
g′(y)
y′ − 1)((y′)n−2V ′1)
′ds = −
[
(g′(y)y′ +
g′′(y)
g′(y)
y′ − 1)(y′)n−2V ′1
]b
a
+
∫ b
a
(g′′(y) +
g′′′(y)
g′(y)
−
(
g′′(y)
g′(y)
)2
)(y′)nV ′1ds
+
∫ b
a
(g′(y) +
g′′(y)
g′(y)
)y′′(y′)n−2V ′1ds.
Since (n−1)g′(y)y′′(y′)n−2 = ((y′)n−1)′g′(y) = −g′(y)eg(y)−s hence cancelling this term on both sides yields
the identity. 
Lemma 4.7. Let δ > 0, δ = O(log(g′)) and Tδ = T1 − (n − 1)δ. For t ≥ max{S, Tδ}
def
= S4 and
X(t) = e
T1−t
n−1 ,
L(t)
def
=
∫ ∞
t
g′′(y)
g′(y)
y′′(y′)n−2V ′1ds+
∫ ∞
t
(g′′(y) +
g′′′(y)
g′(y)
−
(
g′′(y)
g′(y)
)2
)(y′)nV ′1ds
= g′′
(
n
(n− 1)g′
)n [ 1
n
+
1
(n− 1)
n−1∑
r=0
(−1)rCn−1r
(r + 2)(1 +X(t))r+2
]
+g′′
(
n
(n− 1)g′
)n [
n
(n2 − 1)
X(t)n+1 − (1 +X(t))n+1
(1 +X(t))n+1
+O
(
δ4g′′
(g′)2
)]
,(4.62)
then J(t) = L(t). Furthermore, if t ≤ S3 = S1 − (n− 1)k1, then
((y′)n−2V ′1)
′(t) = e
O
(
δ3g′′
(g′)2
)
((z′)n−2V ′2)
′(t).(4.63)
Proof. Let S4 ≤ t ≤ S3, then V1(t) ≤ −C˜3 and hence from (4.18), we have
−y′′ =
eg(y)−t
(n− 1)(y′)n−2
= e
O
(
g′′δ2
(g′)2
)
eg+g
′(z−γ)−t
(n− 1)(z′)n−2
= −e
O
(
g′′δ2
(g′)2
)
z′′
and from (4.53) and (4.23), we have
−((y′)n−2V ′1)
′ = ρ1e
−tV1 = e
O
(
g′′δ2
(g′)2
)
ρ2e
−t(V2 +O
(
δ3g′′
(g′)2
)
) = −e
O
(
g′′δ3
(g′)2
)
((z′)n−2V ′2)
′.
which proves (4.63). From (4.18) to (4.23) and from Lemma 4.3, we have
L(t) = e
O
(
δ2g′′
(g′)2
) [
g′′
g′
∫ ∞
t
(z′)n−2z′′(V ′2 +O
(
δ3g′′
(g′)2
)
)ds
+g′′
∫ ∞
t
(z′)n(V ′2 +O
(
δ3g′′
(g′)2
)
)ds+O
(
g′′′
g′
+
(
g′′
g′
)2)∫ ∞
t
(z′)nV ′1ds
]
= e
O
(
δ2g′′
(g′)2
) [
g′′
g′
I1(t) + g
′′I2(t)
]
+O
(
δ3(g′′)2
(g′)3
∫ ∞
t
(z′)n−2z′′ds+
δ3(g′′)2
(g′)2
∫ ∞
t
(z′)nds+
(
g′′
(g′)n
+
(
g′′
g′
)2)∫ ∞
t
(z′)nV ′1ds
)
.
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Furthermore, ∫ ∞
t
(z′)n−2z′′ds =
z′(t)n−1
n− 1
= O
((
n
(n− 1)g′
)n−1)
,
and ∫ ∞
t
(z′)nds = O
((
n
(n− 1)g′
)n−1 ∫ ∞
t
z′(s)ds
)
= O
((
n
(n− 1)g′
)n−1
(γ − z(t))
)
= O
((
n
(n− 1)g′
)n
log(1 +X(t))
)
= O
((
n
(n − 1)g′
)n
δ
)
.
From Lemma 4.3, for t ≥ max{S, Tδ}, we have V1(t) = V2(t) +O
(
g′′δ3
(g′)2
)
= O(1). Therefore
∫ ∞
t
(z′)nV ′1ds = O
((
n
(n− 1)g′
)n
(1− V1(t))
)
= O
((
n
(n− 1)g′
)n)
.
Hence we get
L(t) = e
O
(
δ2g′′
(g′)2
)
I(t) +
(
n
(n− 1)g′
)n
O
(
δ3(g′′)2
(g′)2
+
δ4(g′′)2
(g′)2
)
.
Now (4.51) follows from (4.60) and this completes the proof of the lemma. 
We now introduce an assumption on S:
Assumption 4.8. Let
S6 = S6(γ)
def
= T1 − (
4q
q − 1
+ 1)(n − 1) log(g′),(4.64)
and now assume that there exists a sequence γl →∞ such that S = S(γl) satisfies
S6(γl) ≤ S(γl) = S.(4.65)
For the next part, we assume that S satisfies Assumption 4.8 and derive the asymptotics as γl → ∞.
By a slight abuse of notation, for the subsequent sections, we denote γl by γ, S6(γl) to be S6 and S(γl)
by S. We suppress writing the subsequence l and mean γ is large to denote γl is large. Then we have the
following crucial result.
Lemma 4.9. Assume that S satisfies Assumption 4.8, then for γ large, we have
S = T1 + (n− 1) log
(
(n− 1)g′′
(g′)2
+O
(
δ4(g′′)2
(g′)4
))
(4.66)
and
V ′2(S) =
n
n− 1
g′′
(g′)2
(
1 +O
(
δ4g′′
(g′)2
))
.(4.67)
Proof. As before, we let X(t) := e
T1−t
n−1 . Then from (4.57), we trivially have
X(S) ≥
e−C4(g′)2
(log(g′))3g′′
→∞ as γ →∞.
We have
(z′)n−2V ′2 =
n
(n− 1)2
(
n
(n− 1)g′
)n−2
X(t)n−1
(1 +X(t))n
,
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((z′)n−2V ′2)
′ =
n
(n− 1)3
(
n
(n− 1)g′
)n−2(
nX(t)n
(1 +X(t))n+1
−
(n− 1)X(t)n−1
(1 +X(t))n
)
=
n
(n− 1)3
(
n
(n− 1)g′
)n−2( 1
X(t)
+O
(
1
(X(t))2
))
.(4.68)
Set a = S and b =∞ in (4.61) and from (4.62), (4.63), (4.68) we have for δ = log(g′)
((z′)n−2V ′2)
′(S) =
n
(n− 1)3
(
n
(n− 1)g′
)n−2( 1
X(S)
+O
(
1
X(S)2
))
= e
O
(
δ3g′′
(g′)2
)
((y′)n−2V ′1)
′(S) = e
O
(
δ3g′′
(g′)2
)
L(S)
= e
O
(
δ3g′′
(g′)2
)
g′′
(
(
n
(n − 1)g′
)n ( 1
n
+O
(
δ4g′′
(g′)2
))
and
1
X(S)
=
(n− 1)g′′
(g′)2
(1 +O
(
1
X(S)
)
) +O
(
1
X(S)2
+ δ4
(
g′′
(g′)2
)2)
.
Hence
e
S−T1
n−1 =
1
X(S)
=
(n− 1)g′′
(g′)2
[
1 +O
(
δ4g′′
(g′)2
)]
,
which gives after taking logarithms
S = T1 + (n− 1) log
(
(n− 1)g′′
(g′)2
+O
(
δ4
(
g′′
(g′)2
)2))
and
V ′2(S) =
n
(n− 1)2
X(S)
(1 +X(S))2
=
n
(n− 1)2
(
1
X(S)
−
2
X(S)2
+O
(
1
X(S)3
))
=
n
n− 1
g′′
(g′)2
(
1 +O
(
δ4g′′
(g′)2
))
.
This proves the lemma. 
Next we study the behaviour of V1 for t ∈ [T (γ), S].
Lemma 4.10. Let S satisfies the Assumption 4.8, then there exists a C0 > 0 such that for γ large with
t ∈ [S − C0g, S), the following holds:
V1(t) < 0, and V
′
1(t) < 0.(4.69)
Proof. Let S6 defined in (4.64) and
t0
def
= inf{t ∈ [T (γ), S]; V1(s) < 0 for s ∈ (t, S]}.(4.70)
Observe that from (4.66), there exists a C1 > 0 such that for γ large T˜ ≤ S − C1g.
Case i: If T˜ ≥ t0, then there is nothing to prove.
Case ii: Assume that T˜ < t0. Then V1(t0) = 0 and 0 ≤ −V1(t) ≤ −V1(S) for t ∈ (t0, S). Hence from
(3.13), (3.37), (4.9) and (4.10), we have∫ S6
t0
ρ1e
−sV1
(∫ s
t0
dθ
(y′(θ))n−2
)
ds = O
(
|V1(S)|(g
′)n−1(S − t0)
∫ S6
T˜
eg(y(s))−sds
)
= O
(
|V1(S)|(S − t0)(g
′)
n−1+ q
q−1
(g′)
4q
q−1
+n
)
= O
(
|V1(S)|(S − t0)
g
)
.
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Similarly, now from (4.18), we have
∫ S
S6
ρ1e
−sV1
(∫ s
t0
dθ
(y′(θ))n−2
)
ds = O
(
|V1(S)|(S − T0)(g
′)n−1
∫ S
S6
eg+g
′(z−γ)−sds
)
= O
(
|V1(S)|(S − t0)(g
′)n−1|z′(S)n−1 − z′(S6)
n−1|
)
= O
(
|V1(S)|(S − t0)
∣∣∣∣ X(S)n−1(1 +X(S))n−1 − X(S6)
n−1
(1 +X(S6))n−1
∣∣∣∣
)
= O
(
|V1(S)|(S − t0)
X(S)
)
= O
(
|V1(S)|(S − t0)g
′′
(g′)2
)
= O
(
|V1(S)|(S − t0)
g
)
.
Here we have used the fact that for any a > 0 and b > 0, we have
an−1
(1 + a)n−1
−
bn−1
(1 + b)n−1
= O
(
an−1(1 + b)n−1 − bn−1(1 + a)n−1
(1 + a)n−1(1 + b)n−1
)
= O
(
an−1bn−2 + bn−1an−2
an−1bn−1
)
= O
(
1
a
+
1
b
)
= O
(
1
a
)
.
Combining all the above estimates, we get
|V1(S)| = −V1(S) + V1(t0)
= −
∫ S6
t0
ρ1V1e
−s
(∫ s
t0
dθ
(y′(θ))n−2
)
ds−
∫ S
S6
ρ1V1e
−s
(∫ s
t0
dθ
(y′(θ))n−2
)
ds
= O
(
|V1(S)|(S − t0)
g
)
.
This completes the proof of the lemma. 
Next we have
Lemma 4.11. Let S satisfies the Assumption 4.8 and S6 be as in (4.64), then the following holds:
V1(S6) = V1(S)
(
1 + (n− 1)2V ′2(S)− (n− 1)(S − S6)V
′
2(S)
)
+O
(
δ4g′′
(g′)4
)
,(4.71)
V ′1(S6) = (n− 1)V1(S)V
′
2(S) +O
(
δ3g′′
(g′)4
)
.(4.72)
Proof. Let t ∈ [S6, S], then X(t) = e
T1−t
n−1 → ∞ as γ → ∞. From Lemma 4.10, V1(t) < 0 for t ∈ [S6, S],
hence
log(−(n− 1)V2(t)) = log
(
1−
n
1 +X(t)
)
= −
n
1 +X(t)
+O
(
1
X(t)2
)
= −(n− 1)2
n
(n− 1)2
X(t)
(1 +X(t))2
+O
(
1
X(t)2
)
= −(n− 1)2V ′2(t) +O
(
1
X(t)2
)
,
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and V ′2(S6) = O
(
1
(g′)
4q
q−1
+1
)
. Therefore, from lemma 4.3,
∫ S
S6
V1(s)V
′
2(s)
V2(s)
ds =
∫ S
S6
(log(−(n − 1)V2(s))
′V1(s)ds
= [V1(s) log(−(n − 1)V2(s)]
S
S6
−
∫ S
S6
V ′1(s) log(−(n − 1)V2(s))ds
= −(n− 1)2V1(S)V
′
2(S) +O
(
V1(S6)V
′
2(S6)
)
+O
(
V ′1(S6)
∫ S
S6
V ′2(s)ds
)
= −(n− 1)2V1(S)V
′
2(S) +O
(
V1(S6)
(g′)
4q
q−1
+1
)
+O
(
V ′1(S6)(V2(S)− V2(S6))
)
.
Since V2(S)− V2(S6) =
n
n− 1
(
1
1 +X(S)
−
1
1 +X(S6)
)
= O
(
1
X(S)
)
, hence from lemma 4.9,
∫ S
S6
V1(s)V
′
2(s)
V2(s)
ds = −(n− 1)2V1(S)V
′
2(S) +O
(
V ′1(S6)g
′′
(g′)2
+
(V1(S6))
(g′)
4q
q−1
+1
)
.(4.73)
With δ = log(g′) for t ∈ [S6, S], we have
y′(t) = e
O
(
δ2g′′
(g′)2
)
z′(t), y′′(t) = −
eg(y)−t
(n− 1)(y′)n−2
= e
O
(
δ2g′′
(g′)2
)
z′′(t),
y′(t)n−3y′′(t)− z′(t)n−3z′′(t) =
(
1− e
O
(
δ2g′′
(g′)2
))
(z′)n−3z′′
= O
(
δ2g′′
(g′)n
1
X(S)
)
= O
(
δ2(g′′)2
(g′)n+2
)
,
y′(t)n−2 − z′(t)n−2 =
(
1− e
O
(
δ2g′′
(g′)2
))
z′(t)n−2 = O
(
δ2g′′
(g′)n
)
and
V ′2(t) + |V
′′
2 (t)| = O
(
1
X(S)
)
= O
(
g′′
(g′)2
)
.
Hence
ρ3 = ((y
′(t)n−2 − z′(t)n−2)V ′2)
′
= (y′(t)n−2 − z′(t)n−2)V ′′2 + (n− 2)(y
′(t)n−3y′′(t)− z′(t)n−3z′′(t)V ′2 = O
(
δ2g′′
(g′)n+2
)
.
and
1
y′(t)n−2
∫ S
t
ρ3V1ds = O
(
(S − S6)δ
2g′′
(g′)4
)
= O
(
δ3g′′
(g′)4
)
.
From (4.23),
1
y′(t)n−2
∫ S
t
(ρ1 − ρ2)V1V2e
−sds = O
(
δ2g′′
(g′)2
1
y′(t)n−2
∫ S
t
ρ1V1e
−sds
)
= O
(
δ2g′′
(g′)2
V ′1(t)
)
.
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Since V ′2(S6) = O
(
1
X(S6)
)
= O
(
1
(g′)
4q
q−1
+1
)
, we have from (4.17),
V ′1(t) =
V1(t)V
′
2(t)
V2(t)
−
(
y′(S)
y′(t)
)n−2
V1(S)V
′
2(S)
V2(t)
+
1
y′(t)n−2V2(t)
∫ S
t
(ρ1 − ρ2)V1V2e
−sds
+
1
y′(t)n−2V2(t)
∫ S
t
ρ3V1ds
=
V1(t)V
′
2(t)
V2(t)
+ (n− 1)V1(S)V
′
2(S) +O
(
δ2g′′
(g′)2
V ′1(t) +
δ3g′′
(g′)4
)
.
Hence solving for V ′1(t) to obtain
V ′1(t) =
V1(t)V
′
2(t)
V2(t)
+ (n− 1)V1(S)V
′
2(S) +O
(
δ3g′′
(g′)4
)
.(4.74)
Thus we get
V ′1(S6) = (n− 1)V1(S)V
′
2(S) +O
(
δ3g′′
(g′)4
)
and this proves (4.72). Integrating (4.74) and using the above estimates to obtain
V1(S)− V1(S6) =
∫ S
S6
V1(t)
V ′2(t)
V2(t)
dt+ (n− 1)V1(S)V
′
2(S)(S − S6) +O
(
δ4g′′
(g′)4
)
= −(n− 1)2V1(S)V
′
2(S) + (n− 1)V1(S)V
′
2(S)(S − S6) +O
(
δ4g′′
(g′)4
)
.
This proves (4.71) and hence the lemma. Next, we have
Lemma 4.12. Assume S satisfies (4.65). Then for t ∈ [T˜ , S6]
V ′1(t) = V
′
1(S6) +O
(
(g′′)2
(g′)4
)
,(4.75)
V1(T˜ ) = V1(S6) + V
′
1(S6)(T˜ − S6) +O
(
g′′
(g′)2
)
.(4.76)
Proof. From Lemma 4.10, V1(t) < 0, V
′
1(t) < 0 for t ≥ S −C0g. Let t0 as in (4.70) and define t1 ≤ t0 < S6
by
t1
def
= inf{t < t0; V1(s) > 0, V
′
1(s) < 0 for s ∈ (t, t0)},(4.77)
that is t0 is the first zero before S and t1 is the second turning point of V1 if it exists.
Claim 5. For t ∈ [T˜ , S6], we have V1(t) = O(1) and V
′
1(t) ≤ 0.
Proof of Claim 5. Assume that t1 ≥ T˜ exists. Then either (i) V
′
1(t1) = 0 or (ii) t1 = T˜ and V1(T˜ ) > 0,
V ′1(t) < 0 for t ∈ [T˜ , S6]. From (4.72), we have V
′
1(S6) = O
(
g′′
(g′)2
)
and
V ′1(S6)
∫ S6
t
(
y′(S6)
y′(s)
)n−2
ds = O
(
g′′(S6 − t)
(g′)2
)
= O
(
g′′(S6 − T˜ )
(g′)2
)
= O
(
g′′g
(g′)2
)
= O(1).
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From (4.10) and (3.37), we have for t1 ≤ a ≤ b ≤ S6∫ b
a
ρ1V1e
−s
(∫ s
a
dθ
(y′(θ))n−2
)
ds = O
(
max {|V1(a)|, |V1(b)|} (g
′)n−1
∫ S6
T˜
eg(y(s))−sds
)
= max {|V1(a)|, |V1(b)|} O
(
(T˜ − S6)
2(g′)n−1
(g′)
2q
q−1
+n
)
= max {|V1(a)|, |V1(b)|}O
(
1
(g′)
q
q−1
+1
)
.
Hence for t ∈ [t1, S6]
V1(t) = V1(S6)− V
′
1(S6)
∫ S6
t
(
y′(S6)
y′(θ)
)n−2
dθ −
∫ S6
t
ρ1V1e
−s
(∫ s
t
dθ
y′(θ)n−2
)
ds
= O(1) + max {|V1(t)|, |V1(S6)|}O
(
1
(g′)
q
q−1
+1
)
.
This implies V1(t) = O(1). Suppose V
′
1(t1) = 0, then taking a = t1, b = t0 to obtain
0 = V1(t0) = V1(t1)−
∫ t0
t1
ρ1V1e
−s
(∫ s
t
∂θ
(y′(θ))n−2
)
ds = V1(t1) +O
(
V1(t1)
(g′)
q
q−1
+1
)
which gives a contradiction if V1(t1) > 0 and this proves the claim. 
From (3.37), (3.39), (4.12), (4.72) and the above claim, we have for t ∈ [T˜ , S6]
V ′1(t) =
(
y′(S6)
y′(t)
)n−2
V ′1(S6) +
1
y′(t)n−2
∫ S6
t
ρ1V1e
−sds
=

1 +O
(
g′′
(g′)2
)
1 +O
(
g′′
(g′)2
)

V ′1(S6) +O
(
(g′)n−1
∫ S6
t
eg(y(s))−sds
)
= V ′1(S6) +O
(
(g′′)2
(g′)4
)
.
Integrating the above expression, we get
V1(T˜ ) = V1(S6) + V
′
1(S6)(T˜ − S6) +O
(
(T˜ − S6)(g
′′)2
(g′)4
)
= V1(S6) + V
′
1(S6)(T˜ − S6) +O
(
γg′(g′′)2
(g′)4
)
= V1(S6) + V
′
1(S6)(T˜ − S6) +O
(
g′′
(g′)2
)
.
This proves the lemma. 
Lemma 4.13. Assume that S satisfies Assumption 4.8, then for t ∈ [T (γ), T˜ ], we have
V ′1(t) = V
′
1(T˜ ) +O

(g′′)2
(g′)3
+
e−(g−
(n−1)γg′
n
)
(g′)α

 ,(4.78)
V1(T (γ)) = V1(T˜ ) + V
′
1(T˜ )(T (γ)− T˜ ) +O

 g′′
(g′)3
+
e−(g−
(n−1)γg′
n
)
(g′)α

 .(4.79)
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Proof. First we show that for t ∈ [T (γ), T˜ ]
V1(t) = O(1), V
′
1(t) < 0.(4.80)
For this, let t0 and t1 as in (4.70) and in (4.77).
Then from Claim 5, it follows that t1 < T˜ . Then either t1 > T (γ) and V
′
1(t1) = 0, V1(t1) > 0 or t1 = T (γ)
and V ′1(t) < 0 for all T (γ) < t < S. For t ∈ [T (γ), T˜ ], y(t) ≤ s0 and hence ρ1(t) =
f ′(y(t))
n− 1
= O
(
y(t)−1+α
)
.
Therefore for t ∈ (T (γ), T˜ ), there exists a ξ ∈ (T (γ), t) such that y(t) = y′(ξ)(t− T (γ)). Hence from (1.4)
and (3.48) we have ρ1(t) =
f ′(y(t))
n− 1
= O
(
(t− T (γ))−1+α
(g′)−1+α
)
. Hence from (2.10), (2.11), (3.38), (4.13),
(4.72) and (4.75), we have
(4.81)
V1(t) = V1(T˜ )− V
′
1(T˜ )
∫ T˜
t
(
y′(T˜ )
y′(θ)
)n−2
dθ −
∫ T˜
t
ρ1V1e
−s
(∫ s
t
dθ
(y′(θ))n−2
)
ds
= V1(T˜ )− V
′
1(T˜ )
∫ T˜
t

1 +O
(
g′′
(g′)2
)
1 +O
(
g′′
(g′)2
)

 dθ + ( max
s∈[t,T˜ ]
|V1(s)|)O
(
(g′)n−1−α
∫ T˜
T (γ)
(s− T (γ))αe−sds
)
= V1(T˜ )− V
′
1(T˜ )(T˜ − t) +O
((
g′′
(g′)2
)2)
(T˜ − T (γ))
+( max
s∈[t,T˜ ]
|V1(s)|)O
(
(g′)n−1−α
∫ T˜
T (γ)
(1 + s− T (γ))e−sds
)
= V1(T˜ )− V
′
1(T˜ )(T˜ − t) +O
(
(g′′)2
(g′)3
+ max
s∈[t,T˜ ]
|V1(s)|(g
′)n−α−1e−T (γ)
)
.
Therefore, we have
V1(t) = V1(T˜ )− V
′
1(T˜ )(T˜ − t) +O
(
(g′′)2
(g′)3
+
e−(g−(
n−1
n )γg
′)
(g′)α
max
s∈[t,T˜ ]
|V1(s)|
)
.
Since from Claim 5, V1(T˜ ) = O(1), hence
(4.82) V1(t) = O(1) for all t ∈ [T (γ), T˜ ].
Suppose V ′1(t1) = 0 and V1(t1) > 0, then V1(t0) = 0 and
0 = V1(t0) = V1(t1) + V
′
1(t1)(t0 − t1)−
∫ t0
t1
ρ1V1e
−s
(∫ s
t1
dθ
(y′(θ))n−2
)
ds
= V1(t1) +O

e−(g− (n−1)γg′n )
(g′)α

V1(t1)
which is a contradiction if V1(t1) > 0 and this proves (4.80).
From (4.81) and (4.82), the estimate
V1(T (γ)) = V1(T˜ ) + V
′
1(T˜ )(T (γ)− T˜ ) +O

 g′′
(g′)3
+
e−(g−
(n−1)γg′
n
)
(g′)α


follows and this proves the lemma. 
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Lemma 4.14. Assume S satisfies (4.65) and δ = O(log(g′)). Then
V1(T (γ)) = V1(S)
(
1−
(n− 1)γg′′
(g′)2
+O
(
δ4g′′
(g′)2
+
δ3
(g′)2
))
,(4.83)
T ′(γ) =
(
1 +O
(
δ3g′′
(g′)2
))
n
(
g′ − (n− 1)γg′′ +O
(
δ4g′′
g′
+
δ3
g′
))
.(4.84)
Proof. Denote η = η(γ)
def
=
e−(g−
(n−1)γg′
n
)
(g′)α
. Then from Lemmas 4.9 to 4.13, we have
V1(T (γ)) = V1(T˜ ) + V
′
1(T˜ )(T (γ)− T˜ ) +O
(
g′′
(g′)2
+ η
)
= V1(S6) + V
′
1(S6)(T˜ − S6) + (V
′
1(S6) +O
(
(g′′)2
(g′)4
)
)(T (γ) − T˜ ) +O
(
g′′
(g′)2
+ η
)
= V1(S6) + V
′
1(S6)(T (γ) − S6) +
(
g′′
(g′)2
+ η
)
= V1(S)
(
1 + (n − 1)2V ′2(S) + (n− 1)V
′
2(S)(S6 − S)
)
+(n− 1)V1(S)V
′
2(S)(T (γ) − S6) +O
(
δ3g′′
(g′)4
(T (γ) − S6) + η
)
= V1(S)
(
1 + (n − 1)2V ′2(S) + (n− 1)V
′
2(S)(T (γ) − S)
)
+O
(
δ3
(g′)2
+ η
)
.
Now, (2.11) and (4.66)
T (γ)− S = g −
(n− 1)γg′
n
+ (n− 1) log(
(n − 1)g′
n
) +
(n− 1)αnγg
′′
g′
+A(γ)
−g − (n− 1) log(
(n − 1)g′
n
)− (n− 1) log(
(n − 1)g′′
(g′)2
) +O
(
δg′′
(g′)2
+
δ2
g′
)
= −
(n− 1)γg′
n
− (n− 1) log
(
(n − 1)g′′
(g′)2
)
+O(1)
and from (4.67)
(n − 1)V ′2(S)(T (γ) − S) =
ng′′
(g′)2
(
1 +O
(
δ4g′′
(g′)2
))
(−
(n− 1)γg′
n
− (n− 1) log(
(n− 1)g′′
(g′)2
) +O(1))
= −
(n− 1)γg′′
g′
−
n(n− 1)g′′
(g′)2
log
(
g′′
(g′)2
)
+O
(
δ4γ(g′′)2
(g′)3
+
δ5(g′′)2
(g′)4
)
= −
(n− 1)γg′′
g′
+O
(
δ4g′′
(g′)2
)
.
Therefore,
V1(T (γ)) = V1(S)
(
1 +
n(n− 1)g′′
(g′)2
−
(n− 1)γg′′
g′
)
+O
(
δ4g′′
(g′)2
+
g′′δ3
(g′)2
+ η
)
.
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This proves (4.83). From (H2) of Hypothesis 1, (2.12), (3.48) and (4.80) we have
T ′(γ) = −
V1(T (γ))
y′(T (γ))
= −V1(S)(1 +O
(
1
(g′)2
)
)
(n− 1)g′
n
(
1−
(n− 1)γg′′
g′
+O
(
δ4g′′
(g′)2
))
=
(1 +O
(
δ3g′′
(g′)2
)
)
n
(
g′ − (n− 1)γg′′ +O
(
δ4g′′
g′
))
.
This proves the lemma. 
Proof of Theorem 2.3. Let S6(γ) be as in (4.64). Choose a γ0 > 0 large such that for γ ≥ γ0, all the
estimates up to Lemma 4.7 hold. Let S = S(γ) be the first turning point as defined earlier. Let
I1
def
= {γ ≥ γ0; S(γ) < S6(γ)},(4.85)
I2
def
= {γ ≥ γ0; S(γ) ≥ S6(γ)}.(4.86)
Since γ → S(γ) is continuous, we have that I2 is a closed set. Furthermore from Lemma 4.9, there exists
a γ1 ≥ γ0 such that if γ ≥ γ1, γ ∈ I2, then
S(γ) = T1 + (n− 1) log
(
g′′
(g′)2
)
+O(1).(4.87)
Hence if I3
def
= {γ > γ1; S(γ) ≥ S6(γ)} is non empty, then I3 is both open and closed in (γ1,∞) which
implies that I3 = (γ1,∞). Therefore we have either I3 = (γ1,∞) or I3 = ∅.
If I3 = ∅, then
I4
def
= {γ ≥ γ1; S(γ) < S6(γ)} = [γ1,∞).
Claim 6. I4 = ∅.
Proof of Claim 6. Suppose I4 6= ∅, then I4 = [γ1,∞). Let γ ≥ γ1 and t0 be as in (4.70). Then, for
t0 ≤ t ≤ S, we have |V1(t)| ≤ |V1(S)|. Also X(S6) = e
T1−S6
n−1 = (g′)
4q
q−1
+1
and hence for t ∈ [t0, S6(γ)],
z′(t) = O
(
1
g′
)
, z′′(t) = O
(
1
X(S6)g′
)
= O
(
1
(g′)
2q
q−1
+2
)
z′(t)n−3z′′(t) = O
(
1
(g′)
2q
q−1
+n−1
)
, |V ′2(t)|+ |V
′′
2 (t)| = O
(
1
X(S6)
)
= O
(
1
(g′)
2q
q−1
+1
)
.
Therefore from (3.12), (3.16) and (3.39), we have the following estimates for t ∈ [max{t0, T˜}, S6(γ)]:
1
y′(t)n−2
∫ S
t
ρ1V1V2e
−sds = O
(
|V1(S)|(g
′)n−1
∫ S
t
eg+g
′(z−γ)−sds
)
= O
(
|V1(S)|(g
′)n−1[(z′(S))n−1 − (z′(t))n−1]
)
= O
(
|V1(S)|
(g′)n−1
X(S6)(g′)n−1
)
= O
(
|V1(S)|
(g′)
4q
q−1
+1
)
,
1
y′(t)n−2
∫ S
t
ρ2V1V2e
−sds = O
(
|V1(S)|(g
′)n−2
(g′)n−1X(S6)
)
= O
(
|V1(S)|
(g′)
2q
q−1
+2
)
.
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From (3.35), (3.36) and(3.37), we have
−(n− 1)(y′)n−2y′′ = −((y′)n−1)′ = eg(y(t))−t ≤ eψ(y(t)) = O
(
1
(g′)
2q
q−1
+n
)
and hence we get
ρ3(t) = ((y
′)n−2 − (z′(t))n−2)V ′′2 + (n− 2)
(
(y′)n−2y′′
y′
−
(z′)n−2z′′
z′
)
V ′2 = O
(
1
(g′)
2q
q−1
+n−1
)
.
From the above estimates, (4.17) and the fact that S6 − T˜ = O(g), we get
V ′1(t)V2(t) = V1(t)V
′
2(t)−
(
y′(S)
y′(t)
)n−2
V ′2(S)V1(S) +O
(
|V1(S)|g
(g′)
2q
q−1
+1
)
= O
(
|V1(S)|g
(g′)
2q
q−1
+1
)
.
Since V2(t) ≤ −C for some C > 0 independent of γ, we thus see that
V ′1(t) = O
(
|V1(S)|g
(g′)
2q
q−1
+1
)
= O
(
|V1(S)|
(g′)
q
q−1
+1
)
.(4.88)
Now from (4.53), we have
V1(t) = V1(S) +O
(
|V1(S)|g(T˜ − S)
(g′)
2q
q−1
+1
)
≤ V1(S6) +O
(
|V1(S)|g
2
(g′)
2q
q−1
+1
)
= V2(S6) +O
(
(log(g′))3g′′
(g′)2
+
|V1(S)|
g′
)
≤ −
1
n− 1
+O
(
g′′δ4
(g′)2
)
< 0.
Hence t0 < T˜ and V1(t) = V1(S)(1 +O
(
1
(g′)
q
q−1
+1
)
). Now for t ∈ [t0, T˜ ] and from (4.12) and (4.88), we
have
V ′1(t) =
(
y′(T˜ )
y′(t)
)n−2
V ′1(T˜ ) +
1
y′(t)n−2
∫ T˜
t
f ′(y)V1e
−sds
= O
(
|V1(S)|
(g′)
q
q−1
+1
+ |V1(S)|(g
′)n−2
∫ T˜
t
f ′(y(s))e−sds
)
.
As in (4.81), we therefore have
V1(t) = V1(T˜ ) + |V1(S)|O
(
T˜ − T (γ)
(g′)
q
q−1
+1
+ |V1(S)|e
−T (γ)(g′)n−2
)
= V1(S)

1 +O

 1
(g′)
q
q−1
+
e−(g−
(n−1)γg′
n
)
(g′)α



 .
Since from (H2) of Hypothesis 1 which gives g −
(n− 1)γg′
n
≥ b for some b ∈ R as γ →∞, we hence get
V1(t) = V1(S)(1 + o(1)) < 0.
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Therefore t0 = T (γ) and
T ′(γ) = −
V1(T (γ))
y′(T (γ))
= −
(n− 1)g′
n
V1(S)(1 + o(1)) ≥
(n− 1)g′
n
|V1(S6)|(1 + o(1))
=
g′
n
(1 + o(1)).
Integrating the above inequality from γ1 to γ and using (2.11) in Theorem 2.2, we obtain
g −
(
n− 1
n
)
γg′ +O(log(g′)) = T (γ) ≥ T (γ1) +O(g(γ1)) +
g
n
(1 + o(1)).
Therefore we get
n−
(n− 1)γg′
g
≥ 1 + o(1).
Since from (H1) of Hypothesis 1, we see that
(n− 1)
[
1−
γg′
g
]
= (n− 1)
[
1− q +O
(
ρ′γ
g
+
ρ
g
)]
≥ o(1)
which implies that q ≤ 1 as γ →∞ which is a contradiction. This proves the claim. 
Therefore I3 = [γ1,∞) and for γ ∈ I3 and from (4.84) the theorem follows. 
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