Energy levels and radiative rates (A-values) for four types of transitions (E1, E2, M1, and M2) are reported for an astrophysically important Mg-like ion Si III, whose emission lines have been observed in a variety of plasmas. For the calculations, well-known and widely-used GRASP code has been adopted, and results are listed for transitions among the 141 levels of the 3 3 and 3 4 configurations. Experimental energies are available for only the lowest 58 levels but there is no major discrepancy with theoretical 
Introduction
Emission lines of many Mg-like ions have been observed in a variety of astrophysical plasmas, such as solar, early and latetype stars and planetary nebulae -see for example, [1] and references therein. Lines from several of these ions (such as Ca IX, Ti XI and Fe XV) are also prominent in fusion plasmas. However, to interpret observations and to model these plasmas atomic data are required for several parameters, including energy levels, radiative rates (A-values) and effective collision strengths (ϒ). Generally, energy levels for these ions are fairly well known, and the compilation of assessed experimental data are freely available from the NIST (National Institute of Standards and Technology) website http://www.nist.gov/pml/data/asd.cfm. However, corresponding informations for A-and ϒ values are not available from measurements, but over the past few decades several workers have reported theoretical results for many of the Mg-like ions -see for example the data stored in the CHIANTI database at http://www.chiantidatabase.org/ or references in [2] . Most of these data, particularly for ϒ, are limited to a few levels/transitions, and therefore require extension. More importantly, for some ions (such as P IV, Cl VI and K VIII) no collisional data are available.
Realising the importance of atomic data for Mg-like ions, recently [2] have reported calculations for a wide range of ions, up to Z = 36. They have considered a large number of levels (283 belonging to the 3 3 , 3 4 and 3 5 configurations) and have reported a consistent set of results for energy levels, A-values and ϒ. For the determination of atomic structure they have adopted the AutoStructure (AS) code of [3] , and for the collisional calculations the R-matrix code of [4] . Furthermore, they have resolved resonances in thresholds region and therefore, their data should be the best available to date.
The R-matrix code of [4] , adopted by [2] , basically calculates collision strengths (Ω) in LS coupling (Russell-Saunders or spin-orbit coupling), and in order to calculate Ω (and ϒ) for fine-structure transitions, they utilised their intermediate coupling frame transformation (ICFT) method [5] . Unfortunately, in the recent literature questions have been raised about the reliability of their approach. For example, we [6, 7] have demonstrated that the implementation of such an approach leads to a significant overestimation (of orders of magnitude) of ϒ values over a wide range of temperatures for a large number of transitions in Be-like ions. Similar overestimations have also been noted for transitions in Al-like Fe XIV [8] and Ar-like Fe IX [9] .
However, in a series of papers [10] [11] [12] the overestimation of ϒ results with the ICFT methodology has been justified on the basis of the larger calculations performed by the group authors. For example, we included only 98 levels of the 2 2 , 2 3 and 2 4 configurations for most Be-like ions [6, [13] [14] [15] , and only 166 for C III [7] , the additional 68 levels belonging to the 2 5 configurations, well short of 238 considered by [16] . However, in a recent paper [17] we considered exactly the same 238 levels for N IV and arrived at the same conclusion that the ICFT results for ϒ are indeed overestimated, by up to four orders of magnitude for over 40 per cent of the transitions. Moreover, the overestimation of ϒ results is over the whole range of temperatures. Therefore, it has become necessary to test the (in)accuracy of the ϒ results of [2] for Mg-like ions.
We also note here that large discrepancies in the ICFT calculations of [18] for transitions in Mg-like Fe XV were observed earlier [19] -see also section 5 and Table E for transitions in Si III. The error in the code was later rectified by [20] . Moreover, in certain circumstances the ICFT approach does lead to the overestimation in the ϒ values, as discussed by [21] for transitions in O III, and also explained by [10] . Nevertheless, in this paper we consider the results for Si III, which is not only an important Mg-like ion but its atomic data have recently been 'benchmarked' by [22] .
Lines of Si III have been extensively analysed by many workers -see for example, [1] and [22] and references therein. Of particular interest is the 120.7 nm emission line arising from the 1s 2 1 S 0 -3s3p 1 P o 1 transition, which has been extensively observed in both solar and stellar plasmas -see for example, [23] . The early close-coupling calculations for ϒ using the R-matrix method were undertaken by [24] . They considered only 12 lowest lying LS states of the 3s 2 , 3s3p, 3s3d, 3p 2 , 3s4s and 3s4p configurations, and reported results for ϒ over the 5×10 3 to 2.5×10 5 K temperature range, sufficient for analysis of observations because the temperature of maximum abundance in ionisation equilibrium for Si III is only ∼50 000 K [25] . However, an error was later detected in their work and was rectified by [1] , whose collisional data have mostly been utilised for observational analysis -see for example [26] , and are also stored in the CHIANTI database. Nevertheless, their data remain for limited transitions among 20 fine-structure levels of the above listed 12 states, and hence are not fully sufficient for observational analysis because some of the strong lines of Si III are associated with higher excited levels, such as 3s4f 1 F o 3 [22] . A much larger calculation involving 45 fine-structure levels belonging to 25 LS terms (n ≤ 4) of four Mg-like ions, including Si III, was later performed by [18] , but they reported results for ϒ for only 15 transitions from the ground 3s 2 1 S 0 to higher excited levels -see their Table 3 . However, their ϒ results for all transitions are now available on the website: http://www.open.adas.ac.uk.
Nevertheless, since their similar results for Fe XV were clearly demonstrated to be inaccurate [19] , as already stated, we will focus our comparisons with the most recent and relevant results of [2] , discussed earlier.
As in our earlier works, we employ the fully relativistic GRASP (General-purpose Relativistic Atomic Structure Package) code for the generation of wavefunctions, i.e. to determine the atomic structure of Si III. This code was originally developed by [27] , but has since undergone through multiple revisions. The version adopted here has been significantly revised by Dr. P. H. Norrington, one of the authors. This version is known as GRASP0 and is available at the website: http://amdpp.phys.strath.ac.uk/UK APAP/codes.ht Similarly, for the scattering calculations we have adopted the relativistic version of the R-matrix code, known as DARC (the Dirac atomic R-matrix code), and available at the same website. Both these codes have been adopted because of their reliability and our past experience with these for a wide range of ions. Otherwise, it is fair to state that the relativistic effects (included in these codes) are not too important for a moderately heavy Si ion. However, because of the inclusion of fine-structure in the definition of channel coupling, the size of the Hamiltonian (H) matrix increases substantially, and thus makes the calculations computationally more demanding. For this reason, our calculations include only 141 levels of the 3 3 and 3 4 configurations, 18 in total. Therefore, our calculations are comparatively smaller than those performed by [2] , because for practical reasons we are omitting the 142 levels of the 3 5 configurations. Nevertheless, our results should be sufficient to draw the necessary conclusions, as were the cases with our smaller calculations for Al X [6] and C III [7] , i.e. the Be-like ions.
Energy levels
Our energies obtained with an 'extended average level' (EAL) approximation are listed in Table 1 along with the experimental values compiled by NIST. For the 141 level calculations (GRASP1) energies obtained with and without the contributions of Breit and QED (quantum electrodynamic) effects are listed, whereas for the 283 levels (GRASP2) only the final (corrected) energies are given for the comparison purpose. This is because the contribution of Breit and QED effects is almost negligible for most levels and is below 0.04 Ryd for a few, such as 43-48, see columns under GRASP1a and GRASP1b. This is quite expected because Si III is a moderately heavy ion. However, the inclusion of Breit and QED effects slightly changes the ordering for a few levels, such as 79-84, 87/89 and 105-111.
Experimental energies are available for only levels below 58, and differences for a few with our (GRASP1b) energies are below 0.04 Ryd, see for example levels 16, 43 and 46-48. Similarly the orderings between theory and measurements are compatible for most levels, although there are minor differences for a few, such as 28/29 and 52/53.
For some ions, such as Si II [28] , inclusion of additional CI (configuration interaction) appreciably affects the energy levels. Therefore, to assess its impact we have performed another calculation (GRASP2) which includes the same 283 levels as by [2] .
However, for most levels of Si III there is no appreciable discrepancy between the GRASP1 and GRASP2 energies, although differences for a few are up to 0.02 Ryd -see for example, 78-81. Additionally, for two levels the GRASP2 energies differ by 0.05 Ryd (<2%), higher for 86 (3d 2 1 G 4 ) but lower for 141 (3d4d 1 S 0 ), and therefore there is no consistency. Nevertheless, the energies calculated with the GRASP code are compatible with those obtained with another independent code, i.e. the Flexible Atomic Code (FAC) of [29] -see energies under column FAC1 in Table 1 . FAC is also a relativistic code and generally provides comparable results for energy levels. For Si III also, the GRASP2 and FAC1 energies agree closely within 0.03 Ryd and the orderings are also nearly the same. Although this result was expected, the exercise became desirable in the absence of measurements for higher excited levels of Si III. For the same reason we have performed yet another calculation, i.e. FAC2, which includes much more CI with 1211 levels of the 3*2 and 3*1 n*1 (n ≤ 9) configurations. Although a few levels in FAC2 (such as 43, 53 and 90) cannot be be unambiguously identified, there is no appreciable discrepancy between the FAC1 and FAC2 energies, i.e. there is no clear advantage in including a larger CI as far as the levels of Si III are concerned. However, this calculation leads to another important conclusion and that is the strong intermixing of levels from higher configurations with those of n ≤ 4 -see also the energy table of [2] for the levels of Si III. As a result of this if we want to include all 141 levels listed in Table 1 in a collisional calculation then we have to include a further ∼500 levels, because resonances arising from the intermixed levels of higher configurations may considerably affect the calculations of ϒ -see section 5. However, with the computational resources available with us such a large calculation (with about ∼650 levels) is not feasible and therefore we had to make a compromise, although the levels listed in Table 1 are not the lowest.
Finally, in Table 1 we include the energies of [2] calculated with the AS code, because we will be comparing our collisional data with their work. There are some minor differences in level orderings, see for example, 10-12, 43-45 and 51-52. However, there is no significant discrepancy between our GRASP2 and the AS energies (because both calculations include the same CI), and differences for a few (such as 113-115) are below 0.1 Ryd. Therefore, with all comparisons discussed above we may confidently state that determination of energy levels for Si III is not problematic and all results listed in Table 1 are accurate to better than 2%.
Radiative rates and lifetimes
For modelling applications the most dominant and important are the A-values for electric dipole (E1) transitions. However, for a better accuracy of plasma modelling, similar A-values for electric quadrupole (E2), magnetic dipole (M1) and magnetic quadrupole (M2) transitions are also desired. Therefore, we have calculated A-values for all four types and note that these are related to the f-values (oscillator strengths) as
where m and e are the electron mass and charge, respectively, c the velocity of light, and ω i and ω j the statistical weights of the lower (i) and upper ( j) levels, respectively. Our calculated results, in the length form, are listed in Table 2 for the energies/wavelengths (λ , inÅ), radiative rates (A ji , in s −1 ), oscillator strengths (f i j , dimensionless), and line strengths (S, in atomic unit = 6.460×10 −36 cm 2 esu 2 ) for all E1 transitions. However, for the E2, M1 and M2 transitions only the A-values are listed in Table 2 . Furthermore, for brevity only transitions from the lowest 29 to higher excited levels are listed in Table 2 , but full table is available online in the electronic version (see Appendix A).
Several workers in the past have calculated A-values (mainly) for E1 transitions of Mg-like ions -see for example [30] and reference therein. These authors have also performed large calculations for transitions among the 3 3 configurations of all ions with 13 ≤ Z ≤ 100. They have employed their relativistic many-body perturbation theory (MBPT), but have reported limited results for most ions, including Si III. Nevertheless, [31] have compiled and critically assessed the A-values from many sources (including those from [30] ) and their recommendations (of varying inaccuracy A to E or equivalently 3 to 100%) cover the largest number of transitions, but mostly belonging to higher levels of Si III. Among the lowest 38 levels (see Table 1 ) [32] have determined A-values with the multi-configuration Hartree-Fock (MCHF) code. Their results are also available on the website:
http://nlte.nist.gov/MCHF/view.html. In Table A we compare our f-values with the GRASP (GRASP1 and GRASP2) and FAC (FAC1 and FAC2) codes among the lowest 22 levels. For comparisons the corresponding results with MCHF are also included.
For comparatively strong transitions with large f-values (> 0.1) all calculations agree within about 20%, which is highly satisfactory. The only exception is the 5-14 (3s3p 1 P o 1 -3p 2 1 S 0 , f ∼ 0.3) transition for which our GRASP1, GRASP2, FAC1 and FAC2 f-values are consistent, but the MCHF result is lower by about 30%, and has been recommended by [31] . Such anomalies for a few transitions are often found and mainly arise with differing amount of CI and/or methodology. For the same reason, variations in the f-values for weaker transitions are up to a factor of three (or even higher) for a few, such as 1-3/18/20, because the additive or cancellation effect of multiple mixing coefficients is much greater on these.
Another way to assess the accuracy of f-values is to compare the ratio (R) of the velocity and length forms. A value closer to unity generally gives an indication about the accuracy of the results, although the length form is normally considered to be more accurate. Therefore, in Table A we have also listed R from our GRASP1 and GRASP2 calculations, but stress here that near unit value of R is only a desirable criterion, not a necessary one because often even for strong transitions calculations with differing amount of CI may give R ∼ 1, but completely different results in magnitude [33] . For almost all strong (and many weaker) transitions listed in Table A , R is within 20% of unity and therefore indicates about the reliability of our results listed in Table 2 .
For some E2, M1 and M2 transitions the A-values are also available from the MCHF calculations (see also [31] ) and in Table B we make comparisons with our GRASP1 and GRASP2 results. There is no discrepancy between the three calculations for these transitions. Finally, we compare lifetime (τ = 1.0/∑ i A ji ) in Table C for the lowest 29 levels of Si III. The only τ results available in the literature for the levels of Si III are by [30] and [32] with the MBPT and MCHF codes, respectively. Their results are included in Table C for comparisons. From the MCHF code there are two sets of τ values, i.e. MCHF1 and MCHF2, obtained with ab initio and adjusted energies, respectively. The two sets of τ mostly agree within 20%, but differences for two levels (22 and 23) are up to 36%. Similarly, for most levels there is no (major) discrepancy between the GRASP and MCHF (and MBPT) results, but for a few the differences are striking. Particularly noteworthy are the 3p3d 3 F o 2,3,4 (21-23) levels, because for these the differences between the GRASP and MCHF τ are up to a factor of three. These differences directly relate to the corresponding differences in A-values of the dominating E1 transitions, which are invariably weak. Unfortunately, discrepancies with the MBPT results of [30] are even larger. However, for degenerating levels of other states (such as 3 P and 3 D), τ values are (nearly) the same in all calculations, but differ for the 22 and 23 levels ( 3 F o 3,4 ) in the MCHF work. The accuracy of the A-values can (indirectly) be assessed by making comparisons with measurements of lifetimes, which are available for a few levels, listed in Table C . Berry et al. [34] and later Bashkin et al. [35] have measured τ for a few levels by beam foil experiments. For the 3p 2 1 D 2 level the theoretical results are higher by up to (nearly) a factor of two, but the agreement between theory and measurements is satisfactory for the other remaining levels, particularly with the later measurements of [35] . Similarly, [36] have measured τ for the 3s3p 3 P o 1 level to be 59.9±3.6 µs, which compares well with the MCHF work but is lower by ∼40% than our or the MBPT calculations. Finally, [37, 38] have measured τ for two levels, namely 3s4s 3 S 1 and 3p 2 1 S 0 , but these are higher (by up to 40 per cent) than all theoretical results, listed in Table C . However, this limited comparison is not sufficient for accuracy assessment of the larger data reported in the paper. Moreover, our emphasis is on the collisional calculations (described in the next section) and hence the determination of atomic structure has scope for improvement.
Collision strengths
To calculate Ω the R-matrix radius adopted for Si III is 19.2 atomic units, and 45 continuum orbitals have been included for each channel angular momentum in the expansion of the wavefunction. The maximum number of channels generated for a partial wave is 729, which makes the size of the (largest) Hamiltonian (H) matrix to be 32 835. However, this large expansion allows us to compute Ω up to an energy of ∼30 Ryd. Considering that the highest threshold is at 3.4 Ryd (see Table 1 ) and the temperature of maximum abundance in ionisation equilibrium for Si III is only ∼50 000 K [25] Therefore, they extrapolated values of Ω over a very wide energy range, and this has been a major source of inaccuracy in their results, as discussed earlier on several occasions [6, 7, 17] .
Furthermore, for calculating Ω we have considered all partial waves with angular momentum J ≤ 40.5, sufficient for convergence for a majority of transitions and at most energies. However, for some allowed transitions and particularly towards the higher end of the energy range, our J range is not fully sufficient for the convergence of Ω. Therefore, to account for the higher neglected partial waves, we have included the contributions through the Coulomb-Bethe [39] and geometric series approximations for allowed and forbidden transitions, respectively.
The electron impact excitation cross section (σ , πa 2 0 ) is related to dimensionless parameter collision strength (Ω) as
where k 2 i is the incident energy of the electron and ω i is the statistical weight of the initial state. The only transitions for which σ have been measured, at energies up to 1.5 Ryd, are 1s 2 1 S -3s3p 1,3 P o [40, 41] , and there is no discrepancy with theoretical results -see figs. 2 and 3 of the former and fig. 4 of the latter, and also fig. 1 of [42] , who adopted the earlier version of DARC.
Since very little data for Ω are available in the literature for transitions in Si III, in Table 3 we list our results for all resonance transitions (i.e. from the ground to higher excited levels), at energies above thresholds but over a wide range of 4-30 Ryd. This should be useful for comparisons in future and for assessing the accuracy of our results. Regarding present comparisons, [1] have listed their results for only a few transitions, and in Table D Table D we have also listed DW Ω, but at a single energy of ∼10 Ryd. Discrepancies between the FAC and DARC Ω are up to 50% (except for 1-14: 1s 2 1 S 0 -3p 2 1 S 0 for which differences are of a factor of two) for several transitions, but the agreement between the two independent calculations is much closer than with the earlier R-matrix results of [1] . Therefore, the listed Ω of [1] do not appear to be accurate. However, since it is the effective collision strengths (see next section) which are applied in the modelling of plasmas, it will be more useful to compare the ϒ results to draw any meaningful conclusion. values of Ω in the 0.7 to 10 Ryd energy region -see Table D . We have resolved resonances with an energy mesh of 0.001 Ryd in most of the thresholds region, and have calculated Ω at over 2600 points.
Effective collision strengths
Because of the resonances, as shown in Figs. 1-3, values of Ω are averaged over a Maxwellian distribution as follows:
where k is Boltzmann constant, T e the electron temperature in K, and E j the electron energy with respect to the final (excited) state.
This value of ϒ is related to the excitation q(i,j) and de-excitation q(j,i) rates as follows:
and
where ω i and ω j are the statistical weights of the initial (i) and final ( j) states, respectively, and E i j is the transition energy. Results for these rates are required in the modelling of plasmas.
Our calculated values of ϒ are listed in Table 4 at temperatures up to 10 5.9 K, well above the T e of maximum abundance in ionisation equilibrium for Si III, i.e. 10 4.7 K [25] . However, for brevity only transitions from the lowest 29 to higher excited levels are listed in Table 4 , but full table is available online in the electronic version (see Appendix A). As discussed in section 1, the most recent, extensive and benchmarked [22] data for ϒ are those of [2] . Therefore, we will undertake a detailed comparison with their results, but before that in Table E we make a short comparison with the other available data of [1] and [18] for the same transitions Table D . For other transitions, differences in ϒ values are not as noticeable as for Ωs, because T e = 45 000 K is equivalent to only 0.285 Ryd, whereas the comparisons of Ω shown in Table D are at much higher energies.
The other results of ϒ listed in Table E are of [18] and [2] , i.e. ICFT1 and ICFT2, respectively. As stated earlier in section 1, the ϒ results of [18] for Mg-like ions were in error (see column ICFT1a in is lower by a factor of two. We discuss comparisons with their results in detail below for a larger number of transitions and over a wider range of temperatures.
In Fig. 4 (a, b and c) we compare our ϒ with the ICFT results of [2] . These are shown in the form of the ratio R = ϒ DARC /ϒ ICFT , with negative values of R representing ϒ ICFT /ϒ DARC , i.e. ϒ ICFT > ϒ DARC . These comparisons of ϒ are for all 9870 transitions among the 141 levels, listed in Table 1 . Fernández-Menchero et al. [2] have calculated results among 283 levels and therefore we have carefully isolated the common levels/transitions from their work. The comparisons shown in Fig. 4 are at three temperatures of 10 3.255 , 10 4.653 and 10 6.255 K. The first and the third are the lowest and the highest common temperatures between the two calculations, whereas the second is the most relevant for applications to astrophysical plasmas.
At T e = 10 3.255 K, about half the transitions differ by over 20%, and among these for about half ϒ DARC > ϒ ICFT and for the other ϒ ICFT > ϒ DARC . Since 10 3.255 K is a very low temperature (∼ 0.011 Ryd), differences as seen in Fig. 4a are common between any two independent calculations, because the position of resonances can significantly affect the magnitudes of ϒ. Similar discrepancies (for 55% of transitions) between the two sets of ϒ are seen in Fig. 4b at T e = 10 4.653 K, although a much better agreement is expected.
Unfortunately, discrepancies for about 50% of transitions remain at T e = 10 6.255 K, equivalent to ∼11.4 Ryd, a temperature well beyond the highest threshold considered in any of the two calculations, and at which the contributions of resonances, if any,
are not expected to be significant. In fact, Fernández-Menchero et al. [2] have also concluded that the effect of resonances attached to higher excited levels is not significant. Therefore, the larger calculations performed by [2] cannot be the reason for such large discrepancies. More importantly, the magnitude of discrepancies is much larger at this temperature, and for a majority of transitions Therefore, the discrepancies become clearer when we have a closer look at some of the forbidden transitions, such as 70/71/72 -141 (3p4f 3 G 3,4,5 -3d4d 1 S 0 ), which correspond to 90/92/93 -216 in the calculations of [2] , and for resonances cover a narrow energy region of 0.2 Ryd between their 217 and 283 threshold levels, which cannot be a major source of enhancement in ϒ values at higher temperatures. However, for these (and many other) transitions their ϒ increase with increasing T e (up to about 10 6 K and then decrease), whereas our results continuously decrease, as expected. The differences in ϒ results can be better appreciated from Finally, we make one more comparison in Fig. 6 (a, b and c) at the same three temperatures as in Fig. 4 , but this time replacing the lower levels (I) with upper ones (J), because this provides a clearer picture of the similarities or differences among transitions up to level(s) J. Indeed this figure is more revealing than Fig. 4 , because only for transitions among the lowest 29 levels there are no large discrepancies at any temperature between our DARC and the ICFT calculations of [2] . However, discrepancies increase with increasing T e and become worse as J increases. At the lowest T e , there is a reasonable agreement between the two calculations for transitions with J ≤ ∼70, which decreases to ∼ 50 and 30 as T e increases, as seen in Fig. 6 (b and c) . Therefore, as discussed earlier the maximum problem is at temperatures towards the higher end, and for a majority of transitions ϒ ICFT > ϒ DARC . This conclusion is consistent with that observed earlier for Be-like ions [6, 7, 17] .
Conclusions
In this paper we have reported energies and lifetimes, calculated with the GRASP code, for the 141 levels of the 3 3 and 3 4 configurations of Si III. Experimental energies are available for only the lowest 58, but there is no major discrepancy with theoretical results, either in magnitude or orderings. Furthermore, increasing the CI does not make the energy levels more accurate, but levels arising from higher configurations intermix with those considered here. Radiative rates, particularly for E1 transitions, also show a good agreement among various calculations, but only for comparatively strong transitions (f > 0.1). For weaker transitions, differences among different calculations are up to a factor of three, mainly because of differing methodologies and CI. For such transitions, it is difficult to assess the accuracy with confidence. However, our lifetimes show a reasonably satisfactory agreement with other available theoretical results as well as the measurements, and therefore provide some confidence in the calculations.
Considering the same 141 levels, as for radiative rates, we have also calculated collision strengths with the fully relativistic DARC code. The calculated results are listed for all resonance transitions over a wide energy range, up to 30 Ryd. These results should be useful for future comparisons, because no similar data are currently available in the literature. Resonances in a narrow energy mesh have also been resolved in the thresholds region to determine ϒ values, which are required for the diagnostics and modelling of plasmas. Results are listed over a large range of temperatures up to 10 5.9 K, for all 9870 transitions among the 141 levels. Similar results for a larger range of transitions, among 283 levels, and with the R-matrix code are available [2] . However, the earlier calculations are primarily in the LS coupling and results for fine-structure transitions have been determined through the ICFT approach. More importantly, these earlier calculations for Ω have been performed over a limited energy range (below 7.4 Ryd), and have been extrapolated over a very wide energy range to calculate subsequent results for ϒ up to T e = 1.8×10 7 K, which amounts to 114 Ryd. As a result of this discrepancies between the two sets of data are of over 20% for about half the transitions, and at all temperatures. In general, discrepancies increase with increasing temperature and are more prominent for transitions belonging to higher levels (J > 29). In a majority of cases the earlier ICFT results of ϒ are higher, by up to (almost) two orders of magnitude.
Since [2] have performed larger calculations, some differences with our work are expected and understandable, because for some allowed transitions the f-values differ, and for forbidden ones a larger range of resonances has been included. However, resonances for transitions in Si III are not very important, as seen here in Figs. 1-3 and also confirmed earlier by [2] and other workers, and therefore their contribution alone (if any) cannot explain the large discrepancies noted (particularly) for the forbidden transitions, as shown in Fig. 5 . Furthermore, the span of energy range for the additional levels included by them is very small, i.e. only 0.2 Ryd, which may affect the values of ϒ at low temperatures, but not the higher ones discussed in the paper. The conclusion that their methodology leads to significant overestimation in the determination of ϒ values is consistent with that derived earlier for Be-like ions. Therefore, we believe, the presently reported results of ϒ for transitions in Si III are more accurate than currently available in the literature, and hence should be adopted in the modelling of plasmas. Furthermore, since [2] have adopted the same methodology for all Mg-like ions, up to Z = 36, it is advisable to perform revised calculations for all ions so that the data can be confidently applied for modelling and/or diagnostics of plasmas.
Our presented results for ϒ are assessed to be more accurate than the existing ones, but scope remains for improvement. This is mainly because levels arising from the n ≥ 5 configurations highly mix with those of n ≤ 4 considered in the present work, but have been omitted due to practical (computational) reason. Their inclusion may improve the accuracy of the wavefunctions, and will certainly lead to the more accurate determination of ϒ results. However, the presently listed results for transitions belonging to the lowest 29 levels of Si III can be confidently applied, because these are likely to be unaffected by the inclusion of levels from higher configurations. i and j The lower (i) and upper ( j) levels of a transition as defined in Table 1 λ i j Transition wavelength (inÅ)
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