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Abstract. In this paper we present a new acceleration method for accelerating some numerical
sequences of successive approximations that arises in solving certain nonlinear equations. We
give a convergence result and some numerical examples to illustrate the abilities of the proposed
new acceleration technique.
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1. INTRODUCTION
In the last decade an important domain of numerical analysis was the development
and the improvement of several extrapolation algorithms. By an extrapolation pro-
cess a scalar sequence fSng, convergent to S , is transformed into a new sequence
fTng, through a sequence transformation T W fSng ! fTng. It is said that the trans-
formation T accelerates the convergence speed of the sequence fSng if it is satisfying
the following relation
lim
n!1
Tn S
Sn S D 0: (1.1)
In this case we say that fTng converges faster to S , than fSng.
The aim of this paper is twofold: first, to present a new acceleration algorithm in-
spired from one of the many representations of Aitken’s iterated2 process for which
we give a convergence result and secondly, to perform with this technique an empir-
ical study for the sequences arising in solving nonlinear equations for some of the
test functions that can be found in literature.
2. THE NEW ACCELERATION METHOD
Consider a nonlinear equation
f .x/D 0 (2.1)
c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which is equivalently written as a fixed point problem
g.x/D x (2.2)
where g W Œa;b! Œa;b is the iteration function.
We assume that ˛ is the unique root of (2.1) in the interval Œa;b and let x0 2 Œa;b be
an initial approximation sufficiently close to ˛. Under appropriate assumptions on f
(and therefore on g), the Picard iteration
xnC1 D g.xn/; nD 0;1; : : : (2.3)
converges to the (unique) fixed point x of g, which is the (unique) solution of (2.1)
in the interval Œa;b.
In what follows we remind the concept of linear convergence that can be found in
Berinde [3] and the concept of convergence order, also calledQ-order of convergence
that can be found in monographs by Ma˘rus¸ter [17] and Ortega and Rheinboldt [19].
Definition 1. [9] Let us assume that the sequence fSng, which converges to some
limit S , satisfies
lim
n!1
SnC1 S
Sn S D :
If ¤ 1 holds, we say that the sequence fSng converges linearly, and if D 1 holds,
we say that fSng converges logarithmically.
Let fxng 2R be a sequence of real numbers convergent to ˛ 2R (which is obtained
by iterating a fixed point equation).
Definition 2. [17],[19] Let fxng converge to ˛. If there exist an integer constant
p, and a real positive constant C such that
lim
n!1
ˇˇˇˇ
xnC1 ˛
.xn ˛/p
ˇˇˇˇ
D C
then p is called the order and C the constant of convergence.
It is well known that the convergence order of the Picard iteration is generally lin-
ear, see Berinde [3], so the method (2.3) converges slowly to the fixed point x. In
order to improve the convergence speed of (2.3) we must use a convergence accelera-
tion process. In the sequel we will present the most important ones. The most popular
sequence acceleration method, for a sequence that converges slowly, is Aitken’s 2
process. The method was given by A.C. Aitken in 1926 [1], who used it to accel-
erate the convergence of Bernoulli’s method for computing the dominant zero of a
polynomial. The method is given by
A
.n/
1 D Sn 
.SnC1 Sn/2
SnC2 2SnC1CSn D Sn 
ŒSn
2
2Sn
; nD 0;1; : : : ; (2.4)
where fSng is the sequence to be accelerated and  denotes the forward difference
operator,SnDSnC1 Sn and2SnDSnC1 SnDSnC2 2SnC1CSn. As it
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is known, Aitken’s 2 algorithm is based on a recursive computation, in which each
term of the sequence is determined by three previous terms by a simple arithmetic,
which implies that Aitken’s 2 process is a transformation of order l D 2.
Discussion about Aitken’s2 process can be found in books by Lubkin [15], Shanks
[20], Thuker [22], [23], Cordellier [10], Weniger [25]. Even a generalization to the
vector case was discussed by MacLeod [16]. Modifications and generalizations of
Aitken’s2 process were suggested by Drummond [11] and Jamieson and O’ Beirne
[13]. The properties of Aitken’s 2 process were studied by Baker and Graves-
Morries, Brezinski [2], [7], [8], Walz [24], Wimp [26]. Those properties are:
(i) Aitken’s 2 process accelerates linear convergence.
(ii) Aitken’s2 process is regular but not accelerative for logarithmically convergent
sequences.
The convergence power for Aitken’s 2 process can be increased by iterating it,
yielding the following nonlinear recursive scheme
A
.n/
kC1 D A.n/k  
ŒA
.n/
k
2
2A
.n/
k
; A
.n/
0 D Sn n;k 2N0; (2.5)
whereA.n/
k
DA.nC1/
k
 A.n/
k
and2A.n/
k
DA.nC1/
k
 A.n/
k
DA.nC2/
k
 2A.nC1/
k
C
A
.n/
k
, the forward difference operator acts only upon the superscript n and not upon
the subscript k. In the case of Aitken’s iterated 2 process every A.n/
k
term of the
sequence is determined by a recursive formula which requires 2kC1 elements, con-
sequently, A.n/
k
is a transformation of order l D 2k.
Like Aitken’s 2 process, the iterated form has many different expressions, one of
them being given by the next formula
A
.n/
kC1 D A.nC1/k  
ŒA
.n/
k
ŒA
.nC1/
k

2A
.n/
k
; A
.n/
0 D Sn n;k 2N0: (2.6)
Discussions about Aitken’s iterated 2 process were done in [21], [25], although
about its theoretical properties very little seems to be known.
Some other important sequences transformations were obtain by Wynn [27] in 1956,
this algorithm is called Wynn’s -algorithm; by Brezinski [6] in 1971, which is an
improvement of Wynn’s -algorithm, also called the  -algorithm and by Levin [14]
in 1973.
Our new algorithm we introduce in this paper is similar to expression (2.6). The new
proposed acceleration technique is given by
B
.n/
kC1 D B.nC3/k  
ŒB
.nC1/
k
ŒB
.nC2/
k

B
.nC1/
k
 B.n/
k
; n;k 2N (2.7)
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where B.n/0 D Sn, fSng is the sequence to be accelerated, , the forward difference
operator, has been defined before and we denote by , the forward difference oper-
ator with two steps,B.n/
k
DB.nC2/
k
 B.n/
k
. Like in the case of the Aitken’s iterated
2 process the difference operators,  and , act only upon the superscript n and
not upon the subscript k.
In the sequel we will give conditions on the B 0is which ensure that limn!1B
.n/
k
D S .
Theorem 1. If lim
n!1Sn D S , and if 8i;9bi ¤ 1 such that limn!1
B
.nC1/
i
B
.n/
i
D bi , for
8i ¤ j; bi ¤ bj . Then 8k we have lim
n!1B
.n/
k
D S .
Proof. For k D 0 we have
B
.n/
1 D B.nC3/0  
.B
.nC3/
0  B.nC1/0 /.B.nC3/0  B.nC2/0 /
.B
.nC3/
0  B.nC1/0 /  .B.nC2/0  B.n/0 /
;
where B.n/0 D Sn.
Multiplying with B
.nC2/
0
B
.nC2/
0
we get
B
.n/
1 D B.nC3/0  
B
.nC3/
0
B
.nC2/
0
  B
.nC1/
0
B
.nC2/
0
B
.nC3/
0
B
.nC2/
0
  B
.nC1/
0
B
.nC2/
0
 1C B
.n/
0
B
.nC2/
0
.B
.nC3/
0  B.nC2/0 /: (2.8)
Taking the limit when n tends to infinity we obtain
lim
n!1B
.n/
1 D limn!1B
.nC3/
0  
b0  1b0
b0  1b0  1C 1b20
lim
n!1.B
.nC3/
0  B.nC2/0 / (2.9)
from where it results
lim
n!1B
.n/
1 D limn!1B
.nC3/
0  
b0
b0 1 limn!1.B
.nC3/
0  B.nC2/0 /; (2.10)
where b0 ¤ 1 and B.n/0 D Sn. Hence
lim
n!1B
.n/
1 D limn!1SnC3 
b0
b0 1 limn!1.SnC3 SnC2/; (2.11)
because lim
n!1Sn D S we obtain limn!1B
.n/
1 D S .
Suppose that lim
n!1B
.n/
k 1 D S we prove that limn!1B
.n/
k
D S .
B
.n/
k
D B.nC3/
k 1  
.B
.nC3/
k 1  B.nC1/k 1 /.B.nC3/k 1  B.nC2/k 1 /
.B
.nC3/
k 1  B.nC1/k 1 /  .B.nC2/k 1  B.n/k 1/
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Multiplying with B
.nC2/
k 1
B
.nC2/
k 1
we obtain
B
.n/
k
D B.nC3/
k 1  
B
.nC3/
k 1
B
.nC2/
k 1
  B
.nC1/
k 1
B
.nC2/
k 1
B
.nC3/
k 1
B
.nC2/
k 1
  B
.nC1/
k 1
B
.nC2/
k 1
 1C B
.n/
k 1
B
.nC2/
k 1
.B
.nC3/
k 1  B.nC2/k 1 /: (2.12)
Taking the limit when n tends to infinity we obtain
lim
n!1B
.n/
k
D lim
n!1B
.nC3/
k 1  
bk 1  1bk 1
bk 1  1bk 1  1C
1
b2
k 1
lim
n!1.B
.nC3/
0  B.nC2/0 /;
(2.13)
hence there
lim
n!1B
.n/
k
D lim
n!1B
.nC3/
k 1  
bk 1
bk 1 1 limn!1.B
.nC3/
k 1  B.nC2/k 1 / (2.14)
where bk 1 ¤ 1 and B.n/k 1 D Sn we obtain lim
n! inf ty
B
.n/
k
D S . 
Theorem 2. If the conditions of Theorem 1 are satisfied and if
lim
n!1
B
.nC1/
k 1  S
B
.n/
k 1 S
D bk . Then fB.n/k g converges to S faster than fB.n/k 1g, when n tends
to infinity, that is
lim
n!1
B
.n/
k
 S
B
.n/
k 1 S
D 0: (2.15)
Moreover if bk ¤ 0, fB.n/k g converges to S faster than fB.nC1/k 1 g.
Proof. We prove the first part of theorem.
B
.n/
k
 S
B
.n/
k 1 S
D
B
.nC3/
k 1  S  
.B
.nC3/
k 1  B.nC1/k 1 /.B.nC3/k 1  B.nC2/k 1 /
.B
.nC3/
k 1  B.nC1/k 1 / .B.nC2/k 1  B.n/k 1/
B
.n/
k 1 S
; (2.16)
adding S  S in each parenthesis and separating into two fractions we obtain
B
.n/
k
 S
B
.n/
k 1 S
D B
.nC3/
k 1  S
B
.n/
k 1 S
 
  Œ.B
.nC3/
k 1  S/  .B.nC1/k 1  S/Œ.B.nC3/k 1  S/  .B.nC2/k 1  S/
fŒ.B.nC3/
k 1  S/  .B.nC1/k 1  S/  Œ.B.nC2/k 1  S/  .B.n/k 1 S/g.B.n/k 1 S/
:
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Multiplying with B
.nC2/
k 1  S
B
.nC2/
k 1  S
it follows that
B
.n/
k
 S
B
.n/
k 1 S
(2.17)
D B
.nC3/
k 1  S
B
.nC2/
k 1  S
 B
.nC2/
k 1  S
B
.n/
k 1 S
 

B
.nC3/
k 1  S
B
.nC2/
k 1  S
  B
.nC1/
k 1  S
B
.nC2/
k 1  S

B
.nC3/
k 1  S
B
.nC2/
k 1  S
 1


B
.nC3/
k 1  S
B
.nC2/
k 1  S
  B
.nC1/
k 1  S
B
.nC2/
k 1  S
 1C B
.n/
k 1 S
B
.nC2/
k 1  S

B
.n/
k 1 S
B
.nC2/
k 1  S
:
Taking the limit when n tends to infinity we get
lim
n!1
B
.n/
k
 S
B
.n/
k 1 S
D b3k  

bk   1bk

.bk  1/
bk   1bk  1C
1
b2
k

1
b2
k
; (2.18)
from where it follows
lim
n!1
B
.n/
k
 S
B
.n/
k 1 S
D b3k  b3k D 0: (2.19)
The proof of the second part of the theorem run as follows.
B
.n/
k
 S
B
.nC1/
k 1  S
D
B
.nC3/
k 1  S  
.B
.nC3/
k 1  B.nC1/k 1 /.B.nC3/k 1  B.nC2/k 1 /
.B
.nC3/
k 1  B.nC1/k 1 / .B.nC2/k 1  B.n/k 1/
B
.nC1/
k 1  S
; (2.20)
adding S  S in each parenthesis and separating into two fractions we obtain
B
.n/
k
 S
B
.nC1/
k 1  S
D B
.nC3/
k 1  S
B
.nC1/
k 1  S
 
Œ.B
.nC3/
k 1  S/  .B.nC1/k 1  S/Œ.B.nC3/k 1  S/  .B.nC2/k 1  S/
fŒ.B.nC3/
k 1  S/  .B.nC1/k 1  S/  Œ.B.nC2/k 1  S/  .B.nC1/k 1  S/g.B.nC1/k 1  S/
:
Multiplying with B
.nC2/
k 1  S
B
.nC2/
k 1  S
B
.n/
k
 S
B
.n/
k 1 S
D B
.nC3/
k 1  S
B
.nC2/
k 1  S
 B
.nC2/
k 1  S
B
.nC1/
k 1  S
 
 

B
.nC3/
k 1  S
B
.nC2/
k 1  S
  B
.nC1/
k 1  S
B
.nC2/
k 1  S

B
.nC3/
k 1  S
B
.nC2/
k 1  S
 1


B
.nC3/
k 1  S
B
.nC2/
k 1  S
  B
.nC1/
k 1  S
B
.nC2/
k 1  S
 1C B
.n/
k 1 S
B
.nC2/
k 1  S

B
.nC1/
k 1  S
B
.nC2/
k 1  S
:
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Taking the limit when n tends to infinity
lim
n!1
B
.n/
k
 S
B
.nC1/
k 1  S
D b2k  

bk   1bk

.bk  1/
bk   1bk  1C f rac1b2k

1
bk
(2.21)
from where it results
lim
n!1
B
.n/
k
 S
B
.nC1/
k 1  S
D b2k  b2k D 0: (2.22)
This completes the proof. 
Our aim in the next section is to perform with our new algorithm an empirical study
to test the capabilities of accelerating some numerical sequences arising in solving
nonlinear equations for some test functions taken from [4], [5], [12], [18].
3. NUMERICAL EXAMPLES
In this section we present some numerical examples to illustrate the efficiency and
the performance of the new proposed algorithm. The new acceleration method is
applied to some numerical sequences arising in solving nonlinear equations that can
be found in [4], [5], [12], [18]. To see the efficiency of the new proposed accel-
eration method we shall compare the sequence that arises when applying the new
acceleration technique with the sequence that arises when applying Aitken’s iterated
2 process. In the tables the numbers of exact decimals obtained at each step are
displayed. All the numerical computations listed in the tables were done with Maple
13 using 39 digit floating point arithmetic.
Example 1. [4], [5] Test function: f .x/ D x3C 4x2   10, which has a unique
root x D 1:365230013414096845760806828981666078331: : : . This equation can
be rewritten into a fixed point problem by g.x/ D 1
2
p
10 x3. To apply the new
acceleration technique we shall take the initial guess x0 2 f1:2;1:3;1:4;1:5g. The
results for Example 1 are listed in Table 1.
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Table 1
Initial guess
No. of iterations
1 2 3 4 5 6 7 8
1.2
B
.n/
k
2 5 9 13 20 26 31 38
A
.n/
k
2 4 4 10 14 18 23 28
1.3
B
.n/
k
3 6 10 15 22 28 35 38
A
.n/
k
2 4 8 12 16 21 26 32
1.5
B
.n/
k
2 4 9 12 20 25 32 38
A
.n/
k
2 4 4 9 14 18 24 28
1.6
B
.n/
k
1 4 8 12 17 23 32 34
A
.n/
k
1 3 4 8 13 16 24 25
Example 2. [5] Test function f .x/D x 3 x D 0, which has a unique root x D
0:5478086216540974464505754081510218503460: : : . This equation can be rewrit-
ten as a fixed point problem by g.x/D 3 x . To apply the new acceleration technique
we shall take the initial guess x0 2 f0:3;0:4;0:5;0:6g. The results for Example 2 are
listed in Table 2.
Table 2
Initial guess
No. of iterations
1 2 3 4 5 6 7 8
0.3
B
.n/
k
2 4 7 11 15 21 26 30
A
.n/
k
1 3 5 8 12 16 19 23
0.4
B
.n/
k
2 4 8 11 16 23 28 32
A
.n/
k
1 3 6 9 12 17 21 25
0.5
B
.n/
k
3 6 10 14 19 26 32 37
A
.n/
k
2 5 8 12 16 21 25 30
0.6
B
.n/
k
3 6 10 14 19 27 31 37
A
.n/
k
2 5 8 12 16 21 25 29
Example 3. [4] Test function f .x/ D cosx   x D 0, which has a unique root
x D 0:7390851332151606416553120876738734040134: : : . This equation can be
rewritten into a fixed point problem by g.x/ D cosx. To apply the new accelera-
tion technique we shall take the initial guess x0 2 f0:5;0:7;0:8;0:9g. The results for
Example refe3 are listed in Table 3.
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Table 3
Initial guess
No. of iterations
1 2 3 4 5 6 7 8
0.5
B
.n/
k
1 3 5 8 11 14 18 23
A
.n/
k
2 2 3 6 8 11 16 17
0.7
B
.n/
k
3 5 8 12 15 19 25 30
A
.n/
k
2 5 7 10 14 16 22 23
0.8
B
.n/
k
3 4 7 11 13 18 22 28
A
.n/
k
2 3 7 8 11 15 19 23
0.9
B
.n/
k
1 2 5 9 11 15 19 24
A
.n/
k
2 3 4 6 9 12 16 19
Example 4. [12] Test function f .x/ D .xC 2/ex   1 D 0, which has a unique
root x D  0:4428544010023885831413279999993368197163: : : . This equation
can be rewritten into a fixed point problem by g.x/D  ln.xC2/. To apply the new
acceleration technique we shall take the initial guess x0 2 f 0:2; 0:4; 0:5; 0:6g.
The results for Example 4 are listed in Table 4.
Table 4
Initial guess
No. of iterations
1 2 3 4 5 6 7 8
-0.2
B
.n/
k
2 4 7 8 15 19 23 32
A
.n/
k
1 3 6 6 11 15 19 23
-0.4
B
.n/
k
3 6 10 14 19 25 31 38
A
.n/
k
3 6 9 12 16 20 23 29
-0.5
B
.n/
k
2 6 10 13 18 23 30 37
A
.n/
k
3 5 8 11 15 19 23 23
-0.6
B
.n/
k
2 5 8 11 15 21 23 33
A
.n/
k
2 4 7 9 12 16 20 21
Example 5. [18] Test function f .x/ D x3   2x2   5 D 0, which has a unique
root x D 2:690647448028613750350788882676806151802: : : . This equation can
be rewritten into a fixed point problem by g.x/ D 3p2x2C5. To apply the new
acceleration techniqu e we shall take the initial guess x0 2 f2:3;2:5;2:8;3:0g. The
results for Example 5are listed in Table 5.
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Table 5
Initial guess
No. of iterations
1 2 3 4 5 6 7 8
2.3
B
.n/
k
3 6 9 12 16 21 28 36
A
.n/
k
1 5 8 9 11 15 18 23
2.5
B
.n/
k
4 6 9 12 18 24 30 38
A
.n/
k
3 5 8 8 13 17 21 27
2.8
B
.n/
k
6 7 9 14 20 26 32 38
A
.n/
k
5 5 7 13 14 20 23 29
3.0
B
.n/
k
3 6 7 11 17 24 29 36
A
.n/
k
3 5 5 10 12 15 20 24
4. CONCLUSIONS
In this paper we presented a new acceleration method inspired from one of the
derivation of Aitken’s iterated 2 process given by the expression (2.6). To see the
efficiency of the new acceleration method we performed a comparison between the
sequence that arises when applying the new acceleration technique and the sequence
that arises when applying Aitken’s iterated 2 process in order to see which one
has the best convergence speed. We have done studies on twenty test functions,
we here presented only five of them. For all test functions, that we studied, the
new acceleration method improves significantly the convergence speed of a scalar
sequence.
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