In this paper, we study in-order packet delivery in instantly decodable network coded systems for wireless broadcast networks. We are interested in applications, in which the successful delivery of a packet depends on the correct reception of this packet and all its preceding packets. We formulate the problem of minimizing the number of undelivered packets to all receivers over all transmissions until completion as a stochastic shortest path (SSP) problem. Although finding the optimal packet selection policy using SSP is computationally complex, it allows us to draw guidelines for efficient packet selection policies. According to these guidelines, we design a simple heuristic packet selection algorithm. Simulation results illustrate that our proposed algorithm provides quicker packet delivery to the applications compared to the existing algorithms in the literature.
I. INTRODUCTION
Network coding (NC) has shown great potential to improve throughput and delay in wireless networks [1] - [8] . These merits of NC make it an attractive candidate for numerous applications. In this paper, we are interested in applications with in-order packet delivery constraint, where a packet can be delivered to the application if this packet and all its preceding packets are successfully decoded. Examples of such scenarios are cloud based applications, Dropbox and Google Drive, where packets represent instructions that need to be executed in-order. Furthermore, audio and video streaming applications, NetFlix and YouTube, need to play packets in-order and on-time so as to prevent interruption of the stream. In transmission control protocol (TCP), packets are delivered to the application in-order and thus, out-oforder packet receptions at the receiver can flood its buffer with undelivered packets. For such scenarios, it is desirable to design NC schemes so that the received packets are quickly decoded and in-order delivered to the applications.
While most of the NC schemes offer high throughput, they do not necessarily provide quick decoding and in-order delivery of the received packets. For instance, random linear network coding (RLNC) [9] achieves the best throughput for broadcasting a block of packets, at the expense that no coded packet can be decoded and delivered until the receivers collect a sufficient number of independent coded packets. In order to reduce the delay of network coded systems, an attractive strategy is to use instantly decodable network coding (IDNC) [2] - [8] . IDNC aims to provide instant packet decodability upon successful packet reception at the receivers and thus, allows the instant use of the received packets. The encoding and decoding processes of IDNC are performed using simple XOR operations. These simple decoding operations reduce packet overhead and are suitable for implementation on mobile devices.
Due to these desirable properties, the authors in [3] , [4] considered IDNC to service the maximum number of receivers with a new packet in each transmission. In [5] , [6] , the authors addressed the problem of minimizing the number of transmissions required for broadcasting a block of packets in IDNC systems and formulated the problem into a stochastic shortest path (SSP) framework. The works in [3] - [6] were interested in applications that accept each decoded packet immediately irrespective of its order and thus, ignored the in-order packet delivery aspect in making coding decisions. Moreover, the authors in [7] proposed a video-aware IDNC scheme that determines the importance of each packet based on its contribution to the video quality and selects a packet combination to maximize the overall video quality at the receivers. In [8] , the authors considered video streaming with sequential packet delivery deadlines and showed that, for large video files, their IDNC schemes are asymptotically throughput-optimal for the three-receiver system subject to deadline constraints.
In this paper, inspired by applications that are delaysensitive and require in-order packet delivery, we are interested in designing an efficient IDNC framework that can provide fast in-order packet delivery to the applications. In such scenarios, IDNC schemes need to address the complicated interplay of servicing a set of receivers with the first in-order missing packets and servicing another set of receivers with other missing packets in each transmission. In fact, servicing a receiver with any other missing packet can deliver multiple in-order decoded packets to the application when the first in-order missing packet is decoded in future transmissions. In this context, the authors in [2] discussed the delivery dependency between source packets with motivating examples and designed a heuristic packet selection algorithm that reduces the number of required transmissions while respecting in-order packet delivery to the receivers. In contrast, we formulate the problem of minimizing the number of undelivered packets to all receivers over all transmissions until completion into an SSP framework. Our SSP formulation provides the long-term optimal IDNC solution for in-order packet delivery to the receivers. To the best of our knowledge, SSP has not been used for inorder packet delivery in IDNC systems before. The SSP formulation further allows us to draw more comprehensive guidelines for efficient packet selection policies compared to [2] . Based on these guidelines, we design a simple heuristic packet selection algorithm. Simulation results show that our designed IDNC algorithm outperforms the algorithm in [2] in terms of quick packet delivery to the receivers and number of required transmissions.
II. SYSTEM MODEL
We consider a wireless sender that wants to broadcast a set of N source packets N = {P 1 , ..., P N } to a set of M receivers M = {R 1 , ..., R M }. 1 All packets of N can be delivered to the application of each receiver only in order, meaning that packet P j can be delivered to the application of a receiver only if packets P 1 , ..., P j are decoded. Time is slotted and the sender can transmit one packet per time slot t. Each transmitted packet is subject to an independent Bernoulli erasure at receiver R i with the probability ǫ i . The channels between the sender and the receivers are independent but not necessarily identical. Each receiver listens to all transmissions and feeds back to the sender a positive or negative acknowledgement for each received or lost packet.
After each transmission, the sender stores the reception status of all packets of all receivers in an M × N state
such that: f i,j = 0 if packet P j is received by receiver R i , and f i,j = 1 if packet P j is missing at receiver R i . An example of SFM with M = 2 receivers and N = 6 packets is given as follows:
In this paper, a missing packet of a receiver can be one of the following two cases:
• Next needed packet: The missing packet P j of receiver R i is referred to as the next needed packet, if all its preceding packets (i.e., P 1 , ..., P j−1 ) have been decoded and delivered to this receiver's application. In (1), packet P 3 is the next needed packet of receiver R 2 . • Needed packet: A missing packet of receiver R i , except the next needed packet, is referred to as a needed packet of this receiver. In (1), packets P 4 and P 6 are needed packets of receiver R 2 . Based on the SFM, four sets of packets can be attributed to each receiver R i at any given time slot t:
• The Has set (H i ) is defined as the set of packets successfully decoded by receiver R i . • The Wants set (W i ) is defined as the set of missing packets at receiver R i . In other words, W i = N \ H i . • The Undelivered set (U i ) is defined as the set of undelivered packets to receiver R i , which includes the next needed packet and all its succeeding packets.
In (1), the Undelivered set of receiver R 2 is U 2 = {P 3 , P 4 , P 5 , P 6 }.
• The Potential set (L i ) is defined as the set of packets that will be immediately delivered to the application of receiver R i upon decoding the next needed packet. This includes all the packets from the next needed packet to the following missing packet. In (1), the Potential set of
The completion time is defined as the number of transmissions required to deliver all the packets in N to all the receivers in M.
Definition 3: Receiver R i is targeted by packet P j in a transmission when this receiver will immediately decode missing packet P j upon receiving the transmitted packet.
Unlike the works in [3]- [6] , even the work in [2] considering in-order packet delivery, we do not adopt two separate broadcast and recovery phases. The former phase broadcasts N source packets in an uncoded manner and the latter phase exploits the diversity of received and lost packets at different receivers to transmit uncoded or coded (XORed) packets. In fact, we consider one single transmission phase, with possibility of packet recovery before broadcasting all the packets of N . This significant difference arises from the in-order packet delivery constraint, which makes the recovery of the next needed packets more important than the broadcast of other needed packets.
A. IDNC Graph and Packet Generation
We describe the representation of all feasible packet combinations that are instantly decodable by a subset of, or all, receivers in the form of a graph. As illustrated in [5] , [6] , the IDNC graph G(V, E) is constructed by first inducing a vertex v ij ∈ V for each packet P j ∈ W i , ∀R i ∈ M. Two vertices v ij and v kl in G are connected (adjacent) by an edge e ij,kl ∈ E, when one of the following two conditions holds. (C1): P j = P l , receivers R i and R k request the same packet P j . (C2): P j ∈ H k and P l ∈ H i , the requested packet of each vertex is in the Has set of the receiver of the other vertex.
The set of all feasible packet combinations in IDNC can be defined by the set of all maximal cliques in IDNC graph G [5] , [6] . The sender can generate a coded packet for a given transmission by XORing all the source packets identified by the vertices of a maximal clique (represented by κ) in G. Each receiver can have at most one vertex (i.e., one missing packet) in a maximal clique and the selection of a maximal clique κ is equivalent to the selection of a set of targeted receivers (represented by X (κ)). In this paper, the set of receivers whose next needed packets are included in κ is represented by X ρ (κ) and the set of receivers whose other needed packets are included in κ is represented by
III. PROBLEM FORMULATION USING SSP
We formulate the problem of minimizing the number of undelivered packets to all receivers over all transmissions until completion as a stochastic shortest path (SSP) problem. • Consider receiver R i has been targeted by its next needed packet, i.e., R i ∈ X ρ (a). If receiver R i receives the packet, the size of its Undelivered set will be reduced by the size of its Potential set (i.e., U i (s ′ ) = U i (s) − L i (s)). However, if the packet is lost due to channel erasure, the size of its Undelivered set will remain unchanged (i.e., U i (s ′ ) = U i (s)). Thus, the expected cost of action a on receiver R i , targeted by its next needed packet, can be expressed as:
• Consider receiver R i either has been targeted by one of its needed packets or has not been targeted in this transmission, i.e., R i ∈ M w \ X ρ (a). Under both packet reception and loss scenarios, the size of its Undelivered set will remain unchanged. Thus, the expected cost of action a on receiver R i , either targeted by one of its needed packets or ignored in this transmission, can be expressed as:c i (s, a|R i ∈ M w \ X ρ (a)) = U i (s).
Having defined the expected cost of action a = κ(s) ∈ A(s) on each receiver R i ∈ M w (s), the total expected cost of action a over all receivers in M w (s) can be expressed as:
A. Policies of the Formulated SSP Problem
An SSP policy π = [π(s)] is a mapping from S → A that associates an action to each of the states. The optimal policy π * (s) at state s can be computed iteratively using the policy iteration algorithm, which keeps solving the following equation until no further improvement in policy is possible [10] :
where value function V π * (s ′ ) is the expected cumulative cost until completion, when the system starts at successor state s ′ and follows policy π * . The complexity of the policy iteration algorithm is O(|S| 3 +|S| 2 |A|) [10] . Based on the size of state space S (|S|= O(2 MN )), we conclude that the policy iteration algorithm leads to high computational complexity even for systems with moderate numbers of receivers and packets.
We can state that the efficient policies should focus, at any state s, on both: (Immediate cost) Bringing the Undelivered vector u(s) close to the absorbing state vector u(s a ). In other words, targeting receivers with their next needed packets. (Value functions of the successor states) Increasing the sizes of the Potential sets in the successor states of state s. In other words, targeting receivers with other needed packets that will be quickly delivered in future.
IV. GUIDELINES FOR PACKET SELECTION POLICIES
We now explore the in-order packet delivery aspect of the SSP formulation and draw guidelines for the efficient policies that reduce the number of undelivered packets to all receivers over all transmissions until completion.
A. Orders of the Missing Packets at their Receivers
The in-order packet delivery constraint requires the sender to target the receivers with their next needed packets. In SSP terms, this can be translated as selecting a policy at the sender that quickly reduces the number of undelivered packets at the receivers and results in a low cumulative cost. Therefore, an efficient coding decision needs to prioritize the missing packets according to their orders at their respective receivers so that the received packets are immediately delivered, if the receivers are targeted by the next needed packets, or quickly delivered in future, if the receivers are targeted by other needed packets.
To systematically capture such packet prioritization, given an SFM at time slot t, we first arrange the missing packets of each receiver in non-decreasing order of the packet indices. For instance, given the SFM in (1), missing packets are arranged as {P 1 , P 3 } and {P 3 , P 4 , P 6 } for receivers R 1 and R 2 , respectively. We then classify all missing packets into groups such that the first missing packets of all receivers (i.e., the next needed packets) belong to Group 1, the second missing packets of all receivers belong to Group 2 and so on. Therefore, the number of groups for a given SFM can be defined as, D = max Ri∈Mw {W i }. Now, we list all groups in non-decreasing order of the group numbers. This means Group 1 containing the next needed packets is placed first in the list. Having defined the groups and their orders, we finally set the priority of a missing packet belonging to a group as D − d ij + 1, where d ij is the d−th order group among all D groups that contains missing packet P j of receiver R i .
Example 1: Let us consider the SFM in (1), where the size of the largest Wants set is 3 and thus, the number of groups is D = 3. Vertices v 1,1 , v 2,3 (next needed packets) 2 belong to the first group, vertices v 1,3 , v 2,4 belong to the second group and vertex v 2,6 belongs to the third group. The prioritization of each vertex belonging to the first, second and third groups can be calculated as, 3 (3 − 1 + 1 = 3), 2 and 1, respectively.
The next needed packets of all receivers have the same prioritization as they belong to the same group, and the next needed packets have a higher prioritization than other needed packets of all receivers since they belong to the first group. These observations hold for other needed packets.
B. Previously Decoded but Undelivered Packets
Here, we explore the aspect of delivering a burst of inorder decoded packets upon decoding a missing packet and thus, quickly moving the Undelivered set to the completion state (i.e., U i = 0, ∀R i ∈ M). Since the cost in the SSP formulation depends on the sizes of the Undelivered sets, a quick reduction of such sets results in a low cumulative cost. Given an SFM at time slot t, it is possible that there are previously decoded packets at a receiver and these decoded packets cannot be delivered because of missing at least one of their preceding packets. To make efficient coding decisions, the sender needs to take into account the effect of decoding a missing packet on delivering a burst of previously decoded packets.
Definition 4: At any given time slot t, the packet delivery rate for receiver R i is defined by, Ui Wi , the average rate at which the packets are delivered to the receiver upon decoding a missing packet. 3 Given the SFM in (1), the packet delivery rate for receiver R 1 is 6 2 = 3. This means on average three packets are delivered to receiver R 1 upon decoding a missing packet. At any visited state s, the delivery rate exploits the status of previously decoded but undelivered packets at a receiver and captures the average rate at which the Undelivered set reaches its completion state of the SSP formulation. Having discussed the packet and receiver prioritization in Sections IV-A and IV-B separately, we define the prioritization of packet P j for receiver R i as, {0, 1, 2, 3 , ...} is a biasing factor that allows to give different importance to the delivery rate.
C. Channel Erasures
To take channel erasures into account, consistent with a low cumulative cost in the SSP formulation, we give a high priority of service to a receiver having a high packet reception probability compared to other receivers having low packet reception probabilities. Consequently, we define channel-aware delivery rate for receiver R i as,
Wi . Finally, we redefine the prioritization of packet P j for receiver R i as:
D. Proposed Heuristic Algorithm for Packet Selection
At any visited state s, the proposed heuristic algorithm selects maximal clique κ based on a greedy maximum weight vertex search over IDNC graph G(s). To define the vertices' weights, we first define e ij,kl as the adjacency indicator of vertices v ij and v kl in G(s) such that: e ij,kl = 1 if v ij is connected to v kl , and e ij,kl = 0 otherwise. We then define the weighted degree Θ ij (s) of vertex v ij as: Θ ij (s) = v kl ∈G(s) e ij,klψkl (s), whereψ kl (s) is the prioritization of packet P l for receiver R k as defined in (2) . We now define the weight of vertex v ij as:
Having defined the vertices' weights, our proposed heuristic algorithm selects maximal clique κ following the greedy vertex search steps of the heuristic algorithm introduced in [5] . We refer to our proposed heuristic algorithm as maximum weight vertex search (MWVS) algorithm. The complexity of the MWVS algorithm is O(M 2 N ), which is the complexity of the heuristic algorithm in [5] .
V. SIMULATION RESULTS
We present the simulation results comparing the performance of the policy iteration ('PI') algorithm [10] that solves the formulated SSP problem and the proposed MWVS algorithm to the following algorithms. (A1): Interrelated priority encoding ('IPE-Two') algorithm, proposed in [2] , that adopts a two-phase transmission setting and reduces completion time while respecting in-order packet delivery. (A2): Modified interrelated priority encoding ('IPE-Single') algorithm that represents a single-phase transmission version (as proposed this paper) of the packet selection algorithm proposed in [2] . (A3): Completion time ('CT') reduction algorithm [5] that ignores in-order packet delivery. (A4): The ('Max-Clique') algorithm [3] that services a large number of receivers with any new packet and ignores inorder packet delivery.
For our proposed MWVS algorithm, we use biasing factor α = 2. number of undelivered packets to receiver R i after time slot t). From this figure, we see that the performance of the MWVS algorithm closely follows the optimal PI algorithm, solution of the SSP formulation. Indeed, the MWVS algorithm is designed based on the guidelines derived from the in-order packet delivery aspect of the SSP formulation. This figure also shows that the performance of the IPE-Two and CT algorithms substantially deviates from the PI algorithm, especially when these algorithms broadcast four uncoded packets following the two-phase transmission setting as discussed in Section II. Fig. 2 depicts the completion time and the cumulative mean undelivered packets performances of different algorithms for different number of receivers M (for N = 30, ǫ = 0.25) and different average erasure probabilities ǫ (for M = 30, N = 30). 5 The cumulative mean undelivered packets is calculated by summing the mean undelivered packets over all transmissions until completion
, where T is the completion time). From this figure, we see that our proposed MWVS algorithm outperforms the IPE-Single and IPE-Two algorithms in terms of the completion time and the cumulative mean undelivered packets for both comparison parameters (M, ǫ). In fact, MWVS algorithm employs the IDNC graph to exploit all feasible packet combinations and prioritizes a packet by capturing the effect of decoding this packet on quickly delivering a burst of in-order decoded packets. As expected, the performance of the Max-Clique and CT algorithms substantially deteriorates compared to the MWVS algorithm in terms of cumulative mean undelivered packets due to adopting the two-phase transmission setting and ignoring the aspect of in-order packet delivery in making decisions.
VI. CONCLUSION
In this paper, we designed an efficient IDNC framework that provides contiguous and in-order packet delivery to the receivers. In particular, we formulated the problem of minimizing the number of undelivered packets to all receivers over all transmissions until completion as an SSP problem. Moreover, exploiting the in-order packet delivery aspect of the SSP formulation, we drew guidelines for efficient packet selection policies and designed a simple heuristic packet selection algorithm. Simulation results showed that our proposed IDNC algorithm provides quicker packet delivery to the receivers compared to the existing algorithms.
