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Resumen
Esta tesis presenta un nuevo esquema de trabajo que sirve como soporte
y ayuda al diagno´stico de ca´ncer de mama. La contribucio´n de este trabajo
ha consistido en analizar, formular, implementar y evaluar una estrategia
que apoya el proceso de decisio´n diagno´stica. El me´todo consiste en el ma-
peo de una imagen sobre un espacio en el cual es posible discriminar ciertas
formas y un variedad grande de texturas. En efecto, una imagen se describe
a trave´s de un conjunto de caracter´ısticas que capturan las propiedades ma´s
importantes de la imagen en cuanto a forma y textura. Una vez la imagen es
representada de esta manera, se puede comparar con otra utilizando alguna
me´trica particular. En un escenario cl´ınico real, un especialista selecciona
alguna regio´n de intere´s de una imagen bajo ana´lisis, con el objetivo de que
el sistema le sugiera algu´n diagno´stico. Este sistema consulta en la base de
datos, recupera los casos ma´s similares bajo la descripcio´n de caracter´ısticas
previamente definidas, y utiliza la informacio´n asociada a cada caso para su-
gerir un diagno´stico. La estrategia completa puede resumirse en los siguien-
tes te´rminos: inicialmente se extraen las caracter´ısticas de la imagen, las de
textura utilizando la matriz por diferencias en tonos de grises en vecinda-
rios (NGTM) y las de forma, los momentos estad´ısticos de los polinomios de
Zernike (Momentos de Zernike). El le´xico BI-RADS (Breast Imaging Report
and Database System) agrupa las caracter´ısticas de la imagen de manera que
se representen las ima´genes de acuerdo al conjunto de signos estructurados
en esta ontolog´ıa. La distancia de Mahalanobis define la me´trica en el es-
pacio de para´metros y permite realizar las comparaciones. Finalmente el
me´todo es evaluado utilizando un conjunto real de 100 ima´genes anotadas
previamente, encontra´ndose una Precisio´n de 0.82 y un Recall de 0.48. Este
esquema de trabajo es diferente a los convencionales, presenta un soporte vi-
sual por relevancia cl´ınica de los casos similares previamente diagnosticados,
y adiciona un soporte textual, al sugerir un probable diagno´stico basado en
la informacio´n asociada a las ima´genes utilizadas para soporte visual. Por lo
tanto, el sistema se puede constituir en una herramienta fundamental en la
ix
formacio´n de especialistas y evaluacio´n de grandes volu´menes de casos. La
estrategia y metodolog´ıa empleadas en este trabajo, pueden ser utilizadas
para otros tipos de patolog´ıas y en diferentes escenarios cl´ınicos.
x
Cap´ıtulo 1
Introduccio´n
El ca´ncer de mama, conocido tambie´n como ca´ncer de seno, es una enfer-
medad maligna muy comu´n. Estudios cl´ınicos han reportado que el 30 % de
todos los ca´nceres en las mujeres ocurre en las gla´ndulas mamarias [73, 87].
Por lo tanto se considera el diagno´stico ma´s frecuente y la segunda causa
de muerte en los pa´ıses industrializados, y representa el mayor problema de
salud pu´blica en la poblacio´n femenina. Estad´ısticas realizadas por la Socie-
dad Americana del Ca´ncer (American Ca´ncer Society) [91], determinaron la
presencia estimada de 178.400 nuevos casos de ca´ncer de mama invasivo y
un estimado de 40.910 casos de muerte a causa de la enfermedad en la po-
blacio´n de Norte Ame´rica, con lo cual estimaron que en los Estados Unidos,
1 de cada 8 mujeres desarrollan ca´ncer de mama durante la vida.
En Colombia la ocurrencia de esta enfermedad ha sufrido incrementos
significativos durante los u´ltimos 5 an˜os [22], constituye´ndose la primera
causa de muerte por ca´ncer en mujeres. La IARC de sus siglas en ingle´s,
International Agency for Research on Cancer, informo´ que para el an˜o 2000
esta neoplasia ocupo´ el segundo lugar de incidencia y el tercero en mortali-
dad en el pa´ıs [31]. En el Distrito Capital a partir del an˜o 2000 las muertes
por ca´ncer de mama se han incrementado de forma importante, pasando
de 271 en el an˜o 2000 a 441 en el an˜o 2007. En el an˜o 2004, el Instituto
Nacional de Cancerolog´ıa diagnostico´ 692 nuevos casos de ca´ncer de mama
[22], estad´ısticas inferiores a las reportadas en algunos pa´ıses de la regio´n
como Brasil, Argentina y Chile [91]. Sin embargo esta enfermedad es tra-
table s´ı se diagnostica tempranamente. Con el desarrollo de programas de
tamizaje, a trave´s de la mamograf´ıa por Rayos X en mujeres asintoma´ticas1
[16, 5], se ha logrado una deteccio´n de la enfermedad en estadios tempranos,
1Asintoma´tico, que no presenta ningu´n s´ıntoma pero tiene la enfermedad.
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permitiendo desarrollar mejores tratamientos para el control y seguimiento
de esta neoplasia.
La mamograf´ıa consiste en la exploracio´n diagno´stica de las estructuras
fibroepiteliales internas de las gla´ndulas mamarias, usando ima´genes obteni-
das por la emisio´n de Rayos X sobre la compresio´n planar de las gla´ndulas.
En la mamograf´ıa ocurren atenuaciones provocadas por las estructuras inter-
nas que se ven como porciones radioopacas (claras) y radiolu´cidas (oscuras),
como se ilustra en la Figura 1.1.
Figura 1.1: Representacio´n anato´mica de las estructuras de la mama en la
mamograf´ıa, donde se indica la atenuacio´n por los diferentes tejidos.
La porciones radioopacas corresponden al tejido denso, formado por la
mezcla del estroma y el tejido epitelial. Las porciones radiolu´cidas corres-
ponden al tejido adiposo o grasa. Estos tejidos y estructuras son normales
y tienen una distribucio´n anato´mica compleja que describen algu´n patro´n.
Las anormalidades se identifican por la alteracio´n de los patrones de esta
distribucio´n. En te´rminos de representacio´n visual, los tejidos y las estructu-
ras de las gla´ndulas son interpretados a causa de los cambios de los valores
de intensidad en la imagen, lo cual permite distinguir la presencia de algu-
nos signos ocultos alertantes, como la asimetr´ıa bilateral, la distorsio´n de la
arquitectura del pare´nquima, y la presencia de masas (no´dulos) y calcifica-
ciones [44].
La interpretacio´n y el ana´lisis de este tipo de ima´genes son dificiles de-
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bido a que el tejido denso normal y el anormal usualmente tienen similar
atenuacio´n a los Rayos X, adema´s existen otros factores como la calidad de
la imagen, el bajo contraste y la incidencia de ruido generados en el momento
de la adquisicio´n [7, 43].
Con el propo´sito de ayudar a identificar la ubicacio´n espacial de los sig-
nos alertantes y evitar las dificultades antes mencionadas, los protocolos
cl´ınicos consideran distintas proyecciones de los Rayos X sobre las gla´ndulas
mamarias. Estos protocolos se aplican tanto para estudios de tamizaje co-
mo para estudios de diagno´stico. Los estudios de tamizaje permite detectar
alteraciones que no son palpables, mientras que los estudios de diagno´stico
permiten evidenciar alguna anormalidad f´ısica o cl´ınica palpable en pacientes
sintoma´ticos. En cualquier caso se consideran dos proyecciones de cada ma-
ma; la vista Cra´neo-Caudal (CC) y la vista Medio Lateral Oblicuo (MLO),
como se ilustra en la Figura 1.2. En algunas ocasiones el radio´logo puede
requerir proyecciones adicionales, por ejemplo vistas de a´reas espec´ıficas,
en donde se puedan utilizar te´cnicas de magnificacio´n local, compresio´n a
varias proyecciones, o estudios especiales que incluyan ima´genes adquiridas
mediante otras te´cnicas como ultrasonido y resonancia magne´tica.
Figura 1.2: (a) La direccio´n de los Rayos X en las dos proyecciones, (b) Pro-
yeccio´n MLO (Medio Lateral Oblicuo), (c) Proyeccio´n CC (Cra´neo Caudal).
Imagen tomada de imaginis [52].
A pesar de la informacio´n adicional prove´ıda por las ima´genes obte-
nidas en diferentes proyecciones, la interpretacio´n sigue siendo una tarea
dif´ıcil, existe mucha subjetividad. Estudios con programas de tamizaje han
demostrado una considerable variacio´n en la interpretacio´n, con rangos de
sensibilidad desde 73 % hasta 88 %, y tasas de especificidad del 83 % hasta
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el 96 % [90, 5].
Adema´s, estudios cl´ınicos han demostrado que con la mamograf´ıa se
ha detectado un promedio del 80 % y 90 % de los ca´nceres en mujeres
asintoma´ticas [92], otros estudios han reportado que con esta modalidad
diagno´stica se ha mejorado las tasas de supervivencia luego de 5 an˜os de
detectado el ca´ncer al 93 % [5]. Por lo tanto la mamograf´ıa por Rayos X es
la modalidad ma´s utilizada para visibilizar los signos alertantes que esta´n
asociados a la presencia de ca´ncer en estadios tempranos, razo´n por la cual
se le considera el mejor me´todo de examinacio´n temprana [11, 97, 25, 64, 65].
Adema´s, por costos y accesibilidad, esta modalidad es una pra´ctica cl´ınica
frecuente.
1.1. Anormalidades en Mamograf´ıas
La mamograf´ıa evidencia signos palpables y no palpables que indican
un problema cl´ınico. Con esta te´cnica se busca la presencia de masas y de
microcalcificaciones [44] debido a que estas anormalidades son los signos
alertantes que esta´n directamente relacionados con la presencia del ca´ncer.
Existen muchos otros signos que se evidencian con esta modalidad y que
pueden indicar un problema cl´ınico latente, algunos se derivan de las etapas
de formacio´n de masas y calcificaciones [26, 102]. Entre los ma´s importantes
esta´n:
Asimetr´ıa Global y Focal
Las estructuras de los tejidos se distribuyen generalmente de forma si-
milar en cada mama. El especialista considera esta simetr´ıa de los tejidos
como un hallazgo importante para determinar alteraciones de los patrones
de distribucio´n de las gla´ndulas y los tejidos como se observa en la Figura
1.3. Esta estrategia de comparacio´n entre ima´genes (izquierda y derecha),
ayuda a detectar asimetr´ıas focales o´ formaciones de masas, al igual que
alteraciones de tejido adiposo retro mamario. Dentro de las asimetr´ıas se
distinguen las asimetr´ıas globales y las asimetr´ıas focales. La asimetr´ıa glo-
bal consiste en la presencia de tejido glandular en ma´s de un cuadrante de
la mama que no presenta una localizacio´n similar en la otra mama. La asi-
metr´ıa focal es la presencia de tejido glandular en menos de un cuadrante
sin las propiedades de una verdadera masa, pero que corresponde a su etapa
inicial de formacio´n.
Las asimetr´ıas se analizan con las proyecciones Cra´neo Caudal (CC) y
Medio Oblicuo Lateral (MOL).
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Figura 1.3: Deteccio´n de la Asimetr´ıa Bilateral: el contorno rojo encierra los
cambios estructurales las gla´ndulas izquierda respecto a la mama derecha.
Distorsio´n de la Arquitectura
La distorsio´n de la arquitectura corresponde a una alteracio´n del tejido
glandular causada por la produccio´n de radiaciones finas desde un punto
considerado centro focal a nivel del pare´nquima. Estas alteraciones presen-
tan esp´ıculas que no se encuentran asociadas generalmente con una masa,
pero que pueden indicar su formacio´n. Dentro de los cambios de las estruc-
turas se consideran: la retraccio´n del pezo´n, el engrosamiento de la piel, el
engrosamiento trabecular, las lesiones de la piel y las linfadenopat´ıas axilares
[61].
Calcificaciones
Las calcificaciones son depo´sitos de calcio dentro de las gla´ndulas, que
normalmente se encuentran agrupadas en regiones. Se caracterizan por pre-
sentar una alta intensidad en la imagen de mamograf´ıa. Debido a su taman˜o
y disposicio´n en la imagen se clasifican en dos tipos: macrocalcificaciones y
microcalcificaciones. Las macrocalcificaciones se encuentran dispersas, pue-
den estar aisladas en grupos de no ma´s de tres calcificaciones dentro de
una regio´n de 1 cm2; mientras que las microcalcificaciones esta´n en agru-
pamientos t´ıpicamente en el orden de 0.1-1.0 mm. Las caracter´ısticas de
forma, taman˜o, nu´mero y la distribucio´n de estos agrupamientos determi-
nan el grado de severidad de la patolog´ıa. Muchos ca´nceres de seno que no
son palpables se inician con la presencia de agrupamientos de microcalcifica-
ciones. La ubicacio´n espacial de la microcalcificiaciones es fundamental para
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el diagno´stico. La descripcio´n de la distribucio´n de estos agrupamientos es
importante en el prono´stico [12]: si la forma es ovalada o redonda y taman˜o
uniforme, tiene una alta probabilidad de ser un proceso benigno. Por otro
lado, si los agrupamientos son muy pequen˜os, irregulares, pleomo´rficos, dis-
puestos en ramas y heteroge´neos en taman˜o y morfolog´ıa, son frecuentemente
asociados con proceso malignos [61]. La calcificaciones son ma´s fa´ciles de de-
tectar e interpretar en la mamograf´ıa, debido a que los cambios en los niveles
de intensidad de los p´ıxeles son muy notorios con respecto a su alrededor.
Generalmente no son opacadas por los tejidos adyacentes o sobrepuestos.
Masas
Se considera una masa a cualquier presencia localizada de una protube-
rancia o un bulto formado por la alteracio´n de fluidos o de tejido en la mama.
El Colegio Americano de Radiolog´ıa (American College of Radiology) en su
sistema de reporte BI-RADS, de sus siglas en ingle´s: Breast Imaging Repor-
ting and Data Systems [76], define una masa como: “una lesio´n que ocupa
espacio observado en dos proyecciones diferentes; si no se puede observar en
ambas proyecciones se considera una asimetr´ıa”.
Usualmente, cuando se ha determinado la existencia de la masa y sin im-
portar la proyeccio´n usada para el ana´lisis, se describen por su localizacio´n,
taman˜o, forma, margen, densidad y algunos otros hallazgos (distorsio´n de
la arquitectura del pare´nquima). La caracter´ısticas morfolo´gicas determinan
las probabilidades de la presencia del ca´ncer, como se observa en la Figura
1.5.
Las masas ocurren en a´reas densas de los tejidos del seno, desarrolla´ndose
desde el epitelio y tejido conectivo. En algunos casos presentan ma´rgenes
suavizados o similitudes de intensidad con respecto al tejido normal, como
se observa en la Figura 1.4. Por lo tanto, estos signos son considerados los
ma´s dif´ıciles de interpretar. La interpretacio´n depende del criterio y nivel
de experiencia del radio´logo, con una variabilidad inter-observador bastante
alta, comparada con la deteccio´n de otro tipo de anormalidades.
1.2. Le´xico y Descripcio´n BI-RADS para Masas
Con el propo´sito de ayudar a la interpretacio´n y estandarizar el lenguaje
empleado en los informes mamogra´ficos, en particular el uso continuo de
las categor´ıas de evaluacio´n, el Colegio Americano de Radio´logos (ACR) en
acuerdo con el Colegio Americano de Cirujanos y el Colegio Americano de
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Figura 1.4: (a) masa con esp´ıculas, (b) margenes suavizados y definidos, (c)
margenes definidos con bajo contraste, (d) margenes suavizados con destellos
espiculares, (e) margenes obscurecidos de un lado de la masa.
Pato´logos, en 1992 propusieron un informe mamogra´fico conocido como BI-
RADS (Breast Imaging Reporting and Data System) [76]. Esta herramienta
es usada para garantizar la calidad durante los reportes e interpretaciones
de mamograf´ıas, con lo cual, se ha mejorado la comunicacio´n entre el ra-
dio´logo y el me´dico tratante, de tal manera que no se reporten informes
confusos con inconsistencias en el lenguaje. El BI-RADS permite consenso
y consistencia en el significado de los te´rminos usados para los procesos de
diagno´stico mamogra´fico. Implica recomendaciones para el seguimiento y/o
manejo de los casos relacionados con el ca´ncer, segu´n categor´ıas de evalua-
cio´n asignadas. Estas categor´ıas ayudan a los cl´ınicos a entender cual es la
actitud ma´s apropiada para el control y el manejo de los pacientes, segu´n
los hallazgos mamogra´ficos.
Adema´s de describir las caracter´ısticas diagno´sticas de las anormalidades
que se visibilizan en la mamograf´ıa, tambie´n esta´ desarrollado para otras
modalidades como, el ultrasonido y resonancia magne´tica.
En este trabajo se propone una estrategia para soportar y ayudar a la
interpretacio´n de las masas, el signo ma´s dif´ıcil de interpretar, basado en
la descripcio´n del BI-RADS. Los descriptores BI-RADS usados para este
efecto, se basan en:
Forma
Las masas se clasifican de acuerdo a su morfolog´ıa en: Redondo, Ovalado,
Lobulado e Irregular.
Margen
Esta caracter´ıstica modifica el l´ımite de la masa, es decir pueden existir
masas redondas completamente que contengan el margen muy bien definido,
pero tambie´n se puede presentar una porcio´n que contenga sobreposicio´n de
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estructuras, lo cual define parcialmente alguna irregularidad. El margen se
clasifica de acuerdo a sus caracter´ısticas visuales en: Circunscrito, Microlo-
bulado, Obscurecido, Indistinto y Espiculado.
Las diferencias entre los tipos de forma y margen se presentan en la
Figura 1.5.
Figura 1.5: Forma y Margen de las masas, las caracter´ısticas determinan el
nivel de severidad de la masa. Imagen tomada de GE Healthcare [40]
El BI-RADS estima el nivel de severidad (benigna o´ maligna), segu´n
las caracter´ısticas morfolo´gicas. Generalmente las masas benignas contienen
margenes circunscritos, pueden ser compactos, aproximadamente circulares
o el´ıpticos. Las masas malignas usualmente tienen margenes obscurecidos,
con una apariencia irregular, algunas veces describen patrones radiantes o
linealmente espiculares. Sin embargo, algunas masas benignas pueden tener
apariencia espicular y ma´rgenes perife´ricos oscurecidos.
La Figura 1.6 presenta diferentes tipos de masas. Se observan las carac-
ter´ısticas diagnosticas correspondientes a la forma y margen marcadas por
un radio´logo experto. La similitud de la intensidad de la masa con respecto
a su entorno borra el l´ımite entre las masas y el fondo.
Densidad
La densidad describe el grado de atenuacio´n de los Rayos X en la imagen
debido a la absorcio´n de la masa y el tejido que lo rodea. Este criterio es re-
lativo a las estructuras que rodean la anormalidad. Se identifica al comparar
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Figura 1.6: Formas y margenes: (a)Margen Circunscrito, (b)Margen Indefi-
nido, (c)Margen microlobulado y (d)Margen Espiculado
la atenuacio´n de la lesio´n con la de un volumen similar de tejido fribroglan-
dular y se clasifican en: Alta Densidad, Igual Densidad, Baja Densidad (Sin
grasa), Baja Densidad (Con grasa), Contenido Graso - radiolu´cido. Frecuen-
temente este criterio de evaluacio´n se realiza de manera global respecto a
todo el tejido fibroglandular que se visualiza en la imagen de mamagraf´ıa.
Composicio´n del Tejido
Este descriptor entrega informacio´n global del tejido en la mama. Indica
la probabilidad de que el tejido normal pueda esconder alguna anormalidad.
Depende de varios factores en el paciente como la edad, el ciclo menopa´usi-
co y alteraciones hormonales. Generalmente incluye la presencia de tejido
adiposo mezclado con las gla´ndulas. Se clasifican en cuatro categor´ıas de
composicio´n: Completamente grasa; Densidad fibro-glandular dispersa; Den-
sidad Heteroge´nea, bajo de grasa; Extremadamente denso, puede ocultar una
lesio´n.
Categor´ıas de Evaluacio´n
Las categor´ıas de evaluacio´n definen una interpretacio´n esta´ndar de los
hallazgos en las mamograf´ıas. Cada una de estas categor´ıas se utilizan pa-
ra el seguimiento, control y evaluacio´n del caso de estudio, dependiendo
de los hallazgos. Se clasifican en seis categor´ıas: Categor´ıa 0, Evaluacio´n
Incompleta.- Indica que necesita de un estudio de ima´genes adicional. Ca-
tegor´ıa 1, Negativa.- Indica que existe simetr´ıa en los senos y no reporta
ninguna anormalidad. Categor´ıa 2, Hallazgos Benignos.- Se considera como
un mamograma negativo, pero el inte´rprete reporta hallazgos como fibro-
adenomas, lesiones que contienen grasa, etc.., pero no presentan malignidad.
Categor´ıa 3, Hallazgos Probablemente Benignos.- Sugiere control semestral,
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los hallazgos tienen una alta probabilidad de ser benignos. Categor´ıa 4,
Sospechoso de Anormalidad.- Sugiere una biopsia, son anormalidades que
morfolo´gicamente no tienen caracter´ısticas de ca´ncer, pero tienen un alto
grado de malignidad. Categor´ıa 5, Altas Sospechas de Malignidad.- Sugie-
re tomar acciones apropiadas para el manejo de pacientes con sospechas
de ca´ncer, son lesiones que tienen alta probabilidad de ca´ncer. Categor´ıa
6, Malignidad Comprobada, biopsia conocida.- Sugiere que debe realizarse
la conducta terapeutica ma´s adecuada. Esta categor´ıa se reserva para le-
siones identificadas en los estudios de imagen con una biopsia ya realizada,
con el resultado de malignidad, antes de realizarse un tratamiento definitivo.
1.3. Mamograf´ıa Digital
Con el fin de mejorar visualmente los detalles contenidos en la mamo-
graf´ıa y mejorar su interpretacio´n, los avances tecnolo´gicos aportaron signi-
ficativamente con el desarrollo de la mamograf´ıa digital de campo completo
(MDCC). Consiste en un sistema de mamograf´ıa en el que la pel´ıcula de
Rayos X es reemplazada por detectores en estado so´lido que transforman los
Rayos X en sen˜ales ele´ctricas, sen˜ales utilizadas para producir ima´genes de
las mamas que pueden verse en una pantalla de computadora o impresas en
una pel´ıcula especial similar a los mamogramas convencionales [89, 10]. Las
ima´genes son adquiridas de forma digital y son almacenadas bajo esta´nda-
res para un uso o´ptimo y asocian informacio´n te´cnica y cl´ınica del paciente.
El esta´ndar ma´s usado para este propo´sito es el DICOM, de sus siglas en
ingle´s: Digital Imaging and Communications in Medicine [51], con el cual se
integran varios dispositivos para visualizacio´n, impresio´n, almacenamiento
y conectividad entre varias estaciones de trabajo para mu´ltiples usuarios,
conocidas como PACS (Picture Archiving and Communication System)).
Adema´s con las ima´genes digitalizadas se usan te´cnicas de compresio´n co-
mo: JPEG, JPEG lossles, JPEG2000, entre otras. Una discusio´n acerca de
los beneficios y la conveniencia de usar cada uno de estos formatos es pre-
sentado por Avrin [7].
Adema´s, con la mamograf´ıa digital se han constru´ıdo sistemas para apoyo
al diagno´stico conocidos como CAD (Computer Aided Diagnosis) [32]. Estos
sistemas CAD son un conjunto de herramientas computacionales automa´ti-
cas desarrolladas para asistir a los radio´logos en la deteccio´n y/o´ evaluacio´n
de ima´genes me´dicas. El propo´sito de estos sistemas no es reemplazar al
radio´logo, por lo contrario, es desarrollar te´cnicas y algoritmos que permi-
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tan mejorar visualmente las propiedades diagno´sticas de las anormalidades
para su identificacio´n, de tal forma, que sirvan de soporte en los procesos
de diagno´stico. Sin embargo, la deteccio´n de las masas sigue siendo el ma-
yor reto para los investigadores, debido a la sobre posicio´n de estructuras y
tejidos [74].
1.4. Definicio´n del problema
A pesar de existir una descripcio´n esta´ndar (BI-RADS) para las propie-
dades diagno´sticas de las masas, la interpretacio´n morfolo´gica de una masa
continua siendo una tarea dif´ıcil y subjetiva. Como se observa en la Figura
1.6, las masas tienen formas muy variables, los bordes son difusos con respec-
to a su alrededor, usualmente son opacados por la sobreposicio´n de algunos
tejidos, el taman˜o de las masas es variable como su ubicacio´n espacial. Por
lo tanto la interpretacio´n depende del nivel de experiencia del radio´logo pa-
ra definir el descriptor apropiado y el nivel de severidad de la masa. Los
radio´logos en varias ocasiones acuden a un criterio adicional, una segunda
opinio´n entre expertos. Muchas veces necesitan un estudio complementario,
a trave´s de otras pra´cticas cl´ınicas.
Por otro lado, los sistemas CAD para deteccio´n automa´tica, frecuen-
temente se basan en algoritmos de segmentacio´n de patrones considerados
anormales. Se han propuesto muchos me´todos de segmentacio´n de masas,
con buenos resultados para lesiones que tienen definidos sus bordes, pero en
los casos que tienen los bordes difusos no presentan el mismo desempen˜o
[20, 83]. La densidad similar que tiene las masas respecto a las estructuras
de la mama afectan directamente a los algoritmos usados para la segmen-
tacio´n automa´tica. La Figura 1.7 presenta uno de estos casos, el cambio en
el nivel de intensidad en los bordes de la masa no es fa´cil diferenciar por
la complejidad de las ima´genes y ma´s au´n si existen estructuras con igual
intensidad que las lesiones, como resultado se detectan falsos positivos. Por
lo tanto, el apoyo a los procesos diagno´sticos continua siendo un problema
de investigacio´n abierto, para lo cual se buscan nuevos me´todos precisos que
ayuden a mejorar la interpretacio´n de e´sta neoplasia.
Otra desventaja que presentan los sistemas CAD es que el usuario des-
conoce el criterio de decisio´n diagno´stica, con el cual el sistema detecta la
lesio´n, dicho de otro modo, estos procesos son una caja negra para el usuario.
En la actualidad, el uso de te´cnicas de recuperacio´n de ima´genes por
contenido visual son aplicadas con los sistemas CAD, como una alternativa
para mejorar la interpretacio´n [3]. Esta estrategia ha tomado intere´s en los
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Figura 1.7: (a) Imagen original, (b) Segmentacio´n con CAD basado en iso-
contornos multiresolucio´n, (c) El contorno en verde corresponde a la segmen-
tacio´n manual realizada por un experto, el contorno en blanco corresponde
a la segmentacio´n automa´tica generada por el CAD, se observa la presencia
de falsos positivos.
u´ltimos an˜os con el desarrollo de sistemas CAD interactivos [108], ofrecien-
do una mayor participacio´n del radio´logo en los procesos diagno´sticos. La
decisio´n se realiza por similitud de casos recuperados de un repositorio de
mamograf´ıas que fueron previamente diagnosticados y almacenados, pero se
mantiene el problema de la segmentacio´n automa´tica de las lesiones.
1.5. Contribucio´n
En esta tesis se presenta un nuevo esquema de trabajo diferente a los
sistemas CAD convencionales, sirve como soporte y ayuda al diagno´stico de
ca´ncer de mama por la presencia de masas en mamograf´ıas.
El soporte diagno´stico se consigue combinando los resultados de un
proceso de recuperacio´n de ima´genes por contenido visual y adema´s el
me´todo sugiere una descripcio´n textual de las propiedades diagno´sticas
de las masas, segu´n los descriptores BI-RADS para forma, margen y
patolog´ıa. Entrega dos tipos de soporte: visual y textual.
El me´todo permite la participacio´n directa del experto, con la seleccio´n
de una regio´n de intere´s sospechosa basado en su conocimientos y en el
criterio de decisio´n diagno´stico final, evita el problema de la deteccio´n
automa´tica de las masas.
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El me´todo propone una representacio´n eficiente de las caracter´ısticas
diagno´sticas de las masas, utilizando descriptores visuales basados en
la informacio´n de toda la regio´n de intere´s, sin una previa segmenta-
cio´n.
Sirve como plataforma de entrenamiento para radio´logos con bajo nivel
de experiencia y en proceso de formacio´n.
Este documento esta´ organizado de la siguiente manera:
El Cap´ıtulo 2, hace una descripcio´n general de los sistemas de apoyo al
diagno´stico CAD, trata sobre el desarrollo, avences, una revisio´n del esta-
do del arte de estos sistemas hasta los sistemas CAD interactivos usados
actualmente, sus ventajas y desventajas. De igual manera, en este cap´ıtulo
se incluye un revisio´n de todas las te´cnicas usadas en el pre-procesamiento
de mamograf´ıas, la extraccio´n de caracter´ısticas de forma y textura sin una
previa segmentacio´n, en el cual se describe a los momentos estad´ısticos y la
matriz de diferencia de tonos de grises. Por otro lado, en este capitulo se
incluye una revisio´n de las te´cnicas usadas para recuperacio´n de ima´genes
por contenido y sus aplicaciones en los sistemas CAD para mamograf´ıas.
En el Cap´ıtulo 3, se hace una descripcio´n del me´todo propuesto para el
apoyo y soporte al diagno´stico de masas, presenta una introduccio´n general
del esquema de trabajo y la metodolog´ıa propuesta, seguido de una descrip-
cio´n del repositorio con las regiones de intere´s. En este cap´ıtulo se describe
las te´cnicas usadas para el pre-procesamiento de las regiones de intere´s con
el objeto de mejorar las caracter´ısticas visuales. Luego se detalla los descrip-
tores de forma basado en los momentos de Zernike y para la informacio´n de
textura se describe a la matriz de diferencia de tonos de grises vecinos como
descriptor. Finalmente en este cap´ıtulo se hace una descripcio´n del algoritmo
usado para la recuperacio´n de ima´genes por contenido y el algoritmo usado
para sugerir la anotacio´n diagno´stica.
En el Capitulo 4, se detalla la experimentacio´n y evaluacio´n de la es-
trategia propuesta en este trabajo. Inicialmente se detalla el proceso de
la preparacio´n de los datos en el repositorio, los materiales y la metodo-
log´ıa para evaluar el me´todo. En la preparacio´n de los datos se describe los
para´metros usados en el ca´lculo de los momentos de zernike y los usados en
el ca´lculo de la matriz de diferencia de tonos de grisis, luego se detalla la
construccio´n del vector de caracter´ısticas para cada regio´n y la reduccio´n del
mismo, usando el ana´lisis de componentes principales PCA. Las medidas de
desempen˜o para evaluar el me´todo, tambie´n son descritas en este cap´ıtulo.
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De igual manera, se detalla la validacio´n utilizada para el esquema de recu-
peracio´n de ima´genes por contenido de forma independiente de la evaluacio´n
del esquema de anotacio´n automa´tica, para lo cual se presentan los datos
de experimentacio´n, los experimentos y sus resultados, respectivamente. Fi-
nalmente, en el Cap´ıtulo 5, se presentan las conclusiones y de acuerdo a los
resultados obtenidos se plantean algunos trabajos futuros.
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Cap´ıtulo 2
Diagno´stico Asistido por
Computador
El concepto de diagno´stico automa´tico por computador fue introducido
alrededor de 1955 por Lee Lusted, quie´n propuso un me´todo automa´tico pa-
ra el diagno´stico de radiograf´ıas. En 1967, Fred Winsberg et al, describieron
un sistema CADx para mamograf´ıas, con el cual se diferenciaba s´ı una lesio´n
era maligna o´ benigna [101]. El objetivo de estas investigaciones, fue reem-
plazar al radio´logo por un computador y mejorar los procesos diagno´sticos.
Esta idea desperto´ el intere´s en los investigadores, debido a que los compu-
tadores han demostrado mejor desempen˜o frente a los humanos en ciertas
tareas. Adema´s, la reducida capacidad computacional y los procesos de di-
gitalizacio´n de las ima´genes presentaron nuevos retos.
Durante varias de´cadas, se han propuesto muchos mecanismos basados en
algoritmos computacionales para la deteccio´n automa´tica de anormalidades
y han sido evaluados, reportando alta sensibilidad y baja especificidad para
ciertas anormalidades espec´ıficas [9, 75, 74].
Esta dificultad ha provocado cierto rechazo por los radio´logos, sobre todo
a los procesos automa´ticos usados para el diagno´stico en escenarios cl´ınicos
reales. No obstante desde los an˜os 80, se han considerado los resultados de
estos procesos automa´ticos como soporte para el diagno´stico, sin el propo´sito
de reemplazar al radio´logo. Se han usado como una segunda opinio´n para
que el radio´logo finalmente tome decisiones.
Esta idea marco´ un cambio importante en los conceptos de este ti-
po de plataformas diagno´sticas, partiendo del concepto de diagno´stico au-
toma´tico al concepto de diagno´stico asistido, as´ı se originaron los sistemas
para Diagno´stico Asistido por Computador, CAD de sus siglas en ingle´s:
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Computer-Aided Diagnosis, con el desarrollo de la mamograf´ıa digital [32].
2.1. Beneficios de los Sistemas CAD
Los beneficios de los sistemas CAD han sido evaluados en diferentes es-
cenarios. Freer et al, concluyeron que con el uso de sistemas CAD en la
interpretacio´n mamogra´fica, se incremento´ la deteccio´n de signos de ma-
lignidad en estadios tempranos [32], consideraron el efecto de la tecnolog´ıa
CAD en un programa de cribado, en el cual 12.860 mamogramas fueron in-
terpretados durante un per´ıodo de 12 meses. Observaron que el nu´mero de
canceres detectados incremento´ en 19,5 %, el porcentaje de lesiones malignas
detectadas en estadios tempranos incremento´ del 73 % al 78 % y las tasas de
exactitud incrementaron del 6,5 % al 7,7 %. Astley et al, demostraron que los
sistemas CAD pueden mejorar la sensibilidad de un radio´logo sin necesidad
de incrementar la tasa de varias observaciones a la vez y concluyeron que se
deben usar como segundos lectores en la interpretacio´n de mamograf´ıas [6].
Estos beneficios han motivado el desarrollo de varios sistemas comercia-
les como, Imagenchecker (R2 Technology, Sunnyvale, CA) [50] y SecondLook
(iCAD, Nashua, NH) [49] entre otros, los cuales fueron validados para de-
terminar su efectividad.
Burhenne et al, estudiaron el desempen˜o de estos sistemas comerciales
usados para la deteccio´n de masas y calcificaciones, obteniendo una sensibili-
dad del 75 % en la deteccio´n de masas y distorsio´n arquitectural, equivalente
a un falso-positivo por imagen [15].
Evans et al, investigaron la habilidad para marcar un carcinoma lobular
invasivo [29], reportando que el sistema identifico´ correctamente 17 de 20
casos.
Barker et al, evaluaron el desempen˜o para marcar el ca´ncer, diagnostica-
do por un radio´logo, el software detecto 5 de los 6 casos de distorsio´n arqui-
tectural, una tasa del 77 % de la lesio´n, equivalente a 2.9 falsos-positivos por
imagen [8]. Con estos estudios se ha determinado que estos sistemas presen-
taban un buen desempen˜o detectando microcalcificaciones, pero no ten´ıan
el mismo desempen˜o detectando masas. Esto es una desventaja que limita a
estos sistemas, y permite que sea un problema de investigacio´n abierto con
el fin de buscar nuevos me´todos precisos que solucionen estos problemas.
Los sistemas CAD desarrollados, se comportan como una caja negra para
el usuario, el usuario no conoce el criterio con el cual fue marcada una lesio´n
o las caracter´ısticas usadas para tomar esa decisio´n. Esta dificultad provoca
incertidumbre y variabilidad en los resultados, ma´s au´n cuando el nivel de
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experiencia del radio´logo es bajo.
2.2. Sistemas CAD Interactivos
En los u´ltimos an˜os, se han desarrollado dos tipos de esquemas CAD,
estos son: de deteccio´n automa´tica y de diagno´stico diferencial.
Los sistemas de deteccio´n automa´tica buscan signos alertantes y gu´ıan
al radio´logo hacia alguna regio´n de intere´s sospechosa. Diferente a estos
sistemas, los usados para diagno´stico diferencial, detectan signos alertantes
basado en la clasificacio´n entre grupos de signos malignos o benignos. La cla-
sificacio´n se realiza por similitud visual con respecto a un grupo de ima´genes
previamente diagnosticadas, dicho de otro modo, se infiere el diagno´stico.
Esta estrategia todav´ıa esta´ en proceso de validacio´n en situaciones cl´ınicas
reales [23], sin embargo son una alternativa eficiente, ofreciendo interactivi-
dad entre el sistema y el especialista, cuando se trata de emitir el diagno´stico
[68, 67].
En la Figura 2.1, se ilustra el principio usado en los procesos de diagno´sti-
co diferencial, las masas se clasifican de acuerdo a la similitud de caracter´ısti-
cas visuales entre grupos de regiones con masas benignas y malignas.
Figura 2.1: Comparacio´n de una masa desconocida de una mamograf´ıa
ubicada en el centro respecto a dos masas benignas (izquierda) y dos masas
malignas (derecha), recuperadas desde un PACs. La clasificacio´n se infieren
por similitud de caracter´ısticas. Imagen tomada de [23].
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Los sistemas CAD interactivos generalmente son una combinacio´n de
te´cnicas computacionales con esquemas de recuperacio´n de ima´genes basado
en el contenido visual, CBIR, de sus siglas en ingle´s: Content-Based Image
Retrieved [71, 53, 99, 94, 85]. A esta combinacio´n de estrategias se conoce
como, sistemas iCAD [105, 27, 53].
Los iCAD incluyen informacio´n sema´ntica de las lesiones en los procesos
de deteccio´n automa´tica, aprovechan el almacenamiento masivo de ima´ge-
nes en plataformas PACs e integran los me´todos adecuados para el soporte
diagno´stico. Ba´sicamente, buscan ima´genes por similitud de las lesiones, al-
macenadas en grandes bases de datos, como se presenta en la Figura 2.1.
Todos los tipos de esquemas CAD comparten una metodolog´ıa comu´n,
la cual propone un ana´lisis cuantitativo de las propiedades diagno´sticas en
las ima´genes, a trave´s de algoritmos basados en el entendimiento perceptual
usado en actividades relacionadas a la interpretacio´n de ima´genes diagno´sti-
cas. Es decir, buscan la forma de representar o´ extraer la informacio´n que
utiliza el radio´logo y contestar ciertas interrogantes, como: ¿Co´mo pueden
detectar ciertas lesiones?; ¿Por que´ principalmente las lesiones no son inter-
pretadas en la bu´squeda de sus caracter´ısticas?; ¿Cuales son las caracter´ısti-
cas que impiden que las lesiones no sean interpretadas?; ¿Co´mo se puede
distinguir la patolog´ıa de la lesio´n y definir s´ı es benigna o maligna?, entre
otras. La metodolog´ıa comu´n de los sistemas CAD se debe a la naturaleza
de las ima´genes, la te´cnica utilizada en la adquisicio´n y la complejidad en la
distribucio´n de las estructuras.
En el caso espec´ıfico del diagno´stico del ca´ncer de mama, las investiga-
ciones han crecido notablemente y se esta´n utilizando e´stas metodolog´ıas
[53], de modo que los sistemas para apoyo al diagno´stico constituyen un
conjunto de herramientas computacionales semi-automa´ticas o´ automa´ticas
que se basan en te´cnicas de procesamiento avanzado de ima´genes, con o sin
aprendizaje ma´quina.
La utilidad y los beneficios en escenarios reales, demuestran la efectividad
de los resultados frente a las decisiones tomadas por los expertos, de los
resultados depende la amplia aceptacio´n en pra´cticas cl´ınicas.
Sin embargo, el objetivo no es reemplazar al radio´logo, sino que por lo
contrario, ellos se constituyen en un soporte objetivo a las decisiones que los
especialistas tienen que tomar.
El esquema de Recuperacio´n de Ima´genes Basado en el Contenido (CBIR),
es una de las estrategias ma´s usadas en el campo de la visio´n por compu-
tador [59, 99, 107], y actualmente es utilizado en diferentes escenarios cl´ınicos
particulares.
En las pra´cticas cl´ınicas, los especialistas buscan, dentro de un grupo de
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casos diagnosticados y almacenados, una correlacio´n o similitud con el caso
que desean analizar para tomar decisiones. Sin embargo, el constante creci-
miento de informacio´n en los centros asistenciarios, hace de esta una tarea
dif´ıcil. La estrategia CBIR permite automatizar las bu´squedas de ima´genes
mediante alguna similitud visual desde un conjunto de ima´genes almace-
nadas en un repositorio de referencia, al igual que pueden incluir alguna
relevancia cl´ınica textual u´til para la bu´squeda.
En las ultimas de´cadas, los esquemas CBIR han tomado mucho intere´s en
el a´rea de la informacio´n me´dica [93, 80], sobre todo en aplicaciones usando
PACS (Picture Archiving And Communication systems), reduciendo con-
siderablemente las tareas de bu´squeda por similitud. Estudios preliminares
determinaron que las ayudas visuales en los procesos diagno´sticos pueden
mejorar el desempen˜o del radio´logo en la clasificacio´n de lesiones [33].
Figura 2.2: Sistema CAD basado en un esquema CBIR
La metodolog´ıa de los sistemas CAD con estrategias CBIR, es diferente
a los sistemas convencionales que detectan alguna regio´n sospechosa segu´n
la informacio´n global de la imagen. Por lo contrario, los sistemas CAD ba-
sados en CBIR usan una metodolog´ıa adaptativa para generar cada detec-
cio´n o´ resultado diagno´stico basado en la seleccio´n de diferentes hipo´tesis
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o´ aproximaciones locales de la informacio´n perteneciente a una regio´n, co-
mo funciones de bu´squedas [77], se basan en algu´n algoritmo de aprendizaje
ma´quina usado para recuperacio´n, definido por alguna medida de similitud
visual. Los resultados obtenidos son un grupo de ima´genes con caracter´ısti-
cas similares a la regio´n de bu´squeda.
Sin embargo, el desempen˜o de todos los sistemas para apoyo diagno´stico,
dependen de muchos factores, entre ellos: el me´todo de segmentacio´n, la
extraccio´n de caracter´ısticas, la seleccio´n de las ima´genes que forman el
repositorio de referencia [36].
El esquema ba´sico que plantean los sistemas CAD basado en CBIR se
compone de varias fases dependiendo de la patolog´ıa buscada. La Figura 2.2
presenta un esquema general de e´sta estrategia para soporte al diagno´stico.
Las fases que componen la estrategia CAD basado en CBIR se detallan
a continuacio´n.
2.3. Pre-procesamiento de Mamograf´ıas
Generalmente, los sistemas CAD muestran buen desempen˜o si existe
un tratamiento adecuado de las propiedades diagno´sticas de los signos. En
la mamograf´ıa se presenta una dificultad en la interpretacio´n, cuando las
masas y las calcificaciones son pequen˜as con respecto a su alrededor, cuyo
contraste es demasiado bajo [81]. Para tal efecto es necesario una etapa de
mejoramiento de las ima´genes, de esta forma se consigue resaltar los detalles
visuales que hacen posible el diagno´stico.
Existen varios me´todos de mejoramiento, basados en la modificacio´n del
histograma de forma global, local y el procesamiento multiescala [20]. Cada
me´todo es usado dependiendo de las caracter´ısticas buscadas en la lesio´n.
La modificacio´n global del histograma consiste en la ecualizacio´n del his-
tograma, se consigue re-asignando los valores de la intensidad de los p´ıxeles
con una re-distribucio´n uniforme de los valores de intensidad, extendiendo
hasta sus valores limites [72]. Esta te´cnica es simple y ha sido efectiva cuando
en la imagen existe un u´nico objeto. Posteriormente se modifico´ este me´todo,
por Multi-peak [103], el cual usa valores estad´ısticos obtenidos de la imagen
como la media, mediana, de acuerdo a los valores (picos) en el histogra-
ma, as´ı el histograma original es participando en algunos intervalos y estos
son ecualizados por tramos independientemente [100]. Sin embargo cuando
el procesamiento es local, u´nicamente para la regio´n de intere´s, se usa la
modificacio´n local de histograma, con un mapeo no lineal [58, 14, 78, 104].
La implementacio´n se basa en determinar ciertas caracter´ısticas como, la
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deteccio´n de bordes o por usar informacio´n estad´ıstica como, la media, la
desviacio´n esta´ndar [72, 14, 28]. Esta te´cnica se conoce como ecualizacio´n
adaptativa del histograma [28, 79, 84]. Las te´cnicas adaptativas se basan
en la informacio´n de los p´ıxeles y sus vecindades, que permiten mejorar de
forma o´ptima los detalles de la imagen y las estructuras internas [35]. Este
algoritmo extrae informacio´n de cada p´ıxel sobre la mamograf´ıa digital y
mejorar las caracter´ısticas de cada uno de ellos, segu´n informacio´n de sus
vecindades, determinando regiones de caracter´ısticas similares [70].
Estos me´todos son muy efectivos para mejorar texturas localmente, sin
embargo existen me´todos locales que aportan una pequen˜a contribucio´n para
mejorar el contraste entre los objetos [100].
Por otro lado, los me´todos multiescala basados en wavelets [18, 19, 62],
transforman la mamograf´ıa usando funciones wavelets, con esta transfor-
macio´n los coeficientes de las funciones son modificados para mejorar las
caracter´ısticas de la masa y finalmente el mejoramiento se obtiene usando la
transformacio´n wavelet inversa. Este me´todo usa informacio´n de orientacio´n
de cada escala. Las diferencias en la implementacio´n se debe a la eleccio´n
de las funciones bases (wavalets madre), y la manera como se modifican los
coeficientes, pero la ventaja es que permiten seleccionar caracter´ısticas loca-
les de intere´s a ser mejoradas con una buena supresio´n de ruido, eliminando
las perturbaciones. La complejidad del me´todo se presenta en la eleccio´n de
la funcio´n wavelet madre para la transformacio´n.
Cheng et al, determinaron las ventajas y desventajas que presentan cada
uno de los me´todos para mejorar las mamograf´ıas [20], reportaron que el
me´todo de modificacio´n global del histograma, es efectivo para ima´genes
con bajo contraste que contienen un objeto, pero no mejora las texturas,
mientras que el me´todo de modificacio´n local (ecualizacio´n adaptativa del
histograma) es efectivo para mejorar las texturas locales de la imagen.
2.4. Extraccio´n de Caracter´ısticas
En las ima´genes mejoras es posible discriminar ciertas caracter´ısticas
diagno´sticas de la anormalidad, identificando los cambios estructurales de
los tejidos asociados a algu´n signo. La siguiente fase de los sistemas CAD,
es la extraccio´n de las caracter´ısticas de bajo nivel.
Inicialmente, es importante identificar la lesio´n, para tal efecto se han
utilizado varias te´cnicas de deteccio´n automa´tica [20] basadas en informacio´n
estad´ıstica de la imagen, me´todos de segmentacio´n, entre otros.
Existe una sustancial informacio´n sobre trabajos realizados para la de-
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teccio´n de masas y calcificaciones. El problema es muy considerado debido a
que son las anormalidades que esta´n directamente relacionada con el ca´ncer
[60, 56]. Sin embargo, existe una pequen˜a y relativa investigacio´n dedicada
hacia la bu´squeda de signos como lesiones espiculares, distorsio´n arquitectu-
ral, ana´lisis de la asimetr´ıa bilateral, estructuras curvil´ıneas (CLS), y ana´lisis
de la densidad de la mama [83]. El mayor intere´s en la deteccio´n del ca´ncer
se focaliza en la bu´squeda de masas y calcificaciones.
En el diagno´stico de ca´ncer de mama, los tumores y masas son analizados
para el seguimiento de la patolog´ıa. Estos se visualizan usualmente en forma
de regiones densas en la imagen, donde se pueden diferenciar cada una de
las caracter´ısticas que posee las masas benignas y malignas. Sin embargo no
siempre se puede hacer esta diferencia, debido a que los bordes usualmente
no esta´n definidos. Esta condicio´n dificulta el ana´lisis de la patolog´ıa. La
caracter´ısticas analizadas en las masas son la forma, margen, densidad y
patolog´ıa.
El ca´ncer de mama ocurre frecuentemente en el cuadrante superoesterno
del seno, y la mayor´ıa de los ca´nceres son asociados con las gla´ndulas [17]. La
deteccio´n de diferentes estructuras anato´micas como el tejido adiposo, disco
glandular y el mu´sculo pectoral pueden facilitar el ana´lisis en el riesgo de
desarrollar ca´ncer de seno. Esta informacio´n puede ser suministrada como
un conocimiento a priori por el radio´logo, cuando es e´l quien selecciona la
regio´n de intere´s, evitando de esta forma la presencia de falsos negativos por
los procesos de deteccio´n automa´tica.
Con la extraccio´n de las propiedades diagno´sticas de las masas se repre-
senta a la imagen como un punto dentro de un espacio de caracter´ısticas.
Este proceso se logra usando descriptores de bajo nivel, capturando informa-
cio´n correspondiente a las propiedades visuales. Para tal efecto, existen dos
me´todos para extraer informacio´n morfolo´gica de la regio´n, estos son: me´to-
dos basados en informacio´n de los p´ıxeles y me´todos basados en el contenido
de la regio´n.
Los me´todos basado en la informacio´n de los p´ıxeles permiten el desa-
rrollo de te´cnicas de segmentacio´n. En la literatura se han reportado varias
de estas te´cnicas, que proponen medidas morfolo´gicas como, el nivel de es-
picularidad para diferenciar las masas del tejido normal [54, 55], el grado
de severidad de la lesio´n [82]. Sin embargo, los resultados reportados por
cada me´todo son variables, dependen del taman˜o y la ubicacio´n de la masa
en la imagen. Adema´s la segmentacio´n no es fa´cil y las probabilidades de
presentar falsos positivos son altas. Este proceso es afectado por el incre-
mento de la densidad fibroglandular del seno [13], la sobre posicio´n de las
estructuras internas de la mama, entre otras. Sin embargo, constantemen-
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te se esta´n desarrollando algoritmos especializados para determinar algunas
medidas [24, 83].
Los me´todos basados en el contenido de la regio´n, han sido ampliamente
usados para representar y analizar ima´genes me´dicas, capturan informacio´n
global de las propiedades morfolo´gicas de los objetos en la imagen, calcu-
lando los momentos estad´ısticos se obtienen propiedades tales como el a´rea,
posicio´n y orientacio´n de los objetos. Son calculados fa´cilmente desde un
conjunto de funcionales lineales [47] y polinomios ortogonales [95, 96]. Se
mapea la imagen sobre un conjunto de funciones base definidas por polino-
mios ortogonales dentro de un circulo unitario y se calculan los momentos
segu´n el orden, estos momentos son conocidos como los momentos de Zer-
nike.
As´ı, f : Ω ⊂ R2 → R, Ω es la funcio´n de la imagen que describe una
escena real, tal que 0 < f(x, y) representa la intensidad de la imagen sobre
una posicio´n espacial (x, y) ∈ Ω donde Ω es el plano de la imagen. se define
el orden (p, q)− th del momento de f(x, y) como:
mpq =
∫∫
Ω
Vpq(x, y)f(x, y)dxdy (2.1)
El conjunto de momentos arriba del orden N consiste en todos los mo-
mentos mpq tales que 0 6 p + q 6 N y s´ı (p, q) son enteros diferentes
de cero entonces el conjunto contiene (N + 1)(N + 2)/2 elementos. Don-
de Ω = (x, y) : x2 + y2 ≤ 1 es el circulo unitario y la forma general de las
funciones radiales ortogonales, se expresa como:
Vpq(x, y) = Rpq(ρ)ejqθ (2.2)
donde ρ =
√
x2 + y2, θ = arctan(y/x) y Rpq(ρ)ejqθ es polinomio en ρ.
Estos momentos tienen la propiedad de invarianza rotacional.
Evitan la presencia de informacio´n redundante, no son sensibles a las
perturbaciones y el ruido. El mayor orden de los momentos calculan deta-
lles finos de la forma dentro de la imagen. Estudios han demostrado que los
momentos de Zernike son los mejores descriptores de las caracter´ısticas de
forma, basado en el contenido de la regio´n [98, 96, 95, 57, 46].
Por otro lado, el ana´lisis computacional de texturas en los u´ltimos an˜os
a crecido significativamente en aplicaciones de ima´genes me´dicas, se utiliza
para extraer informacio´n cl´ınica de las ima´genes obtenidas por varias mo-
dalidades [4]. La textura proporciona informacio´n acerca de la distribucio´n
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espacial de los niveles de intensidad en una vecindad de p´ıxeles. Se ha de-
mostrado que los mecanismos de percepcio´n humana, buscan las propiedades
que discriminen entre diferentes patrones de textura [4].
El ana´lisis de textura en mamogramas proporcionan informacio´n de los
patrones de distribucio´n de los tejidos, son usadas para identificar la presen-
cia de ca´ncer de seno [69, 48], adema´s permite definir los bordes debido a los
cambios de los niveles de intensidad entre la lesio´n y el tejido normal. Es un
componente adicional para determinar la patolog´ıa y densidad de las masas
[86]. Se han reportado varios tipos de ana´lisis de textura para la extraccio´n
de caracter´ısticas en mamograf´ıas de acuerdo al taman˜o y escala de las regio-
nes, entre estos, los me´todos basados con la matriz de co-ocurrencia [39] y los
me´todos basados en la descomposicio´n por funciones multiwavelet.[37]. Sin
embargo, Haralik [39] categorizo´ el ana´lisis de texturas en tres grupos como:
me´todos basado en estad´ısticas, me´todos basado en estructuras, y la combi-
nacio´n de aproximaciones estad´ısticas-estructurales. La desventaja de estos
me´todos es que no pueden ser aplicados para diferentes clases de texturas de
una forma general. Diferente al me´todo de la matriz de diferencia de tonos de
grises en vecindades, de sus siglas en ingle´s NGTDM: Neighborhood Gray-
Tone Difference Matrix, que captura la informacio´n de textura basado en
los cambios espaciales de la intensidad entre p´ıxeles vecinos, usando medidas
como, aspereza (coarseness), contraste (contast), complejidad (complexity),
grado de suavidad (busyness-fineness) y la concentracio´n de textura (textu-
re strength) [4], sin importar las clases de texturas. Este me´todo diferencia
los cambios de intensidad mı´nimos en ima´genes me´dicas. En la ima´genes de
mamograf´ıa esta es una propiedad importante al analizar los bordes de las
lesiones.
2.5. Recuperacio´n de Ima´genes por Contenido: CBIR
El crecimiento constante de informacio´n en los hospitales y centros cl´ıni-
cos, producen grandes cantidades de ima´genes que son usadas para diagno´sti-
co. El especialista usualmente busca alguna referencia diagno´stica como apo-
yo, para emitir un resultado final de algu´n caso en estudio. Esta es una tarea
dif´ıcil cuando existe gran cantidad de informacio´n.
Las te´cnicas de recuperacio´n de ima´genes por contenido permiten un
indexamiento automa´tico y recuperan las ima´genes similares, sin la inter-
vencio´n del usuario [71]. Durante las ultimas de´cadas se ha incorporado a
plataformas administradas con PACs, siendo una herramienta muy u´til en
los procesos diagno´sticos de mamograf´ıas [99, 80]. El desempen˜o de esta
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estrategia usada con mamograf´ıas ha sido evaluada, varios estudios han de-
mostrado que incrementa la sensibilidad de los resultados en el diagno´stico
de masas [3, 53, 99].
Una vez que las regiones son caracterizadas, la etapa de recuperacio´n
de ima´genes por contenido permite recuperar ima´genes con caracter´ısticas
similares contenidas en una base de datos [3]. Las bu´squedas son realizadas
por similitud de las caracter´ısticas diagno´sticas entre la imagen de bu´squeda
y las contenidas en el repositorio, usando alguna me´trica particular [27],
que determina el grado de similitud entre regiones. El algoritmo k-NN [21]
recupera las k regiones vecinas las cuales son desplegadas y entregadas para
el usuario. Este algoritmo permite expandir la base de datos, sin acudir a un
entrenamiento adicional, sin embargo existen varios te´cnicas de aprendizaje
ma´quina usadas para este efecto.
El desempen˜o de la recuperacio´n depende de la extraccio´n de carac-
ter´ısticas, de la base de datos utilizada, como tambie´n de los algoritmos de
aprendizaje ma´quina implementados para este propo´sito [107].
2.5.1. Clasificacio´n.
Esta fase clasifica a la regio´n de bu´squeda, de acuerdo a las caracter´ısticas
diagno´sticas de las ima´genes recuperadas usando algu´n tipo de aprendizaje
ma´quina. Varias te´cnicas son utilizadas, basadas en aprendizaje supervisado
y no supervisado [38]. Sin embargo el clasificador k-NN es usado en varios
esquemas de recuperacio´n de mamograf´ıas [27, 93] , debido a que es el ma´s
sencillo y no depende de muchos para´metros para su entrenamiento. Estos
para´metros son optimizados por entrenamiento recursivo, usando la te´cnica
conocida como 10-fold cross validation. Consiste en dividir recursivamente
a la base de datos en dos partes, 10 % y 90 %, donde la segunda parte se usa
para entrenamiento y la primera para pruebas respectivamente.
Finalmente, la interface del usuario esta disen˜ada para desplegar las
ima´genes similares recuperadas y los resultados que sirvieron para tomar
decisiones diagno´sticas. Esta interface soporta visualmente al radio´logo, la
cual sirve para que tome una decisio´n final.
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Cap´ıtulo 3
Me´todo para Soporte y
Ayuda al Diagno´stico de
Masas
Este trabajo presenta un nuevo esquema para soportar y ayudar al
diagno´stico de ca´ncer de mama. La estrategia combina los resultados de
un proceso de recuperacio´n de ima´genes por contenido visual y sugiere una
anotacio´n textual de las caracter´ısticas diagno´sticas, segu´n los descriptores
BI-RADS para forma, margen y patolog´ıa en las masas. La estrategia per-
mite la participacio´n directa del radio´logo y proporciona las herramientas
necesarias para la interpretacio´n diagno´stica de una masa contenida en al-
guna Regio´n de Intere´s (RoI). El radio´logo recibe dos tipos de soporte: uno
visual y un soporte textual y toma una decisio´n diagno´stica final.
La Figura 3.1 presenta el esquema general del me´todo propuesto. Ini-
cialmente, el radio´logo marca una regio´n regular (recta´ngulo) que contiene
la regio´n de intere´s. Luego, un proceso de mejoramiento es aplicado sobre
la regio´n con el objeto de resaltar los bordes y eliminar el ruido, seguido
de un proceso de extraccio´n de caracter´ısticas que describen la forma y la
textura de la regio´n1. La regio´n representada en este espacio es comparada
con las regiones almacenadas en una base de datos usando la distancia de
Mahalanobis como medida de similitud, (esquema de recuperacio´n CBIR, de
sus siglas en ingle´s Content-Based Image Retrieval). De esta forma los k ve-
cinos ma´s cercanos son recuperados (algoritmo k-NN, de las siglas en ingle´s:
k−Nearest Neighbor) y las anotaciones de estas regiones son usadas para
encontrar la descripcio´n BI-RADS ma´s probable de la regio´n seleccionada.
1Proyeccio´n de las regiones sobre un espacio de caracter´ısticas.
26
Figura 3.1: Esquema de trabajo.
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La siguientes secciones presentan con detalle las diferentes fases que com-
ponen la estrategia propuesta.
3.1. Pre-procesamiento de la Regio´n de Intere´s
La informacio´n contenida en las mamograf´ıas se distorsiona por la so-
bre posicio´n de las estructuras que esta´n distribuidas de forma compleja.
Adema´s del ruido y el bajo contraste que presentan estas ima´genes, las pe-
quen˜as diferencias entre la densidad de varios tejidos y estructuras en las
gla´ndulas mamarias dificultan la extraccio´n de caracter´ısticas diagno´sticas
de los signos alertantes de ca´ncer. Por lo anterior, se aplican dos te´cnicas
de procesamiento de bajo nivel: el mejoramiento del contrate y el ajuste
adaptativo del histograma. El mejoramiento de contraste define los bordes
de las masas radioopacas y de los tejidos adyacentes, y el ajuste adapta-
tivo del histograma resalta los cambios de patrones de textura de la masa
con respecto al fondo de la regio´n, adicionando informacio´n del contorno de
lesio´n. Con estos procesos se obtienen dos tipos de ima´genes diferentes, a
las cuales finalmente se aplica un filtro (mediana) y son usadas para la ex-
traccio´n de las caracter´ısticas de forma (por mejoramiento del contraste) y
las caracter´ısticas de textura (por ajuste adaptativo del histograma). En la
Figura 3.2 se observa el resultado del pre-procesamiento con estas te´cnicas.
3.1.1. Mejoramiento del Contraste
Existen varias te´cnicas desarrolladas para resaltar detalles en mamo-
graf´ıas [20]. Los me´todos de mejoramiento de la imagen permiten diferenciar
los objetos de su fondo. Estos procesos se basan en la re-distribucio´n de los
niveles de grises en el histograma. El principio ba´sico de operacio´n consiste
en re-asignar los valores de intensidad utilizando una distribucio´n uniforme
[72].
La re-distribucio´n se realiza por medio de pesos definidos por filtros [104],
una te´cnica conocida como ecualizacio´n del histograma local basado en fil-
tros. Para tal efecto, se utiliza la informacio´n de la media (µ) y la desviacio´n
esta´ndar (σ), extra´ıdas de la regio´n a analizar. La informacio´n estad´ıstica
del histograma permite definir umbrales de la intensidad de la regio´n, um-
brales obtenidos heur´ısticamente a partir de un grupo de regiones con bajo
contraste. Finalmente, se define una ventana de 3x3 p´ıxeles para aplicar un
filtro espacial no lineal basado en sus vecindades (Columnwise neighborhood
operations) [104]. La Figura 3.2 columna (b) presenta el resultado de este
proceso, con su correspondiente filtrado, en varias regiones.
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Figura 3.2: Las columnas pertenecen a: (a) regiones originales, (b) regiones
obtenidas por mejoramiento del contraste y filtro de mediana. (c) regiones
reducidas a 12 niveles de grises y filtro de mediana de las regiones de la
columna (b) y (d) ecualizacio´n adaptativa del histograma de las regiones
originales (a) y filtro de mediana.
29
Por otro lado, los esta´ndares radiolo´gicos exigen que la resolucio´n de las
ima´genes debe ser de 12 o´ 16 bits en el momento de la adquisicio´n y/o digi-
talizacio´n [76, 89], con el objeto que no se pierda informacio´n me´dica en la
imagen. Las regiones de intere´s usadas en este trabajo tienen una resolucio´n
de 16-bits con un rango de [0, 65535] niveles de grises. Luego de su respec-
tivo mejoramiento de contraste, son transformadas en 8-bits, con un rango
de [0, 255] niveles de grises [1]. La reduccio´n se realiza con el propo´sito de
disminuir el taman˜o de las regiones y el costo computacional que implica la
extraccio´n de caracter´ısticas. El me´todo de reduccio´n consiste en eliminar
los niveles de grises que no aportan informacio´n u´til en la imagen original,
lo cual se consigue al uniformizar el histograma, reemplazando los niveles
de grises que no tienen una frecuencia relativa significante con el siguien-
te nivel de gris que si la tiene. Luego de obtener la nueva distribucio´n del
histograma, se considera el intervalo de grises [0, 255] que representan los
primeros 8 bits significativos y se descarta el resto. Finalmente, se aplica el
algoritmo de conversio´n basado en la informacio´n de la profundidad de los
p´ıxeles, desarrollado por Ayman et al. [1, 2], me´todo evaluado por te´cnicas
de visualizacio´n basado en iso-l´ıneas que conectan los p´ıxeles con similar
intensidad en la imagen, formando curvas cerradas que ayudan a identificar
regiones que contienen agrupamientos de p´ıxeles con intensidad alta y baja.
De esta manera se verifica la similitud de las regiones entre la imagen ori-
ginal y convertida, asegurando que no degrada la informacio´n visual en la
mamograf´ıa.
En la Figura 3.3 se observa el resultado del proceso de conversio´n basado
en la distribucio´n de los niveles de grises respecto al histograma original. Esta
ilustracio´n corresponde a la primera regio´n de la columna (a) de la Figura
3.2.
Figura 3.3: Histograma a 16 bits y 8 bits
Una vez realizada la conversio´n a 8 bits y debido a que no se pretende
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segmentar las masas en las regiones de intere´s, se reduce el rango de [0, 255]
a 12 intervalos. La reduccio´n del intervalo de los niveles de grises ayuda a
definir los bordes para la descripcio´n de las propiedades morfolo´gicas, sobre
todo definir aquellas masas con bajo nivel de espicularidad. Este valor es
definido de forma heur´ıstica considerando un grupo de masas con niveles de
espicularidad variable. La particio´n asigna nuevos valores de grises Inuevo
dentro del intervalo por la relacio´n [34]:
Inuevo = [Ianterior ∗ 12/256] (3.1)
donde Ianterior es el valor de algu´n nivel de grises del rango [0, 255], y Inuevo
es el nuevo valor de intensidad en el intervalo reducido. El resultado de esta
transformacio´n se observa en la Figura 3.2 (c), los agrupamientos de los
nuevos niveles de grises definen con mejor claridad iso-contornos debido a
la variacio´n entre niveles de intensidad reducidos permitiendo identificar el
nivel de espicularidad de la masa.
3.1.2. Ecualizacio´n Adaptativa del Histograma
La ecualizacio´n adaptativa del histograma es usada para diferenciar los
cambios de textura de los bordes de las masas [58], esta informacio´n adi-
cional ayuda a discriminar los objetos de su fondo basado en la textura. La
ecualizacio´n del histograma se aplica a cada p´ıxel calculado con la vecindad
del p´ıxel. La informacio´n del histograma de los p´ıxeles vecinos es combinada
mediante interpolacio´n bi-lineal, basado en una transformacio´n con distri-
bucio´n exponencial, lo cual limita el contraste especialmente en las zonas
homoge´neas, evitando amplificar el ruido que pueden estar presente en la
imagen [79]. Este proceso se realiza paralelo al mejoramiento del contraste
sobre cada regio´n, y se aplica sobre las ima´genes con la resolucio´n original.
Los resultados de este proceso, con su correspondiente filtrado, se observan
en la columna (d) de la Figura 3.2. Estas regiones complementarias destacan
la informacio´n de textura en los bordes de la masa con respecto al fondo.
3.1.3. Filtrado
Los procesos anteriores pueden introducir ruido, por lo tanto se aplica un
filtro mediana [34] despue´s de cada proceso. Este filtro no lineal filtra com-
ponentes de alta frecuencia. Los resultados de la etapa de pre-procesamiento
y filtrado se presentan en la Figura 3.2.
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3.2. Extraccio´n y Seleccio´n de las caracter´ısticas
de bajo nivel
Luego de que las regiones de intere´s han sido descompuestas en dos tipos
de ima´genes, como se observa en la Figura 3.2 (columna (c) y (d)), se extraen
sus caracter´ısticas.
La fase de extraccio´n de caracter´ısticas permite representar a la regio´n
de intere´s como un punto en un espacio de n-dimensiones, conocido como
espacio de caracter´ısticas.
La representacio´n de estos puntos sobre el espacio de caracter´ısticas se
realiza por vectores obtenidos con descriptores de bajo nivel. El procedi-
miento define un espacio En con n-dimensiones, donde la regio´n de intere´s
Im del conjunto de regiones {1, 2, 3, ...,m}, es representada por el vector
Fm = (f1, f2, ..., fn), donde fn es una caracter´ıstica espec´ıfica [107].
De acuerdo a esta representacio´n, se han reportado varios tipos de des-
criptores usados para caracterizar los patrones de una masa [20, 43, 82].
Los cuales, ba´sicamente buscan capturar las propiedades morfolo´gicas ma´s
relevantes de regiones previamente segmentadas, descripcio´n que depende
directamente del desempen˜o del proceso de segmentacio´n [107]. Debido a la
dificultad de obtener segmentaciones precisas, en este trabajo se propone la
caracterizacio´n de la regio´n completa, sin intentar alguna segmentacio´n [96].
En terminos de procesamiento de ima´genes, la informacio´n relevante ex-
presada en el le´xico BI-RADS, es una mezcla compleja entre las diferentes
formas presentes en la imagen y las texturas distribu´ıdas en ellas. En efec-
to, segu´n los descriptores BI-RADS usados para identificar una masa, las
caracter´ısticas que definen el diagno´stico son: forma, densidad y el grado de
espicularidad de sus bordes (suavizado) [108]. Estas propiedades determi-
nan la patolog´ıa de la lesio´n. Por lo tanto, es necesario capturar la mayor
cantidad de informacio´n, con lo cual la dimensionalidad del espacio resul-
tante es enorme y complejo. Debido a la naturaleza de las sen˜ales medidas,
pueden existir caracter´ısticas redundantes que en lo posible deben ser re-
movidas. El Ana´lisis de Componentes Principales (PCA), por su siglas en
ingles, Principal Components Analysis, reduce la dimensionalidad del espa-
cio de caracter´ısticas y remueve la informacio´n redundante [88], con el PCA
se encuentra las direcciones sobre los cuales los datos presentan la mayor va-
rianza. El PCA puede entenderse tambie´n como la bu´squeda del subespacio
de mejor ajuste, transforma un espacio de caracter´ısticas En a un espacio
Ep, para p < n dimensiones, basado en combinaciones lineales de las ca-
racter´ısticas originales que contienen la mayor variabilidad. Por lo tanto, el
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espacio generado por las primeras p componentes es un subespacio vectorial
p-dimensional del espacio n-dimensional original.
La estrategia planteada en este trabajo consiste en recuperar regiones de
intere´s con caracter´ısticas visuales similares desde un repositorio de regiones
almacenadas previamente, y sugiere una anotacio´n textual basado en las
anotaciones de las regiones similares recuperadas, para tal efecto se extrae
la informacio´n de forma, margen y textura para proyectar las regiones sobre
el espacio de caracter´ısticas reducido mediante PCA, basado en los conceptos
de los descriptores BI-RADS para las masas.
Sin embargo es muy importante aclarar que el esquema propuesto se
basa en los descriptores BI-RADS para masas, pero la densidad es excluida
de la caracterizacio´n debido a dos factores:
El ana´lisis de la masa y su caracterizacio´n se realiza con la regio´n de
intere´s marcada por el radio´logo, para estimar la densidad de la masa
con respecto al volumen de la gla´ndula es necesario analizar la imagen
completa, lo cual no es el objetivo de esta investigacio´n.
El repositorio utilizado para en este trabajo es de dominio pu´blico2 y
no cuenta con las anotaciones para la densidad de las masas, u´nica-
mente contiene una descripcio´n de la densidad del tejido fibroglandular
de toda la mama.
Las caracter´ısticas de bajo nivel utilizadas en este trabajo se detallan en
las siguientes subsecciones.
3.2.1. Descripcio´n de la Forma
La teor´ıa de momentos describe el contenido (o´ distribucio´n) de la imagen
con respecto a algu´n eje de referencia, y captura informacio´n sobre detalles
geome´tricos [47, 96]. Esta informacio´n se consigue proyectando la imagen
sobre alguna funcio´n base3.
Formalmente, a una imagen se le considera como una funcio´n de distri-
bucio´n cartesiana bi-dimensional f(x, y) sobre un plano ξ. La forma general
para calcular un momento de orden (p+q), evaluado sobre el plano completo
de la imagen ξ, se expresa como:
Mpq =
∫∫
ξ
ψpqf(x, y)dxdy (3.2)
2Ver detalles en el Ape´ndice B
3Las funciones base pueden ser monomios o polinomios
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para p, q = 0, 1, 2, 3...∞, donde ψpq son las funciones base, sobre las cuales
se proyecta la funcio´n f(x, y) en el plano completo ξ.
En este trabajo, la descripcio´n de las masas se hace usando los momentos
de Zernike, calculando sobre polinomios ortogonales complejos ψ [95, 96, 57],
funciones polinomiales complejas que permiten invarianza a la rotacio´n, los
cuales evitan la presencia de informacio´n redundante y no son afectados por
la presencia de ruido. La invarianza a la traslacio´n y el escalado se consigue
por normalizacio´n de estos momentos [63].
Los Momentos de Zernike, definidos como Zpq, se expresan en te´rminos
de los polinomios por la ecuacio´n 3.3:
Zpq =
p+ 1
pi
∫
x
∫
y
V ∗pq(x, y)f(x, y)dxdy, x
2 + y2 6 1 (3.3)
donde p indica el orden del polinomio, q la frecuencia del polinomio, V ∗pq(x, y)
es el complejo conjugado del conjunto de polinomios de Zernike {Vpq(x, y)},
f(x, y) es la imagen representada como una funcio´n y p+1pi es un factor de
normalizacio´n.
Los polinomios de Zernike son un conjunto infinito de funciones ortogo-
nales [106], definidas dentro de un circulo de radio unitario (x2 + y2 6 1).
Estos polinomios esta´n representados en el sistema de coordenada polares
(r, θ) por:
Vpq(x, y) = Vr,θ = Rpq(r)ejqθ; r ∈ [−1, 1] (3.4)
donde r es la coordenada radial cuyo intervalo de variacio´n es [−1, 1] y θ la
fase, cuyo intervalo de variacio´n es [0, 2pi]. La dependencia radial es polino´mi-
ca y la fase es armo´nica. Los polinomios son identificados con dos ı´ndices p y
q, donde p indica la potencia ma´s alta (orden) en la componente polino´mica
radial, y q la frecuencia de la componente armo´nica. Las relaciones de trans-
formacio´n entre sistemas de coordenadas se obtienen con: r =
√
x 2 + y2
expresando el valor de la magnitud del vector y θ = tan−1
( y
x
)
expresando
el valor del a´ngulo comprendido respecto al eje x. En la Figura 3.4 se ilustra
algunas funciones polino´micas con diferente orden y a diferentes fases.
De la ecuacio´n 3.4, la componente radial es real y esta definida por la
ecuacio´n 3.5 :
Rpq(r) =
(p−|q|)/2∑
s=0
(−1)s (p− s)!
s!(p+|q|2 − s)!(p−|q|2 − s)!
rp−2s (3.5)
para las siguientes condiciones: p − |q| es par ; 0 6 |q| 6 p; p > 0; y
s→ (p+ k)/2.
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Figura 3.4: Polinomios de Zernike: La figura (a) Representa las funciones
polino´micas definidas por su amplitud y su fase en coordenadas polares, la
figura (b) representa el conjunto de polinomios de 6th orden un espacio 3D.
Por otro lado, los coeficientes Bpqk de los polinomios se obtienen por:
Bpqk =
(−1) p−k2 (p+k2 )!
(p−k2 )!(
k+q
2 )!(
k−q
2 )!
(3.6)
reemplazando la ecuacio´n 3.6 en 3.5, los polinomios en terminos de los coe-
ficientes se expresan como:
Vpq(x, y) =
p∑
k=q
Bpqkr
kejqθ (3.7)
La forma general para calcular los momentos de Zernike de una imagen se
expresa como:
Zpq =
p+ 1
pi
∑
x
∑
y
V ∗pq(x, y)f(x, y)dxdy, x
2 + y2 6 1 (3.8)
El me´todo para calcular los momentos de zernike descrito en te´rminos
generales consiste en mapear la funcio´n imagen f(x, y) sobre las funciones
polino´micas V ∗pq(x, y) dentro del circulo unitario, de tal forma que el centro
de la imagen debe coincidir con el centro del circulo unitario. Esta condi-
cion asegura que los valores de los p´ıxeles de los extremos de la regio´n se
encuentren dentro del a´rea del circulo, como se ilustra en la Figura 3.5. Los
para´metros para el mapeo de la regio´n se detallan en el Ape´ndice A.
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Figura 3.5: Mapeo de la RoI dentro del circulo unitario: en la figura (a) se
observa la RoI en sus coordenadas normales, la figura (b) ilustra el mapeo
de la RoI dentro del circulo unitario, la figura (c) Ilustra la descomposicio´n
de la regio´n segu´n el orden p y la frecuencia q de los polinomios de Zernike.
El mapeo de la regio´n sobre cada polinomio descompone la imagen segu´n
el orden y frecuencia del polinomio, es una descomposicio´n multiresolucio´n.
As´ı los momentos de mayor orden capturan detalles finos de la forma (y vice-
verza) de los objetos contenidos en la regio´n de intere´s y evitan la presencia
de informacio´n redundante.
La implementacio´n de este me´todo esta basado en la estrategia propuesta
por Hosny [46], calculando los momentos exactos de Zernike a trave´s de los
momentos geome´trico definidos en [45] como:
Mpq =
N−1∑
i=0
N−1∑
j=0
f(xi, yj)Hp(xi)Hq(yj) (3.9)
reemplazando en la ecuacio´n 3.8 se obtiene:
Zpq =
p+ 1
pi
p∑
k=q
Bpqk
s∑
m=0
q∑
n=0
wn (sm) (
q
n)Mk−2m−n,2m+n (3.10)
donde:
w =
{
−i, q > 0
+i, q ≤ 0
con s = 12 (k − q), y i =
√−1.
Finalmente, la ecuacio´n de los momentos de Zernike usada para la des-
cripcio´n de la forma y margen de las masas se expresa en la ecuacio´n 3.11:
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Zpq =
p+ 1
pi
p∑
k=q
Bpqk
s∑
m=0
q∑
n=0
wn (sm) (
q
n) .
N−1∑
i=0
N−1∑
j=0
f(xi, yj)Hk−2m−n(xi)H2m+n(yj)
(3.11)
donde Hk−2m−n(xi)H2m+n(yj) son los momentos exactos geome´tricos de la
regio´n de intere´s [45].
3.2.2. Descripcio´n de Textura.
La mama esta´ compuesta por tejidos blandos, diferentes tipos de tejido
conectivo, cuyas principales diferencias se establecen a nivel microestructu-
ral. Los Rayos X producen patrones locales de distribucio´n que son funcio´n
de la organizacio´n de dichas estructuras, los cuales son capturados en la ima-
gen. Este concepto en procesamiento de ima´genes se conoce como textura y
podria definirse como el patron local de distribucio´n de los diferentes niveles
de grises en la imagen de mamograf´ıa.
El me´todo de la matriz de diferencia de tonos de grises en vecindades, de
sus siglas en ingle´s NGTDM: Neighborhood Gray-Tone Difference Matrix,
captura la informacio´n de textura basado en los cambios espaciales de la
intensidad entre p´ıxeles vecinos, usando cinco diferentes medidas, aspereza
(coarseness), contraste (contast), complejidad (complexity), grado de suavi-
dad (busyness-fineness) y la concentracio´n de textura (texture strength) [4].
Este me´todo se basa en obtener una matriz columna, calculando las dife-
rencias entre p´ıxeles en una vecindad definida como se ilustra en la Figura
3.6.
El valor de un tono de gris se representa por la funcio´n f(k, l) en la
posicio´n (k, l) con un valor i, se calcula el promedio Ai de intensidad en una
vecindad d, centrado sobre el mismo p´ıxel pero sin incluirlo, por la ecuacio´n
3.12:
Ai = A(k, l) =
1
W − 1
[
d∑
m=−d
d∑
n=−d
f(k +m, l + n)
]
(3.12)
en donde (m,n) 6= (0, 0) y d corresponde a la distancia entre p´ıxeles y
W = (2d + 1)2 es el nu´mero de p´ıxeles contenidos en la vecindad definida
por d. Entonces el valor de la ith entrada en la columna matriz NGTDM
esta´ dado por:
s(i) =
∑
|i−Ai| (3.13)
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Para i ∈ Ni, s´ı Ni 6= 0, donde Ni es el conjunto de todos los p´ıxeles que
tienen el valor i. En la Figura 3.6 se ilustra un ejemplo de la adquisicio´n de
la matriz.
Figura 3.6: Adquisicio´n de la matriz de diferencia de tonos de grises vecinos:
la figura (a) ilustra una imagen de 5x5 p´ıxeles con una distancia entre p´ıxeles
d = 1, la figura (b) representa la matriz columna obtenida de la imagen (a)
Una vez formada la matriz NGTDM, se extraen cinco caracter´ısticas de
la regio´n de intere´s [4]:
1. La aspereza (coarseness):
fcos =
[
+
Gh∑
i=0
pis(i)
]−1
(3.14)
donde Gh es tono de gris ma´s alto, pi la probabilidad de ocurrencia i,
s(i) es el valor en el histograma y  es una constante que evita que el
valor de fcos tienda al infinito.
Para una imagen de taman˜o NxN:
p(i) = Ni/n2, donde n = N − 2d (3.15)
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2. El contraste (contrast):
fcon =
 1
Ng(Ng − 1)
Gh∑
i=0
Gh∑
j=0
pipj(i− j)2
( 1
n2
Gh∑
i=0
s(i)
)
(3.16)
donde Ng es el numero total de niveles de grises diferentes presentes
en la imagen.
3. Grado de suavidad (busyness-fineness):
fbus =
(
Gh∑
i=0
pis(i)
)
/
 Gh∑
i=0
Gh∑
j=0
ipi − jPj
 (3.17)
para pi 6= 0 y pj 6= 0.
4. La complejidad (complexity):
fcom =
Gh∑
i=0
Gh∑
j=0
[|i− j|/(n2(pi + pj))] [pis(i) + pjs(j)] (3.18)
5. La concentracio´n de textura (texture strength):
fstr =
 Gh∑
i=0
Gh∑
j=0
(pi + pj)(i− j)2
 /[ Gh∑
i=0
s(i)
]
(3.19)
El valor d es la distancia entre vecindades, por lo tanto, s´ı este valor
es variable, se obtienen diferentes grupos de caracter´ısticas para formar el
descriptor de texturas y representar las masas.
En este trabajo, para cada propiedad de textura, se define un conjunto de
distancias d = 1, 2, 3, 4, 5, con el fin de capturar informacio´n correspondiente
a los cambios espaciales de intensidad de los p´ıxeles, sobre todo para captu-
rar informacio´n de los bordes de las estructuras. Los valores d son elegidos
debido a que, en la imagen de mamograf´ıa, las micro estructuras se diferen-
cias con los cambios considerables de los valores de intensidad entre p´ıxeles
vecinos, por lo tanto a menor distancia d se captura mayor informacio´n de
dichos patrones.
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3.3. Recuperacio´n de ima´genes por contenido (CBIR)
La fase de recuperacio´n de las regiones de intere´s por similitud del con-
tenido visual, conocida como CBIR de las siglas en ingle´s: Content-Based
Image Retrieval, encuentra en el repositorio de referencia aquellas regiones
con caracter´ısticas visuales similares a la regio´n seleccionada por el radio´lo-
go. La idea ba´sica se ilustra en la Figura 3.7.
Figura 3.7: La RoI seleccionada por el radio´logo se representa como un punto
negro sobre un espacio de caracter´ısticas (f1, f2, f3), los puntos de colores
diferentes representan las regiones del repositorio y cada color es un tipo de
diagno´stico (clases), la similitud entre regiones es medida por la distancia d
ma´s cercana, y se recuperan los puntos k ma´s cercanos. Aplicando una regla
de decisio´n se determina el tipo (clase) de diagno´stico al que corresponde la
regio´n analizada. A la derecha de la figura se observan los puntos k similares
recuperados. Este proceso es de recuperacio´n basado en el algoritomo k-NN.
Consiste en determinar, usando una medida de similitud, las regiones
ma´s cercanas a la regio´n seleccionada por el radio´logo. La estrategia pro-
puesta en este trabajo, se basa en el algoritmo k-NN o´ k vecinos ma´s pro´xi-
mos [21, 30]. Los descriptores de forma y textura, obtenidas despue´s de la
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Tabla 3.1: Co´digo BI-RADS.
Forma Margen Patologia
Redondo (1) Circunscrito (1) Maligno (1)
Ovalado (1) Oscurecido (2) Benigno (2)
Lobulado (2) Indefinido (2)
Irregular (3) Espiculado (3)
aplicacio´n del PCA, definen el espacio de caracter´ısticas. La distancia de
Mahalanobis [66] se usa para medir la similitud visual entre las caracter´ısti-
cas en dicho espacio, la cual es definida por d(~x, ~y) y representa el nivel de
similitud entre la RoI seleccionada por el radio´logo y las regiones contenidas
en el repositorio, as´ı ~x = {x1, x2, ..xn} representa a un vector de carac-
ter´ısticas de alguna regio´n del repositorio y ~y = {y1, y2, ..yn} representa el
vector de caracter´ısticas de la regio´n seleccionada. Por lo tanto la distancia
se calcula como:
d(~x, ~y) =
√
(~x− ~y)TS−1(~x− ~y). (3.20)
donde S−1 es la matriz de covarianza calculada entre los vectores del repo-
sitorio y la regio´n seleccionada. De esta forma se recuperan las k regiones
ma´s cercanas en el espacio de caracter´ısticas. Por otro lado, la regiones re-
cuperadas tienen sus respectivas anotaciones o diagno´sticos BI-RADS, esta
informacio´n se utiliza para sugerir la anotacio´n a la regio´n seleccionada por
el radio´logo.
3.4. Me´todo para generar la anotacio´n de la regio´n
de intere´s.
La regiones recuperadas en el proceso anterior contienen anotaciones
diagno´sticas, esta informacio´n es extra´ıda para sugerir un diagno´stico a la
regio´n seleccionada por el radio´logo, como se ilustra en la Figura 3.8.
En esta estrategia se clasifican las regiones asignando un valor nume´rico
para cada clase segu´n la descripcio´n BI-RADS, como se presenta en la Tabla
3.1, en la cual se observa que las clases forma, margen y patolog´ıa tienen
subclases, por lo tanto es un problema multiclase.
Con el propo´sito de asignar de manera correcta la clase a la cual pertene-
ce la regio´n seleccionada, se define una regla de decisio´n segu´n las distancias
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Figura 3.8: Me´todo de anotacio´n: La anotacio´n de la regio´n seleccionada por
el radio´logo se realiza con la anotacio´n de las regiones recuperadas a trave´s
de las distancias ponderadas de mahalanobis.
de mahalanobis. El mecanismo se basa en asignar la mayor relevancia a la
regio´n recuperada ma´s cercana, lo cual se logra con una funcio´n de pesos
normalizados con respecto a la distancia de cada regio´n por:
wd = 1/d(~x, ~y) (3.21)
se realiza entonces, una suma ponderada de los valores segu´n la ocurrencia
de las clases. Generalizando el conjunto S = {S1, S2, ..., Sn} para cada clase:
Sn =
k∑
i=1
w(d,Sn) (3.22)
Finalmente, se determina la clase segu´n el ma´ximo valor que contenga alguna
de ellas, esta clase es la se sugiere para la regio´n seleccionada por el radio´logo,
como:
Anotacion(S)Forma = arg ma´x
S
|S1, S2, ..., Sn| (3.23)
42
Cap´ıtulo 4
Evaluacio´n del Me´todo y
Resultados
Con el fin de determinar el desempen˜o general del me´todo propuesto,
una evaluacio´n sobre un conjunto amplio de ima´genes de mamograf´ıas fue
aplicada, evaluando de manera independiente las dos etapas que conforman
la estrategia propuesta, estas son: recuperacio´n de ima´genes similares y ano-
tacio´n automa´tica.
El usuario selecciona una regio´n de intere´s de bu´squeda, el sistema re-
cupera regiones con caracter´ısticas visuales similares desde un repositorio y
los resultados son comparados con la anotacio´n disponible de las regiones
(ground truth) de la base de datos DDSM. La anotacio´n sugerida por el
sistema tambie´n es evaluada con respecto a cada caracter´ıstica patolo´gica.
4.1. Materiales y Metodolog´ıa
4.1.1. Repositorio con Regiones de Intere´s
La base de datos DDSM [42, 41], fue creada por la Universidad del Sur
de la Florida, es ampliamente utilizada para el ana´lisis de ima´genes de ma-
mograf´ıa1. Consiste en una coleccio´n de mamograf´ıas de diferentes universi-
dades y hospitales de los Estados Unidos, creada para facilitar la evaluacio´n
de algoritmos computacionales usados en los procesos diagno´sticos.
Para la evaluacio´n de la estrateg´ıa se preparo´ un repositorio con regiones
de intere´s diagnosticadas que fueron seleccionadas de mamograf´ıas conteni-
das en esta base de datos. Cada regio´n tiene anotaciones correspondientes a
1La descripcio´n completa de la base de datos se detalla en el Ape´ndice B
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la Forma, Margen y Patolog´ıa2. La extraccio´n de cada regio´n se realizo´ uti-
lizando informacio´n de la ubicacio´n espacial de la anormalidad, contenida
en cada mamograf´ıa de la base de datos. Esta informacio´n encierra la lesio´n
mediante un contorno expresado como un co´digo de cadena de p´ıxeles, con
lo cual se define un cuadro que corta la regio´n de intere´s. La Figura 4.1
ilustra el procedimiento de extraccio´n de la RoI.
Las regiones que conforman el repositorio fueron seleccionadas segu´n la
anotacio´n diagno´stica para la evaluacio´n.
Figura 4.1: La RoI se extrae definiendo un cuadro que encierra el contorno
marcado por los expertos (co´digo de cadena de p´ıxeles en rojo), el contorno
y anotacio´n BI-RADS es informacio´n asociada a cada mamograf´ıa en la base
de datos DDSM.
Luego de extraer todas estas regiones, el repositorio fue constitu´ıdo por
444 regiones de intere´s, 233 masas malignas y 111 masas benignas. Cada una
de estas regiones fue anotada con descriptores de forma, margen y patolog´ıa,
2Las regiones fueron extra´ıdas de proyecciones (MLO y CC) de cada seno (izquierdo y
derecho), con masas benignas y malignas
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de acuerdo al le´xico BI-RADS.
Para la experimentacio´n, el repositorio fue divido en dos conjuntos, de
344 (233 malignas y 111 benignas) y 100 regiones (50 benignas y 50 ma-
lignas), el primero de ellos usado para entrenamiento y el segundo para
evaluacio´n. Para la seleccio´n de estas regiones se descartaron las ima´genes
con informacio´n visual adicional (marcas meta´licas externas) o alguna otra
anormalidad contenida en la regio´n (microcalcificaciones, distorsio´n arqui-
tectural). La Tabla 4.1 muestra la distribucio´n de las regiones contenidas en
el repositorio usado para entrenamiento, segu´n cada uno de los descriptores
inclu´ıdo en la anotacio´n.
Tabla 4.1: Distribucio´n del repositorio de entrenamiento segu´n el BI-RADS.
Forma Margen Patologia
Redondo (36) Circunscrito (79) Maligno (233)
Ovalado (54) Microlobulado (43) Benigno (111)
Lobulado (108) Oscurecido (27)
Irregular (169) Indefinido (78)
Espiculado (117)
4.1.2. Extraccio´n de Caracter´ısticas
Un vez definido el repositorio, todas las regiones fueron pre-procesadas y
extra´ıdo su respectivo vector de caracter´ısticas. Las caracter´ısticas de forma
y margen se capturaron por medio de los momentos de Zernike (Zpq), y la
caracter´ısticas de textura por medio de la matriz de diferencias de tonos de
grises vecinos (NGTDM), como se explico´ en la Seccio´n 3.2.
El orden ma´ximo p de los momentos de zernike se estimo´ minimizando el
error causado por la reconstruccio´n de la imagen [98]. Este valor se obtuvo
reconstruyendo la informacio´n correspondiente a los momentos de la RoI
mapeada sobre un conjunto de polinomios ortogonales3, cada reconstruccio´n
se obtuvo variando el orden de cada polinomio. El resultado de este proceso
es una descomposicio´n de la regio´n en varias ima´genes, como se ilustra en
la Figura 4.2.
Para cada imagen reconstruida, se calculo´ el error respecto a la imagen
original dado por la ecuacio´n 4.1 [98]:
3El me´todo de mapeo de la ROI se detalla en Ape´ndice A
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Figura 4.2: Reconstruccio´n de la RoI segu´n el orden p de los momentos.
ε =
N−1∑
i=0
N−1∑
j=0
{ [f(i, j)− F (i, j)]
2
[f(i, j)]2
} (4.1)
donde ε es el error entre f(i, j) y F (i, j), la imagen original y reconstruida
respectivamente.
De esta forma, se encontro´ que el orden ma´ximo de los momentos, pmax es
60, el cual reporto´ un error mı´nimo promedio, ε = 0,2134, evaluado sobre un
grupo de 30 regiones de intere´s con alto grado de espicularidad. El nu´mero
de caracter´ısticas correspondiente a pmax = 60, dado por:
FN =
{
(pmax+22 )
2, pmax = par
(pmax+22 )
2 + (pmax+22 ), pmax = impar
donde FN es el nu´mero de caracter´ısticas del vector, nos permite determinar
que el vector de caracter´ısticas esta´ conformado por 961 caracter´ısticas.
Con el propo´sito de capturar la mayor cantidad de informacio´n de textura
de la distribucio´n de los tejidos y los bordes de las masas, usamos la matriz de
diferencias de tonos de grises vecinos, descrito en la Seccion 3.2.2. Variando
el valor d = {1, 2, 3, 4, 5} entre p´ıxeles. Se capturaron cinco medidas de
textura para cada d, obteniendo un vector de 25 caracter´ısticas.
Finalmente, la descripcio´n de la regio´n completa se represento´ concate-
nando los vectores obtenidos por los procesos anteriores.
4.1.3. Reduccio´n del Espacio de Caracter´ısticas
La reduccio´n del espacio de caracter´ısticas se realizo´ mediante el Ana´lisis
de Componentes Principales (PCA), determinando los ejes que contienen la
mayor variabilidad. Para tal efecto, se calculo´ la matriz de covarianza sobre
la matriz formada por los vectores de caracter´ısticas de cada regio´n en el
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repositorio de entrenamiento, se obtuvieron los valores propios asociados a
los vectores propios de e´sta matriz, y se estimo´ el porcentaje de variabilidad
para cada valor propio respecto a las caracter´ısticas. En la Figura 4.3 se ob-
serva que el porcentaje de mayor variabilidad de los valores propios respecto
a las caracter´ısticas ocurre dentro de las 15 primeras, donde el porcentaje
reportado es 84, 91 %, despue´s de estos valores las variabilidad es mı´nima.
De esta forma reducimos al espacio de caracter´ısticas a 15 dimensiones.
Figura 4.3: Gra´fica del PCA, representa la variabilidad de los valores propios
respecto a las caracter´ısticas. La mayor variabilidad se concentra en las 15
primeras componentes principales, 84, 91 %
4.2. Medidas de desempen˜o y relevancia
Las medidas ma´s usadas para evaluar me´todos de recuperacio´n de infor-
macio´n son la Precision y el Recall, aplicado en problemas de clasificacio´n.
Las medidas son derivadas de la matriz de confusio´n, esta permite repre-
sentar los resultados del desempen˜o de la clasificacio´n. Las columnas de la
matriz corresponden a las anotaciones reales de la prueba, y las filas corres-
ponde al resultado entregado por el me´todo o posible anotacio´n. En la Tabla
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4.2 se presenta la matriz de confusio´n para un problema de clasificacio´n bi-
nario.
Tabla 4.2: Matriz de confusio´n.
Resultado/ Real Positivo Negativo
Positivo (resultado) TP FP
Negativo (resultado) FN TN
La Precision para una clase se define como la relacio´n entre el nu´mero
de regiones recuperadas correctamente (verdaderos positivos (TP)) dividido
para el total de regiones recuperadas en la bu´squeda, (la suma de verdade-
ros positivos (TP) + falsos positivos (FP)). El Recall es definido como el
nu´mero de regiones recuperadas correctamente (verdaderos positivos (TP))
divido para el total de regiones relevantes existentes (verdaderos positivos
(TP) + falsos negativos (FN)). En aplicaciones cl´ınicas, Recall equivale a la
Sensibilidad de la prueba diagno´stica.
Con el objeto de extender estas medidas al problema de multiples clases
y considerar a cada regio´n como la combinacio´n de anotaciones, se propu-
so definir el grado de relevancia de cada regio´n de acuerdo al nu´mero de
descriptores que coinciden como se ilustra en la Tabla 4.3. S´ı coinciden tres
clases de la regio´n recuperada con respecto a la regio´n de bu´squeda se asigna
un valor Score = 1, s´ı coinciden dos se asigna un Score = 0, 66, s´ı coincide
uno se asigna un Score = 0, 33 y si no coincide ninguno corresponde al valor
Score = 0.
Tabla 4.3: Niveles de relevancia para evaluar la similitud de clases.
Score Criterio
1,0 La regio´n tiene todas las anotaciones de la regio´n de bu´squeda
0,6 La regio´n tiene dos anotaciones de la regio´n de bu´squeda
0,3 La regio´n tiene una anotacio´n de la regio´n de bu´squeda
0 La regio´n no tiene ninguna anotacio´n de la regio´n de bu´squeda
La medidas de Precision (P) y Recall (R) quedan definidas como:
P =
∑n
i=1 S
TP
i∑n
i=1 S
TP
i +
∑n
i=1 S
FP
i
, R =
∑n
i=1 S
TP
i∑n
i=1 S
FN
i +
∑n
i=1 S
FP
i
(4.2)
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donde Si es el grado de relevancia (Score) asignado a la ith regio´n recupe-
rada, de un nu´mero n de regiones recuperadas.
Asimismo la Exactitud (accuracy) se define como:
Exactitud =
∑n
i=1 S
TP
i +
∑n
i=1 S
TN
i∑n
i=1 S
TP
i +
∑n
i=1 S
FP
i +
∑n
i=1 S
FN
i +
∑n
i=1 S
FP
i
(4.3)
4.3. Evaluacio´n y Resultados
La evaluacio´n de la estrategia propuesta fue realizada en dos etapas.
El esquema de recuperacio´n de ima´genes por contenido y la anotacio´n au-
toma´tica. Las caracter´ısticas diagno´sticas consideradas para este propo´sito
son: forma, margen y patolog´ıa.
4.3.1. Evaluacio´n del esquema de recuperacio´n por contenido
La estrategia de recuperacio´n de ima´genes por contenido se evaluo´ por
similitud de regiones. Es importante aclarar que la anotacio´n textual para
cada RoI es una combinacio´n de los criterios diagno´sticos BI-RADS de la
Tabla 4.1, por ejemplo: una masa puede ser Redonda-Circunscrita-Benigna,
con lo cual, las diferentes anotaciones fueron consideradas como una sola
clase.
Se realizaron 10 experimentos diferentes. En cada experimento se consi-
deraron 10 regiones con anotaciones iguales, con masas de taman˜o diferente,
del grupo de las 100 regiones usadas para pruebas. Los experimentos con-
sistieron en tomar una regio´n de bu´squeda del grupo de las 10 regiones con
anotaciones iguales con el fin de recuperar hasta 15 regiones similares del re-
positorio de entrenamiento y se calculo´ el precisio´n-recall promedio de todos
los experimentos, cuando se recuperan hasta 15 regiones.
La similitud de las anotaciones entre la regio´n de bu´squeda y las regiones
recuperadas se determino´ por el valor de relevancia (Score) de acuerdo a
la Tabla 4.3, lo cual permitio´ determinar los valores Precision-Recall de
cada experimento. Sin embargo, las posibles combinaciones de los criterios
diagno´sticos BI-RADS de la Tabla 4.1, reduce el balance de clases.
La Figura 4.4 presenta la curva Precision-Recall promedio de todos los
experimentos realizados, lo que reporta un valor de precision promedio del
82 % y Recall del 42 %.
Los puntos en la curva corresponden a los valores promedio Precision-
Recall de cada imagen recuperada, el punto ma´s hacia la derecha corresponde
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a los valores cuando se ha recuperado una regio´n, el siguiente a dos regiones
y as´ı sucesivamente.
Como se puede observar en la Figura 4.4, el me´todo propuesto mantie-
ne los valores de Precision altos au´n para valores grandes de Recall, lo que
significa que tiene un buen desempen˜o para recuperar ima´genes con carac-
ter´ısticas visuales similares, pero el Recall depende del nu´mero de ima´genes
relevantes contenidas en el repositorio de extrenamiento, el Recall es alto
para aquellas clases que contienen muy pocas regiones dentro del reposito-
rio.
Figura 4.4: Gra´fica Precision-Recall del me´todo propuesto.
Por otro lado, con el fin de reportar el desempen˜o del me´todo para ca-
da clase en particular, se realizaron los siguientes experimentos particulares
para cuatro tipos de masas etiquetadas con: Redondo-Circunscrito-Benigno,
Lobulado-Indefinido-Maligno, Irregular-Espiculado-Maligno e Irregular-In-
definido-Maligno. Se recuperaron hasta 15 regiones por busqueda de cada
tipo de regio´n.
La distribucio´n de las regiones del repositorio usado para entrenamiento,
segu´n algunas combinaciones, se observa en la Tabla 4.4, para las clases,
forma, margen y patolog´ıa.
La curva Precision-Recall promedio para las 15 regiones recuperadas de
tipo Redondo-Circunscrito-Benigno, se observa en la Figura 4.5. Los valores
de Recall son bajos con respecto a la curva obtenida de las regiones de
50
Tabla 4.4: Distribucio´n del repositorio de entrenamiento, combinacio´n de los
descriptores BI-RADS.
Forma−Margen RoI
Redondo-Circunscrito-Benigno 18
Lobulado-Indefinido-Maligno 15
Irregular-Indefinido-Maligno 51
Irregular-Espiculado-Maligno 14
Otras Clases 246
tipo, Irregular-Espiculado-Maligno, debido que contiene mayor nu´mero de
ima´genes relevantes en el repositorio.
Figura 4.5: Gra´fica Precision-Recall promedio para la masa Redondo-
Circunscrito-Benigno.
Asimismo, la curva Precision-Recall promedio para las regiones de tipo
Irregular-Espiculado-Maligno, se observa en la Figura 4.6.
Los resultados del desempen˜o de la estrategia de recuperacio´n de ima´ge-
nes para los experimentos particulares, cuando se recuperaron hasta 15 re-
giones segu´n la combinacio´n de las clases, se presentan en la Tabla 4.5, los
cuales corresponden al promedio por clase particular.
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Figura 4.6: Curva Precision-Recall promedio para la masa Irregular-
Espiculado-Maligno.
Tabla 4.5: Resultados: Precision-Recall promedio al recuperar hasta 15 RoIs
Precision Recall
Lobulado-Indefinido-Maligno 0,79 0,38
Irregular-Espiculado-Maligno 0,81 0,45
Irregular-Indefinido-Maligno 0,86 0,52
Redondo-Circunscrito-Benigno 0,83 0,60
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4.3.2. Evaluacio´n de la anotacio´n automa´tica
Finalmente, la anotacio´n automa´tica se evaluo´ para cada clase (forma,
margen y patolog´ıa) independientemente. En este punto es importante re-
saltar la enorme variabilidad conceptual para cada criterio diagno´stico, por
ejemplo una masa es clasificada como redonda u ovalada. Sin embargo, pa-
ra el caso de masas redondas u ovaladas, es dif´ıcil establecer una frontera
definida entre estas dos clases au´n para un observador con experiencia. En
consecuencia, resolvimos fusionar estas dos clases en una sola puesto que nos
interesaba sobre todo el poder discriminativo entre formas redondo-ovaladas
y las esp´ıculadas, una diferencia con mayor valor para el diagno´stico. Las
fusiones conceptuales realizadas en el presente trabajo se presentan en la
Tabla 4.6.
Tabla 4.6: Clases segu´n el BI-RADS.
Forma Margen Patolog´ıa
Redondo-Ovalado (1) Circunscrito (1) Maligno (1)
Lobulado (2) Microlobulado (2) Benigno (2)
Irregular (3) Oscurecido-Indefinido (3)
Espiculado (4)
El experimento consistio´ en anotar las 100 regiones del grupo de prueba,
pero se consideraron las clases forma, margen y patolog´ıa como etiquetas
independientes.
La anotacio´n automa´tica generada por el sistema por supuesto depende
de las regiones recuperadas como de detalla en la Seccio´n 3.4. El mejor
desempen˜o del proceso de anotacio´n se obtuvo estimando el mejor valor de
k, en te´rminos de la precisio´n obtenido en la tarea de recuperacio´n sobre el
repositorio. Esta seleccio´n se realizo´ con el me´todo conocido como 10-fold
cross validation, que consiste en evaluaciones secuenciales sobre el conjunto
de regiones disponibles de la siguiente manera: se divide el total del conjunto
en dos, uno con el 10 % y el otro con el resto de regiones. Se entrena el
algoritmo con el segundo conjunto y se evalu´a sobre el primer conjunto. La
permutacio´n de los elementos de estos dos conjuntos permite una evaluacio´n
exhaustiva sobre los datos con un nu´mero enorme de experimentos. Los
resultados obtenidos se presentan en la tabla 4.7.
Lo que significa que para anotar la clase Forma, es necesario recuperar
al menos 7 regiones similares, para anotar la clase Margen, son necesarias 7
regiones similares y finalmente para anotar la clase patolog´ıa son necesarias
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Tabla 4.7: Optimizacio´n del para´metro k.
Clase Exactitud k
Forma 80.3 % k = 7
Margen 75.1 % k = 7
Patolog´ıa 85.3 % k = 9
9 regiones. Una vez definidos los mejores valores k, se usaron estos valores
para anotar 100 regiones del repositorio para pruebas, cuyos resultados se
muestran en la Tabla 4.8.
Tabla 4.8: Desempen˜o de la anotacio´n para los descriptores BI-RADS.
Precision Recall
Forma 0,791 0,80
Margen 0,752 0,76
Patolog´ıa 0,861 0,87
Promedio 0,801 0,81
Es necesario aclarar que los resultados obtenidos de precisio´n y recall
(sensibilidaD) para la etapa de anotacio´n, definen el desempen˜o que tiene el
me´todo para anotar cada clase individual para forma, margen y patolog´ıa,
estos resultados se diferencian de los resultados del esquema de recuperacio´n
en el cual se evaluo´ la combinacio´n de estas anotacio´nes y se considero´ como
una sola anotacio´n (ejemplo: forma-margen-patolog´ıa). Con estos resultados
se puede observar que los descriptores de bajo nivel usados permiten discri-
minar de mejor manera la caracter´ısticas diagno´sticas para la clase patolog´ıa.
El diagno´stico mamogra´fico frecuentemente se resume a la identificacio´n de
la patolog´ıa, e´ste es el objetivo general que busca el proceso diagno´stico.
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Cap´ıtulo 5
Conclusiones y Trabajos
Futuros
En este trabajo se ha propuesto una nueva estrategia para apoyar los
procesos diagno´sticos de ca´ncer de mama, segu´n los descriptores BI-RADS.
A diferencia de los me´todos convencionales, que necesitan segmentar las
masas para tomar alguna decisio´n, el me´todo propuesto se basa sobre la
hipo´tesis de que la captura de informacio´n se hace usando descriptores de
toda la regio´n. Nuestro esquema de recuperacio´n de ima´genes por contenido
visual obtiene un desempen˜o con valores del 82 % de Precisio´n y con un
Recall del 49 %, en bu´squedas de regiones con anotaciones textuales que son
mezclas complejas de los criterios BI-RADS de base. Sin embargo, cuando
se considera el problema como bu´squeda de un criterio u´nico en el universo
de posibilidades BI-RADS, los resultados varian de forma importante: 80 %
para precision y 81 % para recall, lo cual sugiere que la introduccio´n de un
clasificador ma´s robusto y multiclase deber´ıa poder adaptarse mejor a la
estructura del problema.
Es dificil comprobar los resultados obtenidos frente a los resultados de
trabajos previos, debido a que las bases de datos usadas para la evaluacio´n
difieren en taman˜o, tipos de regiones y casos de estudio. Adema´s, las inves-
tigaciones de algunos trabajos previos se han enfocado u´nicamente a una
clasificacio´n espec´ıfica, como es el caso al clasificar el nivel de espicularidad,
la severidad de la lesio´n y para cierto tipo de anotaciones con diferentes
tipos de descriptores de bajo nivel.
Como conclusio´n importante, este trabajo demuestra que los descriptores
usados son capaces de capturar las diferencias ma´s importantes en las dos
propiedades de base, forma y textura, es probable que el clasificador no sea
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el ma´s adecuado por su simplicidad, pero esta particularidad demuestra que
el me´todo de caracterizacio´n es robusto al discriminar las masas. De hecho,
nuestro objetivo fue determinar estrategias para capturar forma y textura
sin una previa segmentacio´n, y por esta razo´n utilizamos como clasificador el
ma´s simple de manejar. Adema´s constituye una linea base de investigacio´n
para este tipo de estrategias utilizando una base de datos de dominio pu´blico.
La estrategia fue formulada, implementada y evaluada para el caso es-
pec´ıfico de la presencia de masas malignas y benignas, sin embargo au´n
existe varios para´metros que pueden ser considerados para que el soporte
diagno´stico de ca´ncer sea completo y la estrategia aceptada en escenarios
reales. Entre estos:
Categorizacio´n segu´n el BI-RADS: Adicionar otros descriptores
de bajo nivel que permitan clasificar y anotar las categor´ıas de eva-
luacio´n del caso de estudio, adema´s que incluya informacio´n de la
densidad fibroglandular como gu´ıa para el seguimiento y control, en
la presente investagacio´n no se incluyo´ esta informacio´n debido a que
la categorizacio´n exige que el ana´lisis sea en toda la mamograf´ıa y no
unicamente en la regio´n de intere´s que fue el objetivo de este trabajo.
Extensio´n de la base de datos: Pruebas de desempen˜o de la estra-
tegia incluyendo casos normales, que no contenga ningu´n tipo de signo
alertante, lo que permita diferenciar si el caso de estudio es normal o
contiene anormalidades.
Introduccio´n de informacio´n relevante: Se propone para trabajos
futuros evaluar el desempen˜o de la estrategia incluyendo informacio´n
relevante extra´ıda de forma explicita o´ impl´ıcita por algu´n me´todo
estoca´stico como es el caso de la regresio´n lineal ente otros, usado en
los esquemas de CBIR, (Relevance Feedback).
Reconocer todos los signos en mamograf´ıas: Generalizar la es-
trategia propuesta para que pueda reconocer otras anormalidades pre-
sentes en la mamograf´ıa como; distorsio´n de la arquitectura y calcifi-
caciones malignas, para lo cual es necesario incluir esta informacio´n en
los descriptores de bajo nivel y extender las te´cnicas de procesamiento
de ima´genes y extraccio´n de caracter´ısticas planteadas en este trabajo.
Validacio´n cl´ınica: Realizar estudios con un grupo de radio´logos
expertos para determinar la eficiencia de los resultados obtenidos por
la estrategia propuesta, lo cual determinara´ el uso de este tipo de
soporte en escenarios cl´ınicos reales.
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Ape´ndice A
Mapeo de la Regio´n de
Intere´s.
Los momentos exactos de Zernike se obtienen al proyectar la regio´n de
intere´s como una funcio´n f(i, j) sobre los polinomios complejos ortogonales
definidos en coordenadas polares (rij , θij), para |r| < 1, sin embargo la
precisio´n de los ca´lculos depende de la forma de transformar las coordenadas
de la regio´n.
La estrategia propuesta en este trabajo se basa en la te´cnica desarrollada
por Hosny [46]. Con esta te´cnica se reduce el error geome´trico provocado por
el mapeo de un espacio a otro.
Para tal efecto, a la funcio´n de intensidad de imagen definida en las
coordenadas cartesianas (i, j) se aplica un proceso de transformacio´n de
coordenadas representada por las coordenadas (xi, yj). La particularidad de
esta transformacio´n cuadra´tica-circular, asegura que los valores de todos los
p´ıxeles de la imagen se encuentren dentro del valor |r| < 1. La Figura A.1
presenta el proceso de transformacio´n.
El me´todo consiste en buscar nuevos valores de posicio´n de cada p´ıxel de
la imagen original y llevarlos hacia el sistema de coordenadas polares, sin que
se pierda informacio´n. Por lo tanto, se considera a una imagen digital como
un arreglo de MxN p´ıxeles y se calcula los centros de estos p´ıxeles como los
puntos (xi, yj). Estos puntos se obtienen por los valores xi = 1+
(
i− 12
)
∆xi,
y yj = 1 +
(
j − 12
)
∆yj , para i = 1, 2, 3, ..,M y j = 1, 2, 3, .., N , con lo cual
se asegura que realmente los nuevos valores correspondan al centro de cada
p´ıxel.
Esta condicio´n se obtiene con: ∆xi = xi+1 − xi y ∆yj = yj+1 − xi, que
son los intervalos de muestreo en las direcciones x y y, respectivamente.
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Figura A.1: Mapeo de la RoI sobre el circulo unitario, la figura (a) es la
RoI en sus coordenadas normales f(i, j), (b) Representa en mapeo de la RoI
f(xi, yj) dentro del circulo unitario. Los valores (xi, yj) corresponden a los
valores del centro de cada p´ıxel.
De acuerdo a la teor´ıa de procesamiento de ima´genes los intervalos ∆xi
y ∆yj son valores constantes determinados por ∆xi = 2/M y ∆yj = 2/N ,
por lo tanto la funcio´n de intensidad de imagen se define solo para este
conjunto de puntos discretos (xi, yj) ∈ [−1, 1]x[−1, 1], de tal manera que se
obtienen los nuevos valores de la posicio´n de cada p´ıxel en el nuevo sistema
de coordenadas, como se observa en la Figura A.1.
Esta transformacio´n permite que el centro de la imagen original coincide
con el origen del nuevo sistema de referencia representado por los valores
de los puntos (xi, yj), con lo cual se obtiene la funcio´n de imagen f(xi, yj)
dentro del circulo unitario.
Por otro lado, segu´n relaciones geome´tricas se puede realizar una trans-
formacio´n directa al sistema de coordenadas polares (rij , θij) que equivale a
los valores de (xi, yj) por:
rij =
√(
2i−M − 1√
2MN
)2
+
(
2j −N − 1√
2MN
)2
(A.1)
θij = tan−1
(
2j −N − 1
2i−M − 1
)
(A.2)
para i = 1, 2, 3, ...M y j = 1, 2, 3, ...N y 1/
√
2MN que es el intervalo entre
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las muestras transformadas. Finalmente, rij es la magnitud del vector desde
el origen hasta la posicio´n de cada p´ıxel, y θij es el a´ngulo comprendido con
respecto al eje x. Entonces se obtiene la funcio´n de imagen f(rij , θij).
Con estas transformaciones se calculan los momentos exactos geome´tri-
cos y Zernike para cada regio´n de intere´s.
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Ape´ndice B
Base de datos con
mamograf´ıas: DDSM.
La base de datos DDSM, de sus siglas en ingle´s: Digital Database for
Screening Mammography, fue creada por la Universidad del Sur de la Flori-
da (USF) [42]. La base de datos es ampliamente utilizada por la comunidad
cient´ıfica para el ana´lisis de ima´genes de mamograf´ıas. Consiste en una colec-
cio´n de ima´genes de mamograf´ıas de diferentes universidades y hospitales de
los Estados Unidos. El principal propo´sito de esta base de datos es facilitar
la investigacio´n para el desarrollo de algoritmos computacionales que se son
utilizados para soportar los procesos diagno´sticos, adema´s se usa para for-
talecer los mecanismos observacionales en la ensen˜anza y el entrenamiento
radiolo´gico.
La base de datos contiene aproximadamente 2500 casos de estudio, todos
los casos tienen asociado alguna especificacio´n te´cnica, por ejemplo: resolu-
cio´n de la imagen, 3000x3500 p´ıxeles, a 16− bits de profundidad, el tipo de
esca´ner con el que fue digitalizada.
La base de datos contiene cuatro volu´menes, los cuales esta´n agrupados
segu´n los tipos de diagno´sticos, como: Normal, Ca´ncer, Benigno, y Benigno
sin comprobacio´n. Los casos Normal esta´n formados por ima´genes obtenidas
de pacientes con resultados de exa´menes sin ningu´n tipo de signo anormal,
que han sido determinados en base a estudios de tamizaje y que no pro-
vocaron una examinacio´n adicional. Los casos Ca´ncer esta´n formados por
exa´menes de tamizaje en los cuales al menos un hallazgo patolo´gico prue-
ba la presencia de la enfermedad. Los casos Benigno, esta´n formados por
exa´menes de tamizaje, en los cuales algu´n hallazgo sospechoso fue encon-
trado, pero a trave´s de alguna examinacio´n adicional se ha comprobado
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su condicio´n de benigno. La examinacio´n adicional consiste en apoyar el
diagno´stico a trave´s de otra te´cnica como: muestras patolo´gicas (biopsias) ,
estudios de ultrasonido, entre otras, que sirven para corroborar la condicio´n
del hallazgo. Los casos Benigno sin comprobacio´n, son aquellos casos que no
necesitaron ima´genes adicionales o biopsias para terminar que los hallazgos
son benignos.
Los volu´menes contienen varios casos asociados del mismo tipo, por ejem-
plo: cancer 14 (11 casos), normal 09 (16 casos), etc...
Un caso de estudio de la base de datos puede contener entre 6 a 10
archivos diferentes, entre estos: un archivo “.ics”, un archivo que visualiza
las ima´genes del caso como una sola: “16-bits PGM”, cuatro archivos con
ima´genes en las proyecciones: “LEFT CC”, “LEFT MLO”, “RIGHT CC”,
y “RIGHT MLO”, comprimidas en formato LJPEG (Lossless jpeg), adema´s
cuatro archivos “.overlay”cada uno asociado a cada imagen, respectivamen-
te. En la Seccio´n B.1 se hace una descripcio´n general de la informacio´n
contenida en un caso en la base de datos DDSM. Sin embargo, es importan-
te destacar que los archivos asociados a los diferentes casos pueden variar
dependiendo del diagno´stico.
B.1. Descripcio´n de un caso de estudio de la base
de datos DDSM.
Con el objeto de conocer la informacio´n que subministra la base de datos,
se describe un ejemplo de un caso de estudio, el caso3024.1 En la base
de datos DDSM, cada caso esta almacenado en directorios separados. La
Tabla B.1 presenta una lista de todos los archivos contenidos en el directorio
“caso3024”.
En la Tabla B.2 se observa la informacio´n contenida en el archivo “.ics”,
e´ste es un archivo de tipo ASCII con informacio´n te´cnica importante del
caso como: la fecha del estudio, la edad de la paciente, la fecha de la digi-
talizacio´n de la imagen, el tipo de digitalizador utilizado, y una lista de las
ima´genes del caso con informacio´n de su taman˜o, la resolucio´n y si tiene un
archivo *.overlay asociado, adema´s se incluye la informacio´n general de la
densidad del tejido fibroglandular del caso de estudio, en una escala entre 1
y 4, evaluado por radio´logos expertos.
Por otro lado, a los casos que tienen algu´n tipo de hallazgos se asocian
archivos “.overlay”, dependiendo del nu´mero de ima´genes, estos archivos
1Informacio´n tomada de http://marathon.csee.usf.edu/Mammography/Database.
html
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Tabla B.1: Archivos del directorio Caso3024
B-3024-1.ics
B 3024 1.RIGHT CC.OVERLAY
B 3024 1.RIGHT MLO.OVERLAY
B 3024 1.LEFT CC.LJPEG
B 3024 1.LEFT CC.OVERLAY
B 3024 1.LEFT MLO.LJPEG
B 3024 1.LEFT MLO.OVERLAY
B 3024 1.RIGHT CC.LJPEG
B 3024 1.RIGHT MLO.LJPEG
TAPE B 3024 1.COMB.16 PGM
Tabla B.2: Contenido del archivo “.ics”
ics version 1.0
filename B-3024-1
DATE OF STUDY 2 7 1995
PATIENT AGE 42
FILM
FILM TYPE REGULAR
DENSITY 4
DATE DIGITIZED 7 22 1997
DIGITIZER LUMISYS
SELECTED
LEFT CC LINES 4696 PIXELS PER LINE 3024 BITS PER PIXEL
12 RESOLUTION 50 OVERLAY
LEFT MLO LINES 4688 PIXELS PER LINE 3048 BITS PER PIXEL 12
RESOLUTION 50 OVERLAY
RIGHT CC LINES 4624 PIXELS PER LINE 3056 BITS PER PIXEL 12
RESOLUTION 50 OVERLAY
RIGHT MLO LINES 4664 PIXELS PER LINE 3120 BITS PER PIXEL 12
RESOLUTION 50 OVERLAY
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contienen informacio´n de la anotacio´n con el le´xico BI-RADS de la anorma-
lidad, como se presenta en la Tabla B.3.
Tabla B.3: Descripcio´n del Archivo “.overlay”
TOTAL ABNORMALITIES 1
ABNORMALITY 1
LESION TYPE CALCIFICATION
TYPE PLEOMORPHIC-FINE LINEAR BRANCHING
DISTRIBUTION REGIONAL
ASSESSMENT 5
SUBTLETY 4
PATHOLOGY MALIGNANT
TOTAL OUTLINES 4
BOUNDARY
8 1368 4 4 4 4 4 4 4 4 2 2 2 2 2 2 2 2 ... 0 0 0 0 0 0 0 0 0 1 #
CORE
168 1824 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 ... 1 0 1 1 0 1 1 0 1 1 #
CORE
384 1848 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 ... 0 0 0 0 0 0 0 0 0 0 #
CORE
368 2192 6 6 6 6 6 6 6 6 0 0 0 0 0 0 0 ... 0 0 0 0 0 0 0 0 0 0 #
Debido a que pueden existir varias anormalidades en una misma imagen,
la primera linea del archivo especifica el nu´mero de anormalidades. Cada
anormalidad tiene informacio´n importante que se describe en las siguientes
l´ıneas, como: el tipo de lesio´n, la evaluacio´n segu´n las categor´ıas del esta´ndar
BI-RADS, la patolog´ıa, y las u´ltimas lineas corresponden a una anotacio´n
realizadas por el radio´logo experto. Esta anotacio´n se expresa en forma de
un co´digo de cadena nume´rico sobre la imagen, es decir, es una representa-
cio´n nume´rica de las direcciones que toman los contornos que encierran la
anormalidad. Los dos primeros valores del co´digo de cadena corresponden a
la ubicacio´n espacial, con coordenadas (x, y), del p´ıxel inicial de la cadena,
los valores siguientes determinan las direcciones de los p´ıxeles del contorno,
como se ilustra en la Figura B.1. El s´ımbolo “#”, indica el final del co´digo
de cadena y de la anotacio´n. La palabra CORE indica que existe otra cadena
de co´digos asociada a la misma anormalidad, pero que puede estar dentro de
los contornos ya representados. Esta informacio´n se presenta en los casos que
existen masas con microcalcificaciones en su interior o varios agrupamientos
de microcalcificaciones en una determinada regio´n de la imagen.
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Figura B.1: Direcciones del co´digo de cadena: X es el punto inicial (x,y)
El resultado de aplicar la cadena de co´digos para anotar la imagen se
observa en la Figura B.2 , con lo cual se tiene informacio´n precisa de la
ubicacio´n espacial de la anormalidad,
Figura B.2: Co´digo de cadena sobre la imagen B 3024 1.RIGHT CC basado
en la informacio´n del archivo B 3024 1.RIGHT CC.OVERLAY. (a) repre-
senta la mamograf´ıa marcada por el radio´logo experto, (b) es la regio´n de
intere´s encerrada por el co´digo de cadena.
Finalmente, el archivo “.16 PGM”esta´ formado por todas las ima´genes
que pertenecen al caso, las cuales han sido concatenadas y submuestreadas.
Este archivo tiene una resolucio´n de 16 bits PGM, de las siglas Portable Gray
Map, el propo´sito de este archivo es proporcionar una ra´pida visualizacio´n
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de todas las ima´genes pertenecientes al caso de estudio en una sola imagen.
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Ape´ndice C
Productos
Articulo en Conferencia Nacional
Narva´ez F, Dı´az G, Romero E,: Sistema de apoyo al Diagno´stico y seguimien-
to de Ca´ncer de Seno basado en Recuperacio´n de Ima´genes por Contenido.
Primeras Jornadas de Investigacio´n. Facultad de Medicina. Universidad Na-
cional de Colombia. 2009. Rev.Fac.Med. ISSN 0120-0011 Vol. 57 No 3
Articulo en Conferencia Internacional
Narva´ez F, Dı´az G, Romero E,:Automatic BI-RADS description of Mammo-
graphic Masses. International Workshop on Digital Mammography, IWDM’10.
Girona, Spain. June, 2010. Aceptado para publicar en LNCS
Articulo de Journal en Academic Radiology
Narva´ez F, Dı´az G, Romero E,:Image Retrieval for Mamommographic Ima-
ge Analysis. Academic Radiology 2010 - En preparacio´n
Ponencia en Conferencia Internacional
Narva´ez F, Dı´az G, Romero E,: Sistema para generar anotaciones automa´ti-
cas de masas con el le´xico BIRADS para el Diagno´stico de Ca´ncer de Seno.
IV Seminario Internacional de Procesamiento y Ana´lisis de Ima´genes Me´di-
cas, SIPAIM 2009. Universidad de los Andes - Universidad Nacional de Co-
lombia. 2009
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Ponencia en Conferencia Internacional
Narva´ez F, Dı´az G, Romero E,: Sistema de anotacio´n para apoyo en el
seguimiento y Diagno´stico del Ca´ncer de Seno. Latin-America Conference
Networked and Electronic Media. Bogota-Colombia. 2009.
Narva´ez F, Dı´az G, Romero E,: Sistema para el apoyo y ayuda en el Diagno´sti-
co de Ca´ncer de Seno. III Seminario Internacional de Procesamiento y Ana´li-
sis de Ima´genes Me´dicas, Universidad Nacional. 2008.
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