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Algebraically Punctured Cyclic Codes* 
G. SOLOMON AND J. J. STIFFLER 
Jet Propulsion Laboratory, California Institute of Technology, Pasadena, California 
We present a new class of optimal (n, k) group codes over the gen- 
eral finite field GF(q), q, a prime power, which are obtained by sys- 
tematically deleting or puncturing certain coordinates of the maxi- 
mal length shift register (qT~ _ 1, k) code. The algorithm for 
puncturing is algebraic in that the coordinates deleted form sub- 
groups of the additive group of the (qk _ 1) roots of unity, or cosets of 
the multiplicative group of the (q~ -- 1) roots of unity, modulo the 
multiplieative group of GF(q). The specific algebraic nature of this 
puncturing procedure for any particular k yields codes of length n 
greater than q~-l. Optimality is proven by generalizing the Griesmer 
Bound on group codes. Encoding and decoding procedures are pre- 
sented for this class of codes. 
I. INTRODUCTION 
Consider the maximal length shift register q-ary code of length qk _ 1. 
Solomon-Stiffier (1964) have shown (1) that  every (n, k) group code 
without repeated columns can be obtained by deleting or punctur ing 
certain columns or coordinates of this code. We present here a class of 
(n, k) group codes which are opt imum and which are obtained by a 
systematic algebraic algorithm of puncturing. The qk _ 1 coordinate 
functions are viewed as a group (additive) on k generators with the 
additive rules or par i ty checks given by the k degree generator poly- 
nomial of the code. The 0 or identity column is of course absent. The 
coordinates punctured belong to certain subgroups of this group or, 
for q ~ 2 some cosets of the multiplicative group modulo the multipli- 
cative group of (q -- 1) elements. In  the proving of optimality a new 
bound on the maximum of the minimum distance obtainable with an 
(n, k) q-ary group code is derived. This bound for q = 2 was first ob- 
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tained by J. H. Griesmer (1960) in an entirely different manner. These 
"Algebraically Punctured Codes" include the class of codes discovered 
by J. MacWilliams (1961). 
The paper consists of five sections. Section II  gives the puncturing 
procedure when q = 2. Section I I I  gives an encoding procedure for this 
class of codes and Section IV a decoding method which is inherited from 
the parent maximal ength shift register code. Section V generalizes 
the results of Sections I I  and I I I  to the q-ary case. 
II. THE PUNCTURING PROCEDURE 
To begin, it is necessary to prove several theorems. 
THEOREM 1. The minimum value for n for which it is possible to obtain 
an ( n, k) group code with minimum distance do is greater than or equal to 
do ÷ di ÷ . . .  ÷ d~-i (1) 
where d~ = [(d~-i ÷ 1)/2] where Ix] denotes the largest integer in x. 
Proof: Designate the (n~ k) group code by G. Since G contains an 
element with the weight do, it can be written, after suitable row and 
column permutations, in the form 
n - -  do 
0 0 . . -  
G= 0 0 . . .  
Gi 
al  
0 0 
0 1 
do 
• . .  O 
• .o 1 
//1 
(2) 
In the first (n -- do) columns above, the all-zero row occurs twice 
(it clearly cannot occur more than twice if G is to have minimum dis- 
tance do). Thus there are only 21°-1 distinct rows of length (n -- do) 
and these form a group. This group, designated by G1 (the identity is 
written explicitly), must be an (n - do, k - 1) group with some non- 
zero minimum distance dl • Further, because of the second element of G, 
as written above, both glhl E G and gl/~1 E G where gi E G1, hi E H1, 
]~1 is the complement of hi and glh~ designates the n-tuple obtained 
by following the (n - d0)-tuple g~ by the d0-tuple hi. Let dl be the weight 
of g~ and cl the weight of hi. Then: 
w(gl) ÷ w(hl) = dl ÷ cl > do, 
w(gl) + w( f l )  = dl + do -- cl > do. 
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Adding gives 2di -4- do => 2d0 or 
Continuing the same process the following groups are successively 
obtained. G2, an (n - do - d~, k - 2) code with minimum distance 
d2 > {dl/2}; G~, an (n - do - dl - d2, k - 3) code with minimum 
distance d3 => {d~/2}; and, in general, G~, and (n - do -d l  . . . . .  
d~-l, k - i) code with minimum distance d~ >= {d~_i/2}. Let i = k -- 1 
and observe that  for an (m, 1) code to have minimum distance d, m _-> d. 
Then 
n -d0-  d l - , . . . , -  dk-2 => dk-a 
CO~OLLA~:C 1. The smallest value of n for which an (n, k) code with 
distance 
d = 2 ~-~ - ~ 2~-1(1  _-< l, _-< k - 1, l~ e l ,)  (4a)  
i 
can exist is bounded by 
n > (2 k -  1) -- ~(2  z~ -- 1). (4b) 
i 
Proof: 
where 2 zi = 0 for lj < 0. With the same convention: 
d~= ~ 
and, in general: 
dr - 2 k-j-i - ~ 2 ~-j-1. 
i 
Thus, since l~ =< k -- 1, d~-i = 1, and 
n -- d + d~ + - . .  + d~-i = -- ~ 2 ~- i -~ + ~ 2 ~-~-~ 
- -  " L J=O j=o 
= 2 ~ - 1 - ~(2  ~' - 1).  
i 
Note that  if r(2 k-l) >-- d > (r -- 1)2 k-1 for some integer r, the modified 
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dyadic expansion 
d = r(2 - Z 2 z -I 
Ii 
can be obtained resulting in the inequality 
n -_  r(2 k -  1) -- ~(2  z~ -- 1). 
l i 
THEOaEM 2. I f  d is as in Corollary 1 and 
E < k, 
i 
the bound obtained in Corollary 1 can be achieved. 
Proof: Assume d -<_ 2 k-1. Consider the (2 k - 1, k) code with distance 
2 ~-~. The columns of this code form a group on k generators from which 
the identity has been deleted. Now consider a subgroup of 2 ~ - 1 
columns formed from 1¢ of these generators, again deleting the identity. 
The nonzero rows of this subgroup each contain exactly 2 z~-~ ones. 
Puncturing the columns of this subgroup from the original group leaves 
a [2 k - 1 - (2 ~¢ -- 1)], k code with minimum distance d = 2 k-1 - 2 z¢-1. 
Proceeding in this fashion, distinct subgroups of order I~ can be punc- 
tured for each of the values l¢ so long as the generators of the subgroups 
are all distinct. This is possible so long as 
i 
The resulting code then has 
n=2 
i 
symbols and minimum distance 
d = 2 ~- I -  ~2  z~-l, 
i 
and hence achieves the bound of Theorem 1. 
If  r2 k-~ >- d > (r - 1)2 k-1 the bound can be achieved if ~ l~ <= rk 
in the modified expansion described above. This is accomplished by 
puncturing the necessary number of columns from the r(2 k -- 1), k 
code obtained by repeating the (2 ~ - 1, /~) code r times. Since each 
generator occurs r times, the necessary number of subgroups can be 
punctured so long as 
E l, < rk. (7) 
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The following two sections outline an encoding and decoding pro- 
cedure for these "perfect" punctured cyclic codes. 
II I. ENCODING 
Let A be an (n, k) punctured cyclic code which is optimal, i.e., 
n = 2 k -  1 -- mwhere  
m = ~(2  ~ -- 1),1, > 1~+1 
i 
and 
~-~ l~ =<k. 
i 
I t  was shown in the previous section that such codes are obtained by 
puncturing or deleting m(2 k - 1)st roots of unity in the following 
fashion: 
Choose a , ,  as , . . . ,  a~ independent elements of GF(21°). Let G1 
be the additive group using a l ,  ~ ,  -- • , ~zl, as generators, G~ the ad- 
ditive group using a,1+1, - . .  , azl+*~ as the generators, Ga the additive 
group a,1+~+1, • • • , a,1+~:+~3, and so on until all the necessary groups 
are formed. After omitting the zero elements in each group this pro- 
cedure yields the necessary m = ~ (2 *~ - 1) nonzero elements of 
GF(2~). This is the punctured set. 
Now consider the (2 ~ - 1, k) cyclic code. This, of course, is generated 
by a primitive kth degree polynomial in the field F of two elements. 
To obtain the (n, /~) code from this basic cyclic code, the values cor- 
responding to the punctured coordinates are simply omitted. Thus, each 
perfect punctured code uses the primary encoding procedure and shift 
register device of the "parent" cyclic code (2 k -- 1, k) with little added 
complication. 
Example 1. Consider the (12, 4) code. Here m = 15 -- 12 = 3. 
Choose al ,  as and m -~ as as the punctured elements. The (15, 4) can 
be generated by the polynomial f (x)  = x 4 + x + 1, a primitive 4th 
degree polynomial. The associated difference equation or recursion 
rule is then a~4 + a~+l + m = 0. Let al = fl~, as = /~6 where ~ is a 
primitive 15th root of unity, and note that al + as = 55 _}_ f16 = fig. 
The encoding for the (15, 4) code is as in the following example: 
000  1 - ->000100 1 10  101  1 1 1 
Deleting the coordinates corresponding to /~5, f16 and fig, the mapping 
ALGEBRAICALLY PUNCTURED CYCLIC CODES 175 
becomes  
0001- ->000101001111.  
This is the encoding procedure for the (12, 4) code with minimum 
distance 6 = 2 a - 21. 
IV. DECODING 
Let A be an (n ,  k )  optimal binary punctured cyclic code of the type 
given by the algorithm: 
n = 2 k -  1 -  m where m = ~(2  z j -  1), 
j=l  
and let the number of correctable rrors, as determined above, be 
e = [(d - 1)/2]. The puncturing consists of deleting the set of nonzero 
elements of r distinct subgroups of GF(2k) .  For such codes, the decoding 
procedure may be inherited from any algebraic decoding method used for 
the parent (2 ~ - 1, k) cyclic code which enables one to determine x- 
plicitly the "nearest" code word regardless of its distance. Let us con- 
sider the Peterson decoding method for Bose-Chaudhuri codes (Peter- 
son, 1961). This procedure corrects error patterns of weight less than 
2 k-=. The received n-tuple is expanded into a 2 ~ - 1 length word with 
the elements in their respective unpunctured positions and 0 or 1 as 
described below, in the punctured positions. The (2 a~ -- 1)-tuple cor- 
responding to any single punctured group G~ has weight 2 z~-I or zero. 
Since there are r punctured groups, there are 2 r possible total weights for 
the punctured positions. 
The binary r-tuple (w ,  , w= , wa , w4 , • • • w , )  is formed to denote the 
projected missing weight, ~=1 ~z~-1 " w z . Corresponding to a given r-tuple 
Wj = (w~,  w=, . . .  , w~), the values w~ are inserted in all coordinate 
positions of the group G~, forming the expanded word a(W3), and the 
nearest code word b(W¢) is determined. If the distance between a(Wj) 
and b(Wj )  at the unpunctured positions is not greater than e, the word 
has been uniquely decoded. If the distance is greater than e, the r-tuples 
are changed systematically until a word of distance less than or equal 
to e is found. 
It may take up to 2" steps to decode a received word. However, each 
decoding operation is simple and r will generally be quite small. Since 
l~ < /~ and I~ > li+1 we have, in the case of arithmetic progression 
(the extreme case) r ( r  d- 1) < 2/c or r = d- 1 < 2k or r < ~¢z~. Thus, 
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this procedure is quite practical even for large values of k. In addition, 
many useful codes may be obtained by deleting only one or two groups 
from the (2 k -- 1, k) code, in which case this decoding method is es- 
pecially attractive. 
A bonus of these codes is that the weights of all the code words in 
any punctured code is easily computed. If  m = ~=1 (2 li - 1) is the 
punctured set and r groups are punctured, then there are 2' weights in 
the punctured (n, k) code, (2 k-~ x-~r ~z i, - /_. =1 wjz ) where wj is either 0 
or 1. 
V. GENERALIZATION TO q-ARY CODES 
The development of this section closely parallels that of Section I 
and will therefore be somewhat condensed. 
THEOREM 1'. The minimum value of n for which it is possible to obtain 
an (n, k) group code over the fi ld of q elements with minimum distance 
do is greater than or equal to 
do + dl -~ "'" -~ dk-1 
where 
Proof: Considering vectors formed from the (n, k) code using the 
first (n - do) columns after suitable permutation, it is clear that there 
are qk-~ distinct vectors and they form a group G~, i.e., G~ is au (n - 
do, k -- 1) group code. 
Now, select an element g~ from G (other than 0 0 . . -  0 a~la~ ""  a% 
or one of its multiples) such that al of the first n - d terms are nonzero 
and a2 of the last do terms are nonzero. Clearly, 
a l+a2 = do. (9) 
In addition, it will now be shown that 
al >- e >_ __a~ (10) 
- -q -1  
where c is the maximum number of agreements between the last do 
terms of gl and the corresponding terms of any of the vectors 
(~-~, , )  (~-~)  ' (~-~0) -  
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Since a2 of the final do terms of g~ are nonzero and since each element of 
the field occurs exactly once in each position of the elements (11), the 
total number of agreements between these a2 nonzero terms and the 
corresponding terms of all of the q -- 1 elements (11) is just a2. The 
average number of agreements i  then a: / (q - 1) and c > a2/(q -- 1). 
Thus, if a vector corresponding to one of the elements (11) for which 
c > a~/(q -- 1) is selected and subtracted from g~, there will still be 
a~ nonzero terms in this first n - do terms of the resulting vector and the 
last do terms will contain exactly do - c nonzero terms. Thus 
or  
al + do -- c > do 
= = =q- -1  
as was stated above. Combining the inequalities (9) and (q -- 1) (10) 
yields 
al -I- a2 >_- do 
qal -- al >= a2 
qal >= do 
The group GI, then, is an (n -- d0, k - 1) code over a field of q elements 
with the property that d~ = a~ > {do~q}. By repeating this argument, as 
before, the statement of the theorem follows. 
CO~OLS~RY 1'. The smallest value of n for which an (n, lc) code over 
the f ie ldo fq  elements w~h distance 
d = ~oq k-1 - -  E~iq  ~i-1 (~  = 0 ,1 ,2 , . . . ,q - -  1) 
(1 < ls <= k - -  1,1i ~ lm) 
(12a) 
can exist is bounded by 
n > fl°(q~ -- 1) _ ~ ~(qZ~ _ 1) (12b) 
q - -1  q - -1  
Proof: This proof is completely analogous to that for q = 2 and hence 
will be omitted. 
To obtain an analog to Theorem 2, consider the (qk _ 1, k) maximaI 
length shift register code over the q-ary alphabet with minimum distance 
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d = (q - 1)q k-~. The columns of this code form an algebra on/c genera- 
tors over the finite field GF(q) from which the identity has been de- 
leted. Now consider a subalgebra of q~ columns formed from l of these 
generators, again deleting the identity. The nonzero rows of this sub- 
algebra each contain exactly qZ-~ _ 1 zeros. Punctur ing the columns 
of this subalgebra from the original algebra leaves a (q~-1-  
(q~ - 1), k) code with min imum distance d = (qk-1 _ qt-1)(q _ 1). 
In  addition, one may divide the mult ipl icative group of the algebra, 
modulo the multiplicatiYe group of GF(q), into (q - 1) classes or cosets 
such that  if a is in one class, no scalar mult iple of a is in the same class. 
The weight of any row in a subclass (or coset) is 1/(q - 1) t imes the 
weight of a full row of the code. Similarly, the same statement is appli- 
cable to any subalgebra of any dimension. Thus another punctur ing pres- 
ents itself as a possibility. Let fik be a number  less than q - 1, the number  
of classes (cosets) of the/c-dimensional gebra. Punctur ing the columns 
of these fl~ classes (cosets) leaves a [(q - 1 - ~k)(q k - 1/q - 1), ]c)] 
code with min imum distance d = (q - 1 - flk)(ql°-l). Similarly con- 
sider fl~ of the classes of an/k-dimensional  subalgebra. Then an analo- 
gous punctur ing yields a [q~ - 1 - (q~ - 1/q - 1)~,  /el code with 
min imum distance d = q~-l(q _ 1) - ~q~-~/q - 1. A sufficient (though 
not necessary) condition for attaining the bound of Theorem 1[ may now 
be formulated: 
THEOREM 2 ~. Let 
d = fl0q k-1 - -  E ~,qz~-~ fl~ = 0, 1, 2, . - .  (q -- 1) 
then if 
f~o_-_ max~and ~l~_< /~ 1 _-< lj__< /~-  1 ,1~l~( i~ j )  
the bound, 
n=~o (q~-l) ~(q '~- l )  
q- -1  q - -1  ' 
is achieved by puncturing columns as described above. In  this case there 
are obviously enough generators, algebras, and subalgebras to puncture. 
Example. Let q = 3,/c = 2, qk _ I = 3 2 - 1 = 8. There is an (8, 2) 
cyclic code over GF(3) .  As computed do = (q - 1)q ~-~ = 2.3 = 6. 
Consider the irreducible polynomial  over GF(3)  of degree 2 given by 
f (x )  = x 2 ~- x + 2. We have the associated difference equation, 
a,,+2 + a~+~ + 2a~ = 0, or a.+2 -- 2a~+~ + a~. The 8th roots of unity, 
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corresponding to the coordinates, may be represented, if ~, is a root of 
x 2 + x -  2 = 0 by l, % "y~ .- -  , noting that since x 8 = 1, x 4 = 2. If  
we divide our 8th roots of unity into eoset factors modulo (q - 1), 
we may delete the last four coordinates and thus obtain a (4, 2) code 
with do = 3. The sequence may be generated by 10122021 and our non- 
zero code words are ~ny consecutive 4-tuple along this recurring se- 
quence, i.e., 1012, 0122, 1220, . . . .  The code is close p~cked as demon- 
strated by the Hamming Bound. 
RECEIVED: August 8, 1964 
REFERENCES 
GmESMEn, J. H. (1960), A bound for error-correcting codes. IBM J. Res. Develop. 
4, No. 5. 
MAcWILLI~MS, J. (1961), Error-Correcting Codes for Multiple Level Transmission. 
Bell System Tech. J. 40, 281-308. 
PETEnSON, W. W. (1961), "Error-Correcting Codes." MIT Press and Wiley, New 
York. 
IPLOTKIN, M. (1960), Binary codes with specified minimum distance. IRE Trans. 
Inform. Theory IT-6, 445-450. 
SOLOMON, G., AND STIFFLY]R, J. J. (1964), Punctured Systematic Cyclic Coder. 
IEEE Intern. Cony. Record, Pt. 1,128-129. 
