We consider an algorithm of the form Xk+l 
INTRODUCTION
In this paper we consider a class of algorithms for finding a global minimum of a smooth function U(x), xEIRd. Specifically, we analyze the convergence of a modified stochastic descent algorithm Xk+1 = Xk -ak(VU(Xk) + Sk) + bkWk (1.1) where {fk} is a sequence of lRd-valued random variable, {Wk} is a sequence of standard d-dimensional independent Gaussian random variables, and {ak}, {bk} are sequences of positive numbers with ak, bk--+0. An algorithm of this type arises by artificially adding the bkWk term (via a Monte Carlo simulation) to a standard stochastic descent algorithm Zk+l = Zk -ak(VJU(Zk) + ~k) (1.2) Algorithms like (1.2) arise in a variety of optimization problems including adaptive filtering, identification and control; here the sequence {~k} is due to noisy or imprecise measurements of VU(.) or U(.) (c.f. [1] ). The asymptotic behavior of {Zk} has been much studied. Let S and S* be the set of local and global minima of U(.), respectively.
It can be shown, for example, that if U(') and {k}) are suitably behaved, ak = A/k for k large, and {Zk} is bounded, then Zk --S as k --oo w.p.1. However, in general Zk -S* (unless of course S = S*). The idea behind the additional bkWk term in (1.1) compared with (1.2) is that if bk tends to zero slowly enough, then possibly {Xk} (unlike {Zk}) will avoid getting trapped in a strictly local minimum of U('). We shall infact
show that if U(Q) and {(k} are suitably behaved, ak = A/k and b2 = B/kloglogk for k large with B/A > Co (where Co is a positive constant which depends only on U(.)), and {Xk} is tight, then Xk --S* as k --oo in probability. We also give a condition for the tightness of {Xk}.
An algorithm like (1.1) was first proposed and analyzed by Kushner [2] . However, the analysis in [2] required that the trajectories of {Xk} lie within a fixed ball (which was achieved by modifying (1.1) near the boundary of the ball). Hence, the version of (1.1) in [2] is only suitable for optimizing U(') over a compact set. Some other differences between the results presented here and [2] include conditions on {ak}, {bk} and {(k}, and also the method of analysis; these are discussed further below.
The analysis of the convergence of {Zk} is usually based on the asymptotic behavior of the associated ordinary differential equation (ODE) i(t) = -VU(z(t)) (1.3) (c.f. [1] , [3] ). This motivates our analysis of the convergence of {Xk} based on the asymptotic behavior of the associated stochastic differential equation ( ing. In this context, U(x) is called the energy of state x and T(t) = c 2 (t)/2 is called the temperature at time t. Continuous simulated annealing was first suggested in [4] , [5] for global optimization problems that arise in image processing applications with continuous grey levels. Now the asymptotic behavior of Y(t) as t--oo has been studied intensively by a number of researchers. In [2] , [5] convergence results where obtained by considering a version of (1.4) with a reflecting boundary; in [6] , [7] the reflecting boundary was removed. Our analysis of {Xk} is based on the analysis of Y(.) developed by Chiang, Hwang and Sheu [7] who prove the following result: if U(-) is well-behaved and c 2 (t) = C/logt for t large with C > Co then Y(t)--+S* at t--+oo in probability. The main difficulty associated with using Y(Q) to analyze {Xk} is that we must deal with long time intervals and slowly decreasing (unbounded) Gaussian noises.
We note that in [2] the modified version of (1.1) which constrains the trajectories of {Xk} to lie within a fixed ball is analyzed for ak = bk = A/logk, k large. Although a detailed asymptotic description of {Xk} is obtained for this case, in general Xk 7 L+S* unless ~k = O0. The reason for this is intuitively clear: even if {(k} is bounded, ak k and akWk can be of the same order, and hence can interfere with each other. On the other hand, we actually allow {(k} with unbounded variance, in particular E{l Ik 12} = O(kf) and I < 1. This has important implications when VU(.) is not measured exactly. Also the analysis in [2] is different from what is done here, in that we obtain the asymptotic behavior of Xk as k-+oo from the corresponding behavior of Y(t)
as t-*oo. However, the most significant difference between our work and what is done in [2] (and more generally in other work on global optimization such as [8] ) is that we establish the convergence of an algorithm which finds a global minimum of a function when it is not known apriori what bounded region contains such a point.
The paper is organized as follows. In Section 2 we state our assumptions and main result. In Sections 3 we take up the proof of this result. In Section 4 we prove a general tightness criterion, which is then used in Section 5 to establish tightness and ultimately convergence for two example algorithms.
MAIN RESULT
In this Section we present our main result on the convergence of the discrete time algorithm Xk+l = Xk -ak(VU(Xk) + ~k) + bkWk,
which is closely related to the continuous time algorithm
Here U(-) is a smooth function on IRd, {fk} is a sequence of IRd-valued random variables, {Wk } is a sequence of independent d-dimensional Gaussian random variables with In the sequel we shall assume some or all of the following conditions (a, are constants whose values will be specified later) (Al) U(.) is a C 2 function from IRd to [0, oo) such that
Tr e has a unique weak limit 7r as Ec-0 Wk is independent of ik.
We note that the measure 7r concentrates on S*, the global minima of U(.). For example, if S* consists of a finite number of points, then 7r exists and is uniformly distributed over S*. The existence of 7r and a simple characterization in terms of the Hessian of U(') is discussed in [9] . In [7] For a process Z(.) and a function f(-), let Etl,, {f(Z(t))} denote conditional expectation given Z(t 1 ) = zl, and let Et,,,,;t 2 ,,z 2 {f(Z(t))} denote conditional expectation given Z(tl) = z 1 and Z(t 2 ) = Z 2 (more precisely, these are suitable fixed versions of conditional expectations). Also for a measure AL(.) and a function f(') let p(f) = f fd/t.
In [7] it was shown that there exists a constant Co (denoted there by co) which plays a critical role in the convergence of Y(t) as t--*oo. Co has an interpretation in terms of the action functional for the dynamical system i(t) = -VU(z(t)); see [7] for an Remark: We specifically separate the question of tightness from convergence in Theorem 2. It is appropriate to do this because sometimes it is convenient to first prove tightness and then to put an algorithm into the form of (2.1) to prove convergence; an example is given in Section 5. In Section 5 we actually give a condition for tightness of a class of algorithms somewhat more general than (2.1), and then use it to prove tightness and ultimately convergence for two example algorithms.
Since 7r concentrates on S*, we have, of course, that (2.3) and (2.4) imply Y(t)--S* as t--oo and Xk-+S* as k--oo in probability, respectively.
The proof of Theorem 2 requires the following two Lemmas. Let /(.) be defined by logs du =s 2 / 3 s > 1.
f log u
Note that s + s2/3 < 3 (s) < s + 2s2/3 for s large.
Lemma 1 [7]:
Assume the conditions of Theorem 1. Then for any bounded continu-
uniformly for x in a compact set. Also by Lemmas 1, 2 and assumption (A2)
Combining (2.6) -(2.8) and letting s--oo and then r--oo gives (2.5) and hence the Theorem.
PROOF OF LEMMA 2
Before proceeding with the proof of Lemma 2 we address the following technical issue. Observe that Lemma 2 is not concerned with the joint probability law of X(.) and Y(.). Hence without loss of generality we can and will assume that
and that the following assumption holds in place of (A4): 
Now by Lemmas 3, 4
Also, since f(.) is uniformly continuous on a compact, given e > 0 there exists 6 > 0 such that If(u) -f(v) I < e whenever ju-v I < 6 and Ju I, iv I < R. Hence using the Chebyshev inequality and Lemma 5
-+ e as s--*oo . 
To compare X(-) and Y(.) we will need statistics for f(','). Proof: In this proof we can and will assume that VU(.) is bounded and Lipshitz (note that U(.) is C 2 and IY(u) I cR for s <u ctA t(s,R)). Fix s > 0 and let T = r(s,R).
Henceforth assume all quantities are conditioned on Y(s) = y. Now for t > s we can
Let dl,d 2 be Lipshitz constants for V7U(.), c(.), respectively. Then
as tls, uniformly for s > 0 and all y. The Proposition follows from (3.4)-(3.6). 
Proof of Lemma 4
The idea behind this proof is to compare X(t) and Y(t) in such a way as to eliminate the slowly decreasing Gaussian noise (i.e. the bkWk term) between them. Then the escape time estimate for X(t) from a bounded region essentially follows from that for Y(t) in Lemma 3. It seems very difficult to work directly with X(t).
For each n let kn be the interger which satisfies @(tn)E[tk,,tk+il). We shall show there exists R > r such that 
Proof of Claim 2:
Since the proofs for E + and E-are symmetric, we shall only consider E + . For convenience we suppress the + sign throughout i. 
e=n+l
Since ie is ;'+l measurable and {/ ( e<<Vm} Ee, {Smk,k k+il}k> n+l is a martingale.
Hence applying Doob's inequality to (3.11) gives for n large enough 
Proof for d > 1:
We now show how the above proof for d = 1 can be extended to d > 1. It remains to establish (3.12) and (3.13). We only consider (3.13). Let x=-, IxI>0 <U(x),>
and the same inequality holds with g 2 (x) replace by g(x). Hence
is bounded on a compact set (3.13) and similarly (3.12) follows. This completes the proof of Lemma 4.
Proof of Lemma 5
The idea behind this proof is that if X(s) = Y(s) and X(t) and Y(t) remain in a The Lemma then follows by some minor details which are omitted.
In this proof we can and will assume that VU(.) is bounded and Lipshitz, and (k satisfies (A4') with K = IRd i.e. n-+oo k:t < tk < -Itn
Assume the Claim holds. Since tkn -< (tn) ( tn + 2tn/3 < yt n for n large, it follows
This proves (3.14) and hence Lemma 5. It remains to prove the Claim.
Proof of Claim 3:
For each n let {Un, k}k n be a sequence of nonnegative numbers such that
Un,k+l • (1 + ak)U n , k + ak, k 2 n, Un, n = 0 where 6 > 1. Now The Claim follows by setting un,k E{ lAk 12}.
Remark:
The proof of Claim 3 does not work if ak = A/kn7 for any 71 < 1.
GENERAL TIGHTNESS CRITERION
In this Section we consider the tightness of an algorithm of the form Xk+l = Xk -ak( lk(Xk) + ~k) + bkWk,
where fak}, {bk}, {(k}, {Wk} are defined as in Section 2 and k(') is specified below.
We will deal with the following conditions in this Section (ce, 3, l, r2 are constants whose values will be specified later). Proof: Assume all quantities are conditioned on X0 = xO. Now it follows from (B2)- 
TIGHTNESS AND CONVERGENCE FOR TWO EXAMPLE ALGORITHMS
In this Section we apply Theorems 2, 3 to establish the tightness and ultimately the convergence of two example algorithms. Define U(-), {ak}, {bk}, {(k}, {Wk} as in Section 2. We will need to consider one or both of the following conditions: Observe that the proof of tightness of {Xx I using Theorem 3 requires that (A5), which is not known to lie in a specified bounded domain, standard multiplier and projection methods [1] are precluded. The next example gives a modification of (5.1) which has the desired properties.
Example 2:
Here we consider the following algorithm: 
