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Chaotic dynamical systems exhibit sensitive dependence to initial conditions. 
So, because of round-off error, a computed orbit diverges at an exponential rate 
from the true orbit with the same initial condition. Nevertheless, we are able to 
exploit the hyperbolicity of the dynamical system to prove a “finite time” shad- 
owing lemma, from which we deduce that a true orbit shadows the computed orbit 
for a large number of iterates. An algorithm for the computation of the shadowing 
error is given and, furthermore, the effect of round-off error on these computa- 
tions is analyzed in detail. The algorithm is applied to the Htnon map. This paper 
is a continuation of an earlier paper on one-dimensional maps. 0 1992 Academic 
Press, Inc. 
Let f: UP + W be a “chaotic” C* mapping so that f has sensitive 
dependence on initial conditions. Suppose we use a computer to calculate 
the orbit off starting with a point yo, where the components of yo are 
* Partially supported by NSF Grant DMS-8401719 and DARPA. 
t Partially supported by NSF Grant DMS-8901712. 
398 
08&064X/92 $5.00 
Copyright 0 1992 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
NUMERICAL COMPUTATION OF ORBITS 399 
machine numbers. Then the calculated value of f( ye) will differ from the 
true value because of round-off and thus the computed orbit will diverge 
at an exponential rate from the true orbit beginning at yo. 
Now Hammel et al. (1987, 1988) have given a method which finds a true 
orbit with slightly different initial point but which stays close to the com- 
puted orbit for a large number of iterates. These authors compute the 
whole orbit, store it, and then, working backward, compute intervals in 
which the true orbit lies. In Chow and Palmer (1990, 1991) we considered 
one-dimensional maps and showed that the ideas of the shadowing lemma 
could be used to give an alternative method where the “shadowing error” 
is calculated as the orbit is computed. In this article we give an extension 
of our method to higher dimensional maps. [Note that recently Sauer and 
Yorke (1990, 1991) have given a method which also uses shadowing, but 
there are still many differences from our method.] 
We begin from the observation that a computed orbit can be regarded as 
a pseudo-orbit. Associated with this pseudo-orbit is a finite-dimensional 
linear operator which always has right inverses. Using the techniques of 
the proof of the shadowing lemma, we show in Section 1 the existence of a 
true orbit near the pseudo-orbit, with the “shadowing error” being pro- 
portional to the norm of the right inverse. So the idea is to choose the right 
inverse with smallest possible norm and this is where the hyperbolicity 
(not necessarily uniform) of the map comes in (see Section 2). What 
remains is to estimate the norm of the chosen right inverse and to analyze 
the role of round-off error in this estimation (see Sections 3,4 and Appen- 
dices 1, 2). In Section 5 an algorithm for the computations is described, 
and in Section 6 an example is worked through. Mostly we work in two 
dimensions, but it is clear that the method can be extended to higher 
dimensions; how this can be done is outlined in Section 7. 
One remark that should be added here is that all our computations are 
done in one precision, whereas in Chow and Palmer (1990, 1991) we 
computed the orbit in single precision but performed all other computa- 
tions in double precision. 
1. THE BASIC THEOREM 
Let fi Rk + Rk be a C* function and let { yn}rEo be a &pseudo-orbit of 5 
That is, 6 is a positive number such that 
IYn+l - f(YJl 5 6 forn=O,l,. . . ,N- 1. 
(Here and in the sequel 1.1 denotes the Euclidean norm in [Wk.) Our aim is 
to find an exact orbit {x,}~“=, near {y,}~zo. 
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The key to this lies in the linear difference equation 
Ma+1 = m-(Ynhl (u,ERk,n=O,l,. . . ,N- 1). (1) 
Given any sequence {h,}~$’ in LW”, the difference equation 
Un+I = m-(Ynhl + h, (n = 0, 1, . . . , N - 1) 
has many solutions. So the linear operator L: Rk(N+l) + I&P’ defined for II 
= M:=o by 
(Wn = an+1 - m-(Ynhi (n = 0, 1, . . . , N - 1) 
is onto and so has right inverses. For the following theorem, we choose 
any such right inverse. 
THEOREM. Let f: W + UP be a C2function with 
M = sup{~D2f(x)~: x E W}. 
Let {y,}f=~ be a a-pseudo-orbit off with 
where L-’ is a right inverse of L. Then there is an exact orbit {x,}$‘=, off 
such that 
Ixn - y,l 5 2(IL-‘)[(I + d/1 - 2MljL-‘))%-‘6 
forn=O,l,. . . ,N. 
Proof. The sequence {xn}$!=, has to satisfy the difference equation 
X n+l = f(&) (n = 0, 1, . . . , N - 1). 
If we set 2, = yn + zn, we find that z,, has to satisfy 
Zn+l = m(Ynkn + gnkd (n = 0, 1, . . . , N - l), (2) 
where 
gn(z) = f(Yn) - Yn+I + f(Yn + z) - f(Y,) - mb5Jz. 
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So our task is to solve Eq. (2) for a sequence zn such that for n = 0, 1, 
. . . ) N 
(&I % & I= 211L-‘ll(l + dl - 2MllL-‘l1%-% 
Denote by Y the set of sequences z = {z,}~+ in lRk(N+‘) with 
JIzI( I= n&x IZnl 5 E. 
Y is a compact convex subset of R k(N+r). We define a mapping T on Y. 
Note that we can write Eq. (2) as 
Lz = g(z), 
where 
(Lz), = Zn+l - m-(YJZn, k(z)), = gn(zJ. 
Then we define 
TZ = L-‘g(z), 
where L-’ is the given right inverse of L. 
Since the g’s are continuous, T is a continuous mapping of Y into 
lRk(N+‘). We show that T maps Y into itself. First observe that 
l&(dl 5 lgn(O)l + If(Yn + z) - f(h) - Df(y,>zl 
5 6 + bMlz12. 
Then, if z E Y, 
I(Tz),j I IIL-‘lj(S + ; Mc2) = E. 
So T does map Y into itself and then it follows from Brouwer’s fixed point 
theorem that it has a fixed point z = {z,}:‘,. Then Tz = z and so, since 
LoL-’ is the identity, Lz = g(z). That is, zn is a solution of (2) satisfying 
lzn15cforn=0,1,. . . , N. Then x, = y, + z,, is the required true orbit. 
Remark 1. It is not actually necessary to assume Pf(x) is bounded 
over Rk because usually y, would be restricted to a bounded set and M 
could be replaced by a bound for l~Pf(x)l over that set. 
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Remark 2. IlL-‘ll is the “magnification factor.” If 6 is the error made 
in computing the orbit, llL-‘1(6 is approximately the distance the com- 
puted orbit is away from a true orbit. So our object is to choose L-’ in 
such a way that (IL-‘(1 is as small as possible. Having chosen L-l, the next 
problem is to estimate IIL-‘ll. 
2. CHOICE OF THE RIGHT INVERSE OF L 
From now on we restrict to the two-dimensional case (the more general 
case is briefly discussed in Section 7). Our fundamental assumption is that 
our map fexhibits some hyperbolicity although it may not be uniform. So 
we are assuming that the solution space of the linear difference equation 
(1) can be split into a stable and an unstable subspace-the solutions in 
the stable subspace decay exponentially and those in the unstable sub- 
space grow exponentially. 
We “triangularize” Eq. (1). Let u, be any solution of (1) not in the 
stable subspace. In the uniformly hyperbolic case, the subspace generated 
by u, converges toward the unstable subspace. Now set 
en = UJIUnI, S, = le, fnl. (3) 
where fn is the unit vector orthogonal to e,, the sense of which is chosen 
in such a way that det S, = 1. If we make the transformation 
ull = Snvrl, (4) 
Eq. (1) assumes the triangular form 
where a,, = IW’(ynknl, 6, = e,*,J?f(~dfn, and c, = .fn*+~W(~~).fi. 
In the uniformly hyperbolic case, it can be shown that the sequence a,, 
has to be expanding and the sequence c, has to be contracting. Now 
associated with (5) we have the linear operator 1: &P’+ I) --;, RZN defined by 
a, hz 
(Iv), = vn+1 - 
[ 1 0 cn 
vn. 
It is easy to see, with L defined as in the proof of the theorem, that 
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where v, = Si’u,. So if we choose a right inverse I-’ for 1, then L-’ 
defined by 
(L-‘h), = S,(I-‘k), 
with k, = S;J,h,, is a right inverse for L. Also, since S, is orthogonal, it is 
clear that 
IIW = Fll. (6) 
So our problem is to choose 1-l nd we want to do this in such a way that 
\11-‘11 is as small as possible. Let h be in RZN. To find v = I-‘h we need to 
solve 
(7) 
for v,, and we want v, to be as small as possible. In components, Eq. (7) 
reads 
vfj, = a,,&’ + b,uL*’ + hc’ (8) 
v,+~ - cnv:*’ + hi2’. (2) - (9) 
Now c, in Eq. (9) is contracting. So we would expect the solution of (9) 
reached by setting us’ = 0 and solving forward to have a small norm. In 
fact, 
n-l 
v(z) = 
c c,-1 . . . c,,h!? if 1 5 II 5 N, 
IN=0 n 
0 ifn = 0. 
(10) 
We substitute this expression for u?’ into Eq. (8). Since a, is expanding, 
we would expect to get a small solution of Eq. (8) by taking UC’ = 0 and 
solving backward. This way, we get 
- c a;’ . . . a;‘[b,uE’ + h$] if 0 5 II 5 N - 1, 
(11) 
lo if n = N. 
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Then formulas (10) and (11) define the right inverse (1) 
(l-‘h), = ” L 1 (2) (n=O,l,. . . ,N). V, 
In the next section, we discuss the estimation of I/L.-‘/l, which is the key 
quantity in the basic theorem. 
3. ESTIMATION OF [[~-Ill 
Initial Estimate. We define 
IIF I y;,x c IG-I . . * Gn/ ifN2 1, 
u(N, 2) = m=O 
0 if N = 0. 
Then we see from (IO) that for n = 0, 1, . . . , N 
Also we define 
&A $j’ (a,’ . . . a~‘l(l~,ldm, 2) + 1) ifNr 1, 
u(N, 1) = n=O m=n 
0 ifN = 0. 
We see from (11) that for n = 0, 1, . . . , N 
Henceforn=O,l,. . . ,N 
I(!-‘h),( = [u,zI 5 h(N, 1)2 + cr(N, 2)* ibl, (12) 
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and so, using (6), 
llL-‘11 5 du(N, 1)2 + cr(N, 2)2. 
So our task is to estimate a(N, 1) and a(N, 2). 
Truncation. It is not practical to compute o(N, 1) and u(N, 2) from 
the sums above when N is large. So given a positive integer p, we calcu- 
late the truncated sums 
up(N, 2) = 
I$? 2 ICI,-, . . . cm1 if N 2 1, 
m=max(O,n-p-l) (13) 
0 ifN=O 
and 
@-j m’“(ngNm’) Ia,’ . , . a,‘l(lb,l~,(m, 2) + 1) ifNr 1, 
l?l=tl 
lo ifN = 0. 
(14) 
In order to use these quantities to obtain estimates for (T(N, 1) and 
u(N, 2), we need to have 
/JAN, 1) < 1, /+W, 2) < 1, 
where 
w,W, 1) = 
maxfZ{-’ la;’ . . . a&j ifN>p + 1, 
0 ifOcrNsp 
and 
/JAN, 2) = 
maxy$ Ic, . . . CJ ifNrp + 1, 
0 ifOI:Nsp. 
Then, by elementary arguments similar to those in Chow and Palmer 
(1991), we can show that 
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u(N, 2) 5 (I - pp(N, 2)))‘(T,(N, 2) (1.9 
and 
(1 - /$(N, I))-’ r&l; ‘“‘“‘~~“~” la,’ . . . a,‘l(]b&r(m, 2) + 1) 
5 ifN 2 1, 
0 ifN = 0. 
Combining the last two inequalities, we obtain 
u(N, 1) 5 (1 - pJN, l))-‘(1 - ,u,,(N, 2))-‘a,(N, 1). (16) 
So our main problem then is the calculation of the four quantities 
p,,(N, l), pp(N, 2), rr,(N, I), and a,(N, 2). Before giving an algorithm for 
doing this, we discuss the role of round-off error in our calculations. 
4. THE EFFECT OF ROUND-OFF ERROR 
Here we make some observations about the effect of round-off error in 
our estimation of IjL-‘ll. 
We take y,, and S, as they are computed so that S, may not be exactly 
orthogonal. Also this means that we do not proceed exactly as has been 
indicated above. 
Now S, = [e, fn] where if e, = [e, (‘I ei2’]* (*denotes transpose), then 
f, = [-ek*’ e:“]“. The transformation (4) takes system (1) to the system 
G+I = Anun, (17) 
where 
A, = a’ bn [ 1 4 cn ’ 
with 
a, = e~+lDf(y,k,~e~e,, b, = e~+lDf(yJf,lei%, , 
d, = .fn*+d?f(ynknlen*en, c, = fZ+‘Df(ynlfnleik,,. 
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(Note that if S, were exactly orthogonal and e,,+, were exactly Df( y,)e,l 
IDf(yn) d, would be zero.) 
Now, instead of (17), the computer works with the system 
cl+1 = ~nv,, 
where 
X” = 
and Z,, , b, , and C, are respectively the calculated values of e,*+,Df( yn)en , 
ez+,Df( y,Jfn , and fz+,Df( y,Jfn . Then we define the linear operator i: 
[WZ(N+l) + (W2N by 
- 
(iv), = Vn+l - Anvn (n = 0, 1, . . . ) N - 1). (18) 
We restrict i to the subspace % of lR2(N+r) consisting of those sequences 
v = {vn}~& with vN - “‘-0,v~2)=0,ThenifZ,#Oforn=0, 1,. . . ,N- l! 
i: % + iR2N is invertible and its inverse is just the right inverse i-’ of 1, 
the norm of which we are estimating in our calculations. 
However, what we need is a right inverse for I: iRZCN+‘) -+ RZN defined 
by 
(Iv), = v,+, - A,v,(n = 0, 1, . . . , N - 1). (19) 
1 is clearly onto. So choosing a right inverse for it is equivalent to choosing 
a subspace ‘c; of R2(N+‘) such that 1: % + R2N is invertible. We choose % as 
above and then it follows from a standard result in linear operator theory 
that if (II - 41 < 11i-r11-‘, 1: 8 + R2N is also invertible and 
11l-l11 5 (I - 111 - ,Il~~i-~l~)-~lliPll. (W 
Having thus chosen a right inverse for 1, we then pass to a right inverse for 
L via S,. 
So we can identify three sources of error in our calculations: 
(i) the error due to the fact that we are estimating 11!-‘11, whereas 
what we want is to estimate ~~~-*~~; 
(ii) the round-off (and truncation) error involved in the estimation of 
Ili-111; 
(iii) the error involved in going from 111-l II to llL-‘ll due to the fact 
that S, is not exactly orthogonal. 
These three sources of error are discussed in detail in Appendix 1. 
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5. THE ALGORITHM 
We are given a map f: R2 ---* R2 and an initial value y. and our aim is to 
determine how closely the (pseudo-)orbit y,, , starting at yo and computed 
in double precision, is shadowed by a true orbit. To do this, we go through 
the following steps. 
Step 1. Find upper bounds for B, M, 6, and A where 
B = su~IDf(~n)Iw, M = su~IMx)l, 
6 = supIf - f(Y,)L A = SUPIW(YJ - WIYJI,. 
(21) 
Here 1. I,,, denotes the Wedderburn norm (if A = [ati] is a k X k matrix, 
[A(, = (Etj=I a$)“2), f<x) (resp. Df(x)) indicates the calculated value of 
f(x) (resp. Df(x)) and the supremums are taken over suitable sets. Obvi- 
ously these quantities depend on J An example of their estimation is 
given in the next section. 
Step 2. Compute the pseudo-orbit y,, , the unit vectors e, and fn , and 
the quantities a,, b,, and c,, for n = 0, 1, . . . , N. 
We take eo as [ lo]* (say) and then e, is computed recursively according 
to 
e n+~ = Wlynk&??(Ynknl. 
fn is the unit vector orthogonal to e, such that S, = [e, fn] has determinant 
1 and then 
a, = IPf(h)enl, b, = en*+@f(Afi, ctl = fn*+m-(Ydh. 
Step 3. Compute the quantities /+,(N, I), /+(N, 2), o,(N, l), and 
o,,(N, 2). (Note: p has to be chosen in such a way that /+,(N, 1) < 1, 
/+(N,2)<1.Th is as o e h t b d one by trial and error but does not usually 
present difficulties.) 
(i) To compute p,,(N, l), we use the array 
0 ifi=O,. . . ,IN- 1, 
pa(N, i) = 
a&p+i. . . aNll ifi=/N,. . . , p, 
where 
lN = max(O, p - N + 1). (22) 
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NOW ~(0, i) = 0 and then pa(N, i) may be calculated recursively accord- 
ing to 
pa(N, i + l)la~ 
{ 
ifi=O,. . . ,p-1, 
pa(N + 1, i) = 
llaN ifi=p. 
Also ~~(0, 1) = 0 and &N, 1) may be calculated recursively according to 
pp(N + 1, 1) = max{&N, l), lPa(N + lVO)l). 
(ii) To compute pp(N, 2), we use the array 
1 0 ifi=O,. . . ,l~-1, pc(N, i) = CN-1 . . . CN-lmp+; if i = f~, . . . , p, 
where IN is as in (22). Now pc(0, i) = 0 and then pc(N, i) may be 
calculated recursively according to 
cN * pc(iV, i + 1) ifi=O,. . . ,p- 1, 
pc(N+ l,i)= 
CN ifi= p. 
For pp(N, 2), we note that ~~(0, 2) = 0 and use the recurrence relation 
PJN + 1, 2) = max{ppW, 21, IpcW + 1, ON. 
(iii) To compute cr,(N, 2), we use the array 
0 ifi=O,. . . ,/N-l, 
psc(N, i) = N-l (23) 
2 IcN-1. . .c,I ifi=/N,. . . ,p. 
m=N-I-p+i 
This array is computed using psc(0, i) = 0 and the recurrence relation 
i 
0 ifi=O,. . .iN- 1, 
psc(N + 1, i) = jc~l(l + psc(N, i + 1)) ifi=iN,. . . ,p- 1, 
hi ifi = p. 
(24) 
For cr,(N, 2), we note that cr,(O, 2) = 0 and use the recurrence relation 
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up(N + 1, 2) = max{oP(N, 2), psc(N + 1, IN)}. (25) 
(iv) To compute oP(N, l), we use the array 
i 
0 ifi=O,. . . , 1N - 1, 
psa(N, i) = N-l (26) 
c lKi~l-p+i ’ . . ai’ 1 #%I up(m, 2) + 1) 
m-N- I -p+i ifi=lN,. . . ,p. 
This array is computed using psu(0, i) = 0 and the recurrence relation 
P.QU, i + 1) + IpaW + 1, i)l(lbNl~PW, 2) + 1) 
psu(N + 1, i) = ifi = 0,. . . ,p - 1, (27) 
(Jb~lu~(N, 2) + I)lluNl if i = p. 
Then to calculate cr,(N, I), we define the quantities 
upW, 1, 1) = r&x psu(n, 0), mP((N, 1, 2) = mPax psu(N, i). 
,z=o i=l 
(28) 
cr,(N, 1, 1) is calculated using ~~(0, 1, 1) = 0 and the recurrence relation 
up(N + 1, 1, 1) = max{oP(N + 1, 1, I), psu(N + 1, 0)). (29) 
Then 
Step 4. Compute an upper bound for /IL-’ )I, taking into account the 
effect of round-off error. 
In Step 3, we have calculated p,,(N, l), pP(N, 2), oP(N, 1) and oP(N, 2). 
These quantities depend upon a,,, b, and c,. However, as explained in 
Section 4, the computer works with numbers a,, 6, , and C, and is trying 
to compute quantities ,E,(N, l), ,GLp(N, 2), Z,,(N, l), and I?, (N, 2). But in 
doing this it makes further round-off errors and actually computes quanti- 
ties I-QW, 11, I-W, 21, u;(N, l), and o;(N, 2). In Appendix 1, we obtain 
the inequalities 
p,,(N, I) I p;(N, l)(l - 2-9-P, /.+,(N, 2), 5 &(N’ 2)(1 - 2-q-” (31) 
O-JN, 1) 5 u;(N, 1)(1 - 2Pd)-4”m4, FJN, 2) 5 u;(N, 2)(1 - 2-d)-2p, (32) 
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where d is the number of significant binary digits to which the computer 
rounds calculations. Now F(N, I), Z(N, 2) have the same definitions as 
o(N, l), u(N, 2) but with a,, g,,, and C, instead of a,, b,, and c,. In 
analogy to (15) and (16) we have the inequalities 
iF(N, 1) 5 (1 - Ep(N, l))-‘(1 - I*-p(N, 2))-‘a,(M l), 
rr(N, 2) I (1 - jYP(N, 2)))‘&(N, 2). (33) 
Then, with 1 defined as in Section 4 (see (18)), we have in analogy to (12) 
the inequality 
Ili-‘II 5 V/cr(iv, 1)2 + WV, 2)2. (34) 
Next, as shown in Appendix 1 (see inequality (54)), 
(II - i 11 5 6(d, A, B) (35) 
and then, as in Section 4 (see (20)), 
III-III 5 (I-III - iIIIIi-lll)-l 11 i-111. (36) 
Finally, as shown in Appendix 1, 
IIL-‘II 5 (1 + &f))(l - 6(d)))‘)II-‘II. (37) 
Hence, starting with the four numbers &,(N, l), &(N, 2), o&V, l), and 
uL(N, 2) and passing through inequalities (31), (32) (33), (34), (39, (36), 
and (37), we obtain an upper bound for IJL-‘II. 
Step 5. Calculate 2MllLP’l12 6. If this does not exceed 1, the theorem 
says there is a true orbit {x,,}~~~ such that 
Ix, - Ynl 5 2 I/J!-‘II (1 + Vl - 2MllL-‘ll2 6)-Q 
forn=O,l,. . . ,N. 
6. EXAMPLE: THE HGNON MAP 
As an example, we consider the Henon map 
j-(X’, x2) = (1 - ax: + x2 ) - JX’) 
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with a = 1.4 and J = -0.3. Also, we take p = 40. We assume that the 
maximum relative error our computer makes when adding, subtracting, 
multiplying and dividing two double precision numbers is at most 2-d 
where d = 54. 
Step 1. There is only nonzero second partial derivative which is -2~. 
so 
M = 2 [al. (38) 
To estimate 6, let xl and x2 be machine numbers and denote the com- 
puted values of 1 - ax: + x2 and -Jx, by 1 - ax: + x2 and -Jxl . Then 
1 - ax! + x2 = ((I - uxt(l + e&l + e2))(1 + e3) + x2)(1 + ed), 
where leil 5 2-d. SO 
II - ax: + x2 - (1 - ax: + x2)1 
= I e4(1 - ax: + x2) + (ej(1 + ax:) 
- ~-&a + e2 + ele2)U + e3Ml + 4 
5 2-q+ ~u~~x/2 + 1x1) + (2-q1+ (ulIxl2) 
+ ICI I xl2 (2-d+’ + 2-q1 + 2-9)(1 + 2-d) 
= 2-d(2 + 2-d + 1x1 + [4 + 6.2-d 
+ 4.2-2d + 2-3d]Iu~~x~2) 
and 
I?ij - (-Jxl) I=l(-Jx,)(l + e,) - (-Jx~)[Ys elIJxl(s 2-“IJ[lxl. 
Then if ( y,, I 5 R for n = 0, 1, . . . , N, 
6 I 2-%‘(2 + 2-d + R + [4 + 6.2-d + 4.2-2d + 2-3d] Ia )R2)2 + J2R2. 
(39) 
To estimate A, note that 
Df(x) = [-?;I ;I. 
Then if we denote by Df(x) the calculated value of Df(x) 
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I[ -2ax, + 2ax, 0 IDfo - W(x)I = 0 0 II 
Soifly,)SR 
A 
= \2axr(l + ei)(l + e2) - 2axrl where leil 5 2-d 
= (2axdel + e2 + ere2)l. 
forn=O,l,. . . ,N, 
5 2(~lR(2-~+’ + 2-2d) 5 2-d(4 + 2-d+‘)lalR. (40) 
Finally, we see that if (xl 5 R, 
IDf(x = u4u2x: + 1 + J2 
sothatiflynl’Rforn=O,l,. . . ,N, 
B I d4a2R2 + 1 + J2. (41) 
Step 2. The pseudo-orbit y, , the unit vectors e, andf, , and the quanti- 
ties a,, b,, and c, were calculated for n = 0, 1, . . . , N with y. = (0, 0) 
and N = 333,000. The calculations were done in double precision on an 
IBM compatible computer using Microsoft Quickbasic for which d = 54; 
that is, the computer rounds calculations to 54 significant binary digits. 
Step 3. It was found that 
p;(N, 1) = .005745428769432412 5 .00575, 
p;(N, 2) = 2.095530026928013 * 1O24 5 2.1 * 10-24, 
u;(N, 1) = 112,619.8232918473 I 112,620, 
cr;(N, 2) = 22.38789652782332 I 23. 
(Note: these quantities are actually binary numbers which are converted 
to decimal on being printed out. However, we will be safe if we replace 
them by the quantities on the right.) 
Step 4. From inequalities (31), (32), (33) and (34) 
j$(N, 1) 5 .00575(1 - 2-54)-40 5 .00576, 
j&(N, 2) 5 2.1 * 10-24(1 - 2-54)-40 5 2.2 * 10-24, 
a,(N, 1) 5 112620(1 - 2P4)-“j“ 5 112621, 
tFp(N, 2) 5 23(1 - 2-54)-80 5 24, 
Z(N, 1) 5 (1 - .00576)-‘(1 - 2.2 * 10-24)-1112621 % 113274, 
(T(N, 2) 5 (1 - 2 2 * 10-24)-‘24 5 25, 
Ili-‘jl 5 vl132742 + 252 5 113275. 
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Now the pseudo-orbit {y,}~&, we calculate here satisfies lynl 5 R = ~6. 
Then, since also a = 1.4, .I = -.3 and d = 54, it follows from (40), (41), 
and (65) that 
A I 13.2-54, B 5 7, a(6) = z-52(1 - z-54)-5/2. 
Then it follows from (35) that 
Then from inequalities (36), and (37), 
II1-‘(1 5 (1 - 29 * 113275 * 2P50)-‘1 13275 5 113276, 
/IL-‘I) 5 (1 + 2-5’)(1 - 2-5’)-’ [(I-‘I( 5 113277. 
Step 5. From (38) we have that M = 2.8 and from (39), that 6 I 6.2-54. 
so 
2M IIL-‘112 6 I 5.6(113277)26.2-54 I .000024. 
Then the theorem says there is a true orbit {x,,}~=~ such that 
Ix, - ynl 5 2 * 113277(1 + X’l - .000024))‘6 
5 1132788. 
So error has been magnified by 113278. The pseudo orbit is calculated 
with an error of 6 5 6.2-54 = 10m’5.s and a true orbit lies within 1132788 5 
10-‘“.4. So we have lost about five decimal digits. 
7. EXTENSION TO HIGHERDIMENSIONS 
Our basic theorem still holds for mappingsfof [w” into itself. Again our 
first step in choosing a right inverse for L is to triangularize Eq. (1). We 
begin with an orthonormal basis elo, ~~20 . . . eku for R” and define 
so = [e1oe20 . * . fro]. 
Then we define a sequence S, of such orthogonal matrices recursively by 
choosing an orthogonal matrix S,,+, and an upper triangular matrix R, 
such that 
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Then the transformation (4) takes Eq. (1) into the upper triangular form 
u,+I = R,v,. 
If we denote the ith diagonal entry of R, by ai,, we would expect there to 
be an integer 1 such that the ai, are expanding for i = 1, 2, . . . , 1 and 
contracting for i = 1 + 1, . . . , k (this, of course assumes f has some 
hyperbolicity). Then we would define our right inverse by solving the 
difference system 
V n+~ = Rnvn + h, (n = 0, 1, . . . N - 1) 
starting with the last (k - I) equations. We would solve these forward with 
ut) = 0 as initial condition. Then we would plug the results into the top 1 
equations and solve these backward with boundary condition u! = 0. 
(This assumes, as in the two-dimensional case, that ai, # 0 for i = 1, 
2 9.. . 3 0. 
APPENDIX 1 
In Section 4 we have identified three sources of error in our calcula- 
tions. Here we analyze these sources of error in detail. 
First Source of Error. As indicated in Section 4, our main problem 
here is to estimate 111 - Ill, w h ere 1 and i are defined in (19) and (18), 
respectively. Clearly 
so that 
111 - ill 5 v(a, - a:) + (b, - 6;) + d?, + (c,, - 2;). (42) 
First we estimate 1 a,, - a,, I where a,, = e,*+ i Dfl y,,)e,,lenhe,, and Z, is the 
calculated value of ec+ I Df( yn)en . We denote by Df(y,,) the calculated 
value of Df( y,) and define A and B as in (21). Then 
so 
la, - a,[ 5 (enI le,+ll (” ‘$;T ” + A + I?[(1 + 2-d)4 - II)? (43) 
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where, in the third term, we have used result (iii) in Appendix 2 under the 
assumption that Z,, is calculated by calculating Df( y,) first, then Of( yn)en 
and then e,*+ 1 U?f( y&J. 
By similar calculations, we show that 1 b, - b,) and ) c, - C, 1 satisfy 
similar inequalities to (43), but with f instead of e in some places. Note, 
however, that (e,j = lfnl so that we get the same bounds for the three 
quantities. 
Now we have to estimate 1 d,, (, where d, = ft+ I Of( y,,)eJeze, . Note that 
e,+l is the calculated value ofDf(y,)e,l(Df(y,)e,I. Then since e,+l andf,+, 
are orthogonal 
so that 
To proceed further, we have to estimate the quantities J(Df(y,)e,l 
lDf( y&,0 - en+ I I, I en I and l&e, - 1 I. To get e,+l , we calculate Df( y,), 
then Df(ynkn7 bV(ynkn I and finally Df( y,JeJ ( WC ynkn 1. Now Df( y,,) is 
calculated as Df( y,). Denote by Df( y,Je,, the calculated value of Df( yn)en . 
Then by result (ii) in Appendix 2, 
Iof(en - of(enl 5 [(I + W2 -11 IDf(yn)Jw (en/. (45) 
Then, using the simple inequality 
I I 2 Ix - Yl -- I=1 ii 5 I4 ’ 
we see that 
Df( yn)en Df( ynkn 
bXyn)enl - IDf(yn 5 
2lDf(y,k, - Df( ynkn I 
lWlm)enI 
5 IDf$Je 
n 
1 {hf(Ynkn - Dflynknl 
+ IDf(y - lDfbknll. 
So, using (45), 
Oft ynkn W(ynkn 2’en’ 
lDf(yJenl - (of(Y s iDf(Yn)enl 
{A + [(l + 2-9 - l](B + A)}. 
(46) 
NUMERICAL COMPUTATION OF ORBITS 417 
- - 
Now e,,,, is the calculated value of Df( y,Je,J 1 Df( y,)e,j. So, by result (iv) 
in Appendix 2, 
Finally, putting (46) and (47) together, we obtain 
WI ynkn IDf(ynknI - e ” 
2 Ien’ {A + [(l s I Df( ynkn 1 
(47) 
Now note that (47) implies that 
Ile,+l I-1 
so that 
I 5 6(d), 
(48) 
+ 2-d)* - l](B + A)} + 6(d). 
(49) 
le,+tl 5 1 + 6(d), (50) 
and also 
I * e,+le,+l - 1 I = (le,+il + 1) II eni1 I- 1 I 5 (2 + 6(4)6(d). (51) 
Also note since eo = [l O]*, inequalities (49), (50), and (51) hold for eo also. 
Now it follows from (43), (50), and (51) that 
la, - a,[ 5 (I + a(d))* ( 1 B(2(2+;;)&(2d) + A + B[(l + 2-d)4 - 11) 
=: 6,(d, A, B). (52) 
A similar inequality holds for I b, - L,,j and for 1 c,, - C, I. Also it follows 
from (44), (48), (50), and (51) that 
Id,1 I (1 + 8(d))* ( 1B(:zf+6() + 2A + 2[(1 + 2-d)2 - lI(B + A)} 
+ B(l + 6(d))6(d) =: &(d, A, B). (53) 
Finally it follows from (42), (53), (52), and the similar inequalities for 
lb,, - Fn] and )cn - C,l that 
((1 - 111 5 X’3(6,(d, A, B))* + @,(d, A, II))* =: W, A, B). (54) 
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Second Source of Error. As in Section 5, lIl-‘(l is estimated from 
inequality (34). So we need to derive estimates for @(N, I) and F(N, 2) 
from the numbers &(N, l), &(N, 2), c$(N, I), and oi(N, 2) that we 
calculate. 
&(N, 1) is the number the computer gets when it tries to calculate 
i 
max+- 
EI-p w, 1) = 
n-~ 15,’ . . . ii,;l,I if N 2 p + 1, 
0 ifN<p + 1. 
As in Chow and Palmer (1991), 
,Z,,(N, 1) 5 ,u;(N, l)(l - 2-d)-“, (55) 
where d is the number of significant binary digits to which the computer 
rounds calculations. Similarly, &(N, 2) is the number the computer gets 
when it tries to calculate 
~.p(N, 2) = maxz lc7 . . * cn-p I ifNzp + 1, 
0 ifN<p + 1, 
so that 
Fp(N, 2) 5 p;(N, 2)(1 - 2?‘-“. (56) 
Now F(N, 2) is calculated using (23), (24) and (25) with C, instead of c,. 
Let psc’(N, i) be the calculated value of jE(N, i), which is psc(N, i) with 
C, instead of c,. Then we claim that for i = 0, 1, . . . , p 
E(N, i) 5 psc’(N, i)(l - 2-d)-2(@). 
We prove this by backward induction on i, starting with i = p. Well, 
C(N, P) = ) CN-I ) = psc’(N, p). 
So it holds for i = p. Now we assume it holds for i + 1 5 p and prove it for 
i. Then 
{ 
0 
psc(N, i) = _ 
ICN-IIU + psc(N - 
if i = 0, 1, . . . , 1+, - I, 
I,i+ 1)) ifi=fNel,. . . ,p- 1. 
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Ifi=O,l,. . . , iN-, - 1, E(N, i) = psc’(N, i) and there is nothing to 
prove.Ifi=lN-1,. . . ,p- 1 
psc’(N, i) = (CN-l I(1 + psc’(N - 1, i + 1))(1 + e,)(l + ez), 
where leil I 2-d (i = 1, 2). So, using the induction hypothesis, 
psc’(N, i) 2 IF+, I(1 + *(N - 1, i + l)(l - 2-d)2(p-i-1))(1 - 2-d)2 
2 ) cN-1 )(l + jEZ(N - 1, i + I))(1 - 2-d)2(pmi) 
= jElE(N, i)(l - 2-d)2@-i). 
SO 
jEZ(N, i) S psc’(N, i)( 1 - 2-d)-2(p-i), (57) 
as required. 
Using (57) and (25) and the consequent fact that also 
u;(N + 1, 2) = max(m; (N, 2), psc’(N + 1, f~)), 
it follows by induction on N that 
u;(N, 2) 5 (T,(N, 2)(1 - 2-d)-2p. (58) 
Since CP(N, 1) is given by formulas (13) and (14) with a,, , b,, (Tp(n, 2) 
instead of a,, b,, uP((n, 2), we need to look at the calculation of pjZi(N, i) 
which is defined in (26) but with C, instead of cn. It is clear from the 
recurrence relation (27) that in the expression for jZZ(N, i), the products 
are formed first and then the terms are summed starting with m = N - 1 - 
p + i. So the sum actually calculated is (cf. Wilkinson, 1963, p. 17) 
N-l 
psa’(N, i) = C liiN!~-~+;. . . a,‘(1 + en,Jl 
m=N-l-p+; 
(I~,lQm, 2X1 +.M + 1X1 + g,N + 7)n,n), 
where 
(1 _ 2-d)Z(fn~(N-l-p+i))+I 5 1 + en,n 5 (1 + 2~d)Z(r”-(N-I~p+i))tl, 
(1 _ 2-d)p-i+2-(m-(N-I-p+i)+l) 5 1 + ?,,, 5 (1 + 2-~p-i+Z-(m~(N-l-p+i)+l). 
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So using (58), 
psa’(N, i) 
N-l 
2 c, liii’,-p+i. . . a,‘( ((~mIOp(m, 2)(1 - 2-d)@+‘+ 1) 
m=N-I-p+i 
(1 - 2-d) p+3-i+m-(N-l-p+lg 
N-l 
z 2 
m=N-I-p+i 
(1 - 2-d)3p+4-i+m-(N-I-p+i) 
2 p$Z(N, i)(l - 2-d)4P+4-2i. 
Hence 
pEZ(N, i) 5 psa’(N, i)(l - 2-fP4Pm4 5 psa’(N, i)(l - 2-d)-4p-4 
and then it follows from (28), (29), and (30) that 
iFp(N, 1) 5 oL(N, 1)(1 - 2-d)-““-“. (59) 
Finally, if ,Zp(N, 1) < 1 and jZp(N, 2) < 1, it follows as in Section 3 that 
cr(N, 1) 5 (1 - /zP(N’ 1)))‘(1 - /YLp(N, 2)))‘Cp(N, l), (60) 
(T(N, 2) I (1 - jxp(N, 2))-‘~pw~ 2). (61) 
So inequalities (55), (56), (58), (59), (60), and (61) enable us to obtain 
upper bounds for e(N, l), C(N, 2) from the calculated numbers ,uL(N, l), 
p;(ZV, 2), @IV, I), and c#V, 2) and then, using (34) to obtain an upper 
bound for (jl- ’ 11. 
Third Source of Error. The operators L-’ and 1-l are related according 
to 
(C’h), = &(I-‘k), (n = 0, 1, . . . , N - l), 
where 
k, = S,-:,h,. 
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So clearly, 
Now S, = [e,f,,] where e, andf, are orthogonal and of the same length. 
Then it is easy to see that 
IS,1 5 lenI 5 1 + 6(d), 
IS;‘1 5 lenI-’ 4 (1 - 6(d))-‘, 
where we have used (50). Then (62) implies that 
IIL-‘11 5 (1 + 6(d))(l - 6(d))-’ II/-‘II. 
Appendix 2 
Here we do a simple analysis of the errors involved in matrix and vector 
computations. Our approach is that of Wilkinson (1963). These results are 
used in Appendix 1. 
(i) Znnerproduct. Let a = [ulu2]*, b = [blb2]* be vectors in R2 and 
denote by a*b the calculated value of the inner product a*b. Then 
u*b = (ulbl(l + e,) + u2b2(l + ez))(l + e3), 
where I eil 5 2-“(i = 1,2). SO 
17% - u*bl = lulblel + uzb2ez + u1b1e3(1 + e,) + uzb2e3(1 + ez)l 
5 [Cl + W2 - ll(la,hl + l&21>. 
Thus 
la*b - u*bl I [(l + 2-q2 - 11 IalIbI. (63 
(ii) Product of matrix and vector. Let A = [q] be a 2 x 2 matrix and - 
let u = [uIuz]* be a 2-vector and denote by Au the calculated value of Au. 
Then, using (63), 
5 2 it1 + w2 - 112 & uf 2 Uj’. 
j=l 
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Hence, 
- 
IAu - Au1 5 [(l + 2-d)’ - I) IAl,,. 1~1. (64 
(iii) Quadraticform. Let A = [ati] be a 2 x 2 matrix and let u = [ui], 
u = [u;] be 2-vectors and denote by u*Au the calculated value of u*Au, - 
where we assume Au is calculated first as Au. Then, using (63) and (64), 
- 
lU*AU - u*Au[ = Ju*Au - u*Au( 
5 ju*Au - u*Auj + Iu*z - u*Au( 
5 [(l + 2-d)* - 11 lull 21 + ju(@ - ALI/ 
5 [(I + 2-9* - 11 (ul{j%l + (Al,,. IuI} 
- 
5 [(l + 2-d)2 - 11 luI{IAuj + IAu - Au1 
+ IAIw 141 
5 M;l”;9; - lllul{lAlwlul + 2-%! + 2-9 [A(,,. Iu( 
MI u . 
so 
Jv*Au - u*Au) 5 [(l + 2md)4 - 11 ~u~~A~,v~u~. 
(iv) Normalizing a uector. Let a = [ala2]* be a nonzero vector and 
denote by alla 1 the calculated value of alla I. Then 
+&kj-v i 
aI 
u: + ay I2 ’ 
Now forj = 1, 2, 
aj aj(l + 4 
w = d(af(l + e,) + a: (1 + e2))( 1 + e& 1 + e3’ 
where ( eil % 2-d(i = 1, . . . , 5). So 
aj(l + e6) 
V$iT$ = V/a:(l + e,) + a: (1 + ez>’ 
where 1 + e6 = 1 + e5 
m(l + e4)’ 
Then forj = 1, 2 
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dig+* 
= lujl I(&, + de21 
x [(Vuf(l + e,) + ~$1 + e2) + kQT$ 
x m duf(l + el) + a:(1 + e2)1-’ 
-e6 (duT(l + el) + u:(l + ed-’ 
423 
1 + 2-d 
+ (1 _ 2-d)3’2 - 1 
+ dj& (11+$2 - 
z-d+2 
l”jl 
5 (1 - 2-95’2 vqq’ 
SO 
(65) 
REFERENCES 
CHOW, S. N., AND PALMER, K. J. (1990), The accuracy of numerically computed orbits of 
dynamical systems, in “Equadiff 7,” proceedings of the Conference held in Prague 
1989, Teubner, Leipzig, 74-76. 
CHOW, S. N., AND PALMER, K. J. (1991), On the numerical computation of orbits of 
dynamical systems: The one-dimensional case, J. Dynamics and Differential Equa- 
tions, 3, 361-379. 
HAMMEL, S. M., YORKE, J. A., AND GREBOGI, C. (1987), Do numerical orbits of chaotic 
dynamical processes represent true orbits, J. Complexity 3, 136-145. 
HAMMEL, S. M., YORKE, J. A., AND GREBOGI, C. (1988), Numerical orbits of chaotic 
processes represent true orbits, Bull. Amer. Math. Sot. 19, 465-470. 
SAUER, T., AND YORKE, J. A. (1990), Shadowing trajectories of dynamical systems, in 
“Computer-Aided Proofs in Analysis,” Ed. K. Meyer and D. Schmidt, Springer- 
Verlag, Berlin, 229-234. 
SAUER, T., AND YORKE, J. A. (1991), Rigorous verification of trajectories for the computer 
simulation of dynamical systems, Nonlinearity 4, 961-979. 
WILKINSON, J. H. (1963), “Rounding Errors in Algebraic Processes,” Prentice-Hall, Engle- 
wood Cliffs, NJ. 
