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COUPLINGS, GRADIENT ESTIMATES AND LOGARITHMIC SOBOLEV
INEQUALITIY FOR LANGEVIN BRIDGES
GIOVANNI CONFORTI AND MAX VON RENESSE
ABSTRACT. In this paper we establish quantitative results about the bridges of the
Langevin dynamics and the associated reciprocal processes. They include an equiv-
alence between gradient estimates for bridge semigroups and couplings, comparison
principles, bounds of the distance between bridges of different Langevin dynamics, and
a Logarithmic Sobolev inequality for bridge measures. The existence of an invariant
measure for the bridges is also discussed and quantitative bounds for the convergence
to the invariant measure are proved .All results are based on a seemingly new expression
of the drift of a bridge in terms of the reciprocal characteristic, which, roughly speaking,
quantifies the “ mean acceleration” of a bridge.
1. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS
Bridges of Markov processes are among the basic objects of probability theory: as
such, they have been intensively studied. However, quite surprisingly, there is a lack of
quantitative results outside the short time regime. The aim of this article is to address
this issue in the case when the underlyingMarkov process is a Langevin dynamics. The
Langevin dynamics P x−T over the time interval [−T, T ] is the law of:
(LD(U)) dXt = −∇U(t,Xt)dt+ dBt, X−T = x
The xy bridge P x,y−T,T is simply obtained by conditioning P
x
−T to the event {XT = y}.
Our starting point is the observation due to Krener [21] (see also [3],[7] ) that the
family of bridges {P x,y−T,T }x,y∈Rd is uniquely determined by the reciprocal charachteris-
tic, which is a vector field derived from U . Its i-th component is the map (t, z) 7→
−[L + ∂t](∂ziU)(t, z), where L is the generator of the Langevin dynamics:
(1) L (f) = −∇U · ∇f + 1
2
∆f.
Another definition, which turns out to be very useful, is to consider the potential U
defined by
(2) U (t, z) :=
1
2
|∇U |2(t, z)− 1
2
∆U(t, z)− ∂tU(t, z).
The reciprocal characteristic is then the field ∇U . To see how it arises naturally in
the study of bridges consider the form of the log-density of P x−T against the Wiener
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measure:
exp
(
−
∫ T
−T
∇U(t,Xt) · dXt − 1
2
∫ T
−T
|∇U(t,Xt)|2dt
)
An application of Itoˆ formula yields the equivalent form
exp
(
−U(1,X1) + U(0,X0)−
∫ T
−T
1
2
|∇U(t,Xt)|2 − 1
2
∆U(t,Xt)− ∂tU(t,Xt)dt
)
exp
(
−U(1,X1) + U(0,X0)−
∫ T
−T
U (t,Xt)dt
)
When passing to the density of the bridge P x,y−T,T against the Brownian bridge it is rea-
sonable to expect that the term −U(1,X1) + U(0,X0) cancels, since it depends only on
the endpoints of the trajectory. Indeed it is known that (see [26, Sec.5]):
dP x,y−T,T
dW x,y−T,T
= Z−1 exp
(
−
∫ T
−T
U (t,Xt)dt
)
where W x,y−T,T is the Brownian bridge and Z a normalization constant. Such consider-
ation points at the fact that ∇U is the right object to look for a quantitative study of
bridges. In fact, we obtain the following result.
Theorem 1.1 (Convexity of U , couplings and gradient estimate). Let U be time homoge-
neous. The following are equivalent for α > 0:
(i) U is α
2
2 convex. That is,
(3) inf
z,v∈Rd:|v|=1
∇2U (z)[v, v] ≥ α2.
(ii) For any T > 0, t ∈ [−T, T ] and any smooth function f the following gradient estimates
hold:
(4) ∀x ∈ Rd, |∇xEPx,y
−T,T
(f(ωt))| ≤ sinh(α(T − t))
sinh(2αT )
EPx,y
−T,T
|∇f(ωt)|
(5) ∀y ∈ Rd, |∇yEPx,y
−T,T
(f(ωt))| ≤ sinh(α(T + t))
sinh(2αT )
EPx,y
−T,T
|∇f(ωt)|
(iii) For any x1, y1, x2, y2 ∈ Rd there exists a probability space (Ω˜, F˜ , P˜ ) and maps Xi, i =
1, 2 defined on it with the property that Xi#P˜ = P xi,yi−T,T and
P˜
(
|X1t −X2t | ≤
sinh(α(T − t))
sinh(2αT )
|x2 − x1|+ sinh(α(T + t))
sinh(2αT )
|y2 − y1| ∀ t ∈ [−T, T ]
)
= 1
In the statement of the Theorem and in the rest of the paper we use # for the push
forward of probablity measures and we write∇2f(t, z)[v, v] for ∂v∂vf(t, z).
The main difficulty in dealing with bridges is that even though it is well known that
the bridge is itself a Langevin dynamics, its time-dependent potential UyT cannot be
computed in closed form and one then has to choose a convenient representation to
work with. One of the novelties of this article is a new representation of the bridge-
potential UyT , where the role of U is most transparent. This is not the case for the well
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known h-transform decomposition (which goes back to Doob [11]). The idea behind
our representation is the following: instead of looking how to modify −∇U to get the
bridge drift −∇UyT , which is the h-transform approach, we look how to correct the
drift of the Brownian bridge to get −∇UyT . The advantages of doing this is that it allows
to bound first and second derivatives of UyT using information on the corresponding
derivatives ofU bymeans of functional inequalities, namely Pre´kopa Leindler inequal-
ity. We shall use the bound on the first derivative to derive pathwise comparison princi-
ples for the bridges of different Langevin dynamics. Concerning the second derivative
of U , we show at Theorem 1.1 that convexity bounds on U are equivalent to gradi-
ent estimates along bridge semigroups with respect to both the initial and final point
and to the existence of coupling between bridges with different endpoints in which the
distance between trajectories decreases fastly. This result has to be compared with the
well-known equivalence between the Γ2 condition of Bakry and E´mery, gradient esti-
mates and couplings, see e.g. [1, Thm 3.2.3] and [41, Thm 1 and Cor 2]. In Theorem
1.2 we also show how the convexity of U implies a Logarithmic Sobolev inequality on
path space. Such inequalities have been investigated on the setting of Lie groups in [15],
and they often involve some extra ”potential terms”( other authors have also investi-
gated ”heat kernel” logarithmic Sobolev inequalities on Loop groups, see [13]). In our
simpler setting, by choosing an appropriate norm for the Malliavin derivative, we can
get rid of potential terms. In Corollary 1.1 we deduce from this inequality some useful
concentration of measure bounds for bridge measures, which were already partially
obtained in [9]. We also investigate a natural notion of invariant measure for bridges,
related to the concept of Gibbs measure on path space, in the spirit of [29],[12] (see [27]
for a recent account), which is to look for the limit as T ↑ +∞ of the marginal law at
t = 0 of P x,y−T,T . We provide a criterion for existence which, interestingly enough, shows
that such an invariant measure may exist even in cases when the non-pinned process
does not admit one. Contraction estimates in Wasserstein distance for the convergence
to the invariant measure are also proved. The last question we address is that of quan-
tifying how close are the bridge on an arbitrary Langevin dynamics and the Brownian
bridge. We answer this question using the principles of Stein’s method: in particular,
to construct and solve Stein’s equation we use the fact that bridges are the invariant
measure of certain SPDEs (as pointed out in [2],[31],[16]). Let us give an overview of
the main results beyond Theorem 1.1. We make their proof in Section 2.
1.1. Main assumptions. Let us first detail the main assumptions on U and recall few
basic notions. Our main object of study are bridges. The bridge of the Langevin dy-
namics between x and y over the time-interval [−T, T ] is the measure on the space
Ωx,y−T,T := {ω ∈ C([−T, T ];Rd) : ω−T = x, ωT = y} obtained by conditioning:
∀AmeasurableA ⊂ Ωx,y−T,T , P x,y−T,T (ω ∈ A) = P x−T (ω ∈ A|ωT = y)
where P x−T is the law of the Langevin dynamics whic starts in x at −T . We assume
throughout the whole paper that U is four times countinuously differentiable in the
space variable and continously differentiable in the time variable. Moreover it holds
that
(H) lim
|z|→+∞
|U(−T, z)| = lim
|z|→+∞
|U(T, z)| = +∞, inf
t∈[−T,T ],z∈Rd
U (t, z) > −∞
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A minor modification of the proof of Theorem 2.2.19 of [34] shows that under the cur-
rent hypothesis, the solution of (LD(U)) exists and does not explode almost surely.
Moreover, P x−T admits a transition density which is everywhere positive, so that the
bridges are well defined for any pair x, y and not just in the almost-sure sense.
1.2. A new representation of the drift. It is well known that P x,y−T,T is also a Langevin
dynamics, i.e. there exist a time-dependent potential UyT such that the law of:
(BR(U)) dXt = −∇UyT (t,Xt)dt+ dBt, X−T = x
is P x,y−T,T . According to the h-transformmethod,U
y
T admits the following representation
(see [20, Th. 2]): 

UyT (t, z) = U(t, z) − log h(t, z)
∂th(t, z) +
1
2∆h(t, z)−∇U · ∇h(t, z) = 0
limt↑T h(t, z) = δy
This representation tells how one shall modify the drift of P x−T to get the drift of P
x,y
−T,T .
If we adopt a different viewpoint, i.e. we ask how one should correct the drift of the
Brownian bridge W x,y−T,T to get the drift of P
x,y
−T,T , we arrive at a new representation for-
mula, where the role of ∇U is very clear. To state the Lemma we introduce some
notation, which we use throughout the article: | · | stands for the Euclidean norm on Rd,
andW z,yt,T is the Brownian bridge which starts at t in z and ends at T in y.
Lemma 1.1. P x,y−T,T is a Langevin dynamics, whose drift −∇UyT is given by:
(6) −∇UyT (t, z) = −∇HyT (t, z) +∇ logψ(t, z)
with
(7) HyT (t, z) =
|y − z|2
2(T − t)
and
(8) ψ(t, z) = EW z,y
t,T
(
exp
(
−
∫ T
t
U (s, ωs)ds
))
Remark 1.1. • Even though ψ depends on U itself, the drift of P x,y−T,T , −∇UyT ,
depends only on ∇U . One can see this by plugging (6) U + c into and seeing
that the (6) does not depend on c.
• −∇HyT is indeed the drift of the Brownian bridge
1.3. Convexity of U , couplings and gradient estimates. The main result is Theorem
1.1 above, where we show the equivalence between convexity bounds forU , a gradient
estimate along the time-inhomogenous bridge semigroup, and the existence of certain
couplings between bridges with different endpoints. In the gradient estimate, we con-
sider both perturbations of the initial and final state of the bridge. Some remarks are in
order.
Remark 1.2. • Under the hypothesis of Theorem 1.1, we prove in Theorem 1.5
that there exists a potential V satisfying ∇2V (z)[v, v] ≥ α and such that the
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associated Langevin dynamics, which we denote Qx−T , share the bridges with
P x−T , i.e.
∀T > 0, x, y ∈ Rd Qx,y−T,T = P x,y−T,T .
The classical Bakry E´mery gradient estimate for Qx0 reads as
(9) ∀x ∈ Rd, |∇xEQx0 (f(ωt))| ≤ exp(−αt)EQx0 |∇f(ωt)|
It is worth noticing that we can obtain the same result by using Theorem 1.1.
Fix an arbitrary point y and t > 0. By riparametrizing time (i.e. by considering
bridges over [0, 2T ] instead [−T, T ]) we can rewrite the estimate (4) as:
∀x ∈ Rd, |∇xEQx,y0,2T (f(ωt))| ≤
sinh(α(2T − t))
sinh(2αT )
EQx,y0,2T |∇f(ωt)|
It is easy to see that, as T → +∞wehave that sinh(α(2T−t))sinh(2αT ) converges to exp(−αt).
Moreover, a slight modification of the proof of (17) in Theorem 1.5 shows that
(10) ∀g bounded and measurable, lim
T→+∞
EQx,y0,2T (g(ωt)) = EQ
x
0
(g(ωt))
Combining these two observations, we get back the usual gradient estimate (9).
Therefore, our result is consistent with the Bakry E´mery theory, when the two
sets of hypothesis intersect.
• It is rather tempting to say that (10) is valid for any potential V , and not just for
convex ones. The intuition behind this should be that when T is very large the
conditioning {X2T = y} has almost no effect at time t. However this is false in
general. A careful look at the proof of Theorem 1.5 shows that it is true only
if the non-pinned Langevin dynamics associated with V admits an invariant
measure.
• The equivalence between point (i) and (ii) can be easily be extended to the time
dependent case.
1.4. Convexity of U and Logarithmic Sobolev inequality. Here we present a Loga-
rithmic Sobolev inequality on path space (LSI for short). For simplicity, we set x = y =
0. Let us consider the Hilbert spaceH = L2([−T, T ],Rd), and denote by 〈., .〉H the usual
scalar product on it. For α > 0 we introduce the scalar product 〈., .〉α on H defined by
〈h, g〉α := 〈ϕ, g〉H , where ϕ solves
(11)
ϕt−α2
∫ t
−T
∫ s
−T
ϕrdrds+
α2
2T
∫ T
−T
∫ v
−T
∫ u
−T
ϕrdrdudv = ht− 1
2T
∫ T
−T
hudu, t ∈ [−T, T ]
Note that since h and ϕ are Rd valued, the equation above has to be understood com-
ponentwise. When h is smooth, ϕ is the solution of the ODE

ϕ¨t − α2ϕt = h¨t
ϕ−T = h−T∫ T
−T ϕtdt = 0
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Next we say, as usual, that F : Ω0,0−T,T → Rd is a simple functional if
F (ω) = f
(∫ T
−T
h1t · dωt, ..,
∫ T
−T
hnt · dωt
)
for a smooth function f with bounded derivatives and finitely many h1, .., hn ∈ H . Its
(Malliavin) derivative is theH-valued random variable:
(12) DF (ω) =
n∑
i=1
∂if
(∫ T
−T
h1t · dωt, ..,
∫ T
−T
hnt d · ωt
)
hi
where ∂if stands for the derivative of f w.r.t. the i-th coordinate .
We obtain the following result.
Theorem 1.2. Let U satisfy the convexity assumption (3). Then P 0,0−T,T satisfies the following
inequality:
(13) EP 0,0
−T,T
(F logF )− EP 0,0
−T,T
(F ) logEP 0,0
−T,T
(F ) ≤ 2EP 0,0
−T,T
( 1
F
〈DF,DF 〉α
)
for any positive simple functional F .
Remark 1.3. It is interesting to compare this inequality with the LSI on path for Brow-
nian motion, see e.g. [?] in the case α = 0, d = 1. For the non pinned Brownian motion,
the Mallivain derivative operator is the one that we would get by using the scalar prod-
uct
〈h, g〉H =
∫ T
−T
htgtdt
and then repeating the construction above. For the Brownian bridge it follows from a
simple calculation that the scalar product 〈·, ·〉0 i
〈h, g〉0 =
∫ T
−T
htgtdt−
∫ T
−T
htdt
∫ T
−T
gtdt
A consequence of the inequality is the following concentration of measure estimate
which has already been obtained in [9, Thm 2.1] with different methods.
Corollary 1.1. In the hypothesis of Theorem 1.2 the following estimate holds for any 1-Lispchitz
function, t ∈ [−T, T ] and R > 0:
P 0,0−T,T
(
f(ωt)−EP 0,0
−T,T
(f(ωt)) ≥ R
)
≤ exp
(
− ξα(t)R2
)
with
ξα(t) =
α sinh(2αT )
2 sinh(α(T + t)) sinh(α(T − t))
The time evolution of the concentration parameter ξα(t) reflects the fact that bridges
fluctuate the most around t = 0, as the influence of pinning is at its minimum whereas
close to the endpoints it becomes so strong that fluctuations die out.
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1.5. Reciprocal class. the natural collocation of some of our results is within the frame-
work of reciprocal processes. The reciprocal class associated with U , which we call
RT (U) is the set of all bridge mixtures. For a given probability measure µ on R
d × Rd
we define Pµ−T,T via
(14) Pµ−T,T (A) :=
∫
Rd×Rd
P x,y−T,T (A ∩ {X−T = x,XT = y})µ(dxdy)
Note that when µ = δx ⊗ δy we obtain the xy bridge. The reciprocal class is then:
RT (U) :=
{
Q ∈ P(Ω−T,T ) : Q = Pµ−T,T for some µ ∈ P(Rd × Rd)
}
.
where P(·) stands for the space of probability measures and Ω−T,T =
⋃
x,y∈Rd Ω
x,y
−T,T .
Even thoughRT (U) is mostly made of non-Markov processes, it still contains infinitely
many Markovian elements. For example, it contains all Langevin dynamics relative to
U , and all of their bridges. But in general it contains more: precisely another Langevin
dynamics relative to a different potential U˜ belongs toRT (U) if and only if∇U = ∇U˜ .
This is due to Krener [21]. All elements of a reciprocal process enjoy a weaker property
than the Markov property: they are time Markov fields, see [25].
Example 1.1. Let U(z) = α2 |z|2 for α > 0. ThenRT (U) contains the Ornstein Uhlenbeck
process with mean reversion, i.e. with drift−αz but also the Orntein Uhlenbeck process
with mean repulsion, i.e. with drift αz. Furthermore, it contains interesting strictly non
Markovian processes. It is showed in [32] that the periodic Ornstein Uhlenbeck process,
i.e. the solution of
dXt = −αXt + dBt, X−T = XT
belongs toRT (U).
1.6. Comparison principle. We fix two potentials U1 and U2 and denote the elements
of the corresponding reciprocal classes P i,µ−T,T , i = 1, 2. In the same way we define
P i,x,y−T,T , i = 1, 2 . U
i is defined as in (2). The following comparison principle is obtained
by combining the representation formula (6) with the standard comparison principles
for SDEs.
Theorem 1.3. Let d = 1 and x, y be fixed. If U i, i = 1, 2 are such that
∀t ∈ [−T, T ], z ∈ R, (U 1 −U 2)′(t, z) ≥ 0.
Then for any µ ∈ P(R × R) there exists a probability space (Ω˜, F˜ , P˜ ) and maps Xi, i = 1, 2
defined on it with the property that Xi#P˜ = P i,µ−T,T and
P
(
X2t ≥ X1t ∀t ∈ [−T, T ]
)
= 1
In particular we have the following corollary concerning bridges.
Corollary 1.2. For any x, y ∈ R there exists a probability space (Ω˜, F˜ , P˜ ) and maps Xi, i =
1, 2 defined on it with the property that Xi#P˜ = P i,x,y−T,T and
P
(
X2t ≥ X1t ∀t ∈ [−T, T ]
)
= 1
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1.7. Bounding the distance between bridges and reciprocal processes. Here, taking
advantage of Stein’s method techniques, we tackle the question of estimating the W1
distance between of P x,y−T,T and the Brownian bridge W
x,y
−T,T and, more generally, of
bounding the distance between Pµ−T,T and W
µ
−T,T for an arbitrary µ. We equip Ω
x,y
−T,T
with the sup-norm ‖ · ‖∞ and say that a functional f : Ω→ R is 1-Lipschitz if and only
if |f(ω′)− f(ω)| ≤ ‖ω − ω′‖∞. TheW1 distance is:
W1(P,Q) = sup
f 1-Lipschitz
|EP (f)− EQ(f)|
The fact that bridges may be viewed as invariant measures of SPDEs (see [2], [31],[17]
and [16]), offers a natural candidate for the Stein equation, which we use to obtain the
following result.
Theorem 1.4. Let U be such that
sup
t∈[−T,T ],z∈Rd
|∇U (s, z)| := ‖∇U ‖∞ < +∞
Then we have:
(15) W1(P
µ
−T,T ,W
µ
−T,T ) ≤ CT 2‖∇U ‖∞
where
C = E
W 0,0
−1,1
(
‖ωs‖∞
∫ 1
−1
|ωs|ds
)
< +∞.
In particular:
(16) W1(P
x,y
−T,T ,W
x,y
−T,T ) ≤ CT 2‖∇U ‖∞
Let us note that similar bounds can be obtained by working with different norms
instead of ‖ · ‖∞, with minor changes from the proof of Theorem 1.4. This result can be
viewed from a broader perspective as one of the instances of a more general method to
compare conditional probabilities, which is developed in the forthcoming article [6].
1.8. Invariant measure and contraction estimates. Here we propose a natural notion
for invariant measure associated with the family {RT (U)}T>0.
Definition. m is an invariant measure if for any µ ∈ P(Rd × Rd), ω0#Pµ−T,T converges
weakly tom as T → +∞.
Using a kind of Girsanov Theorem for bridges proved in [26, Sec. V], it is possible
to view P x,y−T,T as a penalization (in the sense of [35, Sec 1.4]) by an additive functional
of the Brownian bridge. From this angle, the notion of invariant measure we have just
introduced is included in that of Gibbs measure on path space, see [27, Chap. 4] and
references therein. In the next theorem we establish existence when U is convex and
we address the problem of studying how fast ω0#P
µ
−T,T approaches m. We denote by
Wp(·, ·) the p-Wasserstein distance on P(Rd) and by W˜p(·, ·) the p-Wasserstein distance
on P(Rd ×Rd) (see (42) for precise definitions).
Theorem 1.5. Let U be time homogeneous and U satisfy the convexity assumption (3). Then:
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(i) There exist an invariant measurem such that:
(17)
dm
dλ
(z) = exp(−2V (z)), inf
v,z∈Rd:|v|=1
∇2V (z)[v, v] ≥ α.
where λ is the Lebesgue measure on Rd.
(ii) For any T > 0, and any µ, ν ∈ P(Rd × Rd):
(18) Wp(ω0#P
µ
−T,T , ω0#P
ν
−T,T ) ≤
1√
2 cosh(αT )
W˜p(µ, ν)
In particular:
(19) Wp(ω0#P
µ
−T,T ,m) ≤
1√
2 cosh(αT )
W˜p(µ, (ω−T , ωT )#Pˆm)
where Pˆm is the stationary Markov process on C(R,Rd) whose generator is L (see (1)).
As T ↑ +∞, W˜p(µ, (ω−T , ωT )#Pˆm) converges to W˜p(µ,m⊗m), so the bound (19) re-
ally implies an exponential decay ofWp(ω0#P
µ
−T,T ,m). Moreover, W˜p((ω−T , ωT )#Pˆ
m,m⊗
m) can also be quantitatively estimated using the log-concavity ofm, which is granted
by (17). It is possible to derive the following
Corollary 1.3. In the hypothesis of the Theorem, we have:
W˜ p
(
(ω−T , ωT )#Pˆm,m⊗m
)
≤ exp(−2αT )
∫
Rd
( ∫
Rd
(x− y)pm(dy)
)1/p
m(dx)
Remark 1.4. • The existence part of Theorem 1.5 can be proven under the weaker
assumption that U is Kato decomposable using the results of [27, Sec. 4.1,4.2].
To be self contained we prefer not to rely on them and give a direct proof under
the convexity assumption.
• In the language of [27, Sec. 3.10.2] the process Pˆm is the P (φ)1 process for the
potential U .
• As it is clear from the proof of the Theorem, if U is itself convex, the invariant
measure is the same as for the non-pinned dynamics.
Example 1.2. Let α > 0. The above Theorem tells, unsurprisingly, that if U = α2 |z|2,
then RT (U) admits an invariant measure, since U =
α
2 (α|z|2 − 1). However, as we
have seen in the previous example, the process with mean repulsion, whose associated
potential is −α2 |z|2 lies also in RT (U). Therefore the bridges of the Ornstein Uhlenbeck
process with mean repulsion admit an invariant measure, whereas the non conditioned
dynamics clearly doesn’t.
Some heuristics. The reciprocal characteristic has been interpreted as a “mean acceler-
ation” term in the context of Stochastic mechanics , see e.g. [28]. Although this article
does not aim at establishing connections with physics, such interpretation is useful to
better understand our probabilistic results: if one considers the one dimensional ODE{
x˙t = −U ′(t, xt)
x−T = x
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then the acceleration of xt is x¨t = U
′′(xt)U ′(xt)−∂tU ′(t, xt). When adding to the ODE a
“dBt” term to get the Langevin dynamics, one should think that the Brownian motion
produces a change in the mean acceleration by −12U ′′′, so that the mean acceleration of
the Langevin dynamics is U ′. Such intuition has been developed by several authors,
see for example [39],[22], and the forthcoming work [8] (where bridges on Riemannian
manifolds are also considered). Adopting a statistical viewpoint yields another interest-
ing interpretation. Indeed, Krener’s observation can be rephrased by saying that there
is no statistical algorithm that allows to infer the potential U of a Langevin dynamics
from the bridge sample paths. More precisely, one can extract from bridge-samples the
reciprocal characteristic ∇U , and no more. This is just one manifestation of the fact
that conditional distributions carry less information than the full measure.
Theorem 1.3 shows that if U1 and U2 are such that U 1
′ ≥ U 2′, one can couple the xy
bridges of the corresponding Langevin dynamics in such a way that the bridge associ-
ated with U2 lies always above the bridge associated with U1 . This results establishes a
nice parallelism with what is known for ODEs. Indeed, consider two deterministic par-
ticles x1t and x
2
t with constant acceleration u1, u2 with u1 ≥ u2and identical endpoints:{
x¨1t = u1
x1−T = x, x
1
T = y
{
x¨2t = u2
x2−T = x, x
2
T = y
Then it is easy to see, by solving the ODE explicitly that x1t ≤ x2t forall −T ≤ t ≤ T .
Recalling the interpretation of U ′ as a stochastic mean acceleration, our Theorem 1.3
can be viewed as a stochastic version of the particular type of comparison principle for
ODEs we have just outlined in the lines above.
On the same spirit, one obtains an interpretation of Theorem 1.1. Consider two de-
terministic one dimensional particles x1t , x
2
t subject to the same positional acceleration
field of the form U ′(·), for some function U . The particles have the same final position
y but different starting points x1, x2 with x2 > x1. That is,{
x¨1t = U
′(x1t ),
x1−T = x1, x
1
T = y
{
x¨2t = U
′(x2t ),
x2−T = x2, x
2
T = y
Then we have x2t ≥ x1t at any time. Let us now study |x2t − x1t | = x2t − x1t . It is easy to
see that if U is α
2
2 convex, i.e. U
′′ ≥ α2 we have
d2
dt2
(x2t − x1t ) = U ′(x2t )−U ′(x1t ) ≥ α2(x2t − x1t ).
Integrating this differential inequality for x2t − x1t one obtains:
∀ − T ≤ t ≤ T |x2t − x1t | ≤ |x2 − x1|
sinh(α(T − t))
sinh(2αT )
It is natural to wonder whether the same reasoning applied to the “mean stochastic
acceleration” produces the same results. Quite surprisingly it does, as point (iii) of The-
orem 1.1 shows. (Note that there also different final conditions are taken into account).
Again, we stress that the analogy with mechanics has the sole purpose of helping in
understanding the mathematical results, and we make no physical claim.
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1.9. Some remarks about reciprocal processes. As we have seen, some of the results
take their most complete form when applied to the family of reciprocal processes asso-
ciated with a Langevin dynamics. They are constructed as arbitrary bridge-mixtures:
therefore they are not Markov in general but rather time Markov-fields (see [25, Sec.
2]). These processes were introduced by Bernstein [4], who took the inspiration from
Schro¨dinger’s works [36],[37] on the analogies between diffusion processes and quan-
tum dynamics. The series of paper by Jamison [18],[19],[20] initiated a systematic in-
vestigation of their structural properties, and laid the foundations for their application
in the context of Stochastic Mechanics, see for example [26],[42],[10],[40] and references
therein. In this paper we add a new motivation for their study: we construct a natural
class of minimization problems which generalizes the well known Schro¨dinger prob-
lem (see the recent survey [24]) and whose solution is a reciprocal process.
This result generalizes the well known result due to Fo¨llmer [14] that the solution to the
Schro¨dinger problem is one of theMarkovian elements of the reciprocal class.
Proposition 1.1. Let c : R → R≥0 be strictly convex. We define the cost function C(., .) on
P(Ω−T,T ):
C(Q,P ) =
{
EP
(
c
(
dQ
dP
))
, if Q≪ P
+∞, otherwise
Consider the problem
(20) minC(Q,Pµ−T ), Q ∈ P(Ω−T,T ), ω−T#Q = µ, ωT#Q = ν
where Pµ−T is the Langevin dyanmics for U over [−T, T ] with initial distribution µ. Then, if a
solution Qˆ exists, it is inRT (U).
The Schro¨dinger problem is obtained with c(z) = z log z. But other choices are in-
teresting: c(z) = z2 yields the L2-distance when Q ≪ P , and c(z) = z1/2 the Hellinger
distance when Q≪ P .
2. PROOFS OF THE RESULTS
2.1. Proof of Lemma 1.1. In fact, we prove a stronger form of it, which we are using
to prove the next results. We fix two potentials U1 and U2, call P 1,x,y−T,T ,P
2,x,y
−T,T the corre-
sponding bridges and U1,yT , U
2,y
T the bridge-potentials.
Lemma 2.1. The following decomposition holds:
(21) −∇U2,yT (t, z) = −∇U1,yT (t, z) +∇ logψ(t, z)
with
(22) ψ(t, z) := EP 1,z,y
t,T
(
exp
(
−
∫ T
t
U
2 −U 1(s, ωs)ds
))
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Proof. In [26, Sec V] and [9, Sec. 3] a Girsanov Theorem for reciprocal processes, and
hence for bridges, is given. Adapted to our notation, it gives:
dP 2,x,y−T,T
dP 1,x,y−T,T
=
1
ψ(−T, x) exp
(
−
∫ T
−T
U¯ (s, ωs)ds
)
:=M
where ψ is given at (22) and U¯ = U 2 −U 1. Therefore:
(23) Mt := EP 1,x,y
−T,T
[M |Ft] = exp
(
−
∫ t
−T
U¯ (s, ωs)ds
) ψ(t, ωt)
ψ(−T, x)
where {FT }−T≤t≤T is the canonical filtration onΩx,y−T,T . An application of the Feynman-
Kac formula tells that ψ solves:
(24) ∂tψ(t, z) +
1
2
∆ψ(t, z)−∇U1,yT · ∇ψ(t, z) − U¯ (t, z)ψ(t, z) = 0.
The desired boundary condition is easily derived from from (22). Now we rewriteMt
(defined in (23)) as an exponential martingale. Using integration by parts, the PDE (24)
and recalling that under P 1,x,y−T,T the canonical process can be written as
ωt = −
∫ t
−T
∇U1,yT (s, ωs)ds+Bt
for some Brownian motion (Bt)−T≤t≤T , we obtain :
dMt = ψ(t, ωt)d exp
(
−
∫ t
−T
U¯ (s, ωs)ds
)
+ exp
(
−
∫ t
−T
U¯ (s, ωs)ds
)
dψ(t, ωt)
Itoˆ
= −ψ(t, ωt) exp
(
−
∫ t
−T
U¯ (s, ωs)ds
)
U¯ (t, ωt)dt
+ exp
(
−
∫ t
−T
U¯ (s, ωs)ds
)
{∇ψ(t, ωt) · dωt + [∂tψ(t, ωt) + 1
2
∆ψ(t, ωt)]dt}
= exp
(
−
∫ t
−T
U¯ (s, ωs)ds
)
ψ(t, ωt)∇ logψ(t, ωt) · dBt
+ exp
(
−
∫ t
−T
U¯ (s, ωs)ds
)
{∂tψ(t, ωt) + 1
2
∆ψ(t, ωt)−∇U1,y · ∇ψ(t, ωt)− U¯ ψ(t, ωt)}dt
(24)
= Mt∇ logψ(t, ωt) · dBt
ThereforeMt is the exponentialmartingale associatedwith themartingaleAt =
∫ t
−T ∇ logψ(t, ωt)·
dBt. Consider now a smooth function f with bounded derivatives. We know that under
P 1,x,y−T,T the process
Mft := f(ωt)−
∫ t
−T
L˜s(f)(ωs)ds
is a local martingale, where
L˜s(f)(z) =
1
2
∆f(z)−∇U1,y(s, z) · ∇f(z)
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Girsanov’s Theorem tells that under P 2,x,y−T,T
f(ωt)−
∫ t
−T
L˜s(f)(ωs)ds − 〈Mf , A〉t
is a local martingale. A standard computation using Itoˆ isometry yields
〈Mf , A〉t =
∫ t
−T
∇ logψ(s, ωs) · ∇f(ωs)ds
from which the conclusion follows, since P 2,x,y−T,T solves the martingale problem associ-
ated with L˜s +∇ logψ(s, ·) · ∇f . 
2.2. Proof of Theorem 1.1. We prove three preparatory Lemmas: the first one contains
some explicit computations for Ornstein Uhlenbeck bridges.
Lemma 2.2. Let U be such that ∇U = α2z. The following hold:
(i)
∀t ∈ [−T, T ], z, v ∈ Rd : |v| = 1 ∇2UyT (t, z)[v, v] = α coth(α(T − t))
(ii) The following identity in distribution holds for any x, x′, y ∈ Rd:
(25) ∀F measurable, E
Px
′,y
−T,T
(F (ω)) = EPx,y
−T,T
(F (ω + (x′ − x)ξT ))
where
ξT (t) :=
sinh(α(T − t))
sinh(2αT )
(iii) If we define ST : Ω
x,y
−T,T → Ωx,y−1,1 through (STω)t = ωTt it holds that
(26) lim
T↓0
ST#P
x,y
−T,T = δϕ
where ϕt =
(1−t)
2 x+
(1+t)
2 y for t ∈ [−1, 1].
Proof. (i) First, let us observe that if U = α2 |z|2, then∇U = α2z , so w.l.o.g P x,y−T,T is
the bridge of the OU process with mean reversion α. The h-transform formula
tells that
−∇UyT (t, z) = −αz +∇z log p(T − t, z, y)
where p(T − t, z, y) of the Ornstein-Uhlenbeck process. The Ornstein Uhlenbeck
transition density is known explicitly. We have:
log(pT−t(z, y)) = −α
d∑
j=1
(yj − exp(−α(T − t))zj)2
(1− exp(−2α(T − t))) + c
where c is some constant which does not depend on z. With a direct computa-
tion one gets that:
(27) −∇UyT (t, z) = −α[coth(α(T − t))z −
1
sinh(α(T − t))y]
The conclusion then follows by taking another derivative.
14 GIOVANNI CONFORTI ANDMAX VON RENESSE
(ii) LetXt be a solution to
dXt = −∇UyT (t,Xt)dt+ dBt, X−T = x
Then Y := X + (x′ − x)ξT satisfies
dYt = [−∇UyT (t, Yt− (x′−x)ξT (t))+ (x′−x)ξ˙T (t)]dt+ dBt, Y−T = x+(x′−x)ξT (−T )
Since ξT (−T ) = 1, the conclusion follows if we show that −∇UyT (t, z − (x′ −
x)ξT (t)) + (x
′ − x)ξ˙T (t) = ∇UyT (t, z) everywhere. This fact can be checked with
a direct computation using (27).
(iii) Using Brownian scaling and change of variables, an elementary computation
shows that STω#P
x,y
−T,T is distributed as the law of
dXt = T∇UyT (Ts,Xs)ds+
√
TBt, X−1 = x, t ∈ [−1, 1]
Observing that as limT↓0 T∇UyT (T t, z) = (y − z)/(1 − t) and that the solution of
the limiting ODE
ψ˙t =
y − ψt
1− t , ψ−1 = x
is precisely ϕ, the conclusion follows after some standard computations.

The next Lemma is a robust version of the convexity estimate of the former Lemma.
Lemma 2.3. Let (3) hold. Then
∀ − T ≤ t ≤ T, z ∈ Rd, ∇2UyT (t, z)[v, v] ≥ α coth(α(T − t)).
Proof. Using Lemma 2.1 with the choices U1 := α2 |z|2 and U2 := U , we have
U2,yT (t, z)−U1,yT (t, z) = UyT (t, z)−U1,yT (t, z) = − logEP 1,z,y
t,T
(
exp(−
∫ T
t
U (ωs)− α
2
2
|ωs|2ds)
)
︸ ︷︷ ︸
(∗)
where P 1,z,yt,T is the Ornstein-Uhlenbeck bridge (i.e. U(z) =
α
2 |z|2).
Defining U¯ (z) := U (z)− α22 |z|2 we can rewrite (∗) by discretizing time as
(28) lim
N↑+∞
∫
Rd(N−1)
exp
(∑n−1
i=0 −U¯ (xi)(T − t)/N + log(p(T−t)/N (xi, xi+1)
)
dx1..dxn−1∫
Rd(N−1)
exp
(∑n−1
i=0 + log(p(T−t)/N (xi, xi+1)
)
dx1..dxn−1
where p(T−t)/N (., .) is the transition density of the (non pinned) Ornstein Uhlenbeck
process andwe adopted the convention that x0 = z, xn = y. The hypothesis (3) tells that
U¯ is a convex function. Moreover, since the Ornstein Uhlenbeck process is a Gaussian
process, the function
∑n−1
i=0 log(p(T−t)/N )(xi, xi+1) is, up to an affine transformation, a
negative quadratic form in the variables z = x0, x1..., xN = y . These observations
entitle us to apply Pre´kopa-Leindler inequality in one of its quantitative versions, see
e.g. [5, Th. 4.3] or [38, Th.13.13] to conclude that for any N the quantity in (28), viewed
as function of y and z, is log-concave. Passing to the limit as N → +∞ we obtain that
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(∗) is log-concave as a function of z (and y). Therefore for any t ∈ [−T, T ] and z, v ∈ Rd
such that |v| = 1we have:
∇2UyT (t, z)[v, v] ≥ ∇2U1,yT (t, z)[v, v] = α coth(α(T − t)),
where, since U1 = α2 |z|2, we used the explicit calculations of point (i) of Lemma 2.2 to
derive the last equality . 
The third Lemma is about time reversal.
Lemma 2.4. Fix T > 0, and let U be time-homogeneous. Denote by ω∗ the time reversal of ω,
i.e. (ω∗t )−T≤t≤T = (ω−t)−T≤t≤T . We have the following equality in distribution:
ω∗#P x,y−T,T = P
y,x
−T,T .
Proof. First, observe that if U is time-homogeneous, then so is U . Using the Girsanov
Theorem as in [26]:
dP x,y−T,T
dW x,y−T,T
=
exp(− ∫ T−T U (ωs)ds)
EW x,y
−T,T
(exp(− ∫ T−T U (ωs)ds))
It is easy to see that the conclusion holds for the Brownian bridge, i.e.
ω∗#W x,y−T,T =W
y,x
−T,T
But then, observing that
∫ T
−T U (ωs)ds =
∫ T
−T U (ω
∗
s)ds, we have, for any test function
G:
EPx,y
−T,T
(G(ω∗)) =
1
EW x,y
−T,T
(exp(− ∫ T−T U (ωs)ds))EW x,y−T,T
(
exp(−
∫ T
−T
U (ωs)ds)G(ω
∗)
)
=
1
EW x,y
−T,T
(exp(− ∫ T−T U (ω∗s)ds))EW x,y−T,T
(
exp(−
∫ T
−T
U (ω∗s)ds)G(ω
∗)
)
=
1
EW y,x
−T,T
(exp(− ∫ T−T U (ωs)ds))EW y,x−T,T
(
exp(−
∫ T
−T
U (ωs)ds)G(ω)
)
= EP y,x
−T,T
(G(ω))
from which the conclusion follows, as G is arbitrary. 
We can now prove Theorem 1.1. In the proof, we call a coupling of two probabil-
ity measures P i, i = 1, 2 any coupling (X1,X2) of two random variables whose image
measure are P 1 and P 2 respectively.
Proof. (ii) ⇒ (i) Let v ∈ Rd, |v| = 1 and define f(z) = v · z. Moreover define for
i = 1, .., d:
ϕi(t) = ∂xiEPx,y
−T,T
f(ωt), ϕ(t) = (ϕ
1, ..., ϕd)(t).
Using the fact that |ϕ(−T )| = |∇xf(x)| = |v| = 1, the gradient estimate (4) can be
rewritten as:
|ϕ(t)| − |ϕ(−T )| ≤ sinh(α(T − t))
sinh(2αT )
− 1
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Differentiating the above inequality at t = −T we get, using again |ϕ(−T )| = 1 and
ϕ(−T ) = v:
(29) v · ∂tϕ(−T ) ≤ −α coth(2αT )
Exchanging space and time derivatives:
∂tϕ
i(−T ) = ∂xi∂tEPx,y
−T,T
f(ωt)
= ∂xi
(1
2
∆f(x)−∇UyT (−T, x) · ∇f(x)
)
= −
d∑
j=1
vj∂xi∂xjU
y
T (−T, x)
Plugging this into (29) we obtain
−∇2UyT (−T, x)[v, v] ≤ −α coth(2αT )
Using the representation for UyT given at (21) with the choices U
1 = α2 |z|2, U2 = U , the
inequality above together with point (i) of Lemma 2.2 imply that
(30)
∇2 logψ(−T, x)[v, v] ≤ 0, where ψ(−T, z) = EP 1,x,y
−T,T
exp
(
−
∫ T
−T
U˜ (ωs)ds
)
, U˜ := U (z)−α
2
2
|z|2+dα,
and we recall that with the choices made P 1,x,y−T,T is the Ornstein Uhlenbeck bridge. (30)
is equivalent to:
(31) ∇2ψ(−T, x)[v, v]ψ(−T, x) − (∇ψ(−T, x) · v)2 ≤ 0
Using the equality in distribution (25) from point (ii) of Lemma 2.2 and the definition
of ψ, we obtain
ψ(−T, x+εv) = E
P 1,x+εv,y
−T,T
exp
(
−
∫ T
−T
U˜ (ωt)dt
)
= E
P 1,x,y
−T,T
exp
(
−
∫ T
−T
U˜ (ωt+εvξT (t))dt
)
We can use this last identity to compute the spatial derivatives of ψ. To ease notation,
we define
MT := exp
(
−
∫ T
−T
U˜ (ωt)dt
)
We then obtain, after some computations:
∇2ψ(−T, x)[v, v]ψ(−T, x) = −E
P 1,x,y
−T,T
(
MT
∫ T
−T
∇2U˜ (ωt)[v, v]ξ2T (t)dt
)
ψ(−T, x)
+ EP 1,x,y
−T,T
(
MT
( ∫ T
−T
∇U˜ (ωt) · v ξT (t)dt
)2)
ψ(−T, x)
and
(∇ψ(−T, x) · v)2 =
[
EP 1,x,y
−T,T
(
MT
∫ T
−T
∇U˜ (ωt) · v ξT (t)dt
)]2
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Observing that ψ(−T, x) = EP 1,x,y
−T,T
(MT ) we can use Cauchy-Schwarz inequality to
conclude that
EP 1,x,y
−T,T
(
MT
( ∫ T
−T
∇U˜ (ωt)·v ξT (t)dt
)2)
ψ(−T, x)−
[
EP 1,x,y
−T,T
(
MT
∫ T
−T
∇U˜ (ωt) · v ξT (t)dt
)]2
≥ 0.
Using this last fact and that ψ(−T, x) > 0, (31) implies that for all T > 0:
(32) E
P 1,x,y
−T,T
(
MT
∫ T
−T
∇2U˜ (ωt)[v, v]ξ2T (t)dt
)
≥ 0
Recalling the definition of ST at point (iii) of Lemma 2.2 we can rewrite:
1
T
EP 1,x,y
−T,T
(
MT
∫ T
−T
∇2U˜ [v, v](ωt)ξ2T (t)dt
)
= EP 1,x,y
−T,T
(
(M1)
T (STω)
∫ 1
−1
∇2U˜ ((STω)t)[v, v]ξ2T (T t)dt
)
Setting y = x, equation (26) from point (iii) of Lemma 2.2 and the fact that limT↓0 ξT (T t) =
(1−t)
2 we have that
lim
T→0
1
T
E
P 1,x,x
−T,T
(
MT
∫ T
−T
∇2U˜ (ωt)[v, v]ξT (t)dt
)
=
2
3
∇2U˜ (x)[v, v],
and because of (32) we can conclude that ∇2U˜ (x)[v, v] ≥ 0. Recalling the definition of
U˜ given at (30) the conclusion follows, since x and v arbitrarily chosen.
(i) ⇒ (iii) We proceed as follows: we first show that there exist a coupling (X1,X2)
of P x1,y1T,T and P
x2,y1
T,T such that
(33) |X1t −X2t | ≤ |x2 − x1|
sinh(α(T − t))
sinh(2αT )
holds almost surely for any −T ≤ t ≤ T . Next we show that there exist a coupling
(Y 1, Y 2) of P x2,y1T,T and P
x2,y2
T,T such that
(34) |Y 1t − Y 2t | ≤ |y2 − y1|
sinh(α(T + t))
sinh(2αT )
holds almost surely for any −T ≤ t ≤ T . From the existence of these two couplings, it
is then easy to deduce the conclusion.
Let us proceed with the first step. Consider some Brownian motion (Bt)−T≤t≤T and
for i = 1, 2 let Xi be a strong solution for
dXit = −∇Uy
1
T (t,X
i
t )dt+ dBt, X
i
−T = x
i
We have, using standard computations, and the convexity estimate from Lemma 2.3:
|X1t −X2t |2 − |X1s −X2s |2
= 2
∫ t
s
(X1r −X2r ) · (∇Uy2,T (X2r )−∇Uy1,T (X1r ))dr
≤ −2α
∫ t
s
coth(α(T − r))|X1r −X2r |2dr
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Therefore the function ϕ(t) := |X1t −X2t |2 satisfies the differential inequality:
ϕ˙t ≤ −2α coth(α(T − t))ϕt ϕ−T = |x2 − x1|2
Integrating this differential inequality and taking the square root we obtain (33). In the
same way, one shows the existence of a coupling (Z1, Z2) of P y1,x2−T,T and P
y2,x2
−T,T such that
|Z1t − Z2t | ≤ |y2 − y1|
sinh(α(T − t))
sinh(2αT )
hold almost surely for any −T ≤ t ≤ T . But then thanks to the time reversal relation of
Lemma (2.4) we have that (Y 1, Y 2) := ((Z1)∗, (Z2)∗) is a coupling of P
x2,y1
−T,T and P
x2,y2
−T,T
such that (34) holds.
(iii) ⇒ (ii) The fact that a coupling implies a gradient estimate is well known, and
can be proven easily by considering expectations in (33) ,(34) and diffeentiating in the
x and y variable respectively. 
2.3. Proof of Theorem 1.2. We first prove the following characterization of the Orn-
stein Uhlenbeck bridge based on the results of [33].
Lemma 2.5. Let ∇U = α2z. Then P 0,0−T,T is a centred Gaussian process on Ω0,0−T,T such that
for all g, h ∈ H :
E
P 0,0
−T,T
(∫ T
−T
ht · dωt
∫ T
−T
gt · dωt
)
:= 〈h, g〉α
Proof. Theorem 4.1 in [33] is a characterization of P 0,0−T,T implying that for any smooth
test function F and any ϕ ∈ H satisfying the loop condition ∫ T−T ϕtdt = 0 the formula
E
P 0,0
−T,T
(
〈DF,ϕ〉H
)
= E
P 0,0
−T,T
(
F
∫ T
−T
(
ϕt − α2
∫ t
−T
∫ s
−T
ϕrdr ds
)
· dωt
)
holds, where DF is the Malliavin derivative. Fix h, g and let ϕ be defined by (11). We
observe that ϕ satisfies by construction the loop condition. If we choose F =
∫ T
−T gt ·dωt,
then 〈DF,ϕ〉H = 〈ϕ, g〉H . Using (11) and taking advantage of the fact that
∫ T
−T c·dωt = 0
almost surely for any constant c since P 0,0−T,T (ωT = ω−T = 0) = 1:
〈ϕ, g〉H = EP 0,0
−T,T
(∫ T
−T
gt · dωt
∫ T
−T
ht · dωt
)
which is the desired conclusion. 
We can get back to the proof of the Theorem.
Proof. Let F = f
( ∫ T
−T h
1
t · dωt, ..,
∫ T
−T h
n
t · dωt
)
. W.l.o.g. we can assume that 〈hi, hj〉α =
δij . This means,thanks to Lemma 2.5, that under the bridge of the Ornstein-Uhelnbeck
processwithmean reversionα (whichwe call αP 0,0−T,T ) the law
αµ := (
∫ T
−T h
1
t ·dωt, ..,
∫ T
−T h
n
t ·
dωt)#
αP 0,0−T,T is a centred Gaussian with identity covariance matrix. If we define
µ := (
∫ T
−T
h1t · dωt, ..,
∫ T
−T
hnt · dωt)#P 0,0−T,T
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we have that
dµ
dαµ
(z1, .., zn) ∝ EαP 0,0
−T,T
[
exp
(
−
∫ T
−T
U (s, ωs)dt
)∣∣∣ ∫ T
−T
h1t ·dωt = z1, ..,
∫ T
−T
hnt ·dωt = zn
]
Using again the quantitative version of Prekopa Leindler inequality (see [38, Th.13.3])
as in the proof of Lemma 2.3 one has that dµdαµ is log concave. Therefore µ has a log
concave density against the standard normal distribution. Using well known results
(see e.g. [23, Thm 5.2]) we obtain that µ satisfies the LSI onRnwith constant 2. Therefore
(35) Eµ(f log f)−Eµ(f) logEµ(f) ≤ 2Eµ
( 1
f
n∑
j=1
|∂if |2
)
,
which means
EP 0,0
−T,T
(F logF )−EP 0,0
−T,T
(F ) logEP 0,0
−T,T
(F ) ≤ 2EP 0,0
−T,T
( 1
F
n∑
i=1
|∂if |2
( ∫ T
−T
h1t ·dωt, ..,
∫ T
−T
hnt ·dωt
))
Since 〈hi, hj〉α = δij ,
n∑
i=1
|∂if |2
( ∫ T
−T
h1t · dωt, ..,
∫ T
−T
hnt · dωt
)
= 〈DF,DF 〉2α
from which the conclusion follows. 
Here is the proof of Corollary 1.1.
Proof. Fix t > 0 and let his := 1[−T,t](s)ei for i = 1, .., d , where ei is the i-th vector of
the canonical basis of Rd. Then we have that f
(∫ T
−T h
1
t dωt, ..,
∫ T
−T h
d
t dωt) = f(ωt). The
inequality, applied to the simple functional F (ω) = f(ωt) = f
( ∫ T
−T h
1
t · dωt, ..,
∫ T
−T h
d
t ·
dωt) tells that the entropy of F is bounded by:
2
d∑
i=1
(∂if(ωt))
2〈hi, ϕi〉α
where any i = 1, .., d ϕi is the solution of the equation (11). It can be verified with a
direct computation that
ϕis =
[sinh(α(T − t))
sinh(2αT )
cosh(α(T + s))− 1[t,T ](s) cosh(α(s − t))
]
ei.
This means that, independently from iwe have:
〈hi, ϕi〉α = sinh(α(T − t))
sinh(2αT )
∫ t
−T
cosh(α(T + s))ds =
sinh(α(T − t)) sinh(α(T + t))
α sinh(2αT )
Summing up, we have proven that ωt#P
0,0
−T,T satisfies the Logarithmic Sobolev inequal-
ity on Rd with coefficient 2 sinh(α(T−t)) sinh(α(T+t))α sinh(2αT ) . The fact that the LSI implies the de-
sired concentration bound is well known, see e.g. [23, Th. 5.3]. 
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2.4. Proof of Theorem 1.3 and Corollary 1.2. First, let us observe that if Corollary 1.2
is proven, Theorem 1.3 follows by mixing over the bridge endpoints. Therefore, let us
focus on the proof of the Corollary.
Proof. According to Lemma 2.1, the drift of P 2,x,y−T,T is:
−∂zU1,y,T (t, z) + ∂z logEP 1,z,y
t,T
(
exp
(
−
∫ T
t
[U 2 −U 1](s, ωs)ds
))
Using this representation we observe if we could show that for any t the function
z 7→ E
P 1,z,y
t,T
(
exp
( ∫ T
t [U
1 −U 2](s, ωs)ds
))
is increasing, we would be done, thanks to
the standard comparison principle for SDEs such as [30, Ch.IX, Thm 3.7]. To do this,
we need to first introduce some notation. For two paths ω, ω˜ ∈ Ωt,T we write ω  ω˜
if and only if ωs ≤ ω˜s for all t ≤ s ≤ T . We say that a functional F is increasing if
F (ω) ≤ F (ω˜) whenever ω  ω˜. Take now z˜ ≥ z. Since P 1,z,yt,T and P 1,z˜,yt,T are the laws
of two one dimensional diffusion processes with the same generator and z˜ ≥ z the
comparison principle for SDE tells that we can find a probability space (Ω˜, F˜, P˜ ) and
two mapsXz ,X z˜ defined on it such that
Xz#P˜ = P 1,z,yt,T ,X
z˜#P˜ = P 1,z˜,yt,T , andX
z  X z˜ P˜ − almost surely.
Take now any increasing functional F . We have
EP 1,z,y
t,T
(F (ω)) = EP˜ (F (X
z)) ≤ EP˜ (F (X z˜)) = EP 1,z˜,y
t,T
(F (ω))
so that z 7→ EP 1,z,y
t,T
(F ) is an increasing function. The hypothesis of the Theorem makes
sure that ω 7→ exp
( ∫ T
t [U
1 − U 2](s, ωs)ds
)
is an increasing functional. Therefore, for
any t, the function z 7→ EP 1,z,y
t,T
(
exp
( ∫ T
t U
1−U 2(s, ωs)ds
))
is increasing, which is the
desired conclusion. 
2.5. Proof of Theorem 1.4. For f twice Freche´t differentiable w.r.t. to ‖.‖∞ we write
Df(ω)[ω′] for the directional derivative of f at ω in direction ω′. Similarly, we write
D2f(ω)[ω′, ω′′] for the second derivative. If ω′ = ω′′ we simply write D2f(ω)[ω′]. The
proof relies on the following Lemma, where we construct and splve a Stein equation
for the Brownian bridge, following closely the ideas of [2] for the Brownian motion.
Lemma 2.6. Consider the semigroup (Su)u≥0 on Ω
x,y
−T,T defined for any f bounded and con-
tinuous by:
(36) Suf(ω) =
∫
Ω0,0
−T,T
f(ωe−u + σ(u)ω˜ + (1− e−u)ϕ)W 0,0−T,T (dω˜)
where σ(u) = (1− e−2u)1/2 and ϕt = (T−t)2T x+ (T+t)2T y. The following holds:
(i) For any twice Freche´t differentiable f the generator A of (Su)u≥0 is
(37) A f(ω) = −Df(ω)[ω − ϕ] +
∫
Ω0,0
−T,T
D2f(ω)[ω˜]W 0,0−T,T (dω˜).
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(ii) W x,y−T,T satisfies the integration by parts formula:
(38) EW x,y
−T,T
(fA g) = EW x,y
−T,T
(gA f)
for all smooth f, g. In particular, EW x,y
−T,T
(A f) = 0.
(iii) Let f be 1-Lipschitz and EW x,y
−T,T
(f) = 0. The solution to the equation
A g(ω) = f(ω)
is given by
(39) g(ω) = −
∫ +∞
0
Suf(ω)du
and g is 1-Lipschitz as well.
(iv) P x,y−T,T satisfies the formula
(40) EPx,y
−T,T
(
AU f
)
= 0
where
(41) AU f = A f −
∫
Ω0,0
−T,T
∫ T
−T
[
Df(ω)[ω˜]∇U (s, ωs) · ω˜s
]
dsW 0,0−T,T (dω˜)
Proof. To ease the notation, we only prove the Lemma for x = y = 0. The case of
general x, y can be proven along the same lines with minimal changes. The proof of (i)
amounts to the observation that the discussion preceding Theorem 1 in [2] is valid for
any Gaussian process and not just the Brownian motion: for this reason, we skip the
details here. To prove (ii) we show that
E
W 0,0
−T,T
(fSug) = EW 0,0
−T,T
(Sufg)
from which the conclusion follows. Observe that we can rewrite:
EW 0,0
−T,T
(fSug) =
∫
Ω0,0
−T,T
×Ω0,0
−T,T
f(ω)g(e−uω + σ(u)ω˜)W 0,0−T,T ⊗W 0,0−T,T (dω dω˜).
As it can be verifiedwith a direct computation, image measure ofW 0,0−T,T⊗W 0,0−T,T under
the mapping
(ω, ω˜) 7→ (σ(u)ω − e−uω˜, e−uω + σ(u)ω˜) := (ω1, ω˜1)
is againW 0,0−T,T ⊗W 0,0−T,T . By definition we have ω = e−uω˜1 + σ(u)ω1, so that∫
f(ω)g(exp(−u)ω + σ(u)ω˜)W 0,0−T,T ⊗W 0,0−T,T (dω dω˜)
=
∫
f(e−uω˜1 + σ(u)ω1)g(ω˜1)W
0,0
−T,T ⊗W 0,0−T,T (dω1 dω˜1)
= EW 0,0
−T,T
((Suf)g)
which is the desired result. Let us prove (iii): the proof that g is well defined and solves
the Stein equation is a standard computation using the fact thatW 0,0−T,T is the reversible
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measure for A . The fact that g is 1-Lipschitz also follows from the definition of g and
the explicit expression for Su given at (36).
To prove (iv) we recall the Girsanov Theorem for bridges:
dP 0,0−T,T
dW 0,0−T,T
=
1
Z
exp(−
∫ T
−T
U (s, ωs)ds) := M
Using the product rule and the integration by parts for the invariant measure we have
for all f :
0 = EW 0,0
−T,T
(
A (fM)
)
= EW 0,0
−T,T
(
MA f + fAM + 2
∫
Ω0,0
−T,T
Df [ω˜]DM [ω˜]W 0,0−T,T (dω˜)
)
= 2EW 0,0
−T,T
(
M{A f +
∫
Ω0,0
−T,T
Df [ω˜]D logM [ω˜]W 0,0−T,T (dω˜)}
)
= 2E
P 0,0
−T,T
(
A f +
∫
Ω0,0
−T,T
Df [ω˜]D logM [ω˜]W 0,0−T,T (dω˜)
)
It can be checked with a direct computation that:
D logM(ω)[ω˜] = −
∫ T
−T
∇U (s, ωs) · ω˜sds
which gives the conclusion.

At this point, the proof of Theorem 1.4 is almost straightforward.
Proof. Let f be 1-Lipschitz and x, y be fixed. Then we have, using (39), (40) and (41):
|EPx,y
−T,T
(f)− EW x,y
−T,T
(f)| = |EPx,y
−T,T
(A g)| = |EPx,y
−T,T
(A g −AU g)|
=
∫
Ωx,y
−T,T
×Ω0,0
−T,T
Dg(ω)[ω˜]
∫ T
−T
∇U (s, ωs) · ω˜sdsP x,y−T,T (dω)⊗W 0,0−T,T (dω˜)
Since g is 1-Lipschitz we have: |Dg(ω)[ω˜]| ≤ ‖ω˜‖∞. Moreover, using Cauchy-Schwartz
inequality we have |∇U (s, ωs) · ω˜s| ≤ ‖∇U ‖∞|ω˜s|, Therefore we get:
|EPx,y
−T,T
(f)− EW x,y
−T,T
(f)| ≤ ‖∇U ‖∞EW 0,0
−T,T
(
‖ω˜‖∞
∫ T
−T
|ω˜s|ds
)
= ‖∇U ‖∞TEW 0,0
−T,T
(
sup
s∈[−1,1]
|ω˜Ts|
∫ 1
−1
|ω˜Ts|ds
)
Define now Zs(ω˜)
1√
T
ST (ω˜) (see point (iii) of lemma 2.2 for the definition of St). It is
easy to check that ZT#W
0,0
−T,T = W
0,0
−1,1. Using this distributional equality in the above
equation proves (16). To pass to a general µ ∈ P(Rd × Rd) we observe that, because
of the fact that (ω−T , ωT )#P
µ
−T,T = (ω−T , ωT )#W
µ
−T,T = µ we have for any 1-Lipschitz
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function f :
|EPµ
−T,T
(f)− EWµ
−T,T
(f)| = |
∫
Rd×Rd
EPx,y
−T,T
(f)− EW x,y
−T,T
(f)µ(dxdy)|
≤ |
∫
Rd×Rd
W1(P
x,y
−T,T ,W
x,y
−T,T )µ(dxdy)|
Using the bound on the Wasserstein distance for the bridge case, which does not de-
pend on x, y, (15) follows. 
2.6. Proof of Theorem 1.5. We begin by proving point (i).
Proof. First, let us observe that we can reduce ourselves to show that ω0#P
x,y
−T,T → m
for all x, y ∈ Rd. Next, we claim that if we can find a convex potential V such that
∇V (z) = ∇U (z) everywhere on Rd, the existence of m is proven. To see this, assume
that such V exists and denote byQx,y−T,T the bridge of the Langevin dynamics associated
with V . It is well known (see e.g. [21],[7]) that:
∀x, y ∈ Rd, T > 0 Qx,y−T,T = P x,y−T,T .
If we denote by qt(x, y) the transition kernel of ∂t − 12∆ +∇V · ∇, we have that the
density of ω0#P
x,y
−T,T (= ω0#Q
x,y
−T,T ) w.r.t. to the Lebesgue measure is:
ϕx,y−T,T (z) =
qT (x, z)qT (z, y)
q2T (x, y)
Since V is convex, the corresponding Langevin dynamics converges to the invariant
measurem = 1Z exp(−2V )λ. In particular
qT (x, z) → 1
Z
exp(−2V (z)), qT (z, y)→ 1
Z
exp(−2V (y)), qT (z, y) → 1
Z
exp(−2V (y))
and therefore ϕx,y−T,T (z) → 1Z exp(−2V (z)), proving the existence of an invariant mea-
sure. Now we show that if U satisfies (3), such potential V can be found. Consider the
Schro¨dinger operator−12∆+U . Since U is uniformly convex, lim|z|→+∞U (z) = +∞.
This is known to be a sufficient condition to ensure the existence of a ground state ψ
for this operator. We call k the principal eigenvalue. Since the ground state is every-
where positive, V := − logψ is well defined. A simple manipulation of the equation
−12∆ψ + U ψ = kψ shows that V solves
1
2
|∇V |2 − 1
2
∆V + k = U
But this exactly means that V + k = U and therefore ∇V = ∇U . Thanks to the
convexity assumption (3) we are entitled to apply Theorem 6.1 of [5]. It tells that
ψ(z) = exp(−1/2α|z|2)φ(z), where φ is log-concave. This immediately gives the de-
sired conclusion about convexity of V . 
Let us introduce some notation for the proof of (ii).
We denote the typical element of Rd×Rd by (x1, x2) and couplings of measures (δ, ρ)
on Rd by pi. The set of all couplings is denoted Π(δ, ρ). We denote ((x˜1, y˜1), (x˜2, y˜2)) the
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typical element of (Rd×Rd)× (Rd×Rd). A coupling of two probability measures µ and
ν on Rd × Rd is denoted p˜i and Π˜(µ, ν) is the set of couplings.
Recall the definition of p-Wasserstein distance of two measures on Rd, for p ≥ 1 :
(42) Wp(δ, ρ) = inf
pi∈Π(δ,ρ)
(∫
|x2 − x1|p dpi
)1/p
The p-Wasserstein distance W˜p(·, ·) for measures on Rd × Rd is defined in the same
way. We can now prove (ii).
Proof. Fix p ≥ 1 and let p˜i be an optimal coupling for W˜p(µ, ν) . Then define pi ∈
Π(ω0#P
µ
−T,T , ω0#P
ν
−T,T ) via∫
Rd×Rd
f(x1, x2)dpi =
∫
E(f(X x˜1,y˜1,T0 ,X
x˜2,y˜2,T
0 ))dp˜i
where (X x˜1,y˜1,T ,X x˜2,y˜2,T ) is a coupling of P x˜1,y˜1−T,T and P
x˜2,y˜2
−T,T such that
|X x˜1,y˜1,Tt −X x˜2,y˜2,Tt | ≤
sinh(α(T − t))
sinh(2αT )
|x˜2 − x˜1|+ sinh(α(T + t))
sinh(2αT )
|y˜2 − y˜1| ∀ t ∈ [−T, T ]
holds almost surely. Such a coupling can be constructed thanks to Theorem 1.1. It is
easy to see that pi ∈ Π(ω0#Pµ−T,T , ω0#P ν−T,T ). But then:
Wp(ω0#P
µ
−T,T , ω0#P
ν
−T,T )
p ≤
∫
|x2 − x1|pdpi
=
∫
E(|X x˜2,y˜2,T0 −X x˜1,y˜1,T0 |p)dp˜i
≤ sinh(αT )
sinh(2αT )
p ∫
[|x˜2 − x˜1|+ |y˜2 − y˜1|]p dp˜i
= (2 cosh(αT ))−p 2p/2
∫
|(x˜2, y˜2)− (x˜1, y˜2)|pdp˜i
= (
√
2 cosh(αT ))−p W˜p(µ, ν)p
which proves (18). To prove (19) we first observe that Pˆm is well defined as V is convex,
(see (17)). By construction, Pˆm−T,T := ((ωt)t∈[−T,T ])#Pˆ
m ∈ RT (U) because ∇U = ∇V .
The conclusion follows with application of the estimate (18) to Pµ−T,T and Pˆ
m
−T,T . 
2.7. Proof of Proposition 1.1.
Proof. We first show that for any Q ∈ P(Ω−T,T )
(43) C(Q,Pµ−T ) ≥ C(q, p)
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where q = (ω−T , ωT )#Q and p = (ω−T , ωT )#P
µ
−T . Indeed we have, using conditional
Jensen’s inequality:
EPµ
−T
(
c
( dQ
dPµ−T
))
= Ep
(
EPµ
−T
[
c(
dQ
dPµ−T
)
∣∣∣ω−T , ωT ])
≥ Ep
(
c
(
EPµ
−T
[ dQ
dPµ−T
∣∣∣ω−T , ωT ]))
= Ep
(
c
(dq
dp
))
= C(q, p)
Next, we shall show that:
(44) Q≪ Pµ−T , Q ∈ RT (U)⇒ C(Q,Pµ−T ) = C(q, p).
Indeed, under the above assumption dQ
dPµ
−T
is (ω−T , ωT )-measurable, see e.g. [25, Thm
2.13]. Therefore:
EPµ
−T
(
c
( dQ
dPµ−T
))
= Ep
(
c
(
EPµ
−T
[ dQ
dPµ−T
∣∣∣ω−T , ωT ])) = Ep(c(dq
dp
))
= c
(
q, p
)
Let now Qˆ be the optimal solution of (20): such solution has to be unique as c is
strictly convex. Consider now the measure P pˆi−T,T (see (14) for the definition ) where
pˆi = (ω−T , ωT )#Qˆ. By construction P pˆi−T,T ∈ RT (U), P pˆi−T,T ≪ Pµ−T and (ω−T , ωT )#Qˆ =
(ω−T , ωT )#P pˆi−T,T = pˆi. Using this, equation (43) and then (44):
c(Qˆ, Pµ−T ) ≥ c(pˆi, p) = c(P pˆi−T,T , Pµ−T )
By optimality of Qˆ and uniqueness, it must be that Qˆ = P pˆi−T, T and hence Qˆ ∈ RT (U).

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