For the classical Euler's elastic problem, conjugate points are described. Inflectional elasticae admit the first conjugate point between the first and the third inflection points. All the rest elasticae do not have conjugate points.
Introduction
This work is devoted to the study of the following problem considered by Leonhard Euler [7] . Given an elastic rod in the plane with fixed endpoints and tangents at the endpoints, one should determine possible profiles of the rod under the given boundary conditions. Euler's problem can be stated as the following optimal control problem: where the integral J evaluates the elastic energy of the rod. This paper is an immediate continuation of our previous work [11] , which contained the following material: history of the problem, description of attainable set, proof of existence and boundedness of optimal controls, parametrization of extremals by Jacobi's functions, description of discrete symmetries and the corresponding Maxwell points. In this work we widely use the notation, definitions, and results of work [11] .
Leonhard Euler described extremal trajectories of problem (1.1)-(1.6), their projections to the plane (x, y) being called Euler elasticae. Although, the question of optimality of elasticae remained open. Our aim is to characterize global and local optimality of Euler elasticae. Short segments of elasticae are optimal. The main result of the previous work [11] in this direction was an upper bound on cut points, i.e., points where elasticae lose their global optimality. In this work we describe conjugate points along elasticae; we obtain precise bounds for the first conjugate point, where the elasticae lose their local optimality.
Each inflectional elastica contains an infinite number of conjugate points. The first conjugate point occurs between Maxwell points; visually, the first conjugate point is located between the first and the third inflection point of the elastica.
All the rest elasticae do not contain conjugate points. Notice that Max Born proved in his thesis [5] that if an elastic arc is free of inflection points, then it does not contain conjugate points, so in this part we repeated Max Born's result. Although, our method of proof is more flexible, and we believe that it will be useful for the study of conjugate points in other optimal control problems.
This work has the following structure. In Sec. 2 we review some basic facts of the theory of conjugate points along regular extremals of optimal control problems. These facts are rather well known, but are scattered through the literature. The main facts of this theory necessary for us are the following:
(1) An instant t > 0 is a conjugate point iff the exponential mapping for time t is degenerate; (2) Morse index of the second variation of the endpoint mapping along an extremal is equal to the number of conjugate points with account of their multiplicity; (3) Morse index is equal to Maslov index of the curve in a Lagrange Grassmanian obtained by linearization of the flow of the Hamiltonian system of Pontryagin Maximum Principle; (4) Maslov index is invariant under homotopies of extremals provided that their endpoints are not conjugate. We apply this theory for description of conjugate points in Euler's problem. In Section 3 we obtain estimates for the first conjugate point on inflectional elasticae. Moreover, we improve our result of work [11] on the upper bound of cut time on inflectional elasticae. In Section 4 we show that all the rest elasticae do not contain conjugate points. In Section 5 we present some final remarks on results obtained in this paper and discuss their possible consequences for future work.
In this work we use extensively Jacobi's functions, see [8, 13] . We apply the system "Mathematica" [14] to carry out complicated calculations and to produce illustrations.
Conjugate points, Morse index, and Maslov index
In this section we recall some basic facts from the theory of conjugate points in optimal control problems, see [1] [2] [3] [4] 12] .
Optimal control problem and Hamiltonians
We consider an optimal control problem of the forṁ q = f (q, u), q ∈ M, u ∈ U ⊂ R m , (2.1)
2)
[u] = t1 0 ϕ(q(t), u(t)) dt → min, (2.3) where M is a finite-dimensional analytic manifold, f (q, u) and ϕ(q, u) are analytic in (q, u) families of vector fields and functions on M depending on the control parameter u ∈ U , and U an open subset of R m . Admissible controls are u(·) ∈ L ∞ [0, t 1 ], and admissible trajectories q(·) are Lipschitzian. Let
be the normal Hamiltonian of PMP for the problem (2.1)-(2.3). Fix a triple ( u(t), λ t , q(t)) consisting of a normal extremal control u(t), the corresponding extremal λ t , and the extremal trajectory q(t) for the problem (2.1)-(2.3).
In the sequel we suppose that the following hypothesis holds:
(H1) For all λ ∈ T * M and u ∈ U , the quadratic form
Notice that condition (H1) implies the strong Legendre condition along an extremal pair ( u(t), λ t ):
i.e., the extremal λ t is regular [2] . Moreover, we assume also that the following condition is satisfied:
In terms of work [1] , condition (H2) means that T * M is a regular domain of the Hamiltonian h u (λ). Condition (H1) means that the function u → h u (λ) has no maximum points in addition toū(λ). At the maximum point
By implicit function theorem, the mapping λ →ū(λ) is analytic. The maximized Hamiltonian H(λ) = hū (λ) (λ), λ ∈ T * M , is also analytic. The extremal λ t is a trajectory of the corresponding Hamiltonian vector field:λ t = H(λ t ), and the extremal control is u(t) =ū(λ t ).
Second variation and its Morse index
Consider the endpoint mapping for problem (2.1)-(2.3):
where q u (·) is the trajectory of the control system (2.1) with the initial condition q u (0) = q 0 corresponding to the control u = u(·). Since u ∈ U is an extremal control, it follows that the differential (first variation) D
M is degenerate, i.e., not surjective, for all t ∈ (0, t 1 ], see [2] .
Introduce one more important hypothesis:
(H3) The extremal control u(·) is a corank one critical point of the endpoint mapping F t , i.e., codim Im D
Condition (H3) means that there exists a unique, up to a nonzero factor, extremal λ t corresponding to the extremal control u(t). For any extremal control u ∈ U there is a well-defined Hessian (second variation) [2] of the endpoint mapping -a quadratic mapping
Condition (H3) means that dim T q e u (t) M/ Im D e u F t = 1 for all t ∈ (0, t 1 ], thus uniquely, up to a positive factor, there is defined a quadratic form
the projection of the second variation to the extremal λ t . The Morse index of a quadratic form Q defined in a Banach space L is the maximal dimension of the negative space of the form Q:
The kernel of a quadratic form Q(x) is the space
where Q(x, y) is the symmetric bilinear form corresponding to the quadratic form Q(x). A quadratic form is called degenerate if it has a nonzero kernel. The multiplicity of degeneration of a form Q is equal to dimension of its kernel: dgn Q = dim Ker Q.
Now we return to the quadratic form Q t given by (2.5) -the second variation of the endpoint mapping for the extremal pair u(t), λ t of the optimal control problem (2.1)-(2.3). We continue the quadratic form Q t from the space L ∞ to the space L 2 by continuity, and denote by K t the closure of the space Ker
Proposition 2.1 (Propos. 20.2 [2] , Th. 1 [12] ). Under hypotheses (H1) , (H3) , the quadratic form Q t | Kt is positive for small t > 0. In particular, ind Q t | Kt = 0 for small t > 0.
An instant t * ∈ (0, t 1 ] is called a conjugate time (for the initial instant t = 0) along the extremal λ t if the quadratic form Q t * | Kt * is degenerate. In this case the point q u (t * ) = π(λ t * ) is called conjugate for the initial point q 0 along the extremal trajectory q u (·). Proposition 2.2 (Th. 1 [12] ). Under hypotheses (H1) , (H3) :
(1) conjugate points along the extremal λ t are isolated: 0 < t
(2) Morse index of the second variation is expressed by the formula
Local optimality of extremal trajectories is characterized in terms of conjugate points. Speaking about local optimality of extremal trajectories in calculus of variations and optimal control, one distinguishes strong optimality (in the norm of the space C([0, t 1 ], M )), and weak optimality (in the norm of the space C 1 ([0, t 1 ], M )). Under hypotheses (H1) -(H3) , normal extremal trajectories lose their local optimality (both strong and weak) at the first conjugate point [2] . Thus in the sequel, when speaking about local optimality, we mean both strong and weak optimality. (1) If the interval (0, t 1 ] does not contain conjugate points, then the extremal trajectory q(t), t ∈ [0, t 1 ], is locally optimal.
(2) If the interval (0, t 1 ) contains a conjugate point, then the extremal trajectory q(t), t ∈ [0, t 1 ], is not locally optimal.
Exponential mapping
We will add to hypotheses (H1) -(H3) one more condition:
(H4) All trajectories of the Hamiltonian vector field H(λ), λ ∈ T * M , are continued to the segment t ∈ [0, t 1 ].
Consider the exponential mapping for time t:
One can construct a theory of conjugate points in terms of the family of the subspaces
, via linearization of the flow of the Hamiltonian vector field H along the extremal λ t .
Maslov index of a curve in Lagrange Grassmanian
First we recall some basic facts of symplectic geometry, see details in works [1, 4] . Let Σ, σ be a symplectic space, i.e., Σ is a 2n-dimensional linear space, and σ is a nondegenerate skew-symmetric bilinear form on Σ. The skew-orthogonal complement to a subspace Γ ⊂ Σ is the subspace Γ ∠ = {x ∈ Σ | σ(x, Γ) = 0}. Since σ is nondegenerate, it follows that dim Γ
, in this case dim Γ = n. The set of all Lagrangian subspaces in Σ is called Lagrange Grassmanian and is denoted as L(Σ), it is a smooth manifold of dimension n(n + 1)/2 in the Grassmanian
is called the train for Π. The set M Π is not a smooth submanifold in L(Σ), but it is represented as a union of smooth strata:
Consider a smooth curve Λ(t) ∈ L(Σ), t ∈ [t 0 , t 1 ], i.e., a family of Lagrangian subspaces in Σ smoothly depending on t. Suppose that Λ(t 0 ), Λ(t 1 ) ∈ Π . Maslov index µ Π (Λ(·)) of the curve Λ(·) is the intersection index of this curve with the set M Π .
In greater detail, let the curve Λ(·) do not intersect with M Π \ M
Π , this can always be achieved by a small perturbation of this curve. For the smooth hypersurface M (1) Π ⊂ L(Σ), one can define its coorientation in an invariant way as follows. Any tangent vector to L(Σ) at a point Λ ∈ L(Σ) can naturally be identified with a certain quadratic form on Λ. Take a tangent vectorΛ(t) ∈ T Λ(t) L(Σ) to a smooth curve Λ(t) ∈ L(Σ). Choose a point x ∈ Λ(t) of the ndimensional space Λ(t) ⊂ Σ. Choose any smooth curve τ → x(τ ) in Σ such that x(τ ) ∈ Λ(τ ) for all τ , and x(τ ) = x. Then the quadratic formΛ(t)(x), x ∈ Λ(t), is defined by the formulaΛ(t)(x) = σ(x,ẋ(t)). One can show that σ(x,ẋ(t)) does not depend upon the choice of the curve x(τ ), i.e., one obtains a welldefined quadratic formΛ(t) on the space Λ(t). Moreover, the correspondencė Λ →Λ,Λ ∈ T Λ L(Σ), defines an isomorphism of the tangent space T Λ L(Σ) and the linear space of quadratic forms on Λ, see [1] .
Maslov index µ Π (Λ(·)) is defined as the number of transitions of the curve Λ(·) from the negative side of the manifold M (1) Π (i.e., withΛ(t) > 0) minus number of reverse transitions (withΛ(t) < 0), taking into account multiplicity.
The fundamental property of Maslov index is its homotopy invariance [3] : for any homotopy Λ
. This fact is proved in the same way as homotopy invariance of the usual intersection index of a curve with smooth cooriented surface.
For monotone curves in Lagrange Grassmanian L(Σ) there is the following way of evaluation of Maslov index.
In fact, in Cor. I.1 [1] , there is given a statement for a nondecreasing curve (Λ(t) ≥ 0), then in the right-hand side of formula (2.6) the sign minus is absent. As indicated in the remark after Cor. I.1 [1] , the passage from nondecreasing curves to nonincreasing ones is obtained by the inversion of direction of time
The theory of Maslov index can be used for computation of Morse index for regular extremals in optimal control problems.
Morse index and Maslov index
, be a normal extremal of the optimal control problem (2.1)-(2.3), and let the hypotheses (H1) -(H4) be satisfied. Consider the family of quadratic forms Q t given by (2.5).
The extremal λ t determines a smooth curve
in the Lagrange Grassmanian L(Σ), where Σ = T λ0 (T * M ). The initial point of this curve is the tangent space to the fiber Λ(0) = Π = T λ0 (T the quadratic formsΛ(t) < 0, t ∈ [0, t 1 ], see Lemma I.4 [1] , thus its Maslov index can be computed via Propos. 2.4.
On the other hand, the following important statement establishes relation between Morse index of the second variation Q t and Maslov index of the curve Λ(t).
Proposition 2.5 (Th. I.3, Cor. I.2 [1] ). Let hypotheses (H1) -(H4) be satisfied. Then:
Item (1) of Propos. 2.5 implies obviously the following statement.
Corollary 2.1. Let hypotheses (H1) - (H4) hold. An instant t ∈ (0, t 1 ) is a conjugate time iff the mapping Exp t is degenerate. 
Proof. It follows from continuity and strict monotonicity of the curves Λ
that there existst > 0 such thatt < t s for all s ∈ [0, 1] and any instant t ∈ (0,t) is not a conjugate time along the extremal λ s t . According to item (2) of Propos. 2.5, we have
) is constant at the segment s ∈ [0, 1]. Thus equality (2.8) implies the required equality (2.7).
The following statements can be useful for the proof of absence of conjugate points by homotopy or limit passage. Proof. A regular extremal does not contain conjugate points iff its Maslov index is zero, so the statement follows from Propos. 2.6. 
Preliminary remarks on Euler's problem
In this subsection we show that Euler's elastic problem satisfies all hypotheses required for the general theory of conjugate points described in Subsecs. 2.1-2.5.
Recall [11] that Euler's problem is stated as follows:
where
This problem has the form (2.1)-(2.3), and the regularity conditions for M , f , ϕ are satisfied.
In terms of the Hamiltonians
We have
, hypothesis (H1) holds. Condition (H2) obviously holds. Let u(t) be a normal extremal control in Euler's problem. Corank of the control u(t) is equal to dimension of the space of solutions to the linear Hamiltonian system of PMPλ t = h 1 (λ t ) + u(t) h 2 (λ t ), i.e., to the number of distinct nonzero solutions to the Hamiltonian system corresponding to the maximized
We are interested in the number of distinct nonzero solutions to the vertical subsystem of system (2.12):
where h 1 = −r cos β, h 2 = c, h 3 = −r sin β, see [11] .
To the extremal control u(t) ≡ 0, there correspond two distinct nonzero extremals (h 1 , h 2 , h 3 )(λ t ) = (±r, 0, 0), r = 0, so in this case corank u = 2.
If u(t) ≡ 0, then c t = u(t) ≡ 0. Then the function c t determines uniquely via system (2.13) the functions r sin β t = −ċ t and r cos β t = −c t /c t . So the curve (h 1 , h 2 , h 3 )(λ t ) ≡ 0 is uniquely determined. Consequently, corank u = 1 in the case u(t) ≡ 0.
Notice that the control u(t) ≡ 0 is optimal, thus in the sequel in the study of optimality of extremal controls we can assume that their corank is equal to 1, i.e., hypothesis (H3) is satisfied.
Finally, hypothesis (H4) is also satisfied since the Hamiltonian field H is complete (its trajectories are parametrized by Jacobi's functions determined for all t ∈ R).
Summing up, all hypotheses (H1) -(H4) are satisfied for Euler's elastic problem, so the theory of conjugate points stated in this section is applicable.
Conjugate points on inflectional elasticae
In this section we describe conjugate points on inflectional elasticae in Euler's problem. We perform explicit computations and estimates on the basis of parametrization of extremal trajectories obtained in [11] .
We base upon the decomposition of the preimage of the exponential map- [11] . In this section we consider the case λ ∈ N 1 . In Subsec. 8.2 [11] was obtained a parametrization of the exponential mapping in Euler's problem Exp t : (ϕ, k, r) → (x t , y t , θ t ) in terms of elliptic coordinates in the domain N 1 . By virtue of Corollary 2.1, an instant t is a conjugate time iff the mapping Exp t is degenerate, i.e., iff its Jacobian
vanishes. A direct computation using parametrization of the exponential mapping obtained in Subsec. 8.2 [11] , yields the following:
1)
3)
5)
Here cn, sn, dn, E are Jacobi's functions, see details in [11] .
Preliminary lemmas
In this subsection we describe roots and signs of the functions a 0 and a 2 +a 1 +a 0 that essentially evaluate the numerator of Jacobian J at the extreme points z = 0 and 1 respectively, see (3.1), (3.2).
Roots of the function a 0
Roots of the function f 1 (p) defined in (3.8) where described in work [10] . For completeness, we cite the statements we will need in the sequel.
Here and below K(k) and E(k) are complete elliptic integrals of the first and second kinds, see [8, 11, 13] . Numerical computations give the approximate value k 0 ≈ 0.909. 
where k 0 is the unique root of the equation
Now we establish the signs of the function f 1 (p) between its zeros p 1 n .
Lemma 3.1. For any m = 0, 1, 2, . . . , we have:
Proof. By virtue of the equality n ∈ (2Kn, K + 2Kn) for n ∈ N, moreover,
Further,
Proof. First we show that the function
Direct computation gives
13)
14)
given by (3.14) is nonnegative and vanishes only at isolated points. By virtue of equality (3.13), assertion (3.12) follows.
Further, we have
Consequently, x 2 /( sn p dn p ) → ±∞ as p → 2Kn ∓ 0, n ∈ N. Moreover, it follows from the asymptotics
So there exists a unique root of x 2 (p)/( sn p dn p ), thus of x 2 (p) at the interval (2Kn, 2K + 2Kn), we denote it as p x2 n . Now we localize p x2 n w.r.t. the point K + 2Kn. We have
Consequently, p x2 n ∈ (2Kn, K + 2Kn) for all n ∈ N. Let k < k 0 , then p 1 n ∈ (2Kn, K+2Kn), we clarify now the mutual disposition of the points p 1 n and p x2 n in this case. By virtue of (3.8),
Since for p = p 1 n we have cn p = 0, it follows that for p = p 1 n the functions x 2 and sn p dn p − p cn p have the same sign. Then both for p = p 1 2l−1 ∈ (4Kl − 2K, 4Kl − K) and for p = p 1 2l ∈ (4Kl, 4Kl + K) we obtain x 2 / sn p < 0. Consequently, p 1 n < p x5 n for all n ∈ N, i.e., inclusion (3.9) is proved. The roots p x2 n are localized as required.
For p > 0 the functions x 2 and sn p have distinct roots, so it follows from (3.12) that x 2 changes its sign at the points p x2 n , n ∈ N. The distribution of signs (3.10), (3.11) follows from the fact that at the first interval (p x2 0 , p 
Roots of the function a
In order to obtain a similar description for the function a 0 + a 1 + a 2 , we have to describe roots of the function x 1 , see decomposition (3.4). Lemma 3.4. For p ≥ 0, the function x 1 (p) defined by (3.6) has a countable number of roots
Proof. Direct computation gives
18)
the function x 5 (p) is nonnegative and vanishes at isolated points. In view of equality (3.18), the function x 1 (p)/( dn p f 1 (p)) increases at the intervals where f 1 (p) = 0. Now we find the sign of x 1 at the points p 1 n . We have
of the quadratic polynomial x 6 (p). If k = k 0 , then for p = p 
increases from − ∞ to + ∞,
). The required signs of the function x 1 (p) at the intervals (3.16), (3.17) follow from the inequality at the first interval (3.19), and from the fact that x 1 (p)/( dn p f 1 (p)), thus x 1 (p) changes its sign at the points p x1 n , n ∈ N.
Remark. By virtue of decomposition (3.4), we have the equality 
Bounds of conjugate time
In this subsection we estimate the first conjugate time in Euler's problem along inflectional elasticae.
We obtain from equalities (3.3), (3.4) that
, thus the Jacobian appearing in (3.1), (3.2) can be represented as
In order to describe the first conjugate point along an extremal trajectory q(t) = π • e t H (λ), λ ∈ N 1 , it suffices to describe the first positive root of the function J 1 for fixed k, z: 
Moreover, for any k ∈ (0, 1) there exists ε = ε(k) > 0 such that:
Proof. It is easy to see that by virtue of continuity of the function J 1 (p), items (1 ), (2 ), (3 ) imply respectively items (1), (2), (3), so we prove statements (1 ), (2 ), (3 ).
(1 ) Fix any k ∈ (0, k 0 ), then 2K < p 
Let p ∈ (0, p 1 1 ). Then we have the following:
Thus J 1 > 0, and implication (3.26) is proved.
(3 a) Consider the case p
, then: since f 1 < 0 and x 2 > 0, then a 0 < 0; since sn p > 0 and x 1 < 0, then a 0 + a 1 + a 2 < 0. Thus J 1 < 0, and implication (3.27) follows for ε = 2K − p x1 1 > 0. In this case
, then: since f 1 < 0 and x 2 > 0, then a 0 < 0; since sn p = x 1 = 0, then a 0 + a 1 + a 2 = 0. Consequently, J 1 ≤ 0, and implication (3.28) follows.
(3 c) Finally, consider the case p
1 )), then: since f 1 < 0 and x 2 > 0, then a 0 < 0; since sn p < 0 and x 1 > 0, then a 0 + a 1 + a 2 < 0. Thus J 1 < 0, and implication (3.29) is proved for ε = min(p 
From decompositions (3.5), (3.4) and Lemmas 3.2, 3.4 we obtain the following description of all (not only the first) conjugate points for the cases z = sn 2 τ = 0 or 1 (i.e., for elasticae centered respectively at its vertex or inflection point).
Corollary 3.1. Let λ ∈ N 1 and k ∈ (0, 1).
Remark. According to Lemma 3.2 and Propos. 3.2, in item (1) 
Proof. By Corollary 2.1, an instant t > 0 is a conjugate time iff
for some ε = ε(k) > 0 we obtain the chains:
By virtue of continuity of the function J w.r.t. t, we obtain the required inclusion
Statements (2), (3) of this theorem follow similarly from items (2 ), (3 ) of Th. 3.1.
In Section 12 of work [11] , was defined a function t : N → (0, +∞] that provides an upper bound on cut time in Euler's elastic problem, see Th. 12.1 [11] . It follows from formula (12.2) [11] that
Comparing this equality with Th. 3.2, we obtain the following statement.
A natural measure of time along extremal trajectories in Euler's problem is the period of the pendulum T (k) = 4K(k)/ √ r. In terms of this measure, the bounds of Th. 3.2 are rewritten as follows.
Corollary 3.3. Let λ ∈ N 1 . Then:
It is instructive to state the conditions of local optimality for elastica in terms of their inflection points. (1) If the arc Γ does not contain inflection points, then it is locally optimal.
(2) If k ∈ (0, k 0 ] and the arc Γ contains exactly one inflection point, then it is locally optimal.
(3) If the arc Γ contains not less than three inflection points in its interior, then it is not locally optimal.
Proof. , consequently,
. So the interval (0, t] does not contain conjugate points, thus the corresponding extremal trajectory q(s) is locally optimal (see Propos. 2.3).
(2) Let k ∈ (0, k 0 ], and let the arc Γ contain exactly one inflection point. Then the function c s has exactly one root at the segment s ∈ [0, t], thus t < T . By Cor. 3.3, we have T ≤ t conj 1 , so t < t conj 1
, and the elastica Γ is locally optimal. (3) Let the arc Γ contain in its interior not less than 3 inflection points. Then its curvature c s has not less than 3 roots at the interval s ∈ (0, t). Consequently, the interval (0, t) contains a complete period [ t 0 , t 1 ] of the curvature c s such that c s = 0 at the endpoints s = t 0 and s = t 1 , thus (0, t) contains a bigger segment with the same center:
So the arc Γ contains inside itself the elastica Γ = {γ s | s ∈ [ t 0 − ε, t 1 + ε]}. Now we show that the arc Γ is not locally optimal, this would mean that the arc Γ containing Γ is not locally optimal as well (indeed, if a trajectory q(s), s ∈ [0, t], is locally optimal, then any its part q(s), s ∈ [t 1 0 , t
is locally optimal as well).
For the arc Γ we have the following:
see (3.21). By Corollary 3.1, we have p
, and the interval ( t 0 − ε, t 1 + ε) contains a point t conj 1 conjugate to the instant t 0 − ε. Thus the arc Γ is not locally optimal, the more so the arc Γ is not locally optimal.
The mathematical notion of local optimality of an extremal trajectory q(s) = (x s , y s , θ s ) w.r.t. the functional of elastic energy corresponds to stability of the corresponding elastica (x s , y s ). Item (3) of Corollary 3.4 has a simple visual meaning: one cannot keep in hands an elastica having 3 inflection points inside since such an elastica is unstable.
Remark. In the cases not considered in items (1)- (3) of Corollary 3.4, one can find both examples of locally optimal and non-optimal elasticae.
Let k > k 0 . If z = sn 2 τ = 1 (i.e., the elastica is centered at its inflection point), then by Corollary 3.1, we have
For p < K we get p < p Let k < k 0 and z = sn 2 τ = 0 (the elastica is centered at its vertex). Then p
, then the corresponding elastica is locally optimal and contains 2 inflection points, see Fig. 7 .
Let k > k 0 and z = sn 2 τ = 0, then p
, then the corresponding elastica is not locally optimal and contains 2 inflection points, see (1) If the elastica q(s) is centered at its vertex (i.e., sn τ = 0), then the terminal instant t is a conjugate time iff
(2) If the elastica q(s) is centered at its inflection point (i.e., cn τ = 0), then the terminal instant t is a conjugate time iff 
Upper bound on cut time
On the basis of results on local optimality obtained in this section, we can improve the statement on upper bound on the time where elasticae lose their global optimality (i.e., on the cut time t cut (λ)), see Th. 12.1 [11] . The argument uses the obvious inequality
which follows since if a trajectory is not locally optimal, the more so it is not globally optimal.
Proof. We have to prove that the extremal trajectory q(s) = Exp s (λ) is not optimal on any segment of the form s ∈ [0, t(λ) + ε], ε > 0. Compute the number τ = √ r 2 (2ϕ + t(λ)) for the covector λ = (k, ϕ, r).
. If cn τ sn τ = 0, then the equality t cut (λ) ≤ t(λ) was proved in item (1) of Th. 12.1 [11] . If cn τ = 0, then the instant t(λ) is a conjugate time by Cor. 3.5, so the trajectory q(s) is not locally optimal after this instant. Finally, if sn τ = 0, then the instant t(λ) is a Maxwell time by item (1.1) of Th. 11.1 [11] .
Further, from the equalities it follows that c 01 (p) > 0 for p > 0, whence in view of decomposition (4.9) we obtain that c 00 (p) < 0 for all p > 0.
Fix an arbitrary number p 1 > 0.
(2) Choose any p 0 ∈ (0, p 1 ). We show that there exists k 01 = k 01 (p 0 , p 1 ) ∈ (0, 1) such that
Taking into account equalities (4.8), we obtain a Taylor expansion as k → 0:
By continuity of the corresponding functions, we conclude that
(3) From asymptotics (4.10) and equality (4.6) we conclude that
(4) Take p 0 ∈ (0, p 1 ) and k 0 ∈ (0, 1) according to item (3) of this proof. Find
Then for any k ∈ (0, k(p 1 )) we get the following: if p ∈ (0, p 0 ], then J 2 < 0 by item (3), and if p ∈ [p 0 , p 1 ], then J 2 < 0 by item (2) . So the number k(p 1 ) satisfies conditions of this lemma.
Absence of conjugate points on non-inflectional elasticae
Theorem 4.1. If λ ∈ N 2 , then the normal extremal trajectory q(t) = Exp t (λ) does not contain conjugate points for t > 0.
Proof. In view of the symmetry i : N 
Absence of conjugate points for special cases
The absence of conjugate points on for extremals λ t ∈ N 2 implies a similar fact for λ t ∈ N 3 ∪ N 6 . 
Final remarks
We sum up the study of conjugate points in Euler's elastic problem.
Any inflectional elastica contains an infinite sequence of isolated conjugate points. Visually, the first conjugate point occurs between the first and third inflection points. More intrinsically, the first conjugate point belongs to the interval (T /2, 3T /2), where T is the period of oscillation of the pendulum that parametrizes the vertical subsystem of the normal Hamiltonian system. The first conjugate point is contained in the arc bounded by the first Maxwell points corresponding to discrete symmetries [11] .
Non-inflectional and critical elasticae, circles and straight lines do not contain conjugate points.
On the basis of this information about conjugate points and the description of Maxwell points obtained in [11] , one can study the global structure of the exponential mapping in Euler's elastic problem: describe the domains where the exponential mapping is diffeomorphic, and find a precise characterization of cut points. Another interesting question for further study is the structure of the caustic in Euler's problem. This will be the subject of our forthcoming work. 
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