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Abstract
In this thesis, the spacecraft potential measured by the EFW instrument on Cluster has 
been used to map the plasma density distribution of the magnetosphere. A relation 
between the spacecraft potential and the plasma density has been established and three 
years of data have been binned to obtain a 3D image of the density distribution. 
Boundaries like the bow shock, the magnetopause, the plasmapause and the plasma sheet 
boundary layer (PSBL) are identifiable in this image. 
The identification of the PSBL has been used to determine plasma sheet thicknesses. By 
assuming that the plasma sheet is symmetric about the neutral sheet and that the sheet 
position is known, the half thickness has been estimated for each PSBL crossing. A 
simplified method based on the dipole tilt angle has been used to determine the neutral 
sheet position relative to the GSM x-axis. On average the plasma sheet half thickness 
was found to be 4.73RE. There is, however a large spread in the data as the plasma sheet 
half thickness can take any values from 0RE to 12RE. 
A statistical comparison of IMF Bz and the plasma sheet thickness has given a positive 
correlation of about 0.5 which indicates a trend as expected. However, the poor 
correlation against parameters like solar wind pressure and the energy input (epsilon-
parameter), and the large spread in data, may indicate that internal processes of the 
magnetosphere may govern the tail dynamics/reconnection. More work is needed to 
make this conclusive.i
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Chapter 1Introduction
In the early ages, when people saw the aurora in the night sky they might have started 
wondering what it was and where it came from. They did not have instruments nor 
knowledge to do any closer studies of the phenomena and the human fantasy gave rise to 
many myths and stories about the aurora. But the human search for the truth has never 
ended.
The idea of a coupling between the aurora, the Earth’s magnetic field, and the Sun was 
born only 130 year ago. During these years a lot of instruments have been developed to 
better understand how the Sun interacts with the Earth. Today it is considered a fact that 
solar particles enter the Earth’s magnetic field and are guided down to the atmosphere, 
creating auroras. The effects from these solar particles as seen on the Earth, have been 
thoroughly investigated by ground based instruments. From the beginning of the 
nineteenth century a large network of geomagnetic observatories have made continuos 
measurements of the Earth’s magnetic field. Later, optical instruments and radars have 
been used extensively in the auroral research. 
From measurements made on the Earth, scientists could only study the processes in the 
magnetosphere indirectly. They needed direct in-situ measurements to better understand 
the complex processes leading to the beautiful auroras. This was first possible when the 
first satellite was launched, by the Russians in 1957. Since then, a large number of 
satellites have been investigating the near Earth environment and also visited the distant 
magnetic tail.
When scientists in general want to test their theories they make a controlled experiment. 
Space physicists do not have this opportunity since the system that is subject to a study is 
influenced by the Sun which can not be controlled. The only possibility is to find 
measurements that are taken when certain conditions are present. In addition the Earth 
magnetic field is so large that it is almost impossible to have a simultaneous 
measurement of the whole system. The result is that many studies focus on explaining 
just small parts of a process or a phenomena, giving rise to many theories that may 
contradict eachother.
One task that have caught interest among space scientists for a long time is to develop a 
theory for how the solar wind affects the Earth’s magnetic field also called the 
magnetosphere. A way to better understand this coupling is to study the movement of 
magnetospheric boundaries. The boundaries can be recognized by the variations in 
particle density and energy on each side of the boundary. By using satellite 
measurements the position of these boundaries relative to the Earth can be found. 
 3
IntroductionIn the year 2000, the European Space Agency (ESA) launched four satellites to 
investigate the Earth’s magnetic environment and study the relation between the Sun and 
the magnetosphere. These four satellites are named Cluster since they orbit together 
around the Earth and operate as a cluster of satellites. In this thesis particle 
measurements from Cluster will be used to identify boundaries and to study some of 
their features. 
First, the Cluster data will be used to find a statistical density distribution in the 
magnetosphere. From this study many of the magnetospheric boundaries can be 
recognized. From this statistical overview a method for identifying the boundary 
between the plasma sheet and the lobe will be established. The method makes use of the 
differences in the plasma density in the two different regions. This together with the 
development of a useful coordinate system will then be used to find the thickness of the 
plasma sheet. Finally solar wind conditions will be compared with the plasma sheet 
thickness in order to find direct or indirect connections.
Figur 1.1: The four Cluster satellites investigating the Sun-Earth interaction.
From [Spaceflight Now, 2005]4
Chapter 2Space physics
 2. 1. General plasma physics
 2. 1.1. Plasma definition
A plasma is defined as “a quasineutral gas of charged and neutral particles which 
exhibits collective behavior” [Chen,1984]. “Quasineutral” means that the net charge is 
almost zero but there are still electromagnetic forces acting on individual particles. 
Particles in the plasma tend to move together influenced by the same magnetic forces, 
they exhibit “collective behavior”. Plasma can be described both in terms of fluid theory 
and single particle motion. In this thesis the fluid description will be used.
Only 2% of the Earth’s atmosphere is ionized, but still 99% of the known matter in the 
universe is believed to be in a plasma state. The degree of ionization in a gas is related to 
the gas temperature through the Saha equation [Chen,1984]. The temperature on Earth is 
not high enough for plasma to exist. If a neutral gas is heated the temperature and 
number of ionized particles will increase. The gas is said to reach a fourth state of matter, 
plasma [Chen, 1984]. With a high degree of ionization, a plasma generally have a very 
high conductivity. In highly conductive plasma the resistivity is low and the ionized 
particles can move freely around without colliding. It is the magnetic field that control 
the collective behavior of collisionless plasma. 
 2. 1.2. Frozen in flux
Plasma in space can be described by ideal magnetohydrodynamic (MHD) theory were 
the conductivity is assumed to be infinite. ohm’s law for a plasma is given as
 (2.1)
where  is the current density,  is the conductivity,  is the electric field,  is the 
magnetic field and  is the plasma velocity. In the case of super conductive plasma, the 
term  in Equation 2.1 has to be zero in order to get a finite current. This results 
in a drift velocity, vE given by 
.  (2.2)
Plasma will convect with this drift velocity as long as ideal MHD is valid.
When ideal MHD is valid it can be shown that the net flux through a surface will not 
change even if the surface change location and shape [Pécseli, 2001]. This means that a 
magnetic field line can move along with the surrounding plasma and can be recognized 
J σ E v B×+( )=
J σ E B
v
E v B×+
vE
E B×
B2
------------=5
Space physicsby the plasma it is frozen into. Taking the curl on each side of ohm’s law (Equation 2.1) 
gives 
 (2.3)
In ideal MHD the electric field is assumed to be constant in time since the high 
conductivity will immediately shortcircut all charge separations in the plasma. This 
means that there is no current caused by a time varying electric field and the amperes law 
is reduced to 
 (2.4)
Applying this reduced amperes law and faraday’s law, in Equation 2.3 results in
  (2.5)
where  is the magnetic permeability. Using that  together with 
gauss law saying that  transforms Equation 2.5 into
 (2.6)
The first term on the right side of Equation 2.6 relates to convection of plasma and field 
lines with vE drift. The last term describes a diffusion process and is inversely related to 
the conductivity of the plasma. This means that under normal conditions when plasma 
has large conductivity, the convection will be responsible for the particle transport and 
ideal MHD theory is valid. [Priest,1995]
Reynolds number, Rm, is the ratio between the convection term and the diffusion term 
and is given as 
,  (2.7)
where L is the characteristic scale length for change in fields and flows in the plasma. A 
large Rm means that the convection term is greater than the diffusion term and plasma 
drifts with a speed perpendicular to the electric and magnetic field. A small Rm due to 
small conductivity or small scale lengths means that ideal MHD breaks down. The 
diffusion process takes over the particle transport. [Priest,1995] 
 2. 1.3. Reconnection
During a reconnection the magnetic field lines are no longer frozen to the plasma and the 
condition for ideal MHD breaks down. Reconnection is a process where antiparallel 
magnetic field lines couple and reconfigure themselves. Magnetic energy is converted to 
kinetic energy of particles and bulk flows. 
According to Ampere’s law, two plasma populations threaded by oppositely directed 
magnetic fields must be separated by a current sheet (see Equation 2.4). An increase in 
the current means a thinning of the current sheet leading the two plasma populations 
closer to eachother. When a local area gets thinner the plasma can no longer stay 
collisionless, the resistivity rises, and ideal MHD is no longer valid. The current between 
the two populations can no longer separate the magnetic field lines and the scale length is 
small enough to create a diffusion area (See Figure 2.1). Magnetic flux convects into the 
1
σ-- J E v B×( )∇×+∇×=∇×
B∇× µoJ=
1
σµo
---------– B∇×( ) B∂ t∂-----– v B×( )∇×+=∇×
µ0 B∇× B∇•( ) B∇2–∇=
B∇• 0=
B∂
t∂----- v B×( )
B∇2
µ0σ
---------+∇×=
Rm µ0σvL=6
The Sundiffusion area where the field lines annihilates and reconfigure. As the diffusion process 
starts, the current sheet thickness will increase. The balance between the diffusion rate 
and the convection of field lines and plasma into the diffusion region will therefore 
define the current sheet thickness. [Hughes,1995] 
After a reconnection newly coupled field lines are strongly curved. This gives rise to a 
strong magnetic tension force which is transferred into kinetic particle energy and 
causing high speed jets of particles away from the reconnection area.
 2. 2. The Sun
In the Sun’s core the high temperature makes it possible for the fusion processes to 
occur. Two hydrogen atoms merge and form a helium atom. The mass of the newly 
formed helium atom is less than the mass of the two hydrogen atoms and the remaining 
mass is transformed into energy. The energy released in the core is radiated out towards 
the surface by photons. Photons do not travel far before being absorbed and re-emitted 
and the energy is transported by random walk through the radiative zone. Going further 
out from the core, the temperature drops with an increasing gradient. At a point the 
temperature becomes so low that the radiation process is no longer efficient to transport 
energy and convection takes over. A convection process needs a high temperature 
gradient in order to be efficient and can therefore not take place in the radiative zone. In 
the convection zone heated plasma rises up towards the photosphere. As it reach regions 
with lower temperature it cools off and “falls” down again. Convection is the main 
process for transporting energy out from the radiative zone up to the photosphere. The 
different zones are shown in Figure 2.2.
Figur 2.1: A schematic drawing of a reconnection area made by Richard Fitzpatrick, 
[2002]7
Space physicsThe photosphere is located outside the convection zone. The characteristic temperature 
in this region causes atoms to emit light in the visible part of the spectrum. Outside this 
sphere is the chromosphere and the corona. Moving outward from the chromosphere, a 
radical drop in the gas density is observed and at the same time the temperature rises to 
more than K. Despite the high temperature, the low particle density results in a very 
low total energy density in this area.
 2. 2.1. The Sun’s magnetic field
The Sun’s magnetic field starts out as a dipole like field with two poles. Every 22 year 
the Sun’s magnetic field switches polarity. In addition a differential drift velocity of the 
plasma in the Sun’s surface causes the magnetic field to wrap around the Sun. During the 
11 year solar cycle the magnetic wrapping reaches a maximum after 5-6 years and return 
to a minimum at the end of the period.
As the magnetic field is twisted, the convection in the photosphere causes disturbances 
and tangles in the concentrated magnetic field. Areas with high magnetic disturbances 
can make magnetic loops break through the photosphere up to the corona. Hot plasma is 
accelerated along the field lines and leave a cooler area in the photosphere. These cooler 
areas are recognized as sunspots. The number of sunspots reaches a maximum at the 
same time as the magnetic field is most wrapped. [Freedmann, 2001]
The magnetic field lines going out from the Sun and back towards the Sun are separated 
by a heliospheric current sheet, HCS. Since the magnetic axis of the Sun is not 
perpendicular to the ecliptic, the current sheet will flip over and under the ecliptic as the 
Sun rotates [Smith, 2001]. This wavy configuration is carried out in space by the solar 
wind (described below). The rotation of the Sun also causes the magnetic field lines 
directed out in space, to form a spiral. This was first proposed by Parker [1958] and is 
now known as the Parker spiral. The Parker spiral makes the wavy current sheet that 
rotates around the Sun look like a ballerina skirt as illustrated in Figure 2.3. As seen in 
Figur 2.2: A cut through the Sun showing the tree major zones of the Sun’s interior. 
Picture of the Sun is taken from SOHO -EIT 340. [SOHO web-page]
1068
The Sunthe upper illustration in Figure 2.3 the Earth encounter different orientation of the solar 
magnetic field. 
 2. 2.2. The solar wind 
The corona is the outermost layer of the Sun and is considered to be the source of the 
solar wind. Photos taken of the Sun at different wavelengths reveal bright magnetic loops 
and darker spots. The loops indicate ionized gas flowing along magnetic field lines. 
Darker areas correspond to coronal holes and scientists believe these are magnetic field 
lines expanding out in space instead of going in loops [Zeilik and Gregory, 1998]. Hot 
gases are trapped inside the loops but can escape from the corona holes (see Figure 2.4). 
Figur 2.3: The ballerina skirt of the Sun. As the dipole axis is not aligned with the 
rotation axis, the current sheet will wobble. In addition the Parker spiral makes it 
rotate like a skirt changing the magnetic field direction seen from Earth. 
[Brekke, 1997].
Figur 2.4:    Particles moving along a magnetic loop with closed field lines are 
trapped in the corona (left). Particles with high enough energy are free to 
escape in a coronal hole with “open” magnetic flux lines (right).
Left: [Lang, 2003], Right [SOHO: pick of the week,2002]9
Space physicsBecause of the high temperature in the corona, the expanding gas has large kinetic 
energy and the Sun’s gravitational attraction is insufficient to hold it back. This relatively 
calm and continuos particle flow makes up the solar wind and consists mostly of 
electrons, protons and alpha particles. When the solar wind reaches the Earth it has an 
average speed at around 400 km/s and the density is about 1-10 cm-3.
Plasma in the solar wind is “frozen” to the magnetic field lines, bringing the solar 
magnetic field out in space. The magnetic field transported by the solar wind is called the 
interplanetary magnetic field (IMF).
 2. 2.3. Magnetic clouds
In contrast to the steady, continuos solar wind the Sun also has some large violent 
eruptions. During active periods, flares and coronal mass ejections (CMEs) can occur at 
the Sun.
A flare is an explosive eruption on the Sun resulting in release of a large amount of 
energy and particles. In addition to high energy particles, increased electromagnetic 
radiation with a broad wavelength spectrum is observed. Flares are often connected to 
active areas on the Sun, i.e. sunspot groups containing high magnetic field intensity. The 
magnetic field in these areas can store energy by being twisted and compressed. A 
magnetic disturbance could release this energy and result in a solar flare. Scientists are 
not sure about the cause of solar flares, but it is agreement that a reconnection process is 
involved. Magnetic loops are stretched and pinched off by reconnection as shown in 
Figure 2.5. [Carroll,1996]
Considering the huge amount of energy released by flares they are still just dwarfs 
compared to a CME. It is not known how the two phenomena relate but it has been 
Figur 2.5: A solar flare erupts on the Sun (right). The schematic configuration leading to 
a solar flare (left). Taken from (left) SHOHO web-page and (right) [Carroll and 
Ostlie, 1996]10
The Magnetosphereobserved a connection between the fastest moving CMEs and flares. It is believed that 
CMEs form in a similar way as flares. They seem, however, to be formed between 
different active areas on the surface. These large eruptions are ejected by a reconnection, 
leaving the Sun with a speed higher than 1000 km/s. As they travel through space, 
expanding in size, a shock wave is traveling in front. As it hits the Earth, the speed and 
magnetic field strength have decreased but are still larger than in the steady solar wind. 
The much denser shock front also exerts a large pressure on the magnetosphere causing 
disturbances in the Earth magnetic field. [Manchester et al., 2004]
 2. 3. The Magnetosphere
The Earth with it’s magnetic field stands up like an obstacle in the solar wind, just like a 
stone in a river. A “wall” is formed where the water hits the stone because the water is 
slowed down and has to go around the stone. Just behind the stone the water runs very 
slowly followed by turbulent flow and wake effects. The same effects are found by 
applying magneto hydrodynamic theory on the sun-earth system. The first version of this 
model was suggested by Chapman and Ferraro in 1930 and has later been modified to the 
theory used today. 
Distances in this thesis will often be described in number of Earth radii (RE), where 1RE 
equals 6378km.
 2. 3.1. The shape
When the solar wind arrives at the Earth the magnetic field is compressed to reach an 
equilibrium between the solar wind dynamic pressure and the magnetospheric field 
pressure from the Earth magnetic field [Walker and Russell, 1995]. The dynamic 
pressure of the solar wind is given as 
 (2.8)
where the magnitude of the solar wind velocity, V, the particle density, N and the proton 
mass, mp is included. The magnetic pressure is given as 
 (2.9)
where B is the magnetic field strength and  is the magnetic permeability. As explained 
by Faraday’s law of induction the deformation of the magnetic field induces a current to 
resist the change. The boundary between the solar wind and the Earth magnetic field 
referred to as the magnetopause, carries this induced current. The magnetic field on the 
earth side of the magnetopause is strengthened by the induced current and the field 
outside the boundary is weakened. Because of this the magnetic field, B in Equation 2.9 
will have a contribution from the induced magnetic field in addition to the steady dipole 
like field contribution.
The distance between the Earth and the magnetopause, Lmp is given as
 (2.10)
where nsw is the solar wind density and vsw is the solar wind velocity. The number 107.4 
has been determined empirically. A change in the solar wind pressure will change the 
Psw NmpV
2=
Pm
B2
2µ0
--------=
µ0
Lmp 107 4 nswvsw
2( )
1
6
--–
,=11
Space physicsdistance between this boundary and the Earth and also cause a change in the current 
density in the magnetopause.
The magnetopause boundary typically forms at around 8RE to 10RE upstream from the 
Earth, but in cases of extreme solar wind pressure the magnetopause can come all the 
way into 5RE. Lower solar wind pressure can make it stretch out to about 13RE. The 
thickness of this sheet has been found to vary from 200 km to 1800 km [Berchem and 
Russell, 1982]. A four-spacecraft study with the Cluster satellites [Haaland et al., 2004] 
resulted in a thinner boundary on average. The variance in the data is however larger 
than in the study of Berchem and Russell.
In front of the magnetopause the solar wind is slowed down from supersonic to subsonic 
speed. The deceleration is caused by the shock front that appears when the solar wind 
hits the Earth and flows around. This bowshock is a few earth radii ahead of the 
magnetopause [Walker and Russell, 1995].
 2. 3.2. Solar wind - magnetopause interaction
At the beginning of the 1960s, Dungey proposed that the solar wind IMF interacts with 
the Earth magnetic field [Dungey, 1961]. He argued that a reconnection process could 
take place at the subsolar point of the magnetosphere if the IMF is antiparallell with the 
Earth’s magnetic field. In 1973, Cowley suggested that only a component of the IMF has 
to be antiparallell with the Earth magnetic field lines [Cowley, 1973]. Later several 
studies have provided empirical evidence in support of Cowley’s theory of a component 
reconnection. A component reconnection also allows reconnection to take place on the 
tail lobe and on the flanks of the magnetopause.
Earlier in this chapter the magnetic reconnection have been described in a general case. 
After a reconnection on the dayside of the magnetopause, magnetic flux is connected to 
the IMF and the Earth magnetic field is said to be open. This means that the field line is 
not connected to the opposite pole on Earth any more and is instead connected with the 
Solar magnetic field. Because of the solar wind, the newly opened field lines are 
convected over the polar areas, adding up magnetic flux in the nightside. This flux 
transport gives rise to a stretched tail on the nightside.
During a reconnection process when the Earth magnetic field is opened, solar wind 
plasma can enter the magnetosphere. The epsilon parameter   
 (2.11)
provides a measure of how much energy that is transferred into the magnetosphere from 
the solar wind during a reconnection [Akasofu, 1981].
This parameter takes into account the size of the reconnection area (l0), the direction of 
the magnetic field , magnitude (B) of the IMF and the solar wind speed (v).  is 
called the clock angle. The clock angle is defined as 
 (2.12)
for Bz positive and 
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Magnetospheric boundary layers (2.13)
for Bz negative. By and Bz are the y- and z-component of the IMF respectively. This 
angle goes from 0o (due north along the z-axis) to 180o and is always positive. The 
reconnection area, l0 is empirically determined and assumed to be 7RE (Østgard et al., 
2002).    
 2. 3.3. Geomagnetic tail
On the night side the magnetic field is stretched in anti-sunward direction with magnetic 
field lines going towards Earth at the northern hemisphere and away from Earth in the 
southern hemisphere. The stretch in the tail causes the field lines to be nearly anti-
parallel and a current sheet is necessary to separate the northern form the southern 
hemisphere. The tail length has not been exactly measured, but it can sometimes 
stretches out beyond 1000RE in the anti-sunward direction. 
Earlier measurements of a disturbed dipole field on the nightside were believed to be an 
evidence for large-scale ring currents in the magnetosphere. The existence of the 
geomagnetic tail was first proposed by Heppner et al. [1963]. Later, Norman F. Ness 
[1965] claimed the existence of a neutral sheet, across which the tail magnetic field 
changes direction from sunward to anti-sunward. The magnetic field has a minimal 
strength (neutral) at the neutral sheet. This was consistent with Dungey’s theory 
suggesting a build-up of tail flux caused by reconnection on the dayside. These theories 
are commonly accepted today.
It is not only the magnetopause that is affected by the solar wind pressure, but also the 
tail cross-section [Coroniti and Kennel, 1972]. The tail flux,  in one lobe is given by 
half the tail magnetic field strength multiplied by the tail cross-section,
 (2.14)
where RT is the tail radius and BT is the magnetic field strength in the tail. BT is found by 
considering an equilibrium between the vertical component of both the magnetic 
pressure and the solar wind pressure at the boundary between the solar wind and the tail 
lobe. As the magnetic field strength decreases with increasing distance from Earth, the 
tail radius has to increase for the magnetic flux to remain constant [Hughes, 1995].
 2. 4. Magnetospheric boundary layers
Magnetospheric boundary regions form due to interaction between solar wind IMF and 
the Earth magnetic field. If there is a rotation in the magnetic field across two 
populations of magnetized plasma, they must be interspaced with a current sheet. This is 
the case at the subsolar magnetopause when the IMF is southward, and on the lobes if the 
IMF is northward. This is also the case when the Earths magnetic field is stretched into a 
tail on the nightside, where the neutral sheet separates oppositely directed field lines in 
the tail. The current density which controls the boundary thickness is affected by the 
solar wind conditions. Other boundaries are affected by the solar wind more indirectly. 
All the boundary layers contain gradients in plasma density or particle energy. The 
different regions between the magnetospheric boundaries can be identified by their 
characteristic parameters. Figure 2.6 shows a sketch with the different boundary regions 
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Space physicsof the Earth magnetic field; solar wind, bowshock, magnetopause, magnetosheath, tail 
lobe, plasmasheet, plasmasphere and cusp. 
The solar wind plasma is characterized by high kinetic particle energy and a plasma 
density of about 5 cm-3. Particles are slowed down at the bowshock, causing them to 
gather up. This results in a higher plasma density and a drop in the particle energy to 
about 0,1 keV in the magnetosheath. As the outermost boundary of the magnetosphere, 
the magnetopause is characterized by a low particle density and relatively cold plasma. 
Plasma in the tail lobes is very tenuous, so tenuous that scientists are having trouble 
measuring an exact density for this region. The particle energies in this area are also low 
compared to the other areas in the magnetosphere. In the central tail the densities get 
higher. The plasma sheet has a density from 0,05 to 0,5 cm-3 and energies typically 
between 2 and 20keV. A smaller population of electrons and ions with energies above 
approximately 20 keV can also be observed. In this region there is a big difference in the 
ion and electron energy. Ions can have energies up to 7 times higher than the electrons. 
The reason for this is not completely understood. Earthward of the plasma sheet is the 
plasmasphere which contains relatively cold but very dense plasma. Table 2.1 summaries 
the densities and energies of the different regions mentioned.     
Figur 2.6: Schematics of the different regions in the magnetosphere.
[NASA’s Cosmicopia]
Plasma region Density, cm-3 Ion energy Electron energy
Plasmasphere 100 1  eV 1  eV
Plasmasheet 0.05 - 0.5  2 - 20 keV 0.3 -3 keV
Tail lobes 0.001 - 0.1 100  eV 100  eV
Magnetosheath 10 -100 100  eV 30  eV
Magnetopause 0.1 - 1 100  eV 100  eV
Solar wind 1 -10 1  keV 10  eV
Table 2.1:  Typical densities and particle energies for different regions in the magnetosphere14
Storm and substorm effects on the magnetotail 2. 4.1. Plasma sheet
In general the plasma density in the tail is low, but in the plasma sheet it can rise up to 
0.5 cm-3. The plasma sheet is often divided into two parts; the plasma sheet boundary 
layer (PSBL) and the central plasma sheet. The PSBL is a thin boundary between the 
tenuous tail lobes and the much denser central plasma sheet. The lobe is on open field 
lines while the plasmasheet is on closed field lines. At the centre of the stretched tail, 
there is a current sheet boundary separating sunwards directed fields in the northern 
hemisphere and antisunward directed field in the southern hemisphere. This boundary is 
commonly referred to as the neutral sheet or the tail current sheet. The current density 
determines the thickness of this current sheet and thereby also the plasma sheet 
thickness. As the tail stretches more and more at the beginning of a substorm, the current 
density increase and the plasma sheet gets thinner. During substorms high-speed 
earthward flows are observed in this layer. Substorms and their processes will be 
described later.
 2. 4.2. IMF By dependence
Statistical studies [e.g., Hammond,1994; Kaufmann,2001] show that the plasma sheet is 
thicker on the flanks than close to the midnight sector (see Figure 2.7a). In addition 
several studies have showed a strong IMF dependency on the configuration. During 
periods with a strong IMF By component, the tail tends to twist towards dawn while By is 
positive (see Figure 2.7c) and towards dusk while By is negative (see Figure 2.7b) 
[Owen,1995]. This can give a large variation in the plasma sheet orientation as can be 
seen in the figure.
 2. 5. Storm and substorm effects on the magnetotail
 2. 5.1. Magnetic storm
A magnetic storm is characterized by large geomagnetic activity which causes 
intensification of the ring current. During such activations in the tail, huge amounts of 
particles and energy are transferred from the solar wind into the magnetosphere. The 
Figur 2.7: Plasma sheet position and configuration seen from the tail. During strong 
IMF By, the tail is twisted towards the dawn/dusk.15
Space physicslargest storms are often related to CME’s on the Sun. When a CME hits the Earth, the 
magnetopause is compressed and an increase in the magnetic field at the Earth’s surface 
can be observed. During the evolution of a substorm the ring current increases to a 
maximum and then decreases slowly back to normal values again. The magnetic field 
increase is often referred to as a sudden storm commencement (SSC). The period of 
increase of the ring current is called the growth phase and the slow return to normal 
values is referred to as the recovery phase. [McPherron,1995]
 2. 5.2. Substorm models
Substorms involve large disturbances in the geomagnetic tail and should be considered 
when looking at the tail configuration. Scientists still debate the triggering mechanism of 
a substorm and which processes that come first. Different models have been developed 
and two of the most common models will be described in brief.
The Near-Earth Neutral Line (NENL) model:
This model suggests that a long period of southward IMF Bz followed by a northward 
turning triggers a substorm. During the period of a negative Bz component, the tail builds 
up energy and magnetic flux. As the flux and particle density increase, the condition for 
a reconnection area in the tail is present. The reconnection process begins near (relative 
to the distant x-line) the Earth at about 20RE - 30RE, causing ejections of plasma towards 
Earth and dipolarization of the magnetic field. The model explains the formation of 
plasmoids observed in the distant tail and consider cross tail current disruption and 
substorm current wedge to be a secondary result. [Baker et al., 1996]
The Cross-field Current Instability (CCI) model:
By tracing the auroral onset from the Earth along field lines one can see that the 
substorm onset has to occur closer to the Earth than the NENL-model describes (at about 
15RE). Some scientists believe that plasma in the neutral sheet, close to geosynchronous 
orbit, becomes unstable and cause a disruption in the tail current, giving rise to a 
substorm current wedge and to field aligned currents [Lui et al., 1996]. Later auroral arcs 
expand northward corresponding to a tailward expansion of the substorm. This is not 
explained further in this theory. A reconnection in the tail is only a secondary process 
and is not needed to explain the substorm process in this model.
There are also some other models, but they are mainly just versions of the two explained 
above and will not be described closer in this work.
 2. 5.3. Current sheet thinning and oscillations
During several studies an increase in the tail current and a thinning of the current sheet in 
association with substorm growth phase has been observed [Asano et al., 2004; Mitchell 
et al.,1990; Nakamura et al.,2002; Pulkkinen et al.,1994; Sanny et al.,1994; Sergeev et 
al.,1993]. It is believed that a thinning of the current sheet has effect on plasma 
instabilities that lead to reconnection and current disruption processes in the tail. 
[Sergeev et al.,1993]
There has also been observed high frequency oscillations of the current sheet with an 
amplitude of 1-2 RE and a frequency of 0.1Hz [Sergeev et al.,2004]. These phenomena 
have been known for many years, but has not been subject to a closer research until 
recently. The reason is that there has not been any satellites available to investigate rapid 16
Geomagnetic tail configurationsoscillations like this. Cluster, with 4 spacecrafts and a high time resolution, was designed 
to investigate small scale oscillations with high frequencies.
 2. 5.4. AE-index
Ground based magnetometers under the auroral oval measure the changes in the Earth 
magnetic field caused by the auroral electrojets in the ionosphere. The measured 
disturbances are used to create two indexes, AU and AL. AU is defined as the maximum 
positive disturbances and AL consist of the minimum negative disturbance. The 
difference between AU and AL is defined as the AE-index. This is a substorm index that 
is sensitive to the auroral electrojets which is coupled to the diversion of the tail current.
Earlier studies have looked at relations between the AE-index and solar wind conditions. 
Arnoldy [1971] found a connection between the integral over Bz south and the index. 
Murayama and Hakamada [1975] found a correlation between AL and the solar wind 
clock angle. 
 2. 6. Geomagnetic tail configurations
Different processes cause changes in the configuration of the magnetotail. In this section 
the tail configuration and dynamic changes of the magnetic field.
The plasma sheet thickness is in general dependent on the radial distance from the Earth 
but is also affected by geomagnetic activity caused by the solar wind. 
In a quiet period with little magnetic activity (small AE-index and low solar wind 
pressure) the tail will only be influenced by the steady solar wind. The tail is still 
stretched compared to a dipole (see Figure 2.8a). As a satellite in a polar orbit goes 
through the tail the plasma sheet thickness can be measured. The plasma sheet thickness 
will appear to be thinner at apogee than closer to the Earth.
Figur 2.8: Different tail configuration. The plasma sheet on closed field lines will be 
thicker closer to Earth. Cluster path showed in red.
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Space physicsDuring a substorm growth phase the tail will get thinner, as shown in Figure 2.8c. The 
satellite will observe a thinner plasma sheet than in a quiet period because of current 
sheet thinning. During tail reconnection, the satellite will see a similar configuration if 
passing earthward of the x-line. (Chances of a satellite crossing straight through the 
reconnection area are very small). 
Another possibility is that the satellite crosses the plasma sheet after a period with 
dipolarization. This is possible if the reconnection area in the tail is far from the path of 
the satellite. In this case the satellite will only cross the plasma sheet close to Earth and 
observe large thicknesses.(See Figure 2.8d)
During periods with high solar wind pressure the geomagnetic tail will look much like 
the case in Figure 2.8b. The configuration is similar to the one in Figure 2.8a, but the 
satellite will in this case encounter a thinner plasma sheet. This configuration is caused 
by solar wind pressure which acts on the tail lobe, compressing the total tail cross-
section.
The tail is very dynamic and may reconfigure many times during each satellite passage. 
The configurations mentioned above will be in a constant change and rapid variations 
between the different configurations may occur. 
 2. 7. Introductory statistics
Some statistical terms will be used later in this thesis and they will be described in this 
chapter. The following information is taken from Moore and McCabe [1999].
In order to use statistical analysis the data have to consist of random variables meaning 
that they are not picked by preferences. Another criterion is that the data set has to 
consist of independent variables. This is to ensure that the probability of measuring a 
certain value does not change during the experiment. If these two criteria are not met, the 
statistical analysis will not provide reliable results.
 2. 7.1. The mean and median
In a set of data, the mean value is the average value of all the measurements and 
indicates the “true” value of the data. The mean, , value is found by dividing the sum of 
all the measurements, xi, by the number of measurements, N 
.  (2.15)
Another way to find an average value for the data set is to calculate the median. This 
parameter is the middle measurement in the data set. The median is found by first sorting 
the data by values in ascending order and then choosing the value in the center position. 
The mean value is very sensitive to a few extreme values deviating largely from the other 
measurements. The median on the other hand is almost untouched by such extremes. 
 2. 7.2. Variation and standard deviation
The difference between the maximum and minimum measured values tells something 
about the variation in the data set. This variation gives an idea of how good the mean 
value is to represent the data set. If there is a large variation in the data, it means that 
more measurements are needed in order to calculate a correct mean value. The standard 
deviation given in Equation 2.16 is a measurement of the variability in the data set. 
x
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Introductory statistics (2.16)
N is the number of measurements, xi is the measured values and  is the mean value of 
the data set. The computation of the standard deviation uses the deviation of the 
measurements from their mean value. This gives a good estimate of the spread of the 
data. The standard deviation is used to indicate the uncertainty in the mean value and can 
also be used to limit the range of acceptable measurements. 
 2. 7.3. Probability distributions and confidence interval
Statistical analysis makes use of probability calculations. A probability distribution 
function describes the probability that a random variable x takes on a certain value in an 
experiment. The most used probability distribution function is the normal distribution 
(see Figure 2.9). A normal distribution is always normalized so that the area under the 
function equals one or 100%. This equals the probability of getting one of the values in 
the distribution. The shaded area in Figure 2.9 corresponds to 95% of the area under the 
distribution function. This means that there is a 95% probability of finding the true value 
of  inside this interval called the confidence interval. The shaded area is found by 
taking the integral over the probability distribution function, P(x) between -a and a.
 2. 7.4. Data correlation
Comparing two sets of data is often done to see if the data have a linear relationship 
through e.g. a classical least-square fitting. The correlation coefficient is a measure of the 
direction and strength of the linear relationship between two sets of parameters. A 
correlation coefficient of 1 or -1 indicates that the two sets of data have a perfect linear 
correspondence. On the other hand, if the coefficient is 0 it means that there is no linear 
dependence between them. In cases where the correlation coefficient is zero the data may 
however be correlated but not linearly.
There is a probability that the calculated correlation coefficient is found by random 
chance and that the true correlation is zero. If this probability is outside the confidence 
interval (i.e. have a value that lies outside the shaded area in Figure 2.9), the calculated 
correlation is considered to be significant. Before the correlation coefficient is calculated 
the level of significance should be decided.
Figur 2.9: Normal probability distribution function with mean,  and standard 
deviation, . The shaded area indicates a 95% confidence interval
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Space physics 2. 7.5. Regression
If there is a linear relation between the two data sets, a regression line can be found. This 
is the best fit straight line to expressing linear relation between the two data sets. The 
slope of the line is related to the correlation coefficient and the standard deviations for 
the two parameters. The interception point is found by the use of the two mean values.20
Chapter 3Cluster II
 3. 1. The mission 
As a part of ESA’s Solar Terrestrial Programme, the most important mission for the 
Cluster satellites is to investigate the interaction between the solar wind and the 
magnetospheric plasma. With four satellites, Cluster is designed to provide accurate 
measurements of three-dimensional and time-varying phenomena. It is also possible to 
distinguish spatial and temporal variations for the first time. 
The original idea was that Cluster, together with the Solar Heliospheric Observatory 
(SOHO), were going to investigate the relation between the Sun and the Earth's 
environment. The history turned out somewhat different from the plan when the first 
launch of Cluster failed. [Escoubet et al.,1997] A new Cluster project came to life and 
the operation lifetime for Cluster II started in February 2001. It was supposed to end in 
2002, but after that the mission has been extended twice. First the mission was extended 
until December 2005 and it has recently been prolonged until 2009. 
 3. 1.1. Launch and orbit
In 1986, ESA selected the Cluster mission to be a part of ESA’s Solar Terrestrial Science 
Programme (STSP). Ten years later, in June 1996, the first Ariane-5 launch vehicle was 
supposed to launch the 4 satellites into orbit, but just after takeoff a failure of the rocket 
guidance system made it necessary to command destruction of the rocket. The explosion 
led to a short mission for Cluster (37 seconds) (see Figure 3.1).   
The investigators hoped to save some instruments from the debris from the spacecraft, 
but the satellites were totally destroyed. Shortly after, the Cluster-team was granted 
money to build a new satellite based on the test instruments and spare parts left over 
Figur 3.1: Launch of the first Cluster satellites in 1996. The whole project went up in smoke.
Taken from [CLUSTER II - Project team, 2000]21
Cluster IIfrom the original mission. A new satellite rose from the ashes and was named Phoenix, 
after a bird in a greek myth (See “Apendix B” ). One problem was that only one satellite 
would be insufficient to cover the scientific goals set for the first mission. The potential 
scientific achievements were so important that in April 1997, ESA decided to build three 
more satellites. This time the Cluster-II satellites were successfully launched in pairs, by 
two Russian Soyuz rockets, one in July 2000 and one in August 2000. [Cluster-II Project 
Team, 2000]
The satellites were launched into an ecliptic polar orbit with apogee at 19.6 RE and 
perigee at 4 RE [Escoubet et al.,1997]. The line of apsides is around the ecliptic plane. 
Since the orbital plane is fixed in space, the Earth rotation around the sun causes the 
magnetosphere to sweep through the plane of orbit. With an orbit period of 57 hours a 
360o view of the magnetosphere can be achieved during one year (see Figure 3.2). 
The polar orbit makes it is possible to study the cusp and the polar areas, as well as 
getting information about the direct entry of solar wind particles in the polar cusp. This 
orbit also allows studies of the earth magnetotail, cutting through the magnetospheric 
boundaries instead of floating between them like many previous satellite missions.
In orbit around Earth, the four Cluster satellites form a tetrahedron. Because of orbital 
dynamics the distance between the satellites will not be constant. At one point in the 
orbit the satellites may be equally distanced and in other parts of the orbit they may 
follow each other like a string of pearls [Escoubet et al.,2001]. The formation is adjusted 
periodically so that the best tetrahedron formation is achieved as regions of special 
interest are crossed. During spring the formation is optimized when the satellites cross 
the two cusp areas. In the autumn the tetrahedron formation is optimized at apogee when 
Cluster crosses the neutral sheet. 
Figur 3.2: The Cluster orbit throughout the year. The Earth’s rotation around the sun 
causes the Cluster satellites to enter the solar wind and high cusp areas in the 
winter and the magnetotail during the summer. [ESA-Cluster]22
Instruments on Cluster IIThe distance between the satellites can also be changed by mission operators and is 
optimized in order for the distance to match the scale length of the plasma phenomena 
under investigation [Escoubet et al.,2001]. During 2001 the distance between the 
satellites varied between 200km to 2000km during one orbit. In 2002 this was changed to 
vary between 100km to 1-3RE. In 2003 the variation in the distance between the 
satellites was decreased again with a smallest distance of 200km.
 3. 1.2. Scientific goals
The Cluster satellites have been constructed to investigate the interaction between the 
solar wind and the magnetosphere and will be the most detailed investigation ever made 
of this interaction. So far, the possibilities the four spacecrafts have given have not been 
fully exploited and scientist have just recently started to make use of the multi-spacecraft 
capabilities. By using four spacecraft a magnetospheric structure changing in both space 
and time can be observed. 
With one spacecraft, the normal to a boundary passing the satellite can be found using 
minimum variance analysis of the magnetic field. With four measurements on the same 
boundary, the direction of propagation and shape of the structure can be determined. 
Four point measurements can also be used to calculate the current density around the 
spacecrafts. The difference between the measurements of the magnetic field on each 
spacecraft makes it possible to calculate the curl , and thus  [Escoubet, 2000]. This 
knowledge can be important when studying current layers existing in many of the 
magnetospheric boundaries.
Orbiting the Earth the Cluster satellites are visiting key regions like the cusp and the 
magnetotail. They also cross through the magnetopause collecting valuable information 
of particle flows in the auroral zones. [Escoubet et al., 2000]
As mentioned earlier scientists have the possibility to change the distance between the 
four spacecraft. The possibility to have a small distance between the space crafts makes 
the Cluster satellites well suited for studying small-scale structures in the 
magnetospheric environment. During large separations structures of larger scales can be 
investigated.
 3. 2. Instruments on Cluster II
The four Cluster satellites are identical and each satellite have 11 instruments on-board. 
Together the satellites are capable of measuring parameters like electric and magnetic 
field, plasma density and plasma waves. The instruments are constructed to measure 
rapid changes in time and have a relatively good time resolution compared with earlier 
missions. The different instruments are listed in Table 3.1. Instruments used in this thesis 
are described in more detail below.
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 3. 2.1. FGM
Similar to many other space missions Cluster also has an instrument to monitor the 
magnetic field. The instrument is a tri-axial fluxgate magnetometer which measures the 
magnetic field along the Cluster orbit. One sensor is placed on a boom at a distance of 
5.2 m from the spacecraft in order to minimize the magnetic disturbances created by the 
spacecraft. The other sensor is placed 1.5 m inboard of the first sensor. [Balogh et al., 
1997] The instrument can take high time-resolution measurements with up to 67 samples 
per second.
A fluxgate magnetometer relies upon the theory of induction. When a satellite orbits in 
the magnetosphere, the magnetic field will change in time and cause induction of 
currents in a ring core sensor. The amplitude of the induced current is propositional to 
the change in the magnetic field. The magnetic field vectors are calculated using 
knowledge about the satellite position and it’s orientation. [McPherron, 1995]
This instrument is important for measuring current densities in the magnetospheric 
boundaries, using Ampere’s law and 4 point measurements of the magnetic field. Data 
can also be used to investigate magnetic waves and retrieve particle information based 
on particle motion around field lines. In this thesis FGM data will be used to identify 
neutral sheet crossings.
 3. 2.2. EFW
This instrument is designed to measure electric fields and density fluctuations with a 
very high time resolution. The instrument consists of four spherical sensors located at the 
end of four 50 meter long wire booms. These sensors are in the spacecraft spin plane and 
are able to do up to 36 000 measurements per second. The main idea behind the 
Table 3.1:  The 11 instruments on Cluster.
Instrument Acronym
Fluxgate magnetometer FGM
Spatio-temporal analysis of field fluctuation experiment STAFF
Electric field and wave experiment EFW
Waves of high frequency and sounder for probing of 
electron density by relaxation
WHISPER
Wide band data WBD
Digital wave processing experiment DWP
Electron drift instrument EDI
Active spacecraft potential control ASPOC
Cluster ion spectrometry CIS
Plasma electron and current experiment PEACE
Research with adaptive particle imaging detectors RAPID24
Instruments on Cluster IIinstrument is to measure potential differences in the spin plane in order to determine the 
electric field components in this plane. 
Measurements of the spacecraft potential can be used to determine the electron density in 
the plasma. As the spacecrafts are exposed to direct sunlight, the photoelectric effect 
builds up charges on the surface. The equilibrium potential varies with the plasma 
density and it is possible to determine the density by measuring the spacecraft potential. 
This will be explained further in [Gustafsson et al., 1997]. 
An advantage with this experiment is the high time resolution and the fact that it can 
make good measurements even in low density plasma (down to 10-2 cm-3). As will be 
explained closer in “Chapter 4” , the measurements do not give an exact value for the 
density, but gives a very good estimate of the change in density. This makes this 
instrument well suited for detecting boundary passages.
 3. 2.3. WHISPER
The main purpose of this instrument is to measure the plasma density in the range 0.2-80 
cm-3 with a time resolution of 28 sec. With a fast fourier transform (FFT) calculation, the 
instrument can also be used to investigate plasma waves. The instrument consists of a 
relaxation sounder that works the same way as a classical radar. A radio wave transmitter 
sends out a signal at a frequency, f, during a time, T. This signal will be affected by the 
frequency of the surrounding plasma. By increasing the outgoing signal in steps, the 
resonance frequency can be found. The resonance frequency equals the plasma 
frequency and thus the plasma density can be calculated. The time resolution is relatively 
low compared with the EFW experiment. [Décréau et al., 1997]
 3. 2.4. CIS
CIS measures the ion density and velocity and provide data with a high time resolution 
of 4s (the spacecraft spin period). CIS consists of two parts; the Hot Ion Analyzer (HIA) 
and the Ion Composition and Distribution Function Analyzer (CODIF). The two 
instruments have three spherical elements; an inner hemisphere, an outer hemisphere 
with a circular opening and a small circular top cap over the opening in the outer 
hemisphere. With a potential difference between the inner and outer hemisphere, charged 
particles are guided down into the detector and counted. The CODIF is a highly sensitive 
mass-resolving spectrometer creating a 3D velocity distribution function for the major 
ion species in the energy range from the spacecraft potential to 40keV. The HIA 
instruments also measure a 3D velocity distribution but does only measure high energy 
ions and are not able to distinguish between the different ion species. Both instruments 
have a 360o field of view. [Réme et al.,1997] 25
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Chapter 4Magnetospheric 
boundaries
When a satellite traverses magnetospheric boundaries, these can be identified as 
gradients in the density profile. In this chapter, the spacecraft potential will be used to 
calculate a plasma density distribution in the magnetosphere. This density distribution 
will provide an image of the different boundary layers.
The plasma density is derived from the potential difference between the spacecraft and 
the surrounding plasma. This potential difference will be referred to as the spacecraft 
potential in the following text while the real potential of the satellite will be referred to as 
the satellite potential.
 4. 1. Objectives
Escoubet et al. [1997] have mapped magnetospheric boundary layers using data from 
ISEE-1 satellite. Based on spacecraft potential measurements from 1977 to 1984 they 
calculated an average density distribution for the magnetosphere that clearly visualizes 
the boundaries. In order to create the density distributions, the magnetosphere were 
divided into bins which the data were sorted into. The density distributions were then 
divided into geomagnetically active and non-active periods using the AE-index. They 
found that the magnetosphere were more compressed during high magnetic activity. A 
thicker and denser plasma sheet was also observed at midnight during high activity.
The orbit of ISEE-1 satellite had a small inclination relative to the ecliptic, and therefore 
explored the magnetosphere at low latitudes, and at relatively small distances from the 
neutral sheet in the magnetotail. Cluster, in an eccentric polar orbit makes it possible to 
get a view of the boundaries at higher latitudes, like the plasma sheet boundary layer and 
the cusp. As the Cluster satellites have been in orbit since 2001 there now exists 4 years 
of data. Calculating an average value for all the measurements made at the same spatial 
position provides a statistical image of the density distribution in the magnetosphere. 
 4. 2. Plasma density
Pre-processed data with a time resolution of one minute have been collected from the 
Coordinated Data Analysis Web (CDA-web: http://cdaweb.gsfc.nasa.gov/). The 
spacecraft potential with corresponding spacecraft position has also been collected from 
this web-based database.27
Magnetospheric boundaries 4. 2.1. Converting potential to densities
The EFW instrument makes use of the photoelectric effect to derive the spacecraft 
potential. This potential is later used to calculate the plasma density. Emission of 
photoelectrons (Iphos) will tend to drive the spacecraft to a positive potential. In a 
tenuous plasma a large number of the photo emitted electrons will return to the 
spacecraft. The current of electrons that are emitted into the surrounding space (Iphs) will 
be balanced by a current of ambient electrons attracted to the positive satellite from the 
surrounding plasma (Ies). In a denser plasma the currents will balance at a lower 
spacecraft potential. The relation between the different currents is shown in Figure 4.1. 
In order to obtain a value for the potential that also corresponds to the plasma density, the 
background plasma potential has to be subtracted from the measured satellite potential. 
The probe potential is kept close to the plasma potential by adding electrons through a 
bias-current. This prevents the probe from reaching a high positive potential. The probe 
potential is close to the surrounding plasma potential when the ambient electron current 
decreases toward zero. [Pedersen et al., 2001] 
The relation between the spacecraft potential and the plasma density is given as
 (4.1)
where Vs and Vp is the satellite potential and the probe potential, respectively. The 
equation describes the plasma density in number of particles per cubic centimeter. This 
equation is empirically deduced by calibrating the spacecraft potential with other 
instruments on-board Cluster (CIS, PEACE, ASPOC, EDI and WHISPER). The 
relationship has not been published yet and some more calibration is needed. Still the 
equation gives a relatively good description of the density in the other magnetospheric 
regions such as the magnetopause, plasma sphere, and tail lobe. [Arne Pedersen, private 
communication] 
Figure 4.1: Schematic illustration of the current balance of the spacecraft. Vs is the 
spacecraft potential. From [Pedersen et al, 2001]
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Plasma densityThe EFW experiment is good for identifying changes in the density and is useful when 
boundary layers are to be identified by the density variation. Other particle experiments, 
measuring plasma density on the Cluster spacecrafts (i.e. WHISPER, CIS) will acquire 
very few counts in a tenuous plasma and their measurements will not be reliable in such 
plasma populations. An other problem is that the spacecraft often reaches a high positive 
potential in very tenuous plasma. This high potential will affect the density 
measurements made by other instruments. A high positive potential will attract electrons, 
shield out ions and will result in too high or too low density measurement. 
[Pedersen et al., 2001] 
 4. 2.2. Comparing with other density measurements
The plasma density from March 16th, 2001 have been calculated from the spacecraft 
potential. This data is then compared with density measurements from WHISPER and 
CIS. In Figure 4.2a the density derived from the EFW instrument is compared with 
density measurements from WHISPER. At the same time as the EFW instrument 
measures a drop in the density, at about 18:00 UT and 22:00 UT, there is large variations 
in the WHISPER measurements. Simultaneously, the quality controlling variable, 
derived from WHISPER data is close to zero, indicating that the data is not reliable in 
this time period [Daly,2002]. This control variable is plotted in Figure 4.3. For the rest of 
the period shown in Figure 4.2a, the WHISPER measurements correspond well with the 
EFW experiment.
The EFW data have also been compared with data from CIS (see Figure 4.2b). The 
figure shows that the CIS instrument in general produces somewhat lower values for the 
plasma density than the EFW instrument. Between 12:00 UT and 18:00 UT, however the 
two instruments seem to deliver the same results. During the two periods with a strong 
decrease in the plasma density, the two curves follow each other rather well except for 
the very lowest plasma densities. Between 21:00 UT and 24:00 UT the difference 
between the two measurements is significant. In a tenuous plasma the spacecraft goes to 
a highly positive potential. Positively charged particles will not reach the spacecraft 
unless they have very high energies. This dip correspond to a tail lobe passage (explained 
below) where the particle energy is very low and CIS will therefore underestimate the 
plasma density [Torkar et al.,2001]. The largest difference between the EFW and CIS 
data is almost a factor of 10. In some tenuous plasma regions the EFW instrument 
provides the only possibility to get information on the plasma densities29
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a   
b   
Figure 4.2: Plasma density deduced from the spacecraft potential is compared with 
plasma densities measured with two other instruments on Cluster, 
Whisper (a) and CIS (b). 
Figure 4.3: The quality factor from WHISPER. When the quality factor 
is zero the data are not reliable. 
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Boxing 4. 2.3. Density along the orbit
Figure 4.4 displays electron density variations along the Cluster orbit on March 16th 
2001. This is from the same day as the data shown in Figure 4.2. The characteristic 
densities listed in Table 2.1 will be used to define some of the boundaries that are crossed 
by the satellite during this orbit.
In part 1 of the satellite path from x = 19 RE to x = 13RE in Figure 4.4., the satellite 
experience a plasma density of about 10cm-3 indicating that the satellite is situated in the 
solar wind. Later on the spacecraft enters a region with significantly denser plasma (2). 
This density of about 30cm-3 corresponds to magnetosheath plasma. After going through 
the magnetosheath, Cluster crosses the magnetopause and enters the much colder and 
thinner plasma on closed field lines inside the magnetosphere. Cluster then enters the 
cusp (3) which has a density close to the density found in the magnetosheath. After 
crossing the cusp, the satellite moves through the tenuous lobe and ends up in the dense 
plasmasphere (4) with characteristic densities at 100cm-3. This lobe crossing 
corresponds to the large drop in the density curve at about 22:00 in Figure 4.2.
 4. 3. Boxing
The spacecraft potential have been converted into plasma densities the data are ready to 
be sorted into bins.
 4. 3.1. Bins
Cluster orbits a volume of about 40RE in x- and y-direction, times 20RE in the z-
direction. This volume are divided into bins and three different bin-sizes have been tried:
     i) Cubes with size of 1RE resulting in 40 bins in each direction
    ii) Cubes with size of 0.67RE resulting in 60 bins in each direction
   iii) Cubes with size of 0.57RE resulting in 70 bins in each direction
 
Figure 4.4: Cluster orbit 16. Mars 2001. The plasma density showed in colors is 
plotted along the path. The satellite is first in the solar wind (1), enters 
the magnetosheath (2), passes through the cusp (3) and finally enters the 
plasmasphere (4)
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Magnetospheric boundariesBefore deciding which bin-size to use, it is necessary to consider how long distance the 
satellite travels between two measurements. If the bin-size is smaller than this distance, it 
can result in empty bins. Cluster have highest speed near perigee (close to earth) 
reaching a maximum speed at about 5 km/s. Taking into account the maximum speed and 
the time resolution used, of one minute, the minimum bin-size can be calculated. With 
the given parameters the bins can be no smaller than 0.047RE (=> 300km) in order to 
have at least one measurement in each box. Increasing the distance between each data 
point means that larger bins are needed in order to have sufficient number of 
measurements in each bin.
The number of elements in a statistical distribution is important. An average value is an 
estimate of the correct value of the measurement. If there is a large variance in the data, a 
higher number of measurements is needed to get a good estimate of the correct value. A 
lower limit for the number of measurements in each bin is set to 20 hits. Values in bins 
with fewer hits are considered to be unreliable. 
The maximum and minimum number of hits in each bin after collecting three years of 
data, is shown in Table 4.1. According to the results presented in this table there is not a 
big difference between the 60x60x60 bins and the 70x70x70 bins. Dividing the 
magnetosphere into 40x40x40 bins is the only choice that can guarantee that all bins 
contain enough measurements to give a statistically reliable result (i.e. more than 20 
hits).
The spatial resolution will also have an affect on the number of hits in each bin. The 
Cluster satellites have an elliptical orbit around Earth. After one orbit the next orbit will 
be shifted about 0.75RE westward because of the earth orbit around the sun. The distance 
between the two orbits will be larger at apogee than at perigee. If the bins are smaller 
than the largest distance between two orbits, several bins can end up with few or no 
measurements.
# bins max # hits/bin min # hits/bin
40x40x40 106 21
60x60x60 71 14
70x70x70 60 12
Table 4.1: Maximum and minimum number of measurements in each bin32
BoxingAfter taking these considerations into account, the best choice of bin-size will be the 
largest one. It is on the other hand, also important to keep the bin-size as small as 
possible in order to resolve distinct boundaries in the final image. Considering these 
arguments, the matrix of 60x60x60 bins was selected, i.e. 0.67RE resolution.
The number of measurements in each bin has been calculated using the first three years 
of available data. This resulted in 746 118 measurements. These data are displayed as 2D 
images in Figure 4.6. The number of hits have been summed over the third axis, which is 
not shown in the images. Figure 4.6 shows that there are just a few bins with less than 20 
hits.
 
The Cluster satellites do not cover all the magnetospheric regions. A torus shaped sphere 
laying symmetrically around the Earth, with the rotational axis perpendicular to the orbit 
Figure 4.5: Example of 4 Cluster orbits. The distance between two orbits is larger at 
apogee than at perigee.
Figure 4.6: The magnetosphere were divided into 60x60x60 bins. The figures shows 
the number of hits in each bin averaged over the third axis
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Magnetospheric boundariesplane, is never visited by Cluster. The two images on the right in Figure 4.6 shows two 
D-shaped areas with fewer counts. This corresponds to the donut-shaped sphere having 
no data. The values in these bins relate to measurements made near the magnetopause 
and the magnetosheath regions outside of this empty sphere.
 4. 3.2. Statistical analysis
After collecting spacecraft potential data for the time period 2001 - 2003, the data are 
sorted into bins. For each bin, an average value is calculated. This results in a 3D-matrix 
consisting of average values of spacecraft potentials. The potential is then converted into 
plasma density by the relation given in Equation 4.1. To visualize the data, 2D images 
are shown in Figure 4.7 with data averaged over the third dimension. A logarithmic scale 
is used for the density in order to make the boundaries sharper and more distinct.
 4. 4. Identifying boundaries
Several boundaries in the magnetosphere can be recognized in Figure 4.7 by considering 
the characteristic plasma density in the different regions which are listed in Table 2.1. In 
order to guide the eye, the statistical position of the bow shock and the magnetopause is 
superimposed on Figure 4.7a and c. The bow shock is drawn at x = 15RE. This is the 
statistically average position of the bow shock found by Peredo et al. [1995]. An earlier 
statistical study done by Sibeck et al. [1991] have found the average position of the 
magnetopause to be at about x = 10RE.
 4. 4.1. Bowshock and magnetopause
In Figure 4.7a the yellow and bright red crescent shaped area to the left corresponds to 
the solar wind. Closer to the Earth is the magnetosheath. The boundary between the solar 
wind and the magnetosheath is not very obvious in the picture but a density gradient in 
negative x direction is visible. At the bow shock the solar wind plasma velocity starts to 
decrease. As the plasma passes through the magnetosheath the velocity decrees 
gradually. 
The plasma in the magnetosheath reaches a density of about 20cm-3 just in front of the 
magnetopause. The magnetopause is the yellow parabolic shaped area in Figure 4.7a 
situated at about 7RE upstream from Earth. This is a little closer than the statistical 
position calculated by Sibeck et al. [1997]. The reason for this is that many 
measurements of the magnetosphere are made at high latitudes. Since the Cluster 
satellites are in a polar orbit, the magnetopause is not crossed in the equatorial plane but 
with an elevation above or below it. When projecting the magnetopause crossing down 
to the ecliptic the magnetopause is mapped at a x-position that is closer to the Earth than 
the radial distance. By using the x-position of the magnetopause found above (x = 7RE) 
and assuming that Cluster crosses the magnetopause at about z = 7RE, the radial distance 
from the Earth to the magnetopause will be about 10RE (i.e. ). 7RE( )2 7RE( )2+[ ]34
Identifying boundariesa
b
c
Figure 4.7: Density distribution measured by the EFW instrument on Cluster. 
Magnetospheric boundary layers are defined in section 4. 4. The 
statistical position of the bow shock, (BS) and the magnetopause (MP) is 
marked. The plasmasphere is encircled in the centre of picture b and c.
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Magnetospheric boundaries 4. 4.2. Plasmasphere
In Figure 4.7c the plasmasphere can be seen as a dense elliptical sphere around the Earth. 
The dayside boundary is not easily spotted because the position overlaps with 
magnetopause densities. A thin line is drawn along the boundary to help visualize the 
shape. The plasmasphere is somewhat compressed in the z-direction and stretches out to 
about 5RE on the night side. A higher density can be seen on the dayside of the 
plasmasphere. The plasmasphere can also be seen in Figure 4.7a as a circle between 3RE 
and 5RE with a higher density in the dayside.
The higher density in the dayside plasmasphere is consistent with the findings of Laakso 
et al.[2002]. They concluded that the density is higher on the dayside than in other areas 
in the plasmasphere during quiet periods. However, they do not offer any explanation to 
this observation. During active periods they find that the density is more evenly 
distributed between day- and night- side. The source of plasmaspheric particles are 
believed to come from heated ionospheric particles that are flowing up along field lines 
into the plasmasphere [Wolf, 1995]. On the dayside the ionospheric particles are heated 
by the sun, causing more particles to enter the plasmasphere on the dayside. This can 
explain the difference in the density between the day- and night- side. During active 
periods these particles drift out towards the magnetopause and the distribution is evened 
out. 
The plasmasphere can also be seen in the middle of Figure 4.7b as a dense area around 
the Earth. The figure shows that the plasmasphere is larger and have a higher density on 
the dusk side. The particles in the inner plasmasphere are so close to the Earth that they 
are affected by the Earth rotation [Wolf, 1995]. The plasma convection and the particle 
co-rotation cause particles to gather up on the dusk side, increasing both the size and 
density in the plasmasphere.
 4. 4.3. Plasma sheet
It is not possible to see the plasma sheet in Figure 4.7a, but in Figure 4.7c there is a weak 
signature in the tail shown as turquoise. The dark blue bins in this figure correspond to 
the tenuous tail lobes. 
Looking at the tail from behind (along positive x-axis towards the Sun) the plasma sheet 
can be seen in Figure 4.8 as a sheet separating the northern lobe from the southern lobe. 
The shape with thicker plasma sheet on the tail flanks and a thinner sheet in the midnight 
sector, is consistent with results from earlier studies (i.e. [Kaufmann, 2001]). 
In Figure 4.8 the plasma sheet looks slightly tilted towards dawn which according to 
Owen et al. [1995] would be expected if IMF By is mostly positive during this period. 
Figure 4.10 shows the distribution of the IMF components during the actual period (2001 
to 2003). The figure shows that the By component is evenly distributed around zero with 
highest occurrence at nT. Hence, the By component cannot explain the tilt of the 
plasma sheet, as there is no skewness in the distribution. Another more likely 
explanation could be the annual variation of the tilt of the Earth rotation axis relative to 
the ecliptic. When averaging the data over three years the annual rotation of the earth 
should be evened out. But since Cluster orbits the tail only during mid-summer and early 
autumn the tail data contains a preferred direction on the rotation axis and the plasma 
3±36
Identifying boundariessheet will therefore appear tilted in a GSE (geocentric solar ecliptic) coordinate system 
(described in “Chapter 5” ). 
.       
In Figure 4.8 the data have been averaged between x = -10RE and x = -20RE. Leaving 
out all measurements made along a positive x-axis results in a plot showing only tail 
measurements. In addition, when looking for the plasma sheet the measurements made in 
the plasmasphere will only disturb the picture. Since the plasma sheet is located behind 
the plasmasphere at about 5-7 RE in negative x-direction, the data between x = 0RE and 
x = -10RE are also left out in order to be sure no plasmasphere measurements are 
included. When leaving out more than half of the data set, the number of measurements 
Figure 4.8: The density distribution and the Earth viewed from the tail in the yz-
plane. The plasma sheet is recognized as the turquoise and yellow 
biconcave shape crossing the magnetosphere with a tenuous lobe above it 
and below it. A slightly higher density in the magnetopause can bee seen 
in the dawn region at the right. 
Figure 4.9: This figure has the same view angle and axis as Figure 4.8, but the 
colorbar shows number of measurements instead of plasma density.
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Magnetospheric boundariesin each bin is lowered significantly. The plot in Figure 4.9 shows the number of 
measurements in each bin for the plot in Figure 4.8. Except from some empty bins, most 
of the bins have about 100 measurements each.
The high density spot in the south at the dusk side (at about y = 10, z = -5) in Figure 4.8 
addresses to a tail passage around midnight between September 30th and October 1st in 
2002. During this event Cluster encounters a big change in the tail magnetic field at the 
time of the event. The Bx and By component measured by Cluster change direction by 
180 degrees. There is also a large enhancement of the Bz value. These changes appear 
about 11 hours after Cluster crossed the neutral sheet the first time and last for about 
three hours before magnetic field data return to normal values. The magnetic pressure is 
larger than the dynamic particle pressure in the solar wind at this time and may be the 
reason for this very unusual event. The IMF also has a strong positively Bz and a strong 
negative By component. Even though this event happens during one orbit only, it has 
strong effect on the statistical data. 
In Figure 4.8 there are also two single bins with unusually high density. The one just 
above the big spot (y = 8RE z = -3RE) corresponds to the same orbit just a few hours 
earlier. The other dark red spot at y = -3RE, z = 5RE corresponds to orbit 338. At this day 
the spacecraft potential suddenly increased with about 30V and stayed almost constant at 
2,7eV between 10:30 and 13:40. This looks like a false potential. A comparison between 
this data and data from the EFW instrument on the three other satellites, indicates that 
the EFW instrument on spacecraft one was not in the appropriate mode of operation at 
that time.
 4. 4.4. Cusp
The Cluster orbit is specially suited for looking at the cusp. Many of the earlier satellite 
missions have been in equatorial orbits or have had polar orbits closer to the Earth. 
Figure 4.11 shows a cross-section of the magnetosphere in the xy-plane between 6 and 7 
RE along the GSE z-axis. Looking from right to the left in this figure, the satellite first 
encounters the tenuous lobe, enters the cusp and after going through the dayside 
magnetosphere it ends up in the solar wind. The cusp can be seen in yellow at about 
Figure 4.10: Distribution of the IMF components for the period from 2001 to 2003.
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Comparing with geomagnetic activityx = 5RE and y = 3RE. The passage in the dayside magnetopause (to the left of the cusp) 
includes some measurements from the magnetopause (red) and thus the boundary 
between the cusp and the solar wind is not very clear. The cusp and solar wind 
measurements are made in a season (spring) when the Earth’s rotational axis is tilted 
towards dusk. Because Cluster orbits over the poles, is will not enter the cusp and the 
magnetosphere at this z-position on the dawn side during spring time. The spiral-like 
shape of the data is due to the Earth’s rotation during one year. 
 4. 5. Comparing with geomagnetic activity
Escoubet et al.[1997] compared the shape and position of the magnetospheric boundary 
layers with the AE-index. They had seven years of data and could easily divide the data 
set up in two parts; active and non-active periods. In this study there is only two and a 
half years of data available. This is insufficient for a further subdivision of the data set. 
For this reason no comparison with the AE-index or with solar wind data is carried out.
 4. 6. Summary
In this chapter the spacecraft potential measured by the EFW instrument has been used to 
calculate the plasma density in the magnetosphere. These data have then been used to 
define the different boundaries in the magnetosphere. One minute resolution data were 
sorted into bins with size 0,67REx0,67REx0,67RE. This resulted in a 3D density 
distribution which were used to identify the magnetospheric boundaries.
Many of the magnetospheric regions have been identified. The magnetopause was found 
at about 7RE projected into the ecliptic plane. This resulted in a radial distance at about 
10RE. The bow shock was harder to identify but was statistically positioned at a radial 
distance of 15RE. Closer to Earth, the plasmasphere have been easily identified as a 
Figure 4.11: A cross-section of the magnetosphere between z = 6RE and z = 7RE
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Magnetospheric boundariesdoughnut shaped sphere. It was also observed a higher density in both the dayside and 
the dusk side. The plasma sheet was a little more difficult to point out. By leaving out 
data from measurements taken on the dayside and in the plasmasphere, the plasma sheet 
can be observed. Seen from the tail, the plasma sheet has a biconcave shape. Since the 
measurements in the tail have only been taken during late summer / autumn the plasma 
sheet was a little tilted towards dawn because of the Earth’s rotation around the Sun. The 
cusp has also been identified in a cross section image of the magnetosphere. Because of 
seasonal variations caused by the Earth’s rotation about the sun, the cusp can only be 
seen on the dusk side.
In this chapter the plasma density was used to identify several boundary layers in the 
magnetosphere. The next chapters describe a method that makes use of the differences in 
the plasma energy and density between magnetospheric regions. This will be used to find 
the thickness of the plasma sheet. 40
Chapter 5Coordinate system
Estimating the plasma sheet thickness is not a straight forward issue. During active 
periods the tail is very dynamic and the shape and position of the plasma sheet undergoes 
rapid changes. Hence, Cluster encounters many boundary crossings during one tail 
passage. If the tail configuration had been stable during a satellite passage through it, the 
plasma sheet thickness could easily have been found by using the satellite coordinates at 
encounter and exit of the PSBL. Unfortunately, this is not the case and a method based 
on some assumptions has to be used. 
The plasma sheet is often assumed to be symmetric about the neutral sheet and this will 
be used to find the half thickness of the plasma sheet. Given that the neutral sheet 
position is known when Cluster crosses the PSBL, the distance between the satellite 
position and the neutral sheet represent the half thickness of the plasma sheet. A method 
to identify the neutral sheet position needs to be established. The configuration and 
position of the neutral sheet are strongly dependent on the tilt angle between the 
geomagnetic equator and the ecliptic. Several studies (e.g. Hammond et al. [1994] and 
Li and Xu [2000]) have earlier pointed out the importance of the dipole tilt influence on 
the magnetotail boundaries. 
 5. 1. About Coordinate systems
Studying phenomena close to the Earth makes it meaningful to use coordinates that are 
centered at the Earth. There are several geocentric systems, but since the Earth magnetic 
field is strongly affected by the solar wind, one of the axis should be in the solar 
direction. Two of the most frequently used coordinate systems in space physics are the 
Geocentric Solar Ecliptic (GSE) and Geocentric Solar Magnetic (GSM) coordinate 
system. 
 5. 1.1. Geocentric Solar Ecliptic, GSE
The coordinates of Cluster are usually given in the GSE coordinate system. In this 
system the x-axis is directed towards the Sun and the z-axis is perpendicular to the 
ecliptic plane. The y-axis is perpendicular to both the x- and the z- axes. This coordinate 
system is often used to display satellite trajectories and solar wind measurements.
 5. 1.2. Dipole tilt - diurnal and annual variation in the GSE system
The Earth rotational axis is tilted by 23.5o from the z-axis in the GSE system. In addition 
the magnetic dipole axis of the Earth has a tilt of 11.5o relative to the Earth rotation axis. 
In GSE coordinates the dipole axis has both a diurnal and annual variation. 
The diurnal variation of the dipole axis is caused by the Earth’s rotation about its own 
axis (see Figure 5.1). The red dotted line in the figure is the rotational axis and the blue 41
Coordinate systemthin line is the dipole axis. In the GSE system the movement of the dipole axis can be 
described as a cone. This will cause a variation in both the GSE yz-plane and the 
xz-plane. 
There will also be an annual change in the dipole axis projection into the GSE system. 
When the Earth orbits the Sun, the rotational axis describes a cone around the GSE z-axis 
leading to a annual variation in the dipole axis position in the GSE coordinate system. 
This is illustrated for the GSE xz-plane in Figure 5.2. The dipole axis position will vary 
between the two blue lines during one day and will also have an angular change relative 
to the GSE z-axis during one year.
Figur 5.1: As the Earth rotates the dipole axis makes a cone around the rotation axis, 
causing diurnal variations in the neutral sheet position with respect to GSE
Figur 5.2: The variation of the dipole axis in the GSE xz-plane
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About Coordinate systemsAs can be seen in Figure 5.2, the variation of the dipole axis relative to the GSE z-axis 
will be at a maximum during summer and winter solstice and at a minimum during the 
two equinoxes. There are also similar variations in the GSE yz-plane. 
 5. 1.3. Geocentric Solar Magnetic, GSM
The GSM coordinate system has the same x-axis as the GSE coordinate system but the 
GSM y-axis is perpendicular to the Earth’s dipole axis. This eliminates the variation in 
the GSE yz-plane. It means that the GSM z-axis is parallel to the projection of the 
Earth’s dipole axis in the GSE yz-plane and that the y-axis is in the magnetic equatorial 
plane (see Figure 5.3). The GSM coordinate system was first proposed by Ness [1965] 
and has been widely used to describe magnetospheric boundaries and regions. 
Hapgood [1992] has developed a guide for space physics coordinate transformation 
using general theory for rotation of coordinate systems. A matlab code implementing 
these formulas has been developed to transform GSE-values into GSM coordinates (see 
“Appendix A” )
 5. 1.4. Solar Dipole, SD
Variations in the GSE yz-plane are taken into account by using GSM coordinates. The 
variation in the GSE xz-plane is, however, not corrected for. In order to include the 
variation of the dipole axis in the GSM xz-plane a coordinate system where the neutral 
sheet lies in the xy-plane is used. This system is called the solar dipolar coordinate 
system (SD). In GSM xz-plane the neutral sheet will have a motion parallel to the GSM 
z-axis. Because of the diurnal variation in the dipole tilt angle the neutral sheet will have 
a similar diurnal variation in the change of distance relative to the GSM x-axis. The new 
axes will be parallel to the GSM axes but with a displacement along the z-axis (ZN) 
relative to the diurnal and annual variation of the dipole axis in the GSM xz-plane (see 
Figure 5.4). The SD z-axis equals the GSM z-axis when the dipole tilt angle is zero.
Figur 5.3: The relationship between the GSE and the GSM coordinate system.
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Coordinate systemThis coordinate system is called the solar dipole (SD) system. In these coordinates the 
neutral sheet will always lie in the xy-plane and when a satellite crosses the PSBL the 
satellite SD z-position will give the half thickness of the plasma sheet.
In order to use these coordinates a relation between the variation in the dipole axis and 
the neutral sheet position has to be established. This will be discussed below.
 5. 2. Neutral sheet position
 5. 2.1. The neutral sheet hinge point
Knowing the configuration of the neutral sheet is important for finding its position. Close 
to the Earth the neutral sheet is considered to be in the plane of the magnetic equator. 
With increasing distance from Earth the effect of the solar wind gets stronger. At a point 
the solar wind flow will control the neutral sheet and it is bent away from the magnetic 
equator and becomes almost parallel to the tail GSM x-axis. The distance from the Earth 
to the bend point where the neutral sheet no longer follows the magnetic equator is called 
the distance to the hinge point (DH)
The idea that the neutral sheet has a hinge point was first proposed by Murayama [1966]. 
Later several studies have tried to find the distance to this hinge point 
(e.g., Russel and Broady,1967; Fairfield,1980; Dandouras,1988; Tsyganenko et al.,1998; 
Tsyganenko and Fairfield, 2004). In the early magnetic field models developed by 
Tsyganenko, a method for determining the neutral sheet position above the GSM xy-
plane was used. This method has been further developed, and now contains dependency 
on solar wind parameters [Tsyganenko and Fairfield, 2004]. Equation 5.1 is taken from 
[Tsyganenko and Fairfield, 2004] and gives the height, ZN, of the neutral sheet above the 
ecliptic. 
 (5.1)
ZN can be calculated for every x and y position in the tail.  is the dipole tilt angle,  
is the “effective” tilt angle (see next paragraph) and By is the IMF y-component. X, Y 
Figur 5.4: The variation of the SD system in the GSM system. ZN can be both positive 
or negative corresponding to a SD xy-plane above or below the GSM xy-plane 
respectively.
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Neutral sheet positionand By are normalized with characteristic values. The coefficients Go, G1 and S are 
empirically determined and then corrected for solar wind pressure and IMF conditions. 
The “effective” tilt angle equals the dipole tilt angle at the surface of the Earth and 
decreases as the distance from the Earth increases. Between Earth and the hinge point, 
the “effective” tilt angle is close to the dipole tilt angle. Beyond this point, the “effective” 
tilt angle will decrease more rapidly with distance, resulting in a nearly constant height 
above the GSM xy-plane. The radial distance to the hinge point, RH have been 
empirically determined from minimum error analysis [Tsyganenko and Fairfield, 2004].
The first term in Equation 5.1 is related to the dipole tilt effect on the neutral sheet 
position. The last two terms in this equation are due to a wrapping effect (concave shape) 
in the GSM yz-plane and a twist effect around the tail axis caused by the IMF By 
component respectively. Since the two last terms have largest effect for large 
y-positions, they will for simplicity not be taken into consideration in this study. The data 
that will be used in this thesis therefor have to be concentrated around midnight MLT to 
limit the effects that occur at large y-positions. Leaving out the last two terms gives:
 (5.2)
Assuming a constant height between the neutral sheet and the GSM xy-plane beyond the 
hinge point, it will be enough to calculate the height above the GSM xy-plane, ZN, at x = 
DH. Since the neutral sheet follows the magnetic equator up to this point, the “effective” 
tilt angle can be replaced with the dipole tilt angle, . The x-position of the hinge point is 
negative and the term, ‘-x’ in Equation 5.1 can be expressed as DH. This gives a new 
equation:
 (5.3)
where the parameters in the equation are illustrated in Figure 5.5.    
Tsyganenko and Fairfield [2004] have used the radial distance to the hinge point, RH. 
This parameter was made dependent on solar wind pressure, P and IMF z-component, 
Bz. They have also used the characteristic values Po = 2nPa and Bzo = 5nT to normalize 
P and Bz respectively. Setting P = Po and Bz = Bzo gives a RH value of 8.75RE. 
Decomposing RH with a dipole tilt angle of 35 degrees (maximum angle) this results in a 
x-position of 7.17RE. With a zero dipole tilt angle the x-position equals the RH value. In 
Figur 5.5: A sketch showing the relation between the dipole tilt, , the height of the neutral 
sheet above the ecliptic, ZN, and the x-component of the hinging distance, DH.
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Coordinate systemthis study DH is referred to as the hinging distance (the x-component of RH). An average 
value of DH will later be used to determine the neutral sheet z-position each time Cluster 
encounters the PSBL. 
An approximation for the distance, DH, can be found by using Equation 5.3. The height 
of the neutral sheet above the ecliptic is measured by satellite passages, assuming that the 
neutral sheet follows a straight line from the hinge point to the satellite passage (the blue 
cross in Figure 5.5). When the satellite crosses the neutral sheet, the z-position is 
measured in GSE coordinates and transformed into GSM coordinates. The ZN-value 
equals the GSM z-value of the neutral sheet crossing. The assumption that the neutral 
sheet follows a straight line may not be correct, but gives a good approximation in most 
cases. Tsyganenko et al. [1998] have found that the distance between the neutral sheet 
and the ecliptic is nearly constant up to x ~ 100RE. Since the Cluster orbit never exceeds 
x = -20RE this assumption will be used.
 5. 2.2. Neutral sheet passages
In order to identify a neutral sheet passage, the x-component of the Earth’s magnetic 
field is used. The neutral sheet is defined as the plane where the Bx component change 
polarity. When Cluster passes through the tail (from positive to negative GSE-z) the Bx 
will change sign from positive to negative. Figure 5.6 shows a clear neutral sheet passage 
at 
05:00 UT on September 22. - 2001, indicated by an arrow in the top panel. The red, 
dotted line in the figure shows where Bx is zero. In this case the neutral sheet is crossed 
close to the xy-plane at x = -18.4RE, y = 5.9RE, and z = 0.7RE. 
Figur 5.6: Earth magnetic field measured by Cluster. A tail crossing September 21. - 
2001. One clear passage through the neutral sheet can bee seen at about 05:00 
(UT). (Image provided by CDA-web)46
Neutral sheet positionFigure 5.6 shows an example of a well defined neutral sheet crossing. Other days the 
passage is more complex such as demonstrated in Figure 5.7. Here the tail is disturbed, 
and the neutral sheet moved back and forth over the satellite. In order to define passages 
on disturbed days like this, two criteria are set; a change in the Bx has to last for 
minimum 5 minutes or have an amplitude,  greater than 15nT. With these criteria the 
tail passage in Figure 5.7 has 15 neutral sheet crossings (see vertical lines) between 
16:30 UT on October 1 - 2003 and 03:30 UT on October 2. - 2003. The criteria 
mentioned above also block out rapid tail flapping and oscillations which are not 
relevant for this study. The latter will be discussed closer in the next chapter.
On the day shown in Figure 5.7, Cluster first encounters the neutral sheet at about 
x = -15.8RE, y = 5.1RE and z = 3.7RE. In the time between 16:30 and 20:00 the satellite 
stay close to the neutral sheet. Since Cluster moves about 4km in the z direction during 
this time period, the neutral sheet has to move with the satellite at almost the same 
velocity. The same seems to happen between 02:00 and 03:30. The last neutral sheet 
entry appears at x = -16.7RE, y = 8.9RE, z = -2.7RE. In the time period between 20:00 
and 02:00, the neutral sheet appears to move rapidly up and down in the z-direction. This 
flapping occurs when Cluster is between -16.2RE and -16.9RE in the x-direction, 6.7RE 
and 8.5RE in the y-direction, 1.7RE and -1.5RE in the z-direction. 
 5. 2.3. Hinge distance, DH
Cluster orbit the tail during late summer / autumn. In this study the data set is limited to 
measurements made between  degrees from midnight MLT. This results in a 
maximum y-position of  RE at x = -19 RE. With this limit, data from August and 
September can be used. Collecting data from 2001 to 2004 results in 69 tail passages. 
Figur 5.7: Earth magnetic field measured by Cluster. A tail crossing October 2.-3. - 2003. 
15 crossings through the neutral sheet can be observed during this tail passage. 
(Image provided by CDA-web)
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Coordinate systemSome of the tail passages do not have continuos data. Leaving those out results in 55 tail 
passages. During these 55 tail passages, Cluster encounters 146 neutral sheet crossings.
The z-position of the satellites and the corresponding dipole tilt angle are found for each 
neutral sheet crossing. These parameters are then used to calculate the hinging 
x-position for each crossing. Figure 5.8 shows a normalized distribution of the hinge 
distance and tells how often a certain distance appears in the data set. The mean value of 
DH is 9.93RE and the median is 7.0RE. The difference between these values is caused by 
some extremely high DH-values.         
 
Figur 5.8: Occurrences of calculated neutral sheet hinge point positions along the x-axis. 
Median value at 7Re
Figur 5.9: The dipole tilt angle compared to the neutral sheet hinging distance. Except 
for some large values in the position of the hinge point for small angles, the 
positions are well distributed over the different angles.
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Method evaluationIn Figure 5.9 the hinge distance is compared with the dipole tilt angle. The figure shows 
that DH-values up to 19RE occur at all angles but distances >30RE only occur for small 
dipole tilt angles. The geometry used to calculate the distance to the hinge point will in 
some cases not be correct. The largest hinge distances indicate that Cluster crosses the 
neutral sheet closer to Earth than the position of the hinge point and presented geometry 
is not correct for this measurements. The high z-values in Figure 5.8 are considered to be 
outliers because they correspond to small angles and are only confirmed by one 
measurement. The median value of DH is not strongly dependent on the large values 
since there are so few of them but the mean value will be strongly affected. For this 
reason the median is probably giving the most correct picture of the hinge point 
distribution and will be used instead of the mean value in the following study.
The median value for the hinge distance in the x-direction is 7.0RE. Decomposing the RH 
values from Tsyganenko and Fairfield [2004] gives a value between 7.17RE and 8.75RE. 
These values are calculated using the solar wind parameters mentioned above and may 
be different under other solar wind conditions. For this choice of solar wind parameters, 
the DH value in this study is consistent with the findings of Tsyganenko and Fairfield.
One data point is removed from the data set. At this point the DH-distance reaches 1291 
RE and have a dipole tilt angle at 0.01 degrees. This is as close you get a straight line and 
no hinge point exist.
Near apogee, Cluster moves at a speed close to 1km/s. With a data time resolution of 
1 minute, this gives a general error of 0,05RE or 240km. This is an acceptable error 
compared to the distances discussed above. The total error of the measurements in this 
study is 1RE and will be discussed later.
 5. 3. Method evaluation
To control the method, the neutral sheet positions are calculated on background of the 
dipole tilt angle and the median value of the neutral sheet hinge point. Figure 5.10 shows 
the difference between the measured and calculated values. Out of 146 values, 11 has a 
variance larger than 2RE and 28 lies between 1RE and 2RE. The remaining 107 
calculations (73% of the data) are within the tolerance of 1RE set for this work. 
The calculations that deviate most from the measured values are from early August or 
late September. This means that the measurements were taken at the largest y-positions 
allowed in this work. The wrapping effect and the twisting effect mentioned in 
section 5. 2.1 have larger effect on measurements made at large y-positions. This has not 
been corrected for. This can be the reason why some of the calculations result in such 
large deviations.
The twisting effect is controlled by the IMF By component. Owen et al. [1995] observed 
an average tail tilt angle of about 25o from expected position in the yz-plane. At 
x = -19RE and with an angle of 30o from midnight MLT (meaning that y = 5 RE at this x-
position) this IMF By-effect can cause up to 2.3RE difference from the expected neutral 
sheet position. The wrapping effect is not that important and can only contribute with 
0.7RE deviation at this location. 49
Coordinate systemOrbit 348, between September 30th. and October 1st. causes the largest deviation 
between the measured and calculated neutral sheet position with a deviation of nearly 
7RE. This is the same event that caused the high density spot in Figure 4.8, discussed in 
the previous chapter. Days with extreme events like this makes the statistical analysis 
difficult and can lead to false conclusions. Thus data from orbits containing the largest 
variances (orbit 326, 348, 502, 637) circled out in Figure 5.10 will not be used in the 
further study because of the uncertainty related to them.
 5. 4. Summary
The neutral sheet position for each crossing of the PSBL was needed in order to find the 
plasma sheet thickness. Diurnal and annual variations in the dipole tilt angle causes big 
changes in the neutral sheet position relative to the Earth.
In the GSM system the dipole tilt variation in the GSE yz-plane was eliminated but the 
diurnal and annual changes in the GSE xz-plane have not been corrected for. In this 
chapter a method for defining the variation of the neutral sheet position relative to the 
variation of the dipole tilt angle in the GSE xz-plane has been discussed. The 
x-component of the hinging distance and the dipole tilt angle have been used to define 
the neutral sheet position. The distance, ZN from the GSM xy-plane to the neutral sheet 
was then used to make a transformation between the GSM and SD coordinate system.
The dipole tilt angle has been used to find the x-distance, DH to the neutral sheet hinge 
point. The median of DH was found to be 7.0 .05RE and was derived from 
calculations of 146 neutral sheet passages between 2001 and 2004. This is an acceptable 
Figur 5.10: Comparing measured neutral sheet position with calculated position 73% 
of the data falls within the standard error in this work. This gives good support 
for the use of this method to calculate the neutral sheet position.
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Summaryvalue for the hinge point without too high influence from the high values at small dipole 
tilt angles. At such small angles, the neutral sheet was close to a straight line and a hinge 
point does not exist. Compared with the findings of Tsyganenko and Fairfield a hinge 
distance of 7.0RE is a good estimate.
When the calculated position of the neutral sheet was compared with the measured 
values, 73% of all the data had a difference less than 1RE. Data from orbits with extreme 
variation caused by tail twisting will not be considered in the further study.51
Coordinate system52
Chapter 6Plasmasheet thickness
 6. 1. Background and objectives
An earlier study aimed to determine the plasma sheet thickness have been carried out 
with data from Geotail, which has an equatorial orbit. Kaufmann et al.[2001] have used 
data from 1995 to 1997 to do a statistical mapping of the plasmasheet thickness. They 
assumed that the plasma sheet is symmetric about the neutral sheet and developed a 
method to find the natural sheet position relative to the spacecraft. The -parameter, 
defined as the particle pressure divided by the magnetic pressure, was used to indicate 
the satellite distance from the neutral sheet. Ampere’s law was then used together with 
measurements of the magnetic field strength and the tail current density to convert the 
-values into z-values. The result gave a half thickness between 2.5RE and 5RE in the 
midnight tail and on the flanks respectively. The measurements were taken between 
10RE and 30RE in the negative x-direction. This method will not be applied in this thesis 
but the results of the plasma sheet half thickness will be compared with the results from 
Kaufmann et al.
One of the biggest challenges when determining the plasmasheet thickness is that the tail 
is not a stable configuration. As Kaufmann et al.[2001] express it: “... neutral sheet is 
twisted, wrapped and frequently flaps in the z-direction...”. This makes it difficult to find 
out whether a boundary crossing is caused by a change in the plasmasheet thickness or if 
it is just a flapping motion. A flapping motion can change the neutral sheet position by 
1-2RE within 10 minutes [Kaufmann et al. 2001]. Recently Sergeev et al. [2004] have 
used Cluster data to do a statistical study of current sheet oscillations. In this study they 
suggest that a flapping motion in the neutral sheet is caused by waves in the GSM 
xy-plane that are emitted from the central part of the tail and propagate towards the tail 
flanks.
Even though this flapping motion can displace the neutral sheet significantly the motion 
will not be corrected for in this thesis. The reason is that there are no good theories to 
apply in order to determine when it occurs or to predict the motion. The flapping causes 
an error in the calculated plasma sheet half thickness of about 0.5RE to 1RE. A worst-
case situation with an error of 1RE will be assumed in this thesis.
The Cluster orbit covers regions of the magnetosphere at high latitudes where no other 
spacecraft has operated previously. This makes it possible to sample the crossings of the 
PSBL at different distances and latitudes. In the late summer and autumn Cluster will 
always see the plasma sheet near apogee. Before and after apogee, when Cluster is 
located at larger distances from the neutral sheet, it is possible to observe the number of 
β
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Plasmasheet thicknessPSBL crossings and build up a statistical picture of the number of crossings at different 
distances and latitudes. 
This picture does not take into account tail flapping or wave phenomena near the PSBL. 
Nevertheless, the procedure gives a new view of the variability of the plasma sheet as 
will be demonstrated in this chapter. Attempts will also be made to relate this variability 
with solar wind conditions and dependency of geomagnetic disturbances.
 6. 2. Plasma sheet crossings
Depending on the tail conditions, the Cluster satellites encounter the boundary between 
the plasma sheet and the lobe several times during one tail passage. On some days the 
time between the first and last crossing can be more than 24 hours. Other days it will 
only take a few hours to cross the plasma sheet. As mentioned earlier the plasma sheet 
thickness will be calculated each time Cluster cross the PSBL. By the use of the SD 
coordinate system the satellite z-position is given relative to the neutral sheet. Since the 
plasma sheet is assumed to be symmetric about the neutral sheet, the z-position of the 
satellite in SD coordinates gives the plasma sheet half thickness when the boundary is 
crossed.
Cluster’s orbit makes the satellites cross straight through the plasma sheet and should be 
ideal for determining the plasma sheet thickness. Using knowledge about the plasma 
density and energy in the tail lobe and the plasma sheet (see “Chapter 2” ), each crossing 
of the boundary can be timed and positioned. 
Density measurements from the EFW instruments in the plasma sheet have large 
variations which makes it a little more difficult to determine when the satellite crosses 
the PSBL. The energy flux across the PSBL does on the other hand, provide a very clear 
identification of the boundary. Data from the CIS instrument on Cluster 3 are used to 
identify the satellite entries into the plasma sheet. The energy flux calculated from these 
data have higher values while the satellite is located in the plasma sheet than in the lobe. 
This provides a clear indication on whether the satellite is inside or outside. In Figure 
6.1, the green color indicate that the satellite encounters higher energy fluxes inside the 
plasma sheet. Dark blue or black indicate that the satellite is in the tenuous plasma of the 
lobes and outside the plasma sheet. 
Figure 6.1a shows an example of a tail passage with many boundary crossings, all 
marked with red arrows. The multiple crossings indicate that the tail configuration is 
changing rapidly and that the plasma sheet thickness varies in time. In another example, 
Cluster 3 only encounters two clear passages as seen in Figure 6.1b. A day like this can 
be explained in two ways. One possibility is that it is a very calm day with little variation 
in the tail configuration. Another explanation can be that the variations are outside the 
view of Cluster. The crossing of the neutral sheet is indicated with a red dotted line in the 
figure.    54
Calculating the half thickness 
The thickness of the plasma sheet can only be determined at the time the PSBL is crossed 
by the satellite. When Cluster 3 is inside the plasma sheet, the half thickness is larger 
than the distance between the spacecraft and the neutral sheet. If Cluster 3 is in the lobe, 
the PSBL has to be closer to the neutral sheet than the spacecraft is. 
Since Cluster orbits the tail during autumn, data have been collected from all orbits 
between August and October from 2001, 2002, 2003 and 2004. For some tail passages 
data are missing and the passages have been excluded from the study (many from 2001). 
Left are 69 tail passages with 976 plasma sheet crossings. In last chapter, there were 
some orbits that resulted in a large deviation between the measured and the calculated 
values for the neutral sheet position. Leaving out the data from these orbits, 921 
boundary crossings remain.
The time resolution of the data used is 5 minutes. With a spacecraft speed at about 4km/s 
near apogee this results in an error of 0.2RE in the position of the plasma sheet crossings. 
This is well within the 1RE which is the assumed error of this work.
 6. 3. Calculating the half thickness
For each boundary crossing  (Figure 5.4) is calculated in order to transform the 
satellite coordinates. The dipole tilt angle and the neutral sheet hinge point found in the 
previous chapter are used to calculate the displacement between the coordinate systems. 
 is subtracted from the GSM z-position of the satellite, giving the plasma sheet half 
thickness. The mean value for the plasma sheet thickness is found to be 4.73RE. This 
value is a little high compared with the findings of Kaufmann et al. [2001] which find a 
half thickness at the flanks of 5RE. The measurements in this study are taken closer to 
Figur 6.1: A: CIS data from Cluster orbit 334 with 24 crossings.
  B: CIS data from Cluster orbit 495. This passage have just two crossings. 
Plots taken from Cluster Science Data system [CSDS-web]
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Plasmasheet thicknessmidnight MLT, and should therefore be closer to 2.5RE according to Kaufmann. The 
higher value obtained can be explained by the differences between the orbits of the 
satellites. Cluster can only measure the plasma sheet thickness along its orbit. This 
means that the PSBL will only be crossed at high z-values when the satellites are close to 
the Earth. Further out the plasma sheet will be crossed at smaller z-values and result in 
the sampling of a thinner plasma sheet. This does not mean that the plasma sheet can 
never be thin close to the Earth, but because of its orbit Cluster will not have 
measurements in these regions. The best measurement of the plasma sheet thickness will 
be between x = -15RE to 19RE. The reason for this is that the Cluster satellites move 
mainly in the z-direction at these distances from Earth. Geotail which orbit close to the 
equatorial plane will encounter regions closer to Earth when it is closer to the neutral 
sheet than Cluster satellites. The fact that the satellites take measurements at different 
distance from the neutral sheet can explain the difference in the average value.
In Figure 6.2 the plasma sheet half thickness is compared with the x-position where the 
measurement was taken. The figure shows that plasma sheet half thickness smaller than 
2RE can only occur from x = -12RE and out to x = -19RE. Between -16RE and -19RE the 
measured plasma sheet half thickness can take almost all values from zero to 8RE. Later 
the data will be divided into categories depending on the x-position which the 
measurement was taken at. Measurements made closer to Earth than x = -15RE will not 
be included.
There are two populations of data in the figure. The blue triangles correspond to the 
measurements made below the neutral sheet (south) and the red stars indicate the 
measurements made above the neutral sheet (north). The blue population shows larger 
thickness than the red measurements for all x-positions.The mean thickness for the 
southern population is 5.4RE while the mean value for the northern part is 3.2RE. It 
appears as if the plasma sheet is thicker below the neutral sheet, but this can be explained 
by the Cluster orbit. 
Figur 6.2: The half thickness of the plasma sheet compared with the distance from earth 
where it was measured.
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Data preparation  
As seen in Figure 6.3 the Cluster orbit is not symmetric about the ecliptic. Between 
August 1st and September 30th the line of apsides is on average a little tilted below the 
ecliptic. This tilt angle also increases a little each year. From 2001 until 2004 the mean 
z-position of the neutral sheet will be slightly above the ecliptic. The displacement of the 
neutral sheet increases the effect of the asymmetric orbit in SD-coordinates. Hence, 
Cluster take measurements at positions with larger z-values when the satellites are below 
the neutral sheet than when they are above the neutral sheet. This will result in a smaller 
measured thicknesses above the neutral sheet than below it, as illustrated in Figure 6.2. 
Since it is assumed that the plasma sheet is symmetric about the neutral sheet, this orbital 
asymmetry only gives a better description of the plasma sheet thickness at a certain x-
position. 
 6. 4. Data preparation
The plasma sheet thickness will now be compared with solar wind parameters during 
quiet and active geomagnetic periods. The aim is to look for data correlating data, which 
gives an indication of a direct or indirect coupling between the solar wind and the plasma 
sheet thickness. 
 6. 4.1. Geomagnetic activity
The data set is first divided into active and non-active geomagnetic periods. The 
AE-index is used to decide which category the data will be sorted into. A period with 
low activity is determine by having a mean AE-index no higher than 50nT and a max 
AE-index no higher than 100nT. These conditions have to start at least 6 hours before the 
first PSBL crossing and they have to last until the last PSBL crossing of that orbit. This 
is to ensure that the system is relatively stable and no longer disturbed by earlier 
substorms. There are 10 orbits that satisfy this criteria, resulting in 122 measurements of 
the plasma sheet thickness during low activity. The mean plasma sheet half thickness for 
quiet periods is found to be 5.0RE. 
An active day is defined by having an average AE-index higher than 500nT and at least 
one maximum value higher than 1000nT. There is no limit on when these conditions 
have to start before the satellite first encounters the PSBL. The criteria are satisfied 
Figur 6.3: Clusters orbit in the GSE xz-plane from three days during four years.
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Plasmasheet thicknessduring 14 orbits which have a total of 212 measurements. The mean value of the plasma 
sheet half thickness during active periods is found to be 4.4RE. Hence, the plasma sheet 
thickness is about 0.6RE larger during quiet periods. Since the data error in this project is 
about 1RE this is not considered to be a significant difference. 
 6. 4.2. ACE and solar wind data
The solar wind influence on the magnetosphere was discussed in “Chapter 2” . In this 
chapter the following parameters will be compared with the plasma sheet thickness; the 
solar wind pressure, Psw, the epsilon parameter, , the clock angle, , the IMF Bz 
component and the magnitude of the IMF, |B|. In order to do this, 6 solar wind 
parameters is then needed; the solar wind speed, V and density, N and also the IMF x- y- 
and z-component, Bx,By and Bz and the magnitude, |B|. 
Solar wind data are collected from the ACE satellite. ACE is located near the Lagrange 
point, L1 (point of gravitational equilibrium) between the Sun and the Earth at about 
235RE in x-direction. Because of this large distance from the Earth, the solar wind 
parameters measured by ACE need to be delayed in time in order to compare with 
changes in the magnetosphere. The time delay is calculated by finding the distance 
between ACE and the magnetopause and divide this distance with the solar wind speed. 
Eriksson et al. [2001] have investigated how long time it takes before the geomagnetic 
tail reacts on the changes in the solar wind at the magnetopause. In the study they find 
the time delay by comparing the IMF Bz with the reconnection electric field (similar to 
the epsilon parameter) and the ASY-H index (a measure of the equatorial disturbance in 
the earth magnetic field). They then find the time delay that results in highest correlation 
between the parameters. This results in two maximum in the correlation, one at 35 
minutes and one at 65 minutes. The 35 minute response is explained as a directly driven 
reaction from the solar wind while the 65 minute response belong to release of energy 
from the tail.
For each PSBL crossing the corresponding solar wind data are found. Since the 
calculated time delay might not be precise a time average of the data is made. Taking an 
average over a short time period also limits the effects of small scale changes and rapid 
variations in the solar wind. Data taken from 10 minutes before a PSBL is crossed to 10 
minutes after the crossing gives a 20 minute interval. Such 20 minute interval is found 
for all the boundary crossings. For each interval, an average value for each of the 6 solar 
wind parameters is calculated and stored together with the maximum and minimum 
values at the same interval. The maximum and minimum values are used to determine 
the variance in the interval. If this variance is too large the average value is not trusted 
and eliminated from the analysis. The variance limit is chosen to be the mean value of 
the variance plus two times the standard deviation.
 6. 5. Correlation analysis
Correlation coefficients for high AE (cchigh) and low AE (cclow) activity are calculated 
for each solar wind parameter and are listed in Table 6.1. If the correlation coefficient is 
1 or -1 the data have a perfect linear correspondence. A coefficient of 0 indicates that 
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Correlation analysisthere is no linear dependence between the two data sets. The correlation coefficient is 
calculated using standard functions from the MatLab statistical toolbox.         
Low geomagnetic activity gives the highest correlation. The reason for this can be that 
there is a large spread in the plasma sheet thickness during high activity. During low 
activity the tail is more steady. There is no good correlation between the plasma sheet 
thickness and IMF |B|, Bx and By and the parameters will therefore not be discussed any 
further.
Solar wind pressure, P
As mentioned in “Chapter 2” the solar wind pressure deform the magnetosphere by 
compressing the field on the dayside and stretching it into a tail in the nightside. The 
radius of the geomagnetic tail depends on the solar wind pressure. It is therefore 
expected that high pressure results in a small plasma sheet half thickness and that low 
pressure results in large thicknesses (negative correlation).
The solar wind pressure is calculated from the time delayed ACE-data using Equation 
2.8. The calculated correlation coefficient for data taken during low magnetic activity is -
0.2753 (see Table 6.1). This is a low correlation and indicates a very week linear 
connection with the plasma sheet thickness. There is no good correlation between the 
data in the high activity period. This does not mean that there is no connection between 
the pressure and the plasma sheet thickness, but the data used in this analysis does not 
indicate a correlation. A possibility is that internal substorm related processes in the tail 
also have an influence on the plasma sheet thickness. 
Epsilon parameter,
The epsilon parameter is calculated from Akasofus’ formula given in Equation 2.11. 
Eriksson et al. [2001] use a variant of this parameter to find the time delay between the 
solar wind outside of the magnetopause and the geomagnetic activity measured on the 
Earth. After a reconnection on the dayside, energy builds up in the geomagnetic tail. This 
energy is then released during a substorm. The amount of energy that enters the 
Parameter cc high cc low
Pressure -0.1361 -0.2753
Epsilon -0.1664 -0.3094
IMF |B| -0.0848 0.2625
IMF Bx 0.0226 0.0800
IMF By 0.0575 0.1778
IMF Bz 0.3092 0.4914
Clock Angle -0.3738 -0.4210
Table 6.1: Correlation coefficients between solar wind parameters and the plasma sheet 
half thickness. The two columns correspond to high and low geomagnetic activity. 
In this table a 35 minute time delay between the magnetopause and the tail is 
used.
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Plasmasheet thicknessmagnetosphere during reconnection may therefore have an effect on the shape of the 
geomagnetic tail. Comparing the plasma sheet half thickness with the amount of energy 
that enters the magnetosphere on the dayside does not seem to result in any linear 
correlation during periods with high AE-index. During low geomagnetic activity there is 
a correlation of -0.3094. By using the statistical toolbox in MatLab a regression line is 
calculated. The resulting line shows a nearly horizontal linear correlation which does not 
provide any useful information. The figure is therefor not included in this thesis.
Solar wind magnetic field, Bz
During periods with negative Bz a reconnection on the dayside magnetopause is likely to 
occur. The solar wind then transports the newly opened field lines from the dayside 
magnetosphere to the tail. This leads to an increase in the tail magnetic flux and thus a 
thinner plasma sheet. As negative Bz leads to thinner plasma sheet a positive correlation 
is expected. The z-component of the solar wind is plotted versus the plasma sheet half 
thickness in Figure 6.4. The regression line is calculated using the MatLab statistical 
toolbox and is shown in black in the same figure. 
For low geomagnetic activity the correlation is 0.4914 and for high activity the 
correlation is 0.3092 (see Table 6.1). The regression line drawn for the high activity 
period (Figure 6.4a) has a slightly steeper slope than during low activity periods (Figure 
6.4b) (note the different scales on the z-axis). The figure shows that the Bz component is 
more often negative during high magnetic activity. The positive correlation coefficient is 
in agreement with the expected results. The data will later be divided into positive and 
negative Bz in addition to the dividing between high and low geomagnetic activity. 
Solar wind clock angle,  
The clock angle is calculated from the Bz and the By components of the IMF (see section 
2. 3.2). The angle indicates the direction of the magnetic field relative to the GSE z-axis 
and varies from 0 to 180 degrees. With an angle equal to zero, the magnetic field has no 
component in y direction and is directed due north along the z-axis. Since the Bz 
component of the solar wind magnetic field resulted in a relatively good correlation it is 
Figur 6.4: The z-component of the solar wind magnetic field compared with the plasma 
sheet half thickness
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Correlation analysisexpected that the same is true for the clock angle. Dividing the data into active and non-
active periods results in a correlation coefficient of -0.3738 and -0.4210, respectively. 
 
In Figure 6.4a and Figure 6.5a during high geomagnetic activity, the plasma sheet half 
thickness is smaller at x-positions between -17RE -19RE than for x-positions between 
-15RE and -17RE. The measurements taken “outside” the -17RE range have an upper 
limit on the plasma sheet half thickness at 7.6RE. A limit like this can not be observed in 
the low activity data. This can be understood as periods of low AE are related to 
northward directed IMF. Less transfer of magnetic flux from dayside to nightside implies 
less neutral sheet thinning. Also, there appears to be less spread in the data for low AE, 
which may be consistent with less reconnection/re-configuration
 6. 5.1. Positive or negative IMF Bz
As mentioned earlier the data are also divided into positive and negative Bz. During 
negative Bz the tail is affected by an increase in open magnetic flux and loading of the 
tail (substorm growth phase). It is therefore expected that measurements with negative 
Bz have a better correlation than measurements with positive Bz. There is however no 
evidence of this trend in this data set. 
Dividing the positive and negative Bz data further into high and low geomagnetic 
activity reveals a higher correlation for positive Bz. In Figure 6.6a, the IMF Bz 
component is plotted against the plasma sheet half thickness measured during periods 
with low AE-index. The green stars indicate positive IMF Bz and the black ones indicate 
negative values. The positive IMF Bz show a correlation with the plasma sheet half 
thickness of 0.3872. Tail flapping causes a large spread in the data and makes it difficult 
to find better correlation. 
After dividing the data into four groups, high and low activity, in addition to positive and 
negative Bz, a new comparison with the plasma sheet half thickness and the solar wind 
pressure are preformed. This results in a correlation coefficient of -0.7433 during high 
activity. A related regression line is drawn in Figure 6.6b. This is the highest correlation 
found in this thesis. There is also a reason to be careful with the result since calculation 
Figur 6.5: The clock angle of the solar wind magnetic field is compared with the plasma 
sheet half thickness
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Plasmasheet thicknessof the correlation is based upon only 12 measurements. If the correlation is true it 
indicates a strong connection between the solar wind pressure and the plasma sheet 
thickness when Bz is positive and the geomagnetic activity is high. 
 6. 6. Summary
There has not been done any correction of the data for the current sheet flapping motion. 
Assuming no flapping gives an error of maximum 1RE which is also the general error in 
this work.
In this chapter the plasma sheet half thickness has been calculated and the average 
thickness of 4.73RE has been found. This is a little higher than what has been found in 
earlier studies [Kaufmann et al., 2001]. A large difference between the thicknesses 
measured below and above the plasma sheet have been observed and can be explained by 
the inclination of the Cluster orbit in the GSE xz-plane.
Comparing the plasma sheet thickness with solar wind parameters has revealed a 
correlation of about 0.5 with the clock angle and the IMF Bz during both high and low 
geomagnetic activity. The other parameters do not show any correlation of significance. 
A possible reason for not finding any higher correlation is that the time delay from the 
magnetopause to the tail may not be constant. Large variations in the tail configurations 
and time varying processes can cause a time dependent time delay. The data may 
therefore not be comparable. It is also possible that there is no direct connection between 
the solar wind and the plasma sheet configuration. The solar wind may trigger internal 
processes and which again affects the plasma sheet.
The plasma sheet half thickness have also been divided into positive and negative IMF 
Bz and the pressure where again compared with the plasma sheet half thickness. It was 
expected that the measurements with negative Bz would give the best correlation but that 
was not the case. The highest correlation in this thesis was found during high 
geomagnetic activity for positive Bz. This correlation was based upon 12 measurements 
only, which is unreliable.
Figur 6.6: The plasma sheet thickness is divided into periods with positive and negative Bz 
and is compared with the IMF Bz and the solar wind pressure.
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SummaryIt was also observed that the plasma sheet half thickness has an upper boundary at 
x-positions between -17RE -19RE than closer to Earth during high activity. This 
boundary is not present during low geomagnetic activity. A reason may be less current 
sheet thinning and reconnection in the tail in the low activity periods.63
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Chapter 7Summary and conclusions
The aim of this thesis has been to use plasma density and particle measurements from the 
Cluster spacecraft to identify magnetospheric boundary layers. The intention was to see 
how magnetospheric boundary layers are influenced by changes in the solar wind.
The spacecraft potential relates to the electron density surrounding the spacecraft. As the 
spacecraft potential is always being recorded, it is particularly useful for mapping the 
electron density distribution of the Earth’s magnetosphere. Studies making use of the 
spacecraft potential to measure the plasma density have been carried out earlier, but none 
of the satellites have been in polar orbit. Cluster has been in orbit since summer 2000 and 
orbits the Earth in a highly elliptic polar orbit. This has provided the opportunity to 
obtain data from new regions in the magnetosphere. 
First, the relation between the spacecraft potential and the plasma density was 
established. Thereafter, two and a half years of continuous measurements from the EFW 
instrument on-board Cluster were collected. The data were sorted into 
0.67x0.67x0.67RE3 volume bins where the number of data samples in each bin varied 
from 10 to 1000. Representing each data bin with an average value of the plasma density, 
a 3D image of the density distribution in the magnetosphere was obtained. Even though 
the EFW instrument can not compete with other particle measurements for accurate 
determination of the plasma density, it is useful to measure gradients and hence monitor 
magnetospheric boundaries. For example, the magnetopause is a very distinct boundary, 
separating high density magnetosheath plasma on open flux from low density 
magnetospheric plasma on closed field lines. The plasmasphere is also very pronounced 
as a region. In the tail (from 10RE-20 RE) the plasma sheet stays in contrast to the dilute 
plasma of the lobe. Cluster also has an ideal orbit for observing the high-latitude cusp 
and this region has been recognized at z = 6RE-7RE. 
In the plasma sheet the EFW instrument encounters a large variability in the plasma 
density which makes it difficult to distinguish whether the satellite crosses the boundary 
or encounters a local variation. However, the PSBL layer is very well defined by the ion 
energy flux measured by CIS. Therefore CIS was used to identify the boundary crossing 
for estimating the plasma sheet thickness. For each boundary crossing the plasma sheet 
half thickness can be estimated if the neutral sheet position is known. Thus, a method for 
finding the neutral sheet position has been established. This method requires two 
assumptions, namely that the plasma sheet is symmetric about the neutral sheet and that 
the neutral sheet is a nearly straight line after the hinge point (see Figure 5.5). 
A Solar Dipolar Coordinate system (SD) was implemented to account for the movement 
of the neutral sheet. The SD-coordinate system was then used to find the plasma sheet 65
Summary and conclusionshalf thickness for 921 PSBL crossings, resulting in an average half thickness of 4.73RE. 
This result where then compared with the result in the study of Kaufmann et al.[2001]. 
From Geotail data they found a plasma sheet half thickness of 2.5RE in the midnight 
sector (MLT) and a half thickness of 5RE on the tail flanks. The average thickness in this 
study has been calculated from measurements close to the magnetic midnight and is a 
little higher than the findings of Kaufmann et al. A reason for this could be the difference 
in the satellite orbits. The Geotail satellite orbits at x-positions between 10RE and 30RE 
in this period and Cluster on the other hand takes measurements all the way out to 19RE 
but no further. This may cause a difference in the measured plasma sheet thickness. 
However, the methods used are also very different. Since Geotail orbits with only a small 
inclination to the equatorial plane it rarely crosses the PSBL. In order to measure the 
plasma sheet thickness, Kaufmann et al. used the -parameter and the tail current density 
to estimate the distance from the satellite to the PSBL and the neutral sheet. They also 
assumed that the plasma sheet is symmetric about the neutral sheet. This method has an 
uncertainty connected to the position of both the PSBL and the neutral sheet. In the 
present study the outer boundary of the plasma sheet is measured directly and very 
accurately by CIS for every satellite crossing. This limits the uncertainty to depend 
mainly on the uncertainty of the neutral sheet position, which is about +/- 1RE.
More interesting than the average value of the plasma sheet thickness is however the 
large spread of data values as seen from Figure 6.2. The spread indicates a very dynamic 
system, as anticipated. The thickness between x = -12RE and -19RE can take any value 
between 0RE - 12RE. With such a large variability it is not obvious if the average value 
can be a useful parameter to describe the plasma sheet.
The plasma sheet thickness was then compared with solar wind parameters. First the data 
were divided into periods with high and low AE-index. This resulted in correlation 
coefficients with a maximum of 0.4914. The best correlation was found with IMF BZ and 
the solar wind clock angle. This is, however, a complex and highly dynamic system, and 
tail dynamics described by the change in plasma sheet thickness may also be governed 
by internal processes of the magnetosphere rather than directly driven by the solar wind. 
 7. 1. Ideas for further work
In order to make it possible to compare the plasma density distribution with solar wind 
parameters more measurements are needed. When the analysis was carried out, only two 
and a half years of data were available. This means that many bins just had cover from 
two different orbits. If there were special conditions during one orbit this would have had 
great influence on the statistics. This was demonstrated in Chapter 4. Now there exist 
four and a half years of data which will make a much better material for a statistical 
study. There has not been time to implement the latest data in this study. 
The statistical analysis of the plasma sheet thickness consisted of a relatively large data 
set. A natural step is to do a detailed inspection of a selection of data to see if the plasma 
sheet thickness / tail dynamics is directly driven by the solar wind or not. Such a study 
will make it possible to better understand the dynamic processes in the solar wind-
magnetospheric-ionospheric system. 
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Ideas for further workThe method for finding the neutral sheet position was controlled by comparing 
measurements with calculated values. In this method the neutral sheet has been assumed 
to be parallel to the x-axis beyond the hinge point. A comparison with results from 
Tsyganenko’s and Fairfield’s [2004] model would give a indication of how good this 
assumption is.
A last suggestion for improvements would be to find a model to correct for tail flapping 
motion to lower the uncertainty. This is not a straight forward task to do and would 
probably be enough work for a new thesis project.67
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Appendix ATransformation from GSE 
to GSM coordinates
To make this transformation a transformation through two other coordinate systems is 
needed; the GEOgraphic system (GEO) and the Geocentric Equatorial Inertial system 
(GEI). A MatLab source code that perform the transformations described here is 
included below.
The rotation matrixes used in this work is taken from M.A.Hapgoods “Space Physics 
Coordinate Transformations: A User Guide” [1992]. Generally a transformation matrix 
can be described by a rotation angle and the rotation axis, T = < ,A>;
 < ,X> = , < ,Y> = , < ,Z> = .
To transfer from GSE to GSM coordinates you need one transformation matrix, . The 
rotation angel,  is the angle between the GSE z axis and the projection of the magnetic 
dipole axis on the yz-plane and the rotation axis is the GSE x-axis. 
The transformation from GES to GSM coordinates are given by the rotation matrix 
, where .
  and  are given by the unit vector  which describe the dipole axis 
direction in the GSE coordinate system. This vector is normally given in GEO 
coordinates and we have to do the transformation via GEO and GEI coordinates. This 
requires two more rotation matrixes; one to transform from GEO to GEI,  and then 
from GEI to GSE, . 
ζ
θ
1 0 0
0 θcos θsin
0 θsin– θcos
θ
θcos 0 θsin
0 1 0
θsin– 0 θcos
θ
θcos θsin 0
θsin– θcos 0
0 0 1
T3
ψ
T3 Ψ Z,〈 〉= Ψ arc
ye
ze
----⎝ ⎠⎛ ⎞tan=
ye ze Qe
xe
ye
ze
=
T1
1–
T21
Transformation from GSE to GSM coordinatesThe rotation matrix from GEI to GEO is rotated about the z-axis; , where 
 and .
MJD is the Modified Julian Date which is the time measured in days from 00:00 UT on 
17 November 1858 (julian date 2400000.5)
The transformation from GEI to GSE consists of one rotation about the z-axis and one 
about the x-axis;  where the angles are given by the following 
equations:
, 
The parameters M and  are given below: 
, 
 and  is already defined above.
The  vector given in GEO coordinates: 
where  and  can be derived from the first order coefficients of the International 
Geomagnetic Reference Field (IGRF), , , . Using values given in the IGRF for 
1985 we get:
 and 
.
We then have that  and we can calculate  and then  
T1 θ Z,〈 〉=
θ 100 461 36000 770T0 15 04107UT,+,+,= T0 MJD 51544 5,–36525 0,---------------------------------------=
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ν 289 1 1 413 2–×10 MJD 46066–365 25,---------------------------------⎝ ⎠
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function [x_gsm, y_gsm, z_gsm] = gse2gsm( year, month, day, hh, mm, x_gse, y_gse, z_gse)
%Converting from GSE to GSM coordinates
% All equations used refer to the article written by M.A.Hapgood; 
% "Space Physics Coordinate Transformations: A User Guide", 
% Planetary and Space Science, 1992, vol.40, nr.5, s.711-717
%Modified Julian Date (days since 00:00 UT 17. Nov. - 1858)
MJD = (year-1859)*365.25 + dat2doy([day,month])-1 + 44;
%Universal Time (in hours)
UT  = hh + (mm/60);
% Equation 3
To = (MJD - 51544.5)/36525.0;              % T_theta
% From equation 8 and 9 (coefficients from IGRF - 1985)
Lambda = 289.1 - 0.01413*((MJD - 46066)/365.25);
Fi = 78.8 + 0.04283*((MJD - 46066)/365.25);
% Chapter 4.1
t = 100.461 + 36000.770*To + 15.04107*UT;    % Theta
% Chapter 4.2
E = 23.439 - 0.013*To;   % Epsilon
M = 357.528 + 35999.050*To +0.04107*UT;    % The Sun's Mean Anomaly
A = 280.460 + 36000.772*To +0.04107*UT;    % The Sun's Mean Longitude
% Equation 5
L = (A + (1.915 - 0.0048*To)*sin(M*pi/180) + (0.02*sin(2*M*pi/180))); 
% Equation 2
T_1_inv = [cos(t*pi/180),sin(t*pi/180),0; -sin(t*pi/180),cos(t*pi/180),0; 0,0,1]';
% Equation 4
T_2 = [cos(L*pi/180),sin(L*pi/180),0; -sin(L*pi/180),cos(L*pi/180),0; 0,0,1]...
    *[1,0,0; 0,cos(E*pi/180),sin(E*pi/180); 0,-sin(E*pi/180),cos(E*pi/180)];
Qg = [cos(Fi*pi/180)*cos(Lambda*pi/180); cos(Fi*pi/180)*sin(Lambda*pi/180); sin(Fi*pi/180)];
% Equation 7
Qe = T_2*T_1_inv*Qg;
% Chapter 4.3
Ksi = atan(Qe(2)/Qe(3));
% Equation 6
T_3 = [1,0,0; 0,cos(-Ksi),sin(-Ksi); 0,-sin(-Ksi),cos(-Ksi)];
GSM = T_3 * [x_gse; y_gse; z_gse];
x_gsm = GSM(1);
y_gsm = GSM(2);
z_gsm = GSM(3);3
Transformation from GSE to GSM coordinates4
Appendix BThe Phoenix
In Greek and Roman legends, the Phoenix is the symbol of immortality and resurrection. 
It is associated with the Sun god Phoebus (Apollo). Its name "Phoenix" is the Greek 
word for "red", which links this magical bird to fire and the sun. It is said to resemble an 
eagle or a peacock. 
The Greek believed that the Phoenix lived in Arabia, in a cool well. At dawn, each 
morning, it sung a beautiful song, so beautiful that the Sun god would stop his chariot to 
listen. The Phoenix is a unique bird, there may only exist one at a time, which makes it a 
solitary bird. It does not reproduce, which adds to its loneliness, as only its death will 
bring on another of its race. When it feels its end approaching (between 500 and 1461 
years, depending on the legend), it builds a nest with the finest aromatic woods, sets it on 
fire, and is consumed by his own flames. From the pile of ashes, a new Phoenix arises, 
young and powerful. It then embalms the ashes of its predecessor in an egg of myrrh, and 
flies to the city of the Sun, Heliopolis, where he deposits the egg on the altar of the Sun 
god. 
Figur B.1: The Phoenix5
The PhoenixThe following is a text by a Roman author, Claudian, which tells the story of the 
Phoenix. This poetic version is translated by Henry Vaughan.
THE PHOENIX
He knows his time is out! and doth provide
New principles of life; herbs he brings dried
From the hot hills, and with rich spices frames 
A Pile shall burn, and Hatch him with his flames.
 
On this the weakling sits; salutes the Sun 
With pleasant noise, and prays and begs for some 
Of his own fire, that quickly may restore 
The youth and vigor, which he had before.
Whom soon as Phoebus1 spies, stopping his rays
He makes a stand, and thus allays his pains. 
He shakes his locks, and from his golden head, 
Shoots on bright beam, which smites with vital fire
The willing bird; to burn is his desire. 
That he may live again; he's proud in death,
And goes in haste to gain a better breath. 
The spice heap fired with celestial rays 
Doth burn the aged Phoenix, when straight stays 
The Chariot of the amazed Moon; the pole
Resists the wheeling, swift Orbs, and the whole
Fabric of Nature at a stand remains. 
Till the old bird anew, young begins again.
[Taken from: http://www.phoenixarises.com/phoenix/legends/greek.htm, 2. mars - 2005]
1. Phoebus, another name for Apollo, but also a poetic word to describe the sun6
Appendix CData 
Time and orbit number for data used to estimate the plasma sheet half thickness. The 
average plasma sheet half thickness and the average AE-index for each passage is 
shown. Number of PSBL crossing (#PS) and number of neutral sheet crossings (#NS) for 
each crossing is also listed. Totally 69 tail passages were used.   
Orbit Tim e inn Tim e out Thickness AE-index # PS # NS
175 14.08.2001 14:10 15.08.2001 15:20 5,38 216,00 12 2
191 21.09.2001 07:40 22.09.2001 07:40 5,52 57,00 12 1
323 01.08.2002 15:40 02.08.2002 17:00 4,29 500,00 12 7
324 03.08.2002 16:50 05.08.2002 01:00 5,25 190,00 16 4
325 06.08.2002 07:00 07.08.2002 15:00 6,34 70,00 14 2
327 11.08.2002 07:00 12.08.2002 11:00 5,33 220,00 16 2
328 13.08.2002 12:00 14.08.2002 14:00 4,25 160,00 20 2
329 15.08.2002 16:00 17.08.2002 01:50 6,66 500,00 2
330 18.08.2002 11:30 19.08.2002 13:50 4,56 598,00 20 2
331 20.08.2002 15:10 21.08.2002 12:00 2,38 806,00 16 2
333 25.08.2002 15:10 26.08.2002 08:40 2,79 165,00 10 2
334 27.08.2002 17:40 28.08.2002 20:00 4,63 158,00 24 4
336 01.09.2002 19:00 02.09.2002 09:20 3,29 300,00 2
339 08.09.2002 10:40 09.09.2002 11:40 5,05 206,00 8 1
340 11.09.2002 01:40 12.09.2002 02:00 5,11 392,00 24 2
341 13.09.2002 11:10 14.09.2002 08:40 3,28 280,00 12 2
342 15.09.2002 23:00 17.09.2002 01:20 5,67 100,00 28 1
343 18.09.2002 07:00 19.09.2002 08:00 3,96 170,00 20 2
344 20.09.2002 12:00 21.09.2002 15:00 3,73 50,00 24 2
345 23.09.2002 04:00 24.09.2002 05:00 6,77 30,00 18 1
346 25.09.2002 05:00 26.09.2002 05:00 3,61 45,00 14 1
347 28.09.2002 00:00 29.09.2002 06:00 5,78 50,00 22 1
349 02.10.2002 09:00 03.10.2002 07:00 4,19 270,00 8 1
476 31.07.2003 14:00 01.08.2003 18:00 6,37 500,00 8 1
477 02.08.2003 21:00 04.08.2003 05:00 6,96 350,00 10 1
479 07.08.2003 19:00 09.08.2003 06:00 7,14 600,00 20 3
480 10.08.2003 10:00 11.08.2003 10:00 5,54 90,00 18 1
482 14.08.2003 19:10 15.08.2003 18:00 4,72 294,00 16 1
483 17.08.2003 10:50 18.08.2003 07:00 3,24 658,00 12 2
484 19.08.2003 18:00 20.08.2003 14:40 4,86 160,00 10 1
485 22.08.2003 00:30 23.08.2003 05:30 5,90 634,00 16 1
486 24.08.2003 11:50 25.08.2003 10:50 3,55 525,00 8 3
487 26.08.2003 17:40 27.08.2003 12:30 4,60 170,00 2 3
488 29.08.2003 10:50 30.08.2003 05:20 3,96 562,00 8 1
489 31.08.2003 14:30 01.09.2003 13:00 5,40 216,00 6 7
490 03.09.2003 05:10 03.09.2003 17:40 4,95 200,00 2
493 10.09.2003 00:20 11.09.2003 08:00 6,38 215,00 36 1
494 12.09.2003 10:10 13.09.2003 05:10 2,69 248,00 24 3
495 15.09.2003 03:40 15.09.2003 12:10 3,84 50,00 2 1
496 17.09.2003 03:50 18.09.2003 07:10 5,72 640,00 20 3
497 19.09.2003 14:40 20.09.2003 08:10 3,36 681,00 16 3
498 21.09.2003 20:00 23.09.2003 02:00 6,21 280,00 26 1
499 24.09.2003 06:00 25.09.2003 07:00 4,91 550,00 22 37
Data 
630 31.07.2004 12:30 01.08.2004 15:10 7,69 200,00 6 3
631 02.08.2004 17:20 04.08.2004 02:10 7,78 90,00 6 9
632 05.08.2004 08:00 06.08.2004 07:50 5,26 115,00 14 7
633 07.08.2004 13:40 08.08.2004 10:30 3,79 90,00 12 7
634 09.08.2004 18:50 10.08.2004 16:10 3,17 500,00 16 1
635 12.08.2004 12:40 13.08.2004 05:40 5,09 140,00 10 3
636 14.08.2004 15:50 15.08.2004 12:30 2,75 120,00 16 1
638 19.08.2004 10:20 20.08.2004 05:30 4,17 170,00 12 1
640 24.08.2004 01:20 24.08.2004 22:50 4,71 85,00 12 1
641 26.08.2004 12:10 27.08.2004 10:00 3,47 110,00 14 1
642 28.08.2004 21:20 29.08.2004 17:50 5,30 90,00 22 1
643 31.08.2004 05:50 01.09.2004 07:40 5,36 300,00 18 1
644 02.09.2004 12:30 03.09.2004 11:50 4,39 70,00 14  - 
648 12.09.2004 08:50 12.09.2004 22:00 3,26 70,00 6  - 
649 14.09.2004 11:20 15.09.2004 09:10 3,39 670,00 16  - 
650 16.09.2004 16:10 17.09.2004 12:20 3,46 360,00 16  - 
651 19.09.2004 09:20 19.09.2004 22:10 3,30 200,00 16  - 
652 21.09.2004 18:10 22.09.2004 11:30 4,77 50,00 16  - 
653 24.09.2004 00:20 24.09.2004 15:30 4,89 190,00 18  - 
654 26.09.2004 09:10 27.09.2004 08:50 4,19 15,00 14  - 
655 28.09.2004 23:00 29.09.2004 09:50 2,64 20,00 8  - 
656 01.10.2004 07:30 01.10.2004 19:20 4,94 20,00 6  - 8
Appendix DSource Code
MatLab source codes that were developed and used in this thesis is included here:
Cluster_main -  Main program that reads the data files, prepare data and call functions 
                        to execute binning of data, to calculates densities and to plot the data.
Boxing           -  Function that take care of the binning of data.
Plotdata_xy    -  Transform data into plasma densities, create 2D plots out of a 3D matrix.
                        Similar function for plotting in the xz- and yz-plane was also used. 
Path_plot       -  Plots the satellite path and the density measured along it.
Corr_plot       -  Sort data after geomagnetic activity and x-position, calls correlation
                       routine to calculate correlation coefficients and regression coefficients.
Correlation     - Calculating correlation coefficients and regression coefficients.
function [] = Cluster_main();
% Main program that treats data from many days.
%%%%%%%%%%%%%%%%%%
% Initialization %
%%%%%%%%%%%%%%%%%%
clear all
X_max = 20;     % Max earth radii in x-direction
X_min = -20;    % Min earth radii in x-direction
Y_max = X_max;  % Max earth radii in y-direction
Y_min = X_min;  % Min earth radii in y-direction
Z_max = X_max;  % Max earth radii in z-direction
Z_min = X_min;  % Min earth radii in z-direction
N = 60;         % Number of boxes
% Find interval length
dX = ((X_max - X_min)/N);   % Size of boxes in x-direction
dY = ((Y_max - Y_min)/N);   % Size of boxes in y-direction
dZ = ((Z_max - Z_min)/N);   % Size of boxes in z-direction
% Create vectors with 
% Vector containing position of boundaries in x_direction for the boxes
X_vector = [X_min:dX:X_max];   
% Vector containing position of boundaries in y_direction for the boxes
Y_vector =[Y_min:dY:Y_max];  
% Vector containing position of boundaries in z_direction for the boxes
Z_vector = [Z_min:dZ:Z_max];    
%%%%%%%%%%%%%%
% Read data  %
%%%%%%%%%%%%%%
Data_potential = load CDA_potential_2003.mat %Data_potential: doy, time, V;
Data_position  = load CDA_position_2003.mat %Data_position: doy, time, #, X, Y, Z;9
Source CodeData_position(find(Data_position == -1.0000e+31)) = NaN;
Data_potential(find(Data_potential == -1.0000e+31)) = NaN;
D1(:,1) = (Data_potential(:,1)*24*3600) + Data_potential(:,2); %D1: time, V;
D1(:,2) = Data_potential(:,3);  %D1: time, V;
D2(:,1) = (Data_position(:,1)*24*3600) + Data_position(:,2); %D2: time, #, X, Y, Z;
D2(:,2:5) = Data_position(:,3:6);   %D2: time, #, X, Y, Z;
% Put the two data-matrices together
A = (D1(:,1)-24*3600)/60+0.5;  %Index-vector for potential
B = (D2(:,1)-24*3600)/60+0.5;  %Index-vector for position
Data_total = zeros((366*24*60),6)+ NaN;
Data_total(round(A),1:2) = D1(:,1:2);
Data_total(round(B),[1,3:6]) = D2(:,1:5); 
%Data_total: time, V, #, X, Y, Z;
Data_total = Data_total(find(~isnan(sum(Data_total,2))),:); 
Data(:,1:2) = Data_total(:,1:2); % Data: time, V, X, Y, Z;
Data(:,3:5) = Data_total(:,4:6); % Data: time, V, X, Y, Z;
%%%%%%%%%%%%%%%%%
%  Boxing data  %
%%%%%%%%%%%%%%%%%
% Boxing data from all days
[Pot_sum, count] = Boxing(Data,X_vector,Y_vector,Z_vector,N);
function [Pot_sum,count] = Boxing (Data, X_vector, Y_vector, Z_vector, N)
% Put data into boxes and calculate the mean value for one day
% Find which box the data will fit into.
% When the correct box is found the data is added to the old value (initialized to zero)
% At last the value in each box are divided on numbers of times a value have been added. 
% (mean value for each box for on day)
% If data belongs on the inner edge of the sphere, they will not be added to any boxes
% Initialize boxes
Pot_sum = zeros(N, N, N);
count = zeros(N, N, N);
no_box = 0;
for i = 1:(length(X_vector)-1)
    for j = 1:(length(Y_vector)-1)
        for k= 1:(length(Z_vector)-1)
            line_nr = find( ( (Data(:,3)> X_vector(i) & Data(:,3) < X_vector(i+1)) &...
                              (Data(:,4)> Y_vector(j) & Data(:,4) < Y_vector(j+1)) ) &...
                              (Data(:,5)> Z_vector(k) & Data(:,5) < Z_vector(k+1))    );
            if isempty(line_nr)
                no_box = no_box + 1;
                Pot_sum(i,j,k) = 0;
                count(i,j,k) = 0;
            else 
                Pot_sum(i,j,k) = sum(Data(line_nr,2));
                count(i,j,k) = length(line_nr);
            end
            [i j k]
        end
    end
end10
function [] = Plotdata_xy(X_max, X_min, Y_max,Y_min,dX,dY, Pot_sum,count,Data)
% Plot the data in 2D (similar program for plot in xz and yz)
% Sum over all Z-position-boxes to make a 2 dimensional matrix. Calculate
% the mean value and plot this together with the satellite path, the earth
% and axis in the middle of the figure. Print the figure to file as both 
% PostScript- and JPG- image
% Some difficulties with colorbar-limits because of spikes in the data which
% create higher values than expected.
% Initialize matrixes
V_sum = zeros(size(Pot_sum,1),size(Pot_sum,2));
C_sum = zeros(size(Pot_sum,1),size(Pot_sum,2));
Pot_sum(find(isnan(Pot_sum))) = 0; % puts NaN = 0
for a = 1:size(Pot_sum,3)
    A = Pot_sum(:,:,a);
    B = count(:,:,a);
    V_sum = V_sum + A;
    C_sum = C_sum + B;
end  
%Used to make a cross section through the third axis
%    g = 6;
%    h = 7;
%    i = 6;
%    j =8;
%    % Sum over all Z-position-boxes => 2 dimensions
%    index1 = find(Z_vector > g & Z_vector < h );
%    index2 = find(Z_vector > i & Z_vector < j);
%    index = [index1;index2];
%    for a = 1:length(index)
%        A = Pot_sum(:,:,index(a));
%        B = count(:,:,index(a));
%        V_sum = V_sum + A;
%        C_sum = C_sum + B;
%    end 
% calculate the mean value of the potential
V = V_sum./C_sum;
% Converting to density (26.03.05)
Density = (200*exp(V/0.9))+(100*exp(V/2.1))+(2*exp(V/12));
V_mean = Density;
%%%%%%%%%%%%%
% Plot data %
%%%%%%%%%%%%%
figure;
% Plotting mean of SC-Potential
% Using X_min+dX/2 instead of just X_min because when plotting the boxes
% are displaced by dX/2
imagesc([(X_min+dX/2) (X_max-dX/2)],[(Y_min+dY/2) (Y_max-dY/2)],log10(V_mean)');
% Axis limit
axis([X_min, X_max, Y_min, Y_max]);
set(gca,'XDir','reverse','YDir','reverse','FontSize',25,'FontWeight', 'bold');
% Colorbar and limits
map = colormap(jet); 11
Source Codemap(1,1:3)= [1,1,1]; % white color for data = NaN
colormap(map);
cb = colorbar;
set(cb,'FontSize', 25,'FontWeight', 'bold');
% Title and label on the axis
xlabel('X (# Re)','FontSize', 25,'FontWeight', 'bold');
ylabel('Y (# Re)','FontSize', 25,'FontWeight', 'bold');
gca;
text(1.37,.5,'Density (log)','Units','normalized','HorizontalAlignment',...
    'center','VerticalAlignment','middle','Rotation',-90, 'FontSize', 25,'FontWeight', 'bold');
hold on;
% Drawing Earth and axis in figure
t = [0:pi/200:2*pi];
T = [0:-pi/100:-pi];
x = [X_min:dX:X_max];
y = [Y_min:dY:Y_max]';
plot(sin(t),cos(t),'k'); % earth
fill(sin(T),cos(T),'k'); % night side
plot(x,zeros(size(x)),'k','LineWidth',1); % x-line
plot(zeros(size(y)),y,'k','LineWidth',1); % y-line
% Properties
axis square
grid on;
hold off;
set(gcf, 'PaperType','A4','PaperUnits', 'normalized',...
    'PaperPosition',[0 0 1 1],'PaperOrientation','landscape');
% Printing
print(gcf,'-dmeta','Density_xy.emf');
function [] = Path_Plot(Data,X_min,X_max,dX,Y_min,Y_max,dY,Z_min,Z_max,dZ)
%Plotting the spacecraft-potential along the satellite path
% Declaration of variables
T = Data(:,1); % time array
V = Data(:,2); % SC-Potential array
X = Data(:,3); % GSE_X array
Y = Data(:,4); % GSE_Y array
Z = Data(:,5); % GSE_Z array
t = [0:pi/200:2*pi]; % array to earth-plotting
T = [0:-pi/100:-pi]; % array to filling earth
x = [X_min:dX:X_max]; % Array for making axis
y = [Y_min:dY:Y_max]; % Array for making axis
z = [Z_min:dZ:Z_max]; % Array for making axis
a = -20:20/64:0; % Limits for colorbar
%%%%%%%%%%%%%%%%%%%%%%%%%
% Plotting xz-direction %
%%%%%%%%%%%%%%%%%%%%%%%%%
figure;
% Controlling scale on colorbar
fill(0,0,0);
caxis([a(1) a(end)]);
cb = colorbar;
map = colormap('jet');12
hold on;
% Plotting Earth and axis
plot(sin(t),cos(t),'k'); % earth
fill(sin(T),cos(T),'k'); % night side
plot(x,zeros(size(x)),'k','LineWidth',2); % x-line
plot(zeros(size(z')),z','k','LineWidth',2); % y-line
% Plotting data lower than colorlimit_min
index = find(V<a(1));
if ~isempty(index)
    plot(X(index),Z(index),'.','MarkerFaceColor',map(1,:),'MarkerEdgeColor',map(1,:));
end
% Plotting data higher than colorlimit_max
index = find(V>a(end));
if ~isempty(index)
    plot(X(index),Z(index),'.','MarkerFaceColor',map(end,:),'MarkerEdgeColor',map(end,:));
end
% Plotting all other data
for i = 1:length(map)
    index = find(V>=a(i) & V<a(i+1));
    if ~isempty(index)
        plot(X(index),Z(index),'.','MarkerFaceColor',map(i,:),'MarkerEdgeColor',map(i,:));
    end
end
% Axis properties
set(gca,'XDir','reverse','YDir','normal');
text(1.3,0.5,'Volts','Units','normalized','HorizontalAlignment',...
    'center','VerticalAlignment','middle','Rotation',-90, 'FontSize', 12);
xlabel('X (# R_E)', 'FontSize', 12);
ylabel('Z (# R_E)', 'FontSize', 12);
axis square
grid on;
hold off;
set(gcf, 'PaperType','A4','PaperUnits', 'normalized');
function [] = Corr_plot(Tja)
% Removing data more than 2 standard deviations from the mean value
tja = Tja(:,3)-Tja(:,1);
var_lim = round(nanmean(tja)+(2*nanstd(tja)))
Tja(find(tja > var_lim),2) = NaN;
% sorting data after high and low activity
T1 = T(high,:);
T2 = T(low,:);
P1 = Tja(high,2);
P2 = Tja(low,2);
%Sorting high activity data after x-position
a1 = find(T1(:,2)<= -17);
hm = find(T1(:,2)<= -15);
b1 = hm(find(T1(hm,2)> -17));
c1 = find(T1(:,2)> -15);
%Sorting low activity data after x-position
a2 = find(T2(:,2)<= -17);
hm = find(T2(:,2)<= -15);
b2 = hm(find(T2(hm,2)> -17));
c2 = find(T2(:,2)> -15);13
Source Code% Finding correlation and regression coefficients
[rxya1,aa1,ba1,resa1,pa1] = correlation(T1(a1,1),P1(a1));
[rxyb1,ab1,bb1,resb1,pb1] = correlation(T1(b1,1),P1(b1));
[rxya2,aa2,ba2,resa2,pa2] = correlation(T2(a2,1),P2(a2));
[rxyb2,ab2,bb2,resb2,pb2] = correlation(T2(b2,1),P2(b2));
[rxy1,AA1,BB1,res1,p1] = correlation(T1(:,1),P1);
[rxy2,AA2,BB2,res2,p2] = correlation(T2(:,1),P2);
% Calculating regression line
ya1 = aa1 + (ba1*T1(a1,1));
yb1 = ab1 + (bb1*T1(b1,1));
ya2 = aa2 + (ba2*T2(a2,1));
yb2 = ab2 + (bb2*T2(b2,1));
y1 = AA1 + (BB1*T1(:,1));
y2 = AA2 + (BB2*T2(:,1));
% Plotting
figure
hold on
%plot(T1(a1,1),P1(a1),'*r','MarkerSize',25) % High activity , 17-19
%plot(T1(b1,1),P1(b1),'+b','MarkerSize',25) % High activity , 15-17
plot(T2(a2,1),P2(a2),'*r','MarkerSize',25) % Low activity , 17-19
plot(T2(b2,1),P2(b2),'+b','MarkerSize',25) % Low activity , 15-17
%plot(T1(:,1),y1,'-k','LineWidth',5) % Regression line, High activity
plot(T2(:,1),y2,'-k','LineWidth',5) % Regression line, Low activity
hold off
l = legend('[-17 -19]Re','[-15 -17]Re',1);
set(l,'FontSize', 20,'FontWeight','bold')
xlabel('Half thickness (R_e)','Fontsize',25,'FontWeight','bold');
ylabel('Pressure_{sw} (nPa)','Fontsize',25,'FontWeight','bold');
set(gca,'XLim',[0 12],'FontSize', 25,'FontWeight','bold')
set(gcf, 'PaperPositionMode', 'manual', 'PaperType','A4',...
    'PaperOrientation','landscape','PaperUnits','normalized',...
   'PaperPosition',[.4 .7 1 1]);  
print(gcf,'-dmeta','Pressure_low.emf');
function [rxy,a,b,res,pxy]  = correlation(x,y)
% Regression coefficients
X = [ones(length(x),1) x];
[B,Bint,R,Rint,Stats]  = regress(y,X);
a = B(1); % gradient
b = B(2); % interception point
res = R; % residuals
% Correlation
te = isnan(x);
x1 = x(~te);
y1 = y(~te);
te = isnan(y1);
x2 = x1(~te);
y2 = y1(~te);
[r,p] = corrcoef([x2, y2]); 
rxy = r(2,1); % correlation coefficient 
pxy = p(2,1);
clear te x1 x2 y1 y2 r14
