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Cardiovascular disease (CVD) is the single largest cause of death in the world, ac-
counting for nearly 30% of mortalities each year. Coronary artery disease (CAD)
constitutes the largest category of CVD, and includes diseases caused by plaque
formation in the coronary arteries resulting in a range of pathologies including
coronary stenosis, ischemia, hibernating myocardium, infarct and heart failure.
Clinical dynamic contrast enhanced (DCE) MRI is an emerging non-invasive method
for assessing the extent and severity of perfusion defects in the heart. Recently
algorithms have been used to quantify myocardial blood flow (MBF) from excised
porcine Langendorff hearts under normal flow, low flow, and stress conditions, with
validation provided by the microsphere deposition technique. Microspheres of 15
micron diameter deposited within the myocardium were imaged with a fluorescent
episcopic cryomicrotome after DCE-MRI acquisition, providing high-resolution im-
ages of the heart which were spatially co-registered to the MRI images. Previous
validation studies involved physically sectioning hearts into segments for compari-
son to DCE-MRI. The presented method provided direct correspondence and hence
higher accuracy of tissue segments used for the comparative calculation of MBF
from DCE-MRI and microspheres. Results of the validation study in 8 pig hearts
showed strong correlations at both 1.5T (n = 4) and 3T (n = 4) field strengths,
and under all of the experimental flow conditions.
A question which has previously arisen regarding the distribution of microspheres
in the coronary arterial circulation has been whether they undergo phase separa-
tion. Previous to this study geometric information of the coronary arterial struc-
ture has not been available for comparison to the distribution of microspheres to
determine if this phenomenon plays a role in the observed bias of microspheres
relative to a molecular tracer, IDMI. A Poiseuille flow model with an outlet flow
boundary condition dependent on perfused tissue mass has been used to simu-
late flow distribution in a porcine coronary arterial network. The network recon-
structed from cryomicrotome imaging data consisted of approximately 105 arterial
and arteriolar vessel segments, with a minimum vessel diameter of 0.13mm. A
novel analysis using confidence intervals of a binomial distribution at every vas-
cular bifurcation was used to determine the presence of phase separation in the
coronary arteries and large arterioles, and to identify the most prevalent locations
of phase separation within the network. It is known that phase separation of red
blood cells and microspheres occurs in vessels of a diameter similar to that of the
particles, namely the small arterioles and capillaries.
Results revealed that microsphere phase separation was most prevalent at bifur-
cations in the conduit coronary arteries, where branching asymmetry was highest.
Phase separation prevalence was reduced at arteriolar bifurcations, where branch-
ing asymmetry was lower. This is the first study relating coronary arterial geom-
etry with microsphere distributions and serves as an explanation for previously
observed microsphere distribution bias in tissue regions of high flow. In future this
bias may be corrected using a suitable model, but further work needs to be done
to ascertain more accurate terminal vessel boundary conditions.
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RS Subtree resistance (geometric series)
Qk Outlet flow to terminal k
Vk Tissue volume assigned to terminal k
di Relative FMS deposition density
fi Relative regional perfusion (from model)
Ei Absolute error (Qf vs Qm) in segment i
N if Number of FMS passing through segment i
U2 Second volume order (using log10)
wj U2 bin j
U˜2 wj bin midpoint value
nj Number of vessel segments in bin wj
Ermsj RMS error in bin wj
z z-ratio (binomial distribution)
f fraction of coronary flow
X95 Number of FMS at binomial 95% upper CI limit
Et Theoretical binomial error
r Correlation coefficient
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m0 Reference segment mass
X¯i Mean FMS count for tissue aggregate level i
Q′k Perturbed terminal k outlet flow
Q˜ Median original terminal flow
Qˆ′k Corrected, perturbed terminal k outlet flow
Chapter 5: Phase Separation Analysis
RBC Red Blood Cell
HCT Haematocrit
PMF Probability Mass Function
CDF Cumulative Distribution Function
PPD Percentile Proportion Distribution
CI Confidence Interval
CL Confidence Level
Q∗ Bulk flow fraction
F ∗ Particle distribution fraction (RBCs or microspheres)
Nmin Minimum no. of FMS
V ∗m Fluid volume fraction of FMS
Q∗c Critical bulk flow fraction
HD Discharge haematocrit
b Logistic function non-linearity constant
X Random variable from binomial distribution
N Number of FMS in parent vessel
p Probability of FMS entering vessel (Q∗)
k Number of FMS in daughter vessel
α (1-α) gives confidence interval range
wi Percentile bin proportion of total bifurcations
Fi Central percentile value of bin
Mi Number of vessel segments in bin
β Width (or range) of percentile bin
pLB Lower bound probability of CI
pUB Upper bound probability of CI
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H0 Null hypothesis
Ha1 Skimming alternative hypothesis
Hb1 Opposite alternative hypothesis
θ∗ Branching angle asymmetry
r∗a Fractional daughter radius ratio
r∗b Daughter-to-parent radius ratio
Lp Parent vessel length
S1 Ha1 outliers where (Q∗<0.5, F ∗<Q∗)
S2 Ha1 outliers where (Q∗>0.5, F ∗>Q∗)
S3 Hb1 outliers where (Q∗<0.5, F ∗>Q∗)
S4 Hb1 outliers where (Q∗>0.5, F ∗<Q∗)
S5 All non-outlier vessels.
1 | Introduction
This chapter provides the motivation for the work carried out in this thesis, fol-
lowed by a brief background and an outline of the thesis structure. The following
four chapters of the thesis (Chapters 2-5) each contain an Introduction section
providing more in-depth background relevant to each chapter’s contents.
1.1 Motivation
Cardiovascular disease (CVD) is the single largest cause of death in the world
accounting for nearly 30% of mortalities globally each year (Lopez et al. , 2006).
Ischaemic heart disease constitutes the largest sub-category within CVD account-
ing for 12.8% of global deaths (Finegold et al. , 2013), and covers a range of
conditions including coronary artery disease (CAD) and coronary microvascular
disease (CMD). The most common manifestation of CAD is a narrowing of the
coronary arteries (stenosis) due to the build up of atheromatous plaque, which can
cause ischemia in the downstream myocardial tissue. CMD on the other hand is
primarily the result of microvascular dysfunction, where resistance vessels in the
coronary microcirculation fail to respond appropriately to changes in metabolic
demand, also leading to ischemia (Camici & Crea, 2007).
Several techniques are commonly used in a clinical setting to detect and diagnose
CAD and CMD, both invasively and non-invasively. Coronary X-ray angiogra-
phy, one of the earliest introduced techniques, is still used routinely in the clinic
(Proudfit et al. , 1966), and involves administration of a radio-opaque contrast
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agent into the coronary circulation via invasive catheterisation during acquisition
of X-ray (or CT) images. These images allow for the location of coronary arterial
stenosis and severity of local narrowing to be assessed. Furthermore, catheters
can also be used to provide pressure and flow measurements within the coronary
arteries allowing for additional functional indices of stenosis severity to be com-
puted (see Levine et al. , 2011, for comprehensive uses of coronary catheterisation).
A range of non-invasive imaging modalities have also come into clinical use in re-
cent decades for the assessment of regional cardiac perfusion. These include single
photon emission computed tomography (SPECT), positron emission tomography
(PET), and magnetic resonance imaging (MRI) (Salerno & Beller, 2009). The
passage through the myocardium of radiolabelled tracers in PET and SPECT or
a gadolinium-based contrast agent in MRI is used to produce images of myocar-
dial perfusion. Amongst these modalities dynamic contrast enhanced (DCE)-MRI
produces images with the highest in-plane resolution, typically 1.2 × 1.2mm2 in
a 3 Tesla scanner (Lockie et al. , 2011) compared to between 2-3mm and 6-8mm
for PET and SPECT images respectively (Salerno & Beller, 2009). The added
diagnostic value of the higher-resolution MR images in the clinic lies in the infor-
mation provided about the transmural extent of ischemia in the myocardium (e.g.
delineating between a subendocardial versus subepicardial perfusion defect) which
cannot be determined from PET or SPECT. Qualitative and semi-quantitative as-
sessment of perfusion images from SPECT, PET and MRI have been used widely
to guide the selection of patients for invasive coronary angiography and revascular-
isation therapy, saving time and cost while reducing risk (Salerno & Beller, 2009).
More recently the computation of quantitative perfusion, or myocardial blood flow
(MBF), has been achieved with algorithms applied to the time-intensity curves
of pixels within the PET and MRI images with a reference arterial input func-
tion. This quantitative approach provides an objective assessment of myocardial
perfusion and myocardial perfusion reserve (MPR∗), allowing regional severity of
ischemia to be assessed in the heart more accurately. It also allows for disease pro-
gression to be objectively monitored in both cases of CAD and CMD, the latter
∗MPR is defined as the ratio of perfusion under maximal vasodilation compared to at rest.
20 Introduction
of which is difficult to assess by catheterisation alone (Camici & Crea, 2007).
Quantitative perfusion metrics were first derived from dynamic PET images by
fitting a 2-compartment tracer kinetic model to the pixel time-intensity curves,
while measuring an arterial input function (AIF) used as a reference from the
blood pool (Kuhle et al. , 1992). Several years later a method for quantifying
myocardial perfusion from DCE-MRI was proposed in (Jerosch-Herold et al. ,
1998), where a Fermi-function model was used to fit to the time-signal curves in
the myocardium. Several different models have since been proposed for perfusion
quantification which are reviewed and compared in (Zarinabad et al. , 2013).
Validation of perfusion quantification from both PET and MRI was performed by
comparison to microspheres, which are a gold-standard for intra-organ perfusion
measurements. A type of deposition marker, microspheres have been widely used
for organ and intra-organ perfusion measurements, for which clear experimental
protocols have been established (Heymann et al. , 1977). Most studies historically
have employed radioactive microspheres to measure perfusion, whereby organs
were divided into tissue segments and flow to each segment was computed as a
function of the measured radioactivity (see for example Rudolph & Heymann,
1967; Domenech et al. , 1969; Buckberg et al. , 1971; Dole et al. , 1982; Nose
et al. , 1985; Chilian et al. , 1989; Christian et al. , 2004; Nekolla et al. , 2009).
Motivated by a desire to avoid radioactivity, and provide longer lasting labels, and
higher spatial resolutions, fluorescent (Hale et al. , 1986; Glenny et al. , 1993) and
coloured microspheres (Kowallik et al. , 1991) have since been developed.
Previously validation methods were limited by requiring the dissection of an or-
gan into tissue segments from which flow could be quantified from microspheres
based on their radioactivity, fluorescence or simply count. Recent advances in
high-resolution imaging have allowed for the 3D locations of microspheres to be
accurately determined within an organ, allowing for more accurate anatomical cor-
respondence of heart segments in perfusion images, and the flexibility to divide
hearts in an unlimited number of ways. Specifically epifluorescent cryomicrotome
(CMT) imaging has been used to image fluorescent microspheres (FMS), from
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which the 3D locations within the heart can be determined (Kelly et al. , 2000).
Similarly gold-coated X-ray opaque microspheres have been imaged with micro-
computed tomography (micro-CT)(Marxen et al. , 2006), and iron oxide micro-
spheres have been imaged with high-field MRI (Decking et al. , 2004). The 3D
spatial coordinates of microspheres within the heart acquired using CMT imaging
has allowed, for the first time, the direct comparison of measured perfusion (from
microspheres) and perfusion quantified with algorithms from DCE-MRI in pre-
cisely corresponding myocardial tissue segments (Zarinabad et al. , 2013; Schuster
et al. , 2014). The data acquired using this approach for this study is presented
in greater detail in Section 2.2, and the methodology developed for quantifying
perfusion from microspheres acquired with CMT imaging is presented in Chapter
2.
The visualisation of whole-heart coronary arterial networks is also possible with
CMT imaging (Spaan et al. , 2005; van Horssen et al. , 2010) and micro-CT imag-
ing (Beighley et al. , 1997; Lee et al. , 2007) (for large and small animal hearts
respectively), following the injection of a vascular cast into the coronary arteries.
The detailed 3D coronary geometry can be digitally reconstructed with appropri-
ate algorithms to produce a computational network for analysis (Marxen et al. ,
2006; Lee et al. , 2007; van den Wijngaard et al. , 2013; Goyal et al. , 2013). Thus
with simultaneous reconstruction of vascular geometry and microsphere locations,
the distribution of microspheres can be compared directly to features derived from
the vascular network through which they have distributed.
This allows several unaddressed issues to be investigated. Firstly, the transit of
microspheres through the coronary circulation is in theory proportional to blood
flow and is subject to random variation, where deposition in a given tissue re-
gion has been approximated by a Poisson distribution (Buckberg et al. , 1971).
However, studies have revealed a systematic overestimation of flow computed from
microspheres in tissue regions of higher perfusion, and with preferential flow to the
subendocardium over the subepicardium despite no significant difference in true
underlying perfusion based on IDMI deposition patterns (Bassingthwaighte et al. ,
1987, 1990). Furthermore a distinctly non-random deposition pattern was observed
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from multiple samples of microspheres sequentially injected into the same organ,
where clusters of microspheres had deposited in the same voxels, in clear contrast
to areas of the tissue devoid of microspheres (Decking et al. , 2004). These effects
have been hypothesised to be due to ‘skimming’† of microspheres - a tendency for
microspheres (as well as other particles) to preferentially enter a daughter vessel
receiving a higher flow fraction at a bifurcation. Skimming becomes increasingly
pronounced when flow distribution to daughter vessels at a bifurcation becomes
more asymmetric‡, when the diameter of the particles approaches the diameter of
the vessel, and at lower particle concentrations (Chien et al. , 1985). Numerous in
vivo, in vitro and in silico studies have been carried out to investigate influences of
skimming, and a review can be found in Appendix A: Determinants and Models
of Skimming.
No study to-date has examined how microspheres distribute through the high-
est generations of the coronary arterial circulation (namely through the epicardial
and transmural conduit arteries), despite these vessels being probable sites of skim-
ming leading to the previously mentioned deposition bias to regions of high flow
(Bassingthwaighte et al. , 1987, 1990). Decking’s observations of sequentially in-
jected microspheres clustering in the same voxels is more likely the result of skim-
ming in the arterioles of a similar diameter to the microspheres, at which scale
the occurence of microsphere skimming has previously been confirmed (Ofjord &
Clausen, 1983; Decking et al. , 2004). The simultaneous imaging of microspheres
and coronary arterial network geometry provided by CMT (and micro-CT) imag-
ing allows for an investigation into the prevalence of microsphere skimming in the
higher generations of the coronary arteries, which could test Bassingthwaighte’s
hypothesis.
In order to ascertain the degree to which microsphere distribution deviates from
blood flow distribution at bifurcations in the coronary arterial network, blood flow
throughout the network can be simulated in silico to provide a comparison to
†The term skimming is used interchangeably with phase separation in literature and through-
out this thesis.
‡Flow asymmetry is where one daughter vessel receives a greater fraction of flow from the
parent vessel than the other daughter vessel.
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microsphere deposition data. The Poiseuille model provides a simple relation be-
tween pressure drop and flow as a function of resistance in each vessel segment
and is commonly used to simulate network flow by imposing conservation of mass
at each junction (Beard & Bassingthwaighte, 2000; Marxen, 2004; Mittal et al. ,
2005; Kassab, 2006; Huo et al. , 2009; Cookson et al. , 2012; Michler et al. , 2012;
Hyde et al. , 2013a,b). Pressure and flow can be solved for intermediate vessel
segments throughout a network provided that a pressure and flow are prescribed
as boundary conditions (BCs) at the inlet of the network, and either pressure or
flow is prescribed at all the network outlets.
While inlet pressure and flow can be measured (or even controlled) in the largest
coronary arteries, it is impossible to measure all of the outlet pressures or flows
of a truncated coronary arterial network. A common modeling assumption used
to circumvent this issue is that pressure is relatively constant at the level of the
capillaries. The arterial circulation downstream of each terminal vessel in a trun-
cated network can be stochastically generated to the level of the capillaries based
on morphometric data (Kassab et al. , 1993) in order to utilise this assumption
at the terminal vessels of the network (Beard & Bassingthwaighte, 2000; Mittal
et al. , 2005; Kassab, 2006; Huo et al. , 2009). Alternatively, in vivo pressure
and vessel diameter measurements were acquired from beating cat hearts (Chilian
et al. , 1989), providing measurements in coronary vessels less than 400µm in di-
ameter. This data has been used to define outlet pressures in a truncated porcine
vascular network (Hyde et al. , 2013a). A third way of addressing network outlet
BCs was proposed by Marxen (2004), where downstream vascular resistance (to
the capillary level) was estimated at each terminal vessel of a network based on an
extrapolation of a power law between vessel resistance and terminal fed volume§
from the vessels in the network. The downstream resistance was added to each
terminal vessel and a constant capillary pressure was then applied at each outlet.
The accuracy with which these different outlet BCs are able to reproduce regional
§Terminal fed volume refers to the volume of tissue supplied by a terminal vessel in a trun-
cated network, which is constrained by vessel radius, distance from neighbouring vessels, and a
segmentation of the tissue supplied by the network. This is explained in detail in Chapter 4.
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flows at different vessel scales in the network has not previously been assessed.
Arguably, the boundary condition proposed by Marxen is the most physiologically
realistic given that it utilises a scaling law based on assigned fed volumes and vessel
resistances measured directly from the organ network under consideration - it is
specimen-specific. By contrast, data used to parameterise the coronary model in
(Hyde et al. , 2013a) was collected from another species/specimen, and in (Mittal
et al. , 2005; Huo et al. , 2009) vessels downstream of a truncated coronary arterial
network were ‘pasted’ from a limited database of measured bifurcation geometries.
The only previous comparison of an arterial network flow model to microspheres
was made by Marxen with his proposed volume-scaled resistance BC in a rat kid-
ney network reconstructed from micro-CT images (Marxen et al. , 2006). Despite
its use of a specimen-specific power law of resistance, comparing simulated flow to
microspheres in the rat kidney arterial network produced no correlation of perfu-
sion (ml/min/g) measured from the microspheres versus the model (Marxen et al.
, 2006).
For the purposes of comparing model flow to microsphere distributions to deter-
mine the prevalence of skimming in the coronary arteries, it is important to also
have confidence in the model’s accuracy at the sites of interest. In the present
study, accuracy of model flow (ml/min) rather than perfusion (ml/min/g) in each
vessel segment is of importance for comparison to microsphere-derived flow. While
it may not be feasible to accurately reproduce regional tissue perfusion values with
current methods, this is likely to be unimportant for a comparison of model and
microsphere flow in the larger coronary arteries. The reasoning for this is that
tissue perfusion heterogeneity is known to reduce as a function of tissue sample
volume, i.e. heterogeneity of perfusion computed from larger divisions of tissue
is lower than that computed from smaller divisions of tissue (Bassingthwaighte
et al. , 1989). This implies that higher generation arterial vessel segments (which
supply larger tissue fed volumes) supply tissue regions which tend towards the
mean perfusion of the myocardium∗. With this in mind, another possible out-
∗As a caveat, it must be taken into account that the left ventricular free wall has a higher
perfusion than the right ventricle (Bassingthwaighte et al. , 1990) and septum (Muehling et al.
, 2004)
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let BC is one where flow is set proportional to terminal vessel tissue fed volume,
i.e. a homogeneous perfusion BC, which while unphysiological at the micro-scale
provides a control which produces increasingly accurate vessel flow values in the
higher generations (larger vessels) of the coronary network.
1.2 Background
1.2.1 Coronary Anatomy and Function
In this thesis we are primarily concerned with the conduit and large resistance
arteries in the pig heart, which is similar in structure and size to the human heart
(Weaver et al. , 1986). Therefore this brief summary is provided to highlight rel-
evant functional and structural components of the coronary arterial circulation.
The coronary circulation is composed of a predominantly bifurcating arterial net-
work feeding into a capillary bed (where oxygen is taken up by tissue) which is
subsequently drained by a venous network. The arterial network originates at the
coronary ostia located in the aortic wall just distal of the aortic valve, stemming
into the left and right coronary arteries (LCA and RCA, respectively) which have
a typical diameter in an adult pig of 4-5 millimetres (Ballesteros & Ramirez, 2008;
Dombe et al. , 2012). The LCA and RCA predominantly supply networks feeding
the left and right sides of the heart, respectively, although each network addition-
ally supplies a smaller part of the opposing side.
The arterial circulation is composed of several structurally and functionally dif-
ferent vessel generations. Starting at the root of the coronary ostia, the LCA and
RCA branch into several large epicardial vessels which extend longitudinally down
the sides of and around the ventricles. Along their path transmurally oriented
vessels branch off and penetrate the myocardium feeding vessel crowns, or subnet-
works, that supply the myocardium (van Horssen et al. , 2014). The epicardial and
transmural penetrating vessels are known as conduit vessels, generally considered
as having a vessel diameter > 300µm, with the main purpose of transporting blood
to feeding sites around the heart.
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The conduit arteries feed into smaller arteries approximately 100-300µm in di-
ameter and arterioles < 100µm in diameter, both of which are under vasomotor
control and are the sites of resistance changes. The greatest pressure drop observed
in the coronary arterial network occurs in these vesels, where the small arteries
respond primarily to changes in flow and intravascular pressure, and the arterioles
respond primarily to metabolic changes (Camici & Crea, 2007). Autoregulation
acts in response to two primary drivers: arterial pressure and myocardial oxygen
demand. Resistance is adjusted to match blood flow to oxygen demand, which
during exercise can increase approximately 5 to 6 times requiring a reduction in
vascular resistance, brought about by vasodilation of the small arteries and arte-
rioles and an increased arterial pressure (Duncker & Bache, 2008). Under exercise
conditions additional capillaries are also recruited and myocardial oxygen extrac-
tion increases. Under constant myocardial oxygen demand however, it has been
shown that coronary resistance changes to keep flow relatively constant even across
a range of arterial pressures (Mosher et al. , 1964).
Pharmacologic vasodilation causes the coronary arteries to vasodilate beyond their
physiological capacity under exercise, increasing myocardial blood flow during
maximal exercise in swine by 15-26% despite arterial pressure being reduced sig-
nificantly (Duncker & Bache, 2008). Standard pharmacological agents used in
clinical stress tests include adenosine, dipyridamole and regadenoson which are
all vasodilators, while another agent dobutamine is both a chronotrope and an
inotrope which has similar effects to exercise. Stress testing is used to identify a
decreased functional capacity in patients with suspected CAD or CMD. For exam-
ple in a patient with a mild arterial stenosis, despite pharmacologically induced
vasodilation the network downstream of the stenosis will receive limited flow, which
can be detected with invasive coronary angiography pressure measurements and
more recently non-invasive imaging such as perfusion MRI and PET (Morton et al.
, 2012).
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1.2.2 Network Ordering Schemes
Several vessel ordering methodologies have been proposed to define the relation-
ship between vascular network geometric parameters and the different spatial vessel
scales, or vessel generation. The prominent ordering schemes in the literature are
the Strahler ordering scheme (Strahler, 1952), the diameter-defined Strahler order-
ing scheme (Kassab et al. , 1993), and more recently the volume-ordering scheme
(Marxen & Henkelman, 2003, 2009). The Strahler ordering scheme was created to
classify riverbed segments in terms of the area of land which they drained. The
first capillaries fed by the terminal arterioles are assigned Strahler order U = 0∗.
Moving up the arterial network, each parent vessel order is the maximum order
of the daughter vessels, or if each daughter order is the same, U , the parent is
assigned U + 1. This method works well when ordering the arterial network from
the capillaries upwards, where terminal arterioles share common geometric scales.
However for a truncated arterial network whose terminal vessel segments may vary
greatly in diameter and length for example, the approach of assigning U = 0 to
terminal segments results in less meaningful orders.
For this reason, Kassab introduced the diameter-defined Strahler ordering scheme
with the aim of producing orders which contained vessels of non-overlapping ranges
of diameters (Kassab et al. , 1993). To achieve this a network is first Strahler
ordered. For each order U the mean and standard deviation of the diameters DU
are computed, µU and σU , respectively. Then each vessel segment with diameter
Di is reclassified into the order satisfying the following condition
(µU−1 + σU−1) + (µU − σU)
2 < Di <
(µU + σU) + (µU+1 − σU+1)
2 . (1.1)
After assignment of new vessel orders, µU and σU are recomputed. This process is
iterated until the diameter ranges of successive orders no longer overlap.
Later, Marxen introduced an ordering scheme that provided independence of ves-
sel order from diameter (Marxen & Henkelman, 2009). Specifically, they intro-
∗Order will be referred to with U as in (Marxen et al. , 2006) instead of the more commonly
used n to avoid confusion with another usage of n throughout this chapter.
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duced the physiologically-based volume ordering approach, where order Uvol is
determined by the volume of tissue which is perfused by a given vessel segment’s
downstream network, as in this study. The determination of the tissue volume per-
fused by vessel segments in the renal arteries was made possible by the availability
of micro-CT images, from which the renal arterial network and the surrounding
tissue were segmented. This is presented in greater detail in Chapter 4. Volume







where V is the tissue volume supplied by a vessel, and the normalising factor V0
approximates the tissue volume supplied by a terminal arteriole (i.e. an arteriole
which supplies the capillary bed). This value is assumed to be constant through-
out the tissue but is species- and organ-dependent and is estimated from literature
based on recorded arteriole densities (Kassab et al. , 1993; Marxen, 2004). Volume
order provided a new metric of vessel scale, which correlated more strongly than
Strahler order with several geometric parameters including vessel diameter and
conductance (Marxen, 2004).
An interesting finding of applying volume ordering to the renal artery was the
observation that branching asymmetry, δ, at each bifurcation decreased towards
lower vessel generations (i.e. further downstream vessels) (Marxen, 2004). Branch-
ing asymmetry was defined as tissue volume fed by the smaller daughter vessel at
a bifurcation divided by the total tissue volume supplied by parent vessel. Thus
symmetric branching is given by δ = 0.5, and a highly asymmetric branching by
δ → 0. This is consistent with the observation of increasingly symmetric daughter
diameter ratio and length ratio in lower vessel generations (Van Bavel & Spaan,
1992; Kalsho & Kassab, 2004), and has implications for the heterogeneity of blood
flow.
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1.2.3 Reference to Additional Background Content
As briefly mentioned above, studies have shown that perfusion heterogeneity has
a fractal relation to tissue volume size. This concept is presented in detail in the
Introduction section of Chapter 4, in the context of metrics used to assess the
coronary network flow model.
Microsphere skimming was also mentioned above, and the literature is reviewed in
Appendix A, to which reference is made throughout Chapter 5 where key concepts
of skimming are presented.
Finally several papers were co-authored during the preparation of this thesis, which
are listed below with associated contribution:
Cookson et al. (2012)
Creation of the LV finite element mesh; production of figures; running sim-
ulations for the multi-compartment Darcy model to determine suitable pa-
rameters for comparison to the Poiseuille model; scientific discussion and
proof-reading.
Michler et al. (2012)
Creation of the LV finite element mesh; production of figures; running sim-
ulations for the multi-compartment Darcy model; scientific discussion and
proof-reading.
Lamata et al. (2013)
Developed the robust initial alignment alignment algorithm; scientific dis-
cussion and proof-reading.
Hyde et al. (2013b)
Creation of the LV finite element mesh for the porcine heart; scientific dis-
cussion and proof-reading.
Zarinabad et al. (2013)
Provided microsphere perfusion quantification; scientific discussion and proof-
reading.
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Schuster et al. (2014)
Provided microsphere perfusion quantification; scientific discussion and proof-
reading.
Sinclair et al. (2014)
Primary author, performed all analyses.
1.3 Aims and Structure of the Thesis
The validation of quantitative perfusion MRI for future use in the clinic is an
on-going field of research where recent studies have addressed quantification at
different spatial resolutions, under a range of flow conditions, and with different
quantification algorithms (Hsu et al. , 2012; Zarinabad et al. , 2013). In this thesis
microspheres imaged with the epifluorescent CMT were used to compute regional
perfusion for the validation of quantitative perfusion algorithms applied to DCE-
MR images (results can be found in Zarinabad et al. , 2013; Schuster et al. , 2014).
A new methodology presented in Chapter 2 was created for the co-registration of
CMT and MR image data and the quantification of perfusion from microspheres
in tissue segments used to validate quantitative perfusion MRI.
The acquisition of coronary vessel architecture and microsphere deposition in the
same organ allows for a comparison of a Poiseuille network flow model to micro-
sphere distribution as described above. A necessary step towards this goal is the
reconstruction of the coronary vascular anatomy as a network of vessel segments
with defined connectivity and vessel parameters. The reconstruction of the left
coronary arterial (LCA) network from one pig heart is presented in Chapter 3.
Following the network reconstruction, a Poiseuille flow model was solved in the
LCA network using both Marxen’s proposed outlet BC method and an outlet BC
with the assumption of homogeneous perfusion throughout the LV. The compari-
son of each network flow solution to the distribution of microspheres is presented
in Chapter 4.
Finally microsphere skimming was investigated in the LCA network. A novel sta-
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tistical method using binomial distribution confidence intervals was introduced to
assess the proportion of bifurcations in which model flow distribution and micro-
sphere distribution differed significantly. Skimming prevalence was also charac-
terised in relation to vessel generation and vessel properties, which is presented in
Chapter 5.
Each Chapter is additionally supplemented with a brief Introduction section, fol-
lowed by Methods, Results, Discussion and Conclusion. Finally Chapter 6 contains
conclusions and future work for the presented research.
2 | Perfusion Quantification
2.1 Introduction
This chapter presents a novel method for validating quantitative DCE-MRI with
microspheres from cryomicrotome images, with the aim of demonstrating the ac-
curacy of quantitative DCE-MRI under a range of flow conditions in explanted
pig hearts. Previous comparisons of quantitative DCE-MRI with microspheres
involved excision and subsequent sectioning of the LV into appropriate circum-
ferential and radial segments for comparison to perfusion MR images acquired
from the in vivo heart. Segments were chosen based on their relative position
to anatomical landmarks, which provided approximate correspondence to points
used to define segments from the perfusion MR images (Christian et al. , 2004;
Hsu et al. , 2012). This correspondence of the physically sectioned myocardium
and imaged myocardium however is at best an approximation, especially given
that the hearts are sectioned after excision when the heart often deforms relative
to its in vivo state due to removal from physiological conditions.
Pig hearts have often been used as a surrogate to human hearts in experimental
studies. A study of the coronary anatomy of 65 pig hearts demonstrated that
both distribution and structure of the circulation in pigs are very similar to that
in humans (Weaver et al. , 1986) making them suitable for perfusion studies and
validation of potential clinical imaging methods. The division of the pig coronary
circulation into distinct perfusion territories makes them suitable for studying the
effects on regional perfusion caused by occlusion of a coronary artery (Spaan et al.
, 2005). Recently an MRI-compatible Langendorff apparatus was proposed (Schus-
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ter et al. , 2010) to acquire dynamic contrast enhanced (DCE) MRI of explanted
porcine hearts for the quantification of cardiac MBF (Zarinabad et al. , 2013;
Schuster et al. , 2014). Scans were acquired under several different flow conditions
with simultaneous injections of fluorescently-labeled microspheres for validation of
quantitative DCE-MRI, as detailed in the Methods section. After MR image ac-
quisition, hearts were frozen and subsequently imaged with a fluorescent episcopic
cryomicrotome, providing high-resolution images of the whole heart with embed-
ded vascular cast and fluorescent microspheres (van Horssen et al. , 2010). The
cardiac geometry was then co-registered from the cryomicrotome to MRI images,
providing accurate correspondence of segments used for microsphere and DCE-
MRI quantification.
The segmentation of the left ventricular myocardium into circumferential and
transmural segments was achieved using a cubic Hermite mesh representation of
the LV, which was fitted to a segmentation of the LV geometry from the cryomi-
crotome images with an automated mesh fitting software tool (Lamata et al. ,
2011, 2013). Below a workflow is presented involving automatic LV mesh fitting,
image registration of cryomicrotome and MR images, and segmental microsphere
quantification. Results of the microsphere MBF quantification were compared to
MBF quantified from DCE-MRI of the same hearts, provided by Niloufar Zarin-
abad (Zarinabad et al. , 2013), to determine if quantitative DCE-MRI was accurate
under a range of flow conditions. The results of this study serve as a step towards
clinical application of quantitative DCE-MRI, providing a novel metric for assess-
ing and comparing regional cardiac perfusion in patients.
2.2 Summary of Data
The work carried out in this chapter, and in the rest of this thesis, was made
possible by the availability of a set of data acquired by collaborators at King’s
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College London∗ and the Academic Medical Centre in Amsterdam†. Details of the
acquired data are summarised below.
Ten non-beating, explanted MR-compatible pig hearts were imaged with 3T Achieva
TX and 1.5T Achieva CV scanners (see Schuster et al. , 2010, 2014). The system
provided control over physiological conditions including blood oxygenation level,
coronary perfusion pressure, left ventricular pressure and coronary blood flow. The
left and right coronary arteries (LCA and RCA respectively) were cannulated sep-
arately for infusion of microspheres under three flow regimes: (1) resting flow, (2)
low (50% resting) flow to simulate ischemia, and (3) adenosine-induced hyperemic
flow.
First-pass DCE-MRI was acquired with a dual-bolus scheme using gadobutrol in-
jections for 5 hearts at 3T with a spatial resolution of 1.3 × 1.3 × 8mm, and for
another 5 hearts at 1.5T with a spatial resolution of 1.9×2.0×10mm (full sequence
details are given in Schuster et al. , 2014). In addition to the DCE-MRI, survey
scans were acquired with a resolution of 2× 2× 5mm providing approximately 20
short-axis images of the myocardium.
Infusion using standard protocols (?) of approximately 105 fluorescent micro-
spheres‡ was made at the same site of gadolinium injection under each of the three
flow conditions (resting, low and hyperemic) immediately following DCE-MRI ac-
quisition. After all MRI sequences had been acquired the coronary arteries were
infused with a fluorescent cast replica material and left to set for 24 hours before
freezing at -20 ◦C for serial sectioning using an epifluorescent imaging CMT (van
Horssen et al. , 2010).
Hearts were sectioned from base to apex into somewhere between 1000 to 2000
∗Collaborators involved in data collection at King’s College London: Amedeo Chiribiri and
Andreas Schuster.
†Collaborators involved in data collection at the AMC, Amsterdam: Pepijn Van Horssen,
Jeroen Van den Wijngaard, Maria Siebes.
‡15µm diameter microspheres, distinguishable by their unique emission/excitation frequencies
(van Horssen et al. , 2010).
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slices with a constant slice thickness between 60-100µm (see Appendix C for im-
age dimension details of each heart). At each slice, up to 5 sets of 2000×2000 pixel
images were taken with a digital camera together with combinations of excitation
and emission filters to detect each of the 3 sets of microspheres with different flu-
orescent labels, the fluorescent vascular cast, and to acquire a bright light image
providing the outline of the myocardium.
2.3 Methods
Figure 2.1 shows a workflow for computing microsphere MBF involving both CMT
and MRI image data. The Methods section is split into the three indicated com-
ponents: (a) Segmentation (3D) and Mesh Fitting, (b) Image Registration and
(c) microsphere MBF Quantification. A total of 10 hearts were processed through













Figure 2.1: Perfusion quantification workflow. Step (a) involves segmentation of the
LV myocardium from CMT images followed by mesh fitting. Step (b) involves image
registration between the CMT and MRI images, using combinations of available image
data. Step (c) involves definition of myocardial segments and quantification of MBF
from microspheres. This quantification was then compared with DCE-MRI MBF (steps
within dotted borders), provided by Niloufar Zarinabad (see Zarinabad et al. , 2013).
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2.3.1 Segmentation and Mesh Fitting
The bright light CMT images of the heart outline were used for segmenting the LV
myocardium. The high-resolution images were typically down-sampled by a factor
of 50 for increased efficiency with the meshing pipeline (explained below) resulting
in approximately 40 short-axis images for 3D segmentation, which was performed
with the open source software ITK-SNAP (Yushkevich et al. , 2006). The 40
short-axis slices still provided sufficiently high-resolution detail for an accurate
segmentation of the LV myocardium, excluding papillary muscles and following
the inner contour of the epicardium. Furthermore, mesh fitting smoothly interpo-
lates the LV ROI between segmented slices, and for the purposes of comparison
to the much lower-resolution MR images this down-sampling of CMT images still
provides a higher-resolution segmentation.
(a) (b)
Figure 2.2: Segmentation and fitted LV mesh. Segmentation of the LV geometry from
the down-sampled CMT images (a), and a cubic Hermite mesh (silver) fitted to the LV
segmentation (b).
In order to provide a local coordinate system for dividing the segmentation into
transmural layers, a cubic Hermite mesh was fitted to each segmentation using
rapid cardiac mesh fitting software, detailed in (Lamata et al. , 2011). This soft-
ware tool fits a smooth LV ellipsoid template mesh with a truncated base to a LV
cardiac segmentation (also with a truncated base) as shown in Figure 2.2. The
fitted ellipsoid has three material coordinate directions, ξ1, ξ2 and ξ3, as shown in
Figure 2.3. The material coordinate direction ξ3 varies linearly from 0 to 1 along
the arc-length of each element in the transmural direction, allowing for transmural
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segments of the fitted cubic Hermite mesh to be defined for quantification of mi-
crosphere density. For more detail on cubic Hermite meshes see (Hunter & Pullan,
2001; Smith et al. , 2004).
Figure 2.3: Fitted ellipsoid local coordinates. Each hexahedral element is marked with
blue borders, local coordinates ξ1, ξ2 and ξ3 vary from 0 to 1 in an apex-to-base,
clockwise cirumferential, and endocardial-to-epicardial direction respectively. To illus-
trate how elements can be divided using the local coordinates, the golden lines mark
ξ3 = 0.25, 0.5, 0.75, ξ2 = 0.25, 0.5, 0.75, and ξ1 = 0.5 within an element. Divisions along
ξ3 produce transmural segments, used later for microsphere quantification.
Robust Initial Alignment
The mesh fitting process performs a non-rigid image registration between binary
formats of the mesh and segmentation followed by a warping of the mesh nodal
parameters. The geometric accuracy of the mesh fitting depends on the initial
alignment of the ellipsoidal template binary and the LV segmentation. The cor-
rect orientation and tailoring of the template mesh geometry to the segmentation
is essential for an accurately fitted mesh. The closer the template is to the segmen-
tation in these respects, the more likely the fitting will be geometrically accurate
(i.e. have a high percentage overlap with the segmentation), and additionally be
more computationally stable for mechanics simulations (Lamata et al. , 2013).
There was a need to automate the initial alignment process in order to reduce
user-interaction time and to deploy an automated web-based mesh fitting service
(see Lamata et al. , 2013). Prior to this work, a time-consuming manual alignment
and template generation process was the only way to ensure adequate mesh and
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segmentation alignment before mesh warping. Another available alternative was
Principal Component Analysis (PCA) applied to a mesh template and a segmen-
tation point cloud (referred to in the text as the Seg-PCA method), where the
three largest Principal Components (PCs) were used for scaling and aligning the
template mesh to the segmentation. The new method proposed in this thesis first
finds the LV (and RV) blood pool(s) from the segmentation, then uses PCA to
find the major axis of the LV blood pool for orienting the mesh and segmentation
(referred to in the text as the BP-PCA method). Methods were developed for
both LV and BiV (bi-ventricular) mesh fitting, although in this chapter only the
LV algorithm is discussed. Details on the alignment algorithm for BiV mesh fitting
can be found in (Lamata et al. , 2013). A flowchart depicting the differences in
























Figure 2.4: The BP-PCA and Seg-PCA alignment methods. Starting from a LV seg-
mentation (1), the proposed BP-PCA method produces a more robust initial alignment
(2) than the Seg-PCA method resulting in a correct mesh fitting (3). In the Seg-PCA
method, PCA performed on the LV segmentation point cloud results in a coordinate
system completely misaligned with the long-axis of this particular LV segmentation.
Further details are given in the text.
The BP-PCA method is explained briefly as follows. A convex hull is computed
from the point cloud of a LV segmentation followed by iterative morphological
erosions to obtain the 3D geometry of the LV blood pool (shown in green in Fig-
ure 2.4). PCA is then performed on the blood pool point cloud and the three
largest principal components are used to define a coordinate system. The axes of
the coordinate system correspond to the long-axis of the LV blood pool and two
orthogonal directions, represented by the unit vectors v1, v2 and v3 respectively as
shown in the BP-PCA panel in Figure 2.4. To ensure the v1-axis defined by PC1
is oriented from apex to base, the LV BP point cloud is transformed into radial
coordinates centred about v1. A requirement of the segmentation for mesh fitting
is that it is truncated at the base below the heart valves. Thus the width of the
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LV BP is less at the apex than at the base. The mean radius of points at the
endocardial surface is computed from the upper and lower halves of the LV BP
from its centre of mass according to v1, ru and rl respectively. If ru > rl then the
v1-axis retains its orientation, otherwise it is switched (to point in the apex-to-base
direction). The v2 and v3 axes given by PC2 and PC3, are modified if necessary
to maintain a right-hand coordinate system.
The variance of the whole segmentation point cloud in the direction of each vector
v1, v2 and v3 is used to define a scaling, S, used to tailor the size of the template
mesh. A constant wall thickness for the template mesh, T , is estimated from the
distance between endocardial and epicardial contours of the LV along v1. The
template ellipsoid is initially oriented with its long-axis pointing in the positive
z-direction, centred at the centre of mass of the LV BP. Thus the matrix [v3 v2 v1]
specifies the rotation and the centre of mass of the segmentation LV BP provides
the origin for a translation to align the template with the segmentation for fitting.
A study was performed to test the performance of the BP-PCA method compared
to the alternative Seg-PCA method. The Seg-PCA method uses the three largest
principal components from PCA performed on the entire LV myocardial segmen-
tation to align and scale the template mesh to the segmentation.
The Dice Similarity Coefficient (DSC), introduced in (Zou et al. , 2004), is used to
measure the overlap of the mesh and segmentation after initial alignment and mesh
warping (steps (2) and (3) respectively in Figure 2.4). A mesh is binarised using
the image stack dimensions and resolution of the segmentation for calculation of





Values of the DSC lie in the range [0, 100] where 100% is complete agreement
between two binary images B1 and B2, and a value of 0 indicates no overlap.
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2.3.2 Image Registration
In order to more accurately quantify microsphere deposition in myocardial seg-
ments defined from the DCE-MR images, the CMT images were registered with
the MRI images. Multiple MRI sequences were acquired for each heart, which in-
cluded long-axis slices and DCE-MRI slices providing geometric information about
the heart. Given the sparsity and varying intensity of the MRI image data it was
not possible to automate the image registration. Therefore rigid registration was
performed after scaling each image stack to physical units (i.e. millimetres). The
rigid registration involved data transformation from CMT coordinate space into
MRI coordinate space, performed in two steps:
1. Landmark-based rigid registration
2. Fine-tuning manual rotation and translation
Landmark-based rigid registration
This step required corresponding anatomical landmarks to be identified in each of
the two image stacks, i.e. in the CMT image stack and in the MR images. Points
which were usually identifiable include:
• Tip of the epicardial LV apex, Pap;
• Centre of the aortic (or mitral) valve, Pv;
• Centre of the Left Anterior Descending (LAD) artery near the base, Pla.
To aid in the selection of these landmarks multiple MR image sequences were si-
multaneously viewed, which was achieved by parsing DICOM§ header information
to visualise multiple image planes in CMGUI¶. A rotation matrix and origin was
§DICOM - Digital Imaging and Communications in Medicine - is the international standard
for medical images and related information (ISO 12052).
¶CMGUI is a 3D visualisation software commonly used for manipulating finite element models
and related imaging data (website: http://www.cmiss.org/cmgui).
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then defined from these landmarks, namely Rref and tref from the CMT land-
marks, and Rtar and ttar from the MRI landmarks. These were defined as follows:




vtemp = Pla − Pv; (2.2c)




vˆx = vy × vz (2.2f)
where each coordinate direction vˆi is a 3× 1 column vector, and are used to define
the rotation matrices as:
Rref = [vˆrefx vˆrefy vˆrefz ]; (2.3a)
Rtar = [vˆtarx vˆtary vˆtarz ] (2.3b)
The CMT images as well as the LV mesh and microspheres were then transformed
to MRI coordinate space with
x¯amri = RtarR′ref (x¯cmt − tref ) + ttar (2.4)
where x¯cmt is an n × 3 matrix of coordinates (of microspheres and LV mesh) in
the CMT images with physical units, and x¯amri is the output n × 3 matrix of the
transformed coordinates.
The resulting overlay of CMT image data with the MRI images was then exam-
ined. Since the low resolution and sparse images sometimes made it difficult to
accurately identify anatomical landmarks, the resulting rigid registration could
often be visibly be improved.
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Fine-tuning manual rotation and translation
Visual inspection of the position of the LV mesh and microspheres overlaid with
the different planes of MR images in CMGUI allowed for manual rotation and
translation to be applied using tools within the software to improve the registra-
tion. Correspondence between the LV mesh and microspheres with MR images was
achieved by matching the LV mesh apex to the tip of the long-axis MR images and
matching epicardial contours with each short-axis image. Figure 2.5 shows a LV
mesh registered to the cardiac geometry in MRI coordinate space. The horizontal
green lines mark the positions of the short-axis DCE-MRI slices.
Figure 2.5: The LV mesh (fitted to a CMT segmentation) registered to MR images
of the porcine heart in the Langendorff apparatus, shown from an anterior view. The
orange lines trace the epicardial surface of the LV mesh with the red endocardial surface
enclosed. In the background is a long-axis MR image (Schuster et al. , 2010), and the
tilted rectanglular structure is the water-bath within which the heart was suspended.
The horizontal green lines mark the basal and mid-cavity DCE-MRI slices.
To further constrain the manual registration, the boundaries of an induced my-
ocardial infarct was used. Each heart was induced with a complete occlusion of
either the left circumflex artery (LCx) or left anterior descending artery (LAD)
after imaging the heart in a healthy state. The subsequent infarcted myocardial
territory appeared dark in first-pass DCE-MR images acquired after this stage.
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Microspheres injected into the coronary system at this point did not enter the oc-
cluded vessel. Thus, additional geometric correspondence could be gained between
the CMT and MRI images by aligning the boundaries of the infarct as indicated by










Figure 2.6: The LV mesh and microspheres shown from a posterior view. Microspheres
injected into the heart distribute across both ventricles, indicated by the faint orange
points (left). The larger microspheres shown in red are within the LV mesh and also
within the 8mm width of the mid-cavity and basal DCE-MR image slices. A short-axis
base-to-apex view of the microspheres within the mid-cavity DCE-MRI slice (marked in
green on the left) shows the boundaries of the ischemic region provide correspondence
between the microspheres and the DCE-MR image. (Note that the LV and RV cavities
and the surrounding water bath have been manually removed for clarity.)
The final coordinates of the registered mesh and microspheres, x¯bmri, were obtained
from the landmark-based registered coordinates, x¯cmt, by applying this manual
rotation, Rman, and translation, tman,
x¯bmri = Rman x¯amri + tman (2.5)
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2.3.3 Segmental Microsphere Flow
With the LV mesh and microspheres registered to the MR images, myocardial seg-
ments were defined from the DCE-MR images to quantify microsphere deposition
for comparison to quantitative DCE-MRI. Standard AHA segments (Cerqueira
et al. , 2002) were used to define circumferential segments in the base, mid-cavity
and apical DCE-MRI slices for each heart (where available). These segments are
shown in Figure 2.7, with slices viewed from apex-to-base.
Three transmural segments, namely subendocardial, midwall, and subepicardial,
were defined by dividing the cubic Hermite mesh along the ξ3 material direction
at ξ3 = 0.33 and ξ3 = 0.66, as discussed above. Circumferential segments were
defined by first marking in each DCE-MRI slice the centre of the LV cavity and the
anterior interventricular sulcus, at the epicardial junction of the LV and the RV.
Then segments were defined circumferentally every 60 ◦ and numbered according
to the AHA segments in Figure 2.7.
To quantify myocardial blood flow MBF in units of (ml/min/g) from microsphere




where Ni is the number of microspheres in segment i, Mi is the myocardial mass
(g) of the segment, Qt is the total flow (ml/min) entering the LV myocardium, and
Nt is the total number of microsphere deposited in the LV myocardium. LV mass
was computed from the volume of the cubic Hermite mesh multiplied by the mean
myocardial tissue density, 1.05 (Vinnakota & Bassingthwaighte, 2004). Volume
of each segment was computed from a binarisation of the mesh with a resolution
of 50 × 50 × 50µm3. After set up of the Langendorff apparatus a steady flow,
Qc, was supplied via a roller pump to the coronary arteries, and was adjusted for
the three flow conditions mentioned earlier (normal flow, 50% flow, and adenosine
induced hyperemia). Total flow to the LV myocardium, Qt, was determined as the
fraction of the microspheres within the LV mesh relative to the total number of
microspheres in the heart, multiplied by the controlled inlet flow Qc.
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Bassingthwaighte noted in experiments performed with 11 sheep hearts that suben-
docardial segments had higher microsphere deposition density than subepicardial
segments and hypothesised this was a result of microsphere skimming (Bassingth-
waighte & Bever, 1991). Differences were tested for between MBF in the suben-
docardium, midwall and subepicardium as well as MBF in basal, mid-cavity, and
apical regions. Normality was tested for with the D’Agostino-Pearson’s test. Nor-
mally distributed MBF groups were compared with paired t-tests to check if there
was a significant difference in group means, if p < 0.05. For non-normally dis-
tributed groups a Kruskal-Wallis test was used.
The absolute flow computed in each myocardial segment was compared to that
from quantitative DCE-MRI. DCE-MRI flow quantification results were provided
by a collaborator Niloufar Zarinabad‖ who compared four methods: (1) Fermi
function constrained deconvolution, (2) deconvolution with an exponential basis,
(3) deconvolution with a B-spline basis, and (4) an autoregressive moving average
model; further details of these analyses can be found in (Zarinabad et al. , 2013).
2.4 Results
2.4.1 Mesh Fitting
Meshes were automatically fitted with a 100% success rate (correct initial align-
ment and mesh warping) using the (BP-PCA) method for all 10 pig hearts. The
mean DSC for fitted meshes using the BP-PCA alignment method was 92.9%.
Figures 2.8 and 2.9 show the fitting results of all ten pig hearts, comparing the
fitted meshes after initial alignment using the Seg-PCA method, and the BP-PCA
method. The template mesh was only correctly oriented for 1 out of 10 hearts us-
ing the Seg-PCA method. DSC was higher for the BP-PCA method for all hearts
compared to the Seg-PCA method.
‖Niloufar Zarinabad (at time of writing) is a collaborator in the Division of Imaging Sciences




























































Figure 2.7: The division of
the short-axis LV slices into
circumferential segments (la-
beled according to their AHA
number) with three trans-
mural layers: (a) subendo-
cardium, (b) midwall, and (c)
subepicardium.
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The mean DSC for the fitted mesh using the Seg-PCA alignment method was
85.3%. However given that the orientation was incorrect in 9 out of the 10 cases,
the meshes would not have been useful for the subsequent microsphere quantifi-
cation since the local ξ3 coordinate was not representative of the segmentation
transmural direction, and the mesh cavity intersects the LV wall at some point.
The correct orientation of the LV meshes to segmentations using the BP-PCA
method were crucial for the following microsphere quantification step.
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DSC Init. DSC FitSeg-PCA DSC Init. DSC FitBP-PCA
Figure 2.8: LV meshes fitted to segmentations of pig hearts 1 to 5 resulting from the Seg-
PCA (left column) and BP-PCA (right column) alignment methods. Thin black lines
mark the basal, endocardial and epicardial surfaces of the fitted mesh, superimposed on
the segmentation (red). Segmentations are aligned the same way in both columns, with
their long-axis in a vertical orientation. The DSC is given as a percentage for the overlap
of mesh and segmentation after initial alignment (DSC Init.) and after mesh warping
(DSC Fit). Arrows show the first principal component direction from each method which
determines the long axis orientation of the mesh template with the segmentation. Green
arrows indicate a good alignment of the mesh with the LV segmentation resulting in an















DSC Init. DSC FitSeg-PCA DSC Init. DSC FitBP-PCA
Figure 2.9: LV meshes fitted to segmentations of pigs 6 to 10 resulting from the Seg-
PCA (left column) and BP-PCA (right column) alignment methods. Thin black lines
mark the basal, endocardial and epicardial surfaces of the fitted mesh, superimposed on
the segmentation (red). Segmentations are aligned the same way in both columns, with
their long-axis in a vertical orientation. The DSC is given as a percentage for the overlap
of mesh and segmentation after initial alignment (DSC Init.) and after mesh warping
(DSC Fit). Arrows show the first principal component direction from each method which
determines the long axis orientation of the mesh template with the segmentation. Green
arrows indicate a good alignment of the mesh with the LV segmentation resulting in an
accurate mesh fitting, and blue arrows indicate an inadequate initial alignment.
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2.4.2 Microsphere Quantification
After manual rigid registration of fitted meshes and microspheres for each pig
heart from cryomicrotome image coordinates to MRI image coordinates, micro-
sphere flow was quantified in (1) AHA segments and (2) AHA segments divided
into three transmural layers. Four of the ten hearts had all three perfusion planes
acquired, i.e. basal, mid-cavity and apical slices. The remaining six hearts had
just two perfusion slices acquired, four of which had basal and mid-cavity slices
acquired and two of which had mid-cavity and apical slices acquired. A total of
448 AHA segments, or 1,344 radial segments, were available for analysis.
The number of microspheres deposited in each heart varied with a mean±1SD
of 66, 729± 44, 973. Buckberg showed that microsphere deposition could be mod-
elled with a binomial distribution, and that approximately 400 microspheres are
required in a given tissue segment to have approximately 95% confidence of being
within 10% of the true underlying flow distribution (Buckberg et al. , 1971). Using
this approximation, for a heart segmented into 16 AHA and 3 transmural regions,
approximately 16 × 3 × 400 = 19, 200 microspheres in total need to be deposited
in the AHA regions for the above accuracy in quantification.
A total of 27 microsphere infusions were made across the 10 hearts, of which 4
infusions resulted in a deposition count considerably lower (< 13, 000) than the
suitable 19,200 within the LV mesh. One of the hearts removed from the anal-
ysis had all three perfusion slices imaged, and the other just two. For the 23
microsphere infusions made in the remaining 8 hearts, the mean±1SD number of
microspheres deposited in the LV was 38, 597 ± 23, 085, or 804 ± 481 per radial
AHA segment.
Mean LV MBF for each heart was computed from experimental flow rate divided
by heart weight, which at normal, low and adenosine-induced hyperemic flow were
0.89± 0.18, 0.45± 0.1 and 1.47± 0.16 ml/min/g, respectively. The mean MBF to
subendocardial, midwall and subepicardial segments was 1.43± 1.59, 1.23± 1.27,
and 0.87 ± 0.80 ml/min/g respectively (each computed from 180 segments). The
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distributions were non-normal, and the Kruskal-Wallis test showed that suben-
docardial MBF was significantly higher than subepicardial MBF but not midwall
MBF, and midwall MBF was significantly higher than subepicardial MBF. Box-
plots are shown in Figure 2.10. Note that these values were computed from 23


















P < 0.05 P < 0.05
Figure 2.10: Transmural MBF differences shown in terms of boxplots visualised for 180
segments in each of the subendocardium (left), midwall (centre) and subepicardium
(right). There is a significantly higher median MBF in the endocardium vs the epi-
cardium, as well as in the midwall vs the epicardium.
To examine differences in MBF between the basal and apical regions, mean±1SD
was calculated in basal, mid-cavity and apical slices from the three hearts in which
all three perfusion slices were available (with a total of 5 microsphere infusions),
yielding 0.38±0.18, 0.43±0.18, and 0.56±0.20 ml/min/g respectively (computed
from 90, 90 and 60 segments respectively). MBF in each transmural layer was
normally distributed, and paired t-test analysis showed that MBF in the base was
significantly lower than in the apex but not significantly different from MBF in
the mid-cavity, and mid-cavity MBF was not significantly different from the apical
region. Boxplots are shown in Figure 2.11. The values of MBF computed in these
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longitudinal regions are lower than those computed above for transmural segments
since only three hearts with all three imaging slices were considered, for which mi-
crospheres were only available at lower than average flows than some of the hearts

















Figure 2.11: Longitudinal MBF differences shown in terms of boxplots visualised for 90
segments in the basal and mid-cavity slices and 60 segments in the apical slice.
AHA segmental MBF computed from the microspheres was compared to MBF
quantified from DCE-MRI using 4 hearts imaged with a 1.5T scanner and 4 hearts
imaged with a 3T scanner, results of which are presented in (Schuster et al. , 2014).
Linear least-squares fits and paired t-tests showed statistically significant correla-
tions for comparisons at both field strengths with all 4 DCE-MRI quantification
methods. The Fermi function deconvolution method produced superior results to
the other three methods at both 1.5T (r = 0.93, p < 0.001) and 3T (r = 0.9,






Figure 2.12: Microsphere validation of quantitative 1.5T DCE-MRI in AHA segments using the Fermi, ARMA, Exponential
basis and B-spline basis methods. Linear-least squares regression in the top row and Bland-Altman plots in the bottom
row show strong correlations for all methods with microsphere MBF. There is a trend for microsphere MBF to overestimate

































































































































































































Fermi MBF (ml/min/g) ARMA MBF (ml/min/g) Exponential MBF (ml/min/g) B-spline MBF (ml/min/g)
Figure 2.13: Microsphere validation of quantitative 3T DCE-MRI in AHA segments using the Fermi, ARMA, Exponential
basis and B-spline basis methods. Linear-least squares regression in the top row and Bland-Altman plots in the bottom row
show strong correlations for all methods with microsphere MBF (adapted with permission from Schuster et al. , 2014).
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Interestingly there was a tendancy for DCE-MRI MBF to underestimate micro-
sphere MBF in segments with high flows, particularly with the 1.5T results. Figure
2.14 shows a comparison of microsphere and DCE-MRI MBF in the three trans-
mural layers: subendocardial, midmyocardial (midwall) and subepicardial. There
is a clear trend for MBF from DCE-MRI to underestimate microsphere MBF in
high flow regions. Figure 2.15 shows results at 3T with no evident overestimation
of microsphere MBF.
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Figure 2.14: Comparison of MBF from microspheres and 1.5T DCE-MRI in subendo-
cardial, midmyocardial and subepicardial layers using the Fermi function deconvolution
method. Higher flow segments tend to result in an underestimation of MBF from DCE-
MRI. (unpublished, courtesy of Andreas Schuster).
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Figure 2.15: Comparison of MBF from microspheres and 3T and 3T DCE-MRI in suben-
docardial, midmyocardial and subepicardial layers using the Fermi function deconvolu-
tion method. Higher flow segments do not tend to result in an underestimation of MBF
from DCE-MRI. (unpublished, courtesy of Andreas Schuster).
2.5 Discussion
A new approach has been implemented for quantifying MBF from microspheres
for comparison to quantitative DCE-MRI. This method improves the accuracy
of microsphere tracer to image comparisons by providing direct correspondence
between microsphere locations and DCE-MR images via image co-registration.
Furthermore a fitted LV mesh was used to accurately represent transmural posi-
tion of microspheres and to quantify tissue volume in each segment for the accurate
computation of microsphere MBF.
Previous methods for flow quantification validation with microspheres required
physical sectioning of the heart into tissue segments corresponding to those se-
lected from perfusion MRI images and relied on anatomical landmarks includ-
ing papillary muscles and the interventricular sulcii (Jerosch-Herold et al. , 2003;
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Christian et al. , 2004; Hsu et al. , 2012). This approach comes with several in-
herent errors; firstly the geometry of the heart deforms when excised due to a
loss of intracavity pressure, cell death, and removal from the pericardium. Sec-
ondly, a dependence on using the relative position of myocardial segments to just
a few anatomical landmarks further adds to potential error in segment definition.
This was illustrated in this study by the need for additional manual adjustment
of the cryomicrotome-to-MRI image registration after an initial rigid registration
between the two image sets based on anatomical landmarks.
The ability to apply manual rigid transformations allowed for more accurate align-
ment of the cryomicrotome and MR images. Furthermore, since hearts were imaged
with DCE-MRI in a Langendorff set-up, the geometry of the heart was virtually
unchanged when frozen for cryomicrotome sectioning. The use of multiple MR im-
age planes allowed for more geometric features of the heart to be used to guide the
image registration, where correspondence of the RV geometry and LV apex were
used to ensure correct alignment, as well as correspondence of ischemic regions in
the LV between DCE-MRI and microsphere locations. Multiple MR image pro-
jections of varying contrast and resolution and different data types (microsphere
spatial locations and fitted mesh) were necessary to accurately co-register the two
image sets manually. An automated method for image registration would have
required considerable time and effort. In future a high resolution cardiac anatom-
ical MRI acquisition would allow for established, automated image registration
methods to be used, relying solely on cardiac geometry from bright-light cryomi-
crotome images and the anatomical MR images. Non-rigid registration could be
applied to account for any potential deformation in heart geometry between MRI
and cryomicrotome image acquisition for example (Crum et al. , 2004).
The fitted LV mesh provided a region of interest (ROI) for microsphere quantifi-
cation, where after image registration the resulting in-plane cross-section of the
LV myocardium from the mesh and DCE-MR images was used for computation
of MBF from microspheres and compared to DCE-MRI-derived MBF. Fitting an
LV mesh for all 10 hearts was automated using a novel method for initialising the
alignment of a template mesh and segmentation of the LV prior to mesh warp-
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ing (Lamata et al. , 2013). PC1 obtained from the BP-PCA method was always
oriented along the long axis of the blood pool, ensuring accurate alignment with
the predefined long-axis of an LV template mesh. PC1 obtained from Seg-PCA
was less reliable since the segmentation of the myocardium is more spherical than
the blood pool and is subject to variable wall thickness, both of which affect the
resulting PCA. In a study performed on biventricular geometries, the BP-PCA
method was augmented to accommodate analysis of the RV blood pool as well,
resulting in 84% success of automated mesh fitting to 36 BiV segmentations (us-
ing additional metrics of ‘success’ for the purposes of producing stable meshes for
mechanics simulations) (Lamata et al. , 2013).
Microsphere MBF quantified in AHA regions showed strong correlations with all
quantitative DCE-MRI methods in a total of 8 hearts. In segments of high MBF
there was however a consistent under-estimation of MBF using all quantitative
DCE-MRI algorithms in hearts imaged with a 1.5T scanner. This is consistent
with previous studies where in tissue regions with higher MBF, quantitative DCE-
MRI underestimated MBF computed from microspheres (Hsu et al. , 2012), and
MBF from PET (Pärkkä et al. , 2006; Fritz-Hansen et al. , 2008; Morton et al.
, 2012; Miller et al. , 2014). While it remains unclear why this discrepancy oc-
curs when comparing quantitative DCE-MRI to PET, the discrepancy with mi-
crosphere MBF may in part be due to a slight over-estimation bias of MBF from
microspheres in higher MBF tissue segments, as compared to the gamma-emitting
molecular tracer IDMI, explained below (Bassingthwaighte et al. , 1987, 1990).
While this validation shows promise for future use of quantitative DCE-MRI in
the clinic, this study was performed with non-pumping excised hearts sustained
in a Langendorff apparatus (see Schuster et al. , 2010). A beating in vivo heart is
subject to additional factors influencing blood flow, such as systolic flow impedi-
ment. A necessary further step towards clinical application would be to perform
experiments to compare microsphere distribution in vivo with simultaneously ac-
quired DCE-MRI to determine wether a similar correspondence could be achieved.
Interestingly in this study there were microsphere deposition gradients in both
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longitudinal and radial directions, favouring flow towards the apex and subendo-
cardium, respectively. The increase in perfusion from the subepicardium to the
subendocardium is consistent with a study of 7 excised canine hearts injected
with radioactive labelled microspheres under maximal vasodilation (Wüsten et al.
, 1977) as well as a study with 7 rabbit hearts (Bassingthwaighte et al. , 1987)
and 11 sheep hearts (Bassingthwaighte et al. , 1990). Bassingthwaighte’s findings
showed an increase in perfusion measured from microspheres towards the subendo-
cardium in both small and large animal hearts, but no significant difference with
IDMI. It was hypothesised that the ‘skimming’ phenomenon (the preference of par-
ticles to enter daughter vessels with a higher flow fraction) was possibly responsible
for a higher subendocardial microsphere deposition density. Bassingthwaighte ra-
tionalised that microspheres had a preference to continue along the transmural
conduit arteries which penetrate the myocardium towards the subendocardium
rather than split off into smaller side branches. He showed that both tissue re-
gions of higher flow and those towards the subendocardium had a correlation
with increased microsphere deposition. The theory that microsphere deposition
is influenced by skimming at bifurcations with disparate flow fractions resulting
in preferential subendocardial deposition would also seem consistent with recent
findings of transmural structure of vessel crowns. Specifically, epicardial vessels
which penetrate the myocardium to feed the subendocardium are less frequent
than those which feed the subepicardium, and as a corollary they also each supply
a larger region of the myocardium hence would carry more blood than epicar-
dial vessels supplying the subepicardium (van Horssen et al. , 2014). It has also
been established that there is a larger volume of resistance vessels feeding the
subendocardium than the subepicardium (Wüsten et al. , 1977). This is appar-
ently to counter the effects of myocardial contraction which impedes flow in the
subendocardium during exercise by remaining preferentially dilated relative to the
resistance vessels supplying the subepicardium (Camici & Crea, 2007).
No overt investigation was made by Bassingthwaighte into base-to-apex differences
of microsphere deposition density, although no significant difference was observed
in individual canine hearts in his study. Using the same rationale as for the suben-
docardial microsphere deposition preference, it is plausible that microspheres tend
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to remain in the large coronary arteries (with high flow fractions) descending the
epicardial surface of the heart, rather than entering smaller side-branches, espe-
cially at low particle concentrations as is the case with microsphere injections. By
contrast, skimming of red blood cells appears to become insignificant in vessels
greater than about 30 microns in diameter (Pries et al. , 1989), although the con-
centration of RBCs is typically around 45% (compared to 1% for microspheres).
Particularly at the base of the heart where the left and right coronary arteries stem
from the coronary ostia, flow fractions at bifurcations between large epicardial and
small side branches show the greatest disparity. This is because the large epicardial
vessels must supply a very large fraction of the myocardial mass compared to side-
branches which supply tissue regions near the base. The findings of such preference
for microsphere deposition in the apex and in the subendocardium would have im-
plications for validation studies, and ideally in the future could be quantified and
corrected for to improve the accuracy of the microsphere method. The relation
between microsphere deposition and flow through the coronary tree is examined
in the remaining chapters. An algorithm for coronary vascular segmentation from
cryomicrotome images is presented in Chapter 3, followed by the comparison of
a Poiseuille flow model to microsphere distributions in Chapter 4, and finally the
prevalence of microsphere distribution bias relative to the model is investigated in
Chapter 5.
2.6 Conclusions
Quantitative perfusion MRI has been validated in explanted pig hearts using flu-
orescent microspheres, a gold standard deposition marker. A novel, accurate ap-
proach for microsphere MBF quantification for comparison to quantitative perfu-
sion MRI has been implemented using image registration of cryomicrotome and
MRI image data. A new method for automatically aligning a LV mesh template
with LV segmentations in order to initialise mesh fitting was created and success-
fully tested on 10 pig heart LV segmentations. The comparison of microsphere
MBF and quantitative perfusion MRI MBF yielded strong correlations, providing
promising results for future clinical application of perfusion MRI flow quantifi-
62 Perfusion Quantification
cation. Finally microsphere deposition gradients were identified from the base-
to-apex and from the subepicardium-to-subendocardium suggesting microsphere
deposition bias, which will be further investigated in the remainder of this thesis.
3 | Vascular Reconstruction
3.1 Introduction
Coronary vascular geometry plays a crucial role in the delivery of oxygenated blood
to the myocardium. Integral to understanding this role is the study of the relation-
ship between coronary structure and function across the range of vessel scales in
the coronary network (8µm− 5mm diameters), which additionally will help guide
the treatment of coronary-related diseases (Camici & Crea, 2007). Computational
modeling provides a framework for linking anatomical vascular geometry and the
physics governing blood flow to study this relationship, with the further advantage
of its ability to integrate biophysical measurements from multiple sources (Marxen
et al. , 2006; Huo et al. , 2009; Lee & Smith, 2008; Waters et al. , 2011; Lee &
Smith, 2012; Nolte et al. , 2013; Hyde et al. , 2013a).
Before the recent development of high-resolution imaging modalities for the visu-
alisation of whole-heart coronary vasculature, coronary geometry and connectivity
were measured manually and quantified in terms of statistical morphometry data
most often from porcine coronary networks (Van Bavel & Spaan, 1992; Kassab
et al. , 1993, 1994; Kassab & Fung, 1994). This morphometric data has since been
used to reconstruct numerous representations of the coronary circulation in a non-
beating configuration and has identified scaling laws relating a range of vascular
parameters, including vessel radii, vessel length, vascular volume, tissue volume,
flow rate, and vessel resistance (Van Bavel & Spaan, 1992; Beard & Bassingth-
waighte, 2000; Kaimovitz et al. , 2005; Mittal et al. , 2005; Kassab, 2006; Choy &
Kassab, 2008; Huo et al. , 2009; Huo & Kassab, 2012). These stochastically gen-
64 Vascular Reconstruction
erated models however lack information about the 3D distribution of the vascular
tree, which has been shown to demonstrate spatial compartmentalisation (Spaan
et al. , 2005), and distinct differences in terms of vessel volume density and stem-
crown∗ frequency between the subepicardium and subendocardium (van Horssen
et al. , 2014). Biophysical models of coronary blood flow should ideally utilise the
geometric information as part of the vascular anatomy to study flow distribution,
which has been afforded by more recent advances in coronary vascular imaging
and network reconstruction algorithms.
Current clinical imaging modalities provide only coarse anatomical detail of the
coronary vasculature due to limitations in imaging resolution. Specifically, recent
advances in clinical CT provide epicardial vessel anatomy at an image resolution of
0.6×0.6×1mm3 in patients injected with a radio-opaque contrast agent (Wischgoll
et al. , 2009; Huo et al. , 2013). By contrast, micro-CT has been used to image
whole vascular networks filled with cast in rat kidneys (Garcia-Sanz et al. , 1998;
Marxen, 2004) and rat hearts (Beighley et al. , 1997; Jorgensen, 1998; Lee et al. ,
2007) with a resolution of approximately 20µm. An advantage of micro-CT is that
in-vivo imaging is possible (Ritman, 2011), thus observations can be made under
physiological conditions. However for the larger porcine heart which has more
structural and functional similarities to the human heart, micro-CT is unable to
capture whole-heart geometry due to size limitations. Recent advancements in
cryomicrotome imaging has allowed for the imaging of whole-heart arterial vas-
cular networks in larger animals including pigs and canines with a resolution of
25µm (van Horssen et al. , 2010; van den Wijngaard et al. , 2013; van Horssen
et al. , 2014). The method can separately image fluorescent cast embedded in the
vasculature and fluorescent microspheres deposited in microvessels using appropri-
ate combinations of excitation and emission filters. Such data has been used to
identify compartmentalisation of vascular territories in the pig heart (Spaan et al.
, 2005), the development of collaterals both in the ischemic borderzone and in
distant vascular territories after ischemia in pigs (van den Wijngaard, 2011), and
the transmural organisation of vascular crowns stemming from the epicardium in
canines (van Horssen et al. , 2014).
∗A ‘crown’ refers to all of the downstream vessels supplied by a ‘stem’ vessel.
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A wide range of approaches for segmenting the coronary vasculature from micro-
CT, cryomicrotome images and other imaging modalities has been proposed for
the purposes of analysing vascular structure and simulating blood flow (Nordslet-
ten et al. , 2006; Lee et al. , 2007; Lesage et al. , 2009; van den Wijngaard et al.
, 2013; Goyal et al. , 2013). Methods generally follow a pipeline of pre-processing
images to filter out noise with gradient or morphological filters, followed by vessel
tracking with active contour or region growing approaches, often followed by vessel
skeletonisation and radius estimation to represent a vascular network topology as
a geometric model (Lesage et al. , 2009). Many different approaches have been
proposed based on characteristics of the different imaging modalities with which
vascular anatomy is imaged.
Reconstructed vascular topologies have been used for a range of modeling studies.
One study used a Poiseuille flow simulation performed with segmented whole-organ
vasculature to compare to the distribution of microspheres (Marxen et al. , 2006),
revealing the difficulties in prescribing accurate terminal boundary conditions for
the model to accurately reproduce regional perfusion. Anatomical whole-heart vas-
cular structure has also formed the basis for recent advancements in porous perfu-
sion modeling involving the parameterisation of a continuum multi-compartment
Darcy perfusion model for whole heart flow simulations (Hyde et al. , 2013a). Sim-
ulation of time-dependent coronary blood flow and non-Newtonian rheology using
a 1D flow model with considerations of varying viscosity (Pries & Secomb, 2005)
in a reconstructed rat coronary network demonstrated a self-stabilising effect of
varying vessel hematocrit (Lee & Smith, 2008). When coupled with contractile
myocardial mechanics, computational models of flow have provided a means for
investigating the effects of “cross-talk”, the interaction of myocardial contraction
and coronary network blood flow (Smith, 2004). More recently a poro-mechanical
model incorporating myocardial mechanics and perfusion has been coupled with
a 1D Navier-Stokes model of blood flow in the coronary vessels to investigate the
etiology of coronary waves (Lee et al. , 2014).
In this chapter we present the reconstruction of a topological network of the left
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coronary arterial circulation from cryomicrotome imaging data of a porcine heart,
provided by collaborators at the AMC, The Netherlands† (van Horssen et al. ,
2010). The processing steps presented in this chapter are based on the workflow
presented in (Goyal et al. , 2013), although unique challenges related to the specific
dataset and chosen methodologies are explored in greater depth. The presented
pipeline is a step towards automatic whole-heart vascular model reconstruction,
although currently several steps of the process require manual interaction.
The reconstructed left coronary artery network is used in Chapter 4 to perform a
Poiseuille simulation, reflecting the non-beating state of the ex vivo Langendorff
pig heart from which images were acquired (Schuster et al. , 2010), for comparison
to the distribution of microspheres. In Chapter 5 the flow model is compared to
the distribution of microspheres throughout the LCA network to determine the
prevalence and location of microsphere skimming. For the purposes of comparing
a flow model in the LCA network to microspheres, certain requirements should be
met by the reconstructed network. It has been suggested that approximately 400
microspheres need to arrive in a region of tissue for 95% confidence that the flow
measurement is within 10% of the true flow (Buckberg et al. , 1971). Thus, since
approximately 100,000 microspheres were injected into the LCA an approximation
can be made to the number of vessels through which at least 400 microspheres pass.
Assuming that the network is dichotomously branching and that microspheres are
split evenly at each junction, there should be approximately 250 unique vessel
paths through which 400 microspheres pass. A crown with 250 terminal ves-
sels corresponds to the 500 largest vessel segments in the coronary circulation, in
which phase separation can be analyzed with 95% confidence that the microsphere-
derived flow is within 10% of the true flow. It is in these 500 largest vessels that
accurate reconstruction of vessel geometric properties (radii, lengths, branching
angles) is most important. In vessels further downstream (through which fewer
and fewer microspheres pass), there is greater error in a comparison between model
flow and microsphere-derived flow due to the high statistical variability associated
with low microsphere counts. However, the spatial distribution of these small ves-
†Department of Biomedical Engineering and Physics, Academic Medical Center, University
of Amsterdam, Amsterdam, The Netherlands
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sels is important for the correct demarcation of perfusion territories and hence the
determination of tissue volume and number of microspheres assigned to upstream
vessels used in the particle skimming analysis.
3.2 Methods
The network of a porcine coronary LCA was reconstructed from a CMT image
stack with x, y, z dimensions of 1875× 1875× 1280 and 64µm isotropic voxel size.
The image stack had been pre-processed with deconvolution using the point spread
function of the imaging system to reduce blurring effects of the vascular cast (see
van Horssen et al. , 2010, for details). As outlined above, the pipeline described
in this section for the reconstruction of a 3D vascular network consisting of 1D
vessel segments from CMT imaging data is based on (Goyal et al. , 2013). The
updated pipeline applied in this study is shown in Figure 3.1, with several changes
employed to improve the efficiency of the code and accuracy of the reconstruc-
tion. Specifically manual adjustment of network reconstruction parameters were
required at stages of image thresholding (step (b)), and connected component se-
lection (step (c)); a simple method for calculating mean vessel segment radius was
introduced for Poiseuille simulations (part of step (e)); and an iterative vascular
pruning algorithm was introduced for removing false vessels (in step (f)).
3.2.1 Frangi Filtering
The first step in the pipeline involved applying the Frangi ‘vesselness’ filter to
distinguish vessel-like structures in the 3D image stacks from globular structures
or noise. The code used was a Matlab mex implementation by Dirk-Jan Kroon,
available on Matlab Central‡. The Frangi filter involves the assessment of the
eigenvalues of a second-order directional derivative (the Hessian H) filter applied
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Figure 3.1: Vascular network reconstruction pipeline.
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to the image L (see Frangi et al. , 1998, for full details). The Hessian of an image










where the differentiation of L is given as a convolution with the (second-order)
derivative of a Gaussian (see Frangi et al. , 1998). The scale s defines the size of
the probe kernel produced from the second-order derivative of a Gaussian at scale
s, which in the case of 3D image data corresponds to a voxel range (−s, s) in each
coordinate direction x, y and z. Eigenvalue analysis of the Hessian yields the kth
(normalised) eigenvector uˆs,k and corresponding eigenvalue λs,k according to,
uˆTs,kH0,suˆs,k = λs,k. (3.2)
The first three eigenvalues at scale s, λs,1, λs,2, λs,3 (ordered from smallest to
largest), in an ideal tubular structure will satisfy the following relations
|λ1| ≈ 0, (3.3)
|λ1|  |λ2|, (3.4)
|λ2| ≈ |λ3|. (3.5)
These conditions can be explained intuitively. The three eigenvectors uˆs,1, uˆs,2,
uˆs,3 are orthogonal to each other, and the largest eigenvalue corresponds to the
eigenvector which points in the direction of the greatest change in the gradient of
voxel intensity. A vessel structure in the CMT images typically has a flattened
cross-sectional Gaussian intensity profile, with maximum intensity in the centre
transitioning to zero at the outer edges of the vessel wall. Voxel intensity along
the long-axis of the vessel is approximately constant. Thus λ1 corresponds to the
eigenvector of the Hessian which points along the longitudinal axis of the vessel,
while λ2 and λ3 define the magnitudes of the eigenvectors pointing from the centre
in orthogonal radial directions towards the vessel wall.
A vesselness function is constructed from two geometric ratios, RA and RB, and
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a measure of “second-order structureness”, S, where
RA = |λ2||λ3| (3.6)
RB = |λ1|√|λ2λ3| (3.7)




RA distinguishes between plate-like and line-like structures by comparing the mag-
nitude of the larger 2 eigenvalues, which is close to one for a line-like structure.
RB determines how blob-like a structure is, reaching its maximum value when a
structure is most blob-like. S determines whether the part of the image in question
is part of the background (when its value is low) or part of a physical structure
(when its value is high). The vesselness function is given by
V0(s) =
 0 if λ2 > 0 or λ3 > 0,(1− exp (−RA22α2 )) exp (−RB22β2 ) (1− exp (− S22c2)) otherwise
(3.9)
The first row indicates V0(s) = 0 when λ2 > 0 or λ3 > 0 since these values indicate
a structure composed of background voxels, as opposed to a bright structure where
λ2 < 0 and λ3 < 0. The weights α, β and c are set to 0.5 as this has been shown
to produce reasonable results (Frangi et al. , 1998). The multiplicative form of
Equation (3.9) ensures that V0 is only large when all three criteria are well satisfied.
The output images V0(s) contain voxel intensities that reflect the probability-like
estimates of vessel structures. Another important feature of this function is that
V0 is scale invariant, and will be maximum at scale s when a vessel-like structure
of similar radius to s is detected. Finally vesselness measures applied to image L




The whole-heart vascular image stack was processed with two sets of scales, small
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scales ss and large scales sl, corresponding to step (a) in Figure 3.1,
ss = [1, 1.2, . . . 1.8, 2] (3.11)
sl = [3, 4, . . . 39, 40] (3.12)
The smallest scale in ss of 1 (voxel) corresponds to the smallest radius identifi-
able in the images, i.e. 64µm. The largest scale of 40 (voxels) corresponds to
approximately the largest vessel in the dataset at the root of the LCA network,
approximately 2.5mm. The purpose of the separation into two sets of scales was
to remove regions of cast leakage which were detected in the filtered large scale
images, but physically were only connected to the coronary network through the
small terminal vessels, detected in the filtered small scale images. Thus after large
scale filtering (step (a) in Figure 3.1) and thresholding (b), a connected compo-
nents analysis (c) allowed for the separation of the true coronary network from the
leaked cast in the large scale vessels. This is illustrated with a series of maximum
intensity projections (MIPs) of the large scale vessels in Figure 3.4.
3.2.2 Thresholding and Connected Component Selection
Since the Frangi filter produces output images with intensities that are scale-
invariant, a manual voxel intensity threshold was determined by trial and error
to binarise both the large scale and the small scale images in order to retain true
vessel structures (step (b) in Figure 3.1). A common false vessel structure was
manifested as ‘rings’ detected with the small scale filtering and appearing around
the circumference of large vessels (e.g. 10+ voxel diameter). This was due to voxel
saturation in the larger vessels such that the vessel cross-sectional profile had a
steep drop-off from maximum voxel intensity to zero within just a few voxels near
the vessel wall. Small scale filtering in this region produced noticeable rings in
V0, but the intensity of V0 in these regions was still lower than true vessels at the
same scales. Hence a manual threshold for the small scales was chosen to remove
the false ‘rings’ from the segmentation while retaining visibly real vessels.
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Step (c) in Figure 3.1 not only allowed for regions of leakage to be removed from the
large scale vessel binary, but also identified major subnetworks in the vasculature
which were disconnected from the largest connected component tree of the LCA.
The cast filling these subnetworks was not continuous with the cast in the main
network due to an apparent clipping of the vascular tree at the base of the image
stack. After thresholding and retaining relevant connected components of the large
scale vessels, the binaries of the small and large scale vessels were combined into
a single image stack. The single largest connected component from the combined
binary image was then retained (step (d)), removing noise and small disconnected
vessels from the resulting network.
3.2.3 Skeletonisation and Radius Estimation
After thresholding, in step (e) of the pipeline of Figure 3.1 binary thinning was
applied to obtain the vessel centre-lines. The code used for skeletonisation was
the Skeletonize3D plugin implemented in FIJI§ and involves iterative symmetric
erosion of binary structures to their centre-lines using a decision tree method (Lee
et al. , 1994). The connectivity (or degree¶) of centre-line voxels was then deter-
mined to be either (i) an endpoint (degree = 1), (ii) a junction (degree ≥ 3), or
(iii) a mid-point (degree = 2). Each physical vessel segment was then represented
by a node chain: the vessel’s centre-line voxels consisting of mid-point voxels be-
tween a junction-endpoint voxel pair, or between a junction-junction voxel pair.
The connectivity of each vessel to upstream/downstream vessels in the network
was then determined based on which vessels shared each junction node.
Radius was estimated using the local thickness plugin (Dougherty & Kunzelmann,
2007) in FIJI, which operates by fitting a sphere around each voxel such that it is
completely enclosed within non-zero voxels (Hildebrand & Rüegsegger, 1997). At
each centre-line voxel in the skeleton network the local thickness was computed
from the binary of the combined vessel scales.
§FIJI is an open-source image processing toolbox described in (Schindelin et al. , 2012)
¶Degree refers to the number of vessel segments connected at a node.
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3.2.4 3D Vascular Model and Pruning
A network with linear 1D representations of each vessel segment was produced in
step (f), where radius, r, and spatial coordinates, [x y z], were linearly interpolated
between the start and end node of each vessel segment, corresponding to values at
the first and last node of each node chain. This representation was used for visu-
alisation purposes. To perform a Poiseuille flow simulation with the network (see
Chapter 4), a single radius value was required for each vessel segment. This value
was chosen to be the mean radius computed from nodes in each vessel segment’s
node chain, excluding radius measurements at the nodes lying within one radius
of the parent node, as illustrated in Figure 3.2.
Figure 3.2: Calculation of mean radius in a side-branch in a 2D representation. The
dashed black lines represent the centre-lines of each vessel segment. The smaller, filled
circles represent the node chain voxel centre-points, emboldened for the side-branch with
parent and daughter junction nodes marked N1 and N2 respectively. The rings around
each node represent the local thickness measure, where green rings are those used to
compute the mean radius for the side-branch.
From this start-and-end node representation of each vessel segment, spurious
branches and loops were removed from the network based on geometric consid-
erations. The criteria determined for the removal of spurious branches was deter-
mined after trial and error of criteria values and visual assessment of the resulting
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vascular network. The criteria listed below are applied to each vessel segment, con-
taining a start and end node each with a radius estimated as depicted in Figure
3.2.
Spurious Branch Pruning Criteria
1. One of the vessel segment’s nodes was (degree = 1) (ie. a terminal vessel),
2. if either
(a) radius at either vessel node was more than twice that of the other node
and radius of either node was greater than 4 voxels (0.256mm),
(b) vessel length was less than vessel diameter and radius of either node
was greater than 4 voxels (0.256mm),
(c) radius at both nodes was greater than 5 voxels (0.32mm).
These criteria were chosen to target clearly visible vessel ‘stubs’ stemming from
the larger diameter vessels, while avoiding the removal of small-scale vessels. This
form of pruning was important for the allocation of terminal vessel fed-volumes
which was radius-dependent, as explained in Chapter 4. The resolution of the
CMT images was 64µm in each dimension. This was the smallest discernible ves-
sel radius, and also the expected radius of all terminal vessels in the network if
(1) the vascular cast reached the same depth of the vasculature (beyond the image
resolution) throughout the heart, and (2) the reconstruction algorithm captures
all of these vessels accurately.
Cycles (or loops‖) in the network were removed since almost no collaterals are
assumed to be present in healthy pig hearts (van den Wijngaard, 2011), meaning
detected loops were assumed to be artifacts of the reconstruction process. Loops
were identified and discarded using Dijkstra’s algorithm to find the path of least
resistance between each terminal node and the root node of the network. Poiseuille
resistance without unnecessary constants, Rw, provided the edge weights,






Thus for multiple paths between each terminal node and the root node of the
network, vessel segments corresponding uniquely to higher resistance vessel paths
were discarded. Figure 3.3 illustrates the nested iterative pruning process for









while (Ndk < Nak)
Nak+1 = Ndk while (Nck, j+1 < Nck, j)











Figure 3.3: Iterative pruning algorithm schematic. The input is the 3D vascular model
at (a) with Nak vessel segments at iteration k = 1. Duplicate segments (two or more
segments which share the same start and end nodes) are reduced to just one segment
leaving N bk vessel segments at (b). Spurious branches are pruned in a nested iterative
loop (loop 2), removing a maximum of one spurious branch along each terminal-to-
root vessel path per iteration j, leaving N ck,j vessel segments at (c). Then any vessel
segments connected by (degree = 2) junction nodes are combined to form a single vessel
segment (d), leaving Ndk segments. This entire process from steps (a) to (d) is repeated
(loop 1) until no further segments are removed from the 3D vascular model. Finally
false collateral vessels (or loops) are removed from the network at (e) leaving N e vessel
segments, and any resulting (degree = 2) junctions are removed.
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3.3 Results
3.3.1 Large Vessel Processing
Whole heart maximum intensity projections (MIPs) show the result of large scale
filtering (step (a)), followed by binarisation (step (b)) and connected component
selection (step (c)) in Figure 3.4. The three largest connected components were
retained after visual inspection as comprising three valid subtrees which were dis-
connected due to absence of cast in the most basal slices of the image stack. All
three subtrees appeared to lie along the path of a single vessel extending along the
base of the heart as part of the LCx artery. This vessel was therefore manually
recreated with care to match the diameter of upstream and downstream vessels
connected to it. The blob-like structures of leaked cast in Figure 3.4(b) are clearly
removed after the connected component selection in Figure 3.4(c).
3.3.2 Small Vessel Processing
MIPs in Figure 3.5 illustrate the result of small scale filtering (step (a)) and thresh-
olding (step (b)), as well as combining this with the large scale binary image stack
and selection of the single largest connected component (step (d)). A considerable
number of small vessels were discarded between images in Figure 3.5(c) and 3.5(d)
which is addressed in the Discussion.
3.3.3 Skeletonisation and Radius Estimation
MIPs in Figure 3.6 show the output images of skeletonisation and radius estima-
tion. The reconstructed 3D network of linear 1D vessel segments is also shown,
viewed along each image coordinate axis in the same way the MIPs were created.
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(a) (b) (c)
Figure 3.4: MIPs are shown in the x direction (top row), y direction (middle row) and z
direction (bottom row) of large scale combined vesselness filtering (a), thresholding (b),
and the three largest connected components (c).
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(a) (b) (c) (d)
Figure 3.5: MIPs are shown in the x direction (top row), y direction (middle row)
and z direction (bottom row) of small scales combined vesselness filtering output (a),
thresholded small scale vessels (b), combination with large scales binary (c), and the







Figure 3.6: MIPs are shown in the x direction (top row), y direction (middle row) and
z direction (bottom row) of the skeletonized network (a), local thickness-based intensity
(b), and the reconstructed 3D vascular tree colour-coded by radius (c).
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3.3.4 Pruning and 3D Model
Close-ups of two regions in the 3D network are shown in Figure 3.8 to illustrate the
effects of the iterative pruning algorithm. Obvious spurious branches, or ‘stubs’,
(green vessels) were removed after the first iteration of pruning of spurious branches
(the result of step (c) in Figure 3.3), but before joining segments connected by
(degree = 2) junctions (grey vessels) corresponding to the result of step (d) in
Figure 3.3. After iterative pruning loops (or cycles) in the network were removed,
resulting in the final network shown in red in Figure 3.8. A total of 1660 spurious
vessel segments and 3316 vessel segments associated with loops were removed.
Pruning was completed after 2 iterations of loop 1, within which there were 5
and 3 iterations of loop 2 respectively (see Figure 3.3). The vast majority of the
segments associated with loops in the network were found in the microcirculation,
with examples shown in Figure ??.
0.1mm0.1mm 0.1mm
Figure 3.7: Examples of vessel segments associated with loops (red) in the network.
Note that vessel radius has been scaled to 10% of the measured radius for clarity, but
the distance scale refers to the unchanged spatial coordinates.
3.3.5 Vascular Network Statistics
The final pruned 3D vascular network contained 97,500 vessel segments of which
51,836 were terminal vessels. Of the 96,914 nodes in the network, 45,078 were
junction nodes whose connectivities are listed in Table 3.1 with their respective
percentage of the total. Note that junctions with (degree = 3) correspond to
bifurcations, (degree = 4) to trifurcations, and so on. Junctions with connectivity
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Figure 3.8: Iterative network pruning results - the middle row shows a posterior view
of the LCA network with two boxed regions, a basal region (blue box) corresponding to
the close-up in the top row and an LCX sub-branch (orange box) corresponding to the
close-up in the bottom row. The first column compares the initial unpruned network
(green vessels) and after the first pruning operation of spurious branch removal (grey
vessels). The second column compares the first pruning operation (grey) with the final
iteration of pruning (transparent red vessels), with just the final network shown in the
third column. (Note that vessels appear sparse in the top and bottom rows because
vessels further from the foreground are hidden for clarity.)
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as high as (degree = 9) were detected from the vascular cast, and an unexpectedly
high percentage of junctions had a connectivity of (degree ≥ 4).
Table 3.1: Post-pruning network junction connectivity.








Van Bavel and Spaan examined relationships between several geometric parameters
in two porcine coronary networks (Van Bavel & Spaan, 1992). These included
the parent-to-daughter diameter ratio at bifurcations (comparing parent vessel
diameter, Dp, to the larger, DL, and smaller, DS, daughter vessel diameters), area









The area expansion ratio A represents whether the cross-sectional area increases or
decreases from a parent vessel to its daughter vessels, and the symmetry ratio S the
diameter ratio of the smaller and larger daughter vessel radii. Parent-to-daughter
diameter comparisons show similar characteristics in the 39,261 bifurcations of the
reconstructed LCA compared to Van Bavel’s results, as depicted in Figure 3.9.
Large daughter diameter is much closer to parent diameter than small daughter
diameter and shows less variance. Furthermore, daughter diameters are almost
always lower than parent vessel diameter, and there is increasing variance towards
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smaller vessel diameters. Quantization of smaller vessel diameters is evident, re-
flecting the effects of the radius estimation method and lack of accuracy in the
smaller vessels.
(a) (b)
Figure 3.9: A comparison of large daughter diameter with parent diameter (a), and small
daughter diameter with parent diameter (b) at 39,261 bifurcations.
Figure 3.10 compares the diameter ratios of DS/Dp and DL/Dp, indicating a clus-
tering of bifurcations where the area expansion ratio A = 1, similar to Van Bavel’s
results (see Van Bavel & Spaan, 1992). A far larger degree of scatter is present in
this data however due to limitations of radius estimation in the smaller vessels.
Figure 3.10: A comparison of parent-to-daughter ratios of the large (x-axis) and small
(y-axis) daughter diameters with parent diameter. The red line marks an area expansion
ratio A = 1.
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From the 39,261 bifurcations in the reconstructed LCA, the mean±1SD values
were A = 1.47± 0.56, and S = 0.80± 0.21. Van Bavel’s measurements taken from
1,663 bifurcations from two porcine hearts (with a diameter range of approximately
10µm to 4× 103µm) yielded both lower area expansion and symmetry ratios with
A = 1.12±0.30 and S = 0.51±0.24. The microvasculature was not represented in
its entirety but was instead sampled in their study since vessel segments needed to
be examined individually with an inverted microscope; therefore the higher gen-
eration (larger) vessels had a disproportianate weighting on their computed mean
values of A and S. Furthermore as shown in Figure 3.11, A and S vary with parent
vessel diameter, both decreasing with larger parent vessel diameter.
(a) (b)
Figure 3.11: Area expansion ratio A (a) and symmetry ratio S (b) as a function of
parent diameter. The vertical red line marks a parent vessel diameter of 10 voxels, or
equivalently 640µm.
Approximately a 1 voxel error is expected in the estimation of vessel diameter
using the local thickness measure since it is applied to a vessel binary and thus
does not take into account cast signal drop-off at vessel walls. For a diameter mea-
surement error no less than 10%, only vessels with a 10+ voxel diameter should be
considered. Taking only bifurcations with a parent vessel diameter Dp ≥ 10 voxels
leaves 2,087 bifurcations, from which the computation of A and S are significantly
lower than with all bifurcations, at A = 1.05 ± 0.37 and S = 0.38 ± 0.23. The
vasculature highlighted in Figure 3.12 shows that these vessels make up mainly
85 Vascular Reconstruction
epicardial and transmural conduit arteries. The value of A is much closer to that
computed by Van Bavel, although S is considerably lower. This is a reflection of
the fact that the epicardial arteries have many smaller branches stemming off in a
transmural direction, resulting in greater asymmetry in daughter vessel diameters.
Figure 3.12: Vessels highlighted in red connected to bifurcations with 10+ voxel diameter
parent vessels, from which A = 1.05 ± 0.37 and S = 0.38 ± 0.23 are computed. These
bifurcations largely constitute epicardial and transmural conduit vessels.
3.4 Discussion
A 3D left coronary arterial network was successfully reconstructed from cryomicro-
tome image data down to terminal vessel segments with a radius of 64µm. Several
unexpected results highlight limitations in the reconstruction pipeline as well as
in the data. First there were more than expected high connectivity junctions as
shown in Table 3.1, with 11.1% trifurcations, and quadfurcations making up just
under 1.6%. This is compared to Kassab’s findings where 98% of junctions in the
porcine coronary arterial circulation are bifurcations (Kassab et al. , 1993). Junc-
tions with a degree of 8 or 9 were inspected and found to be connected with 7 and
8 terminating vessels respectively. Visualising the original image data at the loca-
tion of these junctions revealed apparent micro-leakages of the cast. The degree 8
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and 9 junctions were therefore removed from the network. The number of remain-
ing ‘high connectivity’ junctions with (degree ≥ 4) were too numerous to inspect
visually, so the number of terminal vessels connected to each of the remaining
junctions was inspected instead. Unlike the degree 8 and 9 vessels, the majority
of the remaining ‘high connectivity’ junctions supplied further downstream vessel
subtrees, consisting of at least one further downstream junction. For the purposes
of the study in Chapter 4 the 13% of ‘high connectivity’ junctions are not consid-
ered to affect the simulations and resulting conclusions as these junctions mostly
occur in the microvasculature, which is used primarily to define the tissue volume
subtended by upstream vasculature. Specifically, 90% of all (degree ≥ 4) junc-
tions have a parent vessel radius of < 0.2mm, at which size the average number of
microspheres passing through a junction is just 40 (see Chapter 4 for further de-
tails). In future an analysis of the source of these high connectivity vessels should
be undertaken for studies which require greater accuracy in the microvasculature.
By retaining just the single largest connected component of the combined large
and small scales binary network, numerous small scale vessel segments (as well
as noise) were discarded from the final reconstructed network. This was due to a
feature of the Frangi filter output where vessel junctions, due to their low vessel-
ness, are typically suppressed in the output. To determine the number of vessels
discarded, connected components consisting of 20 or more voxels which were dis-
connected from the retained LCA network (in step (d) of the pipeline in Figure
3.1) were counted. A total of 84,687 vessels made up these missing subtrees with a
total intravascular volume of 1.12ml, which as a fraction of the 6.07ml intravascu-
lar volume (97,500 vessels) of the reconstructed LCA network is 18%. Figure 3.13
shows a cross-section of the mid-cavity with vasculature from 200 images superim-
posed on a cryomicrotome image of the vascular cast. The locations of the missing
subtrees are diffuse throughout the myocardium, with some subtrees clearly a re-
sult of noise and other subtrees clearly produced by disconnections at suppressed
vascular junctions (see Figure 3.13 caption). This issue may be resolved in future
by testing recently proposed methods which combine the gradient filters (like the
Frangi filter) to detect tubular objects with a morphological filter to enhance junc-










Figure 3.13: Missing subtrees colour-coded according to volume in a short-axis view of
the LV consisting of 200 image slices, superimposed on a cryomicrotome image of the
vascular cast. The translucent mauve vessels correspond to the pruned LCA network.
The apparent red vessel subtree (1) in the centre of the LV corresponds to a region of
leaked cast, as opposed to the orange subtree (2) which represents true vessels in the
cast images disconnected from an upstream branch above it.
While the loss of smaller vessel subtrees is undesired, the effect on the flow model
presented in Chapter 4 is not significant, particularly in the higher vessel genera-
tions. This is because these missing small scale vessels are primarily used for the
model to define a myocardial region supplied by the upstream vessels. The effect of
these small missing subtrees is that the spatial boundaries of tissue regions assigned
to crowns of upstream stems become less well defined. However, given that the
distribution of missing subtrees appears consistent throughout the myocardium,
the overall volume of myocardial tissue assigned to stems further upstream in the
LCA is likely to be unchanged, since total myocardial tissue volume is constrained
by a segmentation of the myocardium. The myocardial segmentation method is
presented in detail in the following chapter.
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The high prevalence of loops in the network reflects issues with the reconstruc-
tion algorithm mainly in the microvasculature. The smallest detected vessels have
lengths of only several voxels and radii of one or two voxels, which creates diffi-
culties at multiple steps in the reconstruction pipeline. Furthermore, cast leakage
in the microvasculature manifests itself not only in the form of large ‘blobs’ which
were removed by separately filtering large and small scales, but also as more subtle
smearing of small scale vessels in the cryomicrotome images. As a result there are
several small vessel subtrees which do not represent presumably the true under-
lying vasculature, leading to some of the high-connectivity junctions, loops, and
disconnected subtrees.
Another limitation of the reconstruction process is the use of the local thickness
measurement to estimate vessel radius (Hildebrand & Rüegsegger, 1997) from the
combined binarised Frangi outputs. This results in quantization of radius values
in the smaller vessels since there is no gradient of signal intensity in the vessel
cross-section. Use of the rayburst algorithm to estimate radius at vessel centre-
line voxels from the original cryomicrotome images would potentially provide more
accurate radius estimation (Rodriguez et al. , 2006), although it would be more
susceptible to any noisy vessel structures in the original images, and the issue of
accurately determining vessel boundaries would persist. A solution to this would
be to image phantom data with the CMT, specifically tubes of known diameter
filled with fluorescent cast to validate any radius estimation approach. This may
in the future need to be done for each heart processed since camera settings, light-
ing and cast properties (including shrinkage upon polymerisation) may vary from
sample to sample.
The quantization of radii using the local thickness method is not a major concern
for the study in the following chapters. While accuracy in radius estimation should
be improved for future studies of the smaller arteries and arterioles, the vessels
with a diameter of ≥ 10 voxels (or 0.64mm) suffer from errors of approximately
10% or less (based on a 1 voxel radius estimation error from visual comparison of
the radius estimation output and original images). The model proposed to sim-
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ulate blood flow in the network in Chapter 4 is not heavily dependent on vessel
diameter either, which is addressed in the Discussion section of Chapter 4.
Finally, there is a clear sparsity of reconstructed vessels feeding the RVmyocardium
compared to the LV myocardium. While it is expected that vessel density in the
RV is lower than in the LV (van Horssen et al. , 2014), both the reconstructed vas-
culature and cast appeared not to reach the same depth of the microvasculature
as in the LV. However, as will be shown in Chapter 4, vessel stems/crowns of the
LCA supplying the RV are discarded, which reduces the error between flow and
microspheres throughout the network.
3.5 Conclusion
A pipeline proposed in (Goyal et al. , 2013) was tuned and improved with the
addition of an automated pruning algorithm and used to reconstruct the LCA
network of a porcine heart from CMT image data. Several limitations in the
reconstruction pipeline have been highlighted for future improvement, but the
resulting vascular network reproduces similar geometric and scaling properties to
those reported in literature. The reconstructed LCA network is a step towards
automatically converting high-resolution images of the coronary circulation in large
animals into a model representation for anatomy and flow studies.
4 | Coronary Flow Model
You uncover what is when you get rid of what isn’t.
– Richard Buckminster Fuller (1895-1983)
4.1 Introduction
The cryomicrotome data used in this chapter includes both microsphere loca-
tions as well as a coronary vascular cast in the same heart from which the three-
dimensional LCA vascular network was reconstructed (presented in Chapter 3).
This novel set of data allows for a direct comparison between network model flow
and microsphere distribution which has not previously been performed in the heart.
This allows for insight to be gained into the relationship between blood flow dis-
tribution and microsphere distribution in vivo throughout the coronary arterial
network. In this chapter a Poiseuille flow model is solved on the coronary network
and is compared to flow computed from the distribution of microspheres.
A major limitation of current coronary network flow models is a lack of data
for prescribing boundary conditions (BCs) at the terminal vessel outlets. Previ-
ous models of coronary flow have aimed to reproduce a physiologically accurate
relation between perfusion heterogeneity and tissue volume size, represented by
the fractal dimension D in the range 1.15-1.3 (see Methods section below). Per-
fusion is the volumetric blood flow to a tissue segment divided by the segment
mass (with units mm3/s/g), and is known to be heterogeneous throughout the
myocardium (Bassingthwaighte et al. , 1989), as well as locally correlated (Van
Beek et al. , 1989; Bassingthwaighte & Bever, 1991). The fractal dimension D
91 Coronary Flow Model
relates increasing perfusion heterogeneity with decreasing tissue segment size, as
measured from distributions of microspheres and IDMI (Bassingthwaighte et al. ,
1989, 1990). Existing coronary flow models have reproduced values of D consistent
with physiological calculations from the microsphere and IDMI distributions (Mit-
tal et al. , 2005; Marxen et al. , 2006; Huo et al. , 2009). Only one study to-date
however has compared regional microsphere deposition with perfusion computed
from a Poiseuille model solved on the vasculature in the same organ (rat kidney)
(Marxen et al. , 2006). The results however showed that regional perfusion com-
puted from the model and from microspheres showed no correlation, despite the
model reproducing a realistic value of D. The source of this discrepancy was most
likely the fed-volume-scaled resistance terminal vessel BC used, which under ini-
tial consideration seemed quite reasonable (this will be explained in detail in the
Methods section below).
Microspheres used as deposition markers are expected to distribute in proportion
to blood flow and are subject to Poisson noise (Buckberg et al. , 1971; Polissar et al.
, 2000). In this study the discrepancy between vessel segment flow (mm3/s) com-
puted from the distribution of the fluorescent microspheres, Qf , and the Poiseuille
model, Qm, is used as a standard for model accuracy. This is important since
in the following chapter microsphere skimming is investigated using the discrep-
ancy between Qf and Qm at each bifurcation. Terminal vessel BCs for the model
are prescribed independently of the microsphere distribution and the resulting
error between Qf and Qm is compared at different scales, with previous experi-
mental results comparing IDMI deposition with microspheres used for reference
(Bassingthwaighte et al. , 1990). Two types of outlet BCs are used to solve for
Qm throughout the network, namely a heterogeneous perfusion BC adapted from
(Marxen, 2004), and a proposed homogeneous perfusion BC.
Both of these BCs are defined based on a tissue volume assigned to the outlet of
each terminal vessel. A method for segmenting the myocardial tissue region sup-
plied by the LCA vasculature and dividing the segmentation into terminal vessel
fed-volumes is first presented, which is similar to the approach in (Marxen, 2004).
The fed-volumes assigned to each terminal vessel are then used to prescribe ter-
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minal BCs for the solution of Poiseuille flow throughout the network. For the
heterogeneous perfusion BC, the distal (or downstream) subtree resistance of each
terminal vessel is estimated based on a power law of vessel conductance and tissue
fed-volume, and assumes a constant exit pressure at the level of the capillaries
(Marxen, 2004). For the homogeneous perfusion BC on the other hand terminal
flows are proportional to the tissue volume subtended by each terminal vessel.
This BC disregards experimentally observed perfusion heterogeneity but lends it-
self to increasing accuracy at higher network generations (vessels further upstream)
where perfusion heterogeneity decreases (as discussed in the Introduction chapter).
The accuracy of Qf at different scales of the network is limited by several consid-
erations. Microsphere measurements are less reliable in lower generation vessels
since there are fewer microspheres passing through each vessel, which makes the
measurement subject to greater variance from Poisson statistics (Buckberg et al. ,
1971; Polissar et al. , 2000). Furthermore microspheres are subject to phase separa-
tion effects as demonstrated with in vitro slit and tube models (Ofjord & Clausen,
1983; Chien et al. , 1985). Phase separation effects are known to become highly
pronounced wheen the vessel diameter approaches that of the particle (Pries et al.
, 1989), which in this study however is considerably smaller than resolution of the
image data. The effects of phase separation on microsphere distribution through-
out the coronary arterial network have not yet been characterised, although they
are believed to be responsible for the systematic bias observed in excessive micro-
sphere deposition in higher perfusion regions of the myocardium (Bassingthwaighte
et al. , 1987, 1990).
The comparison of Qm and Qf provides a novel method for identifying regional
errors in the vascular network reconstruction and experimental protocol. Specifi-
cally a monotonically decreasing error is expected between Qm and Qf moving up
vessel generations, since higher microsphere counts result in lower Poisson noise in
the calculation of Qf , and since perfusion heterogeneity decreases such that the ho-
mogeneous perfusion BC model becomes increasingly accurate. Several alterations
were made to the vascular network by enforcing this monotonically decreasing er-
ror relationship across vessel generations. Finally the comparison of Qm and Qf
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provide an estimate for a suitable tissue segment size and a required number of
microspheres for accurate microsphere flow quantification.
This chapter is structured as follows: firstly the Methods section details the pro-
cedure for segmenting the LCA myocardial territory and assigning terminal fed
volumes. The Poiseuille flow model formulation is then presented along with
the definitions of the heterogeneous and homogeneous perfusion BCs. The er-
ror metrics used for the comparison of Qm and Qf are then detailed, followed by
a summary of the network alterations made, and details are given for a pertur-
bation analysis used to test the effect of introducing random terminal perfusion
heterogeneity on the network flow solution. Key findings are covered in the Re-
sults section with limitations and future prospects covered in the Discussion. The
resulting LCA network and Poiseuille flow simulation which the analyses in this
chapter yield are used for the assessment of microsphere skimming in Chapter 5.
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4.2 Methods
4.2.1 LCA Myocardial Tissue Fed Volumes
A tissue segmentation of the LCA territory within the myocardium of the pig heart
was defined in order to associate terminal vessels of the porcine network with a
tissue fed volume. These fed volumes then provide the basis for prescribing bound-
ary conditions and for counting microspheres at each terminal vessel. A stack of
bright-light images of the myocardium acquired with the imaging cryomicrotome
with dimensions 2000 × 2000 × 1280 voxels and resolution 60 × 60 × 64µm were
processed for the segmentation. Several steps were required to segment the LCA
myocardial territory which are detailed below.
Image Post-processing and Segmentation
The original bright-light images were first down-sampled by a factor of 4 in each
dimension producing an image stack with dimensions 500×500×320. A mid-cavity
slice is shown in Figure 4.1(a).
Figure 4.1: Enhancement of the bright-light myocardial images for tissue segmentation.
Subtraction of a Gaussian blurred image mask in each image of the stack was
first used to reduce high-frequency noise. Periodic vertical bands were removed in
the frequency domain after Fourier transformation, and contrast was enhanced by
histogram normalisation leading to a cleaner outline of the myocardium as shown
in Figure 4.1(b). Due to the lack of delineation between the myocardium and
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surrounding medium in the images both in terms of signal intensity and struc-
tural features, automatic segmentation was not feasible. Thus the myocardium
was manually segmented in every fifth image of the stack using the open-source
software package FIJI (Schindelin et al. , 2012), taking care to trace the epicar-
dial and endocardial surfaces accurately as shown in Figure 4.1(c).The segmented
image slices were then interpolated to complete the segmentation for the full im-
age stack. The segmented image stack was then resampled to match the vascular
cast image stack with isotropic resolution of 64µm and image stack dimensions of
1875× 1875× 1280.
To define the myocardial territory in the segmentation supplied solely by the LCA
network the following image-processing steps were taken. Firstly a binary image
stack mask was created from the extracted vascular network, where the nearest-
neighbour Euclidean distance (in voxels), DNNi , from each voxel in the mask to
each terminal vessel, i, was computed. A sphere of non-zero voxels around each
terminal vessel’s location was defined with radius 2 × DNNi , thus defining a pre-
liminary, albeit possibly excessive, myocardial mask related to the LCA network.
An AND operation was then applied to this mask with the whole-myocardium
segmentation, resulting in a rough LCA territory mask (a), as shown in the mid-
cavity image slice in Figure 4.2. Creating an LCA myocardial mask by defining
non-zero voxel spheres around terminal vessels with half the aforementioned ra-
dius, DNNi , was also tested but was found to result in an LCA myocardial mask
with many holes since spheres did not sufficiently overlap, essentially losing much
of the myocardial tissue within the LCA region.
Mask (a) still contained missing regions of the myocardial segmentation clearly
within the LCA territory of the whole-heart segmentation, mostly near the suben-
docardium and subepicardium. To recover these missing regions, mask (a) was
subtracted from the original myocardial segmentation resulting in mask (b) which
essentially represents the RCA tissue region along with the missing LCA tissue
regions. The single largest connected component binary region was retained from
mask (b) resulting in mask (c), the RCA tissue region without missing LCA tissue
regions. However the spherical binary mask criterion for each terminal vessel with
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Figure 4.2: A mid-cavity image slice showing the binary masks in the LCA myocar-
dial territory definition process (see text for explanation). The mask at each stage is
shown in white, the background in grey and the remainder of the whole-heart myocardial
segmentation in black. The final segmentation of the LCA myocardial territory in (f)
appears speckled after the subtraction of a binary image mask of the LCA vasculature.
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radius equal to 2×DNNi overestimates the LCA myocardial territory near the bor-
der zone with the RCA myocardial territory. Therefore the RCA territory mask
(c) was dilated by the average terminal vessel nearest-neighbour distance produc-
ing mask (d). Then to recover the LCA territory with the missing regions from
mask (a) and with a more realistic boundary zone with the RCA territory, mask
(d) was subtracted from the original myocardial segmentation resulting in mask
(e). Finally a binary image stack of the extracted vasculature was subtracted from
mask (e) leaving just myocardial tissue in the LCA territory, as shown in mask
(f).
Terminal Fed Volume Allocation
The LCA myocardial territory of mask (f) was then divided into tissue fed volumes
between all of the terminal vessels of the LCA vascular tree. Each voxel in the
LCA territory was assigned to a terminal vessel based on the radius scaled distance







where ri is the radius of a terminal vessel i, and Xi is the distance from a given
voxel to the end-point of that terminal vessel. For the situation where a voxel is
the same distance from two terminal vessel end-points, this weighting preferentially
assigns the voxel to the terminal vessel with the larger radius. The voxels assigned
to each terminal vessel are then summed to compute the tissue fed volume of each
terminal vessel. For a constant density of terminal vessel end-points throughout
the myocardial segmentation, this criterion results in larger tissue fed volumes for
terminal vessels of larger radii. The resulting terminal fed volumes are depicted in
Figure 4.3.
The number of microspheres in each terminal vessel fed volume, as well as the
fed volumes themselves, were progressively summed at upstream junctions. This
provided microsphere distributions at each junction throughout the entire LCA
network, and volume order Uvol could be calculated for each vessel segment.
98 Coronary Flow Model
Figure 4.3: Assigned terminal vessel fed volumes for the LCA territory are indicated by
the different colours where short-axis images of the segmentation progressing from base
to apex are shown in the order of left-to-right and top-to-bottom.
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4.2.2 Coronary Network Flow Model
The Poiseuille model was used to simulate blood flow in the coronary network since
data were acquired from a non-beating, isolated porcine heart. The Poiseuille flow
model assumes laminar, steady flow through axisymmetric 1D tubes and provides








L is vessel segment length, r mean vessel radius, and η blood viscosity. Pries
and Secomb found that in vivo dynamic blood viscosity differed from in vitro
glass tube viscosity measurements as a function of diameter and haematocrit,
but lost significance in vessel diameters greater than 30µm (Pries et al. , 1994).
For vessels above 50µm in diameter an in vitro viscosity law matched the in vivo
viscosity well and represents the well-known Fahraeus-Lindqvist effect (Fåhræus &
Lindqvist, 1931), which demonstrates a noticeable reduction in blood viscosity with
decreasing tube diameter, an effect observed in tubes up to 300µm in diameter.
The in vitro viscosity law proposed in (Pries et al. , 1992) is
η = 1 + (η0.45 − 1) · (1−HD)
C − 1
(1− 0.45)C − 1 (4.4)
where η0.45 is the relative viscosity for a fixed discharge haematocrit HD = 0.45,
given by
η0.45 = 220 · e−2.6r + 3.2− 2.44 · e−0.06(0.5r)0.645 (4.5)
where r is vessel radius in micrometres. In our model a fixed discharge haematocrit
HD = 0.45 is assumed so Equation (4.5) alone is used to compute vessel viscosity,
which in turn is used to compute vessel resistance from Equation (4.3). There is a
maximum drop in viscosity of 19% in the smallest vessels of the network compared
to vessels with diameter> 300µm in which viscosity is approximately constant.
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4.2.3 Boundary Conditions
Poiseuille flow and pressure can be solved throughout a branching vascular network
computationally with the provision of appropriate boundary conditions (BCs) by
enforcing mass conservation at each junction. BCs employed are typically either
where (1) Q is prescribed at both the inlet and outlets and P is fixed at the inlet,
or (2) P is fixed at the inlet and outlets and Q is fixed at the inlet. Previous
simulated network flow models have employed both (1) (Karch et al. , 2003) and
(2) (Kassab et al. , 1997; Beard & Bassingthwaighte, 2000; Marxen & Henkelman,
2003; Marxen et al. , 2006; Marxen & Henkelman, 2009; Mittal et al. , 2005; Huo
et al. , 2009; Hyde et al. , 2013a) depending on the application.
A current limitation of coronary network flow data is the inability to measure
pressure or flow in the smaller vessels of the network and thus accurately prescribe
terminal vessel BCs. Previous studies have used stochastically reconstructed vas-
cular networks based on morphometric data from (Kassab et al. , 1993) to the level
of the capillaries where a constant terminal vessel outlet pressure of 26mmHg is as-
sumed (Kassab et al. , 1997; Beard & Bassingthwaighte, 2000; Mittal et al. , 2005;
Huo et al. , 2009). The study of Huo demonstrated a very close fractal dimension
D relating perfusion RD and sample volume using the Poiseuille flow model com-
pared toD computed from microsphere deposition in separate animal experiments.
Another approach for prescribing terminal boundary conditions in a truncated net-
work was proposed in (Hyde et al. , 2013a) where anatomical canine and porcine
coronary vasculature had been reconstructed from imaging data. Terminal ves-
sel outlet pressures were prescribed based on a fitted sigmoidal function to pres-
sure measurements in vessels less than 400µm in diameter collected by Chilian
in anesthetized cats (Chilian et al. , 1989). The focus of this study however was
a comparison of an anatomically parameterised porous Darcy model of coronary
flow with a spatially averaged Poiseuille model solved in the 1D vasculature which
showed good agreement. None of the above studies made a direct comparison of
a Poiseuille flow model with microsphere deposition.
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Marxen reconstructed the spatially superimposed 3D microsphere locations and
vascular geometry from micro-CT images of rat kidneys and was the first to make
a comparison between microsphere distribution and a simulation of Poiseuille flow
in the same organ (Marxen et al. , 2006). Using a tissue segmentation of the kid-
ney cortex which was fed by the vascluar tree, he sought to account for regional
perfusion heterogeneity by estimating downstream resistance and then prescribing
a constant 25mmHg pressure boundary condition at the level of the extrapolated
capillaries. Specifically, an additional resistance at each terminal vessel of the net-
work was computed based on a power law relation of vessel segment conductance
with volume order. The comparisons drawn between the flow model and micro-
spheres were of flow heterogeneity, in terms of D, and of perfusion in 500 segments
with the largest number of associated microspheres. Although a physiologically
realistic value of D was reproduced, dispersion of perfusion measured from micro-
spheres was far more than measured from the model, and there was no correlation
of regional perfusion between the model and microspheres. This approach, being
the only existing approach for prescribing terminal boundary conditions based on
terminal fed volume, is considered in this study and is presented in greater detail
in the next section.
In another study outlet flow BCs were prescribed in an in silico branching network
(generated with constrained constructive optimization) which were proportional to
tissue fed volume (Karch et al. , 2003). Tissue fed volume in this case was de-
fined by Voronoi polyhedra volumes associated with each terminal vessel. Flow
at each outlet vessel was set as proportional to fed volume i.e. the fed volume of
a terminal vessel as a fraction of the entire domain multiplied by the total inlet
flow. This model assumes a homogeneous perfusion (and thus tissue metabolism
to which it is associated(Decking et al. , 2004)) and naturally did not reproduce
a physiologically meaningful fractal dimension D since perfusion by definition is
flow divided by tissue volume.
This homogeneous perfusion BC however yields a suitable control network flow
model for comparison with microsphere distributions for two reasons. Firstly no
network flow model to-date has reproduced accurate regional perfusion compared
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to a deposition tracer - favourable comparisons have always been made based on
whole-organ characteristics, such as the fractal dimension D. Secondly, the typical
physiological range of values of D (between approximately 1.1 and 1.3 in baboon
hearts (Bassingthwaighte et al. , 1989)) reflects a decrease in perfusion hetero-
geneity, given by relative dispersion RD, when the heart is divided into fewer
large tissue segments compared to many smaller tissue segments; this implies a
reduction in the perfusion heterogeneity of higher compared to lower generation
vessels, since they supply larger and smaller tissue regions respectively.
In baboon hearts the relative dispersion of perfusion in segments larger than 2g (or
approximately 5% of myocardial mass) dropped below 8% (Bassingthwaighte et al.
, 1990). Furthermore, several studies have shown that in a vasodilated state there
is a reduction in perfusion heterogeneity across the heart (Gorman et al. , 1989;
Bauer et al. , 2001; Chareonthaitawee et al. , 2001). This suggests for the current
study that a homogeneous perfusion BC may be appropriate. Such a terminal
vessel BC also entails that flow within vessels of the network are highly dependent
on the fed volume allocation algorithm. The heterogeneous and homogeneous
perfusion BCs are presented in more detail in the following sections.
The Heterogeneous Perfusion BC
As discussed briefly above, Marxen proposed a power law relationship between
vessel segment conductance and volume order to derive additional resistances at
network terminal vessels representing the distal vascular resistance down to the
level of the capillaries. This approach successfully reproduced whole-kidney flow
heterogeneity observed in experiments (Bassingthwaighte et al. , 1989), as deter-
mined by the value of the fitted fractal dimensionD in Equation (4.27) (see Section
4.2.6). For the purposes of the current study however, flow heterogeneity at the
scale of the whole organ is not of interest, but rather terminal boundary condi-
tions that most accurately reproduce regional flows to reduce model error when
comparing to microsphere distributions. The heterogeneous BC has been shown to
reproduce a physiologically consistent fractal dimension D, but did not reproduce
accurately local perfusion heterogeneity compared to microspheres (Marxen et al.
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, 2006).
Following the assignment of fed volumes to terminal vessels of the renal arterial
tree Marxen was able to fit the relationship between fed volume (Equation (1.2))
and resistance with a power law:
log2(C) = L+ q.Uvol, (4.6)
where conductance C is computed from the Poiseuille flow relation in equation
(4.3) as 1/R. The parameter q was estimated by a linear least-squares regression
on a log-log plot of vessel segment conductance C versus volume order Uvol for
a reconstructed kidney vascular network. Marxen fitted this relation for volume
orders above 7 in 2 mice and above 12 in 2 rats, producing an average value of
q = 0.845±0.034, with R values for each fit of 0.99. This relation was then used to
determine conductance values for generated bifurcating subnetworks distal to each
terminal vessel of the kidney vascular tree. Briefly, the tissue fed volume assigned
to each terminal was iteratively subdivided and assigned to daughter vessels of
consecutive bifurcations based on an asymmetry ratio δ
δ = V1(V1 + V2)
, (4.7)
where V1, V2 are daughter vessel fed volumes and V1 ≤ V2. The value of δ for
each generated bifurcation was sampled from a normal distribution with mean 0.5
(i.e. equal division of fed volume) and a standard deviation calculated from the
terminal bifurcations of the original network. A conductance was then assigned
to each daughter vessel by sampling a normal distribution with mean given by
the extrapolated value from the fitted relation in Equation (4.6) of the assigned
volume (V1 or V2), and standard deviation computed from the terminal vessels of
the existing reconstructed network. These distal bifurcations were generated iter-
atively until the fed volume assigned to a daughter vessel was less than a threshold
Vmin (corresponding to Uvol ≈ 1) determined to be approximately equal to the fed
volume supplied by terminal arteriole based on morphometric data (Kassab et al.
, 1993). These generated subtrees provided a surrogate for the distal vasculature
down to the level of the capillaries, where a constant outlet pressure was then used
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as a boundary condition for the Poiseuille flow model (Marxen, 2004).
A limitation with this approach is that sampling normal distributions for δ and
C disregards underlying local, physiological determinants of distal network con-
ductance, which is dependent on local branching patterns and metabolic demand.
Furthermore the standard deviation of low generation vessel segment conductances
from reconstructed network data is high, where at Uvol = 7 used for fitting in the
mouse kidney in (Marxen & Henkelman, 2009), segment conductances spanned
approximately two orders of magnitude. Performing a linear least-squares fit for
conductances in Uvol ≥ 7 for the porcine LCA network yields a relatively poor fit
(R2 = 0.497), where in fact a quadratic polynomial yields a better fit (R2 = 0.533).
Figure 4.4 shows these fitted curves along with bounds of 95% confidence intervals,
which for the Uvol = 7 spans more than 2 orders of magnitude (on the y-axis).
(a) (b)
Figure 4.4: Least-squares fits using a linear (a) and quadratic (b) polynomial for log2(C)
versus Uvol are shown with the solid red line for volume orders ≥ 7. Lower volume order
vessel segments not used for the fitting are shaded out. 95% confidence intervals are
represented with dashed red lines.
In this study heterogeneity of flow is of less concern than accuracy of terminal
outflows. Therefore there is little need to adopt a method for sampling δ and
C using normal distributions and thus adding a random component to the model
outlets. A simplification can be made by assigning δ = 0.5 to all generated subtree
bifurcations and C can be computed from the fitted relation in Equation (4.6). A
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further simplification now due to symmetric bifurcations, δ = 0.5, is that the
number of extrapolated generations for each terminal vessel is a function of the
volume order, Uvol. Since Uvol = 1 is the target for the most distal extrapolated
vessels, and since successive generated bifurcations are given Uvol(k+1) = Uvol(k)−
1, the number of generations in a given generated subnetwork at each terminal
vessel, T , can be approximated by
N = round[Uvol(T )]− 1, (4.8)
such that for example a terminal vessel with Uvol(T ) = 3.3 or Uvol(T ) = 2.7
will have 2 extrapolated generations of symmetric bifurcations added to it. Each
daughter vessel at a generated bifurcation will have a conductance, Cd, as a func-
tion of the parent vessel conductance, Cp, from Equation (4.6),
Cd = 2q.Cp (4.9)
and similarly for the resistance,
Rd = 2−q.Rp. (4.10)
Resistance of a daughter vessel at a generation i distal to the terminal vessel
(counting each added generation of bifurcations as 1 . . . N from proximal to distal),
is given by
Ri = 2−i.q.RT (Uvol), (4.11)
where RT (Uvol) refers to the terminal vessel resistance calculated from Equation
(4.6) based on its volume order and is not the terminal vessel’s actual resistance.





2−i(q+1) ·RT (Uvol). (4.12)
Subtree resistance RS is computed and added to each terminal vessel in the net-
work, and a constant pressure BC is applied at each terminal corresponding to
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pre-capillary pressure (25mmHg). An illustration is shown in Figure 4.5 of a gen-
erated subnetwork. For simulating Poiseuille flow in the porcine LCA, q = 1.04
was taken from the linear least-squares fit shown in Figure 4.4a. This is in line with
(West et al. , 1997) where for non-pulsatile flow the value of q = 1 was proposed,
which would lead to proportionality between vessel resistance and volume scale
and thus a linear drop in fluid pressure with volume order for a symmetrically
branching network (Marxen, 2004). This particular BC provides one approach
to solving flow using the Poiseuille model in order to provide a comparison with
microsphere distributions and is compared to a homogeneous perfusion BC in the
Results of section 4.3.
Figure 4.5: An extrapolated subnetwork. The light blue dot indicates the terminal vessel
end-node, and successive generations of added bifurcations are separated by dashed lines.
Each generation contains vessel segments of equal resistance: R1 in generation 1 down
to RN in the final generation N . RS is computed according to Equation (4.12).
The Homogeneous Perfusion BC
The homogeneous perfusion boundary condition prescribes outlet flow as propor-







where Qt is the total flow entering the network (as controlled in the experiment),
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Vk is the tissue fed volume assigned to terminal vessel k, and Vt is the total myocar-
dial mass of the LCA territory. A similar such BC was used in an in silico study
where Voronoi tesselations were instead used to define tissue volume subtended by
a vessel subtree (Karch et al. , 2003).
Given that there is no reliable method for determining true outlet flow, the homo-
geneous perfusion BC provides a control where the mean perfusion is effectively
prescribed throughout the whole network. This entails that the error between
model and microsphere flows will decrease in higher vessel generations as perfu-
sion heterogeneity decreases (Bassingthwaighte et al. , 1989).
Furthermore, in the present experiment the pig heart was in a state of maximal
coronary vasodilation for the injection of microspheres and cast, under which con-
ditions regional flow becomes more homogeneous. Bauer demonstrated with high-
resolution MRI that coronary vasodilation in isolated rat hearts caused a decrease
in the fractal dimension D (see Equation (4.27)) indicating a more homogeneous
perfusion distribution (Bauer et al. , 2001). Other studies have also demonstrated
a reduction in flow heterogeneity in a vasodilated state in guinea pigs using micro-
spheres (Gorman et al. , 1989) and in humans using positron emission tomography
(Chareonthaitawee et al. , 2001). In addition to the maximally dilated vasculature,
a low intra-cavity pressure may further reduce heterogeneity transmurally in the
LCA territory in this study.
Finally, it should be noted that despite terminal vessel perfusion being prescribed
as homogeneous, terminal vessel flow is dependent on terminal vessel radius, and
on the distance of nearest-neighbour terminal vessels as described in Section 4.2.1.
This dependence preferentially assigns tissue to larger radius terminal vessels, un-
der the assumption that larger vessels supply larger tissue regions. A relationship
between vessel radius and supplied tissue volume has yet to be determined experi-
mentally at the spatial scale of the coronary arterioles, although one study found a
3/4 power law relationship between flow and myocardial mass for major epicardial
vessels of eight pig hearts (Choy & Kassab, 2008).
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4.2.4 Flow Error Metrics
Bassingthwaighte assessed differences in perfusion measured between 16.5µm di-
ameter microspheres and molecular tracer IDMI depositions in order to determine
whether there was significant bias in the microsphere method in 11 sheep hearts
(Bassingthwaighte et al. , 1990). Relative deposition density∗, di, in 2789 tissue
segments (from all 11 hearts) with mass 217±100mg was used to compare the two
methods. An average error of 12.6±13.7% between the two methods was found,
with a preferential deposition of microspheres in higher IDMI density regions. In













where Ni and Mi are microsphere count and mass respectively of tissue segment i,
and NH and MH are microsphere count and mass of the whole LCA region. The













For the homogeneous BC flow solution the value of fi is 1 in all segments since
flow is set proportional to mass and so this comparison has little meaning. For the
heterogeneous BC, Marxen showed that although the fractal dimension D for flow
heterogeneity computed from the model was similar to experimental results with
microspheres, relative model perfusion showed no correlation to microsphere distri-
bution densities. Therefore comparing relative perfusion to microsphere densities
in this way has limited value, except to compare the errors of the homogeneous
and heterogeneous BCs. A more meaningful comparison that can be made given
the limitations of the BCs for comparing perfusion is to compare Poiseuille flow in
each vessel segment to microsphere flow. The absolute percentage error between
the fluorescent microsphere distribution, Qf , and the Poiseuille model flow, Qm,
is calculated in each vessel segment, i, according to
∗Relative deposition density is equal to relative perfusion.











where N if denotes number of microspheres which have passed through segment i,
QTm denotes the total model flow at the root of the network, and NTf the total
number of microspheres at the network root. Although Qm is solved for using
Poiseuille’s relation throughout the network for the heterogeneous perfusion BC,






where V is the sum of the fed volumes assigned to all of the downstream terminal
vessels. After some manipulation Ei can be written for the homogeneous BC just









Flow error can be assessed in relation to vessel generation defined in terms of tissue
volume. Rather than using the previously introduced value of Uvol however, which
requires an additional computation to represent in terms of physical units mm3, a
second representative volume order is defined as
U2 = log10(V ) (4.20)
Vessel segments throughout the network are grouped into 20 bins covering the
range of fed volumes from 100 − 105mm3, or equivalently 0 ≤ U2 ≤ 5. Thus the
U2 volume order coverage of each bin wj span the values
U˜2(wj)− 0.1 < U2(wj) < U˜2(wj) + 0.1 (4.21)
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and the fed volumes of each bin span the values
10U˜2(wj)−0.1 < V (wj) < 10U˜2(wj)+0.1 (4.22)
where U˜2(j) is the central value of U2 in bin wj. Each bin wj contains nj vessel
segments which have a fed volume in the range specified by V (wj). The root mean





For a physiologically realistic flow, plotting Ermsj vs wj should produce a monoton-
ically decreasing relation representing decreasing model-microsphere flow distribu-
tion error towards the higher generations of the network. When this relation is not
monotonically decreasing, two consecutive bins, wj and wj+1, can be compared in
terms of the cumulative frequency of the ordered errors of their constituent vessel
segments. On the y-axis the cumulative frequency of vessels in bin wj spans the
values of 0 to 1, and on the x-axis the segment error Eij of each vessel in bin wj is
ordered from lowest to highest. The ordered error curve of bin wj+1 is expected to
mostly be above the ordered error curve for bin wj, i.e. to have a higher frequency
of lower error vessel segments. When the ordered error curves intersect or cross,
this allows for the identification of particular vessel segments in bin wj+1 with
unexpectedly high errors, and these segments can be visualised in the 3D coronary
vascular network.
4.2.5 Theoretical 95% Confidence Limit Error
The distribution of microspheres to a region of tissue within the myocardium
has been considered to follow a binomial distribution (i.e. it either deposits in
that region or not) (Buckberg et al. , 1971). A theoretical error at the 95%
confidence limit of a binomial distribution based on this assumption was proposed
by Buckberg, and is modified herein for the current data. Within the heart a given
tissue segment can be expected to receive a fraction of the total coronary flow given
by f . Since microsphere distribution is expected to be proportional to flow, the
number of microspheres expected to reach a tissue segment is f.Xt where Xt is
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the total number of microspheres. The standard deviation for this distribution is√
Xt.f.(1− f), assuming Xt is large. The z-ratio can be used to determine if the
observed number of microspheres that reach a tissue segment, X, is significantly
different from f.Xt as expected by random variability,
z = X − f.Xt√
Xt.f.(1− f)
(4.24)
The number of microspheres at the 95% upper confidence limit expected to reach
the tissue region, X95, can be computed by setting z = 1.96, substituting X = X95
and rearranging the above,
X95 = 1.96
√
Xt.f.(1− f) + f.Xt (4.25)
The percentage error betweenX95 and f.Xt microspheres arriving in a tissue region





This theoretical error Et can be compared to segment flow error computed from
the data with Eq. (4.16) to see if segment error Ei is within the 95% confidence
limits under the assumption that the model flow is equivalent to the expected
number of microspheres arriving in a tissue segment.
4.2.6 Coronary Flow Heterogeneity
An important functional characteristic of the coronary circulation is the het-
erogeneity of myocardial blood flow (units ml/min) and tissue perfusion (units
ml/min/g, “millilitres of blood per minute per gram of tissue”). Regional perfu-
sion heterogeneity has been characterised as following a fractal relationship with
tissue segment size in the myocardium of dogs, rabbits, sheep, and baboons using
both radionuclide microspheres and the high-accuaracy radionuclide ‘molecular’
tracer IDMI (Yipintsoi et al. , 1973; King et al. , 1985; Bassingthwaighte et al. ,
1987, 1989, 1990; Bassingthwaighte & Bever, 1991; Austin et al. , 1990). Many
studies have been performed to determine the underlying causes of this heterogene-
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ity, with evidence that regional tissue metabolism (Franzen et al. , 1988; Caldwell
et al. , 1994; Sonntag et al. , 1996; Deussen, 1997; Decking et al. , 2001; Alders
et al. , 2004) and vascular anatomical structure (Van Beek et al. , 1989; Van Bavel
& Spaan, 1992; Beard & Bassingthwaighte, 2000) play important roles. Several
studies have demonstrated a proportionality between regional flow and metabolic
activity, where local flow increases were linked with increased glucose uptake (Son-
ntag et al. , 1996), and enhanced glucose metabolism (Deussen, 1997). Decking
showed a threefold difference in local flow was concomitant with a 3.4-fold increase
in local Kreb’s cycle turnover (Decking et al. , 2001). Several studies have also
explored spatial heterogeneity of organ vasculature as an explanatory factor for
flow heterogeneity, where branching asymmetry has been shown to result in het-
erogeneous flow in simulated models (Van Beek et al. , 1989; Van Bavel & Spaan,
1992; Kassab et al. , 1997; Marxen & Henkelman, 2003; Beard & Bassingthwaighte,
2000).
Bassingthwaighte showed that perfusion heterogeneity follows a fractal relation-
ship with tissue segment size in baboon, rabbit and sheep hearts (Bassingthwaighte
et al. , 1989). Sheep hearts were perfused with radionuclide-labeled microspheres
and were dissected into approximately 200 equal-sized tissue segments. Relative
deposition density, d, was computed for each tissue segment as the local tissue
segment tracer density divided by the whole-heart tracer density. Given that mi-
crospheres are distributed in proportion to flow, this is equal to relative perfusion.
Relative dispersion, RD, was calculated using d from all the tissue segments as
the standard deviation over the mean, RD(d) = SD(d)/d¯. Segments were progres-
sively aggregated to form larger approximately equal-mass tissue segments with
mean mass mi, and RDi was computed from d of all the tissue segments at each












where RD0 and m0 are the relative dispersion and tissue segment mass of a refer-
ence segment size, which was chosen as 1g in Bassingthwaighte’s experiments. The
variable D is the fractal dimension and represents the fractal change of RD with
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tissue mass m. D also reflects the correlation of perfusion in neighbouring tissue
segments (Van Beek et al. , 1989), and is related to the correlation coefficient r of
adjacent segments by the equation
r = 23−2D − 1. (4.28)
A value of D = 1.2 gives r = 0.52 suggesting a moderate correlation of neighbour-
ing tissue segments. For D = 1, r = 1 indicating uniform (constant) perfusion
across all tissue segments, and D = 1.5 indicates completely random, uncorrelated
local perfusion with r = 0. Note that r is constant for every tissue segment size,
indicating that correlation of perfusion in adjacent tissue segments is constant at
different tissue sizes. Bassingthwaighte’s study computed D from microsphere dis-
tributions in 10 baboons, 11 sheep and 6 rabbit LVs producing an average value
of D = 1.21±0.04 with RD0 = 13.5% form0 = 1g (Bassingthwaighte et al. , 1989).
Polissar demonstrated that to achieve an accurate measure of perfusion hetero-
geneity from microsphere deposition, Buckberg’s theoretical minimum number of
microspheres required per tissue segment of 400 was unnecessarily high (Polissar
et al. , 2000). It was shown that the computation of RD from microspheres, given
that their deposition theoretically follows a Poisson distribution, should be cor-







where X¯i is the mean number of microspheres for tissue aggregate level i.
In addition to this fractal relation being demonstrated ex vivo with tracers, more
recently D has been fitted using PET perfusion data (Kuhle et al. , 1992) and
perfusion MRI data (Jerosch-Herold et al. , 1998, 2003; Bauer et al. , 2001). This
fractal relation has been used for the validation of realism of some coronary compu-
tational flow models based on stochastically generated networks (Van Beek et al. ,
1989; Beard & Bassingthwaighte, 2000; Karch et al. , 2003; Marxen & Henkelman,
2003) and in flow simulations with vascular networks completely or partially gen-
erated from morphometric data (Van Bavel & Spaan, 1992; Kassab et al. , 1997;
114 Coronary Flow Model
Smith, 2004; Mittal et al. , 2005; Marxen et al. , 2006; Huo et al. , 2009).
4.2.7 Network Alterations Based on Error Metrics
The RMS flow error Ermsj is expected to decrease at higher generation volume
bins, wj, due to (1) a reduction in perfusion heterogeneity from the microsphere
distributions, and (2) an increase in the number of microspheres passing through
higher generation vessels. It is shown in the Results section that the expected
monotonic reduction in Ermsj with wj was not initially observed, which led to
the identification of underlying errors in the LCA myocardial segmentation, net-
work reconstruction process (Chapter 2) and experiment. The particular problems
which were corrected are listed below:
1. Removal of the right ventricle (RV) feeding vessels, to which tissue volume
was over-prescribed (section 4.3.2);
2. Normalisation of microsphere flow by the inlet flow of each of the major sub-
networks: the Left Circumflex (LCx), Left Anterior Descending (LAD), and
Left Marginal (LM) arteries (section 4.3.2);
3. Removal of two high-error subtrees: one stemming from the LCx and another
stemming from the LAD feeding the apex (section 4.3.2). This was done by
comparing ordered error plots of neighbouring volume bins wj and wj+1.
After the above corrections, an almost monotonically decreasing relationship was
found between Ermsj and wj. Using this relationship an approximate minimum
tissue volume required for an accurate estimate of flow could be determined, as
well as a corresponding minimum number of microspheres. Previous studies have
shown that approximately 384 microspheres are required in a given tissue segment
to have 95% confidence that the flow estimate is within 10% of the true value
according to a Poisson distribution (Buckberg et al. , 1971; Nose et al. , 1985;
Bassingthwaighte et al. , 1987, 1990).
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4.2.8 Terminal Perfusion Perturbation Analysis
Finally, in order to determine the sensitivity of the Poiseuille flow solution using
the homogeneous perfusion BC to randomly added perfusion heterogeneity at the
terminals, a perturbation analysis is carried out using a Monte Carlo approach.
Keeping terminal fed volumes constant, random perturbations in outlet flow were
introduced producing heterogeneity in outlet perfusion (flow/tissue volume), while
conserving total flow throughout the network. Specifically flow is perturbed at each
terminal vessel, k, according to
Q′k =
 0 if (Qk +XkQ˜ ≤ 0)Qk +XkQ˜ otherwise (4.30)
where Q′k and Qk are the perturbed flow and the original flow at terminal k re-
spectively, and Q˜ is the median original terminal flow (which is explained further
below). Xk is a random variable sampled from a normal distribution with standard
deviation σ and a mean of 0,
Xk ∼ N(0, σ2) (4.31)
The value σ is chosen to reflect a desired perfusion heterogeneity in the terminal
vessels, and is set to 20%, 40%, 60% and 80% for comparison. The sum of the
perturbed flows at each terminal is then corrected in order to match the sum of







where Qˆ′k is the corrected, perturbed flow at terminal k, and Q′t is the sum of
all perturbed flows from equation (4.30). The median terminal vessel flow Q˜ is
used in Equation (4.30) since the original terminal flows Qk are non-uniform and
span several orders of magnitude (as do the terminal fed volumes to which they
are proportional). The logarithm of the terminal fed volumes are approximately
normally distributed, as shown in Figure 4.6. It has been established that perfu-
sion heterogeneity (given as a measure of relative dispersion, RD) decreases with
increasing tissue segment size (Bassingthwaighte et al. , 1989) or equivalently vol-
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ume order (Marxen, 2004). This entails that terminal vessels with larger flows
(and volumes) should be perturbed by a smaller fraction than those with lower
flows (and volumes) in order to produce the appropriate perfusion heterogeneity.
Using Q˜ is a simplistic approach for representing this dynamic.
Figure 4.6: Terminal flow (left) and fed volume (right) distributions related by the
homogeneous perfusion BC.
A thousand trials are performed for the analysis at each value of σ, where a
single trial consists of the perturbation of all terminal flows in the network. RMS
errors between the perturbed Poiseuille model and microsphere flows, Eˆrmsj , are
computed from Equation (4.23) in each volume generation bin wj for each trial.
Considering all 1000 trials the maximum and the minimum values of Eˆrmsj in each
bin wj define the flow error limits of the perturbation. These limits are then
superimposed on the homogeneous perfusion BC flow error Ermsj in each volume
bin to assess sensitivity of flow errors in the higher vessel volume generations with
different levels of terminal flow perturbations, specifically where σ = 20%, 40%,
60% and 80%.
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4.3 Results
4.3.1 Homogeneous vs Heterogeneous Perfusion BC
The Poiseuille model is solved on the LCA network with the heterogeneous and
homogeneous perfusion BCs for comparison. The heterogeneous BC results in
greater errors between the model and microsphere flows across all but the highest
three volume bins wj (not shown). Since the RMS error value Ermsj is sensitive
to low model flows Qm, the wj versus Ermsj relation is not plotted as values tend
to infinity for the heterogeneous BC model in most vessel generations. A vastly
greater spread of Qm across lower orders of magnitude is associated with the het-
erogeneous BC compared to the homogeneous BC as illustrated in the Qf versus
Qm scatter plots in Figure 4.7.
The terminal log10(Qm) distributions produced by the two BCs along with that of a
Poiseuille model solved without additional terminal resistances but with a constant
terminal pressure are shown in Figure 4.8. Unlike the fairly normally distributed
homogeneous BC terminal flows in Figure 4.8(a), the distribution of heterogeneous
BC terminal flows is negatively skewed with a tail of very low flow values (Figure
4.8(b)). The constant pressure BC model terminal flow distribution is yet more
negatively skewed. This result suggests that the added terminal resistances in the
heterogeneous BC model help mitigate the errors of a constant terminal pressure
BC where terminal vessels do range across several vessel generations. However
errors between the model and microsphere flows are still much higher than expected
with the heterogeneous BC model (not displayed but can be inferred from Figure
4.7) and considerably higher than the homogeneous BC model. In light of this
result only the homogeneous BC model will be considered in the remainder of
the Results, with the heterogeneous BC model and the constant pressure outlet
solution revisited in the Discussion.
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(a)
(b)
Figure 4.7: Log-log scatter plots of Qm (model flow) versus Qf (microsphere-derived
flow) normalised by Qt (total coronary inlet flow) for the heterogeneous (a) and homo-
geneous (b) perfusion BCs. Qm matches Qf more closely at higher generations, but is
considerably worse for the heterogeneous perfusion BC at lower generations (a). The
line of identity is indicated by the dashed red line, along which Qm and Qf are equal.




Figure 4.8: Terminal Qm distributions for the homogeneous perfusion (a), heterogeneous
perfusion (b) and constant pressure (c) BCs, shown with a log10 scale.
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4.3.2 Network Alterations
RV Feeding Branches
A relationship between volume bins wj and Ermsj is plotted in Figure 4.9 for the
homogeneous perfusion BC model. Bins are numbered on the upper x-axis, and
fed volume in mm3 is plotted on the bottom x-axis for ease of interpretation.
Figure 4.9: Segment flow errors Ei are shown in the 3D LCA coronary network (left)
(note only vessels with an error < 75% are shown). Highlighted in red are the root
elements of the RV vessels which are later removed. Ermsj is plotted against bins wj
(right), with the vertical bars corresponding to ±1SD displayed for each bin. There is
a clear local peak in Ermsj at fed volumes greater than 103mm3 (in bin w13).
Figure 4.9 shows that the relationship between Erms and V is non-monotonically
decreasing. There is an increase in Erms from w12 to w13 bins, just larger than
103mm3, and even in the highest volume bin w20 the value of Erms20 is above 20%.
This error corresponds to the large epicardial vessel segments in light blue in the
left figure. It is also evident that the errors between Qm and Qf are high in the
subtrees which feed the RV, whose root elements are highlighted in red and whose
terminals are green or yellow indicating segment flow errors Ei greater than 50%.
This is most likely due to the sparsity of the vasculature feeding the RV which
results in a much larger tissue volume being assigned to those terminal vessels
relative to other terminal vessels. Not only are these RV-feeding terminal ves-
sels assigned unequal proportions of microspheres compared to tissue fed volumes
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(since mean RV perfusion is much lower than mean LV perfusion), but they also
distort the overall flow error in the network, causing excessive model flow to sup-
ply the LAD relative to the LCx artery. Therefore the RV-feeding terminal vessels
were removed from the analysis, which involved removing their associated micro-
spheres and tissue volumes, and scaling the input network flow by the fraction of
the total remaining tissue volume.
Figure 4.10: Segment flow errors Ei in the 3D LCA network (left) after removing the
RV-feeding terminal vessels (note only vessels with an error < 75% are shown). Ermsj
versus wj is plotted on the right.
Figure 4.10 shows that the removal of the RV vessels reduced the overall error in
the vasculature. However, in the largest volume generation w20 the flow error is
still remarkably high, just below 20%.
Subtree Qf Normalisation
To investigate the high errors in the large vessels the absolute differences between
Qf and Qm were compared for the three major subtrees in the network: the left
coronary circumflex (LCx), left marginal (LM) and left anterior descending (LAD)
arteries. This comparison revealed that model flow in the LAD artery consider-
ably overestimated microsphere flow, and vice versa in the LCx and LM arteries,
as shown in Figure 4.11. At the proximal roots of the LCx and the LM arteries
Qf overestimated Qm by 23.5% and 18.2% respectively, whereas in the LAD Qm
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overestimated Qf by 18.8%. This indicates that the LAD was assigned dispropor-
tionately fewer microspheres relative to tissue volume compared to the LCx and
LM arteries. This was most likely due to lower perfusion in the tissue fed by the
LAD artery, which consists largely of the RV and septum whereas the LCx and
LM arteries supply the LV which is known to have a higher perfusion. This is
explained in more detail in the Discussion.
To circumvent these errors, the microsphere flows Qf , which up to this point were
given as a fraction of the total input flow rate to the entire LCA, were recalculated
as a fraction of the Poiseuille flow at the root of the LCx, LAD and LM arteries.
The values of Qm throughout the tree are unchanged and only Qf values are
adjusted on an individual subtree basis from Equation (4.17), where Qtm is taken
as the inlet model flow for each of the three subnetworks. Thus each subtree has a
constant perfusion which is different from each of the other subtrees. Flow errors
arising from each subtree are shown in Figure 4.12, where values of Erms in the
largest volume bins wj are below 20% for all subtrees.
Removing High Error Subtrees
Errors for the whole LCA network after subtree flow normalisation are considered
together; Erms is plotted against volume in Figure 4.13(a). Clearly Erms is still
not monotonically decreasing with increasing tissue volume although is lower than
before subtree normalisation.
Both plots in Figure 4.13 illustrate that the Erms increases from bin w12 (Erms12 =
28%) to bin w13 (Erms13 = 36%). This increase is illustrated in Figure 4.13(a) by the
hump around V = 103mm3, and in Figure 4.13(b) by the w13 (pink dashed) line
traversing the w12 (dark blue dotted and dashed) line at a segment flow error of
40%, or in the highest 15% of the w13 segment errors. The ordered error line for w14
vessel segments in Figure 4.13(b) follows a very similar profile to the w13 line, and
also crosses over the w12 line for a significant fraction of its ordered segment errors.
Plotting for just w12 and w13 ordered error curves as points in Figure 4.14, it
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(a)
(b) ∆(Q) = Qm −Qf (c) ∆(Q) = Qf −Qm
Figure 4.11: The LCA is colour-coded showing the LAD (red), LM (green) and LCx
(blue) sub-networks in (a). The difference in flow favours Qm in the LAD subnetwork
(b), and favours Qf in the LCx and LM subnetworks as shown in (c). The colourbar
refers to flow errors indicated in the figure captions, given in units of mm3s−1.
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Figure 4.12: The three major subtrees with Qf normalised to the root flow rate of each
subtree are displayed with their respective errors (Eq. (4.16)), here displayed between 0%
to 100% (left column). The Erms vs wj plots are shown to the right for the LAD subtree
without RV vessels (top), the LM subtree (middle) and the LCx subtree (bottom).
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becomes clear that a cluster of outlier segments have errors of around 90% in bin
w13, which is responsible for Erms13 being greater than Erms12 . The spatial location
within the 3D vascular network of vessel segments in bins w12 and w13 are displayed
in Figure 4.15, with w13 vessel segments with > 80% flow error rendered in red.
(a) (b)
Figure 4.13: Erms versus volume plotted for the combined 3 subtree flow-normalised
LCA network (a). The ordered errors of all vessel segments in bins w10−w20 are shown
in (b). The legend indicates volume bin wj and the corresponding number of vessel
segments in the bin is indicated by N .
(a) (b)
Figure 4.14: Bin w12 and w13 ordered errors (a), and histogram (b).
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Figure 4.15: Vessel segment end nodes of bins w12 and w13 are marked with black and
red spheres respectively (top row), and white spheres correspond to vessel segment nodes
in bins w14 to w20 (nodes for vessels in bins w1 to w11 are not displayed). The spheres
are superimposed on the LCA vasculature displaying the flow errors with scale given
in the colour bar. Bin w13 vessel segments with > 80% error are displayed in red (top
right, and bottom row), indicating two regions: (1) a branch in the LCx subtree and (2)
a branch near the apex stemming from the LAD subtree. These two branches are shown
alone for clarity superimposed on the LCA vasculature in the bottom row. The opaque
green cone is the root vessel segment of the high error w13 branch stemming from the
LCx subtree. A short axis MIP (bottom right image) shows that this branch descends
along the subendocardium.
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There are two clear subtrees with unusually high errors shown in Figure 4.15, one
branching from the LCx trunk and one near the apex branching from the LAD
trunk. Examining firstly the subtree branching from the LCx trunk reveals an error
in the connection point of an apparent terminating vessel, shown in Figure 4.16. A
distal portion of the high-error subtree (shown in blue below) contains a terminat-
ing vessel with an unusually large radius. It appears that this large-radius terminal
vessel should instead have stemmed from another nearby large-radius terminating
vessel, but has falsely been connected in the network reconstruction process to the
high-error subtree via distal microvasculature.
Figure 4.16: A section of the LCx network is displayed (in red) with the endocardial
side facing out of the page (left). The high-error branch identified in Figure 4.15 and
all of its downstream vessels are shown in blue. The cross-section window in the lower
part of the subtree is shown zoomed in (right), and contains a large-radius terminating
vessel. A banded green line indicates where a connection should have been made with
the network reconstruction algorithm.
Removal of this high-error branch from the whole-network analysis causes the
Erms from bin w12 to w13 to decrease, as shown in Figure 4.17. The results of the
updated network however still contain an increase in Erms between bins w13 and
w14, again due to high-error outliers identified in the ordered error plots shown in
Figure 4.18.
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(a) (b)
Figure 4.17: Erms versus volume plotted for the combined 3 subtree flow-normalised
tree with the removed subtree stemming from the LCx trunk (a). The ordered errors of
all vessel segments in bins w10−w20 are shown in (b), where volume bin and number of
constituent vessel segments are given in the legend.
(a) (b)
Figure 4.18: Ordered vessel segment errors for bins w13 and w14 after excludusion of the
high-error LCx subtree plotted in order of magnitude (a) and as a histogram (b).
The vasculature containing vessel segments in bin w14 with Ei > 70% are vi-
sualised on the 3D LCA network in Figure 4.19 revealing the high-error region
corresponds to an apex-feeding subtree branching from the LAD trunk, which was
also identified before in Figure 4.15.
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Figure 4.19: The vessel segments in bin w14 with a flow error Ei > 70% are highlighted
in red (top row), superimposed on the LCA vascular tree with segment flow errors
corresponding to the colour bar. An antero-lateral view (top left) and a posterior view
(top right) of the vascular network are shown. All associated downstream vessels of the
apex-feeding branch are shown in blue from an anteroinferior view of the apex (bottom
right); all vessel segments which were removed from the flow error analysis are shown
in blue (bottom left); these include the apical subtree, the RV-feeding vessels, the LCx
endocardial subtree and the root of the entire LCA where Qf was normalised for each
individual major subtree (LCx, LAD and LM).
The model flow Qm underestimates Qf in the apical subtree quite significantly.
The apical subtree therefore is provisionally excluded from the analysis, which
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reduces the Erms significantly in the volume range of 103 − 104mm3, leading to
an almost monotonically decreasing Ermsj vs wj relationship as shown in Figure
4.20(a). This is also illustrated in the ordered vessel segment errors plot in Figure
4.20(b) where the overlap of error lines from one bin to the next is small compared
to the ordered error plots from before the removal of the apical subtree (Figure
4.17).
(a) (b)
Figure 4.20: Error versus FV plot for the combined 3 subtree flow-normalised tree with
the removed LCx and apical subtrees (left). Ordered bin errors are shown on the right,
where the bin 15 error line traverses the bin 14 line.
(a) (b)
Figure 4.21: Ordered vessel segment errors for bins w14 and w15 after excludusion of
the high-error LCx and apex-feeding subtrees plotted in order of magnitude (a) and as
a histogram (b).
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However there is still a slight increase in Erms between bins w14 and w15 (as shown
in Figure 4.21). The vessel segments in bin w15 with Ei > 30% make up a greater
proportion of vessel segments than those in bin w14 with Ei > 30%. Visualising
this on the vascular network identifies another, parallel branch stemming from the
LAD and feeding the apex, which is highlighted in red in Figure 4.22. Removal
of this subtree from the analysis however did not significantly improve the Erms
versus w relationship. For this reason no further subtrees are removed from the
network. A mathematical relationship between removed microspheres and tissue
volume with error in subtrees of the remaining network is presented in Appendix
A.
Figure 4.22: An anterior view of the LCA shows the vessel segments with Ei > 30% in
bin w15 highlighted in red. The colourbar shows flow errors in the vascular network. Note
the dark blue distal subtree near the apex corresponds to the removed apical subtree.
The final network contains a total of 51,442 microspheres distributed to 46,820
terminal vessels, and an LCA tissue fed-volume of 146.6cm3. For comparison, be-
fore removal of any vessel subtrees a total of 58,154 microspheres were distributed
to 51,817 terminal vessels with a total LCA tissue fed-volume of 171.5cm3.
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4.3.3 Terminal Flow Perturbation Analysis
A perturbation analysis was carried out where terminal vessel perfusion was per-
turbed randomly at different levels of heterogeneity, specified by a standard de-
viation of terminal flows, σ = 20%, 40%, 60% and 80%. Figure 4.23 shows that
differences between the homogeneous perfusion BC model and perturbed perfu-
sion BC model decrease rapidly in higher volume bins, wj. From bin w7 upward,
differences between the maximum and minimum perturbed BC model flow errors
Eˆrmsj in each bin wj and the unperturbed BC model flow errors Ermsj are minimal,
between approximately 1%-2% for all levels of heterogeneity as shown in Figure
4.24. This corresponds to fed volumes greater than approximately 100mm3, or
0.1g. Thus introducing terminal perfusion heterogeneity does not significantly af-
fect the flow errors in higher generation vessels, in which the comparison of Qf and
Qm is more meaningful since Qf is subject to lower Poisson noise (due to higher
numbers of microspheres).
Figure 4.23: Ermsj vs wj from the perturbation analysis with 1000 trials at terminal
flow heterogeneities sampled with σ = 20%, 40%, 60% and 80%, indicated in the legend.
The homogeneous perfusion BC model error curve is marked with a red line and crosses.
Shaded regions correspond to the area between the minimum and maximum RMS error
values, Eˆrmsj , in each wj bin from the 1000 trials at each heterogeneity level, σ.
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Figure 4.24: Ermsj − Eˆrmsj vs wj from the perturbation analysis with 1000 trials at
heterogeneity levels σ = 20%, 40%, 60% and 80%, indicated in the legend. The difference
between the homogeneous BC model errors and the max/min perturbed BCmodel errors,
Ermsj -Eˆrmsj , in each bin wj is plotted. Dashed horizontal lines indicate a difference of
±2%.
The fractal dimension D computed from the linear fitted relation of RD and tissue
size for the four levels of terminal vessel perfusion heterogeneity provide insight
into the effects of such perturbations on perfusion heterogeneity in the upstream
network. For each volume bin wj, vessel segments upstream of other vessel seg-
ments in the same bin were discarded for the computation of RD to ensure only
unique tissue territories were considered. This ensured that the computation of
RD was not biased towards perfusion in any particular tissue region.
Figure 4.25 shows RD plotted against fed volume at each level of heterogeneity,
where datapoints correspond to RD computed in volume bins w1 to w17 (which
are shown only in terms of fed volume for simplicity). RD in each bin wj is the
average RD from 100 perturbation trials for a given terminal perfusion heterogene-
ity level σ. The bottom plot shows a fitted linear function across all fed volumes
1−104mm3 and indicates that increasing σ increases RD, and reduces the value of
D from 1.46 at σ = 20% to 1.33 at σ = 80%. RD computed from the microspheres
in the same vessels (additionally correcting for Poisson noise) shows a higher RD
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at all fed volumes compared to the model even at σ = 80%, with a lower fractal
dimension D = 1.18.
Since perfusion heterogeneity was introduced randomly at the terminal vessels,
one would expect the fitted values of D to reflect this. The top plot in Figure 4.25
shows that fitting a linear function between RD and fed volume for the smaller half
of the tissue fed volumes, 1− 100mm3, produces values of D = 1.5, 1.49, 1.47 and
1.46 for terminal perfusion heterogeneity levels of σ = 20%, 40%, 60% and 80%,
respectively. These values are all close to 1.5 indicating uncorrelated perfusion of
neighbouring tissue regions, as is expected for introducing random perturbations
of terminal vessel perfusion (Van Beek et al. , 1989).
However fitting a linear function between RD and fed volume in the larger half
of the tissue fed volumes, 100− 104mm3, produces values of D = 1.41, 1.30, 1.24
and 1.22 at σ = 20%, 40%, 60% and 80%, respectively. These values are closer
to physiological values observed in baboon hearts in the range of 1.1-1.30 (Bass-
ingthwaighte et al. , 1989), which are considered to have moderate correlation of
local perfusion. This suggests that despite terminal vessel perfusion perturbations
being random, the higher generation vessels of the network feeding tissue regions
of greater than approximately 100mm3 in volume seem to have more correlated
neighbouring tissue segment perfusion.
Furthermore higher values of σ result in higher RD values and lower values of
D, approaching the values obtained from the microspheres. At a tissue volume of
103mm3 (or ≈ 1g mass) RD = 26% for the microspheres, which is similar to ob-
servations in sheep, baboons and rabbits in the same tissue size (Bassingthwaighte
et al. , 1989). The fitted relation between RD and fed volume produced values
of D = 1.18 across the full range (1 − 104mm3), D = 1.23 in the smaller half of
fed volume bins (1 − 102mm3), and D = 1.13 in the larger half (102 − 104mm3).
Despite the decrease of D when computed from the larger fed volume bins, these
values are both within a physiological range.
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Figure 4.25: RD versus fed volume with perturbed terminal perfusion at heterogeneity
levels of σ = 20%, 40%, 60% and 80%, along with the relation obtained from the
microspheres. The relation is fitted for segment sizes from 1 − 100mm3 (top), 100 −
10, 000mm3 (middle), and 1− 10, 000mm3 (bottom).
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4.3.4 Fed Volume and Microsphere Accuracy Limits
In Figure 4.26 the theoretical error, Et, between the upper 95% confidence limit
and the expected number of microspheres f.Xt reaching a tissue segment is plot-
ted, assuming microsphere deposition to a tissue segment follows a binomial dis-
tribution (see Section 4.2.5). The relationship of Ei and the actual number of
microspheres N passing through vessel segments in the network is plotted, both in
individual segments (grey dots) and as the mean Ei,j in bins j of microspheres N
(black line and dots). The mean flow errors exceed the theoretical error for most
of the range of N . This is explored further in the Discussion.
In light of the perturbation analysis results, the Ermsj versus wj relation for the
model using the homogeneous perfusion BC can be used to estimate a minimum
fed volume to obtain microsphere results with a desired accuracy. Figure 4.27(a)
shows that for microsphere deposition measurements to be within approximately
20% of the model flow, a tissue size of at least 1g needs to be used. This corresponds
to a minimum requirement of approximately 400 microspheres for the same flow
accuracy as shown in Figure 4.27(b).
Figure 4.26: Flow error plotted against microsphere count, N . Grey dots represent
segment flow errors Ei, the black line and dots are mean segment errors Ei,j for bins
j of microsphere counts N . The theoretical error Et at the 95% confidence limit for
expected number of microspheres f.Xt according to a binomial distribution is given by
the dashed red line.
137 Coronary Flow Model
(a)
(b)
Figure 4.27: The Ermsj vs fed volume plotted for the final pruned network, indicating that
tissue segments of approximately 1g mass are required for microsphere flow quantification
accuracy within 20% of true flow, (marked with a horizontal dashed red line) in (a). A
tissue mass of 1g is marked with a vertical dashed red line in (b) and corresponds to an
approximate minimum number of microspheres of 400, where mean microsphere count,
N¯ is listed for each volume bin in red. Vertical black lines indicate ±1SD of y-axis
variables.
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4.4 Discussion
The primary goal of this study was to relate flow error between a Poiseuille model
and microsphere distribution as a function of tissue fed volume. This comparison
allowed for several sources of error to be identified. Firstly an over-allocation of
tissue fed volume to the terminal vessels in the RV was identified. The terminal
vessels of the LAD artery were notably allocated a larger average total tissue fed-
volume than the LCx and LM artery terminal vessels. The mean tissue volume
assigned to LAD terminal vessels was 3.57mm3 (after removal of the RV-feeding
vessels) compared to 2.49mm3 in the LCx. The larger fed-volumes assigned to
the LAD terminal vessels was due to a higher spatial sparsity of terminal vessels
compared to those in the LCx subtree. As shown in Figure 4.28 the RV territory
contained a disproportionately large myocardial tissue volume for the number of
local terminal vessels relative to the rest of the LCA territory. In future this may
be partially rectified by obtaining images with cast in both the LCA and RCA,
which when bounded by a whole-heart myocardial segmentation would provide
more realistic tissue boundaries for each arterial tissue region. After removal of
the RV vessels from the analysis, overall flow error in the network was reduced by
between 4-10% in the highest 10 volume bins wj.
Secondly, an unexpectedly large flow error in the major arterial subtrees of the
LAD versus the LCx and LM arteries was identified. This was accounted for by
normalising microsphere flow by the total Poiseuille flow at the root of each sub-
tree. The LAD artery supplied a tissue territory with approximately 30% lower
microsphere density (equivalent to perfusion) than the LCx/LM arteries. The tis-
sue allocated to the LAD territory mostly lies in the RV and septum as shown in
Figure 4.28. The RV is known to receive a lower perfusion than the LV, shown
for example in rabbit and sheep hearts (Bassingthwaighte et al. , 1987, 1990), and
the septum is known to receive lower perfusion under stress-testing in humans
(Muehling et al. , 2004). Normalising microsphere flow by the inlet flow of each
subtree matched the mean microsphere perfusion with the model perfusion in each
subtree which in turn brought the flow error to zero at the inlet of each individual
subtree. Subtree root normalisation reduced flow error in the highest 10 volume
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Figure 4.28: A short-axis MIP from 100 images of the LCA vasculature (red), micro-
spheres (green) and LCA myocardial territory (grey outline). Perfused territories of the
LAD and LCx arteries are labeled (orange and blue respectively); the dashed black line
demarcates the RV and LV tissue fed by the LAD artery, which was excluded from the
study; the missing RCA myocardial territory is shaded in green.
bins wj by approximately 7% on average.
The use of ordered error plots comparing flow errors of vessels in different vol-
ume bins wj provided a way of identifying errors in the vascular reconstruction.
Specifically a high-error subtree branching from the LCx was identified, and an
apex-feeding subtree stemming from the LAD. The high-error subtree branching
from the LCx was the result of a falsely connected terminal vessel which had a
large radius. This terminal vessel should not have been one at all, but should
instead have been part of a feeding arteriole connected to another subtree branch
stemming from the LCx artery (see Figure 4.16 on page 127), which was confirmed
upon examination of the image stack of the vascular cast as shown in Figure 4.29.
It appears that the large radius terminating vessel was not connected to the correct
upstream vessel in the reconstruction due to a discontinuity of the vascular cast
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where it terminated.
Figure 4.29: The whole high-error subtree stemming from the LCx artery is shown in
blue in the left image, where a red vessel segment stemming from another LCx subtree is
shown. The red segment appears it should have connected with the large-radius down-
stream terminating vessel in the high-error subtree, intersecting with the image plane in
the green box. In the right image a view into the image plane reveals a discontinuity in
the vascular cast adjacent to the terminating large radius vessel (blue) where the other
(red) vessel seems should have connected.
After removal of this high-error subtree stemming from the LCx, another high-
error subtree feeding the apex was identified stemming from the LAD. In the
apex-feeding subtree Qf significantly overestimated Qm, where perfusion to the
subtree myocardial territory was 70% higher than the average perfusion in the
LAD myocardial territory. This subtree supplied a myocardial territory bordering
the LCx territory and indeed may have been assigned some of the tissue terri-
tory that in reality was supplied by the LCx, which has a higher perfusion than
the LAD territory. Removing this subtree was not the ideal solution for reducing
overall network flow error as other subtrees consequently had an increased flow
error (see Appendix A for an explanation). This is ultimately a limitation of the
homogeneous perfusion BC (normalised for each major LCA subtree), where local
perfusion heterogeneity is disregarded. Ideally terminal vessel perfusion should be
estimated based on a molecular tracer which does not suffer the same inaccuracies
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as microspheres in small tissue regions (Bassingthwaighte et al. , 1987). Currently
however there are not any such tracers reported in the literature for simultaneous
imaging with microspheres using the cryomicrotome.
Another unexpected result was the large discrepancy between the heterogeneous
and homogeneous perfusion BC models in terms of flow errors across volume gen-
erations. One possible cause for such high errors obtained from the heterogeneous
perfusion BC is the wide range of terminal fed volumes spanning several orders of
magnitude (see Figure 4.7 on page 118). Since terminal fed volume is determined
by radius-weighted distance of each voxel from each terminal vessel, a constant fed
volume amongst all terminal vessels would be achieved if spatial terminal vessel
density and radius were constant, which is not the case.
Marxen’s results for a rat renal network flow model parameterised with the het-
erogeneous BC did not show the same magnitude of errors between Qf and Qm as
in this study (see Figure 2 in Marxen et al. , 2006). A number of factors may have
contributed to the higher errors including inaccuracy of terminal vessel radius esti-
mation, disconnected vessel subtrees, and pruning of large radius terminal vessels
(all discussed in the previous chapter). Each of these factors would have affected
the terminal vessel fed volume allocation. While for the homogeneous BC these
errors were likely to cancel out in higher vessel generations, for the heterogeneous
BC the added downstream resistance RS was dependent on an estimated terminal
vessel resistance RT according to its volume order (see eq. 4.12 on page 105). The
high variability in the relation between vessel segment conductance and volume
order (see Figure 4.4 on page 104) suggests that estimating terminal resistance
based on its fitted relationship with fed volume is not an ideal approach. Vas-
cular volume density is significantly higher in the subendocardium relative to the
subepicardium (van Horssen et al. , 2014); such distribution heterogeneity suggests
that scaling laws cannot be applied globally to the coronary circulation.
It is possible that the heterogeneous BC model would perform better when applied
to a truncated network whose terminal vessels’ radii and fed-volumes were within
the same order of magnitude. However truncating the vascular network at an
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upstream level to ensure greater radius accuracy for this purpose would have the
negative effect of losing information about the spatial domain of the downstream
network, which is important when comparing to microsphere distributions. In the
future a more accurate radius estimation algorithm should be used. Firstly radius
estimation should ideally be performed directly on the CMT imaging data (as
opposed to thresholded filtered data) such as the Rayburst algorithm (Rodriguez
et al. , 2006), and secondly validation studies should be performed with phantom
data to account for imaging parameters of the fluorescent CMT. This second step
could be achieved by simultaneously imaging various sized tubes of known diam-
eter filled with the same fluorescent cast used for the vasculature.
Previously experiments were performed to test the approximation of microsphere
deposition by a Poisson distribution by comparing two simultaneously injected
samples of microspheres (Buckberg et al. , 1971). Buckberg showed that the er-
ror between the perfusion measured from the two samples could be explained by
the random variation of the Poisson Distribution approximation, that for tissue
samples with at least 400 microspheres errors between the two measurements sel-
dom exceeded 20%. In this study the difference between the model flow (Qm)
and microsphere-derived flow (Qf ) was determined as a function of tissue fed vol-
ume, i.e. the downstream volume supplied by each vessel segment. Figure 4.27
illustrates that the relationship between fed volume (Vj) and (a) the binned RMS
error (Ermsj ), and (b) mean number of microspheres in each bin N¯ . It shows that
vessel segments with fed volumes of approximately 1g (≈ 103mm3) and higher
on average have less than a 20% error Erms, and also have approximately 400 or
more microspheres downstream. This is in line with previous experimental find-
ings and demonstrates that the homogeneous perfusion BC solution gives as good
a prediction of flow between two samples as would be approximated by a Poisson
distribution (Buckberg et al. , 1971; Nose et al. , 1985). Relating this tissue seg-
ment size to recent perfusion CMR methodologies (Schuster et al. , 2010), imaging
resolution in perfusion MRI sequences can be as small as 1 × 1 × 8mm3, which
means approximately 125 pixels would be required for meaningful validation of
perfusion quantification with microspheres in a given myocardial tissue segment.
Increasing the number of microspheres injected would lead to higher microsphere
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density and in turn would mean a smaller myocardial segment size that could be
used for accurate microsphere flow quantification. Previous studies have used up
to 30 to 50 million microspheres per kilogram of bodyweight in dogs and sheep for
higher resolution of tissue segments without loss of accuracy due to vessel block-
ages (Bassingthwaighte et al. , 1990; Oosterhout et al. , 1995).
The random perturbation of terminal flows of the homogeneous BC model to pro-
duce perfusion heterogeneity resulted in only very small changes in vessel flow
errors at higher vessel generations. This provides confidence that the homoge-
neous perfusion terminal BC provides a good estimate for flow in the network,
and is insensitive to random perturbations of terminal vessel perfusion. However,
heterogeneity has been shown to be locally correlated in the myocardium (Van
Beek et al. , 1989), which is inconsistent with the approach of introducing uncor-
related, random perturbations at terminal vessels. The value of D ≈ 1.5 is found
from fitting a linear function between RD and fed volume in the smaller half of
vessel fed volumes (1− 100mm3), reflecting the randomness of the perturbations.
However fitting a linear function to RD versus fed volume in the higher half of the
vessel fed volume (100 = 104mm3) yields values of D near 1.2 and 1.3 suggesting
correlation of perfusion in neighbouring tissue regions despite locally uncorrelated
perfusion heterogeneity at the terminals. This suggests that perhaps the branch-
ing structure of the network somehow is responsible for locally correlated perfusion
heterogeneity. Careful investigation in the future into the link of correlated local
perfusion and geometric parameters such as branching angle, parent-to-daughter
radius and length ratios could shed some light on this finding.
Another possible contribution to the increasingly physiological value of D with in-
creasing heterogeneity is that terminal vessel flow perturbations were introduced
with an additive term that was a fraction of the median terminal flow value. As
a result flow and hence perfusion (flow/tissue volume) in the lower-flow terminal
vessels would have been changed by a greater fraction than in the high-flow ter-
minal vessels. It is not unlikely that the low-flow and high-flow daughter vessels
are spatially arranged in a particular way such that the method used to perturb
terminal flows might in fact cause locally correlated changes in perfusion. It is
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known that there is a higher density of arterioles (< 150µm in diameter) in the
subendocardium relative to the mid-myocardium or sub-epicardium for example
(van Horssen et al. , 2014), where as a result of the homogeneous perfusion BC re-
sults in lower flows on average for terminal vessels in the subendocardium with our
model. Thus by perturbing perfusion at terminal vessels in the subendocardium
more than in the subepicardium, it is possible that this resulted in some level of
local perfusion correlations leading to physiological values of D.
Another comparison was made where vessel flow errors were binned according to
the number of microspheres entering them and compared to a theoretical error
using binomial statistics. Errors from the model exceeded the theoretical error at
the 95% confidence limit for bins of vessels with 10 or more microspheres pass-
ing through them. This discrepancy is due to a combination of errors arising
from the homogeneous perfusion BC, and an actual underlying discrepancy be-
tween coronary blood flow and microsphere distribution through the network due
to skimming effects. Bassingthwaighte previously proposed that skimming effects
may play a role in microsphere deposition after observing in 11 sheep hearts a sig-
nificant increase in microsphere deposition density in the subendocardium versus
the subepicardium (Bassingthwaighte et al. , 1990). This observation contrasted
with a statistically insignificant difference in flow between the subendocardium
and subepicardium computed from the molecular tracer IDMI in the same hearts,
although heterogeneous IDMI density was observed from some 1800 myocardial
tissue segments considered.
Bassingthwaighte proposed a model to fit a relationship between relative micro-
sphere deposition density and perfusion computed from IDMI deposition as a func-
tion of three variables: (1) the IDMI perfusion, (2) deviation of microsphere depo-
sition density from that predicted by the IDMI perfusion (an indication of particles
to preferentially enter higher perfusion regions), and (3) the depth of the tissue
region in the myocardial wall (0 to 1 from epicardium to endocardium). All three
terms had a significant effect on predicting the deviation of microsphere perfusion
from IDMI perfusion and suggested that microspheres were likely to preferentially
follow along the large transmural conduit arteries than distribute to smaller side-
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branches, and thus preferentially deposit in the subendocardium. However a lim-
itation of Bassingthwaighte’s study is that without the native coronary structure
with which to delimit perfused tissue regions, flow reaching a tissue segment in his
studies came from several separate perfusion territories (Spaan et al. , 2005; van
Horssen et al. , 2014). Skimming is the result of geometry and flow fraction at each
bifurcation where the daughter vessel receiving a lower flow fraction receives an
even smaller fraction of the microspheres passing through the parent vessel (Chien
et al. , 1985). A flow path through a vascular network which follows consecutive
low-flow fraction daughter vessels leads to a continuous reduction of downstream
particle concentration, a phenomenon coined as the network Fahreaus Effect (Pries
et al. , 1986). The next chapter examines skimming at bifurcations throughout
the network to see if there is a significant effect on microsphere distribution.
4.5 Conclusions
A detailed left coronary arterial tree and its associated myocardial tissue were
segmented and used to set up a Poiseuille flow model with (1) a homogeneous
terminal perfusion BC and (2) a volume-scaled resistance terminal perfusion BC
for the comparison of simulated blood flow to microsphere-derived flow. The ho-
mogeneous perfusion BC model resulted in lower flow errors as compared to the
microspheres than the previously proposed volume-scaled resistance BC in the
porcine LCA network. The assumption of a monotonically decreasing RMS flow
error with fed volume allowed for the iterative identification and pruning of erro-
neous vessel subtrees, up to the point where no further pruning was useful in error
reduction. This is a novel approach for correcting vessel network segmentation
and in future could be fed back into the network segmentation pipeline.
Assessing the final pruned LCA network, microsphere-derived flow deviated from
the model flow on average less than 20% in vessels with 1g or larger fed volumes,
corresponding to a mean of approximately 400 or more microspheres in the sub-
tended tissue. These figures are consistent with literature and demonstrates that
the homogeneous perfusion BC model produces a network flow solution which is
comparable to the error between simultaneously injected deposition markers.
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The flow RMS error in higher generation vessel segments was shown to be relatively
insensitive to terminal perfusion heterogeneity as evidenced with a perturbation
analysis. This provides some confidence in the values obtained in higher generation
vessels for the purposes of identifying vessel segments in which skimming occurs
in the following chapter. Finally the vessel flow RMS errors binned according to
the number of downstream microspheres overestimates the theoretical error de-
termined from a Poisson distribution at the 95% confidence level in higher vessel
generations containing more microspheres (shown in Figure 4.26). This discrep-
ancy is most likely due to a combination of errors stemming from the modelling
assumption of homogeneous perfusion, and possible systematic bias of microsphere
distribution from the network flow solution. The prevalence of skimming and its
characterisation as a systematic bias tied to underlying branching and flow param-
eters is investigated in the following chapter.
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5.1 Introduction
In this chapter we investigate the extent to which phase separation occurs across
the multiple scales of the porcine vascular tree and whether its occurence can
be explained by various parameters including daughter-to-parent branching an-
gle, daughter-to-daughter radius ratio and fractional daughter flow, given by the
Poiseuille flow model with homogeneous flow boundary conditions. To perform
this analysis a novel statistical approach has been proposed in order to address
issues of limited observability and the following considerations.
Previous experiments that were conceived to analyse phase separation have always
involved controlling the range of certain parameters in order to study their effects.
For example in vitro experiments such as (Ofjord & Clausen, 1983; Dellimore et al.
, 1983; Fenton et al. , 1985; Chien et al. , 1985) involved single bifurcations with
fixed tube diameters while parent vessel haematocrit and particle diameter was
controlled, allowing for a logistic function (see Appendix Section A.2) to be fitted
to the resulting Q∗ vs F ∗ data. Q∗ and F ∗ correspond to the fluid and microsphere
fractions, respectively, entering a daughter vessel at a bifurcation. This approach
allowed for the importance of particle to vessel diameter ratio, λ, and flow pro-
file to be identified. The in vivo experiments which have been performed were
restricted to capillary and arteriolar networks where vessel diameters were limited
to approximately one order of magnitude, haematocrit was within a physiological
range, and flow fractions between daughter vessels at bifurcations could be system-
atically controlled in a step-wise manner by progressively occluding distal vessels
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(Svanes & Zweifach, 1968; Schmid-Schönbein & Skalak, 1980; Klitzman & John-
son, 1982; Pries et al. , 1989). Pries’ approach was to fit a logit function (Equation
(A.7)) to the Q∗ vs F ∗ data separately at each bifurcation for a range of imposed
Q∗ steps, then compute average values for the logit function parameters across
all 65 bifurcations considered. By contrast the current data has a single value of
Q∗ and F ∗ at each vessel. Considering values from all bifurcations to fit a logit
function results in a huge degree of scatter due to the wide range of uncontrolled
parameters, as demonstrated in section 5.2.1.
Another unique feature of this dataset is the issue of observability; the number of
terminal vessels (51,820) in the LCA network is approximately equivalent to the
number of microspheres (51,442) distributed through the network. The majority
of the 35,463 bifurcations which could be potentially used to assess flow bias have
a very low number of microspheres passing through them. As shown in Figure
5.1 just over 50% of bifurcations contain fewer than 5 microspheres, just over 25%
of bifurcations have 10 or more microspheres, and approximately 17% contain no
microspheres at all.
Figure 5.1: Numbers of bifurcations containing a minimum number of microspheres,
Nmin. The x-axis is limited to Nmin = 30 (left) showing the 50% (upper red dashed line)
and 25% bifurcation proportions correspond with approximately 4 and 10 microspheres.
Such low microsphere counts at bifurcations in the more distal circulation, com-
pounded with any error in the flow model introduced by using homogeneous flows
at the terminal vessels, make both Q∗ and F ∗ considerably less reliable in the more
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distal circulation. Conventional analysis of flow bias by fitting a logit function to
the Q∗ vs F ∗ data therefore is only suitable for the bifurcations with a sufficiently
large number of microspheres. In previous phase separation studies the statistical
power of observations at a bifurcation was not an issue - since blood flow was
continuous the number of particles passing through a junction could be counted
until deemed sufficient for recording F ∗.
The porcine dataset provides the entire LCA network geometry down to a vessel
diameter of 128µm, allowing for analysis of phase separation effects of microspheres
in both the conduit arteries and a large proportion of the resistance arterioles
which has never previously been performed. The conduit vessels are distinct from
arterioles and capillaries in several important ways. They are generally considered
to be greater than 500µm in diameter in humans (Camici & Crea, 2007), and
similarly in pigs, with the primary purpose of transporting blood from the coronary
ostia to resistance vessels spread around the heart.
Figure 5.2: Conduit arteries of the LCA from the extracted porcine network.
The conduit arteries consist of the epicardial vessels which transport blood gener-
ally in the base-to-apex direction and feed into transmural vessels which transport
blood in an epicardial-to-endocardial direction. Since blood needs to be supplied
to the whole heart, regions of tissue that are supplied by side branches more prox-
imal to the root of the conduit arteries (i.e. closer to the coronary ostia) will be
apportioned a smaller fraction of the blood flow from the conduit artery than a
150 Phase Separation Analysis
branching vessel supplying a tissue region requiring the same supply of flow more
distal along the large conduit artery. Disparate flow fraction into a daughter vessel
of a bifurcation is a primary determinant of phase separation, but whether phase
separation occurs with microspheres at the large diameter scale of the conduit
arteries has not previously been investigated.
The determinants of phase separation in Table A.1 allow hypotheses to be formed
about the occurence of phase separation in the coronary vessels from our dataset.
The volume fraction of RBCs suspended in plasma is known as the haematocrit
(HCT), and similarly microspheres make up a certain volume fraction of the blood.
A lower HCT has been shown to result in more pronounced phase separation and
scatter in the F ∗ vs Q∗ relation due to a greater wall layer thickness (Ofjord
& Clausen, 1983; Fenton et al. , 1985) and possibly due to a greater particle
profile asymmetry especially following flow disturbance at upstream bifurcations
(Pries et al. , 1989; Carr & Wickham, 1990). The fluid volume fraction of the
microspheres V ∗m is in the order of 10−5-10−6 based on the microsphere injection
procedure. This is miniscule relative to physiological HCTs that are typically
used in experiments (in the range of 0.2-0.6) when analysing phase separation
of RBCs. Fenton demonstrated that with 20% and 40% HCT values of blood
travelling through in vitro channels, skimming of RBCs was pronounced in 20µm
channels (significantly more so at 20% than 40%), and that while skimming was
not present at 40% in 100µm channels, with 20% HCT skimming was observed.
Thus we can reasonably assume that microspheres of a considerably lower volume
fraction than 20% would also exhibit skimming in 100µm-wide channels, and the
possibility that microspheres exhibit skimming in larger vessels of the coronary
network seems plausible.
The vessels of the extracted LCA network have a diameter range of 0.128mm at
the terminals to 5.6mm at the root of the LCA, and since microsphere diameter
is 15µm, λ ranges between 0.00268-0.1173. In a single junction slit model using
microspheres, a comparable value of V ∗m to the current study was used (5× 10−5)
and phase separation was observed at λ = 0.083 but no lower than λ = 0.0291
(Ofjord, 1981). The lowest flow fraction Q∗ imposed in Ofjord’s experiments how-
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ever was 0.02, which was likely to be too high to observe phase separation at
λ = 0.0291. Other studies demonstrated the existence of a critical flow fraction
Q∗c which causes all particles to enter the higher flow daughter vessel receiving
1 − Q∗c , and is a function of particle diameter and dividing streamline distance
from the parent vessel wall (Yen & Fung, 1978; Pries et al. , 1989). This suggests
that at a value Q∗c closer to zero, phase separation could very well have occured
with the smallest microspheres considered in Ofjord’s experiments. In the current
LCA network bifurcations contain a range of values 0 < Q∗ < 1. Figure 5.3 shows
that only considering bifurcations with a minimum number of microspheres pass-
ing through them, Nmin, approximately 2.4% of vessels whose parent has Nmin = 1
receives a non-zero flow fraction Q∗ < 0.01. As Nmin is increased, the proportion of
the bifurcations with disparate flow fractions increase. Higher values of Nmin cor-
respond to higher generation vessels as shown in Figure 5.4, and therefore higher
generation vessels demonstrate higher mean flow asymmetry.
Figure 5.3: The proportion of vessels with different values of Q∗ for bifurcations limited
by Nmin = 1, 5, 10, 20, 40, 80, 160 and 320. Values of Q∗ in the range 0 to 0.1 at bin
increments of 0.01 (left) indicate an increasing proportion of bifurcations with Q∗ → 0
(although note that Q∗ is always greater than zero). Values of Q∗ between 0 and 1 at
bin increments of 0.05 (right) show an increasingly skewed profile at higher values of
Nmin reflecting increasing flow asymmetry.
Given the above observations in the data, it is hypothesised that phase separation
may indeed occur, and the question becomes where and to what extent it can
be observed. The difficulties of assessing phase separation using the approach of
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fitting a logit function are presented in the following Section 5.2.1. An alternative
method for assessing phase separation is then proposed in Section 5.2.2 where
the microsphere flow fractions at each bifurcation are considered in the context
of a binomial distribution and confidence intervals can be used to identify outlier
bifurcations for which differences in terms of branching parameters to non-outliers
are then assessed. The findings of the analysis presented in the Results section
indicate the prevalence and spatial location of phase separation throughout the
vascular network.
153 Phase Separation Analysis
Figure 5.4: The extent of the vascular network, shown in red against a grayed out distal
network, when limited by Nmin = 320, 80, 20 and 5. The increasing flow distribution
asymmetry associated with bifurcations limited by a higher value of Nmin (illustrated
in Figure 5.3) is reflected by a transition to the conduit arteries in the vascular tree.
This is consistent with observations of increased branching asymmetry in more proximal
vessels of the kidney cortex circulation (Marxen, 2004).
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5.2 Methods
5.2.1 Logistic Function Fitting
As discussed briefly before, assessment of phase separation in the coronary network
by fitting a logit function has several limitations. Due to single measurements for
Q∗ and F ∗ being available at a bifurcation, each of which may experience differ-
ent flow disturbances and has different geometric features, the variability in the
plotted Q∗ vs F ∗ relation across all bifurcations is limiting. The single parameter
logistic function (Eq. (A.1)) of Klitzman is used instead of the 3 parameter logit
function (Eq. (A.7)) of Pries to provide a simple fitting procedure for the sigmoidal










In Figure 5.5 (left) F ∗ vs Q∗ is plotted for all bifurcations with Nmin = 1. Scatter
is progressively reduced when Nmin is increased, where at Nmin = 100 (right),
only a weakly non-linear relationship between Q∗ and F ∗ for the corresponding
bifurcations is found where b = 1.052.
Figure 5.5: Least squares regression used to fit the logistic function to F ∗ vs Q∗ for all
bifurcations containing Nmin = 1 (left) and Nmin = 100 (right). The value of the fitted
parameter b is 0.922 and 1.052 respectively, with the goodness of fit parameter R2 equal
to 0.548 and 0.994, reflecting a reduction in the scatter with a higher Nmin.
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As shown in Figure 5.6 the value of b for the fitted logistic function increases from
0.92 to 1.03 within the range 1 ≤ Nmin ≤ 30 and then fluctuates approximately
between 1.04-1.06 when bifurcations are limited to Nmin > 30. This relatively
stable value of b at Nmin > 30 suggests minor phase separation in the proximal
circulation. R2 values for this range of bifurcations also appears close to 1 despite
evident scatter around the fitted line. This is mainly due to a high concentration
of data points around Q∗ ≈ 0 and Q∗ ≈ 1 (see Figure 5.3), where consequently
F ∗ ≈ 0 and F ∗ ≈ 1 respectively, such that the fitting error overall is artificially
reduced since these points are already clustered around the ends of the fitted line.
There is considerable deviation of data points from the fitted line across the range
of Q∗ which may reflect phase separation effects influencing particle distributions
to different extents at individual bifurcations due to a combination of geometric
parameters, upstream flow disturbances and flow fraction. The underlying error of
the flow model is of course also a contributing factor, although this error is reduced
in the higher vessel generations at larger values of Nmin. An alternative approach
needs to be taken to identify which bifurcations are subject to phase separation,
and consequently which factors are influencing it. Such an approach is presented
in the following section.
Figure 5.6: The relationship of b (left), number of bifurcations considered (middle), and
R2 (right) with Nmin when fitting the logistic function to F ∗ vs Q∗ data. Nmin = 30 is
indicated by the dashed red line.
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5.2.2 Probabilistic Identification of Phase Separation
The underlying assumption of the microsphere method is that microsphere distri-
bution is proportional to flow and is subject only to random variation, and not
a systematic bias. This assumption can be used to test for phase separation in
a probabilistic sense, ignoring at first the possibility of physical determinants of
phase separation. For each bifurcation the distribution of microspheres to each
daughter vessel can be assessed probabilistically with a binomial distribution de-
noted by
X ∼ B(N, p) (5.1)
whereX is the number of microspheres entering a daughter vessel, N is the number
of microspheres passing through the upstream bifurcation, and p is the probability
of microspheres entering one of the daughter vessels, and (1 − p) the probability
of entering the complementary daughter vessel. In this study p = Q∗, which as-
sumes that the fraction of microspheres, F ∗, entering a daughter vessel is sampled
from the binomial distribution around Q∗ with N trials. The influence of other
factors such as geometric parameters and flow profile disturbances are initially
disregarded. This approach allows for bifurcations where F ∗ deviates sufficiently
from Q∗, termed outliers, to be identified as those outside of desired confidence
intervals, which once determined can be used to identify correlated parameters.
Furthermore these outliers can also be spatially located within the network as
shown in the Results.
To introduce the basic concepts of this approach, suppose idealistically that there
is a large population of identical bifurcations, each with the same number of micro-
spheres passing through the parent vessel, N , and each with an equal flow fraction
(or probability of entering) into each daughter vessel, i.e. p = Q∗ = 0.5. The
number of microspheres that enter each daughter vessel is given by the random
variable X which follows the binomial distribution X ∼ B(N, p). The probabil-
ity of exactly k microspheres entering a vessel is given by the probability mass
function
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f(k;N, p) = Pr(X = k) =
 N
k




 = N !
k!(N − k)! (5.3)
Suppose that N = 30, the probability mass function, PMF, can be illustrated in
terms of X or in terms of X/N as shown below in Figure 5.7. The two represen-
tations will be used interchangeably where appropriate throughout the text.
Figure 5.7: Two representations of a binomial PMF with N = 30 and p = 0.5 with
either X (left) or X/N (right) on the x-axis. The latter option allows a direct relation
to F ∗, whereas the former is more intuitive when considering a discrete outcome of
microspheres, k.
The cumulative distribution function, CDF, is given by





 pi(1− p)N−i (5.4)
The cumulative probability of k microspheres entering a daughter vessel, Pr(X ≤
k), (or equivalently Pr(X/N ≤ F ∗) where F ∗ = k/N) represents how often such
an outcome is beneath a certain level. F (k;N, p) for the outcome k can also be
considered as the percentile of the outcome k - how often such an outcome is
expected to occur if the same binomial distribution X ∼ B(N, p) were sampled
many times. A confidence interval (CI) is a pair of bounds defined with a coverage
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of (1−α) for the CDF that is used to determine the likelihood of an outcome based
on whether the percentile of the outcome lies inside or outside of the CI bounds.
The CDFs corresponding to the PMFs shown in Figure 5.7 are shown below in
Figure 5.8 with the bounds of a two-tailed 90% CI (α = 0.1). The outcomes
outside of the CI bounds highlighted in red are all of the possible outcomes at a
bifurcation where Q∗ = 0.5 and N = 30 that would be considered as outliers.
Figure 5.8: Two representations of a binomial CDF with N = 30 and p = 0.5 with either
X (left) or X/N (right) on the x-axis. A two-tailed 90% CI is bounded by the upper
and lower dashed red lines, where outliers are highlighted in red.
The two-tailed 90% CI bounds in Figure 5.8 are drawn at (α/2 = 0.05) and
(1− α/2 = 0.95) on the y-axis. The test for outliers at the two tails are
Pr(X ≤ k) < α/2 (5.5)
for the lower tail, and
Pr(X ≥ k) < α/2 (5.6)
for the upper tail. Coming back to the idealised example where a large population
of bifurcations each have N microspheres passing through them and Q∗ = 0.5, each
daughter vessel can be represented with the binomial distribution X ∼ B(N, 0.5).
Assume now that the number of microspheres entering each daughter vessel, k,
is a random variate that is sampled from this distribution. If the percentiles of
every daughter vessel outcome are computed, approximately W% of all computed
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percentiles will have a percentile value that is ≤ W%. This can be represented
with a histogram of a percentile proportion distribution (PPD). Each bar of the his-
togram represents the proportion, wi, of vessels with computed percentiles within
a fixed-width interval given by
wi =
∑Mi
j (Fi − β/2 < Fj < Fi + β/2)
M
(5.7)
where M is the total number of daughter vessels, β is the width of each interval
(∆Fi = β), Fi is the central percentile value of each interval, and Mi is the total
number of daughter vessels within each interval i. For the example where per-
centiles computed for each daughter vessel for a large population of bifurcations is
sampled from the same binomial distribution, the PPD is flat; i.e. every percentile
bin contains the same proportion of vessels. A PPD that is distinctly skewed on
the other hand, given a large population of bifurcations, would suggest that there
is a significant proportion of bifurcations where the microsphere distribution is
not well represented by the binomial distribution at those bifurcations. It would
indicate that F ∗ differs significantly from Q∗ in part of the vessel population, iden-
tifying phase separation.
When applying the use of confidence intervals to bifurcations in the porcine net-
work several considerations need to be taken into account. As demonstrated in
Section 5.1 the value of Q∗ throughout the porcine network varies across the range
of 0 < Q∗ < 1 with a fairly even distribution when Nmin = 1 (see Figure 5.3). The
number of microspheres passing through each bifurcation also varies, decreasing
with each successive branching generation. The PMF (and CDF) varies with both
Q∗ and N as illustrated in Figure 5.9. Notably at lower values of N the probability
of any one outcome Pr(X = k) is generally greater than at higher values of N ,
and the overall profile of the PMF is more spread out. Nonetheless, if the PPD is
plotted for a large population of bifurcations with varying Q∗ and N , the propor-
tion of vessels in each percentile interval would still be approximately constant if
the outcomes are sampled from the binomial distribution used for each daughter
vessel.
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Figure 5.9: PMF variation with a range of values of Q∗ and N . Note that the PMFs in
the rows from the top are complemented by the PMFs in the rows from the bottom for
flow fractions into daughter vessel pairs at a bifurcation. Bars highlighted in red indicate
where for a given value of Q∗ and N , the microsphere distribution to the vessel segment
does not meet the observability criteria. The green bars indicate that an increase in N
can result in the vessel meeting the observability criteria.
An important issue with using real data is that of observability at each bifurcation.
Observability refers to whether it is possible to observe statistical outliers using a
desired confidence level (CL) for a binomial distribution X ∼ B(N, p). Consider
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a two-tailed test with a 90% CL, where the tail widths are α/2 = 0.05. If the
probability of exactly zero microspheres entering the daughter vessel Pr(X = 0) >
α/2, or conversely of all microspheres entering the daughter vessel Pr(X = N) >
α/2, then the binomial distribution for that daughter vessel has failed the test of
observability. Essentially there is no way of telling if an outcome is outside of the
desired CL. Observability improves for higher values of N and for values of p closer
to 0.5, and at lower CLs. A relation can be drawn between α, N , and p to give a
range where observability is satisfied, which is referred to as the viable space for
a desired CL. Given N and α from a one-tailed test, the maximum and minimum
possible values of p (or Q∗ in a daughter vessel) which satisfy observability can be
found using the binomial PMF in Equation (5.2) as
Pr(X = 0) = p0min(1− pmin)N = α
⇒ pmin = 1− α 1N (5.8)
and
Pr(X = N) = pNmax(1− pmax)0 = α
⇒ pmax = α 1N (5.9)
where only daughter vessels with pmin ≤ Q∗ ≤ pmax are in the viable space. For
a two-tailed test confidence level, α in the above equations is replaced by α/2.
Figure 5.10 shows the viable zones for 60% to 99% two-tailed confidence intervals
illustrating wider viable zones for lower confidence levels. In the top row of Figure
5.9 where daughter vessel PMFs are displayed with Q∗ = 0.1, highlighted in red is
Pr(X = 0) = 0.59 for a bifurcation with N = 10, and in green Pr(X = 0) = 0.042
for a bifurcation with N = 30. For a two-tailed 90% CI where α/2 = 0.5, only
the latter would be considered viable. A symmetric relationship results in the
complementary daughter vessel where Q∗ = 0.9, where in red Pr(X = N) = 0.59
for N = 10 and in green Pr(X = N) = 0.042 for N = 30. Thus both the daughter
vessels branching from the bifurcation with N = 10 are outside of the viable space
for a 90% CL, and those from the bifurcation with N = 30 are within the viable
space.
162 Phase Separation Analysis
Figure 5.10: Viable spaces for two-tailed 60%, 80%, 90%, 95% and 99% confidence
intervals in terms ofN and p (orQ∗). The upper and lower bounds for each CI correspond
to pmin and pmax from Equations (5.8) and (5.9) respectively. The x-axis is truncated
at N = 100 as pmin and pmax of the viable spaces approach 0 and 1 respectively with
higher values of N . Note that the 60% CI viable space encloses the other viable spaces.
Confidence intervals for binomial distributions can be computed using the Clopper-
Pearson method (Clopper & Pearson, 1934). Given the discrete nature of the
binomial distribution there is no guarantee that there will be outcomes from the
distribution that lie exactly on the upper and lower bounds of a desired CI. The
Clopper-Pearson CI estimate produces conservative upper and lower bounds for
probability coverage of at least (1 − α) for every possible value of p (Agresti &
Coull, 1998). Hypothesis testing is used to determine whether an outcome lies
within a CI, and can be one-tailed or two-tailed. The two-tailed Clopper-Pearson
CI with probability coverage of pLB < p < pUB is considered an “exact” CI for p,
which is a function of the number of trials N , the number of expected successes
x = N.p, and the stated coverage of the interval 1− α, i.e. pUB − pLB ≥ (1− α).
For whole numbers of x = 1, 2, ..., N − 1 the lower bound pLB can be found by
inverting





 piLB(1− pLB)N−i = α2 (5.10)
and for x = 1, 2, ..., N − 1, the upper bound pUB is found by inverting
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 piUB(1− pUB)N−i = α2 (5.11)
where pLB = 0 when x = 0, and pUB = 1 when x = N . However x is not always a
whole number in the porcine dataset since p = Q∗ is from the flow model and N is
the number of microspheres passing through the parent bifurcation. Overcoming
this issue and the issue of long numerical solve times associated with large values
of N , Blyth derived a calculation for the CI bounds using the F -distribution which
is well-defined for positive real values of x (Blyth, 1986),
pLB =
(
1 + N − x+ 1





1 + N − x(x+ 1) · F [α2 ; 2(x+ 1), 2(N − x)]
)−1
(5.13)
where F [c; v, w] is the 1 − c quantile from an F -distribution with parameters v
and w. The probability coverage of a CI is at least 1− α, which corresponds to a
varying range of outcomes X depending on both N and Q∗. This is illustrated in
Figure 5.11 below where confidence belts for 90% CIs (with tails of α/2 = 5%) are
plotted for distributions of N = 10 and N = 20 in the range 0 ≤ Q∗ ≤ 1.
Figure 5.11: 90% confidence belts with lower (pLB) and upper (pUB) limits for N = 10
(solid line) and N = 20 (dashed red line). The blue line indicates the width of a
confidence interval for N = 10 and Q∗ = 0.3 for which [pLB pUB] is [0.087 0.61].
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The narrowing of the confidence bounds for a given value Q∗ at higher values of
N is a reflection of the narrowing of the PMF, as illustrated earlier in Figure 5.7.
Intuitively this occurs because with a larger number of trials N , there is greater
confidence that the observed outcome k will lie closer to the expected outcome p.N .
In order to assess phase separation in the bifurcations retained within the viable
space of a desired CL, two hypothesis tests are essentially considered. It has
been observed experimentally that a disproportionately low microsphere fraction
tends to enter daughter vessels with a low flow fraction (and disproportionately
high microsphere fraction enters high flow fraction daughter vessels). The null
hypothesis therefore is that the microsphere fraction and model flow fraction are
the same; that the computed percentile at a bifurcation is within the specified CI
bounds,
H0 : F ∗ = Q∗
The two alternative hypotheses are
Ha1 : F ∗ < Q∗ for Q∗ < 0.5 (5.14)
Hb1 : F ∗ > Q∗ for Q∗ < 0.5 (5.15)
The first alternative hypothesis Ha1 states that the microsphere fraction F ∗ enter-
ing a daughter vessel which receives a flow fraction Q∗ < 0.5 is significantly lower
than the flow fraction Q∗. This is a test for the flow bias that has been observed
in both in vitro and in vivo experiments with RBC’s and microspheres as previ-
ously discussed. The second alternative hypothesis Hb1 states that the microsphere
fraction F ∗ entering a daughter vessel which receives a flow fraction Q∗ < 0.5
is significantly higher than the flow fraction Q∗. These vessels demonstrate the
opposite bias effect to what is expected, but may indeed occur within the porcine
network based on observed scatter (see Figure 5.5), and may be due to effects of
flow disturbance. Hb1 serves as a type of control for unexpected effects in the anal-
ysis, compared to Ha1 which characterises classic skimming. The complementary
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daughter vessel at each bifurcation receives (1−Q∗) > 0.5 and (1−F ∗) such that
alternative hypotheses in the high flow fraction daughter vessels are equivalent and
symmetric to the above Equations (5.14) and (5.15).
Ha1 : F ∗ > Q∗ for Q∗ > 0.5
Hb1 : F ∗ < Q∗ for Q∗ > 0.5
For a given two-tailed CI with coverage (1− α), The alternative hypothesis Ha1 is
true for a daughter vessel, and indeed a bifurcation, if the following binomial tests
are satisfied
Pr(X ≤ k) < α/2 for Q∗ < 0.5, F ∗ < Q∗ (5.16a)
Pr(X ≥ k) < α/2 for Q∗ > 0.5, F ∗ > Q∗ (5.16b)
where Pr(X ≤ k) is equivalent to Pr(X/N ≤ F ∗). Note if either of these equations
is satisfied at one daughter vessel the other will also be satisfied for the comple-
mentary daughter vessel. The alternative hypothesis Hb1 is true at a bifurcation if
the following binomial tests are satisfied
Pr(X ≥ k) < α/2 for Q∗ < 0.5, F ∗ > Q∗ (5.17a)
Pr(X ≤ k) < α/2 for Q∗ > 0.5, F ∗ < Q∗ (5.17b)
A PPD can be constructed for each of the binomial tests above, restricted to the
daughter vessels in the viable space of a desired CL. The smallest interval width
β in a PPD which can be used for a given CL is α/2. This is because certain
bifurcations in the viable space of a high CL will not meet observability criteria in
a lower CL (the banded regions in Figure 5.10). For example certain bifurcations
in the viable space for an 80% CL are not in the viable space for a 90% CL, where
outliers determined from these bifurcations will lie in the bottom 10th percentile
but not the bottom 5th percentile due to lack of observability.
The width of β can however be set to any value greater than α/2, which is useful
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for comparing PPDs of bifurcations in the viable space of higher confidence levels
to those of lower confidence levels. For example outliers for Ha1 within an 80% CL
viable space are those bifurcations whose low flow daughter vessels have percentiles
< 10% and which make up the proportion in the lowest interval of the PPD, w1
where 0 < Fj < 0.1. The outliers for a 90% CL have percentiles < 5% which make
up the lowest interval 0 < Fj < 0.05. Summing the proportions of the two lowest
intervals for the 90% CL PPD would give a new proportion equivalent to that in
the interval to w1 for the 80% CL.
Finally since the binomial tests in Equations (5.16a) and (5.17b) each only apply
to daughter vessels in which F ∗ < Q∗, the computed percentiles are almost always
less than 0.5 so the PPD for these tests is displayed between 0 and 0.5. Similarly
for the binomial tests in Equations (5.16b) and (5.17a) where vessels have F ∗ > Q∗,
the PPD is displayed between 0.5 and 1 to reflect the fact that the proportions
represent upper percentiles, computed as (1 − Pr(X ≥ k)) for Eq. (5.16b) and
(1− Pr(X ≤ k)) for Eq. (5.17a).
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5.3 Results
5.3.1 Viable Space Bifurcations
A total of 29,268 bifurcations with at least 1 microsphere passing through them
are available in the porcine network for analysis. Table 5.1 lists the number of
bifurcations in each of the viable spaces associated with CLs between 60% and
99%. It also includes the options for PPD interval widths, β, indicating a common
interval width of β = 20% to compare the results of each viable space. Figure 5.12
shows two scatter plots of Q∗ vs N corresponding to the vessels within each viable
space. The data is symmetric about Q∗ = 0.5 due to pairs of daughter vessels
receiving complementary flow fractions summing to 1. The majority of vessels in
the network do not meet the observability criteria for the outlier analysis and are
marked with dots; a total of 10713 bifurcations in the 60% CL viable space and
3788 bifurcations in the 99% CL viable space are retained for analysis.
Table 5.1: Viable space information.
Confidence Level, % Viable Bifurcations α/2, % β Options, %
60 10713 20 20
80 7982 10 10, 20
90 6344 5 5, 10, 20
95 5228 2.5 2.5, 5, 10, 20
99 3788 0.5 0.5, 2.5, 5, 10, 20
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Figure 5.12: Viable spaces for analysis with 60%, 80%, 90%, 95% and 99% confidence
intervals. Daughter vessels of all viable bifurcations have been marked with crosses and
excluded vessels with black dots. The top figure with an x-axis limit of N = 100 matches
Figure 5.10, and the full range of viable vessels is shown underneath with a log-scale
x-axis. Note all points within the viable space of higher confidence levels also lie in the
viable space of lower confidence levels.
5.3.2 Outlier Analysis and PPDs
The binomial tests for outliers using the available bifurcations in each viable space
display significantly larger than expected proportions. The percentages of Ha1 out-
liers (the anticipated bias where for Q∗ < 0.5, F ∗ < Q∗ ) and Hb1 outliers (the
opposite bias where for Q∗ < 0.5, F ∗ > Q∗) are listed in Table 5.2 for each con-
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fidence level and graphed in Figure 5.13. The value of β corresponds both to the
width of the confidence interval tail (α/2) as well as the expected proportion of
outliers in that tail.
Table 5.2: Outlier proportions (as %).
Confidence Level β Ha1 Proportion Hb1 Proportion
60 20 23.06 17.79
80 10 16.06 11.39
90 5 11.77 8.14
95 2.5 8.82 5.99
99 0.5 5.49 3.43
Ha1 outlier proportions are consistently higher than the expected outlier proportion
(β) for all confidence levels, with a higher factor increase at lower β. For example
the proportion of Ha1 outliers is approximately 11×β when β = 0.5% (a 99% CL),
and is just marginally more than expected at 1.15×β when β = 20% (a 60% CL).
Hb1 outlier proportions are greater than expected for 80% CLs and higher, and
is marginally less than expected at a 60% CL. The proportion of Ha1 outliers is
approximately 6.9×β when β = 0.5% (a 99% CL), and is 0.89×β when β = 20%
(a 60% CL).
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Figure 5.13: Outlier proportions for Ha1 and Hb1 at different CLs relative to the expected
proportion, β. PPDs are plotted for the 80% CL (orange box) and the 95% CL (blue
box) in Figures 5.15 and 5.14 respectively
The proportion of Ha1 outliers is greater than the proportion of Hb1 outliers at all
CLs, indicating that there are more vessels with the anticipated form of phase
separation than vessels with the opposite. The relative proportions of both Ha1
and Hb1 outliers with respect to β increase at higher CLs. All outliers identified
with a higher CL (in its associated viable space) are still outliers at a lower CL
(in its wider associated viable space). This suggests that the proportion of vessels
beneath a certain percentile increases at lower percentiles, which is confirmed in
the PPDs plotted for 80% and 95% CLs in Figures 5.14 and 5.15 respectively.
The outlier proportions of the 95% CL PPD have an interval width of 2.5% (Fig-
ure 5.14), but relative to other percentile bins are much greater than the outlier
proportions of the 80% CL PPD with an interval width of 10% (Figure 5.15). Fur-
thermore the percentile bins between 2.5% and 10% in the 95% CL PPD are only
marginally above the expected proportion of β = 2.5%, thus if the 2.5% width
percentile bins were lumped into 10% width percentile bins to compare with the
80% CL PPD, most of the excess in that proportion would be due to vessels with
percentiles under 2.5%.
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Figure 5.14: 95% CL viable space PPDs with interval width β = 0.025. The top row
shows symmetric PPDs for daughter vessel pairs tested for the anticipated phase sep-
aration Ha1 with Equations (5.16a) and (5.16b). Outliers of these tests make up the
proportions of the blue and red bars respectively. The bottom row shows symmetric
PPDs for daughter vessel pairs tested for the opposite phase separation Hb1 with Equa-
tions (5.17a) and (5.17b). The outlier proportions of the two tests correspond to those
enclosed in the dashed blue box in Figure 5.13.
172 Phase Separation Analysis
Figure 5.15: 80% CL viable space PPDs with interval width β = 0.1. The top row shows
symmetric PPDs for daughter vessel pairs tested for the anticipated phase separation Ha1
with Equations (5.16a) and (5.16b). Outliers of these tests make up the proportions of
the blue and red bars respectively. The bottom row shows symmetric PPDs for daughter
vessel pairs tested for the opposite phase separation Hb1 with Equations (5.17a) and
(5.17b). The outlier proportions of the two tests correspond to those enclosed in the
dashed orange box in Figure 5.13.
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In order to determine whether the additional bifurcations retained in the lower CL
viable spaces contribute more or less to the outlier proportion, a comparison can
be made between each set of viable spaces by considering outliers in the bottom
20th percentile, β = 0.2. This is the same as lumping the percentile bins less than
20% in the PPDs of higher CL viable bifurcations into new proportions.
Figure 5.16: Outlier proportions for Ha1 and Hb1 when β = 0.2 for each of the viable
spaces. There is a noticeable increase in the Ha1 outlier proportion for higher CL viable
space bifurcations, whereas the Hb1 outlier proportion increases only slightly.
Figure 5.16 illustrates an increase in the Ha1 outlier proportion at higher CLs, and
only a marginal increase in the Hb1 outlier proportion. This is possibly a reflection
of the proportion distributions of Q∗ values considered for each viable space, shown
in Figure 5.17. Since in higher CL viable spaces there are a higher proportion of
vessels with more extreme values of Q∗, namely those with Q∗ < 0.1 and Q∗ > 0.9,
it is probable that those vessels are more susceptible to phase separation and thus
contribute to greater outlier proportions. Another factor is that bifurcations re-
tained in higher CL viable spaces have a higher minimum number of microspheres,
Nmin entering them. As shown earlier in Figure 5.4, increasingNmin corresponds to
retaining more of the larger proximal vessels. Branching asymmetry in these larger
vessels, in terms of daughter vessel diameter ratios, flow fraction, and branching
angle, may have an effect on outlier proportions.
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Figure 5.17: Q∗ proportion distribution for each viable space with bin-widths of 0.1.
In higher CL viable spaces the proportion of vessels with Q∗ < 0.1 (or equivalently
Q∗ > 0.9) increases, and the proportion of vessels with 0.4 < Q∗ < 0.6 decreases.
Figure 5.18: 90% CL viable space outlier proportions in relation to Nmin. Linear least-
squares fits are shown for the Ha1 outlier proportions with the solid red line, and for Hb1
with the dashed blue line. The dashed grey lines mark values of Nmin for which PPDs
are plotted in Figures 5.20 and 5.22 respectively.
175 Phase Separation Analysis
5.3.3 Regional Phase Separation in Coronary Tree
In order to relate phase separation to vessel generation, the network under consid-
eration can be restricted to bifurcations with a minimum number of microspheres
passing through them, Nmin, as first introduced in Figure 5.4. Outlier proportions
for Ha1 and Hb1 are plotted as a function of Nmin in Figure 5.18 for bifurcations of
the 90% CL viable space. There is a positive and approximately linear relation-
ship between Ha1 outlier proportion and log10(Nmin) (Figure 5.19 top), indicating
a higher proportion of vessels with phase separation in the more proximal circula-
tion. The Hb1 outlier proportion on the other hand remains approximately constant
(Figure 5.19 bottom).
Plots relatingHa1 andHb1 proportions withNmin for each CL viable space are shown
in Figure 5.19 with the outlier percentile set to 20%. Trends are consistent for all
CL viable space datasets indicating that exclusion of vessels in higher CL viable
spaces does not distort this relation and thus phase separation is more promi-
nent in the more proximal circulation. Furthermore with a 20% outlier percentile,
Hb1 outlier proportions decrease with Nmin, reflecting a reduction of vessels with
the opposite phase separation effect in higher vessel generations. The PPDs at
Nmin = 5 and Nmin = 320 for the 90% CL viable space are plotted in Figures 5.20
and 5.22 respectively. The Ha1 outlier proportions for Nmin = 5 are clearly lower
than those for Nmin = 320. The increase in Ha1 outlier proportions are matched by
a decrease in the non-outlier percentile proportions, comparing the bottom rows
of Figures 5.20 and 5.22. These proportions consist of all the vessels tested for Hb1,
namely vessels which have Q∗ < 0.5 and F ∗ > Q∗ (bottom left PPD) and their
complementary daughter vessels which have Q∗ > 0.5 and F ∗ < Q∗ (bottom right
PPD). The decrease of these particular proportions relative to all others indicates
fewer such vessels in the more proximal circulation, and less scatter in the Q∗ vs
F ∗ relation of these bifurcations.
Vessel segments corresponding to Ha1 outliers are shown in the 3D vasculature for
the PPDs with Nmin = 5 in Figure 5.21 and with Nmin = 320 in Figure 5.23. The
red segments are those which make up the Ha1 outlier proportion in the top right
PPD where Q∗ > 0.5 and F ∗ > Q∗, and the blue segments the outlier proportion
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in the top left PPD where Q∗ < 0.5 and F ∗ < Q∗. Figure 5.21 shows that the
constraint Nmin = 5 results in a network that includes all of the conduit arteries
and many of the arterioles, in which almost 12% of vessels are Ha1 outliers. The
prevalence of red segments along the main conduit arteries indicates that there
is a clear preference for microspheres to continue along the main branches of the
conduit arteries instead of entering a side-branch. Figure 5.23 shows that the
constraint of Nmin = 320 results in a coronary network consisting of effectively
only epicardial vessels in which the proportion of Ha1 outliers is almost 31%. As
illustrated earlier in Figure 5.3 there is greater flow asymmetry in these more
proximal coronary arteries.
177 Phase Separation Analysis
Figure 5.19: All CL viable space outlier proportions related to Nmin. There is no
significant difference between outlier proportions with β = 0.2 for bifurcations retained
at different confidence levels.
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Figure 5.20: 90% CL viable space PPDs with interval width β = 0.1 and with Nmin = 5.
The top row shows symmetric PPDs for daughter vessel pairs tested for the anticipated
phase separation Ha1 with Equations (5.16a) and (5.16b). Outliers of these tests make
up the proportions of the blue and red bars respectively. Red bars indicate outliers
for tests that F ∗ > Q∗, and blue bars indicate outliers for tests that F ∗ < Q∗. The
bottom row shows symmetric PPDs for daughter vessel pairs tested for the opposite
phase separation Hb1 with Equations (5.17a) and (5.17b). The outlier proportions of the
two tests correspond to those enclosed in the dashed orange box in Figure 5.13.
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Figure 5.21: 90% CL viable space Ha1 outliers in vasculature with Nmin = 5; (a) anterior
long-axis view; (b) short-axis basal MIP; (c) short-axis mid-cavity MIP; (d) short-axis
apical MIP. Daughter vessels in red receive more microspheres than expected and those in
blue receive fewer microspheres than expected. Green vessels are in the viable space but
are not outliers. Faded gold vessels and grey vessels are not in the viable space, although
the former satisfy the Nmin criterion but either form part of a discarded bifurcation (see
previous chapter) or has a junction connectivity greater than 3 (e.g. a trifurcation).
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Figure 5.22: 90% CL viable space PPDs with interval width β = 0.1 and with
Nmin = 320. The top row shows symmetric PPDs for daughter vessel pairs tested
for the anticipated phase separation Ha1 with Equations (5.16a) and (5.16b). Outliers
of these tests make up the proportions of the blue and red bars respectively. Red bars
indicate outliers for tests that F ∗ > Q∗, and blue bars indicate outliers for tests that
F ∗ < Q∗. The bottom row shows symmetric PPDs for daughter vessel pairs tested
for the opposite phase separation Hb1 with Equations (5.17a) and (5.17b). The outlier
proportions of the two tests correspond to those enclosed in the dashed orange box in
Figure 5.13.
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Figure 5.23: 90% CL viable space Ha1 outliers in vasculature with Nmin = 320; (a)
anterior long-axis view; (b) short-axis basal MIP; (c) short-axis mid-cavity MIP; (d)
short-axis apical MIP. Daughter vessels in red receive more microspheres than expected
and those in blue receive fewer microspheres than expected. Green vessels are in the
viable space but are not outliers. Faded gold vessels and grey vessels are not in the
viable space, although the former satisfy the Nmin criterion but either form part of a
discarded bifurcation (see previous chapter) or has a junction connectivity greater than
3 (e.g. a trifurcation).
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5.3.4 Vessel Parameter Correlations
Statistical tests were performed to determine which vessel parameters differed
significantly between outlier proportions and non-outlier proportions. The Mann-
Whitney U -test was used to determine if the medians of vessel parameters were
significantly different between vessels in different percentile proportions. Paired
t-tests were not used since the parameters within each sample were not typically
from a normal distribution (as tested with the Kolmogorov-Smirnov test). Five
categories were compared for significant differences in parameter medians:
Sample S1: Ha1 outliers where (Q∗<0.5, F ∗<Q∗)
Sample S2: Ha1 outliers where (Q∗>0.5, F ∗>Q∗)
Sample S3: Hb1 outliers where (Q∗<0.5, F ∗>Q∗)
Sample S4: Hb1 outliers where (Q∗>0.5, F ∗<Q∗)
Sample S5: All non-outlier vessels.
















where subscripts 1 and 2 refer to the current daughter vessel and its complemen-
tary daughter vessel at a bifurcation respectively. Parameter θ is the angle between
the centrelines of the parent and daughter vessel as shown below in Figure 5.24.
Parameter r∗a is the ratio of a daughter vessel’s radius to the summed daughter
vessel radii at a bifurcation, and r∗b is the daughter-to-parent radius ratio. Lp is the
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length of the parent vessel, which is related to upstream flow disturbance (Pries
et al. , 1989; Carr & Wickham, 1990). The first three parameters Q∗, θ∗ and r∗a
are all measures of branching asymmetry; values for those parameters of 0.5 would
indicate equal flow distribution, equal daughter vessel branching angles, and equal
daughter vessel radii at a bifurcation, respectively.
Figure 5.24: Branching angle, θ.
Table 5.3 shows the mean ± standard deviation of parameters in the five samples
in the 90% CL viable space, as well as the number of vessels in each sample, N .
For the asymmetry parameters Q∗, θ∗ and r∗a, samples S1 and S2 have means which
sum to 1 and equal standard deviations, as do samples S3 and S4. Means for these
asymmetry parameters in S5 are 0.5. Table 5.4 shows the p-values of two-tailed
U -tests, revealing significant differences in sample parameter medians for every
inter-sample comparison of the asymmetry parameters Q∗, θ∗ and r∗a.
Table 5.3: Means and standard deviations of sample parameters in 90% CL viable
space.
Param. S1 S2 S3 S4 S5
N 741 741 512 512 10,182
Q∗ 0.222 ± 0.157 0.778 ± 0.157 0.289 ± 0.143 0.711 ± 0.143 0.5 ± 0.264
θ∗ 0.670 ± 0.206 0.330 ± 0.206 0.602 ± 0.214 0.398 ± 0.214 0.5 ± 0.243
r∗a 0.376 ± 0.135 0.624 ± 0.135 0.441 ± 0.101 0.559 ± 0.101 0.5 ± 0.125
r∗b 0.601 ± 0.289 0.918 ± 0.136 0.740 ± 0.242 0.899 ± 0.145 0.812 ± 0.220
Lp 1.226 ± 1.1612 1.226 ± 1.162 1.096 ± 1.353 1.096 ± 1.353 0.980 ± 0.788
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Table 5.4: U -test p-values for comparison of sample parameter
medians in 90% CL viable space.
Param. S1 vs S2 S1 vs S3 S1 vs S4 S1 vs S5 S2 vs S3
Q∗ < 0.01 < 0.01 < 0.01 < 0.01 < 0.01
θ∗ < 0.01 < 0.01 < 0.01 < 0.01 < 0.01
r∗a < 0.01 < 0.01 < 0.01 < 0.01 < 0.01
r∗b < 0.01 < 0.01 < 0.01 < 0.01 < 0.01
Lp NA < 0.01 < 0.01 < 0.01 < 0.01
Param. S2 vs S4 S2 vs S5 S3 vs S4 S3 vs S5 S4 vs S5
Q∗ < 0.01 < 0.01 < 0.01 < 0.01 < 0.01
θ∗ < 0.01 < 0.01 < 0.01 < 0.01 < 0.01
r∗a < 0.01 < 0.01 < 0.01 < 0.01 < 0.01
r∗b 0.016 < 0.01 < 0.01 < 0.01 < 0.01
Lp < 0.01 < 0.01 NA 0.690 0.690
The daughter-to-parent radius ratio is also significantly different between all cat-
egories except for S2 vs S4. Parent vessel length is of course equal for S1 vs S2
and likewise for S3 vs S4, not significantly different for S3 and S4 vs S5, but is
significantly different for all comparisons of S1 and S2 to other categories. Refer-
ring back to Table 5.3 the direction of these differences (an increase or a decrease)
of parameter medians between samples can be determined. Parameters r∗a and r∗b
like Q∗ are significantly less in S1 than in any other sample, and parameter θ∗ is
significantly lower in S1 than in any other sample. The converse is true for all
of these parameters when comparing S2 with any other samples. This suggests a
correlation between the asymmetry parameters r∗a and θ∗ and model flow fraction
Q∗. Parent vessel length Lp is significantly higher in S1 and S2 than in any other
sample.
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Figure 5.25: Asymmetry parameters r∗a (above) and θ∗ (below) correlated with Q∗ for
vessels in the 90% CL viable space. The left-hand column is for all vessels in the viable
space, and the right-hand column is constrained by Nmin = 320. Logistic functions
fitted to the resulting data show a less sigmoidal and more accurate fit with bifurcations
constrained by Nmin = 320.
Asymmetry parameters r∗a and θ∗ are plotted againstQ∗ in Figure 5.25 withNmin =
1 on the left and Nmin = 320 on the right. Sigmoidal fits are shown in red, with
an improved fit in the higher generation vessels where the network is constrained
to bifurcations with Nmin = 320. There is a clear positive correlation of Q∗ with
r∗a and r∗b , and a negative correlation with θ∗ in the data. This intuitively makes
sense, referring back to Figures 5.21 and 5.23 for reference, since the high flow
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daughter vessels tend to be part of a main vessel trunk with a larger radius and
smaller branching angle than a side branch receiving less flow.
5.4 Discussion
Results demonstrate the prevalence of microsphere skimming particularly in the
larger coronary arteries when comparing microspheres to a Poiseuille flow model
with a homogeneous perfusion BC. More than expected Ha1 outliers are observed
at all confidence levels (60% - 90%), in addition to which more than expected Hb1
outliers are observed at confidence levels from 80% - 99%.
Physiological myocardial tissue perfusion is highly heterogeneous, where a relative
dispersion (RD) of perfusion of approximately 26.5% and 29.4% was computed
from tissue segments with an average mass of 0.17g from 13 baboon hearts and
0.22g from 11 sheep hearts respectively (Bassingthwaighte et al. , 1989). The mean
terminal vessel fed volume for the present study was approximately 3mm3 (0.003g),
at which scale relative dispersion of perfusion is likely to be between 60-80% by
extrapolating the relationship of RD versus tissue sample mass (Bassingthwaighte
et al. , 1989). Given that a homogeneous perfusion BC was assumed, conclusions
which can be drawn need to be considered carefully. What is clear is that there are
more than expected bifurcations at which microsphere flow fraction overestimates
model flow fraction in the higher flow daughter vessel, with greater prevalence in
the conduit arteries. To draw the conclusion that microsphere skimming indeed
occurs in the conduit arteries let us consider several key factors:
1. The more proximal bifurcations to the root of the LCA network feed larger
downstream tissue fed volumes;
2. The larger the downstream tissue volume, the closer the perfusion of the
downstream tissue is likely to be to the mean perfusion of the LV∗ since
perfusion heterogeneity reduces fractally with increasing tissue segment size
(Bassingthwaighte et al. , 1989), thus the more suitable the homogeneous
BC assumption;
∗Recall that the RV-supplying vessels were removed from the analysis in the previous chapter.
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3. Introducing terminal vessel perfusion heterogeity† in the previous chapter
demonstrated that flow in the vessels supplying tissue regions ≥ 0.1g (con-
stituting the largest 4,146 vessels) deviated by less than 2% from the flow
computed from the homogeneous perfusion BC (see Figure 4.24 on page 133);
The results show that skimming is increasingly prevalent in the more proximal ves-
sels, for which the homogeneous perfusion BC is a more suitable assumption than
in more distal vessels. While many bifurcations were discarded due to failure to
meet the observability criteria (Figure 5.12), a test for whether including more bi-
furcations by reducing the CL resulted in a greater outlier proportion revealed that
this made no significant difference (Figure 5.19). Furthermore, even having dis-
carded a large number of lower generation bifurcations with too few microspheres
(Figure 5.19), there was still a considerably larger number of low generation bifur-
cations such that it did not affect the conclusion that skimming is more prevalent
in the higher vessel generations (Figure 5.18). Model flows in the large conduit
arteries are likely to be closer to physiological flows compared to vessels further
downstream which supply smaller tissue regions with a higher associated perfusion
heterogeneity. The perturbation analysis of terminal perfusion also demonstrated
the insensitivity of proximal coronary arteries to terminal perfusion heterogeneity.
It is therefore not unreasonable to assume that microsphere skimming is indeed
occuring in the large conduit arteries as shown in Figure 5.23 on page 181.
The higher flow fraction vessels in which skimming occurs (namely the Ha1 out-
lier vessels with Q∗ > 0.5) as a lumped category have a significantly higher flow
fraction, lower daughter-daughter branching angle ratio θ∗ (i.e. they are generally
more parallel with the parent vessel), and larger radius ratios r∗a and r∗b than the
non-outlier vessels (as well as naturally the Ha1 outlier vessels with Q∗ < 0.5). As
presented in the Background section in the Introduction, there are many factors
which have been studied for their influence on phase separation. Flow fraction
entering each daughter vessel has been established as the predominant cause of
phase separation coupled with the phenomenon of axial streaming of suspended
†The perfusion heterogeneity introduced at the level of vessels supplying fed volumes of ap-
proximately 0.001g yielded RD ≈ 60% as illustrated in Figure 4.25 on page 135.
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particles resulting in non-uniform cross-sectional particle concentration (Schmid-
Schönbein & Skalak, 1980). While phase separation is more likely to occur when
particle diameter is closer to vessel diameter (Ofjord & Clausen, 1983), low par-
ticle concentrations amplify the effects of axial streaming and hence increase the
severity of skimming (Fenton et al. , 1985). Thus low particle concentrations and
high flow asymmetry in the conduit arteries may explain the prevalence of phase
separation in the coronary arteries despite small particle size. Also while both in
vitro and in vivo studies have shown that vessel branching angle is an insignifi-
cant influence for phase separation (Bugliarello & Hsiao, 1964; Palmer, 1965; Pries
et al. , 1981; Fenton et al. , 1985), daughter radius ratio does have an influence
because of changes in the non-linear flow profiles of fluid entering each daughter
vessel (Fenton et al. , 1985; Pries et al. , 1989). This study shows that in the
coronary arterial vessels of the porcine coronary circulation these parameters are
correlated with Q∗ with a sigmoid function (Figure 5.25 on page 185).
At higher confidence levels where the outlier percentile β was smaller, the propor-
tion of outliers relative to the expected proportion (also given by β) increased, as
shown in Figure 5.13 (page 170) and Table 5.2 (page 169). This implies that most
of the outliers lie in a percentile very close to zero (or one hundred) making them
very strong outliers in the binomial distribution representation. The PPDs of the
95% CL in Figure 5.14 (page 171) showed reasonably little variation in non-outlier
percentile proportions (green bars) compared to the outlier proportions (red and
blue bars). This suggests that the outlier bifurcations in which phase separation
occurs are distinct, which has been shown in terms of geometry ratios and flow
fractions.
The number of bifurcations retained for analysis with binomial distribution confi-
dence intervals in each CL viable space was a matter of vessel observability, deter-
mined by flow fraction Q∗ and the number of microspheres passing through each
bifurcation, N . Viable spaces of higher confidence levels contained fewer bifurca-
tions for the analysis as a result (Figure 5.12 on page 168), with 3,788 retained in
the 99% CL viable space compared to 10,713 retained in the 60% CL viable space.
Setting the outlier percentile to β = 0.2 a comparison of the outlier proportions
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for bifurcations retained in each CL viable space revealed an increase in Ha1 outlier
proportion with increasing CL, as shown in Figure 5.16 (page 173). The minimum
value of N required in higher CL viable spaces increased to meet observability
criteria, meaning proximal vessels in the network were preferentially retained in
higher CL viable spaces. An increase in the proportion of vessels retained at higher
CLs with more disparate flow fractions (i.e. closer to 0 or 1) as shown in Figure 5.17
(page 174) indirectly suggested that this greater flow asymmetry in the proximal
circulation may have been an underlying cause of more prevalent phase separation.
Higher vessel generations were considered by restricting the network to bifurcations
with a minimum number of microspheres passing through them, Nmin. Consider-
ing the 90% CL viable bifurcations where β = 0.05, a linear increase in Ha1 outlier
proportion was found with an increase in log(Nmin), and Hb1 remained relatively
constant (Figure 5.18 on page 174). This trend was consistent for all CL viable
spaces when the outlier percentile was set at be β = 0.2. A higher CL viable space
constrained by a given Nmin (set A) contains fewer bifurcations than a lower CL
viable space constrained by the same Nmin (set B), because the observability con-
straint is more relaxed for set B resulting in more vessels with strongly asymmetric
flow fractions being retained. One might expect this to result in a higher propor-
tion of Ha1 outliers in set B compared to set A at a given Nmin given high flow
asymmetry is established as a cause for phase separation. However, the additional
highly asymmetric bifurcations in lower CL viable spaces do not seem to result in
a higher Ha1 outlier proportion at a given Nmin, as illustrated in Figure 5.19 on
page 177. The degree of skimming does not decrease by excluding the bifurcations
with the most asymmetric flows, but rather slightly increases. This result seems
counterintuitive, but given the increase is small‡ it does warrant investigation.
Visualisation of the 3D network showing vessel segments corresponding to Ha1 out-
liers in the 90% CL viable space with Nmin = 5 shows a high prevalence of Ha1
outlier bifurcations in the epicardial vessels, and along the transmural conduit ar-
teries (Figure 5.20 on page 178). The vessel segments receiving high flow fractions
‡From Figure 5.19 there is an increase in Ha1 outlier proportion from 50% to 53% at Nmin =
320 and β = 0.2 with a 60% CI and 99% CI, respectively.
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along the conduit arteries receive a higher than expected fraction of microspheres,
and the smaller branching segments fewer than expected. A 3D network visualisa-
tion at Nmin = 320 (in Figure 5.22 on page 180) shows that the remaining network
constitutes primarily epicardial arteries in which phase separation is most preva-
lent. The highly asymmetric epicardial and transmural conduit arteries transport
blood generally from base to apex and from subepicardium to subendocardium,
before feeding into resistance vessels which branch more symmetrically (Kalsho &
Kassab, 2004; Marxen et al. , 2006). However the myocardium near the epicardial
surface and the base of the heart are supplied by side-branches stemming directly
from the large epicardial vessels, and have a lower vascular volume than the ves-
sels which extend inward to the subendocardium (van Horssen et al. , 2014). The
more proximal to the coronary ostia a side branch is, the lower the flow fraction
it is likely to receive since blood in the main branch from which it stems needs to
supply a much larger proportion of the myocardium. This provides a physiological
explanation for the branching asymmetry in the proximal circulation.
There were also significant Hb1 outliers in the data, which represent the opposite
effect of phase separation to what is generally observed. That is, low flow fraction
daughter vessels receiving disproportionately high fractions of microspheres, and
vice versa for high flow daughter vessels. This effect has previously been shown to
result from upstream flow disturbance as a function of parent vessel length (Pries
et al. , 1989) and flow velocity (Carr & Wickham, 1990). If the parent vessel
is not long enough for a parabolic flow profile to be re-established, particles can
become asymmetrically displaced in the downstream flow profile (see Figure A.4
in Background on page 210). In this study the Hb1 outlier vessels have a signif-
icant presence, more so than any non-outlier percentile proportions in the PPDs
for all CLs from 80% to 99%. No single parameter has been identified as largely
responsible for Hb1 outliers in this study, although it is plausible given the complex
geometry of the vascular network that flow disturbances. There is also the possi-
bility that these outliers are the result of cumulative errors between the Poiseuille
model with homogeneous BCs and the microsphere allocation. The proportion of
Ha1 outliers at each CL however is significantly larger than the Hb1 outliers sug-
gesting that even if the Hb1 outliers were in part due to error in the model, it is
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unlikely that phase separation indicated by the Ha1 outliers could be denied.
The observation that microsphere skimming becomes less prevalent in the smaller
coronary arteries may be due to a combination of factors. Firstly perfusion hetero-
geneity is known to increase at smaller tissue sample sizes, which implies that the
homogeneous perfusion BC is less valid further down the network. Additionally
due to low microsphere counts many of the bifurcations with highly asymmetric
flow fractions in lower vessel generations were not suitable for, and hence were
discarded from, the analysis. These factors both add some degree of error to the
analysis for skimming in lower vessel generations. On top of this, fed volumes
assigned to terminal vessels are idealised and do not represent the true perfu-
sion territories of each terminal vessel, although the inherent error of this volume
assignment decreases in higher vessel generations as fed volumes of downstream
vessels are summed. Both of these factors mean that further downstream ves-
sels inherently have greater errors in their values of Q∗ and F ∗. Another point
which supports the observation of lower skimming prevalence in smaller vessels is
that branching becomes more symmetric towards lower vessel generations in terms
of flow fractions, as well as ratios of area, vessel volume, resistances and lengths
(Kalsho & Kassab, 2004). Given that skimming is known to occur in much smaller
vessel diameters than available in this dataset, the increasing vessel symmetry at
lower vessel generations is in agreement with the observation of less frequent phase
separation.
The assumption of homogeneous perfusion BC disregards previous observations
of heterogeneity in the myocardium (Bassingthwaighte et al. , 1989). However
several studies have shown that in a vasodilated state the heart receives a more
homogeneous distribution of blood (Gorman et al. , 1989; Bauer et al. , 2001;
Chareonthaitawee et al. , 2001). Nonetheless, accurate assignment of terminal
boundary conditions for truncated coronary networks remains an issue due to a
lack of experimental data so other assumptions about coronary structure-function
relations have been used in previous modelling studies. As demonstrated in the
previous chapter, the volume-scaled downstream resistance BC (i.e. the heteroge-
neous perfusion BC) produced flows in the network which compared poorly with
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the microsphere distributions. Another approach has been to generate vasculature
down to the level of the capillaries where a constant outlet pressure BC could be
imposed as in (Mittal et al. , 2005; Huo et al. , 2009), although this method em-
ployed a questionable ‘copy and paste’ approach using previously measured vessel
bifurcations to replace missing subtrees of vessels between approximately 8-40µm
in diameter.
Another approach which holds potential for more accurate boundary conditions is
to use ‘molecular microspheres’ for unbiased flow measurements in small tissue seg-
ments using the imaging cryomicrotome, which have been mentioned in literature
but not used in any studies to-date (Prinzen & Bassingthwaighte, 2000). Fluores-
cently labeled antibodies which target antigens in the capillary endothelium are
supposedly under development for imaging with an epifluorescent cryomicrotome
§. These molecular deposition markers could potentially allow for very precise
quantification of myocardial blood flow to terminal vessels and would address the
problem of assigning terminal BCs for such network simulations. They would also
allow for assessment of the homogeneous BC’s suitability, and could be used to
confirm and/or derive laws relating branching geometry to outlet flow. Further-
more with accurate perfusion boundary conditions prescribed for vascular network
model reconstructed from real data, branching heterogeneity and flow heterogene-
ity can be directly compared to gain insight into their relationship.
Bassingthwaighte made the observation of systematic over-deposition of 16.5µm
diameter microspheres in regions of high flow as measured with IDMI, and a weak
positive gradient of microsphere density from the subepicardium to the suben-
docardium (Bassingthwaighte et al. , 1987, 1990). An increasing subepicardial
to subendocardial gradient of microsphere density was also observed when using
particles of increasing diameter (Domenech et al. , 1969; Yipintsoi et al. , 1973;
Utley et al. , 1974). The results of this study do not directly explain these previ-
ously observed effects, they do however reveal that skimming is strongly likely to
occur in the conduit arteries (with a high branching asymmetry) which descend
§http://sbirsource.com/sbir/awards/94486-antibody-imaging-for-regional-flow-
measurements
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the heart walls and traverse the myocardium. Such observations support the hy-
potheses that microspheres preferentially distribute to higher flow regions, and
preferentially distribute towards the subendocardium. These results also support
the observations in the first chapter of microsphere deposition density gradients
from the base-to-apex and from subepicardium-to-subendocardium. As previous
animal studies have shown however, despite a systematic bias the microsphere
method is reliable in tissue regions containing approximately 400 microspheres
(Bassingthwaighte et al. , 1987, 1990).
Despite the identification of skimming in the proximal coronary circulation, in the
study presented in Chapter 2 microsphere quantification in AHA regions for the
validation of quantitative perfusion MRI is not confounded. At the very least, this
finding suggests that as a precaution tissue segments used for flow quantification
should not be divided too finely in a transmural direction (i.e. between the epi-
cardium and endocardium), even if each region contains at least 400 microspheres,
due to the observed deposition bias in tissue regions supplied by major conduit
arteries which penetrate the myocardium transmurally.
5.5 Conclusions
A novel statistical approach has been developed and used to show the presence
of phase separation in a porcine left coronary artery network. Phase separation
appears to be most prevalent in the larger coronary arteries where there is a higher
degree of branching and flow asymmetry. Branching asymmetry parameters Q∗, r∗a
and θ∗ are significantly different in vessels in which phase separation occurs com-
pared to those without phase separation. Furthermore although Q∗ was assigned
independently of r∗a and θ∗, there is a strong correlation of Q∗ with both of these
parameters in the examined LCA network.
6 | Conclusions and FutureWork
[Truth] is come at by a process, a coming into being of something; and
that process is also, importantly, part of the truth. It is an act, a journey,
not a thing. It has degrees. It is found by removing things, rather than by
putting things together. [...] Truth as unconcealing is a progress towards
something - the something is in sight, but never fully seen; whereas truth
as correctness is given as a thing in itself, that can in principle be fully
known.
– Ian McGilchrist (explaining Heidegger), The Master and His Emissary
The research outlined in the previous chapters describes a number of contributions
to the understanding of coronary blood flow that have been made in this thesis.
These are summarised as follows:
Chapter 2 Validation was provided for quantitative perfusion MRI using a gold
standard of intra-organ perfusion measurement, microspheres. A novel method
was developed involving image registration and cubic Hermite mesh fitting
for quantifying myocardial blood flow (MBF) in AHA segments from micro-
spheres, imaged with an epifluorescent CMT for the comparison to quanti-
tative DCE-MRI algorithms. The strong correlations provide confidence in
quantitative perfusion MRI measurements, and brings this technique a step
closer to clinical application.
Chapter 3 The reconstruction and pruning of the LCA network of a pig heart
from a stack of cryomicrotome images was achieved, to produce a vascular
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network with approximately 105 vessel segments. This is the most detailed
coronary arterial vascular network model reconstructed from imaging data
to-date, which additionally was used for blood flow simulations. A more
recent version of this network than used in this thesis can be found online:
https://portal.vph-share.eu/resources/ae666741-66cb-4b1d-aa93-db4b34c0e9ce/.
Chapter 4 A novel outlet flow boundary condition which assumed homogeneous
perfusion was developed to simulate Poiseuille flow throughout the LCA
network. Simulated flow values were shown to be closer to microsphere-
derived flows throughout the network compared to a previously proposed
volume-scaled terminal resistance boundary condition. A novel method for
identifying errors in the reconstructed network was developed using the dis-
tribution of microspheres for comparison, and allowed for the removal of
erroneous branches from the network. The resulting network flow simulation
produced an error relation with the microsphere distribution comparable to
errors between two simultaneously injected microsphere samples. Physiolog-
ical perfusion heterogeneity was achieved using the model upon introduction
of random terminal vessel flow heterogeneity. This introduced perfusion het-
erogeneity resulted in only small changes in the model-microsphere error in
the higher vessel generations, providing evidence for the suitability of the
homogeneous perfusion BC for further analysis of skimming.
Chapter 5 A statistical method was developed to determine the prevalence of
microsphere skimming in the network. Poiseuille flow was compared to
microsphere-derived flow assuming a binomial distribution at each bifur-
cation in the network, and the higher generation arteries were identified
as exhibiting the most prevalent microsphere skimming. Higher branching
asymmetry was associated with bifurcations at which skimming occurred.
Specific directions for future work have previously been discussed in each chapter.
Below these are summarised in the wider research context of the thesis as a whole.
Firstly automatic image registration of cryomicrotome and MRI data was ham-
pered by the availability of only low-resolution MR images, with the additional
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difficulty introduced by the high-contrast fluid in which the heart was partially
submerged while mounted in the MRI-compatible Langendorff apparatus. Man-
ual rigid registration of CMT data (both geometry and microsphere locations)
with multiple MRI projections (short-axis perfusion, long-axis, and survey scan
images) required careful examination of the overlap of bulk cardiac geometry and
key anatomical points in the two datasets. While this approach was appropriate
for the given dataset, an additional 3D MRI anatomical scan would provide higher
resolution information of the cardiac geometry that may be suited for application
of automated registration algorithms, saving time and potentially providing a reg-
istration of similar or greater accuracy.
The reconstruction of the LCA network, while currently one of the most detailed
reconstructions of a vascular network from image data, suffers from limitations
within the reconstruction pipeline. Specific inaccuracies in radius estimation could
be addressed by validation of estimation algorithms using phantom tubes of known
diameter imaged with the cryomicrotome, as well as applying radius estimation
directly to the original image data using the Rayburst algorithm (Rodriguez et al. ,
2006). There is also potential for improvement in the vessel filtering and threshold-
ing stages; currently the Frangi filter fails to retain the junctions of many smaller
vessels. To address these issues enhancements could be made by using combined
gradient-morphology filters (Tankyevych & Talbot, 2009; Verdú-Monedero et al. ,
2009) or a strain energy filter (Xiao et al. , 2011).
The proposed flow model in Chapter 4 relied on the assignment of terminal fed
volumes for the prescription of terminal boundary conditions. One drawback with
the use of this data was the absence of vascular cast in the right coronary artery
(RCA), resulting in overestimated fed volume to terminal vessels of the LCA bor-
dering the empty RCA territory. In future, the acquisition of a complete set of
vascular data constrained by a myocardial segmentation would address this issue.
However differences in regional perfusion would still need to be accounted for,
specifically between the RV, LV and septal wall regions, all of which have differ-
ences in mean perfusions (Duncker & Bache, 2008).
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While the homogeneous perfusion BC proved to produce a closer agreement be-
tween flows in the network with respect to the microspheres in comparison to the
volume-scaled terminal resistance BC, there are several other boundary conditions
which have been proposed for vascular network flow that do not depend on termi-
nal tissue volume. While it makes sense to utilise tissue volume that is uniquely
available in a dataset such as that provided from cryomicrotome imaging or micro-
CT imaging (Marxen, 2004), a homogeneous perfusion BC disregards physiological
regional perfusion heterogeneity. Additionally, while the heterogeneous perfusion
BC produced worse agreement with microsphere-derived flows, this may have in
part been a result of inaccuracies in the network reconstruction and resulting
assigned terminal fed-volumes. By having a more complete vascular tree recon-
struction (including the RCA for example), as well as more accurate terminal radii,
terminal fed-volumes would likely become more uniform, and potentially improve
results obtained with the heterogeneous BC. Marxen’s comparison of microsphere
and model flow in a rat kidney, shown in Figure 2 of (Marxen et al. , 2006), was
far less asymmetric than the results obtained in this study (see Figure 4.7 on page
118). However, given the regional differences in branching structure and vascular
density in the heart which are not observed in the kidney (Spaan et al. , 2005;
van Horssen et al. , 2014), a global vascular scaling law seems less appropriate in
the heart. Alternative BCs which could also be compared to the current method
include (1) generation of the vascular tree to the capillary level based on morpho-
metric data at which level a constant pressure BC is prescribed (Mittal et al. ,
2005), and (2) application of a radius-dependent terminal vessel pressure (Hyde
et al. , 2013a). Both of these methods would require accurate reconstruction of
terminal vessels of the network, and would possibly necessitate the network to be
truncated at a higher vessel generation for greater accuracy in terminal radius.
Finally there is potential to acquire accurate high-resolution images of regional
perfusion from fluorescently-labelled molecular markers. This would provide (1)
the opportunity to prescribe accurate, heterogeneous perfusion BC’s for a network
flow model, (2) allow for a more accurate model to compare with microsphere dis-
tribution, and (3) allow for network branching geometry and regional perfusion to
be related, providing insight into the structure-function relationship, and finally
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(3) a validation of the approach taken to identify microsphere skimming.
Impact
The method developed for the assessment of microsphere perfusion for compar-
ison to perfusion MRI has allowed for validation of quantitative perfusion MRI
in ex vivo porcine hearts. A further step is required to validate perfusion MRI
in in vivo hearts before any clinical studies should be undertaken, particularly
to ensure the additional in vivo factors such as cardiac contraction do not alter
perfusion validation with microspheres. This may be achieved by comparing quan-
titative perfusion MRI of in vivo hearts with simultaneous microsphere injection
to perfusion derived from microspheres imaged with cryomicrotome after excision.
The current method with an extended image registration procedure can account
for the deformation of the heart after excision. This validation could potentially
provide a new clinical quantitative metric for cardiac perfusion, both for the pur-
poses of monitoring disease progression and for the classification of disease severity.
The identification of microsphere skimming using the porcine LCA model provides
evidence for a hypothesis which could not previously be tested. However, to have
complete certainty in this result, more information must be made available re-
garding perfusion heterogeneity for the prescription of boundary conditions in our
model, as discussed earlier. Given the strong likelihood of microsphere skimming
being present and related to branching asymmetry particularly in the large coro-
nary vessels, this would suggest that microspheres are preferentially distributed
towards the subendocardium via the transmural conduit arteries. To validate per-
fusion MRI quantification in transmural segments, or at higher resolutions (e.g.
pixel-wise quantification), this finding needs to be taken into consideration. Specif-
ically a transmural microsphere distribution bias needs to be quantified in order to
more accurately compute perfusion from microspheres. This may be achieved in
the future by comparing microsphere distribution through the coronary network
to a higher fidelity deposition marker such as IDMI, which current imaging meth-
ods would need to be modified for. This would provide greater confidence in the
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flow model (with terminal flows parameterised by IDMI distribution) to derive re-
lations between vessel branching properties and microsphere deposition locations
with microsphere skimming. From these relations, a model to correct for micro-
sphere distribution bias could be proposed and used to correct for the skimming
bias in future high-resolution quantitative perfusion MRI validation studies.
Appendices
A | Determinants and Models of
Skimming
A.1 Determinants of Skimming
In studies to validate the accuracy of microspheres for use in organ flow quantifi-
cation, Bassingthwaighte compared microsphere and IDMI distributions in rabbit
and sheep hearts (Bassingthwaighte et al. , 1987, 1990). His results demonstrated
strong agreement between the two methods, but also revealed a slight systematic
overestimation of IDMI flow by microsphere deposition in regions flow above the
mean. Bassingthwaighte theorised that this systematic bias was due to phase sep-
aration. This phenomenon is where particles (including microspheres as well as red
(RBC) and white blood cells (WBC)), distribute at a bifurcation disproportion-
ately to the suspending medium. Particles enter higher-flow daughter vessels with
a statistically higher frequency, and as a corollary they enter lower-flow daugh-
ter vessels with a statistically lower frequency. This phenemenon is a function of
plasma flow fraction, feed haematocrit, vessel geometry and particle size. This
phenomenon was first noted by Krogh who coined the term ‘plasma skimming’∗
to describe the reduction of haematocrit (HCT) in contracting arterioles with the
reduction in flow (Krogh, 1922). Plasma skimming has been studied extensively
in vitro (Bugliarello & Hsiao, 1964; Palmer, 1965; Yen & Fung, 1978; Ofjord, 1981;
Ofjord & Clausen, 1983; Dellimore et al. , 1983; Fenton et al. , 1985; Chien et al.
, 1985; Carr & Wickham, 1990) with plastic particles, RBCs and hardened RBCs,
and in vivo (Krogh, 1922; Svanes & Zweifach, 1968; Johnson, 1971; Johnson et al.
∗this is used interchangeably in the literature with phase separation.
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, 1971; Fung, 1973; Schmid-Schönbein & Skalak, 1980; Klitzman & Johnson, 1982;
Pries et al. , 1989, 1992), with RBCs, WBCs and disk-like and spherical particles.
These studies have collectively identified major determinants of phase separation,
which are listed in table A.1 with key references.
Phase separation of RBCS in vivo is most pronounced in the capillaries, where
RBCs are similar in diameter to the blood vessels and result in greater sensitivity
to bias in distribution at bifurcations. Many in vivo studies have been carried out
to characterise plasma skimming in the capillaries (Johnson, 1971; Johnson et al.
, 1971; Fung, 1973; Schmid-Schönbein & Skalak, 1980; Klitzman & Johnson, 1982;
Pries et al. , 1981, 1989). Furthermore at the scale of the capillaries the influ-
ences of cell-cell and cell-wall interactions as well as lateral cell migration on phase
separation become important, for which recent computer simulation studies have
sought to investigate. Given that the diameter of the smallest vessels extracted
for the model presented in this thesis is ≥ 128µm, such effects are considered not
to be of great significance and the interested reader is directed to the following
papers (Secomb et al. , 1985; Pries et al. , 1992; Secomb et al. , 1998; El-Kareh
& Secomb, 2000; Pries & Secomb, 2005; Obrist et al. , 2010; Secomb et al. , 2007,
2009; Barber et al. , 2011).
Bulk flow fraction to a daughter vessel, Q∗, has been recognised as the primary
determinant of phase separation in all studies, where flow fractions to daughter ves-
sels at a bifurcation sum to 1. More specifically, phase separation most commonly
occurs with unequal flow fractions, Q∗ < 0.5 or Q∗ > 0.5, and is more pronounced
as Q∗ → 0 or Q∗ → 1. Investigators have over time elucidated contributing
mechanisms and defined empirical relations to explain the non-linear, sigmoidal
relation between Q∗ and fractional particle distribution, F ∗, for observations made
at bifurcations. One of the earliest contributing factors to be identified for phase
separation was ‘axial streaming’, where particles group towards the centre of a
vessel creating a marginal zone near the wall absent of particles, and a gradient
of increasing particle concentration towards the vessel’s longitudinal axis (Taylor,
1955; Bayliss, 1959). This effect was further elucidated by Segré and Silberberg














































































































































































































































































































































































































































































































































































































204 Determinants and Models of Skimming
who showed that particles experience a net force within a tube which causes them
to concentrate in the tube’s centre forming a parabolic flow profile (Segré, 1961;
Segré & Silberberg, 1962). Measurements of the velocity profiles of platelets and
RBCs in rabbit mesentery arterioles using video microscopy showed flattened pro-
files compared to an exact parabola, but still with a maximal flow in the centre of
the profile approximately 1.5× that near the vessel wall (Tangelder et al. , 1986).
Particles within a parabolic streaming profile have also been described in terms of
eccentricity, denoted by ex in table A.1, which is the radial distance of a particle
from the centre of a vessel divided by the vessel radius; ex was shown to be strongly
related to the nonlinearity of the cell distribution profile in capillary branches in
the rabbit ear chamber (Schmid-Schönbein & Skalak, 1980).
Another important concept developed to explain phase separation is the flow divid-
ing streamline. This was introduced in (Bugliarello & Hsiao, 1964) as the bound-
ary streamline which partitions fluid entering each daughter vessel at a bifurcation.
Svanes illustrated diagrammatically how dividing streamlines in addition to axial
streaming could explain non-linear phase separation at a bifurcation (Svanes &
Zweifach, 1968); similar illustrations are shown in Figure A.1. The exact non-
linear profile of the dividing streamline in a transverse vessel cross-section has
also been characterised in relation to Q∗ (Ofjord & Clausen, 1983; Chien et al. ,
1985; Rong & Carr, 1990; Yan et al. , 1991), demonstrating increasingly non-linear
bending of streamlines associated with smaller daughter-to-parent vessel diameter
ratios. The flow dividing streamlines in Figure A.1 are represented in 2D within
a longitudinal cross-section of a bifurcation (as in Svanes & Zweifach, 1968).
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(a) (b) (c)
Figure A.1: The effects of flow fraction and axial drift on particle distribution at a
bifurcation. Three fluid flow splitting profiles are indicated by flow dividing streamlines
(long dashed red lines), either side of which particles distribute based on the relative
position of their centre of mass. Particles stream axially in a flattened parabolic profile
in all three cases (Tangelder et al. , 1986) (short dashed black lines). In (a) flow and
particles are distributed approximately evenly to each daughter vessel. In (b) fluid
is split approximately 2/3 to the left daughter vessel and 1/3 to the right, although
particles are split 7/11 and 3/11 respectively. In (c) the flow dividing streamline is much
nearer to the wall of the parent vessel, although still far away enough to accommodate
a particle were there no parabolic streaming profile. Despite approximately 1/5 of the
flow entering the right daughter vessel, all 11 particles enter the left daughter vessel due
to axial streaming.
Another major determinant of phase separation is the particle-to-tube diameter
ratio, λ, which has been shown to result in more pronounced phase separation
as λ → 1 in in vitro microsphere studies (Ofjord & Clausen, 1983; Chien et al. ,
1985). The nonlinear relationship between Q∗ and F ∗, was investigated by Chien
for example in a symmetric T-junction model using plastic spheres for values of
λ = 0.32 to 0.79 (Chien et al. , 1985). For bulk flow fractions to a daughter vessel,
0 < Q∗ < 1, when Q∗ (x-axis) was plotted against F ∗ (y-axis) a sigmoidal curve
resulted, which became more linear for smaller values of λ. Furthermore they
showed that F ∗ = 0 beneath a critical value of Q∗c (where Q∗c < 0.5), and that
at greater values of λ, Q∗c increases. A “wall-exclusion effect” was first described
by Bayliss to explain Q∗c as the situation where the flow dividing streamline in a
parent vessel is within a single particle radius of the parent vessel wall facing a
side branch, thus precluding any particles from entering the side branch (Bayliss,
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1959). This was characterised by Ofjord whose in vitro experiments with 10-15µm
microspheres demonstrated, assuming a parabolic flow profile, that the distance
from the vessel wall of the particle exclusion zone corresponded well with the ra-
dius of the different sized particles (Ofjord, 1981). This is illustrated in Figure
A.2b.
(a) (b)
Figure A.2: Dividing streamlines for critical flows Q∗c with axial streaming (a) (repro-
duced from Figure A.1c) and without axial streaming (b). Figure (b) illustrates the
(unphysiological) absence of axial streaming, where the distance of the dividing stream-
line from the vessel wall is less than one particle radius. This wall exclusion zone results
in none of the particles entering the side branch (except for under certain conditions of
flow disturbance).
Several in vitro experiments using microspheres demonstrated phase separation
for values of λ between 0.083 (Ofjord, 1981) and 0.79 (Chien et al. , 1985). Ofjord
using a slit model showed phase separation occured when passing 10µm diameter
microspheres through 120µm channels (λ = 8.33 × 10−2) but not when using
3.5µm diameter microspheres (λ = 2.92 × 10−2). They showed that for values
of λ closer to 1, Q∗ becomes a more dominant determinant of phase separation,
since particles will partition along dividing streamlines according to the location of
their centre of mass, as illustrated in Figure A.3a. Considering the extreme case of
RBCs squeezing through capillaries (λ = 1), Johnson showed that at bifurcations
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in cat mesenteric capillaries, Q∗ to daughter vessels was the predominant factor
causing plasma skimming at bifurcations (Johnson et al. , 1971; Johnson, 1971),
and Fung showed that in a T-tube model of very narrow capillaries that all RBCs
approaching a bifurcation entered the daughter vessel with higher flow (Fung,
1973). Dellimore showed using RBCs that even in 180µm diameter tubes, where
λ = 4.4× 10−2, phase separation effects were observed (Dellimore et al. , 1983).
(a) (b)
Figure A.3: Figure (a) illustrates that with bulk flow fractions of 2/3 and 1/3 to the
left and right daughter vessels respectively, given a sufficiently large particle-to-vessel
diameter ratio, λ, particles may distribute entirely to one daughter vessel due to axial
streaming. Figure (b) shows that when the concentration of particles is sufficiently low
even at a considerably smaller λ, particles will tend to align in the centre of the flow
profile and thus also distribute preferentially to the higher flow daughter vessel.
Another contributing factor to skimming is the particle concentration in the par-
ent vessel†, Cp, where a lower Cp results in more pronounced phase separation
(Bugliarello & Hsiao, 1964; Johnson et al. , 1971; Yen & Fung, 1978; Dellimore
et al. , 1983; Fenton et al. , 1985; Pries et al. , 1989). In other words, for a suffi-
ciently low daughter vessel flow fraction Q∗ < 0.5 such that F ∗ < Q∗, a decrease in
Cp will result in a further decrease in F ∗. It is hypothesised that this is at least in
part due to more severe axial streaming as illustrated in Figure A.3b (compared to
†In in vivo studies with RBCs this is commonly given in terms of feeding vessel haemocrit
Hf .
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Figure A.1b), where with the resulting decreased ex, particles become more prone
to by-passing daughter vessels receiving a lower Q∗, and result in a higher critical
flow (Fenton et al. , 1985). Another observation from both in vivo and in vitro
experiments is that with lower values of Cp there is increased scatter in the relation
between Q∗ and F ∗ (summarised in Fenton et al. , 1985). The increased scatter
may be due to a greater influence of flow disturbance on suspensions with low Cp.
Flow disturbance in low Re networks are typically caused by close proximity of
an upstream bifurcation (Pries et al. , 1989; Carr & Wickham, 1990). Figure A.4
shows how particles can be preferentially distributed into a daughter vessel receiv-
ing Q∗ = 0.5; particles could also potentially be preferentially distributed to a
daughter vessel receiving a lower Q∗ under certain conditions of flow disturbance,
leading to the increased scatter in the F ∗ vs Q∗ relationship, especially when con-
sidering in vivo networks containing a range of vessel geometries and sizes. A
further finding is the cumulative effect of HCT reduction in consecutive lower Q∗
bifurcations throughout in vivo microvascular networks, which is partially respon-
sible for the high HCT heterogeneity at the capillary level and has been termed
the “network” Fahraeus effect (Pries et al. , 1986).
Rong, Carr and Wickham demonstrated the importance of flow history on phase
separation in a simple tube network containing two consecutive bifurcations (Rong
& Carr, 1990; Carr & Wickham, 1990). Flow disturbance at the upstream bifur-
cation could cause asymmetry in the flow profile of particles at the downstream
bifurcation leading to skimming. This asymmetry was attenuated at greater values
of z/Q (vessel length/flow) in the feeding vessel of the second bifurcation. Fenton
observed in 20µm tubes using microphotometry to determine RBC profile that
for very low haematocrits or extreme flow fractions, flow into a side branch would
have the effect of shifting the RBC profile towards the side branch, creating a
wider layer of plasma on the far wall of the main branch (Fenton et al. , 1985).
If flow in the main branch reached a subsequent bifurcation before regaining a
parabolic profile this effect would lead to additional phase separation. This builds
on Lew and Fung’s theoretical study of plasma flow in capillary-sized tubes where
Re  1 that it takes blood plasma about 0.65D‡ along the length of a tube to
‡D = vessel diameter
209 Determinants and Models of Skimming
readjust to a parabolic Poiseuille flow profile (Lew & Fung, 1969). Pries who used
a microphotometric method to take measurements in cat mesentery arteriolar net-
works (containing vessels with a range of diameters from 10-40µm) showed that a
symmetric flow profile was regained in vivo within a distance of 10 vessel diameters
(Pries et al. , 1989).
Finally investigators found that phase separation increases with a difference in size
of the daughter vessels (Fenton et al. , 1985; Pries et al. , 1989; Enden & Popel,
1994), where at Q∗ = 0.5 the smaller daughter vessel received a higher haemat-
ocrit. Several investigators also examined the effects of bifurcation angle on phase
separation and found no significant influence (Bugliarello & Hsiao, 1964; Palmer,
1965; Pries et al. , 1981; Fenton et al. , 1985). Parent vessel flow velocity was also
shown to have no effect on phase separation (Palmer, 1965; Bugliarello & Hsiao,
1964), and more specifically for Reynolds numbers Re < 3.0 in vitro (Fenton et al.
, 1985). Cell distensibility also was shown to have no effect on phase separation
in 20-100µm tubes, where HRBCs and RBCs both produced the same F ∗ vs Q∗
relations (Fenton et al. , 1985). Finally parent-to-daughter vessel diameter ratio
also had no significant effect on phase separation (Carr & Wickham, 1990).
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(a) (b)
Figure A.4: The effect of flow disturbance in consecutive bifurcations on particle flow
profile and hence particle distribution in a secondary bifurcation. In both Figures (a)
and (b), the bulk flow dividing streamlines indicate 50% of the bulk flow enters both
daughter vessels, at both the first and second bifurcations. Figure (a) shows the recovery
of a parabolic particle flow profile in the feeding vessel of the second bifurcation (dark
blue spheres) allowing an approximately even distribution of particles into both daughter
vessels. Figure (b) however shows a disturbed particle flow profile given only a short
secondary bifurcation feeding vessel length, zb, resulting in a particle distribution which
is disproportionate to the bulk flow distribution.
This survey covers in brief the extensive work that has identified major determi-
nants of phase separation with in vivo, in vitro and in silico experiments. Inves-
tigators have proposed both empirical and physical models to characterise phase
separation, which have largely been fitted to data collected from capillary and ar-
teriolar networks (Schmid-Schönbein & Skalak, 1980; Klitzman & Johnson, 1982;
Pries et al. , 1989; Pries & Secomb, 2005). Models have also been proposed for in
vitro studies using arteriole-sized tubes with limited degrees of freedom as com-
pared to in vivo arteriolar networks (Ofjord & Clausen, 1983; Fenton et al. , 1985;
Dellimore et al. , 1983; Chien et al. , 1985). These models are briefly summarised
in the following section.
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A.2 Models of Phase Separation
Several models have been proposed relating Q∗ and F ∗ while accounting for the
influence of factors such as feed haematocrit, axial streaming, particle-to-vessel
diameter ratio and a cell-free marginal layer. Klitzman proposed an empirical fit
using a logit function to represent the Q∗ vs F ∗ relation of the form










rearranged for fitting to data
F ∗ = (Q
∗)b
(1−Q∗)b + (Q∗)b . (A.2)
The parameter b represents the non-linearity of the relation. When b > 1, the
relation is non-linear favouring preferential flow of RBCs to high flow daughter
vessels, and when b < 1, RBCs are preferentially distributed to low flow daughter
vessels. Fitting this relation to observations made in 133 capillary bifurcations
in hamster cremaster muscle a value of b = 1.15 ± 0.08 was obtained, and when
fitting to observations only where Q∗ > 0.75, b = 1.35 ± 0.13 (Klitzman & John-
son, 1982). Dellimore applied this logistic function to fit data collected from RBC
and plasma flow through 180µm plastic tubes at HCTs of 42%, 30% and 20%.
The parameter b was fitted for data collected across a range 0 ≤ Q∗ ≤ 1, where
b demonstrated an inversely proportional relation to HCT, yielding 1.10, 1.28 and
1.58 for the high-to-low HCTs respectively. This indicated greater non-linearity of
the function, and more pronounced phase separation at lower particle concentra-
tions (Dellimore et al. , 1983).
Fenton proposed a two-phase physically-based model for fitting Q∗ vs F ∗ from
data collected from RBCs flowing through three sizes of tube bifurcations with
diameters of 20µm, 50µm and 100µm at two haematocrits, 20% and 40% (Fenton
et al. , 1985). The model took into account the wall layer thickness which is the
radial distance from the vessel wall devoid of particles, denoted by γ. A planar
fluid dividing streamline was assumed whose perpendicular radial distance from
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the tube centre was denoted by a, and parabolic velocity profiles were assumed
for both fluid and particles. Parametric equations were used to relate Q∗ and F ∗
to the parabolic velocity profile in terms of parent HCT, a and γ, where γ was
the only fitted model parameter as HCT and a could be computed from measure-
ments. Fenton’s results revealed an increasing gap width γ and increasing critical
flow fraction Q∗c with decreasing HCT at a given tube diameter. Furthermore
non-zero Q∗ intercepts related to Q∗c were found. Results were similar to those of
Schmid-Schonbein which showed Q∗c between 0.1 and 0.3 in capillaries (depending
on cell eccentricity ex) (Schmid-Schönbein & Skalak, 1980). Fitting the logistic
function proposed by Klitzman, values for b ranged from 1.32 and 1.52 in 20µm
diameter tubes, to 1.09 and 1.01 in 40µm diameter tubes, both at 40% and 20%
HCT respectively.
Pries took into consideration the effect of Q∗c and extended the empirical sigmoidal
relation to a logit function of the form
logit(F ∗) = a+ b · logit(Q∗) (A.3)
where
logit(X) = ln X1−X (A.4)
The final form of the equation used for fitting was
F ∗ = 11 + e−(a+b·logit(0.5−S(0.5−Q∗))) (A.5)





The logit function in Equation (A.5) is valid for a range of Q∗ between Q∗c and
1 − Q∗c , above and below which Q∗ is 0 and 1 respectively. Equation (A.5) was
iteratively fit for S using data from 65 capillary and arteriolar bifurcations in rat
mesentery with diameters of 10-30µm (Pries et al. , 1989). Downstream vessels
were progressively occluded to reduce Q∗ across a range of values at upstream
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bifurcations. The variable a quantifies asymmetry of the cell distribution func-
tion between daughter vessels and b characterises the non-linearity of the sigmoid
function. Average computed values came to a = 0.018± 0.24, b = 1.22± 0.14 and
Q∗c = 0.02±0.023, and a check for correlations between parameters confirmed their
independence. Parameters b and Q∗c showed a strong dependence on parent vessel
diameter, with b also being dependent on parent vessel HCT, and a dependent on
the ratio of daughter vessel diameters.
Flow history§ also influenced both a and Q∗c , where upstream flow disturbance per-
turbed the axisymmetric flow profile of RBCs entering a bifurcation. By relating
the fitted logit function parameters to a theoretical model assuming a flat dividing
streamline and parabolic flow profile (similar to Chien et al. , 1985; Fenton et al. ,
1985), Pries showed Q∗c was related to the width of the cell-free marginal zone and
b related to the shape of the HCT concentration profile across the vessel cross-
section. The relation of the logit function parameters and physical parameters
were refined and presented in (Pries & Secomb, 2005) to account for a wider range
of haematocrits as:






where a, b and Q∗c were related to physical parameters from linear regression fits
















where α and β denote the two daughter vessels at a bifurcaion, D the vessel di-
ameter, and HD the parent vessel discharge haematocrit.
§whether an upstream vessel was within 10 vessel diameters of a bifurcation and whether it
was on the same or opposing side of the vessel to a daughter branch
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Interestingly almost no phase separation was observed in bifurcations with feeding
vessels greater than 40µm in diameter (λ ≈ 0.2), where HD was measured to lie
on average between 43%-49%. This is in conflict with Dellimore’s findings that
RBC transport in glass tubes of 180µm diameter demonstrated persistent but de-
creasing phase separation for HD ranging from 20% (b = 1.58) to 42% (b = 1.10)
(Dellimore et al. , 1983). Fenton’s experiments of RBC flow through 100µm tubes
showed more mild phase separation at 20% (b = 1.09) and 42% (b = 1.01) HD
(Fenton et al. , 1985).
Pries’ empirical formulae for phase separation do not address the issue of particle-
to-vessel diameter ratio λ, nor do they hold true necessarily in the larger coronary
arterioles and arteries which are the primary concern in the present study. More
recent studies have focused on the microscopic interactions that influence phase
separation on the scale of particle-to-particle and particle-to-wall interactions at
the scale of the capillaries (Secomb et al. , 1998; El-Kareh & Secomb, 2000; Pries &
Secomb, 2005; Secomb et al. , 2007, 2009; Obrist et al. , 2010; Barber et al. , 2011).
There are no studies of phase separation in larger arterioles or arteries in vivo, let
alone for microspheres with considerably lower blood volume fraction compared to
RBCs. There is however reason to believe that phase separation effects do occur
in the arterial and arteriolar coronary circulation, contributing to limitations in
the microsphere technique, as investigated in this thesis.
B | Effect of Subtree Removal on
Network Error
As demonstrated in Section 4.3.2 removal from the network flow error analysis of
a high-error vessel subtree, along with its associated fed-volume and microspheres,
could increase the flow error in another vessel subtree. Specifically, the removal of
the first apex-feeding subtree (shown in Figure 4.19) caused an increase in error
of another apex-feeding subtree (shown in Figure 4.22). Given that flow error in
a vessel segment for the homogeneous perfusion BC model is dependent solely on
tissue volume and number of microspheres, the effect of removing a subtree from
the analysis on the remaining vessel segments can easily be derived analytically.
Removing a subtree affects the error in other subtrees because both tissue volume
and FMS are removed from the analysis, and although the model flow Qm is
unchanged in non-proximal subtrees to the one removed, the FMS flow Qf is
changed, as a function of the fraction of tissue volume removed to the fraction of







The subtree segment shown in red in Figure 4.22 is not proximal to the previously
excluded apex-feeding subtree (Figure 4.22 in dark blue), but extends separately
from the LAD main trunk. In a subtree that is not proximal to a removed subtree
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where V R = ∑nR V k is the removed FV associated with all of the removed terminal
nodes nR of the subtree, where each removed terminal is denoted by superscript k.
Similarly for the removed number of FMS, NR = ∑nR Nk. Using these equations
an inequality can be derived relating the fractions of removed FV and FMS to the














, Ei > Eˆi. (B.3)
To put this verbosely, if the fraction of removed FMS to total FMS is greater than
the fraction of removed FV to total FV (in a subtree which is not distal to the
vessel segment in question, i), then the updated error Eˆi will be greater than the
original error Ei.
As for bifurcations which are proximal to a removed subtree, the updated error









where Nˆ i = (N i −NR) and Vˆ i = (V i − V R) are the updated number of FMS and
FV in the vessel segment of interest, i.
Note that since the three major subnetworks of the LCA have been separately
flow-normalised, removal of a smaller subnetwork of any of the LCx, LAD or LM
networks will not affect errors in any of the other major subnetworks.
C | CMT Data Information
Heart # stack dimensions, x,y,z pixel size, x× y (µm) slice thickness, z (µm)
1 2000 , 2000 , 1412 60×60 60
2 2000 , 2000 , 1284 60×60 64
3 2000 , 2000 , 1278 53.7×53.7 100
4 2000 , 2000 , 1231 53.7×53.7 100
5 2000 , 2000 , 1150 53.7×53.7 100
6 2000 , 2000 , 1030 53.7×53.7 100
7 2000 , 2000 , 1893 56.7×56.7 99.6
8 2000 , 2000 , 2052 56.5×56.5 59.4
9 2000 , 2000 , 2066 56.5×56.5 59.4
10 2000 , 2000 , 1352 56.5×56.5 59.4
Table C.1: Cryomicrotome image stack information for pig hearts. Note that the
hearts are sectioned from base to apex, so image 1 is always of the most basal
slice.
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