Monetary policy faces great challenges because of many kinds of uncertainties such as model uncertainty, data uncertainty and shock uncertainty. This paper explores monetary policy rules under model and shock uncertainties. Facing such uncertainties, a central bank may resort to different strategies, it can either reduce uncertainty by learning or just choose a policy rule robust to uncertainty. Empirical evidence of model and shock uncertainties is explored in a State-Space model with Markedswitching in both linear and nonlinear Phillips curves. The evidence indicates that there has been too great uncertainty in the U.S. economy to define accurately monetary policy rules. Moreover, there seem to have been structural shifts. On the basis of this evidence, we explore monetary policy rules with the recursive least squares (RLS) learning. The simulations of the RLS learning in a framework of optimal control indicate that the state variables do not necessarily converge even in a non-stochastic model, no matter whether the linear or nonlinear Phillips curve is taken as constraints. This is different from the results of papers which discuss the RLS learning without optimal control or in the LQ framework. Finally, we explore monetary policy rules under uncertainty with robust control and find that the robustness parameter affects the economic variables greatly. A larger robustness parameter leads to a smaller variance of the state variable in a stochastic model and faster convergence of the state variable in a non-stochastic model. An evaluation of those two methods is given at the end of the paper. JEL: E17, E19
Introduction
In the profession it has increasingly been recognized that formal modelling of monetary policy faces great challenges because of many kinds of uncertainties such as model uncertainty, data uncertainty and shock uncertainty. Recent literature dealing with these uncertainties can be found in Isard, Laxton, and Eliasson (1999), Söderström (1999) , Giannoni (2000) , Meyer, Swanson and Wieland (2001) , Wieland (2000) , Tetlow and von zur Muehlen (2001a), Orphanides and Williams (2002) , Svensson (1999) , Martin and Salmon (1999) , Hall, Salmon Yates and Batini (1999) and so on. These papers explore, usually theoretically, how a certain kind of uncertainty affects the decisions of the central banks or households and firms. Semmler, Greiner and Zhang (2002a) undertake a timevarying parameter estimation of the Phillips curve and Taylor rule by way of the Kalman filter and observe parameter shifts over time. Cogley and Sargent (2001) study the inflation dynamics of the U.S. after WWII by way of Bayesian Vector Autoregression with time-varying parameters without stochastic volatility. Sims (2001b) , however, points out that the monetary policy behavior may not have experienced such a sharp change as shown by Cogley and Sargent (2001) . Sims and Zha (2002) also study parameter shifts of the U.S. economy and find more evidence in favor of stable dynamics with unstable variance of the disturbance than of clear changes in model structure. In contrast to Sims (2001b) , Cogley and Sargent (2002) study the drifts and volatilities of the U.S. monetary policies after WWII through a Bayesian Vector Autoregression with time-varying parameters and stochastic volatility and claim to have found regime changes.
Facing model and shock uncertainties, economic agents (central banks for example) may resort to different strategies: They can either reduce uncertainty by learning or just choose a policy robust to the model uncertainty without learning. The results of these two strategies may be different. By intuition we would expect all agents to improve their knowledge of the economy with all information available. But recently more and more literature is concerned with bounded-rationality and the assumption of rational expectation is being increasingly doubted. Therefore, in the research below we will consider the situation in which agents improve their knowledge of an economic model through a certain mechanism of learning. Another interesting topic in macroeconomics since the 1990s is the nonlinearity of the Phillips curve. It is argued that positive deviations of aggregate demand from potential output are more inflationary than negative deviations are dis-inflationary. The nonlinearity of the Phillips curve will also be dealt with below and this turns out to be an important difference of our paper from the others.
As stated above, central banks may also resort to a monetary policy rule robust to uncertainty. This is a completely different strategy from adaptive learning. In this approach a central bank considers the economic model only as an approximation to another model that it can not specify. With a so-called robustness parameter it pursues a monetary policy rule in the "worst case" scenario. While the adaptive learning considers mainly parameter uncertainty, the robust control might consider more general uncertainty. In spite of some criticisms, the robust control is given much attention in macroeconomics.
The remainder of this paper is organized as follows. In the second section we present empirical evidence of model and shock uncertainties in the IS and Phillips curves by way of a State-Space model with Markov-Switching. We consider both linear and nonlinear Phillips curves. In Section 3 we explore monetary policy rules under model uncertainty with adaptive learning. Section 4 explores monetary policy rules with the robust control. Section 5 briefly evaluates adaptive learning and robust control and Section 6 concludes the paper.
Empirical Evidence of Uncertainty: A StateSpace Model with Markov-Switching
Consider an economic model M in
subject to
where ρ is the discount factor bounded between 0 and 1, L(x t , u t ) a loss function of an economic agent (central bank for instance), x t a vector of state variables, u t a vector of control variables, ε t a vector of shocks and E 0 denotes the mathematical expectation operator upon the initial values of the state variables. This kind of model can be found in many papers on monetary policy, see Svensson (1997 and , Beck and Wieland (2002) and Clarida, Gali and Gertler (1999) for example, where the constraint equations are usually IS-Phillips curves. Given the loss function L(x, u) and the state equation (2) , the problem is to derive a path of the control variable to satisfy (1) . The question arising is, however, whether the state equation can be correctly specified in reality. The uncertainty of the state equation can be caused by the uncertainty in the shock ε t and uncertainty in parameters and data. Svensson (1999) and Semmler, Greiner and Zhang (2002b) derive an optimal monetary policy rule from an optimal control problem similar to the model above and find that the optimal monetary policy rule is greatly affected by the estimated parameters of the model. Therefore, if the parameters in the model are uncertain, the optimal monetary policy rule may also be uncertain. Semmler, Greiner and Zhang (2002a) estimate time varying parameters of the traditional Phillips curve with the following State-Space model: (3) and (4) is that the changes of the time-varying parameters may be exaggerated, because the shocks are assumed to have constant variance. This is the reason why Cogley and Sargent (2002) assume stochastic volatility. Therefore in the research below we assume that ε t has state-dependent variance. This is similar to the assumption of Cogley and Sargent (2002) . But unlike Cogley and Sargent (2002) , who assume the variances of the shocks to change from period to period, we assume that there are only two states of disturbance variance with Markov property. This is to some extent similar to the assumption of Sims and Zha (2002) who assume that there are three states of economy. With such an assumption we can figure out the probability of regime switching. One more advantage of the State-Space model with Markov-switching is that, as we will see afterwards, it can explore not only parameter uncertainty but also shock uncertainty. Following Kim (1993) and Kim and Nelson (1999) , we simply assume that ε t in (3) has two states of variance with Markov property, namely,
with σ
, and
where S t = 0 or 1 indicates the states of the variance of ε t and P r stands for probability. In the research below we explore uncertainty in the IS and Phillips curves, since these two curves form the core of a monetary policy model. We will consider both linear and nonlinear Phillips curves.
Linear IS-Phillips Curves
In this subsection we will explore uncertainty in the traditional linear IS-Phillips curves which have often been taken as constraints in an optimal control model such as (1) and (2) . In order to reduce the dimension of the model, we estimate simple Phillips and IS curves with only one lag of the inflation rate and output gap:
where π t is the inflation rate, y t the output gap, r t the short-term nominal interest rate, and ε π,t and ε y,t are shocks subject to Gaussian distributions with zero mean and Markov-Switching variances. 1 Let i t denote the real interest rate, namely, i t = r t − π t , the model can be rewritten in a State-Space form as follows:
whereΦ St (S t =0 or 1) is the drift of φ t and F a diagonal matrix with constant elements to be estimated from the model. η t has the distribution shown in eq. (4). ε t is now assumed to have the distribution presented in eq. (5).
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Let ψ t−1 denote the vector of observations available as of time t−1. In the usual derivation of the Kalman filter in a State-Space model without MarkovSwitching, the forecast of φ t based on ψ t−1 can be denoted by φ t|t−1 . Similarly, the matrix denoting the mean squared error of the forecast can be written as
where E is the expectation operator.
In the State-Space model with Markov-Switching, the goal is to form a forecast of φ t based not only on ψ t−1 but also conditional on the random variable S t taking on the value j and on S t−1 taking on the value i (i and j equal 0 or 1):
, and correspondingly the mean squared error of the forecast is
Conditional on S t−1 = i and S t = j (i, j = 0, 1), the Kalman filter algorithm for our model is as follows:
1 Forward-looking behaviors have been frequently taken into account in the Phillips curve. A survey of this problem can be found in Clarida, Gali and Gertler (1999) . Because it is quite difficult to estimate a State-Space model with forward-looking behaviors, we just consider backward-looking behaviors in this section. In fact a justification of the backward-looking model can be found in Rudebusch and Svensson (1999) .
where ξ For the Phillips curve in our model, we have
and similarly for the IS curve, we have 
Next we use the U.S. quarterly data 1961.1-1999.4 for the estimation. The inflation rate is measured by changes in the Consumer Price Index, the output gap is measured by the percentage deviation of the log value of the Industrial Production Index (IPI) from its HP filtered trend and r t is the Federal Funds rate. 4 The data source is the International statistics Yearbook 2000. The estimates of the hyper-parameters are shown in Table 1 . We find significant differences between σ επ,0 (0.0021) and σ επ,1 (0.0053), and σ εy,0 (1.11×10 −7 ) and σ εy,1 (0.0205). The differences betweenΦ β2,0 (0.3972) andΦ β2,1 (0.8460),Φ β3,0 (0.0273) andΦ β3,1 (−0.4893), andΦ α3,0 (0.0046)andΦ α3,1 (0.0132) are also significant. The fact that all the elements of F are smaller than 1 indicates that the time-varying parameters are stationary and therefore justifies the adoption of eq. (9).
The paths of α 2t are shown in Figure 1A . 5 We leave aside the paths of the intercepts in the IS-and Philips curves. In Figure 1A , "Alpha 2t,0" denotes the path of α 2t when [S t = 0|Y t ], namely α 2t,0 . "Alpha 2t,1" denotes the path of α 2t when [S t = 1|Y t ], namely α 2t,1 . "Alpha 2t" denotes the weighted average of α 2t,0 and α 2t,1 , α 2t . That is,
The paths of α 3t are shown in Figure 1B . In Figure 1B , "Alpha 3t,0" denotes the path of α 3t when [S t = 0|Y t ] (α 3t,0 ). "Alpha 3t,1" denotes the path of α 3t when [S t = 1|Y t ] (α 3t,1 ). Similarly, "Alpha 3t" denotes the weighted average of α 3t,0 and α 3t,1 (α 3t ). Figure 1C represents the weighted average of the forecast errors ξ t|t−1 . In (13) we find that the conditional variance of the forecast errors consists 
t|t−1 X t and the conditional variance due to the switching of σ 2 ε,j . In Figure  1D "Var1" denotes X t P (i,j) t|t−1 X t , "Var2" denotes σ 2 ε,j and "Var" is the sum of the two terms, ν (i,j) t|t−1 . When there is no switching in the variance of the forecast errors, σ 2 ε,j is constant. Figure 1E represents the path of P r[S t = 1|Y t ]. The probability that there is regime switching in the Phillips curve around 1982-83, 1992 and 1994-96 is very high. 1983 seems to be a break point for α 3t : Before 1983 it has been quite smooth in state 1 and experienced small changes in state 0, but increased suddenly to a much higher value in 1984 in both state 1 and state 0. α 2t has also experienced some changes in 1983, though not so obviously as α 3t .
The result of the IS curve estimation is demonstrated in Figure 2 , which has a similar interpretation as Figure 1 . The paths of β 2t and β 3t are represented in Figure 2A and 2B. The forecast errors are represented in Figure 2C . The conditional variance of the forecast errors are represented in Figure 2D and Figure 2E is the path of P r[S t = 1|Y t ]. From Figure 2E we find that the probability that there is regime switching in the IS curve around 1970, 1983 and 1992 is very high. From Figure 2A and 2B we find similar evidence. β 2t evolves between 0 and 1.4, with β 3t between −0.7 and 0.1. 
Nonlinear Phillips Curve
In the previous subsection we have explored uncertainty in the simple IS and Phillips curves. The 1990s, however, has seen the development of the literature on the so-called nonlinear Phillips curve. More specifically, according to this literature, positive deviations of aggregate demand from potential are more inflationary than negative deviations are dis-inflationary. 6 Dupasquier and Ricketts (1998a) survey several models of the nonlinearity in the Phillips curve. The five models surveyed are the capacity constraint model, the mis-perception or signal extraction model, the costly adjustment model, the downward nominal wage rigidity model and the monopolistically competitive model. As mentioned by Akerlof (2002) , the nonlinearity of the Phillips curve has been an important issue of macroeconomics. Aguiar and Martins (2002) , for example, test three kinds of nonlinearities (quadratic, hyperbole and exponential) in the Phillips curve and Okun's law with the aggregate EURO-area macroeconomic data and find that the Phillips curve turns out to be linear, but the Okun's law nonlinear. Many empirical studies have been undertaken to explore the Phillips-curve nonlinearity. Dupasquier and Ricketts (1998a) explore nonlinearity in the Phillips curve for Canada and the U.S. and conclude that there is stronger evidence in favor of nonlinearity for the U.S than for Canada. Other studies on the nonlinearity of the Phillips curve include Knoppik (2001) Since monetary policy with a linear Phillips curve can be different from that with a nonlinear Phillips curve, we will explore uncertainty in a nonlinear Phillips curve below. In the following section we will also take into account the nonlinearity of the Phillips curve in an optimal control model.
As discussed by Aguiar and Martins (2002) , there may be different forms of nonlinearity in the Phillips curve. In the research below we just follow Schaling (1999) and assume that the nonlinear form of the output gap in the Phillips curve reads as
where y t denotes the output gap and the parameter β indexes the curvature of the curve. When β is very small, the curve approaches a linear relationship. Assuming α=10 and β=0.99, we present f (y t ) with the U.S. quarterly data in Figure 3 . It is obvious that when the actual output is lower than the potential output, the curve of f (y t ) is flatter. From the figure we see this function 6 There is, of course, also the other issue, that the central bank may react with interest rate changes more to inflationary than to deflationary pressures, for the Euro-area case, see Semmler, Greiner and Zhang (2002b) . 7 Note that this function is not continuous with a breaking point at yt = , f (yt) < 0. In the research below we choose appropriate values of α and β so that with the U.S. output gap data we have f (yt) > 0. describes very well the idea that positive deviations of aggregate demand from potential are more inflationary than negative deviations are dis-inflationary.
Substituting f (y t ) for y t in the Phillips curve, we have now
Following the same procedure in the previous subsection, we present the results of the State-Space form of eq. (17) in Table 2 and Figure 4 . In Figure 4 we also observe some structural changes in the coefficients. But the difference between Figure 4 and Figure 1 is obvious. The structural changes of the coefficients show up mainly between the second half of the 1970s and the beginning of the 1990s in Figure 4 , while they show up between the second half of the 1980s and the first half of the 1990s in Figure 1 .
Above we have explored model and shock uncertainties in the IS-Phillips curves with the U.S data. We also have explored whether regime changes have occurred in the U.S. economy since the 1960s. The results are, to some extent, consistent with the line of research that maintains that there were regime changes in the U.S. economy. 8 Overall, the uncertainty of parameters and shocks, and their impact on monetary policy rules suggest exploring monetary policy rules with learning and robust control. Söderström (1999) , and Beck and Wieland (2002) , for example, explore optimal monetary policy rules under the assumption that the economic agents learn the parameters in the model in a certain manner. One assumption is that the economic agents may learn the parameters using the Kalman filter. This assumption has been taken by Tucci (1997) and Beck and Wieland (2002) . Another learning mechanism which is also applied frequently is recursive least squares (RLS). This kind of learning mechanism has been applied by Sargent (1999) and Orphanides and Williams (2002) . By intuition we would expect that economic agents reduce uncertainty and therefore improve economic models by learning with all information available. Of course, there is the possibility that economic agents do not improve model specification but seek a monetary policy rule robust to uncertainty. This is what robust control theory aims at. In this section we will explore monetary policy rules under uncertainty under the assumption that the central banks reduce uncertainty by way of learning. As mentioned above, some researchers, Beck and Wieland (2002) Sargent (1999) employs both a learning algorithm as well as a discounted loss function but in a linear-quadratic (LQ) model. This implies that after one step of learning the learned coefficient is presumed to remain forever when the LQ problem is solved. In our model, however, both the central bank and the private agents are learning the parameters, that is, they are not treated differently.
The difference of our model from that of Beck and Wieland (2002) can be summarized in three points: First, we consider both linear and nonlinear Phillips curves. Second, we take into account expectations. This is consistent with the model of Orphanides and Williams (2002) . An important characteristic of NewKeynesian economics is that current economic behavior depends not only on the current and past policy but also on the expectations of agents. Third, we employ the RLS learning algorithm instead of the Kalman filter. In fact, Harvey (1989) and Sargent (1999) prove that RLS is a specific form of the Kalman filter. Evans and Honkapohja (2001) analyze expectations and learning mechanisms in macroeconomics in detail. The difference to Sargent (1999) is that we in fact can allow for both coefficient drift through learning by RLS and solve a nonlinear optimal control model using a dynamic programming algorithm.
RLS Learning in Linear Phillips Curve
Orphanides and Williams (2002) assume that the current inflation rate is not only affected by the inflation lag but also by inflation expectations. Following Orphanides and Williams (2002), we assume that the linear Phillips curve takes the following form:
where π e t denotes the agents' (including the central bank) expected inflation rate based on the time t information, γ 1 , γ 2 ∈ (0,1), γ 3 > 0 and ε is a serially uncorrelated innovation. In order to simplify the analysis, we further assume the IS equation to be deterministic taking the following form:
where r t = rr t − r * , with rr t denoting the real interest rate and r * the equilibrium real rate. Substituting eq. (19) into (18), we have
In case of rational expectations, namely, π e t = E t−1 π t , we get
With these results we get the rational expectations equilibrium (REE)
Now suppose that the agents believe the inflation rate follows the process
corresponding to the REE, but that a and b are unknown and have to be learned. Suppose that the agents have data on the economy from periods i = 0, ..., t − 1. Thus the time-(t-1) information set is {π i , r i } t−1 i=0 . Further suppose that agents estimate a and b by a least squares regression of π i on π i−1 and r i−1 . The estimates will be updated over time as more information is collected. Let (a t−1 , b t−1 ) denote the estimates through time t-1, the forecast of the inflation rate is then given by π e t = a t−1 π t−1 + b t−1 r t−1 .
The standard least squares formula gives the equations
where
Defining c t = a t b t , we can also compute eq. (25) using the stochastic approximation of the recursive least squares equations
where c t and V t denote the coefficient vector and the moment matrix for z t using data i = 1, ..., t. κ t is the gain. To generate the least squares values, the initial value for the recursion must be set appropriately. 10 The gain κ t is an important variable. According to Evans and Honkapohja (2001) , the assumption that κ t = t −1 (decreasing gain) together with the condition γ 2 < 1 ensures the convergence of c t as t → ∞. That is, as t → ∞, c t →c with probability 1, with c = ā b and therefore π e t → REE. As indicated by Sargent (1999) and Evans and Honkapohja (2001) , if κ t is a constant, however, there might be difficulties of convergence to the REE. If the model is non-stochastic and κ t sufficiently small , π e t converges to REE under the condition γ 2 < 1. However, if the model is stochastic with γ 2 < 1, the belief does not converge to REE, but to an ergodic distribution around it. Here we follow Orphanides and Williams (2002) and assume that agents are constantly learning in a changing environment. The assumption of a constant gain indicates that the agents believe the Phillips curve wanders over time and give larger weights to the recent observations of the inflation rate than to the earlier ones. Orphanides and Williams (2002) denote the case of κ t = 1 t as infinite memory and the case of constant κ t as finite memory. As many papers on monetary policy (Svensson, 1997 (Svensson, , 1999 for example) we assume that the central bank pursues a monetary policy by minimizing a quadratic loss function. The problem reads as M in
subject to eq. (20) , (24) , (26) and (27) . π * is the target inflation rate, which will be assumed to be zero just for the purpose of simplification.
Note that the difference of our model from that of Sargent (1999) is obvious, although he also applies the RLS learning algorithm and an optimal control framework with infinite horizon. Yet, Sargent (1999) constructs his results in two steps. First, following the RLS with a decreasing or constant gain, the agents estimate a model of the economy (the Phillips curve) using the latest available data, updating parameter estimates from period to period. Second, once the parameter is updated, the government pretends that the updated parameter will govern the dynamics forever and derives an optimal policy from an LQ control model. These two steps are repeated over and over. As remarked by Tetlow and von zur Muehlen (2001b), however, there is a problem in the approach of Sargent(1999). Sargent's approach is based on two assumptions: First, the economy is subject to drift in its structural parameters and second, notwithstanding this acknowledgement, the policymaker takes the estimated parameters at each date as the truth and bases policy decisions on these values. It is easy to see that the second assumption is inconsistent with the first one. Our model, however, treats the changing parameters as endogenous variables in a nonlinear optimal control problem. This is similar to the methodology used by Beck and Wieland (2002) .
As mentioned above, if the unknown parameters are adaptively estimated with RLS with a small and constant gain, they will converge in distributions in a stochastic model and converge to a point in a non-stochastic model. But in an optimal control problem such as (28) with nonlinear state equation the model will not necessarily converge even if the state equations are non-stochastic.
Next we undertake some simulations for the model. Though the return function is quadratic and the Phillips curve linear, the problem falls outside the scope of LQ optimal control problems, since some parameters in the Phillips curve are time-varying and follow a nonlinear path. Therefore the problem can not be solved analytically and numerical solutions have to be employed. In the simulations below we resort to the algorithm developed by Grüne (1997) , who applies adaptive instead of uniform grids. A less technical description of this algorithm can be found in Grüne and Semmler (2002) . The simulations are undertaken for the deterministic case. In order to simplify the simulations, we assume that a t is known to be a constant value equal toā. Therefore only b t has to be learned in the model. In this case we have c t = b t and z i = r i−1 . As mentioned by Beck and Wieland (2002) , the reason for focusing exclusively on incomplete information regarding b is that this parameter is multiplicative to the decision variable r t and therefore central to the tradeoff between current control and estimation.
Simulation
In the simulations we assume γ 1 = 0.6, γ 2 = 0.4, γ 3 = 0.5, θ = 0.4, ρ = 0.985 and κ t = 0.05. The initial values of π t , b t and V t are 0.2, −0.6 and 0.04. The paths of π t , b t , V t and r t are shown in Figure 5A -D respectively. Figure 5E is the phase diagram of π t and r t . Neither the state variables nor the control variable converge. In fact, they fluctuate cyclically. We try the simulations with many different initial values of the state variables and smaller κ t (0.01 for example) and find that in no case do the variables converge. Similar results are obtained with different values for γ 1 (0.9 and 0.3 for example) and γ 2 (0.1 and 0.7 for example).
With the parameters above, we haveā = 1,b = −0.33, therefore the REE is
In the case of RLS learning, however, we have
The path ofb t is presented in Figure 6 .b t evolves at a higher level thanb. Simulations are undertaken with different initial values of the state variables and similar results forb t are found. If there is perfect knowledge, namely, the agents have rational expectation, π t can converge to its target value π * (zero here), since the model then becomes a typical LQ control problem which has converging state and control variables in a non-stochastic model. We define this case as the benchmark model. The results of the benchmark model are shown in Figure 5A and 5D (dashed line). Note that in the benchmark model there is only one state variable, namely π t with dynamics denoted by (29) . In the non-stochastic benchmark model the optimal monetary policy rule turns out to be r t = 3.00π t and the optimal trajectory of π t is π t = 0.01π t−1 . From Figure 5A and 5D we observe that as time goes on π t and r t converge to zero in the benchmark model.
RLS Learning in Nonlinear Phillips Curve
As mentioned in Section 2, the Phillips curve could be nonlinear. Given the nonlinearity of the Phillips curve, eq. (18) reads as,
with f (y t ) given by eq. (16). Substituting eq. (19) into eq. (16), and then (16) into (30), we get the following nonlinear Phillips curve
where g(r t ) = αθr t 1 + αβθr t .
The REE turns out to be
whereā is defined in (21) butb is changed to be − 
The RLS learning mechanism is the same as the case of the linear Phillips curve, except that z i is now modified as
The optimal control problem (28) now turns out to have constraints (31), (33), (26) and (27) .
Simulation
In the simulations we take the same values for the parameters in the model as in the previous subsection and assume α = 10 and β = 0.99. The simulations with the same starting values of the state variables as in the previous subsection 
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We find that the state variables also do not converge in the optimal control problem with the nonlinear Phillips curve. Similar to the case of the linear Phillips curve, the state and control variables fluctuate cyclically. Simulations with many different initial values of state variables were undertaken and in no case are the state variables found to converge. But the difference between the simulations with linear and nonlinear Phillips curves is not to ignore. Figure 7 indicates that both π t ( Figure 7A ) and b t ( Figure 7B) evolve at a higher level in the case of a nonlinear Phillips curve than in the case of a linear one. The mean and standard deviation of π t , b t , V t and r t from the two simulations are shown in Table 3 . The S.D. and absolute values of the mean of these variables are larger in the case of nonlinear Phillips curve than when the Phillips curve is linear.
Next we show theb in the nonlinear Phillips curve in Figure 8 .b in the nonlinear Phillips curve equals γ 2 b t−1 − γ 3 . Theb andb from the simulations with the linear Phillips curve are also shown in Figure 8 , from which we find that theb evolves at a higher level thanb in both linear and nonlinear Phillips curves. Above we have explored optimal monetary policy rules with adaptive learning. The simulations indicate that the state variables do not converge no matter whether the linear or nonlinear Phillips curve is employed as constraint in the optimal control problem. But the state and control variables seem to experience larger changes in the nonlinear Phillips curve than in the linear one. The results are different from those of Sargent (1999) , since in his model the state variables should converge in a non-stochastic model, as explored by Evans and Honkapohja (2001).
Monetary Policy Rules with the Robust Control
Facing uncertainties, economic agents can improve their knowledge of economic models by learning with all information available. This is what has been explored in Section 3. A disadvantage of the adaptive learning analyzed in the previous section is that we have considered only parameter uncertainty. Other uncertainties such as shock uncertainty explored in the first section, may also exist. Moreover, as studied in some recent literature, there is the possibility that economic agents resort to a strategy robust to uncertainty instead of learning. This problem has recently been largely explored with the robust control theory. Robust control induces the economic agents to seek a strategy for the "worst case". The robust control theory assumes that there is some model misspecfication-not only the uncertainty of the parameters like α t and β t estimated in the IS-and Phillips curves in Section 2, but also other kinds of uncertainties. Therefore, the robust control might deal with more general uncertainty than the adaptive learning. The robust control is now given more and more attention in the field of macroeconomics, because the classic optimal control theory can hardly deal with model misspecification. On the basis of some earlier papers (see Hansen and Sargent 1999 In this section we will also explore monetary policy rules using the robust control. Before starting empirical research we discuss briefly the framework of robust control, following Hansen and Sargent (2002) . Let the one-period loss function be L(y,u)=−(x Qx + u Ru), with Q and R both being symmetric and positive semi-definite matrices. The optimal linear regulator problem without model misspecification is
subject to the so-called approximating model
where {ˇ } is an iid Gaussian vector process with mean zero and identity contemporaneous covariance matrix. If the decision maker thinks there is some model misspecification, he will not regard the model above as true but as a good approximation to another model that he can not specify. To represent a dynamic misspecification which can not be depicted byˇ because of its iid nature, Hansen and Sargent (2002) take a set of models surrounding eq. (35) of the form (the so-called distorted model)
where { t } is another iid Gaussian process with mean zero and identity covariance matrix and ω t+1 a vector process that can feed back in a general way on the history of x:
where {g t } is a sequence of measurable functions. When eq. (36) generates the data, the errorsˇ in (35) are distributed as N (ω t+1 , I) rather than as N (0,I). To express the idea that eq. (35) is a good approximation when eq. (36) generates the data, Hansen and Sargent (2002) restrain the approximation errors by
In order to solve the robust control problem (34) subject to eq. (36) and (38), Hansen and Sargent (2002) consider two kinds of robust control problems, the constraint problem and the multiplier problem, which differ in how they implement the constraint (38) . The constraint problem is
subject to eq. (36) and (38) . Given θ ∈ (θ, +∞) with θ > 0, the multiplier problem can be presented as
subject to eq. (36). Hansen and Sargent (2002, ch. 6) prove that under certain conditions the two problems have the same outcomes. Therefore, solving one of the two problems is sufficient. The robustness parameter θ reflects the agents' preferences of robustness and plays an important role in the problem's solution. If θ is +∞, the problem collapses to the traditional optimal control without model misspecification. In order to find a reasonable value for θ, Hansen and Sargent (2002, ch. 13) design a detection error probability function by a likelihood ratio. Consider a fixed sample of observations on the state x t , t = 0, ..., T −1, and let L ij be the likelihood of that sample for model j assuming that model i generates the data, the likelihood ratio is
where i = j. When model i generates the data, r i should be positive. Define
Thus p A is the frequency of negative log likelihood ratios r A when model A is true and p B is the frequency of negative log likelihood ratios r B when model B is true. Attach equal prior weights to model A and B, the detection error probability can be defined as
When a reasonable value of p(θ) is chosen, a corresponding value of θ can be determined by inverting the probability function defined in (42) . Hansen and Sargent (2002, ch. 7) find that θ can be defined as the negative inverse value of the so-called risk-sensitivity parameter σ, that is θ = − 1 σ . Note the interpretation of the detection error probability. As seen above, it is a statistic concept designed to spell out how difficult it is to tell the approximating model apart from the distorted one. The larger the detection error probability, the more difficult to tell the two models apart. In the extreme case, when it is 0.5 (θ = +∞), the two models are the same. So a central bank can choose a θ according to how large a detection error probability it wants. If the detection error probability is very small, that means, if it is quite easy to tell the two models apart, it does not make much sense to design a robust rule. As stated by Anderson, Hansen and Sargent (2000) , the aim of the detection error probability is to eliminate models that are easy to tell apart statistically, since it is not plausible to set the robustness parameter to be so small that we tailor decisions to be robust against alternatives that can be detected with high confidence with a limited amount of data. Note that the higher the θ, the lower the robustness, not the opposite. In the research below we can see that a larger detection error probability corresponds to a larger θ.
Next we present the solution of the multiplier problem. Define
T (P ) = Q + ρA P − ρP B(R + ρB P B) −1 B P A.
Let P be the fixed point of iterations on T • D:
then the solution of the multiplier problem (40) is
with
It is obvious that in case θ = +∞, D(P ) = P and the problem collapses into the traditional LQ problem.
Simulations
With the same U.S. data as in Section 2 we get the following OLS estimates of the backward-looking IS-and Phillips curves (t-statistics in parentheses) for 1962.1-1999.4: 
Let A 11 be the sum of the coefficients of the inflation lags in the Phillips curves (0.965) and A 22 be the sum of the coefficients of the output gap lags in the IS curve (0.864), we define A = 0.965 0.045 0.074 0.864
The problem to solve turns out to be
With the parameters above and the starting values of π 0 and y 0 both being 0.02, λ = 1, ρ = 0.985 and C = 0.01 0 0 0.01 , we present the detection error probability in Figure 9 . the results above we find that the lower the θ is, the higher the coefficients of the inflation and output gaps in the interest rate. That is, the farther the distorted model stays away from the approximating one, the stronger the reaction of the interest rate to the inflation and output gaps. We also find that the lower the θ is, the higher the parameters in the value function.
We present the paths of the inflation rate deviation, output gap, the nominal interest rate and the value function with different θ in Figure 10 . Figure 10A presents the paths of the value function. It is obvious that the value function with θ = 0.03 (namely σ = −33) evolves at a higher level than those with θ being 0.09 (σ = −11) and +∞ (σ = 0). Figure 10B , 10C and 10D present the paths of the inflation deviation, output gap and interest rate. We find that the lower the θ is, the larger the volatility of the state and control variables. The standard deviations of the state and control variables are shown in Table 4 , which indicates that the standard deviations of the state and control variables increase if θ decreases and therefore the value function also increases with the decrease of θ.
Next we come to a special case, namely the case of zero shocks. What do the state and control variables look like and how can the robustness parameter θ affect the state variables and the objective function? According to the certainty equivalence principle, the optimal rules of the robust control with zero shocks are the same as when there are non-zero shocks. That is, F and K in eq. Figure 11 . Figure 11A , 11B, 11C and 11D represent the paths of the value function, the state and control variables with different θ. In Figure 11 we find that the state variables converge to their equilibria zero as time tends to infinity no matter whether the robustness parameter is small or large. But in case the robustness parameter is small, the state variables evolve at a higher level and converge more slowly to zero than when the robustness parameter is large. The value function also evolves at a higher level in the case of small robustness parameters. It is interesting that the interest rate also converges to zero as time tends to infinity, this seems inconsistent with the fact that the nominal interest rate should be bounded by zero. This would not be surprising if we note that the interest rate turns out to be a linear function of the inflation and output gaps in the model. If we consider a long run equilibrium level of interest rateR as in the simple Taylor rule (Taylor 1993) , the interest rate will converge to something aroundR rather than zero, though the state variables converge to zero. The simulations tell us that the larger the robustness parameter θ, the lower π t , y t , R t and the value functions are, and moreover, the faster the state variables converge to their equilibria. And in case θ = +∞, the state variables reach their lowest values and attain the equilibria at the highest speed. This is consistent with the conclusion from the simulations with non-zero shocks. 
Monetary Policy Rules under Uncertainty: An Evaluation
We have explored two strategies of monetary policy making under uncertainty: Adaptive learning and robust control. The difference of the two strategies is clear. In the former case the central bank is assumed to improve its knowledge of economic models by learning from the information available. In the latter case, however, the central bank accepts model misspecification as a permanent state of affairs and directs its efforts to designing robust controls, rather than to using data to improve model specification over time. As mentioned before, while the adaptive learning considers mainly parameter uncertainty, the robust control considers not a specific kind of uncertainty and might deal with more general uncertainty than the adaptive learning does. The simulations of these two strategies show much difference. In the learning strategy the state variables do not converge in both the linear and nonlinear Phillips curves even if the model is non-stochastic. With the robust control, however, the state variables may not converge in the stochastic model, but converge in the non-stochastic model.
We should, however, note two problems here. First, the robust control seeks a monetary policy rule in the so-called "worst case", which may not occur, and moreover, how to specify the "worst case" is a problem. The "worst case" and therefore the robust monetary policy rule are greatly influenced by the robustness parameter θ, as shown in our simulations. How to specify θ is a problem. As mentioned by Anderson, Hansen and Sargent (2000) , if the robustness pa-rameter is too small, it does not make sense to design a policy rule for a model which is very easy to tell apart. On the other hand, if θ is very large, the difference between the approximating model and the distorted model is very small and the robust rule may not be of much help. Although one can choose a robustness parameter with the help of the detection probability, the uncertainty is not really eliminated. In contrast to the robust control, the approach of learning, however, assumes agents reduce uncertainty through a specific algorithm of learning. The problem of this strategy is that there are many ways to specify how the parameters are learned. Different learning algorithms may lead to different policy rules. The learning algorithms discussed, for example, include the RLS, the Kalman filter, and the stochastic gradient learning. Second, in the empirical research of robust control we have assumed that the Phillips curve is linear. This leads to the convergence of the state variables in the non-stochastic model. The state variables may not converge if the nonlinear Phillips curve is used instead of the linear one.
Some researchers have even casted doubt on the strategy of robust control. Chen and Epstein (2000) and Epstein and Schneider (2001) , for example, criticize the application of the robust control for time-inconsistency in preferences. Hansen and Sargent (2001b) , therefore, discuss variants in which alternative representations of the preferences that underlie robust control theory are or are not time consistent. An important criticism of the robust control comes from Sims (2001a) . He criticizes the robust control approach on conceptual grounds. The robust control imposes also neutrality properties of the model which will not be removed by better local approximations. There are major sources of a more fundamental type of uncertainties that the robust control theory does not address. 13 Sims (2001a) points out that more important uncertainties are ignored in such an approach. One major uncertainty is to what extent there is a medium run trade-off between inflation and output. Sims (2001a) shows that long run effects of inflation on output may not need to be completely permanent in order to be important. On the other hand, a deflation may have strong destabilizing effects while interest rates are already very low. Thus, there may in fact be a long-run non-vertical Phillips curve.
14 Yet, the robust control approach follows the neutrality postulate, implying a vertical long-run Phillips curve.
Conclusion
This paper is concerned with monetary policy rules under uncertainty. We first present the evidence of uncertainty using a State-Space model with MarkovSwitching. Our empirical model using the U.S. data indicates that there have been regime changes in both parameters and shocks. We have considered not only the traditional IS and linear Phillips curve, but also a nonlinear Phillips curve.
Based on the evidence of uncertainty in monetary policy, we explore two kinds of strategies to deal with uncertainty. The first strategy is adaptive learning of unknown parameters in models. Both linear and nonlinear Phillips curves are considered. In contrast to previous models with adaptive learning (see Sargent, 1999 and Williams, 2002) , where LQ control models have been used, our simulations with a nonlinear optimal control model indicate that the state variables do not converge in either case, but the state variables have larger means and variances in the nonlinear Phillips curve than in the linear one.
The second strategy we have considered is the robust control which may deal with more general uncertainty than the adaptive learning. Using the robust control the central bank resorts to a monetary policy rule robust to uncertainty instead of learning. The empirical research indicates that the robustness parameter plays an important role in the policy design. It influences not only the means and variances of the state and control variables but also the speed of convergence. Yet, as Sims (2001a) has argued, other major sources of uncertainty should also be considered.
