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ABSTRACT
Visual intelligence at the edge is becoming a growing necessity for
low latency applications and situations where real-time decision
is vital. Object detection, the rst step in visual data analytics,
has enjoyed signicant improvements in terms of state-of-the-art
accuracy due to the emergence of Convolutional Neural Networks
(CNNs) and Deep Learning. However, such complex paradigms
intrude increasing computational demands and hence prevent their
deployment on resource-constrained devices. In this work, we
propose a hierarchical framework that enables to detect objects in
high-resolution video frames, and maintain the accuracy of state-of-
the-art CNN-based object detectors while outperforming existing
works in terms of processing speed when targeting a low-power em-
bedded processor using an intelligent data reduction mechanism.
Moreover, a use-case for pedestrian detection from Unmanned-
Areal-Vehicle (UAV) is presented showing the impact that the pro-
posed approach has on sensitivity, average processing time and
power consumption when is implemented on dierent platforms.
Using the proposed selection process our framework manages to
reduce the processed data by 100× leading to under 4W power
consumption on dierent edge devices.
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1 INTRODUCTION
Visual intelligence is a rapidly growing eld that can provide im-
proved high-level understanding of the environment. Computer
vision algorithms, in particular, are increasingly employed on mo-
bile/edge devices that support high-resolution cameras. Applica-
tions such as emergency response, disaster management, and recov-
ery, and monitoring of critical infrastructures, can all benet from
real-time video analytics. In many cases, for such applications the
connectivity to a cloud service may not be available or not existent
at all. Furthermore, processing information on-board can eliminate
security issues when transmiing sensitive information for such
applications. Hence, on-board processing is highly desirable at the
edge.
In particular, object detection, the rst step in visual data ana-
lytics, has recently enjoyed signicant accuracy and performance
Figure 1: Proposed tiles for processing base on the selection
process.
improvements due to the emergence of deep learning and the tech-
nology advances in Graphical Processing Units(GPU), respectively.
However, such complex paradigms intrude increasing computa-
tional demands and are not traditionally implemented in resource-
constrained devices.
Convolutional Neural Networks (CNNs) build hierarchical repre-
sentations that can eciently perform a variety of vision tasks such
as detection, recognition and segmentation [6], [5]. To facilitate the
mapping of CNNs on resource constrained devices, recent works
have focused on co-designing for high task-level accuracy and low
computational complexity. is has been addressed from dierent
aspects, with emphasis on precision reduction, network pruning,
and compression as well as compact network design. Furthermore,
such optimizations works mostly on small and xed image size and
do not consider applications, such as Unmanned Aerial Vehicles
(UAV) that need to work on higher resolution images. As such there
is still a need to accommodate improvements in CNN architectures
and design techniques with intelligent data reduction to maximize
the eciency of CNNs for such applications.
us, our contribution focuses on an intelligent way to reduce
the processed data by using the proposed EdдeNet framework, that
can work with any predened architecture, on larger scale images
leading to an increase of both accuracy and overall performance
of the system. We propose a way of focusing only on promising
regions and examine the impact of building resolution-optimized
networks to further improve the computation and accuracy trade-
os, as shown in Fig. 1.
EdдeNet framework consist of three main stages:
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• An optimized CNN, called DroNet V 3 that is lightweight
and operates on lower resolution input to provide initial
estimates for object positions
• A pool of per-scale- and region-size- optimized CNNs,
called DroNet Tile out of which the most suitable for pro-
cessing are selected at each time instance based on statisti-
cal metrics
• An optical-ow tracker to compensate for the increasing
demands of the previous stages and speed-up of the whole
process
e proposed framework was evaluated and compared with state-of-
the-art object detectors using a pedestrian dataset from Unmanned
Aerial Vehicle(UAV)-captured images, on an i5 CPU and two ARM-
based CPUs on dierent platforms. roughout the analysis on
our test dataset, we demonstrate that the detection accuracy can
considerably improve 6 − 20%, along with a 1.5× reduction on
the energy consumption of the system while increasing the per-
formance 60 − 100× compared to state-of-the-art CNNs. EdgeNet,
is able to maintain the accuracy of a high-end implementation,
while outperforming existing works in terms of processing speed
and energy consumption when targeting a low-power embedded
processor implementation, without changing the structure of an
existing network just by intelligently selecting regions of the image.
2 CNN INFERENCE AT THE EDGE
Convolutional Neural Networks have shown remarkable promise in
a variety of scenarios with impressive accuracy and performance. In
most cases, this comes at the cost of high computational, power and
memory requirements. In typical application scenarios, these CNNs
run on powerful GPUs that consume a lot of power. In response to
the excessive resource demands of CNNs, the traditional way is to
use powerful cloud datacenter for training and evaluating CNNs
[8]. Input data generated from mobile devices are sent to the cloud
for processing, and the results are sent back to the mobile devices
aer the inference. is cannot be applied in some cases such as
search and rescue missions in remote areas or in cases of natural
disaster where the network grid might not be available. With the
advancement of the technology and the powerful devices such as
Jetson by Nvidia[13] and Edge TPU by Google[4], that can analyze
real-time data at the edge, a new wealth of possibilities opens up
for potential applications, including sensing the user’s immediate
environment, navigating, assisting medical professionals, and home
automation [2], [1].
However, in some cases particularly for high resolution image
processing, the use of deep neural networks on devices like mobile
phones or smart watches is challenging, since model sizes are large
and do not t in the limited memory available on such devices.
Recent works are looking to minimize the size of the neural net-
works, while maintaining accuracy, using dierent strategies such
as down-sampling and lter count reduction [7],[9]. Other works
[16],[15], focus on creating specialized frameworks to compress the
neural network models, using state-of-the-art techniques such as
pruning on weights and operations that are least useful for predic-
tion, quantization by reducing the number of bits for model weights
and activations.
CNN Input Size (pixels) Processing Time (sec)
DroNet V3 512 0.08
DroNet Tile 512 0.03
DroNet Tile 416 0.02
DroNet Tile 352 0.014
DroNet Tile 256 0.008
DroNet Tile 128 0.002
Table 1: Procesing time ofDroNet V 3 andDroNet Tile for dif-
ferent input sizes indicating the Pool of CNNs
Other approaches look at the optimization beyond the CNN op-
timization [20], [3]. ese CNNs are working on a region proposal
base, where they use a small network to slide over a convolutional
feature map in order to generate proposal for the region where the
object lies. Dierent anchor boxes are proposed for each position
of an image in order to be examined by a classier and regressor to
check the occurrence of objects. On the other hand, some approach
are trying to look at the image only once [18],[11], and predict
this boxes without the two stage approach of the region proposal
and the large amount of proposals that need to process. Moreover,
in [14], we presented a Selective Tile Processing approach where
instead of resizing the input image and process it with a CNN, we
selected only regions of the image for processing in a static separa-
tion of the input image on same sized tiles, based on the image and
CNN input.
To this end, in this work we focus on techniques beyond the
CNN optimization, in order to intelligently reduce the data that
need to be processed by a CNN and enable real-time processing
on mobile/edge devices on high resolution images. In particular,
we focus on techniques that reduce both the large amount of pro-
posals of Region Proposal networks, and the times an image is
resized on Single-Shot networks. Based on the Selective Tile Pro-
cessing approach [14], we proposed a framework that evaluates
and dynamically select regions of the image based on statistical
metrics gathered from previous frames. In particular, we are able to
use smaller structures of CNN that can utilize eciently the tiling
approach and avoid the static separation of the input image.
3 PROPOSED APPROACH
We propose EdдeNet , a framework based on multiple CNN detec-
tors aiming to improve the overall performance of both accuracy
and processing time along with a reduction of power consumption,
of an edge-based detector on high-resolution images. Moreover,
we present an evaluation of dierent algorithmic parameters and
congurations, an indication of the number of frames the frame-
work must spend at each stage before moving to the next stage, in
order to analyze the impact on both performance and accuracy of
the detections. To this end, Fig. 2 shows the pipeline of EdдeNet
framework, which consist of three-stages. A detailed description
of each stage is given below:
Initial Position Estimation : e rst stage of our framework
is responsible for producing the initial positions of objects in a
frame, thus an appropriate method must be selected that is accurate
enough to steer the framework in the right direction. For this task,
we used an ecient Convolutional Neural Network designed for
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Figure 2: Overview of EdдeNet
edge applications[10]. We extend the structure of this network by
up-sampling feature maps from earlier layers to detect object at
multiple scales leading to a sucient improvement on the accuracy
of the detector [19] for smaller objects, such as pedestrians, that
we are going to refer to as DroNet V 3. is stage works with the
traditional way of resizing the input image, passed it through the
DroNet V 3 and then the produced detections are saved as a set
of bounding boxes where each box correspond to an object in the
image.
Tiling and CNN Selection : e second stage of the proposed
framework is responsible to reduce the data that need to be pro-
cessed by a CNN detector. e idea is to select dierent regions of
the image, referred to as tiles, to nd the minimum image region
that needs to be processed, based on the detected positions of the
objects in prior time instances. To be able to illustrate the whole
process, we are going to use the proposed CNN [10] that operates
on dierent input sizes depending on the tile size (128 − 512) and
refer to it as DroNet Tile .
Prior to the selection process it is necessary to perform a proling
and benchmarking of CNNs with dierent input sizes, between
128 − 512 in our case as shown in Table 1. ese CNNs make up
a pool out of which the best ones will be chosen at every time
instance to guarantee the minimum processing time.
In addition, we also utilize the number of objects in that tile as
a factor to guide the selection. is procedure requires to identify
candidate tiles that cover each object. Hence, for each detected box
proposed by the rst stage (Fig. 2) a number of tiles are generated
by positioning the object at each of the four tile corners, as shown
in Fig.3. In addition, tiles with dierent sizes are also generated, in
our case we used a total of 5 sizes: 512, 416, 352, 256, 128 matching
the dierent sizes in the CNN pool, as shown in Table 1. A total of
20 tiles for each object are proposed, where each tile is evaluated
by the selection process based on the objects that it covers and its
associated processing time. us, for each of the 20 tiles per object
proposed we calculate an Eective Processing Time (EPT), which is
the number of objects that are covered divided by its corresponding
processing time (Table 1). From the proposed tiles per object we
select the one with the minimum EPT. Finally, we combine all the
extracted tiles for all objects, and discards the redundant ones (i.e.,
those that cover the same or fewer objects) and retain only the one
with the minimum EPT .
For the example in Fig. 1 four 128 × 128 tiles are selected by
the selection process. Each tile that is selected is processed by the
appropriate CNN from the the pool, based on its size. To this end,
the processing time will be 4×0.002 = 0.008s using the selected tiles
compared to 0.05s using the DroNetV 3, which shows a signicant
impact on the performance even on this simple example.
Figure 3: Dierent tile proposals, with respect to the po-
sition and size of the tiles, for an object in the image. a)
128 × 128, b) 256 × 256, c) 352 × 352, d) 416 × 416
Optical ow based tracker : e third and nal stage of the
proposed framework is an optical ow tracker, named Lucas-Kanade
[12]. Lucas-Kanade tracker works on the principle that the motion
of objects in two consecutive images is approximately constant rel-
ative to the given object. e selection of this tracker was based on
its fast execution time, even with a large number of tracked points
in the image. It is worth mentioning that any other tracker will also
work on this stage with regards to application requirements such
as accuracy and speed trade-o. is stage is used for two main
reasons. 1) To track the objects of the framework along with stage
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1 and 2 and compare and verify the position of the detected object
using both tracking and detection algorithms and 2) to reduce the
processing time of the framework using only the tracker, before
detecting the whole image again. To be able to use this tracker,
a centered point must be calculated for each detected box in the
frame, based on stage 1. ese points are used along with the cor-
responding frame as the initialized points of the tracker. Each time
the tracker is called, it uses the previous and current frame in order
to calculate the optical ow of the points that correspond to the ob-
jects and returns the estimated new position of each object. Based
on the application requirements and the processing platform, for
having a good trade-o between accuracy and performance, a spe-
cic time-slot combination is selected, which determines how many
times each stage will be executed in the process loop as described
in Section 5.2.
4 TRAINING DATASET FOR UAV CASE STUDY
Images were collected using manually annotated video footage
from a UAV and the UCF Aerial Action Data Set [21] in order to
train DroNet Tile , DroNet V 3 and Tiny − YoloV 3 [19] to detect
pedestrians in a variety of scenarios, and dierent conditions with
regards to illumination, viewpoint, occlusion, and backgrounds.
Overall, for the training set a total of 1500 images were collected
with a total of 60000 pedestrians captured. We used Darknet [17],
a C- and CUDA-based Neural Network framework, to train, test
and evaluate each CNN on dierent platforms. Each CNN that we
tested was trained on the Titan Xp GPU for 200000 iterations on
the same dataset.
5 EVALUATION AND EXPERIMENTAL
RESULTS
In this section, we present an extensive evaluation of the proposed
EdдeNet framework for dierent congurations. e congura-
tions dier in the amount of time (number of frames) that is allo-
cated to each stage. Specically we use the notationNS1−NS2−NS3,
to indicate the number of frames that EdдeNet aords to each stage.
Moreover, we present an extensive evaluation and comparison with
three dierent single-shot models DroNet Tile , DroNet V 3, and
Tiny − YoloV 3 that vary in terms of computational complexity. In
this way we demonstrate that any approach not utilizing some
form of tiling and dynamic selection exhibits accuracy drop be-
cause of the reduced image resolution. We also compare each of
them for dierent three dierent computational platforms that fa-
cilitate dierent use-cases. e CNNs were trained and tested on
the same dataset for various input sizes and compared initially on a
low-end Laptop CPU, and then ported on two embedded platforms
an Odroid device 1 a Raspberry Pi3 2 all on the same constructed
aerial-view pedestrian dataset, consisting of 198 sequential images
containing 988 pedestrians in total.
5.1 Metrics
e dierent approaches are analyzed and evaluated on the same
test dataset using the following metrics:
1Samsung Exynos-5422 CortexTM -A15 2Ghz and CortexTM -A7 Octa-core CPUs with
Mali-T628 MP6 GPU
2 ad Core 1.2GHz Broadcom 64bit CPU
Figure 4: Comparison of average processing time (CPU) and
sensitivity between dierent EdдeNet congurations for dif-
ferent time frames for each stage
Sensitivity (SEN): is metric is dened as the proportion of
true positives that are correctly identied by the detector and it is
widely used as an accuracy metric, that returns the percentage of
the correctly classied objects. Is calculated by taking into account
the True Positives (Tpos ) and False Negatives (Fneд ) of the detected
objects as given by (1).
SEN =
Tpos
Tpos + Fneд
(1)
Average Processing Time (APT): To evaluate and compare
the performance for each Network, we use the average processing
time metric which shows the time needed to process a single frame
from a sequence of images. Specically, this metric is the average
processing time across all N test samples test images, where ti is
the processing time for image i .
APT =
1
N test samples
×
N test samples∑
i=1
ti (2)
Average Power Consumption (APC): is metric is dened
as the amount of input energy (measured in was) required for
processing a single frame from a sequence of images for a particular
platform. It is calculated as the summation of the power consump-
tion at each frame devided by the total number of test images in a
particular test set, where pi is the energy consumption for image i .
APC =
1
N test samples
×
N test samples∑
i=1
pi (3)
5.2 Evaluation of EdдeNet Framework
We investigate the impact of each stage for dierent congurations
on the overall performance and accuracy. To make the framework
more suitable for real-time processing at the edge and considering
that stage 1 is the most time consuming component of the frame-
work we set its time allocation to 1 frame. In the analysis we only
vary the time allocation for stages 2 and 3. e average process-
ing time and sensitivity on our constructed pedestrian test set is
presented for dierent congurations in Fig.4.
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Figure 5: Sensitivity ofTiny−YoloV 3, DroNet V 3, DroNet Tile
and EdдeNet on dierent platforms
is gure shows that the time allocated at each stage has a
signicant impact on both performance and sensitivity of the de-
tection framework. By increasing the time spend at stage 3 we
observe that there is a signicant impact on the performance of the
framework, from 0.03s to 0.02s with no impact on the sensitivity of
the framework. Moreover, an increase of stage 2 leads to a decrease
for the processing time from 0.03 to 0.015 but at the same time there
is a decrease on the sensitivity from 97% to 90%. Comparing the two
extreme congurations EdдeNet1 − 1 − 1 and EdдeNet1 − 10 − 5
it is rst observed that there is a signicant variation both in terms
of processing time and sensitivity. By increasing the time allocated
on both stages 2 and 3, from 2 to 15 there is a signicant decrease
for the processing time, from 0.03 to 0.012 since we delay the use of
the slower DroNet V 3 network for a window of 15 frames. On the
other hand, since stages 2 and 3 operate on initial target position
estimates from stage 1 they are more susceptible to missing newly
entered objects in the eld-of-view. is is reected by a decrease
in sensitivity from 97% to 86%.
is indicates that it is important to choose the appropriate
values for each stage in order to avoid operating with outdated
information which can lead to a reduction in accuracy. To this end
it is worth exploring the design-space in between the two extremes.
Our objective is to obtain the higher possible processing speed with
the highest possible accuracy. As seen in Fig. 4, the 4 le-most
points provide the best processing time. From these there is a point
where the framework achieves both utilize high accuracy of ∼ 97%
and low average processing time of 0.015. Consequently we select
EdдeNet1 − 3 − 5 as the best conguration in order to compare it
with the dierent alternatives and implement it on the dierent
edge platforms.
5.3 Performance analysis on CPU, Odroid and
Raspberry platforms
In this section, we present an evaluation of EdдeNet on dierent
platforms, compared to the other three single-shot CNN approaches,
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Figure 6: Average Processing Time of Tiny − YoloV 3,
DroNet V 3, DroNet Tile and EdдeNet on dierent platforms
DroNet Tile , DroNet V 3, and Tiny − YoloV 3 with respect to sen-
sitivity, average processing time, and energy consumption. Fig.
5 shows the sensitivity of each CNN detector on the pedestrians
dataset. Sensitivity comparison, shows that EdдeNet manages to
keep the accuracy close to 96% compared to the other CNNs, with
77% for DroNet V 3 and 63% for DroNet Tile . is can be arib-
uted to the fact that the single shot models resize the image prior
to processing and as a result reduce the object resolution as well,
leading to accuracy degradation. Even comparing with a deeper
and larger CNN, EdдeNet manages to outperform Tiny − YoloV 3
by 6% an indication of how well the selection process works along
with the tiling approach. EdдeNet spends most of its time work-
ing on image parts of the higher resolution image and as a result
manages to improve accuracy by 20%. is shows that even though
EdдeNet utilizes smaller, theoretically less capable CNNs, the ap-
propriate combination of a single deep network with the tiling for
aention focusing and the tracking for fast position estimation can
signicantly boost accuracy.
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Figure 7: Average Power Consumption of Tiny − YoloV 3,
DroNet V 3, DroNet Tile and EdдeNet on dierent platforms
Fig. 6 shows the average processing time on dierent evaluation
platforms. First, it is noticeable that the selected conguration
of EdдeNet is faster on all platforms than the other approaches.
In all devices there is a reduction of the APT from 60 − 100×,
which shows that with no impact, and in some cases an increase
of sensitivity, EdдeNet manages to boost the inference time of the
detector. It is also worth noting that the performance of EdдeNet
5
Figure 8: EdдeNet selection process on dierent frames of the test set. White boxes indicates the proposed tiles for processing
and orange is the actual detection of the objects
adapts to the activity (number and location of pedestrians) in the
scene due to its dynamic nature, whereas the processing time of
the other approaches is constant regardless of the frame content.
Fig. 8 shows dierent time instances of the selection of tiles and the
detections on the constructed dataset, another example on the way
EdдeNet can select dierent tiles for processing and at the same
time cover all the objects eciently. Overall, EdдeNet is able to
run in real-time on all platforms with an average processing time
between 0.02 − 0.06 on all devices. As such, it veries our claim
that an intelligent processing pipeline can be more ecient than a
single CNN, for use in mobile/edge devices.
Moreover, as shown in Fig. 7, EdдeNet leads to a reduction of
the average power consumption which makes it the most power
ecient detector compared to the other CNNs. e reduction of
processed data along with the use of CNNs with small input size and
the tracker, has a direct impact on the average power consumption
on all platforms due to the reduction of computation. Comparing to
Tiny−YoloV 3, which consumes the most power compared to all the
other networks, there is a 14W decrease of the power consumption
on the CPU platform and a decrease of 1 − 1.5W on the other two
platforms.
6 CONCLUSION & FUTUREWORK
is paper proposed a three-stage framework for a more ecient
object detection on higher resolution images for edge/mobile de-
vices. We have demonstrated that an intelligent data reduction
mechanism can go a long way towards improving the overall accu-
racy and focus the computation on the important image regions.
Furthermore we have shown that by selectively choosing the best
CNNs to use based on the position and proximity of targets between
them there are signicant benets in terms of performance and
accuracy. Overall, EdдeNet manages to provide promising perfor-
mance between 15−50 frames-per-second, with 96% accuracy and a
power consumption between 1.5− 9W , depending on the inference
device. Future research plans include the optimization, using bina-
rization and pruning techniques, of each individual CNN to further
improve the speed. Moreover, we plan to test EdgeNet on various
scenes and dierent conditions and incorporate the movement of
the objects in the selection process in order further increase the
detection accuracy in case of high movement of both the objects
and the camera.
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