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Abstract. Como es sabido los datos batime´tricos que resultan de procesos de medicio´n se presentan
en forma dispersa. Para la implementacio´n de un me´todo nume´rico es necesario disponer de valores
batime´tricos en puntos que determinara´ la discretizacio´n adoptada del dominio a estudiar, los que en
general, difieren de los datos medidos.
En este trabajo se propone un me´todo de interpolacio´n multivariable con Funciones de Base Radial
(RBF), considerando diferentes formas de colocacio´n (no- Hermitianas y Hermitianas). En el presente
trabajo se construyen las funciones interpolantes, como combinaciones lineales de distintos tipos de
RBFs. Se estudia la exactitud del me´todo comparando resultados para las diferentes RBFs y los distintos
tipos de colocacio´n. Finalmente se comparan los resultados obtenidos a trave´s del me´todo propuesto
con interpolaciones espaciales resultantes de aplicar los me´todos de Kriging y Shepard. Para poder
hacer un ana´lisis de error se propone una funcio´n de prueba que se define en funcio´n de las magnitudes
batime´tricas reales del estuario del Rı´o de la Plata.
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1 INTRODUCCION
Los datos batime´tricos se presentan en forma dispersa como resultado de campan˜as de medi-
ciones que se realiazan para distintos perı´odos de tiempo. Usualmente para la implementacio´n
de un me´todo nume´rico, es necesario disponer de valores en puntos que determinara´ la dis-
cretizacio´n adoptada del dominio a estudiar, los que en general difieren de los datos medi-
dos. Las formas ma´s usuales de obtener estos datos son a trave´s de interpolacio´n con fun-
ciones cuadra´ticas o adoptando los valores del punto ma´s cercano. Por otro lado para variables
hidrolo´gicas es usual interpolar usando me´todos como el de Krigging y el de Cubic Shepard
Interpolation.
Siguiendo la idea de esquemas de aproximacio´n de datos dispersos para aplicaciones a dina´mica
de fluidos propuestos por Kansa (Kansa (1990)), en este trabajo se propone la utilizacio´n de un
me´todo de interpolacio´n multivariable utilizando funciones de base radial y considerando dis-
tintos tipos de colocaciones, tanto no hermitianas como hermitianas. Estas mismas RBF han
sido utilizadas para aproximar la solucio´n de ecuaciones diferenciales en derivadas parciales
(Rocca et al. (2005), Kansa and Hon (2000), Power and Barraco (2002), Franke and Schaback
(1998), Rocca and Power (2006))).
En la seccio´n 2 se describen las RBFs y las te´cnicas de colocacio´n hermitianas y no hermitianas.
En la seccio´n 3 se construye una funcio´n “suave” la cual permitira´ definir las funciones inter-
polantes a trave´s de sus valores y los de sus derivadas, como ası´ tambie´n calcular los errores.
Adema´s se construyen tres tipos de funciones interpolantes, una no hermitiana y dos hermi-
tianas.
En la seccio´n 4 se exhiben los resultados nume´ricos. En la seccio´n 5 se hace un breve resumen
de las conclusiones.
2 INTERPOLACION CON FUNCIONES DE BASE RADIAL
Dado un conjunto de datos dispersos:
f(xi; zi) : 1  i  Ng
con xi 2 <n y zi 2 <, se quiere encontrar una funcio´n f tal que sea la u´nica dentro de un
espacio de funciones anteriormente propuesto, que verifique que:
f (xi) = zi i = 1; : : : ; N (1)
Es sabido que para el caso n = 1, dado un conjunto de N datos, proponiendo el espacio
N 1 (<) (polinomios en una variable real de grado no mayor a N   1) existe un u´nico poli-
nomio que verifica las N condiciones. O ma´s generalmente, si un Espacio de Haar H 
C (<) de dimensio´n N es fijado, entonces siempre es posible encontrar una interpolante en
H que verifique (1). Desafortunadamente si se trabaja con n  2 no es posible encontrar tal
espacio de Haar (Mairhuber (1956)). Se remarca que H depende solamente de N (la cantidad
de datos)(Wendland (2005)).
Por este motivo es que, para interpolar datos dispersos, en este trabajo, se utilizara´n conjuntos
de funciones que, adema´s de la cantidad de datos, tengan en cuenta la ubicacio´n de los puntos
donde esta´n dados los datos. Se interpolara´ entonces con ”funciones de base radial” (Radial
Basis Function, RBF)(Buhmann (2003))
Una RBF es una funcio´n de la forma
x 2 <n  !  (x) =  (kxk)
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donde  : <+0 ! < y k:k indica la norma euclidea.
Las ma´s conocidas RBF son las que se mencionan en la Tabla 1







r2m 2log (r) thin-plate spline general
rm polino´mica
donde m es un entero no nulo (m impar en el caso de las multiquadrics y las polino´micas)
y r = kxk. Cabe sen˜alar que las RBFs de tipo gaussianas y las multicua´dricas inversas ( i.e.
cuando m < 0) son definidas positivas, mientras que las thin-plate spline, las polino´micas
y las multicua´dricas (m > 0) son condicionalmente definidas positivas de orden m(Schaback
(1995)).
Para hallar la funcio´n interpolante de los N datos dispersos
f(xi; zi) : 1  i  Ng
construida con funciones RBF, se supondra´ que zi = F (xi), es decir que son los valores de una
cierta funcio´n F .




i (kx  xik) (2)
donde los i son coeficientes a determinar, con las condiciones dadas por (1). Se obtiene ası´ un
sistema A = b, para el cual A = ( (kxj   xik))1j;iN ,  = (j)1jN y b = (zj)1jN .
Este sistema tiene u´nica solucio´n (Micchelli (1986)).









donde los i y los k son coeficientes a determinar, y fp1; p2; : : : ; pqg es una base dem 1 (<n)
(Madych and Nelson (1990)). Se agregan adema´s condiciones de contraccio´n:
NX
j=1
jpk (xj) = 0 1  k  q; (4)





 e =  

 eb =  b
0

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con
i;j =  (kxi   xjk) i; j = 1; : : : ; N
Pi;j = pj (xi) i = 1; : : : ; N j = 1; : : : ; q
En el trabajo (Micchelli (1986)) se demuestra la existencia de la interpolante, en tanto que en
(Madych and Nelson (1990)) se muestran cotas para el error de interpolacio´n.
Para el caso en que adema´s de las condiciones (1) se dispone tambie´n de los datos:
LiF (yi) = zi i = 1; : : : ;M (5)
donde los Li son combinaciones lineales de derivadas de F de a lo sumo orden em evaluadas en
un conjunto de puntos yi contenido en <n, se propone como funcio´n interpolante para el caso




i (kx  xik) +
MX
i=1
N+ieLi (kx  yik) (6)




i (kx  xik) +
MX
i=1
N+ieLi (kx  yik) + qX
k=1
kpk (x) (7)
donde  y i, son como los definidos anteriormente y los operadores eLi actu´an sobre el
centro yi. Adema´s para el caso de las RBF condicionalmente definidas positivas debe ser em 
m . Este tipo de interpolante, donde se consideran tambie´n las derivadas de la funcio´n, se
denomina colocacio´n hermitiana (Ling et al. (2006)). En contraposicio´n con este esquema se
denomina no hermitiana a la interpolacio´n que so´lo utiliza los valores de la funcio´n.








jpk (yj) = 0 k = 1; : : : ; q (8)
se obtiene un sistemas Ae = eb, siendo
A =
0@  L P(L)t LeL LP
P t (LP )t o






 y P como antes y
Lei;j = Li (kxi   yjk) i = 1; : : : ; N j = 1; : : : ;M
LeL`i;j = LieLj (kyi   yjk) i; j = 1; : : : ;M
LPi;j = L
ipj (yi) i = 1; : : : ;M j = 1; : : : ; q
li = zi i = 1; : : : ;M
para el caso de las RBF condicionalmente definidas positivas.
Para el caso de las RBF definidas positivas el sistema es similar pero no aparecen las partes
correspondientes al polinomio que se agrego´ en (7). En Wu (1992) se demuestra la existencia y
unicidad de las interpolantes definidas por (6) y (7).
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3 IMPLEMENTACION NUMERICA.
3.1 CONSTRUCCION DE UNA FUNCION SUAVE.
A partir de los datos batime´tricos se construye una funcio´n “suave”:
S : <2  ! <
suficientemente derivable, de modo de obtener una fucio´n prueba cuya gra´fica se asemeje a la
batimetrı´a real. Esta funcio´n permitira´ definir las funciones interpolantes a trave´s de sus valores
y los de sus derivadas, para el caso de las colocaciones hermitianas, como ası´ tambie´n calcular
los errores.
Para la construccio´n de la mencionada funcio´n se considera el conjuntoD de datos batime´tricos
ya proyectados a un plano horizontal ( Fig.1):






















Figure 1: Datos batime´tricos.






















Figure 2: Valores de la Funcio´n S(x,y)
D =

(xi; yi; zi) : con (xi; yi) 2 X  <2; i = 1; : : : ; N
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Se tomara´ una particio´n del conjunto X tal que
X = X1 [X2 [ : : : [Xk0 para algu´n k0 2 N
Esta particio´n depende de un para´metro t > 0, que separa en “franjas” al conjunto de valores
zi i = 1; : : : ; N . Es decir, dado el dato (xi; yi; zi) se considerara´ que
(xi; yi) 2 Xj si zi 2 [(j   1) t; jt)
Lo que se intenta hacer es construir una funcio´n S (x; y) tal que para gran parte de los (xi; yi) 2
X se verifique:
zi 2 [t(k   1); tk)) S (xi; yi) 2 [t(k   1); tk)
No´tese que cuanto ma´s pequen˜o sea elegido el para´metro t > 0, tanto ma´s se aproximara´ la
gra´fica de la funcio´n S a la batimetrı´a.
Se propone entonces:
S (x; y) = G (x; y) +
rX
j=1
hj (x; y) (9)
siendo
G (x; y) = K'1 (x; y)'2 (x; y) :
Las funciones '1 (x; y) y '2 (x; y) definen implı´citamente curvas en el plano (x; y) que imitan
a la lı´nea de costa y caracterizan a los puntos del dominio, es decir
(xi; yi) 2 X () '1 (xi; yi)'2 (xi; yi)  0;
la constante K es un coeficiente de peso para mantenerse en el rango de los valores reales.
Por otra parte las funciones hj (x; y) son de la forma








donde la cantidad r y los para´metros kj , j , aj , bj , exj y exj (j = 1; : : : ; r) se eligen de tal modo
que los valores de la funcio´n S se asemejen localmente a los datos batime´tricos (Fig. 2)
3.2 CONSTRUCCION DE FUNCIONES INTERPOLANTES.
Se definira´n tres funciones interpolantes f1, f2, f3. Para definirlas se utilizara´n RBFs condi-
cionalmente definida positiva de orden 1
 (k(x; y)  (xj; yj)k) =
s
k(x; y)  (xj; yj)k2
c2
+ 1
siguiendo el trabajo de Hardy (1988).
La interpolante f1 se construye segu´n la Ec.(3) considerando los datos,
zi=S (xi; yi) i = 1; : : : ; c1
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La interpolante f2, se construye segu´n la Ec.(7) con los datos




(xi; yi) i = c1 + 1; : : : ; c1 + c2
y la interpolante f3, se construye tambie´n con la Ec.(7), con los datos










(x,y) para dS/dx y dS/dy
Figure 3: Datos para las interpolantes.








(xi; yi) i = c1 + c2 + 1; : : : ; c1 + c2 + c3
donde, para este caso se consideran:
f(xi; yi) : i = c1 + 1; : : : ; c1 + c2g = f(xi; yi) : i = c1 + c2 + 1; : : : ; c1 + c2 + c3g
y
f(xi; yi) : i = c1 + 1; : : : ; c1 + c2g  f(xi; yi) : i = 1; : : : ; c1g
es decir el conjunto de los puntos donde se toman los valores de la derivada de la funcio´n
respecto de x coincide con el conjunto en el que se toman las derivadas respecto de y, y es un
subconjunto del conjunto de puntos donde se toman los valores de la funcio´n.
En la figura 3 pueden visualizarse estos conjuntos.
4 RESULTADOS NUMERICOS.
A fin de obtener los resultados nume´ricos se desarrollaron algoritmos que fueron implemen-
tados en software libre SCILAB (http://www.scilab.org/)
Para la construccio´n de las funciones interpolantes se resolvieron sistemas de ecuaciones lin-
eales cuyo taman˜o se muestra en la Tabla 2.
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Table 2: Taman˜o de los sistemas
Interpolante 1 800 inco´gnitas
Interpolante 2 900 inco´gnitas
Interpolante 3 1000 inco´gnitas
En la Tabla 3 se exhiben los resultados nume´ricos obtenidos para cada una de las funciones
interpolantes y para distintos valores del para´metro de forma c. Se presentan: el nu´mero de
condicio´n de las matrices de los sistemas de ecuaciones resueltos, los errores absoluto y relativo
ma´ximos y el error residual medio (MSR) definido como:
MSR =
sPn0
i=1 (jfj (exi; eyi)  S (exi; eyi) j)2
n0
Para medir los errores se consideraron las coordenadas (exi; eyi) i = 1; : : : ; n0 de los puntos de
una grilla regular suficientemente densa (Fig 4).
En dicha tabla se observa que todos los errores disminuyen, para la misma interpolante, a
medida que aumenta el valor del para´metro de forma c.
Para un mismo para´metro de forma, los errores correspondientes a las distintas interpolantes
disminuyen levemente, pero debe advertirse el incremento del nu´mero de condicio´n de los sis-
temas cuando se pasa de una colocicio´n no hermitiana a hermitianas con una y dos derivadas
respectivamente.
Las ventajas del me´todo de intepolacio´n propuesto se pueden observar en la Tabla 4 donde
se comparan los resultados derivados de esta metodologı´a con los de me´todos standard como el
Kriging y el Cubic Shepard Interpolation.
Cabe sen˜alar que los errores en todos los casos fueron calculados haciendo las diferencias
entre los valores de las funciones interpolantes y la funcio´n suave construida ’ad hoc’.














Figure 4: Datos de la grilla uniforme.
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Table 3: Resultados obtenidos
Para´m Nro de cond Error Abs Error Rel
Interp de de la Ma´x Ma´x MSR
Forma matriz
f1 3,395665E+07 1,593641 3,270717 0,232524
f2 1000 1,484022E+08 1,593640 3,270716 0,232522
f3 5,021736E+10 1,593638 3,270715 0,232506
f1 1,374390E+06 1,245073 2,497960 0,148805
f2 5000 3,510775E+08 1,245073 2,497959 0,148803
f3 3,045020E+10 1,245072 2,497946 0,148803
f1 9,363130E+05 1,248220 2,327623 0,126431
f2 7000 5,309077E+08 1,248220 2,327622 0,126430
f3 9,274968E+09 1,248219 2,327621 0,126429
f1 2,390567E+06 1,252056 2,217230 0,110775
f2 9000 7,714314E+08 1,252056 2,217229 0,110774
f3 9,733391E+09 1,252055 2,217228 0,110773
f1 3,815977E+06 1,253997 2,174405 0,104884
f2 10000 9,163580E+08 1,253997 2,174405 0,104883
f3 1,706472E+10 1,253996 2,174406 0,104883
f1 6,081584E+06 1,255885 2,136716 0,100084
f2 11000 1,078914E+09 1,255885 2,136715 0,100084
f3 5,605419E+10 1,255884 2,136714 0,100083
f1 1,534983E+07 1,259394 2,071364 0,093298
f2 13000 1,461086E+09 1,259394 2,071364 0,093298
f3 1,234066E+10 1,259393 2,071363 0,093297
f1 3,837021E+07 1,262458 2,014187 0,089581
f2 15000 1,927270E+09 1,262457 2,014186 0,089581
f3 2,103487E+10 1,262456 2,014185 0,089580
f1 3,628542E+08 1,267934 1,890762 0,088955
f2 20000 3,533801E+09 1,267933 1,890761 0,088954
f3 2,980083E+10 1,267932 1,890760 0,088953
5 CONCLUSIONES.
El me´todo de interpolacio´n que se propone en el presente trabajo permite obtener resultados
de mayor precisio´n, au´n en su versio´n ma´s simple (interpolante f1) si se lo compara con otros
me´todos standard. A su vez, cuando se utilizan las interpolantes f2 y f3, donde se consideran
otras caracterı´sticas de los datos a interpolar (en nuestro caso las derivadas en las direcciones de
los ejes coordenados) los resultados obtenidos mejoran levemente a pesar de estar resolviendo
sistemas mal condicionados.
Por otra parte cuando, como en los ejemplos exhibidos, la funcio´n RBF utilizada es del tipo
multiquadric, se dispone de un para´metro (el para´metro de forma c) cuya adecuada eleccio´n
disminuye el error.
Mecánica Computacional Vol XXVIII, págs. 2373-2383 (2009) 2381
Copyright © 2009 Asociación Argentina de Mecánica Computacional http://www.amcaonline.org.ar
Table 4: Comparacio´n de resultados entre otros me´todos standard y RBF
Me´todo Error Abs Ma´x Error Rel Ma´x MSR
Interpolante f3(c=15000) 1,262456 2,014185 0,089580
Interpolante f3(c=20000) 1,267932 1,890760 0,088953
Cubic Shepard Interpolation 1.549798 2.025377 0.154446
Kriging 1.802343 3.680607 0.269037
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