In this paper we prove some new results on complete operational second order dierential equations of elliptic type with coecient-operator conditions, in the framework of the space L p (0, 1; X) with general p ∈ (1, +∞), X being a UMD Banach space. Existence, uniqueness and optimal regularity of the classical solution are proved. This paper improves and completes naturally our last two works on this problematic.
Introduction and Hypotheses
In this work we study the following operational second order complete elliptic dierential Problem { u ′′ (x) + 2Bu ′ (x) + Au(x) = f (x), a.e. x ∈ (0, 1),
where A, B, H are closed linear operators in X (X being a complex Banach space), d 0 , u 1 are given elements in X and f ∈ L p (0, 1; X), 1 < p < ∞. We seek for a classical solution u to (1), i.e. a function u such that:
, 1; D(B)), ii) u(0) ∈ D(H), iii) u satises (1). (2)
This optimal L p -regularity is very important to solve many quasilinear parabolic equations corresponding to (1) . In fact, the use of the xed point theorem to solve these nonlinear problems requires necessarily optimal regularities such (2) .
The Robin boundary condition u ′ (0) − Hu(0) = d 0 arises in many concrete situations and generalizes, for instance, the well known impedance boundary condition in 0. In fact we will see in the applications that we can take H = −A or some fractional power of −A. ÌÀÒÅÌÀÒÈ×ÅÑÊÎÅ ÌÎÄÅËÈÐÎÂÀÍÈÅ We rst study the Problem
where L and M are some closed linear operators in X. Then, in order to solve (1), we solve (3) with L and M satisfying moreover
Here, when P, Q are two linear operators in X, P ⊂ Q, means that D(P ) ⊂ D(Q) and P = Q on D(P ).
By classical solution u to (3), one means that
iii) u satises (3). (5) Note that in virtue of (4), a classical solution u to (3) will be, a fortiori, a classical solution u to (1) .
In order to solve Problems (1) and (3) for any f ∈ L p (0, 1; X), 1 < p < ∞, we will assume in all this paper that X is a UMD space.
We recall that a Banach space X is a UMD space if and only if for some p > 1 (and thus for all p) the Hilbert transform is continuous from L p (R; X) into itself (see [1, 2] ). Many authors have studied the equation u ′′ (x) + 2Bu ′ (x) + Au(x) = f (x), a.e. x ∈ (0, 1), with the Dirichlet boundary conditions u(0) = u 0 , u(1) = u 1 . When f ∈ L p (0, 1; X), 1 < p < +∞ (see for example [3, 4] ); when f ∈ C θ ([0, 1]; X), 0 < θ < 1 (see [59] ). Here we deal with the following operational Robin boundary condition in 0, u ′ (0) − Hu(0) = d 0 , which contains a general linear closed operator H. Therefore the situation is more complicated because of the dierent domains for instance. In the particular case B = 0, Problem (1) has been considered in [11] when f ∈ L p (0, 1; X), 1 < p < +∞ and in [10] for f ∈ C θ ([0, 1]; X), 0 < θ < 1. We recall also the study [12] where B is supposed generating a group.
In this paper we will consider more general situations (see Subsection 2.1). Our techniques are based upon the Dore Venni Theorem [13] , on the sum of two closed linear operators, on the results in Pr uss Sohr paper [14] and on the reiteration Theorem in the interpolation theory, (see [15, 16] ).
Let us mention that all the papers quoted above and also our study, deal with the commutative case (A, B or L, M commute in some sense).
A recent paper [17] treats one interesting non-commutative framework, for the boundary Dirichlet following problem
(with ω > 0 large enough). This new approach will lead us to develop a future work, solving the same equation with operational Robin boundary conditions in non-commutative situations.
The plan of the paper is as follows. Section 2 is devoted to Problem (3); we rst give our assumptions on operators L, M and H, we then give a representation formula of the solution and conclude by analyzing this representation.
In Section 3 we apply the results of section 2 with
to solve Problem (1). We also specify the assumptions on A and B.
In section 4 we study some interesting particular situations in which our assumptions on L, M and H are satised.
Finally in section 5 we give some concrete examples of partial dierential equations to which our theory applies. (3) 1.1. Preliminaries First, dene the class BIP(X, α) where α ∈ [0, π) (see [14, p. 430 
Study of Problem
(N (U ), R (U ) and ρ(U ) are respectively the kernel, the range and the resolvent set of U ) and
We recall that operator verifying (7) admits a complex power U z for any z ∈ C (see [18, p. 70] ).
On the other hand, let θ ∈ (0, 1),
Then we consider the interpolation space (X, D(V )) θ,q and dene
When θ ̸ = 1/2, we can use the well known following reiteration result
We recall moreover that (D(V ), X) θ,q = (X, D(V )) 1−θ,q , so using (9) we get
(for details on interpolation spaces and reiteration see for instance [19] 
and
The previous assumptions allow us to build e L+M ∈ L (X) (see Lemma 1 below) and then we can consider the linear operator Λ dened by
We will suppose that Λ is closed and boundedly invertible.
This last assumption signies exactly that the determinant, in some sense, of (3) is invertible. It generalizes the hypothesis (16) (used in the paper [12, p. 526] ), since when B = 0 they coincide. This will be discussed further (see section 3). Our main result in this work arms that under the above assumptions on L, M , and if f ∈ L p (0, 1; X) with 1 < p < ∞, then Problem (3) has a unique classical solution u in the sense of (5) if and only if
Consequences of Assumptions
Remark 1. Assume (11) and (12) . Then (14) is satised.
2. We can choose ε > 0 (arbitrary small) such that
(if θ L ̸ = θ M , it is even possible to take ε = 0). It follows that L + M generates a uniformly bounded analytic semigroup in X, but this can be proved in a another way, without applying the BIP operator theory see Lemma 1, statement 6.
LM is closable and LM
The closability is obtained by a direct application of Corollary 3 in [14] , but here, due to the fact that
We now study some commutativity properties.
Lemma 1. Assume (6) and (11)∼(17).
, then
Proof.
Assume x > 0 and ξ ∈ D(H).
Operator C generates a C 0 -semigroup, so we can apply the exponential formula (see [20, Theorem 8.3 p. 33] ):
and from (12), (15), (16) we deduce that
then, since C is closed, we deduce that e xC ξ ∈ D( C) and Ce xC ξ = e xC Cξ. (15), (16) we deduce that
Since ξ ∈ D(H), from
now from (12), (15), (16) and statement 2, we deduce
4. We x λ ∈ ρ(C) and set y = Λ −1 (C − λI)ξ, then from statement 3 we have
Hξ, We assume here (6) and (11)∼ (17) . Suppose that Problem (3) has a classical solution
see ( [4, Statement 2, Theorem 5, p. 173]). On the other hand, using (10), one obtains
As in [3] , u saties, for a.e. x ∈ (0, 1)
where
Now, to obtain the nal representation of u, it is enough to determine the constants ξ 0 and ξ 1 taking into account the boundary conditions of problem (3):
It is clear that
We have, for a.e. x ∈ (0, 1) (17)), we get
Then
here we have used HΛ −1 u(0) = Λ −1 Hu(0) (see Lemma 1, statement 5 and (21) and
Finally, we deduce the following representation of u
which can be written as
and for ϕ ∈ X and
This shows that if Problem (3) has a classical solution u then it is unique and determined by (28).
Technical Lemmas
We recall an important consequence of the Dore Venni sum theory.
Lemma 2. Assume (6) and let −C ∈BIP(X, α) with α ∈ [0, π/2) and 1 < p < +∞. Then
Proof. Statement 1 is proved in [13] when C is boundedly invertible and in [14] otherwise. 2 Concerning interpolation recall that if C generates an analytic semigroup, then for all
it follows, for example, that
(see [16, p. 96] ). Lemma 3. Assume (6) and (11)∼ (14) . Then, for C = L or M and λ 0 ∈ ρ (C) we have
1. For the proof, see Lemma 3, p. 171, 172 in [4] .
2. We assume that C = L (the proof for C = M is similar).
, we obtain by statement 1
M Le
3. We assume that C = L.
by statement 2, we deduce that
Âåñòíèê ÞÓðÃÓ. Ñåðèÿ ≪Ìàòåìàòè÷åñêîå ìîäåëèðîâàíèå è ïðîãðàììèðîâàíèå≫ (Âåñòíèê ÞÓðÃÓ ÌÌÏ). 2015. Ò. 8, 3. Ñ. 5677
2 We are now in position to study the regularity of the terms R, S appearing in (28).
Lemma 4. Assume (6), (11)∼ (17) . Let C = L or M and ϕ a given element in X. Then for the regular term dened above R(., ϕ, C) we have
For the proof of this lemma see Lemma 2, p. 170, 171 in [4] . Now concerning the singular term S(·, f 0 , f, M ), we have:
Assume (6) and (11)
(here f 0 is given by (30)).
Proof. We set, for a.e. x ∈ (0, 1),
in virtue of the commutativity of L, M , one can write for
see (36) and again
from which it follows that
For example if P = LM then we write, for a.e. x ∈ (0, 1)
and since LΛ −1 , HΛ −1 ∈ L (X), from (38), (39) and (36) we deduce that
The cases P = L 2 or M 2 are similarly treated.
2
For the term
Proposition 2. Assume (6) and (11)
(here f 1 is given by (31)).
Proof. Assume P = LM (the cases P = M 2 and P = L 2 are similarly treated), one has
then by Lemma 3, statement 2
,p . 2
Main Result for Problem (3)
Theorem 1. Assume (6) and (11)∼ (17) . Let f ∈ L p (0, 1; X) with 1 < p < ∞. Then Problem (3) has a classical solution u if and only if
In this case, u is uniquely determined by (28).
Proof. From subsection 1.4. , we know that if (3) has a classical solution u then
where f 0 , f 1 and T are given in (30), (31) and (29). To conclude it is enough to study the regularity of (40). From Lemma 4, one has
and Lemmas 1 and 2 give
Summarizing, we obtain
On the other hand
Using again Lemma 4 and Propositions 1 and 2 we obtain
So u have the desired regularities. Now we will conclude by showing that the fonction u given by (28), satises (3). One has (28), (41) and (41), we obtain
From (28), we have
from which we notice a good surprise:
2 Remark 4. Assume (6) and (11)∼ (17) . If 
(it follows that the operator −(B 2 − A) 1/2 is the innitesimal generator of an analytic semigroup on X, see for instance [22] ).
D((B
Now, set
then, we will assume that
In addition, setting
, we will also suppose that Λ is closed and boundedly invertible.
Remark 5. Assume (42)∼(46). Then
For the proof, see Lemma 7 in [4] . 
if and only if
Proof. If we assume (42)∼(48), then hypotheses (11) (17) or (48) 
Some Cases in Which Assumption
then assumption (17) is satised and we can apply Theorem 1.
Proof. Since I − e L+M is boundedly invertible (see [19, p . 60]), we can write
where G :
1. Proposition 3 remains true if we replace (50) by
2. Assumption (49) can be obtained, for instance, in the following manner : under (6) and (11)∼(16), if we assume in addition that 3. The spectral Problem with a parameter ω ω 0 (where ω 0 0 is some xed number)
is studied in [24] , as an application of this paper, setting
and, under suitable assumptions, we can apply the results of this paper, replacing L, M by L ω , M ω . In particular, the spectral parameter ω is used to obtain (50) for ω large enough and then (17) by Proposition 3. and, for some n 1 ∈ N\{0}
Proof. We write
. So (17) will be satised if and only if 0 ∈ ρ(I −C). We proceed as in the proof of Lemma 2.3, p. 1458 in [10] .
• ∃k ∈ N\{0} : e Of course, this example can be generalized to R n and dierential operators
(see [14, 23] 
,
< 1 for δ > 0 large enough. This immediately apply to the dierential operators handled in the papers of Pr uss and Sohr quoted above.
