INTRODUCTION
Image segmentation is the process of partitioning a digital image into multiple regions or sets of pixels. This partitioning should be stopped when the object of interest in an application has been separated [1] . Accurate segmentation of medical images is very important for the analysis and diagnosis of abnormalities in different parts of the body. Segmentation becomes important since it further aids in classification of the segmented regions as benign or malignant. Malignancy insists the need for analysis like biopsy and thereafter medical excision. In order to avoid unnecessary biopsies, the need for accurate classification which is possible only by accurate segmentation techniques arises. It is not necessary that a segmentation algorithm suited for a particular medical image provides excellent results for other medical images also.
Dermatoscope is a non -invasive diagnostic technique which allows better visualization of surface and sub-surface skin structures. Dermoscopic images when interpreted for malignant melanoma diagnosis, consumes more time and is purely a subjective process even with trained dermatologists. The use of computer-aided diagnosis systems is of great assistance nowadays for untrained dermatologists. Even though many segmentation techniques are available in literature, the choice of segmentation algorithms used in this paper is based on popularity and simplicity of implementation.
Thresholding comes under similarity based approach [1] and can be subdivided into Global Thresholding and Adaptive (local) Thresholding. Global Thresholding is using a single threshold for the entire image whereas local thresholding partitions an image into several subimages with threshold defined for each subregion [2] . Thresholding methods perform fairly well if there is good contrast between the foreground and the background but not for images with no sharp peaks [3] . Also they require no prior knowledge of the image. The region based segmentation method used for comparison are the clustering algorithms, K means clustering developed by MacQueen [4] and Fuzzy C Means proposed by Bezdek [5] . Clustering is the process of grouping samples. The groups are called clusters. Both methods are iterative with the number of clusters defined by the user. For K means, the image pixels are divided among the clusters based on some distance metrics between the cluster centroids and all pixels. The cluster centroids are updated after each iteration and finally distance between the cluster centroids are maximized.
Fuzzy c-means is an unsupervised technique that finds application in feature analysis, clustering, and classifier designs. FCM is robust and retains more information from the original image than K means clustering. The main objective of FCM is to minimize an objective function iteratively by introducing certain fuzziness for the belongingness of each image pixel into each cluster [5] , [6] .The degree to which each pixel belongs to a region is given by the membership value. The crucial problem associated with clustering techniques is the assignment of number of clusters approximately by the user.
In an experiment, if all input parameters are known in prior then it is said to be a complete data case. Similarly, if any of the input parameters is unknown during the experimentation, then it is said to be an incomplete data case. The input variable which is unknown is termed as the hidden variable. The Expectation Maximization algorithm helps determining this hidden variable over multiple iterations. When it comes to an image segmentation context, the number of pixels and the number of clusters are known; but the cluster to which the pixel belongs is hidden. EM solves this uncertainty in two steps.
1) Expectation step -estimates the distribution of the hidden variable using the data and the current parameter values 2) Maximization step -maximizes the likelihood In Statistical Region Merging, regions are sets of pixels with homogeneous properties and they are iteratively grown by combining smaller regions [7] , [8] . This merging algorithm works with a statistical test which is based on a merging predicate and an order of merging.
Active Contour Models are parametric snake models proposed by Kass et al. [9] which locks onto the nearby edges under the influence of a user-imposed constrained energy (internal energy) and an energy of the image (external energy). Snake is a spline which is controlled by an energy minimizing function and relies on the image gradient for edge detection.
Chan -Vese model [10] for image segmentation overcomes the limitations of snake model by detecting concavities and contours with or without gradients. The representation and 1031 optimization of the energy functional is based on contour based gradient descent and Level-set based gradient descent respectively. This model detects even interior contours irrespective of the initial contour.
Spectral Clustering is the clustering of data points by considering them as connected subgraphs and not as distinct convex globular clusters as in K-means [11] . It uses the similarity between the data points represented using a similarity graph to cluster the input data. The similarity graph is associated with an adjacency/affinity matrix that gives the closeness between the data points. Points in the same cluster having high similarity and vice versa. The commonly used spectral clustering for image segmentation is the Shi-Malik Algorithm [12] .
In this paper, we evaluate and compare nine segmentation methods which fall under the broad classification of thresholding, region and contour based segmentation and graph based clustering techniques. These algorithms are applied to dermoscopic images of skin lesions and the segmented results are evaluated by comparing with ground truth. Evaluation is by specificity, sensitivity, accuracy, border error, Hammoude distance, Hausdorff distance, MSE, PSNR and elapsed time values. The arrangement of paper is as follows -section 2 discusses the algorithms taken for evaluation, section 3 provides the experimental results and evaluation, section 4 discusses the results and concludes with section 5.
SEGMENTATION METHODS
The nine different segmentation techniques considered for comparison are:
GLOBAL THRESHOLDING
Global Thresholding is a technique where a single threshold value is applied throughout the image. GT is an iterative process which considers the mean of all pixels as the initial threshold, T 0 . After grouping based on the selected threshold T 0 , a new threshold (T) which is the average of the mean of pixel intensities of each group is calculated. The pixels are re-grouped based on T. This iterative process stops if the difference between the new threshold and the previous one is negligibly small [13] . 
ADAPTIVE THRESHOLDING
Segmentation is based on a threshold value. Image is subdivided into small areas and averaged by a mean filter with appropriate window size. Each sub-image is segmented using different threshold values [1] . The output is a binary image showing the segmented regions. 
K MEANS CLUSTERING
The objective of K means clustering [14] is to partition an image into mutually exclusive clusters by minimizing the distance metric between the pixel and the cluster centroid. 
where ||.|| denotes the Euclidean norm , c k = mean of all pixels in kth cluster Reassign the pixel x j to the cluster c i
Repeat above steps until there is no further reassignment
The number of clusters is fixed with a prior knowledge of the image. The distance between each pixel and all the cluster centroids including the one the pixel is located is calculated. Based on this distance metric, the pixels are reassigned to the nearest centroid. Thus a new centroid is calculated based on this reassignment of pixels. This iterative process continues until all the pixels have been grouped to their nearest centroid and the centroid values change no further. K means algorithm is easily programmable and computationally economical. The output is sensitive to initial choice of clusters [15] .
FUZZY C MEANS
FCM is a soft computing technique [16] and a variant of K means. 
Repeat until convergence
Although FCM is an effective clustering technique, the resulting membership values do not always correspond well to the degree of belonging of the data, and it may be inaccurate in noisy environment.
EXPECTATION MAXIMIZATION
EM is a dual iterative procedure [17] . It assigns an initial mean (μ 0 ), variance (σ 0 2 ) and prior probability (p 0 ) for each pixel belonging to a cluster. The initial values are  μ 0 -calculated with randomly chosen data points  σ 0 2 -variance of full training set  p 0 -assumed equal for all clusters  E step -Gaussian probability distribution is applied to determine the pixel -cluster membership using Eq.(2)
The likelihood of this probability is calculated as
The parameters (mean, variance and prior probability) are recalculated. With these values, the probability and the likelihood are recalculated. The algorithm terminates when the likelihood in the E step and M step merge. 
STATISTICAL REGION MERGING
The Statistical Region Merging as proposed by Nock and Neilson [8] is a region merging segmentation technique where the merging of two or more regions is based on a statistical test. The statistical test is based on a predicate, which specifies the deviation in the intensities of the test regions. Thus the basic components of the SRM algorithm can be defined as merging predicate and order of merging. Any two regions (R and R') in an image I shall be merged if and only if they satisfy the following statistical test condition given in Eq.(4).
The value of g is taken as 256. It is very important that the regions R and R' can be tested to get merged only if all the regions within R and R' have undergone the statistical test. 
Apply the test condition over the successive regions as, if R(p i ) ≠ R(p i ') and P(R(p i ), R(p i ')) = true , then merge the regions R(p i ) and R(p i ')
The scale of segmentation increases with the value of Q. The algorithm has the advantage of speed and ease to implement. It could handle images with multiple channels, noisy and occluded images.
ACTIVE CONTOUR MODEL
The snake, v(s) = {x(s), y(s)} is controlled by two energy terms -an internal energy and an external energy. This method [9] works by minimizing the energy functional, E snake which is defined as,
The final position of the snake will always have minimum energy. The internal energy is the sum of bending and elastic energy given by Eq. (6 
where G σ is the 2D Gaussian function with standard deviation σ and  is the gradient operator .
The snake that minimizes E snake must satisfy the following Euler equation The major pitfalls in this model are that the capture range of the snake is limited and hence requires expert initialization; the snakes do not detect curvatures in the image.
ACTIVE CONTOUR MODEL WITHOUT EDGES
Chan Vese model, a special case of Mumford Shah segmentation technique is an iterative algorithm to detect smooth and discontinuous edges. Its main objective is to minimize the energy functional given as This algorithm has the advantage of detecting smooth boundaries. It automatically changes the topology and is highly resistive to noises.
SPECTRAL CLUSTERING
Normalized cuts algorithm or Normalised Spectral Clustering as proposed by Shi and Malik partitions points into disjoint clusters by calculating the eigen vectors of laplacians using similarity matrix. Given a set of points X = {x 1 ,x 2 ,….x n }, similarity graphs shall be constructed either by -neighbourhood graph, k-nearest neighbor graph or fully connected graph [11] . The adjacency matrix using Gaussian similarity function is given in Eq. (13) . 
EXPERIMENTAL RESULTS AND EVALUATION
This section provides the experimental results of the above specified algorithms for the dermoscopic images. The algorithms are evaluated using the following metrices [3] , [18]  Accuracy 
(m) Fig.1 
(a). Original image, (b). Ground truth and Segmented outputs for (c). GT, (d). AT, (e). KM, (f). FCM, (g). EM, (h). SRM, (i). ACMWE, (j). ACM -initial contour, (k). ACM -
External force field, (l). ACM, (m). SC 1035 
DISCUSSION
Images are preprocessed using median filter. The segmented output of the algorithms implemented in MATLAB is shown in Fig.1 and the mean of the evaluation metrices is tabulated in Table. 10. The database of 20 images from [19] was processed using all the methods under evaluation. AT provides better results only when there is significant color change between the skin and lesion. The overall efficiency of the algorithms with user interaction, not only depends on the efficiency of the algorithm but also on the user's expertise to give the input. For example, the snake model (ACM) outputs are influenced by the shape of initial contour and the speed with which the user specifies the contour. Though ACMWE provides good results, it takes more time for computation. The overall results show that FCM provides better results for dermoscopic images with comparatively minimum computational time. Even though with Spectral Clustering, the segmentation process consumes considerably higher time, the border error is minimized in comparison with other algorithms.
CONCLUSION
This paper evaluates and analyses the effectiveness of some of the segmentation algorithms over dermoscopic images. The result of each algorithm is greatly influenced by the type of image used for analysis. All algorithms do not generate same range of results for all kind of images. Hence we have to choose algorithms specific to the image type. The overall results show that the fuzzy clustering as well as Spectral Clustering algorithms gives better results for dermoscopic images. Even though, both algorithms provide comparable results Fuzzy Clustering algorithm segments faster.
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