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Abstract 
There are various circumstances affecting the individual health-related quality of life (HRQoL). The aim of the 
paper is to understand which health determinants are the most crucial while designing the efficient health 
policy. Using the machine learning approach, authors examine 42 health status related factors. The paper 
incorporates 27 individual level and 15 regional level health state determinants in empirical investigation. 
Results show that in terms of factor weights, the subjective health is the most influential on individual level and 
medical labor force - on regional level. However, in terms of frequency, the hospital visiting plays the most 
important role on individual level and estate condition - on regional level. In addition, empirical results indicate 
that individual level factors have higher impact on health status than regional level factors. Based on empirical 
results of the paper, authors provide policy recommendations. 
Keywords: Health Determinants; Health Policy; Machine Learning; Health-related quality of life (HRQoL); JEL 
Classification: I12; I18; I15. 
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1. Introduction  
The role of health is a central concern in society [31]. At the same time, the production of health is a question of 
the public policy [35, 8]. The biggest challenge in the process of improving the individual health state lies on 
the complexity to directly control all health state influential factors [22]. Understanding which decisions, both 
individual and public, result in change of health level is crucial [26]. Therefore, determinants of health and 
contribution of the health care take the leading area of research interests for health economists. Understanding 
which health determinates are the most crucial is an extremely important task to design the most efficient health 
policy [47]. The research on the production of health function requires estimation of the relationship between 
health inputs and outputs [44]. Health indicators, which are simultaneously meaningful and measurable are 
difficult to find. Researchers in the field have mainly focused on health-related quality of life (HRQoL) as a 
relevant health status indicator in last decades, while choosing between mortality rates and HRQoL [15]. Even 
though mortality rates are strictly accurate measures, still HRQoL is assumed to better capture the aspects of 
health status that are essential for economics and policy oriented research [11, 1, 3]. Health-related quality of 
life (HRQoL) is effected by various factors [13]. There exists a growing academic literature studying the 
determinants of health state on individual [4, 23] and regional [19, 43] level. However, the health state accounts 
the multidimensional circumstances and the empirical evidence on the matter is diverse. The main challenge in 
measuring the effects on HRQOL is related to both: the multidimensional nature of determinants [22] and the 
difficulty of mathematical techniques [2]. Even though, the large body of empirical literature has been devoted 
to resolve the problem by means of econometric models [21]. Still, researchers have faced difficulty to 
eliminate biases in the estimates [27, 36] . The investigation of the modern health production function requires 
advanced applications. The article contributes to the literature which tries to identify factors crucial for health 
status. The novelty of the study lies in its effort to use the machine learning methodology to estimate factors 
impacting on HRQoL. Machine learning approach provides a new perspective and methodology compared to 
traditional regression estimations. This article examines 42 health status related individual and regional factors 
and investigates their role in perceiving the health-related quality of life (HRQOL). The data used for empirical 
investigation is taken from national health and nutrition examination survey 2016 (NHANES) and statistics 
Korea. Results show that individual factors have higher impact on health status than regional factors. In terms 
of factor weights, the subjective health is the most influential on individual level and medical labor force - on 
regional level. However, in terms of frequency, the hospital visiting plays the most important role on individual 
level and regional development level - on regional level. Considering the empirical results of the paper, authors 
recommend policy makers to pay higher attention on individual aspects of the health policy. However, the 
regional indicators, such as medical facilities (capital and labor medical supply) are extremely important 
determinants of health-related quality of life (HRQOL). Moreover, the regional development indicators, such 
as, population, crime level, number of medical cases, have significant effect on health-related quality of life 
(HRQOL). Therefore, policy makers are recommended to pay high attention to medical facility supply, 
especially in low developed regions.The article is organized as follow. Section 2 presents the theoretical 
framework of the article. Section 3 reviews empirical literature about health status determinants. Section 4 
presents methodology used for the analyses. Section 5 introduces the data and explains the choice of variables. 
The 6th section derives and discusses results. The last section concludes and presents the policy implications. 
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2. Theoretical framework 
Health status is influenced by different factors [31, 12, 6]. The previous literature in the field has identified 
three main categories of health state determinants [13]:  
• Social/Economic environment 
• Physical environment 
• Individual characteristics and behaviors 
The role of social/economics environment, such as, economic development of the country or region of an 
individual or family income and social status, is enormous while discussing the individual health state [10]. 
Socio-economic environment provides resources and supporting systems which are extremely important for a 
sufficient health care. Higher income and social status is usually associated with better health [18]. However, 
the low education is linked to relatively poor health state [45]. Besides socio-economic atmosphere, also the 
physical environment, such as clean water and air, safety and healthy workspace, effect health state dramatically 
[34]. Healthier and well-maintained physical environment is related to improved health status [33]  While 
physical and socio-economic environment indirectly influence our health level, the individual characteristics 
and behaviors, such as age, gender, smoking habits and obesity issues, are factors which directly effect the 
individual’s health condition [46]. Among various theoretical frameworks about health determinants, the 
Dahlgren-Whitehead Rainbow model is assumed to provide the most consistent framework and has been widely 
used in health economics literature [32, 39]. Based on the Dahlgren-Whitehead Rainbow model authors 
construct own theoretical framework, which distinguishes between different layers of influential circumstances 
of health status and maps the relationship between them.  The model identifies following four groups of factors 
impacting on health-related quality of life (HRQOL): Social and community networks, individual lifestyle, 
hereditary and general socio-economic, cultural and environmental factors (see Figure 1: Theoretical 
framework: Determinants of health status). The broader classification applied in the model is individual vs 
regional (country-level) determinants, in which social or community networks, individual lifestyle and 
hereditary factors are grouped together. The rest of the aspects, such as the general socio-economic, cultural and 
environmental factors, represent the regional (country level) indicators. Above mentioned classification of 
factors provide possibility for the article to explore not only the relative influence of the determinants, but also 
compare the regional and individual factors. Understanding the difference between them is an extremely 
important aspect in providing a relevant health policy. Therefore, the main scope of the article is investigating 
the health determinants with policy implications in mind. 
Source: Authors own work based on the rainbow model of Dahlgren-Whitehead. 
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Figure 1: Theoretical framework: Determinants of health status 
3. Methodology 
The paper uses the machine learning methodology to estimate factors impacting on Health Related Quality of 
Life (HRQoL). The machine learning is a branch of artiﬁcial intelligence, which builds algorithms to make 
decisions by learning from the surrounding circumstances. In its design, a computer studies and behaves like 
humans, drawing the solutions from given environment [5]. The main idea of machine learning approach is to 
provide generic algorithms to a computer instead of custom code so that it can ﬁnd necessary information from 
the dataset [16]. In other words, if a computer learns relevant algorithms, which are suitable for a particular 
scenario, it generates logic to explain the situationa. 
In this article, authors analyze factors affecting quality of health status. Health status (HRQoL) is the response 
                                                          
a The machine learning is a method consisted of 3 factors: experience, task and, performance. Given the experience collected by the data 
X=(𝑥𝑥1,𝑥𝑥2,𝑥𝑥3,𝑥𝑥4, … , 𝑥𝑥𝑛𝑛) Y=(𝑦𝑦1,𝑦𝑦2,𝑦𝑦3,𝑦𝑦4, …𝑦𝑦𝑛𝑛), a task of machine learning is to ﬁnd out a function which could explain the relationship 
between X and Y vectors, and improve the accuracy of the function (performance) by learning.  
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variable. Determinant factors represent both: individual and regional variables as predictor variables. This 
empirical setting is a suitable environment for supervised learningb. In addition to the algorithms used for 
supervised learning, to analyze the effects on the quality of health status in Korea, authors also apply following 
3 models:  
• The random forest modelc (see 3.1 The random forest model for details) 
• The gradient boosting regression (GBR) treed (see 3.2 The gradient boosting regression (GBR) tree for 
details) 
• The artiﬁcial neural networks (Deep learning)e (see 3.3 Deep learning for details) 
The main methodological advancement of the paper lies in the effort to perform ensemble learningf, which 
combines together the three models mentioned above (Deep learning, Random forest and GBM). Ensemble 
learning provides a possibility to achieve a higher predictive power compared to any of the single machine 
learning models [14]. It is an aggregation of strong learners such as bagging and boosting models and it merges 
various strong models through a meta-learning algorithm and makes it even the stronger model. Stacking 
method could lead to an asymptotically optimal performance for learning. The biggest challenge of using 
machine learning is the interpretation [29]. Relatively simple models such as GLM and decision tree are easily 
interpreted by coefficients and nodes. However, regarding relatively complicated models used in this article, it 
is hard to interpret and observe the process, which is called “black box”. Many researchers have tried to open 
the “black box” for the better usage of machine learning model [9]. In this article, authors use local interpretable 
model-agnostic explanations (LIME)g to interpret the model. The steps in the method are as follows [37, 38]: 
• Choosing observations for explanation, out of the black box 
• Perturbing the observations and employing the predictions based on the new dataset obtained from the 
perturbation 
• Putting weights data based on the proximity to the chosen observation 
• Regressing a weighted value on the perturbed dataset 
                                                          
2. Machine learning is divided into two parts depending on the learning method: supervised learning and unsupervised learning. Supervised 
learning is an algorithm, which predicts inexperienced or not-known response values with response and predictor variables and it is applied 
mainly for classiﬁcation or regression analysis. Support Vector Machine (SVM), Decision tree, K-Nearest Neighbor (KNN), Artiﬁcial neural 
networks (ANN), ridge/lasso regression fall into this category. Unsupervised learning techniques aim to calculate and to ﬁnd out a pattern 
and relationship of a given data. We can list in these category algorithms such as Principal Component Analysis (PCA), k-means, Non- 
negative Matrix Factorization (NMF), and so forth. The criteria to choose between supervised and unsupervised learning is up to given data. 
c Random forest is a tree-based model suggested by Breiman (2001). It aggregates results from multiple decision trees through bootstrap and 
it complements the weak points of the basic decision tree model. 
 
d GBM is one of machine learning techniques for regression and classiﬁcation problem and typically it is also considered one tree-based 
model. 
 
e Deep learning is one of modern machine learning model taking into account Neural Network theory. It is a mathematical model which 
copies how the structures of human neural networks work (Ripley, 1996: Titterington, 2010). Especially it takes into account the behavior of 
how neurons transfer and process signals. Deep learning is used widely in many different fields such as convolution deep neural networks, 
deep belief networks for computer visions, sound recognition, natural language process, signal pattern analysis and so forth. 
f Ensemble learning is one of machine learning techniques that uses multiple machine learning models together. 
g The method is from the paper: RIBEIRO, Marco Tulio; SINGH, Sameer; GUESTRIN, Carlos. Why should i trust you?: Explaining the 
predictions of any classifier. In: Proceedings of the 22nd ACM SIGKDD international conference on knowledge discovery and data mining. 
ACM, 2016. p. 1135-1144. 
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• Presenting the prediction and interpreting the model out of the black box 
3.1 The random forest model 
The advantage of Random forest model over the decision tree model is that it applies randomness to the model 
[25]. The randomness of Random forest model works through bootstrap: the model selects N sample data and 
chooses m explanatory variables among total variables. Aggregated trees with randomness, resulting from 
Random forest, improve the predictive power, and also they are free from over-fitting problem according to 
Law of Large Numbers [42]. However, even though there are merits of Random forest over the decision tree 
model, as a demerit, it is not possible to observe how the process is developed. The process of random forest 
model is summarized as follows [25]:  
• Select N sample data through bootstrap with replacement. 
• Make decision trees with m explanatory variables among total P. 
• Iterate 1 and 2 processes and make T number of decision trees. 
• Aggregate results from T decision trees and calculate the mean of results (continuous variable) or 
select the majority (discrete variable) from T decision trees. 
• Evaluate the model. 
3.2 The gradient boosting regression (GBR) tree 
The GBM (Gradient Boosting Machine) h model used in the article is suggested by the paper [17]. Unlike 
Random forest, which improves the performance of the model by aggregating a number of sing decision trees, 
GBM enhances the predictive power through taking into account result from previous decision trees and 
sequentially update the next decision tree [40]. Simply, GBM is to train a weak learner until it becomes a strong 
learner. GBM starts from loss function as other machine learning models do and the goal is to minimize the 
loss. The process of GBM is the following [17]. 
• Set Approximation function F0(x) = argminα ∑ L(yi,α)ni=1  
• Calculate pseudo – responses  rt(xi) = yi − Ft−1(xi) 
• Fit the decision tree h(x) using data from training set  {(xi, rm(xi))}n=1N  
• Calculate the optimal weight  value αt  with given approximation function  αt = argminα ∑ L(yi, Ft−1(x) + αh(x))ni=1  
• Update the function  Ft(x) = Ft−1(x) + αth(x) 
• Finish the iteration when  Ft(x) = Ft(x)∗, find the vest approximation function 
3.3 Deep learning 
Deep learning model consists of an input layer, hidden layers, and an output layer [24]. The whole process 
simply consists of the summation of weighted values, transformation via certain function and connection to the 
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next layer until the end of the calculation as follows [48]: 
• From an input layer with given explanatory variables, the process begins with putting weights and 
summing them as follows: 
f(x1, x2, x3,⋯ , xd) = �wixid
i=0
 
• Transform those values via the activation function, given by: 
σ(w0 + w1x1 + w1x1 + ⋯+ wdxd) 
• Each layer goes from input layer to a number of hidden layers. Several activation functions exist and 
they are selected by researchers depending on the predictive power and design of the model. Activation 
functions could be: 
sigmoid function:  f(t) = 1(1 + e−t) 
hyperbolic tangent function: f(t) = (et − e−t)(et + e−t) 
absolute function: f(t) = ||t|| 
rectified linear unit: f(t) = max(0, t) 
• Once the output layer values are obtained, the next process is to iterate the mentioned steps above 
again to ﬁnd the optimal weight values. 
1. The Data and descriptive statistics 
In this article authors concentrate on the case of Korea and focus on the year of 2016. The data used for the 
empirical investigation is taken from the national health and nutrition examination survey 2016 (NHANES) and 
statistics Korea. Authors choose 42 health status-related factors including individual and regional levels and 
investigate which ones are most crucial factors for public health, HRQoL. The national health and nutrition 
examination survey 2016 (NHANES) is a national level survey in Korea to collect information related to 
citizens’ health level, health related behavior and the socio-economic state. The survey is performed annually, 
however, in this article authors concentrate on the year of 2016. The regional development indicators are taken 
from Statistics Korea for the corresponding year, 2016. The main variable (the dependent variable) of our 
interest is Health-related quality of life (HRQoL). Authors use EQ-5Di as the measure of HRQoL. The dataset 
                                                          
i EQ-5D is one of tools to measure the HRQoL and it is introduced by the EuroQol Group. It consists of five multiple categories of the self-
measurements such as mobility, self-care, usual activities, pain/discomfort, and anxiety/depression. EQ-5D values are known that they are 
useful for investigating various topics such as health conditions, the efficiency of medical treatment, economic evaluation of healthcare 
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provides information of HRQoL for 7,879 observations from which 3625 are male and 4460 female 
respondents. The average value of HRQOL is 0.945. Average HRQoL for males is 0.960 and 0940 for females. 
The sample covers 7 age groups: <20; 20-29; 30-39; 40-49; 50-59; 60-69 and >70 (see Figure 2 in annex 1). 
The lowest average score of HRQoL is found for the >70 age group (see Figure 3 in annex 1). The dataset 
consists of 4 income level groups: High, Low, Middle, High-Low (see Figure 4 in annex 1). Observations are 
evenly distributed by income level groups (see Figure 5 in annex 1). Descriptive statistics indicate that the value 
of HRQoL (average scores) increases as the income level goes up (see Figure 4 in annex 1). The same trend is 
evident for the education level indicators. The sample consists of 4 education groups (the last education level): 
primary, middle school, high school and university (see Figure 6 in annex 1). The value of HRQoL (average 
scores) increases as the education level goes up (see Figure 6 in annex 1). The occupation of respondents is 
divided into 7 categories: specialist, officer, service, agriculture, mechanic, simple labor, student/unemployed. 
The highest HRQoL scores (average) are evident for following categories: specialist and officer followed by 
mechanic and service.  
The relatively low HRQoL scores are evident for agriculture, simple-labor and unemployed categories (see 
Figure 7 in annex 1). The dataset covers 42 health-status related factors, from which 27 are individual level and 
15 regional level factors. 21 individual level factors represent categorical variables (see table 1 in annex 2) and 
6 – continues (see table 2 in annex 2). The regional level variables show information about the economic 
development and the existing health-related activities in the region. 1 regional level factors represent categorical 
variables and 14 – continues (see table 3 in annex 2).  
The dataset covers 16 regions of Korea (see Table 4 in annex 2). Sample is representative as observations are 
almost equally distributed among regions (see figure 8 in annex 2). The highest average HRQoL values are 
found in Gangwon, Seoul and Ulsan regions. The lowest HRQoL score is evident in Geyonggi region (see 
figure 8 in annex 2). 
2.  Empirical Results 
This section presents empirical results based on machine learning exercise discussed in previous chapter (see 
section 3. Methodology). The aim of the article is to understand the relative importance of health determinant 
factors.  In this paper, authors have initially performed three different machine learning algorithms: the random 
forest, the gradient boosting model (GBM), and the deep learning. Then, we have aggregated the best 
performing parts of each application based a stacked ensemble model. According to the result of the calculation, 
based on the mean squared error (MSE), a stacked ensemble model shows the highest accuracy rate (0.003), 
followed by random forest model (0.005), deep learning model (0.006), and gradient boosting model (0.008) 
(see below the table 5: Estimation of model accuracy, for additional information about hyper-parameters, please 
see Table 5 in annex 3) 
 
                                                                                                                                                                                    
policy, and so on (EuroQol 1990). EuroQol, G. (1990). EuroQol--a new facility for the measurement of health-related quality of life. Health 
policy (Amsterdam, Netherlands), 16(3), 199 
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Table 5: Estimation of model accuracy 
Type MAE MSE RMSE RMSLE 
Gradient boosting model 0.052 0.009 0.094 0.055 
Random forest 0.043 0.006 0.076 0.044 
Deep learning 0.047 0.007 0.082 0.048 
Stacked model 0.036 0.003 0.059 0.034 
 
Source: authors own measurements. Based on the results of the accuracy of the models, the empirical 
investigation proceeds with the stacked ensemble model. Authors use the local interpretable model-agnostic 
explanations (LIME) for analyses (see section 3. Methodology). Results are described based on two approaches: 
the factor frequency and the factor weights. In other words, regarding the interpretation of results through 
machine learning and LIME, we present results with two perspectives: how frequently variables are used for the 
prediction of HRQoL and how large are variables weighted.The frequency of factors shows how often are the 
variables used in the calculation while predicting the health-related quality of life (HRQOL).  The weight of 
variable shows the value of contribution (weight) each factor adds to the indicator of the health-related quality 
of life (HRQOL). Figure 9 (above) presents results for the total frequency of variables, which indicates that 
there is a dramatic difference in frequency between individual and regional factors. Individual variables are 
more important to be taken into account compared to regional factors. The figure 10 (below) presents results for 
the total frequency of variables by levels (individual and regional). Most important individual factors based on 
frequency are hospital visiting experience, existence of private insurance, subjective health state and age. 
Relatively less important individual factors based on frequency are house ownership and working type as well 
as various behavior factors, such as, smoking or drinking habits. In terms of regional variables, the most 
important health determinant factors based on frequency are regional development level, such as, supply of 
houses, regional GDP level (GRDP) and employment level followed by healthcare facilities. Relatively less 
important regional health determinants based on frequency are crime level and hospital visiting experience (for 
more detailed information on frequency of variables, see annex 3, figures 11 and 12).The figure 13 (below) 
presents result for the most important variables by weight. In case of factor weights, similarly to frequency 
pattern, individual variables on average have higher importance than regional factors while predicting the 
health-related quality of life (HRQOL). Figure 14 (below) presents results for the total weight of variables by 
levels (individual and regional). Most important individual factors based on factor weight are subjective health 
state, lifestyle indicators (occupation, datary, exercise behaviors) and parents (mother and father) education 
levels. Relatively less important individual factors based on factor weights are private or public insurance, 
income level and hospital visiting experience. Most important regional factors based on factor weight are 
medical facility levels (capital and labor medical supply) and regional development (population, crime level, 
number of medical cases). Relatively less important regional factors based on factor weights are volunteer cases 
and number of houses per 1000. 
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Figure 9: Total frequency of variables 
Source: compiled by authors. Red: regional level factors, Black: individual level factors 
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Figure 10: Total frequency of variables by levels (individual and region) 
Source: compiled by authors 
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Figure 13: Most important variables by weight 
Source: compiled by authors. Red: regional level factors, Black: individual level factors 
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Figure 14:  Most important variables by level 
Source: compiled by authors 
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4. Conclusions 
The aim of the paper is to evaluate the importance of various health related factors. Authors have used the novel 
approach, the machine learning technique, for empirical analyses. The approach provides the most accurate 
results compared to previously used methodologies in the literature. Empirical findings of the paper show that 
individual factors have higher impact on health status compared to regional factors. Authors employ to ways of 
measurement: 1. according to factor weights and 2. according to factor frequency. In terms of factor weights, 
result indicate that subjective health is the most important determinant from the individual level factors. On the 
other hand, the medical labor force plays the most significant role in health status from the regional level 
factors. In terms of factor frequency, results show that the hospital visiting has the highest impact on the health 
state from individual level determinants, the estate condition – from regional level factors. Based on the 
empirical results (both factor weights and frequency) from machine learning exercise, authors provide policy 
recommendations for policy makers. Higher attention is recommended to be devoted on individual aspects of 
health policy. However, certain regional indicators, such as medical facilities (capital and labor medical supply), 
should be maintained efficiently as those factors are significant determinates of health state. In addition, the 
regional economic and development factors, such as population, crime level, number of medical cases, are 
recommended to be elaborated while preparing and implementing the health policy in a specific region. The 
main limitation of the study lies on the methodology and data used for the empirical investigation. Authors have 
only focused on the data from Korea for the single year of 2016. Authors recommend for farther research in the 
field to extend the work by applying dynamic level the cross-country study, which will provide additional 
insight into the problem. 
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Figure 2: HRQoL average scores by age groups 
Source: Authors own calculations 
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Figure 3: Count of observations for age groups 
Source: Authors own calculations 
 
Figure 4: HRQoL average scores by income level groups 
Source: Authors own calculations 
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Source: Authors own calculations 
 
Figure 6: HRQoL average scores by education level groups 
Source: Authors own calculations 
 
Figure 7: HRQoL average scores by occupation groups 
Source: Authors own calculations 
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Annex 2 
Table 1: Descriptive statistics for individual variables (categorical) 
Variable Categories Freq. Perc. Variable Categories Freq. Perc. 
Marry 1.Yes 5,215 66.19 
Muscle work 
per week 
1.one-day  218 2.77 
2.No 2,664 33.81 2.Two-days  308 3.91 
Health 
insurance 
1.Company 5,339 67.76 3.Three-days  323 4.1 
2.Local 
insurance 2,187 27.76 4.Four-days  141 1.79 
3.Medical aid 278 3.53 5.Five-days  416 5.28 
4.Missing 75 0.95 6.Not-target  1,071 13.59 
Private 
health 
insurance 
1.Yes 6,267 79.54 7.Never  4,778 60.64 
2.No 1,553 19.71 8.Missing  624 7.92 
3.Missing 59 0.75 
Aerobic 
exercise 
1.Yes 3,269 41.49 
Subjective 
health state 
1.Very good 678 8.61 2.No 2,905 36.87 
2.Good 2,100 26.65 3.Missing 1,705 21.64 
3.Normal 3,304 41.93 
Obesity 
1.First-level  1,519 19.28 
4.Bad 954 12.11 2.Second-level  3,905 49.56 
5.Very bad 257 3.26 3.Third-level  2,130 27.03 
6.Missing 586 7.44 4.Missing  325 4.12 
Economic 
activity 
1.Yes 3,382 42.92 
Availability 
of food 
1.Enough food  3,595 45.63 
2.Not need 1,385 17.58 2.A lot but less kind  2,979 37.81 
3.No 2,554 32.42 3.Skip sometimes  185 2.35 
4.Missing 558 7.08 4.Skip many times  30 0.38 
Work type 
1.Daily-work 3,173 40.27 5.Missing  1,090 13.83 
2.Day-evening 
shift 118 1.5 
Smoke life 
time 
1.Never  3,538 44.9 
3.Day-night 
shift 35 0.44 2.Less than 5 packs  113 1.43 
4.Divided work 30 0.38 3.More than 5 packs  2,196 27.87 
5.Evening work 406 5.15 4.Not-target  1,679 21.31 
6.Night work 60 0.76 5.Missing 353 4.48 
7.Irregular 
work 17 0.22 
Drink per 
year 
1.Not recently  990 12.57 
8.Not working 3,473 44.08 2.Less than once month  1,114 14.14 
9.Others 5 0.06 3.Once month  591 7.5 
10.Missing 562 7.13 4.Two to four time a month  1,310 16.63 
        5.Two to three a week  877 11.13 
        6.More than four times a week  412 5.23 
        7.Not target 2,232 28.33 
        8.Missing 353 4.48 
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Variable Categories Freq. Perc. Variable Categories Freq. Perc. 
Sex 
1:Female 4,351 55.22 
Father 
education 
1.Primary 
school 
2,413 30.63 
2:Male 3,528 44.78 2.Middle school 770 9.77 
Income level 
1:High 1,969 24.99 3.High school 1,041 13.21 
2:Low 1,989 25.24 4.College  131 1.66 
3:Mid-high 1,943 24.66 5.University  479 6.08 
4:Mid-low 1,978 25.1 
6.Graduated-
university  
95 1.21 
Education 
1.Primary 2,617 33.21 7.Not-target  1,612 20.46 
2.Middle school 825 10.47 8.Missing 1,338 16.98 
3.High school 1,824 23.15 
Mother 
education 
1.Primary 
school 
3,137 39.81 
4.University 2,052 26.04 2.Middle school 656 8.33 
5.Missing 561 7.12 3.High school 965 12.25 
Occupation 
1.Agriculture 226 2.87 4.College  76 0.96 
2.Mechanic 569 7.22 5.University  220 2.79 
3.Officier 593 7.53 
6.Graduated-
university  
26 0.33 
4.Service 754 9.57 7.Not-target  1,612 20.46 
5.Simple-labor 490 6.22 8.Missing 1,187 15.07 
6.Specialist 745 9.46 
Walking 
per week 
1.One day  384 4.87 
7.Student/unemployed 4,111 52.18 2.Two-days  617 7.83 
8.Missing 391 4.96 3.Three-days  786 9.98 
Public aid 
1.Yes 498 6.32 4.Four-days  474 6.02 
2.No 7,374 93.59 5.Five-days  711 9.02 
3.Missing 7 0.09 6.Six-days  361 4.58 
House 
ownership 
1.No house 2,507 31.82 7.Every-day  1,716 21.78 
2.One house 4,297 54.54 8.Never  1,124 14.27 
3.More than one house 1,068 13.56 9.Not-target  1,071 13.59 
4.Missing 7 0.09 10.Missing  635 8.06 
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Table 2: Descriptive statistics for individual variables 
Variables Mean Std Min Max 
Age 41.95 22.85 1 80 
Monthly family income 424.1 310.6 17 1,500 
Inpatient experience 0.14 0.509 0 19 
Outpatient experience 0.556 1.272 0 26 
Working hour 19.46 23.53 0 112 
Daily smoking 1.862 5.433 0 50 
Table 3: Descriptive statistic for Regional level variables 
Variables Mean Std Min Max 
Outpatient regional 
968,171 655,453 93,592 1.71E+06 
Inpatient regional 7.90E+06 5.82E+06 794,890 1.44E+07 
Number of hospitals 11,095 8,176 1,096 21,786 
Number of medical employees 48,870 36,275 4,809 101,142 
Crime 222,733 173,297 36,885 466,970 
Number of surgeries 206,611 139,418 21,561 398,348 
Hospital staying 1.16E+06 722,792 135,075 2.17E+06 
Number of medical cases 7.94E+06 4.14E+06 968,029 1.30E+07 
Population 6.35E+06 4.67E+06 641,597 1.27E+07 
Number of hospital beds 70,127 40,262 5,055 129,372 
GRDP 31,877 7,728 20,183 61,778 
Number of house per 1000 405.7 26.67 368.3 453.6 
Number of volunteer cases 
109,968 66,595 23,664 219,194 
Unemployment rate 3.67 0.645 2.1 4.9 
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Table 4: Regions 
Regions Frequency Percentage 
Seoul  1,584 20.1 
Busan  514 6.52 
Daegu  379 4.81 
Incheon  433 5.5 
Gwangju  254 3.22 
Daejeon  271 3.44 
Ulsan  161 2.04 
Jeju  170 2.16 
Gyeonggi  1,896 24.06 
Gyeongbuk  402 5.1 
Gyeongnam  468 5.94 
Chungbuk  267 3.39 
Chungnam  325 4.12 
Jeonbuk  262 3.33 
Jeonnam  272 3.45 
Gangwon  221 2.8 
 
 
Figure 8: HRQoL average scores by regions 
Source: Authors own calculations 
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Annex 3 
 
Figure 11: Most frequent factors 
 
Figure 12: Most frequent factors by level 
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Table 5: Hyper-parameter description 
Type MAE MSE RMSE RMSLE Hyper-parameter 
Gradient 
boosting 
model 
0.052 0.009 0.094 0.055 
Number of trees=10000, maximum depth of trees=11, minimum 
number of rows=4, column sample rate=0.73, column sample rate 
change per level=0.91, column sample rate per tree=0.97, learning 
rate=0.64, learning rate annealing=0.99, stopping rounds=5, 
stopping tolerance=1e-4, stopping metric = RMSE 
Random 
forest 
0.043 0.006 0.076 0.044 
Number of trees=550, sample rate=0.61, maximum depth of trees=7, 
minimum number of rows=1, column sample rate change per 
level=0.9, column sample rate per tree=0.94, stopping rounds = 5, 
stopping tolerance = 1e-4, stopping metric = RMSE 
Deep 
learning 
0.047 0.007 0.082 0.048 
Activation function=hyperbolic tangent function, hidden layers=20 
and 20 cells, input dropout ratio=0, learning rate=0.01, learning rate 
annealing=1.0E-8, epochs=5, stopping metric=RMSE, stopping 
tolerance=1e-2, stopping rounds=2, constraint from lasso=7.4E-5, 
constraint from ridge=5.9E-5 
Stacked 
model 
0.036 0.003 0.059 0.034 
Base models: gradient boosting model, random forest, deep learning, 
meta learner algorithm: generalized linear model 
Evaluation values 
MAE:∑ |y�i−y|ni=1
n
= ∑ |ei|ni=1
n
 
MSE: ∑ (y�i−yi)2ni=1
n
=  ∑ (ei)2ni=1
n
 
RMSE: �∑ (y�i−yi)2ni=1
n
= �∑ (ei)2ni=1
n
 
RMSLE   
