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A proof of the Total Coloring Conjecture
T Srinivasa Murthy
Abstract
A total coloring of a graph G is a map f : V (G) ∪ E(G)→ K, where K is a set of colors, satisfying
the following three conditions: 1. f(u) 6= f(v) for any two adjacent vertices u, v ∈ V (G); 2. f(e) 6=
f(e′) for any two adjacent edges e, e′ ∈ E(G); and 3. f(v) 6= f(e) for any vertex v ∈ V (G) and
any edge e ∈ E(G) that is incident to same vertex v. The total chromatic number, χ′′(G), is the
minimum number of colors required for a total coloring of G. Behzad and Vizing independently
conjectured that, for any graph G, χ′′(G) ≤ ∆+ 2. This is one of the classic mathematical
unsolved problems. In this paper, we settle this classical conjecture by proving that the total
chromatic number χ′′(G) of a graph is indeed bounded above by ∆ + 2. Our novel approach
involves algebraic settings over finite field Zp and application of combinatorial nullstellensatz.
1. Introduction
All graphs considered in this paper are finite and simple. For a graph G, we denote it’s vertex
set, edge set, and maximum degree by V (G), E(G), and ∆ respectively.
A vertex coloring of a graph G, is a map f : V (G)→ K, where K is set of colors, such that
no adjacent vertices are assigned the same color. The vertex chromatic number, χ(G), is the
minimum number of colors needed for a vertex coloring of G.
The vertex chromatic number χ(G) of any graph is bounded by ∆ + 1. Further, Brooks [4]
proved the following result,
Theorem 1.1. Let G be a connected graph. Then χ(G) ≤ ∆ unless G is either a complete
graph or an odd cycle.
An edge coloring of a graph G, is a map f : E(G)→ K, where K is set of colors, such that no
adjacent edges are assigned the same color. The edge chromatic number, χ′(G), is the minimum
number of colors needed for an edge coloring of G.
Vizing’s [2] theorem stated below provides an upper and lower bound for the edge chromatic
number χ′(G) of any graph.
Theorem 1.2. (Vizing Theorem) For any finite, simple graph G, ∆ ≤ χ′(G) ≤ ∆+ 1.
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A total coloring of a graph G, is a map f : V (G) ∪E(G)→ K, where K is a set of colors,
such that no adjacent vertices, no adjacent edges, and no edge and its end-vertices are assigned
the same color.
The total chromatic number, χ′′(G), is the minimum number of colors that are needed for a
total coloring of G.
Behzad [3] and Vizing [1] independently posed the following famous total coloring conjecture,
Conjecture 1.1. For any graph G, χ′′(G) ≤ ∆+ 2.
Despite the efforts of many in the last five decades, the total coloring conjecture remains
open and so far the best upper bound is given by Molly and Reed [8]. Here, we briefly recall
that Hind [6] shown that χ′′(G) = ∆+o(∆). Ha¨ggkvist and Chetwynd [13] have improved
this bound to ∆+ 18∆
1
3 log(3∆). Hind, Molloy and Reed [7] further improved the bound to
∆+ 8log8∆. For sufficiently large ∆, using probabilistic approach Molly and Reed [8] obtained
an upper estimate of ∆ +O(1) for the total chromatic number. This conjecture has also been
proved to be true for many classes of graph. One can refer to the three survey papers [10] [11]
[12] for comprehensive reviews on total coloring.
In this paper, we prove that the total chromatic number χ′′(G) of a graph is bounded above
by ∆+ 2. Our novel approach involves the algebraic settings over finite field Zp and usage of
combinatorial nullstellensatz tool.
2. Preliminaries
For a graph G = (V,E), V (G) = {v1, v2, . . . , vn} is the vertex set of n verticies and E(G) =
{e1, e2, . . . , em} is the edge set of m edges. N(vi) = {vk : {vi, vk} ∈ E(G)}, is the set of all
neighbors of the vertex vi. And Ne(vi) = {ek : vi ∈ ek={vi, vj} ∈ E(G)}, is the set of all edges
incident to the vertex vi. N(ei) = {ej : ei ∩ ej 6= ∅ if i 6= j}, is the set of all edges adjacent
to the edge ei. Let N1(v1) = N(v1) and for 2 ≤ i ≤ n, Ni(vi) = N(vi) \ ∪
i−1
j=1{vj}, is the set
of neighbors of vertex vi excluding the vertices {v1, v2, . . . , vi−1}. Let N1(e1) = N(e1) and for
2 ≤ i ≤ m, Ni(ei) = N(ei) \ ∪
i−1
j=1{ej}, is the set of adjacent edges of ei excluding the edges
{e1, e2, . . . , ei−1}. We can see that Ni(vi) and Nj(ej) can be a empty set ∅ as well.
Let p (≥ m2(2∆ + 2)) be a prime number and Zp is a finite field. Let F(v1, v2, . . . , vn, e1,
e2, . . . , em) ∈ Zp[v1, v2, . . . , vn, e1, e2, . . . , em] denote a polynomial of v1, v2, . . . , vn, e1,
e2, . . . , em over Zp and F(ei, ei+1, . . . , em) ∈ Zp[e1, e2, . . . , em] denote another polynomial of
ei, ei+1, . . . , em over Zp. Further, by Fermat’s theorem, we know that x
p ∼= x mod p. We denote
the set of ∆ + 2 colors by K = {1, 2, . . . ,∆,∆+ 1} ∪ {α}, where α ∈ Zp \ {0, 1, 2, . . . ,∆+ 1}.
Let F′(v1, v2, . . . , vn, e1, e2, . . . , em) and F
′(e1, e2, . . . , em) denote the polynomials obtained
after applying the Fermat’s theorem, that is, vpi
∼= vi mod p / e
p
i
∼= ei mod p, in
F(v1, v2, . . . , vn, e1, e2, . . . , em) and F(e1, e2, . . . , em) respectively. And, we can observe that
the exponent of each ei or vi in F
′(v1, v2, . . . , vn, e1, e2, . . . , em)/F
′(e1, e2, . . . , em) is less
than or equal to p− 1. F(v1, v2, . . . , vn, e1, e2, . . . , em)/F(e1, e2, . . . , em)(∼= 0 mod p) is a
zero polynomial if F(γv1 , γv2 , . . . , γvn , γe1 , γe2 , . . . , γem)/F(γe1 , γe2 , . . . , γem)
∼= 0 mod p for
all γv1 ∈ Zp, γv2 ∈ Zp, . . . , γvn ∈ Zp, γe1 ∈ Zp, γe2 ∈ Zp, . . . , γem ∈ Zp. And F
′(v1, v2, . . . , vn, e1,
e2, . . . , em)/F
′(e1, e2, . . . , em) (∼= 0 mod p) is a zero polynomial if there is no non-zero coefficient
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monomial available after applying the Fermat’s theorem, that is, vpi
∼= vi mod p / e
p
i
∼= ei mod
p, in F(v1, v2, . . . , vn, e1, e2, . . . , em)/F(e1, e2, . . . , em). For the sake of notational simplicity, let
e = (e1, e2, . . . , em).
Further, for proving our results, we use the following tool.
Theorem 2.1. (Combinatorial Nullstellensatz)[5] Let A1,A2, . . . ,Al be finite subsets of
a field F and let P(x1, x2, . . . , xl) ∈ F[x1, x2, . . . , xl]. Suppose that deg(P) = k1 + . . .+ kl
where 0 ≤ ki < |Ai| for i = 1, . . . , l. Then P(x1, x2, . . . , xl) 6= 0 for some x1 ∈ A1, . . . , xl ∈ Al
if C∏l
j=1
kj
6= 0, where C∏l
j=1
kj
denote the coefficient of xk11 . . . x
kl
l in P(x1, x2, . . . , xl).
3. Algebraic settings and main results
Now given a graph G with a vertex set V (G) = {v1, v2, . . . , vn} and an edge set
E(G) = {e1, e2, . . . , em}, we define the polynomials P(v1, v2, . . . , vn, e1, e2, . . . , em) and
Em(e1, e2, . . . , em) over the finite field Zp. These polynomials are the respective algebraic
settings to find the total coloring and the edge coloring of the given graph.
We define P(v1, v2, . . . , vn, e1, e2, . . . , em) as follows,
P(v1, v2, . . . , vn, e1, e2, . . . , em) =
n∏
i=1
( ∏
if Ni(vi) 6=∅
vj∈Ni(vi)
(vi − vj)
∏
ej∈Ne(vi)
(vi − ej)
p∏
l=∆+2
(vi − l)
)
.
If we say, CP
′
(e) is the coefficient of
∏n
i=1 v
li
i (for some li ≥ 0) in P
′(v1, v2, . . . , vn, e1, e2, . . . , em)
then CP
′
(e) is a polynomial of e1, e2, . . . , em, not containing vi’s (1 ≤ i ≤ n).
Now, we make sure that P′(v1, v2, . . . , vn, e1, e2, . . . , em) ≇ 0 mod p, by proving the following
theorem. Further, proving the below stated lemma will guarantee that the exponent of ei’s
(1 ≤ i ≤ m) in CP
′
(e) is always less than or equal to 2.
Theorem 3.1. There exists a coefficient CP
′
(e)(≇ 0) of
∏n
j=1 v
lj
j ( for some l1 ≥ 0, l2 ≥
0, . . . , ln ≥ 0) in P′(v1, v2, . . . , vn, e1, e2, . . . , em).
Lemma 3.1. Exponent of ek’s (1 ≤ k ≤ m) in CP
′
(e) is always less than or equal to 2.
Now, to define Em(e), we first define E
i(ei, ei+1, . . . , em) such that
Ei(ei, ei+1, . . . , em) =
∏
if Ni(ei) 6=∅
ej∈Ni(ei)
(ei − ej)
∏
l∈Zp\K
(ei − l)
which leads to the polynomial
Em(e) =
m∏
i=1
Ei(ei, ei+1, . . . , em).
Here, we can observe that finding αei ∈ {1, 2, . . . ,∆+ 1} such that
Em(e)
m∏
j=1
(ej − α) ≇ 0 mod p,
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is nothing but obtaining an edge coloring of the given graph. Further, Vizing’s theorem will
guarantee the existence of αei ∈ {1, 2, . . . ,∆+ 1} such that
Em(αe1 , αe2 , . . . , αem)
m∏
j=1
(αej − α) ≇ 0 mod p.
Now, to prove the conjecture from the above algebraic settings ofP(v1, v2, . . . , vn, e1, e2, . . . , em)
and Em(e), our goal is to find an edge coloring βei ∈ K of the given graph and also to show
that with the same obtained edge colors, CP
′
(βe1 , βe2 , . . . , βem) ≇ 0 mod p. Then by applying
the combinatorial nullstellensatz to the polynomial P′(v1, v2, . . . , vn, βe1 , βe2 , . . . , βem), we get
the desired total coloring of the given graph.
Remark 3.1. Before going further we remark that, the polynomial Zi(e) defined below,
will help us to realise why the total chromatic number χ′′(G) of the given graph, is ≥ ∆+ 2.
To define Zi(e), for 1 ≤ i ≤ m, given an edge ei = {vs, vt} (without loss of generality
we assume |N(vs)| > |N(vt)|), let Si = {el1, el2 , . . . , elr : elj ∈ N(ei) such that vs ∈ ei ∩ elj} ∪
{elr+1 = ei} and |Si| ≤ ∆. And Zi(e) is defined as follows
Zi(e) = C
P
′
(e)
∏
1≤j<k≤r+1
(elj − elk)
∏
elj∈Si
(
p∏
l=∆+3
(elj − l)).
Now, proving the following statement will assert our remark:
For 1 ≤ i ≤ m, the polynomial Zi(e) ≇ 0 mod p.
Further to find the edge coloring βei ∈ K of the given graph and also to show that
CP
′
(βe1 , βe2 , . . . , βem) ≇ 0 mod p with the same obtained edge colors, we define the polynomial
Qi(e) as follows.
Let Q1(e) = CP
′
(e)E1(e1, e2, . . . , em).
And, for 2 ≤ i ≤ m, let
Qi(e) = Qi−1(e)E
i(ei, ei+1, . . . , em).
From the above definition of Qi(e), it can be observed that finding βej ∈ K such
that Qm(βe1 , βe2 , . . . , βem) = C
P
′
(βe1 , βe2 , . . . , βem)Em(βe1 , βe2 , . . . , βem) ≇ 0 mod p, is noth-
ing but obtaining an edge coloring of the given graph, while also establishing that
CP
′
(βe1 , βe2 , . . . , βem) ≇ 0 mod p. Further, to prove Qm(βe1 , βe2 , . . . , βem) ≇ 0 mod p, we have
to prove the following claims,
Hypothesis 3.1. Suppose there exists βej ∈ K = {1, 2, . . . ,∆+ 1, α = αi−1} (αi−1 ∈
Zp \ {0, 1, 2, . . . ,∆+ 1}) such that Qi−1(βe1 , βe2 , . . . , βei−1 , ei, . . . , em) ≇ 0 mod p, that is,
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Q′i−1(e) ≇ 0 mod p, is nothing but,
CP
′
(e)
i−1∏
j=1
( ∏
if Nj(ej) 6=∅
el∈Nj(ej)
(ej − el)
∏
k∈Zp\{1,2,...,∆+1,α=αi−1}
(ej − k)
)
≇ 0 mod p,
but there does not exists βej ∈ K = {1, 2, . . . ,∆+ 1, α = αi−1} such thatQi(βe1 , βe2 , . . . , βei−1 , βei ,
ei+1, . . . , em) ≇ 0 mod p. In others words, Q
′
i(e)
∼= 0 mod p, is nothing but
CP
′
(e)
i∏
j=1
( ∏
if Nj(ej) 6=∅
el∈Nj(ej)
(ej − el)
∏
k∈Zp\{1,2,...,∆+1,α=αi−1}
(ej − k)
)
∼= 0 mod p.
Then we are finding a new value to α, say α = βi, such that the following claim is true and
cardinality of K remains same as well,
Claim 3.1. There exists βej ∈ K = {1, 2, . . . ,∆+ 1, α = βi} such thatQi(βe1 , βe2 , . . . , βei−1 , βei ,
ei+1, . . . , em) ≇ 0 mod p. In others words, Q
′
i(e) ≇ 0 mod p, is nothing but
CP
′
(e)
i∏
j=1
( ∏
if Nj(ej) 6=∅
el∈Nj(ej)
(ej − el)
∏
k∈Zp\{1,2,...,∆+1,α=βi}
(ej − k)
)
≇ 0 mod p.
Now, our goal is to find a new value to α, say α = βi. We will find a new value α = βi
using the polynomials J∏m
r=1
r 6=j
lr (ej) defined later. To define J
∏
m
r=1
r 6=j
lr(ej) we need to define the
polynomials G(e) and Hej (e) as follows, we use the fact that Q
′
i−1(e) ≇ 0 mod p, that is,
CP
′
(e)
i−1∏
j=1
( ∏
if Nj(ej) 6=∅
el∈Nj(ej)
(ej − el)
∏
k∈Zp\{1,2,...,∆+1,α=αi−1}
(ej − k)
)
≇ 0 mod p.
(3.1)
G(e) = Qi−1(e)
k∏
j=1
(elj − αi−1),
where el1 , el2 , . . . , elk ∈ {e1, e2, . . . , ei−1} such that G
′(e) ≇ 0 mod p and for every ej ∈
{e1, e2, . . . , ei−1} \ {el1 , el2 , . . . , elk} the polynomial H
′
ej (e)
∼= 0 mod p, where,
Hej (e) = G
′(e)(ej − αi−1).
Our novel approach involves in finding a new value to α, say α = βi (/∈ {0, 1, 2, . . . ,∆+
1, αi−1}), such that for each ej ∈ {e1, e2, . . . , ei−1} \ {el1 , el2 , . . . , elk}, (ej − βi) is a square-
free factor in J∏m
r=1
r 6=j
lr (ej) and (ej − βi) is a square-free factor in G
′(e) as well (by proving the
Claim 3.2 stated later) and the square-free factor (ej − βi) in G′(e) is replaced by
(
ej − αi−1
)
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to obtain the desired result (by proving the Claim 3.1). For the sake of notational simplicity, let
M1 = {el1 , el2 , . . . , elk} and M2 = {e1, e2, . . . , ei−1} \ {el1 , el2 , . . . , elk}. To choose a new value
βi, we are defining polynomial J∏m
r=1
r 6=j
lr(ej) as follows.
By the definition of G(e) and Qi−1(e), G(e) can be written as follows,
G(e) =
(
CP
′
(e)
i−1∏
j=1
( ∏
if Nj(ej) 6=∅
el∈Nj(ej )
(ej − el)
∏
k∈Zp\{1,2,...,∆+1,α=αi−1}
(ej − k)
))( k∏
j=1
(elj − αi−1)
)
.
(3.2)
Given an ej ∈M2, the polynomial G
′(e) can be written as
G
′(e) ∼=
∑
∏
m
r=1
r 6=j
lr
C∏m
r=1
r 6=j
lr (ej)
m∏
r=1
r 6=j
er
lr , (3.3)
where C∏m
r=1
r 6=j
lr (ej) is the coefficient of
∏m
r=1
r 6=j
er
lr and exponent of each er and ej is ≤ p− 1.
And G(e) can also be rewritten as,
G(e) ∼=
∑
∏
m
r=1
r 6=j
lr
(
Cj∏m
r=1
r 6=j
lr
(ej)
∏
l∈Zp\{1,2,...,∆+1,α=αi−1}
(ej − l)
) m∏
r=1
r 6=j
er
lr , (3.4)
where 0 ≤ lr ≤ p− 1 (Fermat’s Theorem applied to each er
1≤r≤m
r 6=j , except ej), C
j∏
m
r=1
r 6=j
lr
(ej) is a
univariate polynomial of ej and exponent of ej in the following products,(
Cj∏m
r=1
r 6=j
lr
(ej)
∏
l∈Zp\{1,2,...,∆+1,α=αi−1}
(ej − l)
)
is ≤ (2∆ + p− (∆ + 2)) = p+∆− 2.
The most important fact we observe here is, on applying Fermat’s Theorem to ej ,
Cj∏m
r=1
r 6=j
lr
(ej)
∏
l∈Zp\{1,2,...,∆+1,α=αi−1}
(ej − l) ∼= C∏m
r=1
r 6=j
lr (ej), (3.5)
as both are coefficient of
∏m
r=1
r 6=j
er
lr .
Now, for each ej ∈M2, we define polynomial J∏m
r=1
r 6=j
lr (ej) using non-zero coefficient of some
monomial
∏m
r=1
r 6=j
er
lr in the congruence relation (3.4) as follows,
for each ej ∈M2,
J∏m
r=1
r 6=j
lr (ej) = C
j∏
m
r=1
r 6=j
lr
(ej)
∏
l∈Zp\{1,2,...,∆+1,α=αi−1}
(ej − l), (3.6)
where,
Cj∏m
r=1
r 6=j
lr
(ej)
∏
l∈Zp\{1,2,...,∆+1,α=αi−1}
(ej − l) is
is the co-efficient of some monomial
∏m
r=1
r 6=j
elrr in the congruence relation (3.4).
And J∏m
r=1
r 6=i
lr (ei) is defined below,
J∏m
r=1
r 6=i
lr (ei) = C
i∏
m
r=1
r 6=i
lr (ei)
∏
l∈Zp\{1,2,...,∆+1,α=αi−1}
(ei − l), (3.7)
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where, Ci∏m
r=1
r 6=i
lr
(ei) is the co-efficient of
∏m
r=1
r 6=i
elrr in the congruence relation (3.4).
Before going further, we make an important observation that J′∏m
r=1
r 6=i
lr (ei)
∼= 0 mod p, otherwise
Q′i(e) ≇ 0 mod p, that is,
CP
′
(e)
i∏
j=1
( ∏
if Nj (ej) 6=∅
el∈Nj(ej)
(ej − el)
∏
k∈Zp\{1,2,...,∆+1,α=αi−1}
(ej − k)
)
≇ 0 mod p.
Now, with the help of the polynomials J∏m
r=1
r 6=j
lr (ej), we will find the new value to α, that is, α = βi,
in the following claim,
Claim 3.2. There exists βi ∈ Zp \ {0, 1, 2, . . . ,∆+ 1, αi−1} such that for each ej ∈M2 ∪ {ei},
(ej − βi) divides J∏m
r=1
r 6=j
lr (ej) but (ej − βi)
2 does not divide J∏m
r=1
r 6=j
lr (ej). Moreover, for each ej ∈M2,
(ej − βi) divides G
′(e) but (ej − βi)
2 does not divide G′(e). And (ei − βi) does not divide G
′(e).
To prove the Claim 3.2 we have to prove the following Lemma 3.2, and to prove the Claim 3.1 we
have to prove the Lemma 3.3.
Remark 3.2.
Let f(x) = x
∏
γ∈Zp\{0}
(x− γ) ∼= x(x
p−1 − 1) ∼= x
p − x. Then f ′(x) ∼= 0.
Lemma 3.2. Given an ej ∈M2, Hej (e) = G
′(e)(ej − αi−1). For every ej ∈M2, the polynomial
H′ej (e)
∼= 0 mod p. Then
G
′(e) ∼=
∏
ej∈M2
( ∏
l∈Zp\{αi−1}
(ej − l)
)( ∑
∏
m
r=1
r/∈K
lr
C∏m
r=1
r/∈K
lr (ei)
m∏
r=1
r/∈K
er
lr
)
,
where, K = {s : es ∈M2} ∪ {i} and C∏m
r=1
r/∈K
lr (ei) is a univariate polynomial in ei.
Lemma 3.3.
G(e)∏
ej∈M2
(
ej − βi
) ∼= G′(e)∏
ej∈M2
(
ej − βi
) ,
that is,
CP
′
(e)
∏
ej∈M1
( ∏
if Nj(ej ) 6=∅
el∈Nj(ej)
(ej − el)
∏
k∈Zp\{1,2,...,∆+1}
(ej − k)
)
∏
ej∈M2
( ∏
if Nj(ej ) 6=∅
el∈Nj(ej)
(ej − el)
∏
k∈Zp\{1,2,...,∆+1,αi−1,βi}
(ej − k)
)
∼=
∏
ej∈M2
( ∏
l∈Zp\{αi−1,βi}
(ej − l)
)( ∑
∏
m
r=1
r/∈K
lr
C∏m
r=1
r/∈K
lr (ei)
m∏
r=1
r/∈K
er
lr
)
,
where, K = {s : es ∈M2} ∪ {i} and C∏m
r=1
r/∈K
lr (ei) is a univariate polynomial in ei.
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Now, we define a formal algorithm (see page 9, Algorithm 1) that defines the steps of finding
βej ∈ K = {1, 2, . . . ,∆+ 1, α} such that Qm(βe1 , βe2 , . . . , βem ) ≇ 0 mod p. To realise the flow in the
algorithm, we have to prove the following Claim.
Claim 3.3. There exists βej ∈ K = {1, 2, . . . ,∆+ 1, α = ∆+ 2} such thatQ
′
1(βe1 , βe2 , . . . , βem ) ≇
0 mod p. That is, Q′1(e) ≇ 0 mod p.
Actually, by proving all the claims, we have established the following result.
Result 3.1. There exists βej ∈ K = {1, 2, . . . ,∆+ 1, α} such that Qm(βe1 , βe2 , . . . , βem) ≇ 0 mod
p. That is,
CP
′
(e)
m∏
j=1
( ∏
if Nj(ej) 6=∅
el∈Nj(ej)
(ej − el)
∏
k∈Zp\{1,2,...,∆+1,α}
(ej − k)
)
≇ 0 mod p.
Finally, to establish that for a given graph, the total chromatic number χ′′(G) is bounded above by
∆ + 2, we prove the following the theorem,
Theorem 3.2. There exists βei ∈ {1, 2, . . . ,∆+ 1, α} such that C
P
′
(βe1 , βe2 , . . . , βem ) ≇ 0 mod p
and βvi ∈ {1, 2, . . . ,∆+ 1} such that P
′(βv1 , βv2 , . . . , βvn , βe1 , βe2 , . . . , βem ) ≇ 0 mod p.
The Theorem 3.2 will have the following corollary.
Corollary 3.1. For any graph G, χ′′(G) ≤ ∆+ 2.
Theorem 3.1 will guarantee that P′(v1, v2, . . . , vn, e1, e2, . . . , em) ≇ 0 mod p. That is,
P′(v1, v2, . . . , vn, e1, e2, . . . , em) is not a zero polynomial. Result 3.1 will guarantee that all the edges
of the given graph are properly colored with colors βei ∈ {1, 2, . . . ,∆+ 1, α} and also C
P
′
(βe1 , βe2 , . . . ,
βem ) ≇ 0 mod p. Theorem 3.2 and Corollary 3.1 will guarantee that the total chromatic number χ
′′(G)
of the given graph is bounded above by ∆ + 2 colors. That is, the mapping f(vi) = βvi(1 ≤ i ≤ n) and
f(ei) = βei(1 ≤ i ≤ m) will establish the desired result of proving the total chromatic number χ
′′(G)
of the given graph to have a upper bound of ∆ + 2.
4. Proofs of a remark, lemmas, claims, theorems and a corollary
Proof of Theorem 3.1.
Without loss of generality, let ei = 0 (for all i, 1 ≤ i ≤ m) in P(v1, v2, . . . , vn, e1, e2, . . . , em). By this
we get,
P(v1, v2, . . . , vn, 0, 0, . . . , 0) =
n∏
i=1
( ∏
if Ni(vi) 6=∅
vj∈Ni(vi)
(vi − vj)
∏
ej∈Ne(vi)
vi
p∏
l=∆+2
(vi − l)
)
.
Here, finding αvi ∈ {1, 2, . . . ,∆+ 1} such that P(αv1 , αv2 , . . . , αvn , 0, 0, . . . , 0) ≇ 0 mod p is nothing
but obtaining the vertex coloring of the given graph. That is, the map f(vi) = αvi (1 ≤ i ≤ n) defines
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Algorithm 1: The algorithm defines the steps of finding βej ∈ K = {1, 2, . . . ,∆+ 1, α =
αm+1} such that Qm(βe1 , βe2 , . . . , βem) ≇ 0 mod p. Without loss of generality, we assume
α1 = ∆+ 2.
1 i← 1
2 while i ≤ m do
3 if there exists βej ∈ K = {1, 2, . . . ,∆+ 1, α = αi} such that Qi(βe1 , βe2 , . . . , βem) ≇ 0
mod p then
4 i← i+ 1
5 αi ← αi−1
6 Go to Step 2
7 end
8 if there does not exists βej ∈ K = {1, 2, . . . ,∆+ 1, α = αi−1} such that
Qi(βe1 , βe2 , . . . , βem) ≇ 0 mod p then
/* In other words, Q′i(e)
∼= 0 mod p, is nothing but
CP
′
(e)
i∏
j=1
( ∏
if Nj (ej) 6=∅
el∈Nj(ej )
(ej − el)
∏
k∈Zp\{1,2,...,∆+1,αi−1}
(ej − k)
)
∼= 0 mod p
*/
9
G(e) = Qi−1(e)
k∏
j=1
(elj − αi−1),
Hej (e) = G
′(e)(ej − αi−1).
/* where el1 , el2 , . . . , elk ∈ {e1, e2, . . . , ei} such that G
′(e) ≇ 0 mod p and for every
ej ∈M2 the polynomial H
′
ej (e)
∼= 0 mod p */
10 Find βi ∈ Zp \ {0, 1, 2, . . . ,∆+ 1, α = αi} such that for each ej ∈M2, (ej − βi) divides
G′(e) but (ej − βi)
2 does not divide G′(e). And ei − βi does not divide G
′(e).
/* for each ej ∈M2, (ej − βi) is a square-free factor in G
′(e) */
11
K(e) =
((
G′(e)∏
ej∈M2
(ej − βi)
) ∏
ej∈M2
(
ej − αi−1
)) ∏
l∈Zp\{1,2,...,∆+1,α=βi}
(ei − l)
/* for each ej ∈M2, the square-free factor (ej − βi) in G
′(e) is replaced by(
ej − αi−1
)
*/
12 There exists βej ∈ K = {1, 2, . . . ,∆+ 1, α = βi} such that
K(βe1 , βe2 , . . . , βei−1 , βei , ei+1, . . . , em) ≇ 0 mod p
13 There exists βej ∈ K = {1, 2, . . . ,∆+ 1, α = βi} such that
Qi(βe1 , βe2 , . . . , βei−1 , βei , ei+1, . . . , em) ≇ 0 mod p
/* In others words,
CP
′
(e)
i∏
j=1
( ∏
if Nj (ej) 6=∅
el∈Nj(ej )
(ej − el)
∏
k∈Zp\{1,2,...,∆+1,βi}
(ej − k)
)
≇ 0 mod p
*/
14 αi ← βi
15 i← i+ 1
16 αi ← αi−1
17 Go to Step 2
18 end
19 end
20 Stop
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the vertex coloring of the given graph.
We already know from Brooks’ theorem, χ(G) = ∆+ 1 and this implies P′(v1, v2, . . . ,
vn, 0, 0, . . . , 0) ≇ 0 mod p. We can also see, P
′(v1, v2, . . . , vn, e1, e2, . . . , em) ≇ 0 mod p. There-
fore, there exists a coefficient CP
′
(e)(≇ 0) of
∏n
j=1 v
lj
j ( for some l1 ≥ 0, l2 ≥ 0, . . . , ln ≥ 0) in
P′(v1, v2, . . . , vn, e1, e2, . . . , em).
Proof of Lemma 3.1.
Given an edge ek = {vi, vj}, ek is incident to vertices vi and vj . Therefore, exponents of ek’s (1 ≤ k ≤
m) in P(v1, v2, . . . , vn, e1, e2, . . . , em) is always less than or equal to 2. So the same holds true for the
coefficient CP
′
(e).
Proof of Remark 3.1.
Given an edge ei = {vs, vt}, we have Si = {el1 , el2 , . . . , elr : elj ∈ N(ei) such that vs ∈ ei ∩ elj} ∪
{elr+1 = ei} and |Si| ≤ r + 1 ≤ ∆. And we have
Zi(e) = C
P
′
(e)
∏
1≤j<k≤r+1
(elj − elk)
∏
elj
∈Si
(
p∏
l=∆+3
(elj − l)).
By Lemma 3.1, exponent of each variable ej in C
P
′
(e) is ≤ 2. And exponent of each variable ej in∏
1≤j<k≤r+1
(elj − elk)
∏
elj
∈Si
(
p∏
l=∆+3
(elj − l))
is ≤ p− 3. Therefore, Zi(e) ≇ 0 mod p.
Proof of Claim 3.3.
Without loss of generality, we assume α1 = ∆+ 2. By Lemma 3.1, exponent of each variable ej in
CP
′
(e) is ≤ 2. CP
′
(e) can be rewritten as,
CP
′
(e) =
2∑
j=0
aj(e2, . . . , em)e
j
1,
where aj(e2, e3, . . . , em) is a polynomial in e2, e3, . . . , em.
To the variable e1, we associate the set A1 = K = {1, 2, . . . ,∆+ 1, α = ∆+ 2}. By combinatorial
nullstellensatz, there exists βe1 ∈ A1 such that C
P
′
(βe1 , e2, . . . , em) ≇ 0 mod p.
We get,
Q1(βe1 , e2, . . . , em) = C
P
′
(βe1 , e2, . . . , em)
∏
if N1(e1) 6=∅
ej∈N1(e1)
(βe1 − ej)
∏
l∈Zp\{1,2,...,∆+1,∆+2}
(βe1 − l).
Let
∏m
j=2 e
lj
j (0 ≤ lj ≤ 2) be a monomial of maximum degree in C
P
′
(βe1 , e2, . . . , em). Similarly,∏
ej∈N1(e1)
ej is the only monomial of maximum degree in∏
if N1(e1) 6=∅
ej∈N1(e1)
(βe1 − ej).
From the product of the above two monomials, we get a unique monomial of maximum degree in
Q1(βe1 , e2, . . . , em).
So, Q1(βe1 , e2, . . . , em) ≇ 0 mod p. This implies, Q
′
1(e1, e2, . . . , em) ≇ 0 mod p.
Proof of Lemma 3.2.
Given an ej ∈M2, the polynomial G
′(e) can be written as follows,
G
′(e) ∼=
∑
∏
m
r=1
r 6=j
lr
C∏m
r=1
r 6=j
lr (ej)
m∏
r=1
r 6=j
er
lr , (4.1)
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where C∏m
r=1
r 6=j
lr (ej) is the coefficient of
∏m
r=1
r 6=j
er
lr , univariate polynomial in ej and exponent of each er
and ej is ≤ p− 1.
So, Hej (e) = G
′(e)(ej − αi−1), can be rewritten as,
Hej (e)
∼=
( ∑
∏
m
r=1
r 6=j
lr
C∏m
r=1
r 6=j
lr (ej)
m∏
r=1
r 6=j
er
lr
)(
ej − αi−1
)
, (4.2)
Let L∏m
r=1
r 6=j
lr (ej) = C
∏
m
r=1
r 6=j
lr (ej)(ej − αi−1),
where C∏m
r=1
r 6=j
lr (ej) is the coefficient of
∏m
r=1
r 6=j
er
lr in G′(e).
Given an ej ∈M2, we have, H
′
ej (e1, e2, . . . , em)
∼= 0. In other words, we can say that, for every
coefficient C∏m
r=1
r 6=j
lr (ej) in G
′(e) (congruence relation (4.1)),
L
′∏
m
r=1
r 6=j
lr (ej)
∼= 0 mod p. (4.3)
Since, L′∏m
r=1
r 6=j
lr (ej)
∼= 0 mod p, C∏m
r=1
r 6=j
lr (ej) is the coefficient of
∏m
r=1
r 6=j
er
lr and exponent of ej is
≤ p− 1, we can conclude that,
C∏m
r=1
r 6=j
lr (ej)
∼= b
j∏
m
r=1
r 6=j
lr
∏
l∈Zp\{αi−1}
(ej − l), (4.4)
where, bj∏m
r=1
r 6=j
lr
∈ Zp \ {0}.
From the above congruence relations (4.3) and (4.4), we can rewrite the polynomial G′(e) as follows,
G
′(e) ∼=
∑
∏
m
r=1
r 6=j
lr
(
bj∏m
r=1
r 6=j
lr
∏
l∈Zp\{αi−1}
(ej − l)
)
m∏
r=1
r 6=j
er
lr ,
where, bj∏m
r=1
r 6=j
lr
∈ Zp \ {0}.
So,
G
′(e) ∼=
∏
l∈Zp\{αi−1}
(ej − l)
( ∑
∏
m
r=1
r 6=j
lr
bj∏m
r=1
r 6=j
lr
m∏
r=1
r 6=j
er
lr
)
, (4.5)
where, bj∏m
r=1
r 6=j
lr
∈ Zp \ {0}.
Since, for every ej ∈M2, the polynomial H
′
ej (e)
∼= 0 mod p, we can rewrite the polynomial G′(e)
as follows,
G
′(e) ∼=
∏
ej∈M2
( ∏
l∈Zp\{αi−1}
(ej − l)
)( ∑
∏
m
r=1
r/∈K
lr
C∏m
r=1
r/∈K
lr (ei)
m∏
r=1
r/∈K
er
lr
)
, (4.6)
where, K = {s : es ∈M2} ∪ {i} and C∏m
r=1
r/∈K
lr (ei) is a univariate polynomial in ei.
Proof of Claim 3.2 .
We have, K = {1, 2, . . . ,∆,∆+ 1} ∪ {α = αi−1}. Now, we have to find a new value to α.
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Now, to find a new value to α, that is, α = βi such that for each ej ∈M2, (ej − βi) divides G
′(e)
but (ej − βi)
2 does not divide G′(e), we consider the polynomials J∏m
r=1
r 6=j
lr (ej) (polynomials (3.6) and
(3.7)).
For each ej ∈M2, we have
J∏m
r=1
r 6=j
lr (ej) = C
j∏
m
r=1
r 6=j
lr
(ej)
∏
l∈Zp\{1,2,...,∆+1,αi−1}
(ej − l),
using the congruence relations (3.5) and (4.4), we get
J
′∏
m
r=1
r 6=j
lr (ej)
∼= b
j∏
m
r=1
r 6=j
lr
∏
l∈Zp\{αi−1}
(ej − l), (4.7)
where, bj∏m
r=1
r 6=j
lr
∈ Zp \ {0}.
And we have,
J∏m
r=1
r 6=i
lr (ei) = C
i∏
m
r=1
r 6=i
lr (ei)
∏
l∈Zp\{1,2,...,∆+1,α=αi−1}
(ei − l) ∼= C∏m
r=1
r/∈K
lr (ei)
∏
l∈Zp\{1,2,...,∆+1,αi−1}
(ei − l),
(4.8)
where, C∏m
r=1
r/∈K
lr (ei) is the co-efficient of
∏m
r=1
r/∈K
er
lr (from the congruence relation (4.6)).
Now, we involve in defining a subset of Zp \ {0, 1, 2, . . . ,∆+ 1, αi−1} from which βi is chosen.
Let B = Zp \ {0, 1, 2, . . . ,∆+ 1, αi−1}.
Since p ≥ m2(2∆ + 2) and |B| is greater than 2m(∆ + 1), there exists βi ∈ B such that for each
ej ∈M2, ej − βi divides J∏m
r=1
r 6=j
lr (ej) but (ej − βi)
2 does not divide J∏m
r=1
r 6=j
lr (ej). And how to choose
such a βi is explained below.
For each ej ∈M2 ∪ {ei},
let Bj ⊂ B such that for every γ ∈ Bj , (ej − γ)
2 divides J∏m
r=1
r 6=j
lr (ej). As noted earlier, for each ej ∈
M2 ∪ {ei}, exponent of ej in J∏m
r=1
r 6=j
lr (ej) is always ≤ (2∆ + p− (∆ + 2)) = p+∆− 2 and congruence
relation (4.7) implies number of repeated roots is at most ∆− 1. Then cardinality of Bj is at most
∆− 1.
Now, we choose a βi from the set B \ ∪
i
k=1Bj , that is, βi ∈ B \ ∪
i
k=1Bj .
So, for each ej ∈M2 ∪ {ei}, (ej − βi) divides J∏m
r=1
r 6=j
lr (ej) but (ej − βi)
2 does not divide
J∏m
r=1
r 6=j
lr (ej).
From the congruence relations (3.4) and (3.5), we can conclude that, for each ej ∈M2, (ej − βi)
divides G′(e) but (ej − βi)
2 does not divide G′(e). From the congruence relation (4.8) and the choice
of βi, we observe that ei − βi does not divide the C∏m
r=1
r/∈K
lr (ei), so ei − βi does not divide G
′(e).
Proof of Lemma 3.3.
By the definition of G(e), we have
G(e) = CP
′
(e)
(
i−1∏
j=1
( ∏
if Nj(ej) 6=∅
el∈Nj(ej )
(ej − el)
∏
k∈Zp\{1,2,...,∆+1,α=αi−1}
(ej − k)
))( k∏
j=1
(elj − αi−1)
)
.
After rearranging factors, G(e) can be rewritten as,
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G(e) = CP
′
(e)
( ∏
ej∈M1
( ∏
if Nj(ej ) 6=∅
el∈Nj(ej)
(ej − el)
∏
k∈Zp\{1,2,...,∆+1}
(ej − k)
)
∏
ej∈M2
( ∏
if Nj(ej ) 6=∅
el∈Nj(ej)
(ej − el)
∏
k∈Zp\{1,2,...,∆+1,αi−1,βi}
(ej − k)
)) ∏
ej∈M2
(
ej − βi
)
. (4.9)
From the congruence relation (4.6), we have
G
′(e) ∼=
∏
ej∈M2
( ∏
l∈Zp\{αi−1}
(ej − l)
)( ∑
∏
m
r=1
r/∈K
lr
C∏m
r=1
r/∈K
lr (ei)
m∏
r=1
r/∈K
er
lr
)
,
where, K = {s : es ∈M2} ∪ {i} and C∏m
r=1
r/∈K
lr (ei) is a univariate polynomial in ei.
After rearranging factors, G′(e) can be rewritten as,
G
′(e) ∼=
∏
ej∈M2
( ∏
l∈Zp\{αi−1,βi}
(ej − l)
)( ∑
∏
m
r=1
r/∈K
lr
C∏m
r=1
r/∈K
lr (ei)
m∏
r=1
r/∈K
er
lr
) ∏
ej∈M2
(
ej − βi
)
, (4.10)
where, K = {s : es ∈M2} ∪ {i} and C∏m
r=1
r/∈K
lr (ei) is a univariate polynomial in ei.
Now, we consider G(e)
∏
ej∈M2
(
ej−βi
) and G′(e)
∏
ej∈M2
(
ej−βi
) .
From the relation (4.9), we have,
G(e)∏
ej∈M2
(
ej − βi
) = CP′(e)
( ∏
ej∈M1
( ∏
if Nj(ej ) 6=∅
el∈Nj(ej)
(ej − el)
∏
k∈Zp\{1,2,...,∆+1}
(ej − k)
)
∏
ej∈M2
( ∏
if Nj(ej) 6=∅
el∈Nj(ej )
(ej − el)
∏
k∈Zp\{1,2,...,∆+1,αi−1,βi}
(ej − k)
))
.
And from the relation (4.10), we have,
G′(e)∏
ej∈M2
(
ej − βi
) ∼= ∏
ej∈M2
( ∏
l∈Zp\{αi−1,βi}
(ej − l)
)( ∑
∏
m
r=1
r/∈K
lr
C∏m
r=1
r/∈K
lr (ei)
m∏
r=1
r/∈K
er
lr
)
, (4.11)
where, K = {s : es ∈M2} ∪ {i} and C∏m
r=1
r/∈K
lr (ei) is a univariate polynomial in ei.
From the Claim 3.2, for each ej ∈M2 ∪ {ei}, (ej − βi) divides J∏m
r=1
r 6=j
lr (ej) but (ej − βi)
2 does not
divide J∏m
r=1
r 6=j
lr (ej). Moreover, for each ej ∈M2, (ej − βi) divides G
′(e) but (ej − βi)
2 does not divide
G′(e). And ei − βi does not divide G
′(e). So, we can conclude that,
G(e)∏
ej∈M2
(
ej − βi
) ∼= G′(e)∏
ej∈M2
(
ej − βi
) ,
that is,
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CP
′
(e)
( ∏
ej∈M1
( ∏
if Nj (ej) 6=∅
el∈Nj(ej)
(ej − el)
∏
k∈Zp\{1,2,...,∆+1}
(ej − k)
)
∏
ej∈M2
( ∏
if Nj(ej) 6=∅
el∈Nj(ej)
(ej − el)
∏
k∈Zp\{1,2,...,∆+1,αi−1,βi}
(ej − k)
))
∼=
∏
ej∈M2
( ∏
l∈Zp\{αi−1,βi}
(ej − l)
)( ∑
∏
m
r=1
r/∈K
lr
C∏m
r=1
r/∈K
lr (ei)
m∏
r=1
r/∈K
er
lr
)
,
where, K = {s : es ∈M2} ∪ {i} and C∏m
r=1
r/∈K
lr (ei) is a univariate polynomial in ei.
Proof of Claim 3.1.
Let us consider a polynomial K(e) as follows,
K(e) =
(
G′(e)∏
ej∈M2
(ej − βi)
) ∏
ej∈M2
(
ej − αi−1
) ∏
l∈Zp\{1,2,...,∆+1,α=βi}
(ei − l),
using congruence relation (4.11), the polynomial K(e) can be rewritten as,
K(e) ∼=
∏
ej∈M2
(( ∏
l∈Zp\{αi−1,βi}
(ej − l)
)(
ej − αi−1
))( ∑
∏
m
r=1
r/∈K
lr
(
C∏m
r=1
r/∈K
lr (ei)
∏
l∈Zp\{1,2,...,∆+1,α=βi}
(ei − l)
) m∏
r=1
r/∈K
er
lr
)
.
Now, we can conclude that K′(e) ≇ 0 mod p as explained below. The exponent of each ej in the
following product,
∏
ej∈M2
( ∏
l∈Zp\{αi−1,βi}
(
ej − l
)(
ej − αi−1
))
=
∏
ej∈M2
( ∏
l∈Zp\{βi}
(ej − l)
)
, (4.12)
is ≤ p− 1.
From Claim 3.2, ei − βi does not divide G
′(e) and congruence relation (4.8) guarantee that existence
of a C∏m
r=1
r/∈K
lr (ei) in G
′(e) such that ei − βi does not divide C∏m
r=1
r/∈K
lr (ei). Therefore, the following
polynomial is not a zero polynomial, after applying Fermat’s Theorem to ei, that is,
∑
∏
m
r=1
r/∈K
lr
(
C∏m
r=1
r/∈K
lr (ei)
∏
l∈Zp\{1,2,...,∆+1,α=βi}
(ei − l)
) m∏
r=1
r/∈K
er
lr ≇ 0 mod p, (4.13)
and the exponent of each er (r 6= i) and exponent of ei (after applying Fermat’s Theorem) is ≤ p− 1.
So, K′(e) ≇ 0 mod p, as {er : r /∈ K, 1 ≤ r ≤ m} ∩ {er : r ∈ K} = ∅ and K
′(e) is the product of
above polynomials (4.12) and (4.13).
Now to each of the variable e1, e2, . . . , em, we associate the sets A1 = Zp,A2 = Zp, . . . , Am = Zp
respectively. Combinatorial nullstellensatz is now applicable and there exists βej ∈ K = {1, 2, . . . ,∆+
1, α = βi} such that
K(βe1 , βe2 , . . . , βei , . . . , βem ) ≇ 0 mod p. (4.14)
From the above congruence relation (4.14), we can also conclude that K′(e) ≇ 0 mod p, can be
rewritten as
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K
′(e) ∼=
∏
ej∈M2
(
ej − αi−1
)( ∏
ej∈M2
( ∏
l∈Zp\{αi−1,βi}
(ej − l)
)( ∑
∏
m
r=1
r/∈K
lr
(
C∏m
r=1
r/∈K
lr (ei)
) m∏
r=1
r/∈K
er
lr
))
∏
l∈Zp\{1,2,...,∆+1,α=βi}
(ei − l).
And from the Lemma 3.3 K′(e) can be rewritten as,
K(e) =
∏
ej∈M2
(
ej − αi−1
)(
CP
′
(e)
∏
ej∈M1
( ∏
if Nj (ej) 6=∅
el∈Nj(ej)
(ej − el)
∏
k∈Zp\{1,2,...,∆+1}
(ej − k)
)
∏
ej∈M2
( ∏
if Nj(ej ) 6=∅
el∈Nj(ej)
(ej − el)
∏
k∈Zp\{1,2,...,∆+1,αi−1,βi}
(ej − k)
)) ∏
k∈Zp\{1,2,...,∆+1,α=βi}
(ei − k).
So,
K(e) ∼=
(
CP
′
(e)
i−1∏
j=1
( ∏
if Nj(ej) 6=∅
el∈Nj(ej)
(ej − el)
∏
k∈Zp\{1,2,...,∆+1,βi}
(ej − k)
)) ∏
k∈Zp\{1,2,...,∆+1,α=βi}
(ei − k).
(4.15)
In other words,
K(e) ∼= Qi−1(e)
∏
k∈Zp\{1,2,...,∆+1,α=βi}
(ei − k) ≇ 0 mod p.
From the congruence relation (4.14), there exists βej ∈ K = {1, 2, . . . ,∆+ 1, α = βi} such that
K(βe1 , βe2 , . . . , βei−1 , βei , ei+1, . . . , em) ≇ 0 mod p.
We can see that the exponent of each variable ej (j > i) in the polynomialK(βe1 , βe2 , . . . , βei−1 , βei , ei+1, . . . , em)
is always less than or equal to 2∆. Let
∏m
j=i+1 e
lj
j (0 ≤ lj ≤ 2∆) be a monomial of maximum degree
in K(βe1 , βe2 , . . . , βei−1 , βei , ei+1, . . . , em). Similarly,
∏
el∈Ni(ei)
el is the only monomial of maximum
degree in ∏
if Ni(ei) 6=∅
el∈Ni(ei)
(βei − el).
From the product of the above two monomials, we get a unique monomial of maximum degree whose
coefficient is non-zero in the following product of polynomials (4.16). Therefore, the following product
of polynomials is not a zero polynomial,
K(βe1 , βe2 , . . . , βei−1 , βei , ei+1, . . . , em)
∏
if Ni(ei) 6=∅
el∈Ni(ei)
(βei − el) ≇ 0 mod p.
(4.16)
So, we can also conclude that, K(e)
∏
if Ni(ei) 6=∅
el∈Ni(ei)
(ei − el) ≇ 0 mod p.
Replacing K(e) by the relation (4.15), we get(
CP
′
(e)
i−1∏
j=1
( ∏
if Nj(ej ) 6=∅
el∈Nj(ej)
(ej − el)
∏
k∈Zp\{1,2,...,∆+1,βi}
(ej − k)
)) ∏
if Ni(ei) 6=∅
el∈Ni(ei)
(ei − el)
∏
k∈Zp\{1,2,...,∆+1,α=βi}
(ei − k),
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that is, Qi−1(e)E
i(ei, ei+1, . . . , em), this is nothing but, Qi(e).
From the congruence relation (4.16), we can conclusively say that, there exist βej ∈ K =
{1, 2, . . . ,∆+ 1, α = βi} such that
Q
′
i(βe1 , βe2 , . . . , βei−1 , βei , ei+1, . . . , em) ≇ 0 mod p.
Proof of Theorem 3.2.
By the Result 3.1, we have Qm(βe1 , βe2 , . . . , βem ) ≇ 0 mod p. And from the earlier stated definition,
we have
Qm(βe1 , βe2 , . . . , βem ) = C
P
′
(βe1 , βe2 , . . . , βem )
m∏
j=1
(Ej(βej , βej+1 , . . . , βem )) ≇ 0 mod p.
This can also be written as
Qm(βe1 , βe2 , . . . , βem ) = C
P
′
(βe1 , βe2 , . . . , βem )Em(βe1 , βe2 , . . . , βem ) ≇ 0 mod p.
If Qm(βe1 , βe2 , . . . , βem ) ≇ 0 mod p, the mapping f(ei) = βei(1 ≤ i ≤ m), as explained earlier,
defines the edge coloring of the given graph by using ∆ + 2 colors.
Since, CP
′
(βe1 , βe2 , . . . , βem ) ≇ 0 mod p, the polynomial P
′(v1, v2, . . . , vn, βe1 , βe2 , . . . , βem ) ≇ 0
mod p.
Now to each variables v1, v2, . . . , vn of the polynomial P
′(v1, v2, . . . , vn, βe1 , βe2 , . . . , βem )
we associate the sets A1 = Zp, A2 = Zp, . . . , An = Zp respectively. Now combinatorial null-
stellensatz is applicable here and it proves the existence of βvi ∈ {1, 2, . . . ,∆+ 1} such that
P′(βv1 , βv2 , . . . , βvn , βe1 , βe2 , . . . , βem) ≇ 0 mod p.
Proof of Corollary 3.1.
By the Result 3.1 the mapping f(ei) = βei(1 ≤ i ≤ m) defines the edge coloring of the given graph by
using ∆ + 2 colors. Further the previous Theorem 3.2 make sure that no two adjacent vertices have
the same color and no edge has the same color as one of its end vertices.
Therefore, the mapping f(vi) = βvi(1 ≤ i ≤ n) and f(ei) = βei(1 ≤ i ≤ m), will conclusively define
that the total coloring of the given graph can be achieved by using ∆ + 2 colors.
Acknowledgements: The author would like to thank Raghu Menon for enthusiastically copy-
editing initial drafts.
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