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Abstract
The Large Area Telescope aboard the Fermi Gamma-ray Space Telescope is the first gamma-
ray detector to observe external star forming galaxies with high enough significance to allow
for spatial modeling of their gamma-ray distributions. Detections of the Milky Way by the
Energetic Gamma Ray Experiment Telescope caused a boom in the field of gamma-ray spatial
modeling and cosmic-ray simulation. Fermi has now set the stage for advancement in this
field with the ability to test cosmic-ray physics in environments quite different from our own
galaxy.
In this work, I perform spatial analyses of the Fermi detections of the Milky Way satellites,
the Large and Small Magellanic Clouds. Spatial maps used to compare to the Fermi signals
are constructed based on three cosmic-ray particle interactions expected to generate gamma
rays of energies detectable by Fermi: neutral pion production, bremsstrahlung radiation, and
inverse Compton scattering. Maps derived from observations at longer wavelengths are used
as tracers of the target particle distributions across the two galaxies: interstellar hydrogen
(pion production and bremsstrahlung) and the interstellar radiation field (inverse Compton).
I also consider two limiting cases for the cosmic-ray distributions: a concentrated case in
which cosmic rays are traced by maps of star formation rates and a diffuse case that assumes
cosmic-ray isotropy across the galaxies.
To test the robustness of my spatial models, I introduce two statistical techniques not
previously employed for Fermi data analysis: photon bootstrapping (LMC) and cross val-
idation (SMC). For the larger, brighter LMC, I have used the spatially integrated energy
spectrum to determine the contributions of each cosmic-ray collision process to the detected
ii
signal. Finally, in anticipation of advancements in cosmic-ray simulations based on the Fermi
observations of the LMC, I lay the foundation for a dynamical model of the LMC in which
to test cosmic-ray physics.
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Chapter 1
Introduction
Cosmic gamma-ray detections by the Small Astronomy Satellite 2 (SAS-2; Derdeyn et al.,
1972) first enabled correlation testing between diffuse gamma-ray emission originating from
a star forming galaxy (the Milky Way) and interstellar gas and radiation (e.g., Strong &
Wolfendale, 1981). These tests were motivated by the predictions that relativistic, non-
thermal, charged particles called cosmic rays produce photons at gamma-ray energies as
they interact with the interstellar medium (ISM) and the interstellar radiation field (ISRF).
Research into the modeling of the Milky Way’s diffuse gamma-ray emission exploded once
data from the Energetic Gamma Ray Experiment Telescope (EGRET, Kanbach et al., 1988)
became available (e.g., Digel et al., 1995; Moskalenko & Strong, 1999; Strong et al., 2000).
Observations by the Fermi Gamma-ray Space Telescope (Atwood et al., 2009) now allow
for similar studies to be performed in external galaxies. As the Milky Way’s nearest detected
gamma-ray-emitting neighbors, the Magellanic Clouds offer unique insight into cosmic-ray
astrophysics in environments that fundamentally differ from the Milky Way. Abdo et al.
(2010e) and Abdo et al. (2010b) pioneered the modeling of the gamma-ray emission from the
Magellanic Clouds using the physics of cosmic rays. In this work, we build off the models
presented in these two papers by exploring more complex cosmic-ray spatial distribution
estimates. For the Large Magellanic Cloud (LMC), we quantify the contributions made by
three cosmic-ray particle interactions to the detected gamma-ray emission through a detailed
spectral analysis. Additionally, we implement two advanced statistical techniques to test the
robustness of our gamma-ray models.
The goal of this chapter is to summarize the history of gamma-ray detection and to place
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our work in the context of the community’s current understanding of cosmic-ray physics.
Below we summarize past gamma-ray experiments that made crucial developments in tech-
nology, without which Fermi would not have been possible. We give an overview of cur-
rent ground- and space-based techniques for observing cosmic gamma rays. We provide an
overview of additional sources of astrophysical gamma-ray emission that contribute to back-
grounds in our studies of the Magellanic Clouds. Additionally, we summarize the current
understanding of cosmic-ray acceleration, propagation, and energy loss.
1.1 Gamma Rays
Gamma rays have the highest energy of all photons, E & 100 keV, and were first discovered
as byproducts of the radioactive decay of radium (Villard, 1900a,b; Rutherford, 1903). The
term “gamma ray” is an extension of the alpha/beta ray (or particle) convention used to
describe a radioactive decay product’s ability to penetrate a given material. Alpha particles
(or 42He nuclei) were measured to be the least penetrating, next are beta particles (or simply
electrons), and the most penetrating are gamma rays. Early experiments were also able to
detect that gamma rays, unlike alpha and beta particles, are not deflected by the presence
of a magnetic field, consistent with a photon’s neutral charge.
While the primary terrestrial source of gamma rays is the radioactive decay of unstable
isotopes, scientists hypothesized that cosmic gamma rays are sourced from interactions of
cosmic-ray particles (Feenberg & Primakoff, 1948; Hayakawa, 1952; Morrison, 1958) well
before technology advanced to the point where these gamma rays could be directly detected.
Cosmic rays, i.e., relativistic, nonthermal nuclei and electrons, were directly measured nearly
fifty years before cosmic gamma rays were detected. Theories were developed for the sourcing
of these high-energy charged particles (for a thorough overview, see Section 1.2) in the early
half of the twentieth century, which predicted that as these particles traversed the Galaxy,
their interactions would yield very high-energy photons. Because cosmic gamma rays interact
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so readily with Earth’s atmosphere, only space-borne satellite experiments could detect them;
such technology was not available until the 1960s.
1.1.1 History of Observations
The first attempt to measure cosmic gamma rays from above Earth’s atmosphere was made
by a detector on board the Explorer XI satellite (Kraushaar & Clark, 1962). This detector
operated using a crystal scintillator composed of slabs of caesium iodide and sodium iodide
in conjunction with a Cherenkov counter that detected electron-positron pairs created in
the scintillator. The instrument was live in 1961 from April to September and recorded 127
events at E > 50 MeV. Most of these events came from the direction of Earth and were
attributed to cosmic-ray interactions with the atmosphere. Another 22 events originated
“from a variety of directions in space” and are credited as the first detections of cosmic
gamma rays.
The next space-based gamma-ray detector flew aboard the third Orbiting Solar Observa-
tory (OSO-3) (Kraushaar et al., 1972), which surveyed the entire sky beginning 1967 March
8 until 1968 July. From the 621 cosmic gamma rays with E > 50 MeV detected by OSO-3,
it became clear that gamma-ray emission is concentrated in the plane of the Milky Way
and peaks towards the direction of the Galactic center. This result is consistent with the
proposed theory that gamma rays are sourced by cosmic rays as they traverse and interact
with the ISM. Kraushaar et al. (1972) were also able to report the existence of an isotropic
gamma-ray component across the entire sky.
SAS-2 (Derdeyn et al., 1972) was the next generation space-borne gamma-ray observa-
tory. Its detector was similar to the scintillator/Cherenkov counter construction of its two
predecessors, but it had a spark chamber that could sift out the background generated by
charged particles. SAS-2 collected data from 1972 November until 1973 June and detected
13,000 photons with 20 Mev < E < 1 GeV. Data taken by SAS-2 were the first to indicate a
correlation between the Milky Way’s gamma-ray signal and Galactic structure measured at
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longer wavelengths. SAS-2 was also the first gamma-ray observatory to detect point sources,
including the Vela pulsar (Thompson et al., 1975) and the Crab nebula (Kniffen, 1975).
The COS-B satellite (Bignami et al., 1975) was launched by the European Space Agency
in 1975 and collected gamma-ray data from 1975 August 9 until 1982 April 25. Innovative
technology aboard the COS-B detector included a calorimeter that allowed for better energy
resolution than SAS-2. The roughly 6.5-year lifetime of the COS-B detector far exceeded
the planned duration of the mission, and it was able to detect 200,000 gamma rays ranging
in energy from 30 MeV to 3 GeV. From the COS-B data, the first catalog of gamma-ray
sources was compiled (Swanenburg et al., 1981), and the first complete, detailed map of the
Milky Way disk was constructed (Mayer-Hasselwander et al., 1980).
Finally, the predecessor to the current generation of space-based gamma-ray observatories
was the EGRET aboard the Compton Gamma Ray Observatory launched in 1991 by NASA
(Kanbach et al., 1988). EGRET pioneered the use of silicon strip detectors for tracking the
paths of the electron-positron pairs produced in the instrument; this is the same technol-
ogy that is present in the current generation of gamma-ray space telescopes. EGRET also
had greatly improved sensitivity compared with previous generations of cosmic gamma-ray
detectors. Over eight years, EGRET detected 1.5 million photons with 30 MeV < E < 10
GeV and was the first detector to compile an all-sky gamma-ray catalog (Hartman et al.,
1999) of 271 sources.
1.1.2 Current Observational Technologies
Gamma-ray observations in the present day are both ground and space based. The fact
that gamma rays interact with Earth’s atmosphere and do not themselves penetrate to
ground level has naturally motivated space-based gamma-ray experiments. The current
generation of these instruments include the Fermi Gamma-ray Space Telescope (Atwood
et al., 2009) and Astrorivelatore Gamma ad Immagini Leggero (AGILE; Light Imager for
Gamma-ray Astrophysics; Tavani et al., 2009). Given that the data used for this work were
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collected by the Fermi Large Area Telescope (LAT), we will focus on the technology behind
its detector; however, the AGILE Gamma-ray Imaging Detector operates using the same
basic construction.
The Fermi-LAT detects gamma-rays by inducing electron-positron pair production within
the detector, which is facilitated by 16 layers of tungsten foil. In between the tungsten foil
layers are silicon strip detectors that are able to track the trajectories of charged particles.
By reconstructing the paths traversed by both the electron and positron, the Fermi-LAT is
able to determine the arrival direction of the initial gamma-ray. To determine the incident
photon’s energy, the Fermi-LAT measures positron and electron energies using a calorimeter
composed of caesium iodide crystals.
Because gamma-ray incident angles and energies are reconstructed from the trajectories
and energies of charged particles produced within the detector, (non-pair produced) charged
particles are the primary source of background. To eliminate contamination by cosmic
rays and particles from the solar wind, there is an outer layer of plastic scintillator tiles
over the entire detector called the anticoincidence detector (ACD). Charged particles that
pass through the ACD activate the scintillators, and the emitted light is collected using
photomultiplier tubes. Neutrally charged gamma-ray photons cause no such response from
the ACD and can therefore be distinguished from the charged particle background.
The Fermi-LAT is sensitive to photons that range in energy from ∼20 MeV to ∼300 GeV.
Below this energy range, the cross section for pair production becomes too small given the
depth of tungsten available in the LAT detector. At high energies, the effective area of LAT
is too small to collect a statistically significant number of photons (see Atwood et al., 2009
Figures 14 and 17 for plots of effective area and angular resolution vs. photon energy). For
higher energy gamma-rays, we turn to ground-based observatories that detect the products
of gamma-ray interactions with Earth’s atmosphere.
Ground-based gamma-ray observatories come in two designs termed by Funk (2015) as
imaging atmospheric Cherenkov telescopes (IACTs) and water Cherenkov detectors. Both
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designs detect Cherenkov radiation generated by particle showers resulting from gamma-ray
interactions in Earth’s atmosphere. The particles travel in a (non-vacuum) medium faster
than its speed of light, resulting in a so-called “photonic boom” of Cherenkov radiation
(Cherenkov, 1934). IACTs detect the blue Cherenkov light from shower particles as they
travel through the atmosphere. Water Cherenkov detectors are able to collect light generated
as shower particles move through water. Water Cherenkov detectors require that shower
particles reach the ground and probe higher gamma-ray energies than do IACTs.
The High Energy Stereoscopic System (HESS; Vincent, 2005), the Major Atmospheric
Gamma-ray Imaging Cherenkov Telescopes (MAGIC; Sitarek et al., 2013), and the Very En-
ergetic Radiation Imaging Telescope Array System (VERITAS; D. B. Kieda for the VERITAS
Collaboration, 2013) are current-generation examples of IACTs. These telescope arrays con-
sist of two to five dishes, each with a baseline of ∼100 m. This baseline determination is
made because a 1 TeV gamma-ray photon induces Cherenkov radiation that typically spans
∼100 m by the time it reaches an altitude of ∼2000 m above sea level. For the same reason,
all three IACTs are at sites well above an altitude of 1000 m; this altitude also improves the
Cherenkov photon flux per shower event by an order of magnitude compared with sea level
(Funk, 2015).
The blue Cherenkov light is dim and easily washed out by backgrounds at optical wave-
lengths. These hindrances limit IACT observations to the darkest ∼10% of nights and also
require very brief exposure times of ∼10−9 s. To combat these issues, water Cherenkov detec-
tors sacrifice the option to point the detector and require that the particle shower reaches the
ground. Since the Cherenkov radiation is produced in water rather than in the atmosphere,
observations can be made even during daylight hours. The High-Altitude Water Cherenkov
Observatory (HAWC; Abeysekara et al., 2013) is the current-generation water Cherenkov
detector. HAWC is located at an altitude of 4100 m to minimize the incident photon energy
required for detection.
Similar to their space-based cousins, ground-based gamma-ray observatories must be
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able to distinguish detections of gamma rays from those of cosmic-ray particles. The large
baselines and multiple dishes associated with the IACTs described above help distinguish
between the two shower types because cosmic rays induce a narrower shower. HAWC is able
to distinguish gamma-ray sources from the isotropic cosmic-ray background by identifying
overdensities on the sky.
1.1.3 Astrophysical Sources of Gamma Radiation
As mentioned above, the first predicted source of cosmic gamma-ray emission was the disk of
the Milky Way. Theories explaining the detection of cosmic rays formulated during the first
part of the twentieth century suggested that as cosmic-ray particles propagate through the
ISM, a fraction of them should interact with thermal gas and the ISRF to produce gamma-
ray photons. The physics behind these processes is the main driver for the work presented
here, so we postpone its discussion to Section 1.2 to allow for a more thorough overview.
Below we cover additional sources of gamma-ray emission that have either been previously
detected or that have been predicted but are yet to be confirmed.
Active galactic nuclei (AGN) are by far the the most numerous sources of gamma rays
detected by the Fermi-LAT (Ackermann et al., 2015). Specifically, blazars account for ∼70%
of all sources reported after four years of survey time by the Fermi Third Source Catalog
(3FGL; Acero et al., 2015). At the angular resolution of Fermi-LAT, blazars are detected
as point sources in the gamma-ray sky. Given that these objects are extragalactic, their
distribution across the sky is isotropic. The term “blazar” encompasses two subclasses of
objects: BL Lacertae (BL Lac) objects (Schmitt, 1968) and flat-spectrum radio quasars
(FSRQs; Wampler et al., 1984), and these two subclasses are differentiated by the presence
or absence of emission lines in the spectra of FSRQs and BL Lac objects, respectively. The
source of blazars’ nonthermal spectra is theorized to be synchrotron self Comptonization
of relativistic particles in line-of-site-oriented jets powered by accretion onto supermassive
black holes. Blazars are variable sources of gamma-ray emission (e.g., Marscher & Bloom,
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1992) and were first detected in gamma rays by EGRET (Mukherjee et al., 1997).
Pulsars comprise the second class of gamma-ray point sources; these objects were first
detected by SAS-2 (Thompson et al., 1975; Kniffen, 1975). Similar to blazars, the nonthermal
radiation emitted by pulsars is driven by the acceleration of charged particles. Several
models for pulsar gamma-ray emission (e.g., Sturrock, 1971; Arons, 1983; Cheng et al.,
1986) have been proposed, but all models are based on the fact that electrons are efficiently
accelerated by pulsars’ strong magnetic fields (B ∼ 1012 G). These relativistic electrons emit
synchrotron radiation at gamma-ray energies, and in turn these gamma rays pair produce
in the presence of the magnetic field. An electron cascade is established with a low-energy
cutoff at the point where synchrotron-radiated photons no longer have the energy required
for pair production. The main difference between these models is the predicted location in
the pulsar’s magnetosphere where these cascades are induced, which has implications for
whether or not gamma-ray emission is associated with pulsar radio emission.
Gamma-ray bursts (GRBs) are transient sources of gamma rays with spectra that peak
at lower energies than the systems described above (∼1 MeV). GRBs were first discovered
by accident as part of the VELA mission, which was launched to determine whether the
Soviet Union was in violation of the 1963 Partial Test Ban Treaty by testing nuclear mis-
siles in space. The events detected by VELA were distinguished from the signal expected
from an atomic bomb based on the nature of their light curves (Klebesadel et al., 1973).
GRBs come in two flavors, long and short bursts, and their detected isotropy across the
sky suggests the progenitors are extragalactic (Briggs et al., 1996). The exact astrophysical
process that causes a GRB is still unclear; however, a number of long GRBs have been
associated with supernovae (e.g., Paczyn´ski, 1998; Stanek et al., 2003). Short GRBs beg
an alternative explanation, and neutron star-neutron star mergers have been proposed. In
both cases, gamma-ray emission is expected to arise from the beamed ejection of a rela-
tively small amount of matter (∼10−6 M) moving at relativistic speeds (γ ∼ 100). Given
that GRB spectra peak at lower energies than other gamma-ray sources, their detection has
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traditionally required alternative instruments. The Burst and Transient Source Experiment
was placed on board the Compton Gamma Ray Observatory for the purpose of observing
GRBs, and the current generation detector is the Gamma-ray Burst Monitor aboard the
Fermi Gamma-ray Space Telescope.
When the Fermi Gamma-ray Space Telescope was launched in 2008, galaxy clusters were
expected to be detected as bright gamma-ray emitters; they are expected to contribute to
the gamma-ray signal in two independent ways. First, cosmic rays (for in depth overview,
refer to Section 1.2) should be present throughout the intracluster medium given the plethora
of sourcing mechanisms: shocks induced by large-scale structure formation, AGN jets, and
supernovae-driven galactic winds (e.g., Pfrommer & Enßlin, 2004; Pinzke & Pfrommer, 2010;
review by Petrosian et al., 2008). Detections of galaxy cluster radio signals support the
presence of cosmic rays in the form of relativistic electrons emitting synchrotron radiation.
Both cosmic-ray electrons (CRes) and protons (CRps), which should be accelerated at the
same sites, can contribute to gamma-ray emission by way of neutral pion production and
decay, bremsstrahlung radiation, and inverse Compton scattering. Galaxy clusters are also
hosts to massive amounts of dark matter (see following paragraph for further description),
which may give rise to gamma-ray emission resulting from the annihilation of dark matter
particles via the weak force (Baltz et al., 2008). It comes as a great surprise then that, to date,
no galaxy clusters have been detected by Fermi (Huber et al., 2013; Ackermann et al., 2014;
S. Zimmer for the Fermi-LAT Collaboration, 2015). The non-detection of galaxy clusters at
gamma-ray energies remains one the greater mysteries of the Fermi era.
The common theme connecting all of the astrophysical sources of gamma-ray emission
described above is the acceleration of baryons to relativistic energies and the subsequent
interactions of those baryons with magnetic fields, other baryons, and photons. Gamma rays
are also the predicted byproducts of inverse Compton scatterings of electrons and positrons
produced when weakly interacting massive particles (WIMPs) self annihilate, where WIMPs
are hypothesized to be the dark matter particles. The gamma-ray flux from such annihilation
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is given as:
φγ,DM =
(〈σv〉
m2
dNγ
dE
)(
1
4pi
∫
LOS
ρ2DMd`
)
, (1.1)
where the first factor represents the particle physics of the WIMP and the second factor
contains the astrophysics of the dark matter halo (Bergstro¨m et al., 1998). In Equation (1.1),
σ, v, and m are the WIMP cross section, velocity, and mass, respectively. The gamma-ray
spectrum per annihilation interaction is given by dNγ/dE, and ρDM is the density of WIMPs
in a given dark matter distribution. The detection by Fermi-LAT of an excess of gamma-
ray flux towards the Galactic center (Goodenough & Hooper, 2009; Hooper & Goodenough,
2011) has raised excitement about the possible indirect detection of dark matter (e.g., Fields
et al., 2014; Kaplinghat et al., 2015; Linden, 2015); however, no such gamma-ray excess has
been detected from other prime dark matter candidates such as galaxy clusters (Huber et al.,
2013; Ackermann et al., 2014; S. Zimmer for the Fermi-LAT Collaboration, 2015), the Large
Magellanic Cloud (Buckley et al., 2015), and the Milky Way dwarf satellites (Abdo et al.,
2010d; Drlica-Wagner et al., 2015).
1.2 Cosmic Rays
In the context of a single galaxy, cosmic rays are as energetically relevant as the thermal ISM,
the galactic magnetic field, and the flux of cosmic microwave background (CMB) photons.
Relativistic electrons and nucleons interact with these three galactic components and leave
observable signatures. CRes lose energy by way of: synchrotron radiation as they spiral
around magnetic field lines, interactions with ISRF photons via inverse Compton scattering,
and scatterings with ISM protons that lead to gamma-ray bremsstrahlung radiation. CRps
collide with thermal protons of the ISM, and in one of several interaction mechanisms, a pi0
particle is created, which decays to two gamma-ray photons.
In addition to producing diffuse gamma-ray emission, cosmic rays interact with the ISM
by imparting energy and momentum when they scatter off galactic magnetic fields (Wentzel,
10
1974). Cosmic rays provide a source of ionization across the entire Galaxy, unlike the much
more local effect of stars; the cosmic-ray ionization rate has been measured using observations
of molecules such as H+3 (Indriolo et al., 2007). In the galaxy cluster environment, cosmic
rays may act as an important source of heating, which can prevent the condensation of the
X-ray luminous intracluster medium (Enßlin et al., 2011).
1.2.1 Intuition by Analogy
The physics of cosmic rays can be difficult to intuit because humans do not interact with
these particles in a tangible way on a day-to-day basis. The light emitted via cosmic-ray
energy loss is not typically observable at optical wavelength, so we cannot see even indirect
evidence of their presence with the naked eye. Just as the shells of nuclear fusion of heavy
elements in evolved stars can be likened to the layers of an onion or the galaxies under the
influence of the Hubble flow are similar to raisins in a rising loaf of bread, we can turn to an
analogy to instruct our understanding.
The astrophysical processes behind cosmic-ray acceleration, propagation, and energy
loss are similar to the physics that produces the Aurora Borealis/Australis, i.e., the north-
ern/southern lights. While the Aurora itself might not be the most familiar phenomenon to
which we can draw comparison (as of this writing your author has never seen the northern
lights), at least the end result produces light at optical wavelengths that can be photographed
and used for the login screen on the Mac OS X 10.6 operating system, for example. In our
analogy between cosmic-rays and the northern lights, we will draw the following compar-
isons, (listed first is the analogy followed by its corresponding object/process as it pertains
to cosmic rays):
1. The sun : the explosion of a massive star called a supernova
2. The solar wind : cosmic rays
3. Earth’s magnetic field : the interstellar magnetic field
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4. Earth’s atmosphere : the interstellar medium (ISM)
5. The northern lights : gamma rays
Just like cosmic rays, the main components of the stellar wind that are responsible
for the northern lights are elementary charged particles: protons and electrons. The solar
wind is emitted during periods of enhanced solar activity, whereas cosmic rays are primarily
sourced when massive stars (>8 M) run out of elements to fuse and end their lives in explo-
sions called core-collapse supernovae. (Here we wish to note that Type Ia supernovae also
contribute to cosmic-ray acceleration, but these supernovae occur less frequently.) Not sur-
prisingly given their acceleration mechanism, cosmic-ray particles have much higher energies
than their counterparts in the solar wind, which explains why the light emitted by cosmic-ray
interactions is at much shorter wavelengths than our eyes can detect. These higher energies
are also why cosmic rays are typically modeled on a galactic scale—the distance they traverse
at such high speeds.
After being ejected from the sun, a portion of the protons and electrons of the solar wind
encounter Earth’s magnetic field. The field lines trap these charged particles and direct
them to the north and south magnetic poles of our planet. Similarly, the magnetic fields
that persist throughout the ISM of galaxies direct the motions of cosmic rays; however, the
high energies of the cosmic-ray particles combined with the relatively weak strength of the
magnetic fields means cosmic rays are not limited to traversing a single magnetic field line
and can diffuse across a galaxy.
As the field lines converge at Earth’s magnetic poles, the solar wind particles begin
to interact with atoms and molecules in Earth’s atmosphere. As they pass through the
atmosphere, the solar wind protons and electrons excite electrons bound to oxygen and
nitrogen atoms. The light that we see from the Aurora varies in color depending on whether
oxygen or nitrogen atoms are being excited and also depending on whether the atom has been
ionized. The “color” of gamma-ray light emitted in cosmic-ray interactions depends on the
cosmic-ray species, i.e., proton or electron, its energy, as well as the target of the interaction.
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Three collision/scattering processes are the primary sources of cosmic-ray generated gamma
rays. Neutral pion production and decay occurs when a cosmic-ray proton collides with an
ambient, thermal proton of the ISM to produce a pi0 particle that quickly decays to gamma
rays. Bremsstrahlung radiation at gamma-ray energies occurs when cosmic-ray electrons
interact via the Coulomb force with ISM protons. Inverse Compton scattering can produce
gamma rays when cosmic-ray electrons upscatter photons of the ISRF.
1.2.2 Cosmic-ray Detections
In 1912, Victor Hess confirmed the cosmic origin of ionizing radiation (later termed “cosmic
rays”) by observing in a balloon-borne experiment that the rate of ionization increased
with altitude above Earth (Hess, 1912). Hess’s work earned him a share of the 1936 Nobel
Prize in Physics and spawned a branch of astrophysics that has now spanned more than a
century. After some debate in the physics community, J. Clay discovered a dependence in
the ionization rate with latitude, which suggested cosmic rays are charged particles deflected
in Earth’s magnetic field and not high-energy photons (Clay, 1927). Over the first half
of the 20th century, many experiments were performed that quantified cosmic-ray species
abundances (e.g., Freier et al., 1948; Bradt & Peters, 1948) and detected air showers produced
by cosmic-ray interactions with the atmosphere (e.g., Bhabha & Heitler, 1937; Auger et al.,
1939).
Recent direct measurements have aimed at probing the cosmic-ray spectrum across
species and at quantifying abundance ratios. The dependence of cosmic-ray number density
on cosmic-ray energy can give us insight into the cosmic-ray acceleration process. Of partic-
ular interest are the CRp and helium spectra (e.g., Adriani et al., 2011b; Abe et al., 2015;
Webber & Higbie, 2015), the CRe spectra (e.g., Adriani et al., 2011a; Aguilar et al., 2014),
and the antiproton spectrum (e.g., Adriani et al., 2010; Abe et al., 2012).
Cosmic-ray species abundances, specifically secondary (i.e., cosmic-ray species generated
via interactions involving heavier cosmic-ray particles) to primary ratios, are indicative of
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the typical depth of target material the primary species traverses before interacting. The
boron to carbon ratio (e.g., Obermeier et al., 2012; Adriani et al., 2014) and the positron
fraction (e.g., Adriani et al., 2013; Accardo et al., 2014) have both been recently measured
to constrain hadronic and leptonic cosmic-ray propagation.
1.2.3 Cosmic-ray Acceleration
The long-standing theory of cosmic-ray acceleration is that of diffusive shock acceleration
(DSA, e.g., Krymskii, 1977; Axford et al., 1978; Bell, 1978; Blandford & Ostriker, 1978). In
DSA, charged particles are accelerated as they are reflected by Alfve´n waves back and forth
across shock fronts induced by supernovae. DSA is an appealing theory given the number of
observed cosmic-ray characteristics it naturally explains. Most significantly, DSA predicts
a power law cosmic-ray spectrum in excellent agreement with local cosmic-ray detections
that span some six decades in energy. Additionally, DSA, in conjunction with the observed
supernova rate along with an assumed acceleration efficiency of ∼10%, is able to explain the
∼1 eV cm−3 cosmic-ray energy density of an individual galaxy.
DSA does still leave several questions about cosmic-ray acceleration unanswered (Capri-
oli, 2015): what sets the acceleration efficiency? What sets the observed CRp to CRe ratio?
How are supernova remnant magnetic fields amplified to produce the observed synchrotron
radiation? These questions have lead to the development of nonlinear diffusive shock accel-
eration (NLDSA, e.g., Jones & Ellison, 1991; Malkov & Drury, 2001), in which cosmic rays
themselves help amplify the surrounding magnetic fields and then in turn accelerate more
cosmic rays, hence nonlinearity.
Both simulations and observations have motivated the advancement of cosmic-ray acceler-
ation theory beyond the canonical DSA model. Simulations show that cosmic-ray streaming
drives magnetic field amplification as suggested by NLDSA (e.g., Bell, 2004; Caprioli &
Spitkovsky, 2013). Additionally, recent detections of CRps and cosmic-ray Helium particles
by the Alpha Magnetic Spectrometer 2 show evidence for spectral hardening not predicted
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by the standard DSA model (see Maestro, 2015 for overview).
1.2.4 Cosmic-ray Transport
Cosmic rays with energies ∼1 to ∼105 GeV are susceptible to scattering off of irregularities
in the ambient magnetic structure (Gaisser, 1991). Since these cosmic rays are not simply
streaming away from their acceleration sites at nearly the speed of light, they can be traced
as a fluid. Gaisser (1991) models cosmic rays using the transport equation,
∂Ni
∂t
= ∇ · (Di∇Ni)− ∂
∂E
[bi(E)Ni(E)]−∇ · uNi(E) (1.2)
+ Qi(E, t)− piNi + vρ
mp
∑
k≥i
∫
dσi,k(E,E
′)
dE
NkdE ′,
where NidE is the particle density at position x of energy E at time t. The subscript i
indicates that the transport of electrons, protons, and various atomic nuclei is computed
separately, though there are dependencies between cosmic-ray types, as mentioned below.
In Eq. (1.2), the first term represents cosmic-ray diffusion, where the diffusion coefficient
is:
Di =
1
3
λD,ivi, (1.3)
λD,i is the diffusion length, and vi is the particle velocity. The second term of Eq. (1.2),
in which bi(E) =
dE
dt
, represents energy losses and gains resulting from processes that
include synchrotron radiation, ionization, and re-acceleration. The third term accounts for
advection, where u is the bulk velocity. Qi(E, t) is a source term and represents initial
particle acceleration in magnetized shocks. The fifth term applies mostly to atomic nuclei
heavier than A = 1 that may break apart through decay or collisions. In this term,
pi =
vρσi
m
+
1
γτi
=
vρ
λi
+
1
γτi
, (1.4)
where vρσi
m
accounts for collisions, and 1
γτi
accounts for decays. The fifth term of heavier
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nuclei types will contribute to the sixth term of lighter nuclei types. One can imagine that
if a cosmic-ray nucleus undergoes α-decay, the transport model tracing that nucleus will
lose one particle while the models tracing the remaining nucleus and 42He will each gain
a particle. The sixth term accounts for the addition of secondary cosmic rays that are
generated by heavier nuclei as they undergo collisions. Gaisser (1991) uses the example of
particle showers that are generated when a cosmic ray enters Earth’s atmosphere and collides
with the ambient atoms.
As mentioned above, primary cosmic rays are accelerated in magnetized shocks in which
charged particles are reflected back and forth across the shock front and gain energy with
each crossing (Fermi, 1949). In various astrophysical systems, different mechanisms may be
the source of these shocks; for example, in galaxy clusters, shocks can result from large-
scale structure accretion, mergers, and jets produced by active galactic nuclei. In the work
presented here, supernovae are the most relevant contributors.
1.2.5 Cosmic-ray Energy Loss
Cosmic rays of energy 1 . E . 105 GeV produce gamma rays observable by Fermi. The
cosmic-ray species of most interest are CRes and CRps. These cosmic rays lose energy
through several different channels, including three that give rise to the detected diffuse
gamma-ray emission observed in star forming galaxies. One mechanism by which CRps lose
energy is in collisions with thermal protons of the ISM; these collisions result in the creation
of charged and neutral pions. When a pi0 particle is produced, it quickly decays to gamma
rays detectable by Fermi:
p+CR + p
+
ISM → p+ + p+ + pi0, pi0 → γ + γ. (1.5)
The gamma-ray spectrum produced by this process is known as the pion bump (e.g., Stecker,
1971). It is symmetric about the rest mass energy of the neutral pion and, at large energies,
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exhibits a power law behavior with spectral index determined by the spectrum of the CRp
population. The amplitude of the pion bump is determined from the CRp number density
and the ISM proton column density (e.g., Pfrommer & Enßlin, 2004).
CRes have several channels by which they lose energy. CRes emit synchrotron radiation as
they spiral around the magnetic field lines of the ISM. While this process does not contribute
significantly to more massive CRps’ energies, it is one of the main energy loss mechanisms
of CRes. CRes also lose energy by way of collisional ionization of atoms and molecules of
the ISM. Again, this loss mechanism is unimportant for CRps. One way CRes are able
to contribute to the detected diffuse gamma-ray emission observed in star forming galaxies
is through bremsstrahlung radiation. Gamma rays are emitted when CRes scatter off of
interstellar protons:
e−CR + p
+
ISM → e− + p+ + γ. (1.6)
In Chapter 2, we explore the expected gamma-ray spectrum from this energy loss mechanism.
Its shape depends on the ISM proton number density, the star formation rate (as the source
of CRes), and the relative importance of the various CRe energy loss mechanisms. CRes also
produce gamma rays via inverse Compton scattering of ISRF photons, which are sourced
mostly from the CMB, thermal dust emission, and low mass, red stars:
e−CR + γISRF → e− + γγ−ray. (1.7)
Chakraborty & Fields (2013) explored the inverse Compton spectrum expected for star
forming galaxies, which depends on the star formation rate, the ISRF energy density, and
the strengths of the CRe energy loss channels.
Given the several ways CRes can wind up losing energy, it is not too surprising that
in many cases, star forming galaxies are considered to be electron calorimeters (e.g., Vo¨lk,
1989; Pohl, 1994). Electron calorimetry states that all CRes that are accelerated within a
galaxy will lose their energy before they escape via diffusion. The inverse Compton and
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bremsstrahlung spectra formulated in Chakraborty & Fields (2013) and Chapter 2, respec-
tively, are built on the assumption of electron calorimetry; however, Sreekumar & Fichtel
(1991) showed the calorimetry limit may not be met in the Small Magellanic Cloud (SMC),
which is the subject of Chapter 4. Star forming galaxies are not generally considered proton
calorimeters given that CRps tend to retain their energy much longer than CRes, so mod-
els of CRp propagation typically allow for CRps to escape the galaxy in which they were
accelerated.
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Chapter 2
Spatial and Spectral Modeling of the
Gamma-Ray Distribution in the Large
Magellanic Cloud
2.1 Abstract
We perform spatial and spectral analyses of the LMC gamma-ray emission collected over
66 months by the Fermi Gamma-ray Space Telescope. In our spatial analysis, we model
the LMC cosmic-ray distribution and gamma-ray production using observed maps of the
LMC interstellar medium, star formation history, interstellar radiation field, and synchrotron
emission. We use bootstrapping of the data to quantify the robustness of spatial model
performance. We model the LMC gamma-ray spectrum using fitting functions derived from
the physics of pi0 decay, bremsstrahlung, and inverse Compton scattering. We find the
integrated gamma-ray flux of the LMC from 200 MeV to 20 GeV to be 1.37 ± 0.02 × 10−7
ph cm−2 s−1, of which we attribute about 6% to inverse Compton scattering and 44% to
bremsstrahlung. From our work, we conclude that the spectral index of the LMC cosmic-ray
proton population is 2.4±0.2, and we find that cosmic-ray energy loss through gamma-ray
production is concentrated within a few 100 pc of acceleration sites. Assuming cosmic-
ray energy equipartition with magnetic fields, we estimate LMC cosmic rays encounter an
average magnetic field strength ∼3 µG.
This chapter is previously published in The Astrophysical Journal as Foreman, G., Chu, Y.-H., Gruendl,
R., et al. 2015, ApJ, 808, 44
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2.2 Introduction
The LMC is by far the brightest source of diffuse gamma-ray flux detected outside of the
Milky Way. The LMC was first observed in gamma rays by the Energetic Gamma Ray
Experiment Telescope with significance > 4.5σ (Sreekumar et al., 1992). However, a spatial
comparison of the LMC gamma-ray emission with observations at other wavelengths was
not possible before the Fermi Gamma-ray Space Telescope. The first such spatial analysis
was performed by Abdo et al. (2010e) who determined Fermi had detected the LMC at 33σ
significance after 11 months of observation. As an external, star-forming galaxy detected
at high significance in gamma rays, the LMC provides a cosmic-ray laboratory that com-
plements the Milky Way, which has been extensively modeled by the Galactic cosmic-ray
propagation team (GALPROP, Strong & Moskalenko, 1998).
The LMC is at a well-constrained distance of 50 kpc (Matsunaga et al., 2009; Pietrzyn´ski
et al., 2013) with a modest inclination of approximately 30◦ (de Vaucouleurs & Freeman,
1972; Kim et al., 1998; van der Marel & Cioni, 2001). This small inclination angle means self
extinction and source confusion are low in the LMC, and the galaxy’s high Galactic latitude
means the LMC does not suffer greatly from extinction by the Milky Way. If unaccounted
for, the LMC’s inclination angle introduces a <10% error on distance measurements, much
less than distance uncertainties to some objects in the Milky Way, e.g., SNR RCW 86 for
which various studies have adopted a distance anywhere from 2 to 3 kpc (Morlino et al.,
2014). Furthermore, the LMC is near enough that stars can be resolved and the interstellar
medium (ISM) can be studied with high resolution (a few pc), yet it is distant enough to
allow a global view of its stars and ISM. The detailed and global knowledge of stars and ISM
empirically anchor the analysis of gamma-ray observations and study of cosmic rays in the
LMC.
The LMC hosts active star formation, creating massive stars that live and explode as
supernovae in a few to a few tens of Myr. The massive stars’ fast winds and final supernova
explosions interact with the ambient ISM and generate shocks, which produce cosmic rays
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by diffusive shock acceleration (Fermi, 1949; Ackermann et al., 2011, 2013).
Pavlidou & Fields (2001) predicted that the LMC should be the brightest external nor-
mal star-forming galaxy seen by Fermi, along with the SMC. Fermi has confirmed these
predictions and firmly established star-forming galaxies as a gamma-ray source class, which
has lead to recent theoretical studies such as Persic & Rephaeli (2012) and Martin (2014).
The SMC (Abdo et al., 2010b), M31 (Abdo et al., 2010c), M82 and NGC 253 (Abdo et al.,
2010a), and two other starburst galaxies are detected, but all of these sources do not have the
spatial extent of the LMC and are detected at a much lower signal-to-noise ratio in gamma
rays.
The LMC stands out as the most intense, spatially extended source of gamma-ray emis-
sion outside the Milky Way; thus, the Fermi gamma-ray observations of the LMC render it
an invaluable laboratory for the study of cosmic-ray physics. Moreover, star-forming galaxies
are important contributors to the extragalactic gamma-ray background (Pavlidou & Fields,
2002; Fields et al., 2010), and so an understanding of the gamma-ray emission properties
in individual resolved galaxies is important for modeling the unresolved contribution to the
background.
Cosmic rays propagate through their host galaxy until they either escape or lose their
energy through photon emission and particle-particle collisions. Diffuse gamma-ray emission
is often produced along the way by cosmic-ray protons and electrons via three different
mechanisms. Cosmic-ray protons lose energy via hadronic gamma-ray emission when they
collide with thermal ISM protons to produce neutral pions that quickly decay to gamma
rays:
p+CR + p
+
ISM → p+ + p+ + pi0, pi0 → γ + γ. (2.1)
Cosmic-ray electrons emit bremsstrahlung radiation at gamma-ray energies when they scatter
off of interstellar nuclei:
e−CR + p
+
ISM → e− + p+ + γ (2.2)
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Cosmic-ray electrons can also up-scatter interstellar radiation photons to gamma-ray energies
via inverse Compton scattering:
e−CR + γISRF → e− + γγ−ray. (2.3)
The spatial analysis performed by Abdo et al. (2010e) indicates the Fermi detection of
the LMC is likely diffuse, as expected if these interactions are indeed the sources of the
gamma-ray emission. The highly significant, spatially extended Fermi detection of the LMC,
complemented by detailed and global knowledge of the distribution of stars and ISM, allows
us to empirically test the relative importance of these three mechanisms in generating gamma
rays.
Here we investigate the relative contributions to the LMC gamma-ray signal by each
of the cosmic-ray interactions given in Eqs. (4.1)–(4.3). We perform a binned likelihood
analysis to determine where in the LMC these interactions occur. We expand on the spatial
analysis of Abdo et al. (2010e) by:
1. Using the distribution of LMC star formation and tracers of the LMC’s interstellar
radiation field (ISRF) as quantitative probes of gamma-ray intensity.
2. Enforcing stricter photon selection criteria for better angular resolution given the lux-
ury of more data.
3. Bootstrapping the Fermi data to test robustness of spatial model rankings.
4. Applying, across the entire galaxy, the smoothing kernels used Murphy et al. (2012)
in their cosmic-ray diffusion analysis of the LMC star-forming region 30 Doradus (30
Dor).
In an independent analysis, we assess the spatially integrated LMC gamma-ray spectrum
as a means for predicting the flux contributions of the gamma-ray producing cosmic-ray
interactions. We simultaneously fit three theoretical spectra (pion decay, bremsstrahlung,
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and inverse Compton) to the LMC spectrum. The fitted spectra are based on the one-zone
model presented by Chakraborty & Fields (2013) in their study of inverse Compton gamma-
ray emission in star-forming galaxies where we have rescaled those authors’ model of the
Milky Way to appropriately model the LMC. Our method expands on the work of Abdo
et al. (2010e) by independently fitting each of these three spectra rather than assuming their
relative ratios and fitting a single spectral model of their sum.
This article proceeds as follows: Section 2.3 describes our data selection and preparation.
In Section 2.4, we list our sources of background contamination and the means by which we
remove them. Section 2.5 addresses the possibility that a point source unassociated with the
diffuse emission of the LMC may be in or behind the galaxy. In Section 2.6, we motivate
our models for the LMC gamma rays. In Section 2.7 and Section 2.8, we present the results
of our spatial and spectral analyses respectively. We discuss our results in the context of
past studies and motivate future work in Section 2.9, and we make our concluding remarks
in Section 2.10.
2.3 Data
Following Abdo et al. (2010e), we select a 20◦ × 20◦ region surrounding the LMC (centered
at 5h20m, −68◦30′). This large region of interest that extends well beyond the LMC gamma-
ray emission is crucial for modeling of background sources (see Section 2.4). These data were
collected by the Fermi Large Area Telescope from 2008 August 8 to 2014 January 30, and
the gamma rays we analyze range in energy from 200 MeV to 20 GeV. Figure 2.1 shows the
raw data with a TAN projection (Calabretta & Greisen, 2002). We chose this projection of the
celestial sphere, which differs from that used in Abdo et al. (2010e), for easier comparisons
with images at other wavelengths, e.g. Figures 2.2 and 4.3.
We perform a binned maximum likelihood analysis1 of the data described above using the
1See http://fermi.gsfc.nasa.gov/ssc/data/analysis/scitools/binned_likelihood_tutorial.
html for details.
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Figure 2.1 Fermi data from a 20◦×20◦ region surrounding the LMC. Photons range in energy
from 200 MeV to 20 GeV and were collected over a period of about 66 months. The dashed
box shows the extent of the images in Figure 2.2. A square root color scale is used for display
purposes only, and the image has been convolved with a σ = 0.1◦ Gaussian smoothing kernel.
following method. We bin the gamma-ray photons detected by Fermi into 0◦.1× 0.1◦ cells,
thereby creating a 200 × 200 pixel map of the region of interest. Front-converting photons
of energies between 200 MeV and 20 GeV are placed into six logarithmically spaced energy
bins for fitting of a power-law spectrum. By selecting only front converting photons, we are
able to enhance the angular resolution of our data. We count photons only when the LMC
is within 100◦ of zenith so that gamma rays originating from Earth do not contaminate the
data. Finally, we adopt the P7REP CLEAN V15 instrument response function as recommended
by the Fermi Science Support Center.
Our analysis of the gamma rays from the LMC has used numerous maps of the stars and
ISM. These maps, introduced below, are shown in arbitrary units because the normalizations
are ultimately left as free parameters in our binned maximum likelihood analysis. Our aim
here is to familiarize the reader with the various spatial distributions of the LMC’s interstellar
components. We refer the reader to the references given below for further details about
each map, and we give a more detailed description of the physics these maps represent in
Section 2.6. The gamma-ray map shown in Figure 2.1 has coarse spatial binning compared
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with measurements at other wavelengths. We regrid the maps presented below to match the
200× 200 pixel TAN projection of Figure 2.1.
To model gas-dominated (hadronic + bremsstrahlung) gamma-ray emission, we use the
maps shown in Figure 2.2. The left image in Figure 2.2 is a 656.3 nm map of the LMC
from the Southern Hα Sky Survey Atlas (SHASSA) taken using the El Enano telescope
at Cerro Tololo Inter-American Observatory (Gaustad et al., 2001). It has been extinction
corrected using the 160 µm image of Meixner et al. (2006) (see Appendix 2.11 for details).
The middle image in Figure 2.2 is an HI 21-cm line map of the LMC using combined data
from the Australia Telescope Compact Array and the Parkes Telescope (Kim et al., 2003).
Here, we convert intensity to column density by assuming the neutral hydrogen emission
to be optically thin. Following Abdo et al. (2010e) and Bernard et al. (2008), we assume
any presence of a dark neutral medium is well traced by the HI map. The right image is a
map of molecular hydrogen as estimated from the NANTEN CO survey data performed by
Fukui et al. (2001), where Yang et al. (2007) have converted from CO to H2 column using
XCO = 5.4× 1020 H2 atoms cm−2 (K km s−1)−1.
Figure 2.2 9◦ × 9◦ (90 × 90 pixel) images of LMC components used to model hadronic and
bremsstrahlung gamma-ray emission. Images are normalized so that their maximum pixel
values equal one, and the color scales are square root. The boxes indicate the star-forming
region 30 Doradus. Left : Hα emission (Gaustad et al., 2001). Middle: HI emission (Kim
et al., 2003). Right : H2 column density estimated by Yang et al. (2007) using CO data from
Fukui et al. (2001).
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We use the images presented in Figure 4.3 to represent the ISRF of the LMC. We selected
these images based on the global spectral energy distribution (SED) of the LMC (Israel et al.,
2010; Meixner et al., 2013; Kim et al., 2014). The SED peaks in the near infrared at ∼1 µm
and in the far infrared at ∼200 µm. The left image of Figure 4.3 shows the distribution of
light from low-mass stars at 1.24 µm. These data are part of the 2MASS (Skrutskie et al.,
2006). The right image of Figure 4.3 traces infrared-emitting dust at 160 µm. This map was
obtained using the MIPS instrument on the Spitzer Space Telescope as part of the Surveying
the Agents of a Galaxy’s Evolution (SAGE) program (Meixner et al., 2006).
Figure 2.3 9◦× 9◦ (90× 90 pixel) images of LMC components used to model the interstellar
radiation field. The boxes indicate the star-forming region 30 Doradus. Left : 2MASS 1.24
µm J band image (Skrutskie et al., 2006). Right : MIPS 160 µm image (Meixner et al., 2006).
The data described above represent the distributions of targets for the collisional processes
that ultimately lead to gamma-ray production, i.e., the ISM protons and ISRF photons with
which cosmic-ray protons and electrons collide. Figure 2.4 shows one of our cosmic-ray flux
models: star formation rates at 6.3 Myr (left) and 12.5 Myr (right) from Harris & Zaritsky
(2009). The authors generated these maps by adopting an initial mass function and by
fitting a set of isochrones to data they collected with the U , B, V , I filtering system on
the 1 m Swope Telescope at Las Campanas Observatory as part of the Magellanic Cloud
Photometric Survey (Zaritsky et al., 1997).
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Figure 2.4 9◦ × 9◦ (90 × 90 pixel) star formation rate maps used for our concentrated (see
Section 2.6) cosmic-ray distribution models. Left : 6.3 Myr star formation rate map (Harris
& Zaritsky, 2009). Right : 12.5 Myr star formation rate map (Harris & Zaritsky, 2009).
In Figure 2.5, we present a map of the non-thermal component of the 1.4 GHz radio con-
tinuum emission in the LMC, which traces the distribution of synchrotron-emitting cosmic-
ray leptons. The original radio map used to generate this image was presented in Hughes
et al. (2007) and is a combination of interferometric (ATCA) and single-dish (Parkes) data.
We estimate and subtract the thermal contribution from the original radio data using the
prescription of Tabatabaei et al. (2007). We use a scaled version of the de-reddened Hα map
presented in Figure 2.2 as an estimate for the thermal component. For full details about the
construction of the map in Figure 2.5 and for a full resolution image, see Appendix 2.11.
2.4 Backgrounds and Foregrounds
The unprocessed data shown in Figure 2.1 include not only diffuse emission from the LMC
but also Galactic and extragalactic diffuse emission as well as background gamma-ray point
sources. These contaminating sources must be removed in order to analyze the diffuse
gamma-ray emission from the LMC. We use the iso clean front v05.txt model supplied
with the Fermi Science Tools package for the isotropic spectral template in our analysis.
Similarly, Fermi supplies the Milky Way model as gll iem v05 rev1.fits. For each of
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Figure 2.5 Non-thermal 1.4 GHz map of the LMC used for our diffuse cosmic-ray electron
models. See Hughes et al. (2007) for details about the original radio data. For full resolution
and information about the subtraction of the thermal component, see Appendix 2.11
these models, the likelihood estimator fits a multiplicative normalization factor that scales
the spectrum defined by these two models. We also include the fourteen point sources in
our region of interest reported by the Fermi Large Area Telescope Second Source Catalog
(Nolan et al., 2012), as well as one SIMBAD blazar, PKS J0352-6831, which appears to
have flared since the release of 2FGL. Most point sources are modeled using a power-law
spectrum with two parameters: a normalization that scales the spectrum and a power law
spectral index. The normalization factors of these point sources depend on their apparent
brightnesses, and the spectral indices range from −1.3 to −2.9. We model the brightest point
source, 2FGL J0601-7037, using a log parabola spectrum parameterized by a normalization
and two indices describing the exponential energy dependence. The left image of Figure 4.5
shows our background model as fit by the binned likelihood analysis, and the right image
shows the background subtracted 9◦ × 9◦ central region. Thin, solid contours indicate the
quantity
σi =
|ni −mi|√
mi
, (2.4)
where mi is the number of counts predicted by the background model in the ith pixel, and
ni is the number of counts observed in that pixel. These contours are placed at 1, 2, 3, 4,
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and 5σ. The 1σ contour indicates the region used for our time variability analysis described
below.
Figure 2.6 Left : LMC background model including fifteen point sources, Galactic fore-
ground emission, and isotropic, diffuse emission. This model was fit to the data in Fig-
ure 2.1 using a binned likelihood analysis with the Fermi Science Tools software. The
dashed box is the same as in Figure 2.1, and a square root color scale is for display
purposes only. Right : Background subtracted counts map. The color bar indicates the
quantity sign(data− background)√|data− background|. The thin solid contours show
σ = |data− background|/√background and are placed at 1, 2, 3, 4, and 5σ. The extent of
this image is the same as the dashed box in the left image.
2.5 Time Variability
If the gamma-ray emission from the LMC is indeed caused by cosmic-ray energy losses, the
gamma-ray flux should not vary appreciably on the time scales probed by Fermi. Following
Abdo et al. (2010e), we perform a month-by-month analysis of our data sample to ensure
the LMC data are not significantly contaminated, for example, by a background blazar.
In their analysis of the first year LMC data, Abdo et al. (2010e) found an unusually
high gamma-ray flux for photons >100 MeV during the fourth month of observations and
excluded this time period from their analysis. We also find enhanced flux in month four of
our time series analysis of 200 MeV – 20 GeV photons. Although our method of estimating
flux differs from that of the Fermi study, we also agree that the enhanced emission originates
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in or near the 30 Doradus (30 Dor) star-forming region.
Because of the strict requirements we have used for event selection (front-converting,
zenith angle <100◦, etc.), we have fewer photons per month in our data sample than did
Abdo et al. (2010e). To avoid dependency on a spatial and spectral model for estimating
monthly LMC fluxes, we choose to perform photon counting within the 1σ contour shown
in Figure 4.5. Photon counts are converted to fluxes by dividing the monthly exposures
calculated using the gtexpmap2 function of the Fermi Science Tools software. It is important
to note that the fluxes estimated from this method are sums of the LMC, diffuse background,
and Milky Way components. This does not affect our search for variability because, as for
the LMC, these diffuse components will also not vary appreciably on the time scale of a
month.
Figure 4.6 shows the results of our time series analysis. Month four is the only month
with flux that lies outside three standard deviations of the mean. Month four comprises
∼1/66 of our data, and we find that removing this month from our data would reduce the
mean flux by 0.7%. Compare this to the Fermi study in which month four accounted for
1/11 of their data, and by our calculation, affected their flux estimate by 4%. Given its
< 1% effect, and to avoid complicating the data reduction process, we choose to keep month
four in our data set.
We repeat our time series analysis using the 2σ contour shown in Figure 4.5, which
encompasses the 30 Dor region and extends to the northwest. Again, the month four flux is
a unique outlier greater than three standard deviations from the mean monthly flux. This
supports the claim by Abdo et al. (2010e) that the enhanced emission originated in or near
30 Dor.
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Figure 2.7 LMC light curve determined by counting photons within the thick, dashed contour
in Figure 4.5. The solid black line indicates the average monthly flux, the dashed lines
indicate 1σ, and the dotted lines indicate 3σ. Month four is the only month with flux
outside 3σ from the mean. Note: These flux estimates include foreground and background
photons and are, therefore, higher than fluxes reported from our likelihood analysis.
2.6 Spatial Analysis: Models
Our strategy is (i) to identify physically motivated models for the spatial character of the
LMC gamma-ray emission, (ii) to connect these models to LMC observables at non-gamma-
ray wavelengths, and (iii) to use spatial fits of the Fermi LMC signal to test these models.
We perform a morphological analysis of the Fermi gamma-ray map of the LMC using sev-
eral combinations of the images in Figures 2.2, 4.3, 2.4, and 2.5. These model images are
then included in our binned likelihood analysis (described in Section 2.3) as sources of type
“DiffuseSource” and spatial models of type “SpatialMap.” The normalization and the single-
power-law spectral index are left as free parameters of each model map. Our models take
the functional form
Iγ(x, y, E) =
∑
i
aiMi(x, y)E
−bi , (2.5)
where ai and bi are the free parameters of the fit, Mi is a combination of model maps described
below, and Iγ is the LMC gamma-ray intensity as a function of plane-of-sky position (x, y)
and energy E. The power-law dependence of intensity on energy well-describes the gamma-
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ray spectrum at &1 GeV, but at lower energies, the spectrum turns over (see Section 2.8).
The index given by Equation (2.5) is an average over the entire energy range and will tend
to underestimate the high energy power law behavior.
The models we choose from the maps in Figures 2.2, 4.3, 2.4, and 2.5 fall into three
categories: gas models (Section 2.6.2), radiation models (Section 2.6.3), and a gas + radiation
model (Section 2.6.4). Additionally, we subclassify these models as diffuse and concentrated
based on the quantity used to represent the cosmic-ray flux (further explanation below).
We perform our analysis with and without data from the highly active star-forming region
30 Doradus. The 30 Dor region dominates the gamma-ray, Hα, 6.3 Myr star formation, and
synchrotron maps, and we remove it by subtracting all counts in the 1◦ × 1◦ region from
the model maps. We then model the 30 Dor gamma-rays separately as a point source. The
region we remove is indicated by the boxes in Figures 2.2, 4.3, and 2.4.
2.6.1 Gamma-ray Intensity
The high-energy emission processes we consider are from the interaction i + j → γ + · · ·
of cosmic-ray particles i ∈ (e−, ions) with interstellar target j ∈ (gas, radiation). The
emissivity from such processes is schematically given by
q`(Eγ) =
dNγ
dV dtdEγ
= 〈Φi njσij→γ〉, (2.6)
where Φi is the flux of cosmic-ray species i, and nj is the number density of target species j.
For a rigorous derivation of the gamma-ray emissivity, see Stecker (1971). The cross section
σ for gamma-ray production depends on the cosmic-ray energy and on the ambient photon
energy in the case of inverse Compton. Thus, the emissivity averages over the appropriate
cosmic-ray spectrum and ISRF as indicated by angle brackets. Our spatial analysis does
not integrate over energy dependence and instead uses observable proxies for cosmic-ray flux
and target densities.
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Because the LMC is optically thin to gamma rays at Fermi energies (e.g. Stecker, 1971,
Moskalenko et al., 2006), the photon number intensity or surface brightness resulting from
emission process ` is just
I`(Eγ) =
∫
los
q`(Eγ) dz, (2.7)
the line of sight integral of the emissivity, where we take the z axis to be along the sightline.
Substituting our expression for emissivity, the intensity is a line integral of the product of
cosmic-ray flux and target density:
I` =
∫
los
〈Φinjσij→`〉 dz
=
∫
los
〈Φiσij→`〉 dNj ≡ 〈Φiσij→`〉 Nj . (2.8)
We see that the intensity amounts to a weighted average of cosmic-ray flux times target
column density Nj =
∫
nj dz. Thus, we expect the gamma emissivity to trace the column
density of relevant targets. In the case of gas targets, this is the column density of the gas
phases in which the cosmic rays reside. In the case of radiation targets (inverse Compton),
the target photon column density is, for an optically thin emission region, proportional to
the observed surface brightness.
From Equation (2.8), we can define two limiting cases based on the cosmic-ray flux
distribution Φi. In one limit, Φi does not vary spatially, which amounts to assuming diffusion
produces homogeneity in the cosmic rays and erases memory of source positions. In this
case, the target distributions uniquely trace the gamma-ray distribution. In the other limit,
diffusion has not yet occurred, and Φi is traced by sites of cosmic-ray sourcing. We describe
these limits in the context of our spatial models below.
If the cosmic-ray spectra vary spatially—as is surely the case at some level—then the
gamma-ray spectrum will vary spatially for each emission process. However, we will ignore
this effect both for simplicity purposes and because of the finite amount of spatial information
and spectral information in the Fermi data. Previous studies of the LMC have made the
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same assumption (Abdo et al., 2010e; Murphy et al., 2012).
2.6.2 Gas Models
In the case of hadronic and bremsstrahlung gamma-ray emission, the target particles are
interstellar gas atoms and molecules. The gamma-ray signal from these interactions traces
the overlap of cosmic-ray ions and electrons with the LMC gas. In the limit where cosmic-
ray flux is spatially uniform, we expect the hadronic and bremsstrahlung gamma-ray spatial
signal to trace the total gas density. On the other hand, in the limit where cosmic rays are
confined near their sources, we expect a gamma-ray signal concentrated near sites of recent
star formation.
Figure 2.2 shows maps of ionized, neutral, and molecular hydrogen. These three maps do
not trace the thermal proton density in the same way. The HI and H2 maps are proportional
to column density, NHI =
∫ L
0
nHds ≈ nHL, where L is the path length along the line of
site. The Hα emission, on the other hand, results from recombination and is proportional
to
∫ L
0
npneds ≈ n2HL, which is essentially density-weighted column density. Since nH ranges
from below 0.1 cm−3 in the diffuse medium to over 103 cm−3, using the Hα surface brightness
as a proxy for the ionized hydrogen column density can produce differential errors by factors
greater than 104. We suggest the use of the square root of Hα surface brightness as a proxy of
ionized column density. The square root of Hα emission is proportional to nHL
1/2. Because
the emission path length ranges from 10 pc for individual HII region to 500 pc for the diffuse
ionized gas (DIG) in the disk, the differential error introduced by our under-counting the
path length is less than a factor of 10. Thus, while not ideal, we consider the square root of
Hα as a far better proxy than Hα for the ionized gas column density.
Our first gas models use the HI, H2, Hα (included for comparison purposes) and
√
Hα
maps by themselves. These models, the first three of which are used in the Abdo et al.
(2010e) study, are akin to assuming an extreme case in which cosmic rays have diffusively
propagated away from their acceleration sites in such a way as to create a uniform flux
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distribution across the LMC. With no spatial dependence, the isotropic cosmic-ray flux level
then becomes one factor in the normalization parameter, ai, in Equation (2.5).
We explore the opposite extreme, a case in which cosmic rays remain in the immediate
vicinity of their acceleration sites, by using the maps of star formation rates in Figure 2.4
as proxies for the cosmic-ray flux. These models are constructed such that the hydrogen
maps (HI, H2, and
√
Hα) are multiplied by each of the star formation rate maps, so that the
binned likelihood software is given two separate functions with which to fit the LMC gamma
rays. For example, our HI-times-star formation-rate model is formed by multiplying the HI
map by both the 6.3 and 12.5 Myr star formation rate maps, i.e.,
Mi(x, y) = {IHIψ6.3Myr, IHIψ12.5Myr} , (2.9)
where ψ6.3Myr and ψ12.5Myr are the two epochs of star formation. These two images are then
simultaneously fit as separate components, each with its own normalization and spectral
index. This method allows us to comment on the relative importance of the 6.3 and 12.5
Myr star formation epochs by comparing their relative flux contributions to each model. We
combine the two maps fit on this first pass into one by adding them based on their flux
contributions. After this step, the concentrated models take the form
M(x, y) =
F6.3Myr
Ftot
IHIψ6.3Myr +
F12.5Myr
Ftot
IHIψ12.5Myr. (2.10)
Finally, this single map is then refit to the data using a single normalization and a single
spectral index pair. Maintaining the same number of free parameters for both diffuse and
concentrated models eases their comparison using the likelihood statistic described below.
Conclusions about models that fit multiple images each with its own normalizations
must be made cautiously; any physical offset between the images is washed out by the
free renormalization performed by the likelihood estimator. For example, when Abdo et al.
(2010e), construct their N(HI) + N(H2) + N(HII) model where they allow each hydrogen
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component to be fit independently, some information is lost. Specifically, the fact that HI
typically has the greatest column density along a given site line is disregarded. Fortunately,
the total LMC star formation rate is ∼0.4 M yr−1 during both the 6.3 and 12.5 Myr epochs
(Harris & Zaritsky, 2009, Figure 11), so the two maps have virtually no physical offset.
We exclude from our discussion the older star formation rate maps of Harris & Zaritsky
(2009) because when we included the 25 Myr map, it was not given an appreciable weighting
by the likelihood analysis. This might suggest that cosmic rays accelerated during that epoch
have undergone significant diffusion. The LMC was forming stars nearly 25% more slowly
25 Myr ago (Harris & Zaritsky, 2009, Figure 11).
For completeness, we have also constructed a model of the form
Mi = IHI + IH2 , (2.11)
as a “total” hydrogen-mass model (note this model is allowed only one normalization and
one spectral index parameter). We have excluded Hα from this model, first because IHα does
not measure the same quantity as IHI and IH2 and also because ionized hydrogen does not
contribute significantly to the total hydrogen mass (Yang et al., 2007).
2.6.3 Radiation Models
Inverse Compton emission is the result of scatterings between cosmic-ray electrons and pho-
tons of the ISRF. As with the gas models, we split the radiation models into diffuse and
concentrated categories. Again, we use the star formation rate maps as a measure of the
cosmic-ray flux in the concentrated models. We use the map presented in Figure 2.5 for our
diffuse models. The ∼3 GeV (Murphy et al., 2012) electrons emitting synchrotron radiation
at 1.4 GHz are not themselves energetic enough to significantly contribute to the inverse
Compton gamma-ray emission. However, this population of lower-energy electrons will be
partially comprised of formerly high-energy electrons that have undergone inverse Compton
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scattering. These older, lower-energy electrons have had additional time to propagate after
their scattering events and should be more diffuse.
Our choices in models for the ISRF are motivated by local maxima in the SEDs of Israel
et al. (2010), Meixner et al. (2013), and Kim et al. (2014). We use the 1.24 µm map shown
in Figure 4.3, which traces the dominant energy contribution from stars, and we use the 160
µm map as a tracer for the energy contribution from dust. Although the cosmic microwave
background (CMB) is not included in the SEDs mentioned above, it nevertheless contributes
a relevant fraction of energy to the ISRF. The CMB is an isotropic source, so for our CMB
models, in practice, we fit either the 1.4 GHz map or the star formation maps by themselves.
We note that the minimum electron energy required to scatter a 1.24 µm photon up
to 200 MeV is given by Ee = γminmec
2 = 0.5
√
γ/1.24 µmmec
2 = 3.6 GeV. This is the
lower limit energy for a cosmic-ray electron to contribute to the Fermi data we analyze here
given the ISRF energies trace by the maps described above. So our previous statement that
1.4 GHz synchrotron-emitting cosmic-ray electrons do not contribute significantly to inverse
Compton is well justified.
The map of synchrotron radiation traces the magnetic field strength in conjunction with
the cosmic-ray electron density. We have made the simplifying assumption that at scales
probed by Fermi, the magnetic field strength does not vary appreciably and is therefore a
constant scale factor across the entire map.
2.6.4 Gas + Radiation Model
We expect both the ISRF and the ISM to contribute as targets, and we explore models in
which gas and radiation maps are fit simultaneously. These models take the form
Mi(x, y) =
{
Igas
(
F6.3Myr
Ftot,gas
ψ6.3Myr +
F12.5Myr
Ftot,gas
ψ12.5Myr
)
,
Irad
(
F6.3Myr
Ftot,rad
ψ6.3Myr +
F12.5Myr
Ftot,rad
ψ12.5Myr
)}
.
(2.12)
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The radiation and gas components are each fit using their own normalizations, ai, and spec-
tral indices, bi, because we do not assume that inverse Compton and the collision processes
involving gas targets result in similarly shaped gamma-ray spectra.
We do not test every combination of the gas and radiation maps described above because
of resource limitations. We explain below which maps we have chosen for these combined
models after discussing the performances of all single map models.
2.7 Spatial Analysis: Results
As did Ackermann et al. (2012) in the Fermi group’s study of the Milky Way gamma-ray
emission, we use the likelihood statistic to distinguish between the spatial models described
in the previous section. The likelihood as computed by the Fermi Science Tools software2 is
given as
LH = e−Nexp
∏
i
mnii
ni!
, (2.13)
where i is an index over image pixels in both space and energy, mi indicates the number
of counts predicted by the model at pixel i, ni is the observed number of counts at pixel i,
and Nexp is the total number of modeled counts. We rank the spatial models based on their
associated likelihood statistic.
To quantify the robustness of our ranking method, we generate 10 bootstrapped realiza-
tions of our data (e.g. Press et al., 2007). Given the N photons in the Fermi data set, our
method is to select random samples of size N photons allowing for replacement, i.e., some
individual photons from the original data set are used more than once in a given realization,
others not at all. We have released our code to generate bootstrapped samples of the Fermi
data at http://github.com/garyForeman/FermiBootstrap.
We find a wide spread in LH of the null hypothesis (i.e. the background model) among
our bootstrap samples, and therefore we are not able to comment on the significance of the
2See http://http://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Cicerone/
Cicerone_Likelihood/Likelihood_formula.html for details.
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Table 2.1. Gas Models
LMC ln(LH)+ LMC Flux Spectral a1 a2
Model 1.2× 105 200 MeV - 20 GeV Index
(10−7 ph cm−2 s−1)
With
H2 -8250.4 1.58± 0.03 2.32± 0.02 ... ...
30 Dor
HI -8176.8 1.96± 0.03 2.27± 0.02 ... ...
HI+H2 -8107.2 1.96± 0.3 2.27± 0.02 ... ...
H2 (a1 ψ6.3 + a2 ψ12.5) -7745.8 1.48± 0.02 2.34± 0.02 0.663 0.337√
Hα -7569.8 1.91± 0.03 2.22± 0.01 ... ...
Hα -7413.7 1.53± 0.02 2.29± 0.02 ... ...√
Hα (a1 ψ6.3 + a2 ψ12.5) -7388.7 1.49± 0.02 2.29± 0.02 0.204 0.796
HI (a1 ψ6.3 + a2 ψ12.5) -7388.6 1.57± 0.02 2.28± 0.02 0.193 0.807
HI+H2 (a1 ψ6.3 + a2 ψ12.5) -7378.0 1.57± 0.02 2.28± 0.02 0.207 0.793
Without
H2 -7750.8 1.11± 0.03 2.34± 0.02 ... ...
30 Dor
HI -7700.6 1.40± 0.03 2.28± 0.02 ... ...
HI+H2 -7673.9 1.41± 0.03 2.27± 0.02 ... ...
H2 (a1 ψ6.3 + a2 ψ12.5) -7631.3 1.02± 0.03 2.34± 0.02 0.569 0.431√
Hα -7383.7 1.40± 0.03 2.22± 0.02 ... ...
Hα -7336.9 1.25± 0.03 2.26± 0.02 ... ...√
Hα (a1 ψ6.3 + a2 ψ12.5) -7532.5 1.02± 0.03 2.34± 0.02 1.000 0.000
HI (a1 ψ6.3 + a2 ψ12.5) -7409.3 1.14± 0.03 2.26± 0.04 0.209 0.791
HI+H2 (a1 ψ6.3 + a2 ψ12.5) -7395.6 1.14± 0.03 2.26± 0.02 0.205 0.795
Note. — Models ordered by their with 30 Dor ranking based on ln(LH). Here, a1 and a2 represent the
fraction of flux contributed by the 6.3 and 12.5 Myr star formation rate maps respectively.
the likelihood statistic as a means of ranking LMC spatial models. What we can report is
the ranking of each model as used for the true data set and the frequency with which the
same ranking is reproduced among the bootstrapped samples. In Figures 2.8 and 2.9, the
error bars in the upper left plot indicate the mean and 1σ spread of the ranks across our 10
bootstrapped samples. We will explore more advanced statistical techniques in future work.
We present the results of our binned likelihood analyses in Tables 2.1–2.3. The broad
statements we can make across all of our models are as follows: (1) concentrated models,
i.e., models that use star formation rate maps to represent the cosmic-ray flux, better fit
the gamma-ray data than do diffuse models and lead to conclusions consistent with the
conclusions of Murphy et al. (2012) and Abdo et al. (2010e). (2) Spectral indices fit to our
subset of the LMC Fermi observations consistently lie between 2.2 and 2.4 with the exception
of the 160 µm diffuse model, which we address below. This is the case whether 30 Dor is
included or not.
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Table 2.2. Radiation Models
LMC ln(LH)+ LMC Flux Spectral a1 a2
Model 1.2× 105 200 MeV - 20 GeV Index
(10−7 ph cm−2 s−1)
With
1.4 GHz × 160 µm -8651.4 0.92± 0.02 2.52± 0.03 ... ...
30 Dor
1.4 GHz × 1.24 µm -7862.4 1.34± 0.02 2.29± 0.02 ... ...
1.24 µm(a1 ψ6.3 + a2 ψ12.5) -7569.7 1.46± 0.02 2.31± 0.02 0.977 0.033
CMB (a1 ψ6.3 + a2 ψ12.5) -7549.1 1.63± 0.03 2.26± 0.02 0.839 0.161
1.4 GHz × CMB -7463.1 1.60± 0.03 2.26± 0.02 ... ...
160 µm(a1 ψ6.3 + a2 ψ12.5) -7408.0 1.51± 0.02 2.28± 0.02 0.174 0.826
Without
1.4 GHz × 160 µm -7595.2 1.23± 0.03 2.34± 0.02 ... ...
30 Dor
1.4 GHz × 1.24 µm -7895.6 0.94± 0.03 2.29± 0.03 ... ...
1.24 µm(a1 ψ6.3 + a2 ψ12.5) -7513.1 1.05± 0.03 2.31± 0.02 1.00 0.00
CMB (a1 ψ6.3 + a2 ψ12.5) -7396.0 1.11± 0.03 2.25± 0.02 0.391 0.609
1.4 GHz × CMB -7460.6 1.34± 0.03 2.27± 0.02 ... ...
160 µm(a1 ψ6.3 + a2 ψ12.5) -7611.1 0.98± 0.03 2.36± 0.03 0.588 0.412
Note. — Models ordered by their with 30 Dor ranking based on ln(LH). Here, a1 and a2 represent the fraction
of flux contributed by the 6.3 and 12.5 Myr star formation rate maps respectively.
Table 2.3. Gas + Radiation Model
LMC ln(LH)+ LMC Flux Spectral a1 a2
Model 1.2× 105 200 MeV - 20 GeV Index
(10−7 ph cm−2 s−1)
With a1
√
Hα + -7307.4 1.72± 0.08 2.22± 0.05 0.449 0.551
30 Dor a2 160 µm(Cψ6.3 + (1− C) ψ12.5) ... ... 2.26± 0.03 ... ...
Without a1
√
Hα + -7321.9 1.35± 0.06 2.21± 0.03 0.761 0.239
30 Dor a2 160 µm(Cψ6.3 + (1− C) ψ12.5) ... ... 2.28± 0.07 ... ...
Note. — Likelihood statistic reported here not directly comparable to Tables 2.1 and 2.2 because more free param-
eters are used in these models. Here, a1 and a2 represent the fraction of flux contributed by the gas and radiation
maps respectively. C and (1− C) correspond to a1 and a2 from Table 2.2.
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The total LMC flux >200 MeV estimated from our models range from 0.92 × 10−7 to
1.96× 10−7 ph cm−2 s−1 for the cases in which we include the 30 Doradus data, and fluxes
range from 0.94×10−7 to 1.40×10−7 ph cm−2 s−1 when we exclude 30 Doradus. As expected,
for each given model, estimated fluxes are higher when we include the 30 Doradus data, with
the one anomaly being the diffuse 160 µm radiation model. Spectral indices range from 2.22
to 2.52.
Model-to-model changes in the LMC flux values are mirrored by compensating changes
in the estimated Milky Way flux. The difference between the LMC and the Milky Way in
the absolute variation in flux is explained by the fact that the Milky Way’s flux is across the
entire sky, whereas our region of interest is ∼1% of the sky. The flux differences between
models with 30 Dor and those without are well explained by the 30 Dor point source flux in
conjunction with the Milky Way flux.
2.7.1 Gas Models
As did Abdo et al. (2010e), we find the Hα model consistently outranks the HI and H2
models both when including and excluding the 30 Dor region. However, we find that that
our optically thin HI model better fits the gamma-ray data than H2 whereas the Fermi
study found the inverse. We are unfortunately precluded from making a more quantitative
comparison because Abdo et al. (2010e) do not report the normalization and spectral index
parameters estimated from their maximum likelihood fits of these spatial templates. Our
stricter requirements on photon quality and the extra point sources we have used in our
background model exacerbate this difficulty.
The upper-left plot of Figure 2.8 reveals that when 30 Dor is included, concentrated
models are consistently ranked higher than their diffuse counterparts. We remind the reader
that diffuse gas models assume a spatially uniform cosmic-ray flux distribution, whereas
concentrated models approximate the cosmic-ray flux using the star formation rate maps of
Figure 2.4. The four best-fitting models are indistinguishable based on our bootstrapped
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Figure 2.8 Bootstrapped results for the gas models. Triangles (full LMC) and squares (30
Dor removed) indicate the values found from the Fermi data set (data listed in Table 2.1).
The error bars indicate a ±1σ spread on the mean quantities found from ten bootstrapped
samples. We have slightly offset the full LMC data points from the 30 Dor removed data
points to avoid error bar confusion. Gray shaded regions are meant to help distinguish
between quantities from separate models. Upper Left: Rank as determined by the likelihood
statistic. Upper Right: LMC flux. Lower Left: Spectral index. Lower Right: Milky Way
foreground flux.
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Figure 2.9 Same as Figure 2.8, but for radiation models. Note: the best fitting gas model,
“HI+H2, C,” consistently outranks the “160 µm, C” model.
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ranking errors, but, again, we do not consider the diffuse Hα model to be a good estimate
of the ionized hydrogen column density. This model has been included only for comparison
with Abdo et al. (2010e).
When we exclude the 30 Dor region, we find the diffuse Hα and
√
Hα maps to consistently
outrank all concentrated models. We remind the reader that we do not consider the Hα model
to be physical because Hα intensity is not proportional to the ionized hydrogen column
density. However, the high ranking of the
√
Hα does stand out, especially when comparing
its ln(LH) value with the other models (see Table 2.1).
The LMC flux varies by ∼25% depending on which spatial model is used to to estimate
the flux. The high fluxes from the diffuse HI and diffuse HI+H2 models can be understood
by the fact that the the HI emission extends farther from the LMC center than do emissions
from other components. Spectral indices vary at about 5% depending on the spatial model,
and the estimated Milky Way fluxes vary at about 4%.
2.7.2 Radiation Models
For the radiation models plotted in Figure 2.9, the statement that concentrated models better
explain the LMC gamma-ray data is less strong. This is a reflection of the different diffuse
model we use to represent the cosmic-ray electron flux. Rather than assuming a spatially
uniform distribution, we use the synchrotron radiation map presented in Figure 2.5. The
synchrotron map traces low-energy cosmic-ray electrons, some of which have lost energy
through inverse Compton scattering. These older electrons have had more time to diffuse
throughout the LMC than their younger, high-energy counterparts, so we use them for our
diffuse model.
The diffuse 160 µm model exhibits strange behavior in that it becomes brighter when
the 30 Dor photons are removed. This finding is explained by the fact that this model is
highly peaked in the 30 Dor region, which in turn dominates the fit. The rest of the diffuse
emission is under-explained by this model and is ultimately incorporated into the fit of the
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diffuse Milky Way model (see lower right plot of Figure 2.9). When the peaked 30 Dor region
is removed, the rest of the LMC photons are better explained by the model resulting in a
higher LMC flux estimate.
The spread in estimated model parameters from the radiation models is heavily influenced
by the diffuse 160 µm model, which we consider anomalous. If we include the 160 µm model,
the spread in LMC flux is about 44%; the spread in spectral index is ∼10%; and the spread
in Milky Way flux is ∼5%. These spreads reduce to respectively 18%, 5%, and 3% if we
discount the diffuse 160 µm model.
Finally, we wish to note that the concentrated HI+H2 model consistently outranks the
best fitting radiation model.
2.7.3 Gas + Radiation Models
As mentioned in Section 2.6.4, we have chosen several combinations of best fitting gas and
radiation models to be fit simultaneously. Among these models, we find the inverse Compton
contribution to the flux to be generally between 30% and 50%. We choose one fiducial model
to present here, which is the diffuse
√
Hα model combined with the concentrated 160 µm.
This model consistently outranked other combinations. Results of the model fits are listed
in Table 2.3.
This model estimates the inverse Compton flux contribution at 55% when the 30 Dor
region is included and at 24% when 30 Dor is excluded. The spectral indices fit to the
gas and radiation components are consistent with each other for both data sets. Note the
improvement in likelihood of the combined model compared with the diffuse
√
Hα model.
This likelihood improvement accompanies a lower estimated LMC flux for the gas + radiation
model.
In summary, we find that the best fit gas model consistently outranks the best fit radia-
tion model. However, when we combine gas and radiation models and fit simultaneously, we
find significant flux is contributed by the radiation component, which suggests the leptonic
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contribution to the LMC gamma-ray signal should not be ignored (further discussion in Sec-
tion 2.9.2). We also find concentrated models generally outperform their diffuse counterparts,
favoring short diffusion scale lengths (see Section 2.9.3).
2.8 Spectral Analysis
In this section, we consider the spatially integrated LMC gamma-ray spectrum from the data
presented in Figure 2.1. We split our data into six logarithmically spaced energy bins from
200 MeV to 20 GeV and repeat the binned likelihood analysis on each bin independently.
To estimate the gamma-ray flux from each bin, we use the diffuse
√
Hα + concentrated
160 µm model. In this analysis, we model the LMC gamma-ray emission with twelve free
parameters: two normalizations per energy bin, where the spectral index within each energy
bin has been fixed to zero. As for the LMC models, all point sources have been fixed to have
a spectral index of zero.
Performing our analysis on individual energy bins in this way allows us to remove the
assumption of a single power law used in our spatial analysis. This methodology also allows
us to investigate the pion decay, bremsstrahlung, and inverse Compton flux contributions by
fitting theoretical curves to the LMC gamma-ray spectrum. Pfrommer & Enßlin (2004) give
a fitting function for the gamma-ray spectrum predicted by pion decay:
dNγ
dA dt dE dΩ
=
1
4pi
σppcNH2
2−α n˜CRp
GeV
4
3α
(
mpi0c
2
GeV
)−α
×[(
2Eγ
mpi0c2
)δ
+
(
2Eγ
mpi0c2
)−δ]α/δ
.
(2.14)
The first free parameter of this function is a normalization factor that is proportional to
NHn˜CRp, the hydrogen column density times a proxy for the number density of cosmic-ray
protons above the energy threshold for neutral pion production (Ethr = 1.2 GeV). The second
free parameter is the high-energy power law index, α. The proton-proton collision cross
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section is given as σpp = 32(0.96 + e
4.4−2.4α) mbarn, and the exponent δ = 0.14α−1.6 + 0.44.
Similarly, Chakraborty & Fields (2013) give an inverse Compton fitting function for
normal, i.e., non starbursting, galaxies:
log10
(
E2
dNγ
dt dE
)
= log10
(
ψ
ψMW
)
−
[−40.26 +X(0.0949 +X(0.0503 + 0.0251X))] ,
(2.15)
where X = log10(E/GeV), and ψ is the star formation rate. The functional form of this
inverse Compton spectrum is based on a one-zone model of the Milky Way that assumes
electron calorimetry, which leads to linear scaling with star formation rate. Equation (2.15)
is normalized to the total Milky Way inverse Compton luminosity found in the GALPROP
plain diffusion model (Strong et al., 2010). Because of this normalization, Equation 2.15
implicitly assumes the same cosmic-ray acceleration efficiency. Other cosmic ray models
(e.g., diffusive reacceleration, different confinement volumes) can lead to different efficiencies.
Equation (2.15) also assumes that the galaxy with star formation rate ψ has the same ratio
of electron energy-loss rates (i.e. bIC/bsync and bIC/bbrem) as the Milky Way. This is not true
of the LMC, which has a much higher neutral hydrogen density and a lower ISRF energy
density. Therefore, we scale Equation (2.15) by an additive factor of
log10
(
ULMC,ISRF
UMW,ISRF
btot,MW(1 GeV)
btot,LMC(1 GeV)
)
∼ −1, (2.16)
where UISRF is the energy density of the ISRF, and btot is the sum of four electron energy
loss rates: bsync, bIC, bbrem, and bion, where bion is the loss rate from ionization (Ginzburg
& Syrovatskii, 1964). For further details about the quantities we have used for the LMC,
please refer to Appendix 2.12. We adopt ψMW, UMW,ISRF, and btot,MW(1 GeV) from the
fiducial Chakraborty & Fields (2013) model. The scaling of Equation (2.16) is motivated by
the unnumbered relation that appears between Eqs. (23) and (24) of Chakraborty & Fields
(2013).
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Because of the calorimetry of inverse Compton emission, Equation (2.15) rescaled by
(2.16) gives a zero parameter prediction for the LMC inverse Compton luminosity, if we
assume a universal cosmic-ray acceleration efficiency. The detailed shape of the inverse
Compton spectrum depends on the details of the LMC ISRF, but as shown in Chakraborty
& Fields (2013), in the calorimetric limit, the dependence is mild for a plausible range
of radiation field components (UV, optical, IR, and CMB). Alternatively, if one adopts
the observed LMC star formation rate, then the inverse Compton luminosity normalization
measures the ratio e,LMC/e,MW of cosmic-ray electron efficiency in the LMC to that in the
Milky Way.
We have formulated our own bremsstrahlung fitting function based on the same one-zone
model discussed in the previous paragraph, which is a modified version of the Chakraborty
& Fields (2013) model. The detailed derivation of this fitting function can be found in
Appendix 2.12. The equation we fit takes the final form
dNγ
dt dE
= 5.93× 1029 s−1 ψLMC
ψMW
4α
pi
σT ln(183)nHcE
−1
γ
×

∫
Eγ
dEe
b(Ee)
[1.25(E−0.8e − E−0.8b )
+ 0.8(E−1.25b − E−1.25max )] Eγ < Eb∫
Eγ
dEe
b(Ee)
[0.8(E−1.25e − E−1.25max )] Eb < Eγ < Emax
. (2.17)
This spectrum is based on a broken power-law spectrum of the cosmic-ray electron energies
Ee with break energy Eb = 4 GeV and a hard cutoff at Emax = 2 TeV. Here α is the fine
structure constant, σT is the Thomson scattering cross section, nH is the total hydrogen
density, and b(Ee) is the sum of electron energy-loss rates from bremsstrahlung, inverse
Compton scattering, synchrotron, and ionization.
The reason bremsstrahlung and inverse Compton spectra depend on the star formation
ratio is that the cosmic-ray electron injection rate is proportional to the supernova rate,
which is proportional to the star formation rate. Both Eqs. (2.15) and Eqs. (2.17) have
been normalized to the Milky Way spectra calculated from GALPROP (Strong et al., 2010).
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Table 2.4. Spectral Fits
Data Set NHn˜CRp max(NHn˜CRp) α ψLMC/ψMW max(ψLMC/ψMW) Pion Brem IC
Flux Flux Flux
Full LMC 1.3 3.4 2.4± 0.3 0.3 0.7 6.9 6.1 0.9
No 30 Dor 2.1 2.8 2.5± 0.2 0.1 0.6 9.1 2.0 0.3
30 Dor Point Source 0.03 0.75 2.2± 1.9 0.1 0.1 0.2 2.0 0.3
Note. — NHn˜CRp given in units of 10
11 cm−5. Fluxes given in units of 10−8 ph cm−2 s−1. max(NHn˜CRp) computed by
setting ψLMC/ψMW = 0. max(ψLMC/ψMW) computed by setting NHn˜CRp = 0.
Therefore, to apply these spectra to other galaxies with different cosmic-ray densities, one
scales by the star formation rate.
Ideally, we could constrain the free parameters of Eqs. (2.14), (2.15), and (2.17) using
the maximum likelihood estimator implemented in the Fermi Science Tools software. Un-
fortunately, the normalization is the only free parameter allowed for user-defined spectral
functions, so we would not be able to estimate the high-energy spectral index of Equa-
tion (2.14). We proceed by using least squares to fit these spectral profiles to the binned
flux data. The contribution to the fit from each energy bin is weighted by the flux error.
Figure 2.10 shows the results of the fits described above. Each plot shows a different
subset of the LMC data. The solid lines indicate the results of the simultaneous fits of
Eqs. (2.14), (2.15), and (2.17). The dashed, dotted, and dotted-dashed lines show the con-
tributions from the pion bump, bremsstrahlung, and inverse Compton models respectively.
We present the fitted parameters in Table 2.4.
The LMC gamma-ray flux from 200 MeV to 20 Gev is (1.37± 0.02)× 10−7 ph cm−2 s−1,
which we estimate by integrating the fitted spectral function indicated by the solid curve
in the top panel of Figure 2.10. The error bounds are calculated by performing the least
squares fit on an ensemble of bootstrapped samples.
We can estimate the flux contributions from each of the gamma-ray production channels.
For the full LMC data set, our spectral analysis suggests that 6% of the LMC gamma-ray
flux is caused by inverse Compton scattering, and 44% is from bremsstrahlung. For regions
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Figure 2.10 Spectral fits to the binned flux estimates. The fit is performed using Equa-
tions (2.14) + (2.15) and three free parameters are fit simultaneously: NHn˜CRp, α, and
ψLMC/ψMW. Solid lines show the result of the fits, and the dashed, dotted, and dot-dashed
lines show the contributions from the pion bump, bremsstrahlung, and inverse Compton
models respectively. Top: Model for the full LMC. Bottom Left: Model for the LMC data
excluding 30 Dor. Bottom Right: Point source model for 30 Dor.
outside of 30 Dor, our spectral fit estimates that 3% of the gamma-ray flux is from inverse
Compton and 18% is from bremsstrahlung. For the 30 Dor point source model, the spec-
tral analysis results in an inverse Compton flux contribution of 12% and a bremsstrahlung
contribution of 80%.
As indicated in Table 2.4, theNHn˜CRp and the ψLMC/ψMW parameters are not particularly
well constrained. The reason the errors on the spectral flux estimate are so small in spite
large variation in the fitting parameters is that a Pearson correlation coefficient of r = −0.998
indicates NHn˜CRp and ψLMC/ψMW are nearly perfectly anticorrelated. This is caused by the
fact that the sum of the bremsstrahlung and inverse Compton spectra as parameterized by
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ψLMC/ψMW has such a similar shape to that of the pion spectrum parameterized by NHn˜CRp.
The high-energy power-law index is better constrained than the two normalization pa-
rameters and consistent across all three data sets. An index α = 2.4 is consistent with the
result of all three fits. This finding has a strong implication for the underlying cosmic-ray
proton spectrum itself as we discuss below. As mentioned above, the spectral indices found
from our spatial fits, which have a typical value of about 2.3, slightly underestimate the
high energy power law index α because the the spatial models assumed a power law over the
entire energy range.
2.9 Discussion
2.9.1 Cosmic-ray Density and Magnetic Field Strength
At high energies, the pi0 spectrum (and by extension the gamma-ray spectrum) is a power
law with index equal to that of the cosmic-ray protons that create them (e.g., Stecker, 1971;
Dermer, 1986; Gaisser, 1991). This means the α parameter in Equation (2.14) is itself the
cosmic-ray proton spectral index. By fitting Equation (2.14) to the energy-binned gamma-
ray data of the entire LMC, we find n˜CRpNH = 1.3× 1011 cm−5, and the power-law index of
the cosmic-ray proton population is α = 2.4. Abdo et al. (2010e) take
∫
NHdΩ = 3.6× 1019
H-atom cm−2 sr as an average of measurements made by Kim et al. (2003) and Bernard et al.
(2008). This result corresponds to NH = 1.4× 1021 H-atom cm−2, assuming an angular size
of 81 deg2 for the LMC (size of Figures 2.2, 4.3, and 2.4). From our fit, n˜CRp = 9.3× 10−11
cm−3.
From n˜CRp and α, Pfrommer & Enßlin (2003) give the cosmic-ray proton kinetic energy
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density as
εCRp =
n˜CRpmpc
2
2(α− 1)
(
mpc
2
GeV
)1−α
×[
Bx
(
α− 2
2
,
3− α
2
)
+ 2p˜1−α
(√
1 + p˜2 − 1
)]
.
(2.18)
Here, Bx(a, b) is the incomplete beta function, x = (1 + p˜2)−1, and p˜ = pmin/(mpc). We take
pmin to be the minimum cosmic-ray proton momentum necessary for pion production, which is
780 MeV c−1 calculated from relativistic proton collision kinematics. From Equation (2.18),
we find the cosmic-ray proton energy density to be 3.1× 10−13 erg cm−3. If we assume the
energy density of cosmic rays is dominated by protons and that magnetic fields and cosmic
rays are in energy equipartition, the result corresponds to a magnetic field strength of 2.8
µG.
Our magnetic field strength estimate is in good agreement with Gaensler et al. (2005),
who found the field strength to be 4.3 µG based on Faraday rotation measurements of the
LMC. Mao et al. (2012) also calculated an equipartition-based magnetic field strength of ∼2
µG based on the results from Abdo et al. (2010e). In their calculation, Mao et al. (2012) used
a harder spectral index of α = 2.0, which was found by Abdo et al. (2010e) by fitting a power
law plus exponential cutoff to the gamma-ray spectrum. This means the power-law index
they report fits the low-energy end of the spectrum, the regime of the pion bump turnover.
As mentioned above, the high-energy portion of the gamma-ray spectrum is determined by
the cosmic-ray proton spectrum, which is better modeled by the Pfrommer & Enßlin (2004)
fitting function, Equation (2.14).
Despite the discrepancy in details, we are able to draw the same conclusions from our
magnetic field calculation as Mao et al. (2012). Those authors made a second estimate of ∼7
µG using radio synchrotron data. The agreement between the equipartition and synchrotron
estimates along with the measurement reported by Gaensler et al. (2005) led Mao et al. (2012)
to conclude the cosmic-ray energy equipartition with magnetic fields is not violated in the
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LMC.
2.9.2 Leptonic Gamma-ray Emission in the LMC
The previous studies of the the Fermi LMC data (Abdo et al., 2010e; Murphy et al., 2012)
assumed that the gamma-ray emission is dominated by hadronic collisions and subsequent
neutral pion decay. Both our spatial and spectral analyses suggest leptonic processes con-
tribute significantly to the LMC gamma-ray emission.
Our spectral analysis suggests the leptonic contribution to the spatially integrated LMC
spectrum is at ∼50%. Admittedly, the parameters fit in our spectral analysis are not well
constrained, but the estimated value of the LMC star formation rate is instructive. When
all LMC data are included, we estimate the LMC star formation rate to be 0.3 M yr−1,
assuming ψMW = 1 (Robitaille & Whitney, 2010). This is within the error on the rate
measured by Harris & Zaritsky (2009), 0.4±0.40.2 M (see their Figure 11), and given the
magnetic field estimate performed in the previous section, we conclude that leptons make a
nontrivial contribution to the LMC gamma-ray emission.
In the case of 30 Dor, our star formation estimate is ∼2 times the rate measured by
Harris & Zaritsky (2009) (see their Figure 17). If we take the star formation rate to be the
measured value of 0.11±0.040.02 M yr−1, the leptonic fluxes estimated by our spectral fit both
decrease by 50%. The total estimated flux of 2.5 × 10−8 ph cm−2 s−1 is maintained given
the anticorrelation between the normalizations of the leptonic and hadronic spectra. Taking
this into account, we find that cosmic-ray electrons contribute ∼45% of the 30 Dor emission.
This will affect the cosmic-ray diffusion length scales reported by Murphy et al. (2012), who
assumed the 30 Dor gamma-ray emission was entirely due to hadronic collisions.
We test the effect of the hydrogen density estimates on the predicted leptonic contribution
to the gamma-ray flux. The neutral and ionized hydrogen densities affect the electron energy
loss rates due to bremsstrahlung and ionization (Equations 2.35–2.37). As an alternative
to (nHI, nHα) = (2.0, 0.0) cm
−3 used in the analysis described above, we use (nHI, nHα) =
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(0.06, 0.06) cm−3. These densities were adopted by Chakraborty & Fields (2013) for their
model of the inverse Compton gamma-ray spectrum in the Milky Way. Those authors
considered that electrons would not spend most of their time in the highest densities in the
mid-plane of the Galactic disk but that magnetic fields cause electrons to migrate to regions
of lower hydrogen density.
When taking nHI = nHα = 0.06 cm
−3, we find that the bremsstrahlung gamma-ray
spectral model peaks at lower energies (∼200 MeV). The best fit to the LMC gamma-ray
spectrum using the new bremsstrahlung spectral model predicts a formation rate of 0.07
M yr−1, which is inconsistent with the rate of 0.4±0.40.2 M measured by Harris & Zaritsky
(2009). However, if we fix the star formation rate parameter to 0.3 M yr−1 as determined
by our previous fit , we find that the leptonic contribution to the LMC gamma-ray flux is
still 30%.
Our spatial analysis also suggests a strong leptonic component to the LMC gamma-ray
flux. We found from our gas + radiation models that inverse Compton can explain up to
∼50% of the LMC gamma rays. Admittedly, this is an overestimate given that electron
calorimetry, which was not considered for the spatial maps, would require a corresponding
bremsstrahlung component >50%. This imperfection aside, both our analysis methods agree
that the the leptons contribute nontrivially to the LMC signal detected by Fermi.
2.9.3 Diffusion of Cosmic Rays in the LMC
We have convolved the star formation rate maps shown in Figure 2.4 with the smoothing
kernels used by Murphy et al. (2012). We have the assembled a spatial model that includes
54
the three gamma-ray emitting cosmic ray collision processes. This map takes the form:
M(x, y) =
Fpi0
Ftot
√
IHα(a1ψ6.3 + a2ψ12.5) ∗ κ(lCRp) +
Fbrem
Ftot
√
IHα(a1ψ6.3 + a2ψ12.5) ∗ κ(lCRe) +
FIC
Ftot
I160µm(b1ψ6.3 + b2ψ12.5) ∗ κ(lCRe),
(2.19)
where the fluxes from each component are taken from the first row of Table 2.4, the ai and
bi values are those given in Tables 2.1 and 2.2 for their respective target model, and ∗ is
the convolution operator. Murphy et al. (2012) use two different smoothing kernels, κ: the
first is a two-dimensional gaussian, κ(l) = e−r
2/l2 , which models diffusion; the second is an
exponential profile, κ(l) = e−r/l, which represents diffusion modified by cosmic-ray energy
loss and escape.
In their study, Murphy et al. (2012) found the best fit scale lengths for cosmic-ray elec-
trons to be 0.1 and 0.2 kpc for the exponential and gaussian kernels respectively. The scale
lengths for protons were found to be 0.2 and 0.45 kpc. Keeping the ratio lCRp/lCRe fixed
to the value determined by Murphy et al. (2012), we vary the length scales by factors of
two, apply them to the model described by Equation (2.19), and run each model through
the binned likelihood analysis discussed above. Figure 2.11 shows the rankings of various
models using diffusion smoothing.
All models that incorporate smoothing kernels outrank their unsmoothed counterparts.
We find that doubling and quadrupling the scaling lengths reported by Murphy et al. (2012)
yield the highest ranked models. The exponential kernel with (lCRp, lCRe) = (0.8, 0.4) kpc is
consistently ranked highest among both the original data set and the bootstrapped samples.
This is at least in part due to the fact that Murphy et al. (2012) find lCRe ≈ 0.5lCRp. Those
authors determined only lCRp from gamma-ray data, but we are using both lCRp and lCRe to
model the emission measured by Fermi.
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Figure 2.11 Rank of diffusion models as determined by the likelihood statistic. Triangles
indicate rankings based on the original dataset. Error bars indicate ±1σ spread on mean
rankings determined using ten bootstrapped samples. lM indicates the best-fit length scale
found by Murphy et al. (2012), and κexp and κgau refer to the exponential and Gaussian
smoothing kernels, respectively.
We note that this is a rather crude estimate of diffusion across the entire LMC. Spatial
variation of the diffusion scale lengths can be caused by the magnetic structure of the LMC
and may play an important role in our results; however, our current analysis cannot address
this issue. The complexity of cosmic-ray propagation on the scale of an entire galaxy would
be best studied using kinematic simulations such as GALPROP or ideally hydrodynamical
simulations (e.g. Booth et al., 2013; Salem & Bryan, 2014), which is beyond the scope of this
article.
2.9.4 30 Dor as a Point Source and Additional LMC Model
Parameters
The previous analyses of the LMC Fermi data have been careful to consider the possibility
that the gamma-ray emission from 30 Dor may not originate from cosmic-ray interactions,
but rather from objects known to produce point-like emission in the gamma-ray sky. Specif-
ically, the presence of pulsars and an X-ray background source are the causes for concern.
Recently, HESS has observed one of these pulsars, PSR J0537-6910 and its associated wind
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nebula N 157B, at TeV energies (H.E.S.S. Collaboration et al., 2015). The spectrum they
fit to the N 157B emission (their Figure 4) suggest a flux of about 2 × 10−11 erg cm−2 s−1
at 20 GeV, which is comparable to our 30 Dor flux estimate at the same wavelength (see
Figure 2.10). However, at 4 GeV, their spectrum suggests the flux from N 157B should be an
order of magnitude below the 30 Dor flux measured by Fermi. This pulsar cannot account
for the bulk of the 30 Dor gamma-ray emission at Fermi wavelengths.
In a talk presented at the Fifth International Fermi Symposium3, Pierrick Martin pre-
sented a spatial model used by the Fermi group for their recent analysis of gamma-ray
emission from the LMC (publication in preparation, we thank our referee for pointing us to
these slides). Their model includes two point sources that lie outside the 30 Dor region. The
first is supernova remnant N 132D, the type of object that has motivated our spatial maps
because we expect it to be accelerating cosmic rays. The location of N 132D already corre-
sponds to a region of heightened star formation during the 12.5 Myr epoch (Figure 2.4). The
second source also coincides with a region of enhanced star formation north of 30 Dor, but
has not been positively identified as a supernova remnant. Based on the location indicated
on slide 5 of the talk referenced above, we have tested the effect of modeling this additional
point source at the position of 2XMM J053444.6-673856. We find the rankings of our gas
models remain unchanged, but the LMC flux estimates decrease by ∼8%. For readers fa-
miliar with the Fermi test statistic, the TS for this source is ∼90, i.e., the log-likelihood
increases by ∼45 when we add this point source to the model.
We have also tested the effect of adding an additional spectral parameter to our gas
templates. The extra parameter is defined such that the spectrum takes the shape of a
parabola in log-space, and Equation (2.5) takes the form
Iγ(x, y, E) =
∑
i
aiMi(x, y)E
−bi−ci ln(E). (2.20)
As was the case for the additional point source, we find the rankings of the gas models
3http://fermi.gsfc.nasa.gov/science/mtgs/symposia/2014/program/05_Martin.pdf
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remain unchanged by the addition of the ci parameter. The log-likelihoods increase by ∼20
(TS∼ 40) and the flux estimates are unchanged within error.
2.10 Conclusions
The LMC is the brightest and most spatially extended source of diffuse gamma-ray emission
outside the Milky Way. It provides a unique laboratory for the study of cosmic-ray physics
on global scales. The Fermi LMC observations are thus complementary with the Milky Way
diffuse emission, where smaller structures and even individual supernova remnants can be
resolved but where distances to sites of cosmic-ray acceleration may not be well constrained.
We have performed both spatial and spectral analyses of the 5.5 years gamma-ray data
from the LMC collected by the Fermi Gamma-ray Space Telescope. Our spatial analysis pro-
ceeded by modeling the gamma-ray data with observed maps of the LMC radiation field and
ISM components that are expected to contribute to the gamma-ray emission, namely, star
formation and non-thermal radio emission (cosmic-ray flux), ionized, neutral, and molecular
hydrogen (target protons for pi0 decay and bremsstrahlung channels), and dust and infrared
stellar emission (target photons for inverse Compton channel). We quantitatively distinguish
between these models by ranking them by their likelihood statistic computed by the binned
maximum likelihood estimator implemented in the Fermi Science Tools. We have tested the
robustness of these rankings by applying bootstrap resampling to the LMC gamma-ray data
set.
From our spatial analysis, we conclude that cosmic rays remain relatively concentrated
near their sites of acceleration before losing energy via gamma-ray production. We find the
gamma-ray spectral index to range between 2.2 and 2.4 across all of our spatial models. In
the case where we simultaneously fit gas and radiation models, we find inverse Compton
contributes significantly to gamma-ray flux. A model for inverse Compton emission had not
been considered by previous studies of the Fermi LMC data.
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We perform our spectral analysis by first choosing a spatial model (see Section 2.6.4 for
model details) solely for the purpose of estimating LMC gamma-ray fluxes in six logarithmi-
cally spaced energy bins ranging from 200 MeV to 20 GeV. To this gamma-ray spectrum, we
fit a spectral model which includes pi0 decay (Pfrommer & Enßlin, 2004), inverse Compton
scattering (Chakraborty & Fields, 2013), and bremsstrahlung (formulated in Appendix 2.12)
(see Eqs. 2.14, 2.15, and 2.17). Our spectral model fit uses least squares, which incorporates
errors in the fluxes, to estimate the model parameters.
From our spectral analysis, we find that the cosmic-ray proton power-law spectral index
is ∼2.4 to within 13% error. This value is consistent across all three sets of gamma-ray data,
full LMC, 30 Dor removed, and 30 Dor isolated. The consistency leads us to conclude that
variation in the shape of the cosmic-ray spectrum is not the cause of the spatial variation
in gamma-ray flux across the the LMC. Our spectral fits suggests that leptonic processes
contribute a significant fraction of the LMC gamma-ray flux, which has not been considered
by previous studies. Assuming cosmic-ray energy equipartition with magnetic fields, we
compute an LMC magnetic field strength of 2.8 µG, which is in good agreement with the
measurement made by Gaensler et al. (2005).
We have applied the smoothing kernels used by Murphy et al. (2012) to the star formation
rate maps in Figure 2.4 to model cosmic-ray diffusion in the LMC. We find that doubling
and quadrupling the scale lengths reported by the Murphy et al. (2012) result in the highest
ranking models. We expect this is partly due to the fact that those authors determined only
the cosmic-ray proton scale length from the Fermi data, whereas we have fit the data using
models for both electron and proton diffusion.
We thank the anonymous referee for suggestions that vastly improved our paper. We
thank Sui Ann Mao and Robert Brunner for a useful discussions and Keith Bechtol for
helpful recommendations about performing data reduction and analysis using the Fermi
Science Tools software. This work is supported by NASA under the Fermi Guest Investigator
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Program (NNX11AO18G and NNX12AO84G) and the University of Illinois Computational
Science & Engineering Fellowship.
2.11 Supplement I: Non-Thermal Radio Map4
To distinguish the thermal and non-thermal components of the 1.4 GHz radio emission in
the LMC, we use the method presented by Tabatabaei et al. (2007). In essence, this method
constructs a model of the thermal radio emission from an extinction-corrected image of a
galaxy’s Hα emission. The extinction correction is derived by estimating the dust optical
depth from the 160µm flux density and the dust temperature. The method is described in
detail in Sections 3–6 of Tabatabaei et al. (2007). Here we summarize the key equations,
and discuss the values of specific parameters that we have adopted for the decomposition of
the 1.4 GHz LMC mosaic.
To estimate the dust temperature, we use the map constructed by Bernard et al. (2008).
From this map, we obtain a map of the dust optical depth at 160µm (τ160) according to:
I160 = B160(T ) [1− exp(τ160)] , (2.21)
where I160 is the flux density at 160µm, and B160(T ) is the value of the Planck function at
160µm for dust temperature T . The dust optical depth at 160µm is typically small, reaching
a maximum value of τ160 ∼ 2.5 × 10−3 for several locations within the chain of molecular
clouds south of 30 Doradus.
Tabatabaei et al. (2007) use the extinction curve of the standard model for dust in the
diffuse ISM to convert between τ160 and the dust optical depth at the wavelength of Hα
emission τHα, adopting τHα ∼ 2200τ160. Since the large-grain populations in the LMC and
Milky Way are likely to have similar optical properties (compare, for example, Figures 7
and 8 of Pei, 1992), we use the same conversion factor here. If the sources of Hα emission
4This section was contributed by co-author Annie Hughes
60
were located behind the galaxy, then the observed Hα emission IHα would be related to the
intrinsic (i.e. extinction-free) emission IHα,0 via
IHα = IHα,0 exp(−τHα) . (2.22)
We use the SHASSA map described in Section 2.3 to estimate IHα at each map pixel. In
general, Hα sources lie within the galaxy, so τHα provides only an upper limit to the atten-
uation. The effective optical depth is τeff = fd × τHα, where fd ∈ [0, 1] is the dust-screening
factor that represents the relative geometry of the Hα emission and the dust that contributes
to the extinction. If the dust, Hα sources, and DIG are well mixed, fd = 0.5. For the Milky
Way, Dickinson et al. (2003) find fd = 0.33±0.15, indicating that Hα emission has a smaller
vertical scale height than the dust. The porous appearance of the HI emission in the LMC
suggests that the ISM transparency in the LMC may be greater than in the Milky Way. We
adopted fd = 0.1, which corresponds to a mean extinction in the LMC of AHα = 0.2 mag.
Having obtained an estimate for the intrinsic Hα flux density, IHα = IHα,0 exp(−τeff), we
use equation 9 of Valls-Gabaud (1998) to estimate the emission measure EM:
IHα,0 = 9.41× 10−8T−1.017e4 10−
0.029
Te4 EM. (2.23)
In this equation, Te4 is the electron temperature Te in units of 10
4 K, and the expression
is determined assuming Case B recombination (i.e., each Lyman line photon is resonantly
scattered many times). For twelve HII regions in the LMC, Vermeij & van der Hulst (2002)
derived a mean electron temperature of 10,000 K. Individual measurements varied between
8000 and 16,000 K, depending on the location of the HII region and emission line that
they used in their analysis. The electron temperature of the DIG in the LMC is not well
determined; typical estimates in the Milky Way range between 8000 and 10,000 K (e.g.,
Reynolds, 1985; Alves et al., 2010). For our LMC decomposition, we adopted Te = 8000 K.
The optical depth of the radio continuum emission τc at frequency ν is related to the
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emission measure derived from Equation 2.23 by
τc = 8.235× 10−2aTeν−2.1GHz (1 + 0.08)EM, (2.24)
where νGHz is the observed frequency expressed in GHz, and a is a correction factor that
is approximately equal to unity at 1.4 GHz (see Table 3 of Dickinson et al., 2003). The
predicted brightness temperature of the free-free radio continuum emission Tb is then simply
Tb = Te (1− exp(τc)) . (2.25)
To obtain a map of the non-thermal radio continuum emission at 1.4 GHz, we subtract this
model of the thermal radio emission from the median-filtered 1.4 GHz continuum map. The
resulting maps of the LMC’s non-thermal 1.4 GHz radio continuum emission are presented
in Figure 2.12. The integrated non-thermal flux density is 265 Jy, corresponding to a global
thermal fraction of 27%.
Figure 2.12 Non-thermal 1.4 GHz map of the LMC used for our diffuse cosmic-ray electron
models. See Hughes et al. (2007) for details about the original radio data.
The non-thermal map in Figure 2.12 exhibits a mixture of diffuse emission and high-
brightness features. On one hand, this finding could indicate that our thermal/non-thermal
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decomposition is failing for HII regions, i.e. that we are underestimating the Hα extinction
and incorrectly identifying some of the bright thermal 1.4 GHz emission as being of non-
thermal origin. On the other hand, some spatial coupling between the brightest sources
of thermal and non-thermal 1.4 GHz emission would be expected since the massive stars
that ionize the hydrogen gas in HII regions should evolve quickly to become supernova
remnants. Overall, the brightest sources of non-thermal radio emission demonstrate a good
correspondence to the positions of confirmed LMC supernova remnants (Badenes et al.,
2010), which should be strong synchrotron emitters. We find that . 20% of the LMC’s non-
thermal emission arises from regions where the non-thermal radio flux density is greater than
0.2 mJy beam−1. A similar fraction is obtained if we calculate the non-thermal flux density
above an Hα surface brightness threshold of 100 Rayleigh. The majority of the non-thermal
radio emission in the LMC therefore arises from a diffuse, low surface brightness component
that is not directly connected to HII regions.
The method that we have used to separate the thermal and non-thermal components
of the radio continuum emission has a number of limitations. In particular, we assume
that the values of the dust-screening factor and the electron temperature across the LMC
are constant even though both quantities should vary with interstellar environment. As
noted above, Te may be systematically lower in the HII regions than in the DIG. There is
also empirical evidence for Te fluctuations within individual HII regions (e.g. Tsamis et al.,
2004). The dust screening factor is probably not uniform either: the dust distribution may
be more clumpy in star-forming regions than in the diffuse ISM for example. For a constant
dust mass, a clumpy distribution is more porous than a uniform layer, so the effective Hα
attenuation will be higher in regions where the dust and gas are better mixed. A more
sophisticated model would allow fd and Te to vary across the LMC, but such a model would
be difficult to justify without further independent constraints on fd and Te.
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2.12 Supplement II: Bremsstrahlung Spectrum
To derive Equation (2.17), we begin with the gamma-ray emissivity, which can be shown to
equal
qbrem(Eγ) =
dNγ
dV dt dEγ
=
4α
pi
σT ln(183)nH
∫
Eγ
dE ′
φe(E
′)
Eγ
=
4α
pi
σT ln(183)nH
φe(> Eγ)
Eγ
, (2.26)
from Equations (8) to (36) of Stecker (1971). We have taken the ultrarelativistic limit
Ee  α−1mec2 (Equation 8-28, Stecker, 1971), and we have assumed the interstellar material
is dominated by hydrogen, i.e., Z ≈ 1. In Equation 2.26, φe is the cosmic-ray electron flux
spectrum, α is the fine structure constant, and σT is the Thomson scattering cross section.
We adopt the cosmic-ray electron spectrum and the one-zone model used by Chakraborty
& Fields (2013) so that we may consistently combine our bremsstrahlung gamma-ray spec-
trum with their inverse Compton spectrum. The cosmic-ray electron injection spectrum is
given by
qe(Ee) =
dNe
dV dt dEe
= RSNNe(Ee)V −1, (2.27)
where RSN is the supernova rate, which is proportional to the star formation rate ψ, Ne is
the number of electrons per unit energy accelerated by each supernova event, and V is the
galactic volume. Ne is taken to be a broken power law following Strong et al. (2010)
Ne(Ee) ∝
 E
−1.8
e Ee < Eb = 4 GeV
E−2.25e Ee > Eb = 4 GeV
, (2.28)
where Ee is the cosmic-ray electron energy and Eb is the power law break energy. We also
assume a hard cutoff at Ee = 2 TeV. Taking the LMC as an electron calorimeter and the
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injection spectrum to be in steady state, the cosmic-ray electron flux is given by
φe(Ee) =
dNe
dA dt dEe
≈ c
b(Ee)
∫
Ee
dE ′eqe(E
′
e) = c
qe(> Ee)
b(Ee)
, (2.29)
where we have assumed Ee  mec2, and b(Ee) incorporates all the energy-loss mechanisms
available for cosmic-ray electrons, i.e.,
b(Ee) = bIC(Ee) + bsync(Ee) + bbrem(Ee) + bion(Ee). (2.30)
For the injection spectrum given by Eqs. (2.27) and (2.28),
qe(> Ee) ∝
 1.25(E
−0.8
e − E−0.8b ) + 0.8(E−1.25b − E−1.25max ) Ee < Eb
0.8(E−1.25e − E−1.25max ) Eb < Ee < Emax
. (2.31)
Chakraborty & Fields (2013) give the synchrotron energy-loss rate as
bsync(Ee) ≈ 3× 10−10 GeV s−1
(
B
1 µG
)2(
Ee
10 TeV
)2
, (2.32)
where B is the magnetic field strength. In the Thomson limit where electron energies are
low enough that the Klein-Neshina correction to the inverse Compton cross section is unim-
portant,
bIC(Ee) = 2.5
(
UISRF
1.1 eV cm−3
)(
4 µG
B
)2
bsync(Ee), (2.33)
where UISRF is the energy density of the ISRF. The bremsstrahlung energy loss rate is given
as the sum of two components,
bbrem(Ee) = bbrem,i(Ee) + bbrem,n(Ee), (2.34)
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where
bbrem,i(Ee) = 1.37× 10−12 GeV s−1
( nHα
1 cm−3
)( Ee
10 TeV
)[
ln
(
Ee
10 TeV
)
+ 17.2
]
(2.35)
is the contribution from cosmic-ray electron interactions with ionized hydrogen and
bbrem,n(Ee) = 7.3× 10−12 GeV s−1
( nHI
1 cm−3
)( Ee
10 TeV
)
, (2.36)
is the contribution from neutral hydrogen. We use the ionization energy loss term given by
Ginzburg & Syrovatskii (1964),
bion(Ee) = 7.2× 10−18 GeV s−1
( nH
1 cm−3
)(
3 ln
Ee
10 TeV
+ 2
)
. (2.37)
2.12.1 Milky Way Bremsstrahlung
As did Chakraborty & Fields (2013) for the inverse Compton spectrum, we normalize the
bremsstrahlung spectrum to that of the plain diffusion model of Strong et al. (2010) (see
solid cyan curve of right panel of Figure 1). The spectrum of Strong et al. (2010) is given in
terms of specific luminosity
Lbrem(Eγ) =
∫
qbrem(Ee)dV = qbrem(Ee)
∫
dV, (2.38)
where the second equality incorporates the one-zone model assumption. Notice here that the
volume integral in Equation (2.38) cancels with the factor of V −1 in Equation (2.27), which
means the bremsstrahlung luminosity is independent of galactic volume. From Eqs. (2.29),
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(2.31), (2.26), and (2.38)
Lbrem(Eγ) = A
∗4α
pi
σT ln(183)nHcE
−1
γ
×

∫
Eγ
dEe
b(Ee)
[1.25(E−0.8e − E−0.8b ) + 0.8(E−1.25b − E−1.25max )] Eγ < Eb∫
Eγ
dEe
b(Ee)
[0.8(E−1.25e − E−1.25max )] Eb < Eγ < Emax
,
(2.39)
where all energies are expressed in GeV and A∗ is the constant to be determined by normaliz-
ing to the Strong et al. (2010) bremsstrahlung spectrum and is proportional to the electron-
injection rate, which is proportional to the star formation rate. Again, Eb = 4 GeV and
Emax = 2 TeV. For the Milky Way energy loss rates, we adopt the same values as Chakraborty
& Fields (2013): UISRF = 1.1 eV cm
−3, B = 4 µG, and nHI = nHα = 0.5nH = 0.06
cm−3. Based on the Strong et al. (2010) bremsstrahlung spectrum, we normalize Equa-
tion (2.39) such that E2γLbrem(Ee) = 10
40 GeV2 s−1 GeV−1 at Eγ = 200 MeV, which results
in A∗ = 5.93× 1029 s−1.
2.12.2 LMC Bremsstrahlung
The relative importances of the electron energy-loss mechanisms are different in the LMC
from those in the Milky Way. In particular, bremsstrahlung losses are more important given
the higher neutral-hydrogen density nHI = 2 cm
−3 (Kim et al., 2003). Inverse Compton losses
are less important given the lower ISRF energy density UISRF = 0.57 eV cm
−3, calculated
from the LMC SED presented by Israel et al. (2010) where we added the CMB contribution
using a blackbody spectrum with T = 2.73 K. For the magnetic field strength, we’ve used
B = 4 µG (Gaensler et al., 2005). We also assume the ionized-hydrogen density is negligible
compared with the HI density. We use these quantities in the energy-loss-rate equations,
and we parameterize the normalization of LMC bremsstrahlung spectrum as ψLMC/ψMW
resulting in Equation (2.17).
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Chapter 3
Cross Validation: A Worked Example
Here I motivate cross validation (e.g., Stone, 1974; Allen, 1974; Stone, 1977) as a means for
model comparison using a simple worked example. While this technique has been widely
used in the machine learning and statistics communities for 40 years, I have not seen it
implemented in the astronomy literature outside of brief mentions in papers that explicitly
leverage machine learning techniques. Because cross validation is the focus of Chapter 4, I
present the technique here so as to disentangle the perhaps unfamiliar statistics from the
complicating discussion of the Fermi Science Tools software.
I create a simulated data set in which the independent variable is drawn randomly from
the interval [-1,1), and the dependent variable is drawn from a tenth-order Legendre polyno-
mial P10(x) with Gaussian deviates. I then perform ordinary least squares fits (OLS) using
polynomial feature sets of various degrees. I show that cross validation is able to establish
a polynomial of degree ten best fits the simulated data and that OLS is able to accurately
determine the coefficients of P10(x).
This chapter has been converted from an IPython Notebook hosted on my github account.
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3.1 Imports
In [1]: %matplotlib inline
from __future__ import print_function
import matplotlib.pyplot as plt
import numpy as np
import pandas as pd
from sklearn.grid_search import GridSearchCV
from sklearn.linear_model import LinearRegression
from sklearn.pipeline import Pipeline
from sklearn.preprocessing import PolynomialFeatures
3.2 Simulated Function
I use the P10(x) Legendre polynomial to ensure the underlying function requires a decent
number of parameters to model properly. Further, P10(x) is ideal as a tenth-order polyno-
mial because all eight of its inflection points lie within the interval [-1,1). The tenth-order
Legendre polynomial is given by:
P10(x) =
1
256
(
46189x10 − 109395x8 + 90090x6 − 30030x4 + 3465x2 − 63) (3.1)
Below I plot the function on the interval [-1,1).
In [2]: x_legendre = np.linspace(-1, 1, 201).reshape(201, 1)
coef = np.array([0]*10 + [1])
P_10 = np.polynomial.legendre.Legendre(coef)
plt.plot(x_legendre, P_10(x_legendre), ’r’)
plt.ylabel(r’$P_{10}(x)$’, size=15)
plt.show()
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Figure 3.1 Tenth order Legendre polynomial, P10(x), given by Equation (3.1)
3.3 Simulated data
For the purposes of this example, I introduce random Gaussian perturbations with zero mean
and standard deviation of 0.1, which are meant to emulate measurement errors associated
with scientific experiments. The dependent variable is given by:
y = P10(x) +N(µ = 0, σ = 0.1) (3.2)
Below I draw 1,000 points from this distribution and overlay them on the plot shown above.
In [3]: #Seed the random number generator
np.random.seed(1)
#1,000 random numbers between -1 and 1
x = np.random.rand(1000) * 2. - 1.
#draw from 10th order Legendre polynomial with Gaussian deviate
y = P_10(x) + np.random.randn(len(x)) * 0.1
plt.plot(x, y, ’.’)
plt.plot(x_legendre, P_10(x_legendre), ’r’)
plt.show()
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Figure 3.2 Simulated data (blue points) given by Equation (3.2) overlaid on P10(x) (red
curve).
3.4 Model pipeline
Here, I use Scikit-Learn’s pipelining functionality to construct various polynomial feature
sets to be fed to the OLS model (called Linear Regression by Scikit-Learn). By chaining
together the Scikit-Learn functions in this way, I can use cross validation to determine the
optimal number of polynomial features to include in my model. Given that my data is
sampled from a polynomial of degree ten, I expect cross validation to recommend I use
features up to x10.
In [4]: poly_features = PolynomialFeatures()
#bias term is included in polynomial feature set
linear_regression = LinearRegression(fit_intercept=False)
poly_pipe = Pipeline([(’poly_features’, poly_features),
(’linear_regression’, linear_regression)])
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3.5 Grid Search
Scikit-Learn’s grid search functionality allows the user to test a grid of model hyperparame-
ters (in our case, degree of polynomial) and optimizes using cross validation and a specified
scoring technique. Here I have elected to use five fold cross validation (cv=5) so that each
data point is grouped randomly into one of five subsets,
Si; i ∈ [0, 1, 2, 3, 4],
each containing 200 points. Each subset is then used once as a testing set and four times in
training over the five folds:
• Fold 0: Test Set = S0; Training Set = S1 ∪ S2 ∪ S3 ∪ S4
• Fold 1: Test Set = S1; Training Set = S0 ∪ S2 ∪ S3 ∪ S4
• Fold 2: Test Set = S2; Training Set = S0 ∪ S1 ∪ S3 ∪ S4
• Fold 3: Test Set = S3; Training Set = S0 ∪ S1 ∪ S2 ∪ S4
• Fold 4: Test Set = S4; Training Set = S0 ∪ S1 ∪ S2 ∪ S3
The statistic I have used for scoring is the opposite of the mean absolute error:
− 1
N
N∑
j=1
|yj − ypred(xj)| . (3.3)
The negative sign is introduced because Scikit-Learn uses maximization to determine the
optimal hyperparameter set. While here we wish to minimize error, other users wish to
maximize R2 or maximize accuracy in a classification problem. This is simply the Scikit-
Learn convention.
I compare models with polynomials of degree 1, 3, 8, 9, 10, 11, 12, 30, and 100. We can
see below that cross validation is able to determine that degree=10 is the optimal parameter
choice for the polynomial feature set.
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In [5]: param_grid = {’poly_features__degree’: [1, 3, 8, 9, 10, 11, 12, 30,
100]}
grid_search = GridSearchCV(estimator=poly_pipe,
param_grid=param_grid,
scoring=’mean_absolute_error’, cv=5)
grid_search.fit(x.reshape(len(x), 1), y)
print(grid_search.best_params_)
{’poly features degree’: 10}
The fact that Scikit-Learn allows for the implementation of this powerful machinery with
the requirement of only few lines of python code demonstrates the importance and broad
adoption of cross validation as a means for distinguishing between models.
3.6 Results
Below I tabulate and plot the mean absolute error computed for each polynomial feature
set across all five cross validation folds. We can see a significant improvement in the error
once the polynomial degree is high enough to account for the eight inflection points in the
simulated data. I have made a second plot where I show only polynomial feature sets of
degree > 9 for easier inspection of the error quantities across the folds.
Across the five folds, degree ten does not always minimize the mean absolute error. The
data are split in folds zero and two such that the error is minimized when the degree is 11.
In all the other folds, degree ten does minimize the error, and so the grid search selects ten
as the optimal hyperparameter value. This demonstrates the value of creating an ensemble
of test and training sets.
In [6]: grid_scores = grid_search.grid_scores_
degree = []
scores = []
for i in xrange(len(grid_scores)):
degree.append(str(grid_scores[i][0][’poly_features__degree’]))
scores.append(-grid_scores[i][2])
scores = np.array(scores)
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print(pd.DataFrame(scores.T, columns=degree))
plt.plot(range(9), scores[:,0], ’k.’)
plt.plot(range(9), scores[:,1], ’r.’)
plt.plot(range(9), scores[:,2], ’b.’)
plt.plot(range(9), scores[:,3], ’g.’)
plt.plot(range(9), scores[:,4], ’y.’)
plt.xlim(xmin=-1, xmax=9)
plt.xticks(range(9), degree)
plt.xlabel(’degree’, size=20)
plt.ylabel(’mean absolute error’, size=20)
plt.show()
plt.clf()
plt.plot(range(5), scores[:,0][4:], ’ko’)
plt.plot(range(5), scores[:,1][4:], ’ro’)
plt.plot(range(5), scores[:,2][4:], ’bo’)
plt.plot(range(5), scores[:,3][4:], ’go’)
plt.plot(range(5), scores[:,4][4:], ’yo’)
plt.xlim(xmin=-1, xmax=5)
plt.xticks(range(5), degree[4:])
plt.xlabel(’degree’, size=20)
plt.ylabel(’mean absolute error’, size=20)
plt.show()
1 3 8 9 10 11 12 \
0 0.203547 0.204304 0.203873 0.203536 0.071582 0.071538 0.071560
1 0.200412 0.200495 0.198518 0.199023 0.078715 0.078878 0.079103
2 0.194154 0.194247 0.191175 0.190927 0.078782 0.078715 0.078760
3 0.204298 0.204485 0.203822 0.203625 0.087778 0.087789 0.087784
4 0.195346 0.196047 0.197285 0.199298 0.090653 0.090753 0.090763
30 100
0 0.074741 0.075394
1 0.080088 0.083067
2 0.078967 0.079752
3 0.088378 0.089906
4 0.091950 0.095221
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Figure 3.3 Mean absolute error given by Equation 3.3 vs. polynomial degree. These plots
are commonly referred to as fitting graphs. Colors represent different cross validation folds.
Lower panel is zoomed version of upper panel.
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3.7 Coefficients
Below I tabulate the actual coefficients of the tenth-order Legendre polynomial and the
coefficients determined from the simulated data set. I also plot P10(x) and the function
determined by OLS. We see very little difference between the true and fitted functions,
which is especially apparent in the plot.
In [7]: P_10_coef = np.array([-63., 0., 3465., 0., -30030., 0., 90090., 0.,
-109395., 0., 46189.]) / 256.
best_estimator = grid_search.best_estimator_
y_pred_coef = best_estimator.named_steps[’linear_regression’].coef_
diff = np.abs(P_10_coef - y_pred_coef)
df = pd.DataFrame(pd.Series(P_10_coef), columns=[’P_10’])
df[’y_pred’] = pd.Series(y_pred_coef)
df[’|P_10 - y_pred|’] = pd.Series(diff)
print(df)
plt.plot(x_legendre, P_10(x_legendre), ’r’, label=r’$P_{10}$’)
plt.plot(x_legendre, best_estimator.predict(x_legendre), ’g’,
label=r’$y_{\rm pred}$’)
plt.legend(loc=’upper center’)
plt.show()
P 10 y pred |P 10 - y pred|
0 -0.246094 -0.250986 0.004892
1 0.000000 0.016836 0.016836
2 13.535156 13.738934 0.203778
3 0.000000 -0.299105 0.299105
4 -117.304688 -118.976626 1.671938
5 0.000000 1.431107 1.431107
6 351.914062 357.100841 5.186778
7 0.000000 -2.333031 2.333031
8 -427.324219 -433.855783 6.531564
9 0.000000 1.202340 1.202340
10 180.425781 183.295822 2.870041
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Figure 3.4 Polynomial predicted using OLS, cross validation, and simulated data (green) and
tenth order Legendre polynomial (red).
3.8 Conclusions
While I have not shown it here, the addition of free parameters will always reduce error with
respect to the data on which the model was trained; otherwise, those parameters should be
set to zero. This fact motivates the holding out of testing data against which models are
not trained so that predictive power may be appropriately measured. Cross validation has
the added benefit of an ensemble of training and testing sets, which allows for a statistical
assessment of the error quantities when determining the best-fit model.
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Chapter 4
Cross Validation for Spatial Modeling
of Fermi Gamma Rays: The Small
Magellanic Cloud
4.1 Abstract
We implement four-fold cross validation as a means of determining goodness of fit for spatial
models of the SMC gamma-ray distribution as measured over 83 months of survey time
by the Fermi Gamma-ray Space Telescope. We fit our models using three-quarters of the
available Fermi data at a time and quantify model performance using the final quarter as a
test set. We model the SMC gamma-ray emission using maps of hydrogen, star formation,
and the interstellar radiation field, and we fit these models using the maximum likelihood
parameter estimation algorithm implemented in the Fermi Science Tools software. The map
tracing the ionized hydrogen column density,
√
IHα, is our best-fit model, and it predicts an
SMC 200 MeV – 20 GeV gamma-ray flux of 1.7± 0.1× 10−8 ph cm−2 s−1 and a power law
spectral index of 2.33 ± 0.06. Unlike the neighboring LMC, the SMC gamma-ray emission
does not correlate well with maps tracing the galaxy’s star formation rate. We also determine
that for the region of interest we consider, the likelihood statistic computed during parameter
estimation is dominated by photons not associated with the SMC and is therefore not robust
for discriminating between SMC models.
This chapter has been submitted for review to the The Astrophysical Journal under the authorship
Foreman, G., Fields, B., Ricker, P., & Chu, Y.-H.
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4.2 Introduction
The Fermi Gamma-ray Space Telescope has enabled spatial modeling of the gamma rays
emitted by external star forming galaxies for the first time. While the Energetic Gamma-ray
Experiment Telescope (EGRET) was able to detect the LMC as an extended source with
significance >4.5σ (Sreekumar et al., 1992), spatial modeling of the galaxy’s gamma rays
was not possible before the work of Abdo et al. (2010e) who reported a 33σ detection of
the LMC after only 11 months of Fermi survey time. The SMC, which went undetected
by EGRET, was reported by Abdo et al. (2010b) with 10.9σ significance after 17 months
of Fermi survey time. These studies indicate that the gamma-ray distributions from both
galaxies are well described as diffuse in nature.
By modeling the gamma-ray distributions of star forming galaxies, we can probe the
high-energy physics that gives rise to the diffuse emission, specifically cosmic-ray collisions
and scatterings. Cosmic rays are theorized to be sourced primarily by diffusive acceleration
at supernovae shocks (e.g., Baade & Zwicky, 1934; Ginzburg & Syrovatskii, 1964; Krymskii,
1977; Ackermann et al., 2011, 2013). Three cosmic-ray particle interactions are expected
to dominate the production of gamma rays at energies detectable by Fermi (∼100 MeV to
∼100 GeV). Pion production and decay arise from cosmic-ray proton (CRp) collisions with
ambient, thermal protons of the interstellar medium (ISM):
p+CR + p
+
ISM → p+ + p+ + pi0, pi0 → γ + γ. (4.1)
Bremsstrahlung gamma-ray emission arises from cosmic-ray electron (CRe) scatterings off
of the same ISM protons described above:
e−CR + p
+
ISM → e− + p+ + γ. (4.2)
Inverse Compton scattering produces gamma rays when CRes interact with photons of the
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interstellar radiation field (ISRF):
e−CR + γISRF → e− + γγ−ray. (4.3)
For nearly two decades, the Galactic Cosmic-Ray Propagation team (GALPROP, Strong
& Moskalenko, 1998; Moskalenko & Strong, 1998) has studied cosmic-ray sourcing and prop-
agation in the Milky Way using its steady-state, kinematic code. GALPROP models are
constrained by the Milky Way gamma-ray distribution detected by EGRET and Fermi
(Strong et al., 2000, 2010) and by local measurements of cosmic-ray species abundances
(e.g., Moskalenko et al., 2002; O’C. Drury & Strong, 2015). GALPROP results are used
in Fermi’s own Milky Way model that is supplied for subtraction of the diffuse Galactic
component (Ackermann et al., 2012). While we cannot hope to make local measurements
of cosmic-ray species in external star forming galaxies, modeling their gamma-ray emission
helps us constrain cosmic-ray physics in fundamentally different environments in a way that
complements studies of the Milky Way.
Abdo et al. (2010b) and Abdo et al. (2010e) were the first to explore hadronic (pi0 de-
cay) gamma-ray emission in the SMC and LMC, respectively, by testing the correlation
between multiphase hydrogen maps and the gamma-ray signals as detected by Fermi. Mur-
phy et al. (2012) extended the LMC spatial analysis to account for cosmic-ray diffusion in
the 30 Doradus region by applying smoothing kernels to diffuse infrared maps as tracers
of star formation and minimizing the residual with respect to the Fermi gamma-ray map.
Foreman et al. (2015) investigated the spatial contribution of the leptonic emission chan-
nels (bremsstrahlung and inverse Compton) to the LMC gamma-ray emission, and Buckley
et al. (2015) considered a dark-matter component. Additionally, several studies have used
the gamma-ray spectrum of the LMC to quantify the contributions from the three gamma-
ray producing cosmic-ray interactions (Abdo et al., 2010e; Foreman et al., 2015; Neronov &
Malyshev, 2015). Given its lower detection significance, its smaller size, and its more irregu-
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lar shape, the SMC has received considerably less attention in the literature than the LMC.
In this paper, we extend the work of Abdo et al. (2010b) by considering the leptonic contri-
bution to the SMC’s gamma-ray flux. We also use the SMC as a test bed for a statistical
technique not previously applied to Fermi gamma-ray data: cross validation.
Cross validation has been a widely accepted method for error estimation among the statis-
tics community for 40 years (Allen, 1974; Stone, 1974, 1977). Cross validation pervades the
machine/statistical learning literature as a means to distinguish the performances of various
algorithms and for constraining the hyperparameters associated with those algorithms. (For
a comprehensive review of the method and its application to classification problems, see
Chapter 7.10 of Hastie et al. (2009).) In k-fold cross validation, the data set is split into k
subsets; k−1 subsets are used to train the model, and the last subset is used only for testing
the model’s accuracy. The subsets are cycled through such that each is used once as a test
set and is included k − 1 times in the training sets. The model’s accuracy is determined by
its average performance on the k test sets.
With precious few photons detected by Fermi in any one region of interest (ROI), the
gamma-ray community has been reluctant to hide any of them from our models for testing
purposes; however, the survey has matured to a point at which holding out photons for
testing is now feasible. The Fermi group’s latest list of detected sources, the Third Source
Catalog (3FGL, Acero et al., 2015), is modeled on only the first four years of data, and
the telescope has now been surveying for seven. At the cost of training our models using
only slightly less data, we are able to test their predictive power and better guard against
overfitting.
This paper proceeds as follows: in Section 4.3, we describe the Fermi data selected for
analysis along with additional data used for modeling. Section 4.4 describes our modeling of
the gamma-ray background near the SMC. Section 4.5 explores the possible time variability of
the SMC gamma-ray emission, which may indicate background point source contamination.
In Section 4.6, we explain the physical motivation behind our models of the SMC gamma-ray
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emission. In Section 4.7, we explain and motivate the cross validation technique, and we also
perform convergence tests on our data. We present our results in Section 4.8 and place them
in the context of past work in Section 4.9. We make concluding remarks in Section 4.10.
4.3 Data
We analyze photons collected by the Large Area Telescope (LAT) aboard the Fermi Gamma-
ray Space Telescope over a period spanning 2008 August 8 to 2015 July 11. As shown in Fig-
ure 4.1, our ROI is approximately 20◦×20◦ and centered at (α, δ) = (0h52m0s, which is similar
to the region studied by Abdo et al. (2010b) although their study was performed in galactic
coordinates. Using the Fermi Science Tools software, we select only the 276,161 front-
converting photons, which have higher angular resolution than the 211,054 back-converting
events we have excluded, ranging in energy from 200 MeV to 20 GeV. To reduce contamina-
tion from gamma rays originating from Earth, we require LAT to be pointing no greater than
90◦ from the zenith. Photons are binned in space into a 200× 200 pixel grid and in energy
into ten logarithmically-spaced bins. Our data reduction and analysis have been performed
using the v10r0p5 release of the Fermi Science Tools software. Data cuts have been made in
accordance with the recommendations appropriate for the Pass 8 data release, and modeling
is performed using the binned likelihood analysis pipeline described by the Fermi Science
Support Center1.
Following Foreman et al. (2015), we use several maps detected at longer wavelengths
which trace both the targets and the cosmic rays that give rise to the diffuse gamma-ray
emission described by Equations (4.1)–(4.3). Because the scalings of these images are left as
free parameters to be fit by the maximum likelihood routine, we show the maps in arbitrary
units. Figures 4.2–4.4 are included merely to provide the reader with a sense of the spatial
distributions of the SMC’s components. For further details about each map, we refer the
1See http://fermi.gsfc.nasa.gov/ssc/data/analysis/scitools/binned_likelihood_tutorial.
html
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Figure 4.1 Fermi data collected over 83 months of survey time from a region centered on
the SMC that spans a 20◦ × 20◦ patch of sky. Photon energies are between 200 MeV and
20 GeV. For display purposes only, we have convolved the map with a σ = 0.1◦ Gaussian
smoothing kernel and have applied a square-root color scale. Note: the brightest source in
this region is not the SMC, but rather the globular cluster 47 Tucanae, located just west of
the SMC.
reader to the original references cited below. We note that the pixel size used in our binned
analysis of the Fermi data is larger than than those of the original versions of all the maps
at longer wavelengths. We have used the MIRIAD regrid function to rescale the maps
presented in Figures 4.2–4.4 to match the grid used for the Fermi data.
The target particles in the pion-decay and bremsstrahlung interactions given by Equa-
tions 4.1 and 4.2 are ambient protons of the ISM. These protons are observed in the SMC
primarily as the three phases of hydrogen: ionized, neutral, and molecular. The left map
of Figure 4.2 shows the distribution of ionized hydrogen across the SMC detected through
Hα emission. These data were collected at 656.3 nm as part of the Southern Hα Sky Survey
Atlas (SHASSA) using the El Enano telescope at the Cerro Tololo Inter-American Obser-
vatory (Gaustad et al., 2001). The right image of Figure 4.2 depicts the distribution of HI
column density measured at 21 cm using the Parkes Telescope and the Australia Telescope
Compact Array (Stanimirovic´ et al., 1999). We assume the emission to be optically thin
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when converting 21 cm line intensity to hydrogen column density.
Figure 4.2 55×55 pixel maps of hydrogen phases used for modeling pion-decay (Equation 4.1)
and bremsstrahlung (Equation 4.2). The images are normalized by their maximum pixel
values, and a square-root color scale is used. The extent of these maps is the same as that
of the dashed box displayed in Figure 4.1. Left: Ionized hydrogen (Gaustad et al., 2001).
Right: Neutral hydrogen (Stanimirovic´ et al., 1999).
Photons of the ISRF are the target particles in the inverse Compton interaction given
by Equation 4.3. To estimate the spatial distribution of the ISRF, we use two maps cor-
responding to the peaks in the SMC spectral energy distribution (SED, Israel et al., 2010;
Meixner et al., 2013) at approximately 160 µm and 1.24 µm. The left map of Figure 4.3
traces the distribution of near infrared photons emitted by low-mass stars. These data were
collected as part of the 2MASS (Skrutskie et al., 2006). The right map of Figure 4.3 is of
160 µm thermal dust emission. The map was taken as part of the Surveying the Agents of a
Galaxy’s Evolution (SAGE) program using the MIPS instrument on board the Spitzer Space
Telescope (Gordon et al., 2011).
The maps described above trace target particles, both protons and photons, in the cosmic-
ray interactions described by Equations (4.1)–(4.3). In the limit of concentrated cosmic-ray
flux (see Section 4.6 for details), we use the 16 Myr SMC star formation rate map derived
by Harris & Zaritsky (2004) (reproduced in Figure 4.4) to trace the cosmic-ray distribution.
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Figure 4.3 55 × 55 pixel maps tracing the SMC ISRF used for modeling inverse Compton
gamma-ray emission (Equation 4.3). The images are normalized by their maximum pixel
values, and a square-root color scale is used for display purposes only. The extent of these
maps is the same as that of the dashed box displayed in Figure 4.1. Left: 1.24 µm emission
(Skrutskie et al., 2006). Right: 160 µm emission (Gordon et al., 2011).
Figure 4.4 55 × 55 pixel map tracing the SMC star formation rate 16 Myr ago as derived
by Harris & Zaritsky (2004). The choice of the 16 Myr star formation rate map as a proxy
for the SMC cosmic-ray distribution is based on the analysis presented in Section 4.11. The
image is normalized by its maximum pixel value, and a square-root color scale is used for
display purposes only. The extent of this map is the same as that of the dashed box displayed
in Figure 4.1.
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These star formation rates were derived from data taken as part of the Magellanic Cloud
Photometric Survey (Zaritsky et al., 1997). We have selected the 16 Myr star formation rate
map based on the analysis described in Section 4.11.
4.4 Backgrounds and Foregrounds
It is apparent from Figure 4.1 that the SMC is neither the only nor even the brightest
gamma-ray emitting object in our ROI. If we wish to accurately model the diffuse emission
from the SMC, we must also model emission from these background sources. Table 4.1
lists the background and foreground sources (as well as a fiducial SMC model) used in our
analysis.
Table 4.1: Model Sources
Component TS (Full Data) Parameters First Point σ (3FGL)
Extragalactic diffuse 3681.37 1 1 ...
Galactic diffuse 12965.1 1 2 ...
47 Tuc (3FGL J0023.9-7203) 2775.01 3 3 46.4
3FGL J0101.0-6422 1049.30 3 4 26.9
3FGL J2147.3-7536 904.645 0 4 75.8
SMC 2DG 619.372 2 5 27.9
3FGL J0018.9-8152 224.662 2 6 10.7
3FGL J0217.0-6635 212.663 2 6 12.1
3FGL J2230.5-7817 172.021 2 7 12.4
3FGL J0029.1-7045 161.099 2 7 12.1
3FGL J2321.2-6439 145.335 2 7 4.3
3FGL J0302.5-7915 121.356 2 7 8.0
3FGL J2338.7-7401 108.289 2 7 10.3
3FGL J2354.4-6612 95.9054 2 8 6.4
3FGL J0301.8-7157 93.6170 2 8 10.4
3FGL J0224.1-7941 84.2639 2 8 7.0
3FGL J2336.5-7620 76.1269 2 8 8.1
3FGL J0200.9-6635 72.4628 2 8 6.9
3FGL J0146.4-6746 63.8562 2 9 6.9
3FGL J0112.9-7506 61.2889 2 9 5.4
Continued on Next Page. . .
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Table 4.1 – Continued
Component TS (Full Data) Parameters First Point σ (3FGL)
3FGL J2351.9-7601 61.0257 2 9 6.1
3FGL J0048.1-6343 58.9231 2 9 6.8
3FGL J0216.1-7016 49.5809 2 9 6.0
3FGL J0208.0-6838 43.8897 2 10 7.9
3FGL J0002.0-6722 43.4012 2 10 5.9
3FGL J0244.4-8224 41.4697 0 10 5.1
3FGL J0021.6-6835 41.2191 2 10 5.4
3FGL J2202.4-8339 30.1738 0 10 23.1
3FGL J2258.1-8248 30.0434 0 11 8.8
3FGL J0046.7-8419 20.2891 0 11 6.2
3FGL J2100.6-7844 15.1589 0 11 4.6
3FGL J2237.5-8326 14.9242 0 11 4.7
3FGL J2334.4-7948 9.75614 0 11 4.1
3FGL J2121.5-8253 5.11563 0 11 4.6
3FGL J2337.2-8425 3.58723 0 11 4.7
3FGL J0356.3-6948 0.808936 0 11 4.7
Note. — TS refers to the Fermi Science Group’s adopted test statistic of the likelihood ratio. The
values reported here are determined using our full data set described in Section 4.3. “Parameters”
refers to the number of free parameters the model is allowed to fit to each source’s spectrum. “First
point” refers to when the source is first included in the fitting graph, Figure 4.10. For comparison,
we include each source’s detection significance (∼ √TS) reported in the Fermi Third Source Catalog
(3FGL).
Our background/foreground model is comprised of two diffuse components, both supplied
with the Fermi Science Tools software, and 33 point sources mostly corresponding to blazars
and globular clusters. We use iso P8R2 SOURCE V6 FRONT v06.txt as our extragalactic dif-
fuse component in accordance with Pass 8 recommendations based on our selection of only
front-converting photons. The model we use for the Milky Way foreground emission is con-
tained in gll iem v06.fits. We fit the extragalactic and Milky Way diffuse components
using one free parameter each: the normalization. The spectral shapes of these two models
are already supplied by the files listed above.
Accurate estimation of the flux contribution from these two diffuse models, which overlap
with the SMC signal, requires analysis of a significant number of pixels in which they are the
only expected contributors to the count measurements. Therefore, our region of interest cov-
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ers a much larger patch of sky than is subtended by the SMC. In turn, our ROI encompasses
background point sources of cosmological origin, i.e., isotropic distribution, which also must
be modeled.
The point sources in our model are all reported in the Fermi Third Source Catalog (Acero
et al., 2015). We select sources within 15◦ of the center of our ROI (α, δ = 0h52m0s,−73◦0′0′′)
for inclusion in the background model using the make3FGLxml.py script written by T. John-
son2. In general, the spectral parameters of sources at more than 10.3◦ from the ROI center
are held fixed to the values reported in 3FGL; the same is true for sources detected in the
3FGL study with significance lower than 5σ. A subset of these faint, distant sources are
so dim or so far outside our ROI that likelihood maximization does not converge when
they are included. These sources, which we do not model at all, are: 3FGL J0051.2-6241,
3FGL J0116.3-6153, 3FGL J0236.7-6136, 3FGL J2200.0-6930, 3FGL J2212.3-7039, 3FGL
J2220.6-6833, and 3FGL J2312.9-6923.
Point sources without fixed parameters are typically fit using two free parameters: a nor-
malization and a power law spectral index. The two sources that have three free parameters
are the brightest in our ROI and are detected with enough significance to model additional
curvature in their spectra. Gamma-ray emission peaks in our ROI at the location of globular
cluster 47 Tucanae (3FGL J0023.9-7203) located just to the west of the SMC, and it is mod-
eled using a log-parabola spectrum. To model 3FGL J0101.0-6422, the bright source directly
north of the SMC towards the edge of our ROI, we use a power law super-exponential cutoff.
To estimate source detection significance, we can use Fermi’s adopted test statistic, the
likelihood ratio:
TS = −2 ln
(Lmax,0
Lmax,1
)
. (4.4)
Here Lmax,0 corresponds to the maximum likelihood of the null hypothesis, i.e., the source
under consideration is not modeled, and Lmax,1 is the maximum likelihood when a model
for the source is included. The likelihood is computed by the Fermi Science Tools software
2Available at http://fermi.gsfc.nasa.gov/ssc/data/analysis/user/
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using Poisson statistics and is given by:
L = e−Nexp
∏
i
mdii
di!
, (4.5)
where i is the pixel index over space and energy, di and mi are the detected and modeled
number of counts in pixel i, and Nexp is the sum over all mi.
TS is approximately equal to the square of detection significance σ assuming a point
source model and high photon counts. The sources in Table 4.1 are listed by descending
TS value. Our significance values can be discrepant with those reported in the 3FGL study
because our data were collected over a longer period of time, because we impose stricter
quality requirements for photon selection (front-converting only, narrower energy range, etc.),
and because we do not use an all-sky ROI as does the 3FGL.
We note the source 3FGL J2147.3-7536, which has a very high TS value but is modeled
with no free parameters. The center of this source lies just outside the boundary of our
ROI, so we do not allow its parameters to be fit by the maximum likelihood algorithm. As
indicated by the high detection significance reported in the 3FGL, this source is very bright
and so contributes a large number of counts in the southwest portion of our ROI.
The left image of Figure 4.5 shows our background model fit using the likelihood max-
imization functionality of the Fermi Science Tools software. The right image is the back-
ground subtracted gamma-ray emission from the SMC, shown for the central 5.5◦ × 5.5◦
region within our ROI. Contours in the background subtracted map indicate the quantity:
σi =
|di −mi|√
mi
, (4.6)
where di is the detected count and mi is the modeled count in pixel i. Plotted in Figure 4.5
are 1 and 2σ contours that have been smoothed using a Gaussian of width 0.1◦. We use
the 1σ contour surrounding the SMC emission for the purposes of photon counting in our
variability analysis described below.
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Figure 4.5 Left: SMC background model fit to our ROI. Model includes extragalactic diffuse
emission, Milky Way foreground emission, and 33 point sources (see Table 4.1). A square-root
color scale used for display purposes only, and the dashed box is the same as in Figure 4.1.
Right: Background subtracted map. The extent of this map is that of the dashed box in the
left image. The color bar maps the quantity sign(data− background)√|data− background|.
Contours indicate 1 and 2σ levels where σ = |data− background|/√background. As in
Figure 4.1, both maps, as well as the σ contours, have been smoothed using a Gaussian
kernel of width 0.1◦.
4.5 Time Variability
Following Abdo et al. (2010b), we investigate the variability of the SMC as a gamma-ray
source. If the the emission detected by Fermi is indeed caused by the cosmic-ray interactions
described by Equations (4.1)–(4.3), the SMC’s gamma-ray flux should not flare drastically.
On the other hand, if the SMC is coincident with a background blazar, the AGN may undergo
periods of heightened gamma-ray emission, which would reveal themselves in the SMC light
curve.
To estimate the monthly gamma-ray fluxes from the SMC, we employ the method of
Foreman et al. (2015). We use as a bounding region the 1σ contour level surrounding the SMC
from the background-subtracted gamma-ray map shown in Figure 4.5. In the raw monthly
counts maps, we count all photons detected within this bounding region, both background
and SMC photons alike. We determine the monthly exposure using the gtexpmap2 function
provided by the Fermi Science Tools software. Figure 4.6 shows our monthly flux estimates.
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Figure 4.6 Monthly fluxes of the SMC within the 1σ contour shown in Figure 4.5. The solid
horizontal line indicates the mean flux over the 83-month period, the dashed lines indicate
one standard deviation, and the dotted lines indicate three standard deviations. No month
lies outside of three standard deviations from the average. Note: these flux estimates include
photons from Galactic and extragalactic diffuse backgrounds and are overestimates of the
SMC’s intrinsic gamma-ray flux.
With the compromise of including emission from the Milky Way and the extragalactic
diffuse component, our monthly flux estimates are independent of any model for the SMC.
While the fluxes reported in Figure 4.6 are overestimates because of the inclusion of photons
from the two additional diffuse sources, the Galactic and extragalactic components are also
nonvariable. We prefer to estimate the monthly fluxes in a model-independent way because
so few photons are detected on such a short timescale, and we avoid the risk of introducing
variability caused by overfitting. Additionally, given our stricter photon quality requirements
(e.g., front-converting only), our data contain fewer photons per month than did the Abdo
et al. (2010b) study.
Figure 4.6 shows that flux from the SMC region varies by 3.3 × 10−8 ph cm−2 s−1;
however, the flux from no month lies outside of three standard deviations from the mean.
For comparison, the flux variation in the LMC region spanned 1.5 × 107 ph cm−2 s−1 over
the 66 months analyzed by Foreman et al. (2015). As did Abdo et al. (2010b), we therefore
proceed under the assumption that the SMC is not contaminated by a background blazar.
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4.6 Gamma-Ray Models
Following Foreman et al. (2015), we construct an ensemble of physically motivated models
for the SMC gamma-ray distribution, which we represent using spatially resolved maps at
longer wavelengths. We distinguish these models by minimizing their residuals with respect
to the Fermi observations. Each model is fit using two free parameters by the binned
maximum likelihood routine implemented in the Fermi Science Tools. The spatial- and
energy-dependent gamma-ray intensity predicted by each model takes the form:
Iγ(x, y, E) = aM(x, y)E
−b, (4.7)
where a and b are the maximum likelihood best-fit parameters and M(x, y) is a spatial
template constructed from an SMC map at lower photon energies.
The energy dependence of our models is assumed to be power law in nature, whereas
the energy spectra resulting from the collision processes described in Equations (4.1)–(4.3)
are not pure power laws (e.g., Stecker, 1971) over the energy range we consider. The power
law model is appealing, nonetheless, given its single required free parameter. Given the
expected curvature of the SMC gamma-ray spectrum, our power law model will overestimate
emission at the highest and lowest energies and will underestimate midrange energy emission.
Foreman et al. (2015) found their results unaffected by the inclusion of additional spectral
parameters in their spatial models. The SMC is detected at much lower significance, so we
do not expect higher-order spectral terms will change the conclusions of this work.
The maps we have used forM(x, y) are shown in Figures 4.2–4.4 and are further motivated
below. Our models represent gas- and radiation-dominated processes as well as diffuse and
concentrated cosmic-ray distributions.
As motivated by Foreman et al. (2015), the gamma-ray intensity arising from col-
lision process ` involving cosmic-ray species i ∈ (e−, ions) and target particle species
92
j ∈ (gas, radiation) is schematically given by
I` = 〈Φiσij→γ〉Nj, (4.8)
where Φi is the flux of cosmic-ray species i, σij→γ is the interaction cross section, and Nj is
the column density of target particle species j. The angle brackets represent the appropriate
average over the cosmic-ray energy spectrum and, in the case of inverse Compton scattering,
the spectrum of the ISRF.
Equation (4.8) suggests our spatial maps M(x, y) should be the product of a proxy for the
cosmic-ray flux Φi and the target particle number density Nj, where the collision cross section
σij→γ is incorporated in the normalization parameter a of Equation (4.7). Assuming optically
thin target distributions and complete mixing along each line of sight, Nj is traced by surface
brightness as shown in Figures 4.2 and 4.3. As did Foreman et al. (2015), we consider two
limiting cases for the cosmic-ray flux: a concentrated distribution in which cosmic rays have
not diffused significantly from their acceleration sites and a diffuse distribution in which
cosmic rays have a uniform flux across the extent of the SMC.
For simplicity and given the limited spatial extent and angular resolution of the Fermi
SMC observations, we do not explore the possibility of a spatially varying cosmic-ray energy
spectrum. This effect would manifest in the spatial variation of the gamma-ray spectrum
itself; however, the previous study of the Fermi SMC data by Abdo et al. (2010b) also applied
a single spectral index across the entire SMC.
4.6.1 Fiducial Model
For testing and comparison purposes, we adopt the 2DG model presented in Abdo
et al. (2010b). This model is a two-dimensional Gaussian profile centered at (α, δ) =
(0h59m25s,−72◦44′30′′) with width σ = 0.9◦. Specifically, this model is used in the con-
vergence tests presented in Section 4.7, and as a reference point in Figures 4.11 and 4.12.
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4.6.2 Gas Models
In the cases of hadronic and bremsstrahlung gamma-ray emission, the target particles of
relevance are ambient thermal protons of the ISM, i.e., the three phases of hydrogen: ionized,
neutral, and molecular. Our models for these interactions assume gamma-ray emission arises
from the overlap of the spatial distribution of cosmic rays and that of the interstellar gas. We
explore two limiting cases, the first of which assumes the cosmic-ray distribution is uniform
across the SMC. In this case, we expect the gamma-ray signal to correlate with only the gas
column density. In the opposite limit, we assume cosmic rays remain tightly concentrated
near their acceleration sites traced by the star formation map shown in Figure 4.4. In this
limit, gamma-ray emission is traced by the product of the gas column density and the star
formation rate, which we use as a proxy for cosmic-ray flux.
Figure 4.2 shows the distributions of neutral and ionized hydrogen across the SMC.
Following Abdo et al. (2010b), we do not consider molecular hydrogen in our study given
its relatively low mass fraction (∼7% of HI mass) estimated by Mizuno et al. (2001). As
discussed in Foreman et al. (2015), unlike HI, the intensity of Hα is not directly proportional
to the column density of ionized hydrogen, but rather to
∫ L
0
npneds ≈ n2HαL. Under the
expectation that the ionized hydrogen number density varies more significantly across the
SMC than does the path length L, we use
√
IHα as a proxy for the column density.
By themselves, the HI and
√
Hα models represent our diffuse limit case in which we
assume cosmic rays are distributed uniformly across the SMC after an extended period of
propagation away from their sites of acceleration. With the cosmic-ray flux considered to be
isotropic, its numerical value becomes incorporated into the normalization parameter a given
in Equation (4.7). For the purposes of comparison with previous studies, we also include
a spatial model using IHα, although we emphasize that this model does not well trace the
ionized hydrogen column density.
To generate our concentrated models, we multiply the HI and
√
Hα by the 16 Myr star
formation rate map derived by Harris & Zaritsky (2004) shown in Figure 4.4 such that
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M(x, y) of Equation (4.7) becomes:
M(x, y) = IHIψ16 Myr (4.9)
in the case of HI and similarly for
√
Hα. Harris & Zaritsky (2004) have derived spatially
resolved star formation rates for 24 epochs spanning back 10 Gyr of the SMC’s history. In
Section 4.11, we explain our selection of the 16 Myr epoch among an ensemble of possibilities.
4.6.3 Radiation Models
Inverse Compton emission is the result of the upscattering of ISRF photons by CRes. Here
we use spatial templates tracing photons emitted by low-mass stars at 1.24 µm and by ther-
mal dust at 160 µm shown in Figure 4.3. We have selected these wavelengths to model the
ISRF based on the SEDs of Israel et al. (2010) and Meixner et al. (2013), which peak at
approximately these two wavelengths. Additionally, the CMB contributes an isotropic com-
ponent to the SMC’s ISRF. The isotropic nature of the CMB means MCMB(x, y) = MCMB,
which can simply be incorporated into the normalization parameter a in Equation (4.7).
In practice, our concentrated CMB model is simply the 16 Myr star formation rate map
itself. The diffuse CMB model is tricky since both targets and cosmic rays are isotropic.
This model takes the form of a two-dimensional top hat function with a boundary defined
by the 1σ contour shown in the right panel Figure 4.5 (same boundary used for the time
variability analysis). The concentrated and diffuse models for the 1.24 µm and 160 µm maps
are constructed the same way as for the gas models.
4.7 Cross Validation
We employ four-fold cross validation for the purpose of SMC gamma-ray model comparison
(Stone, 1974). We split our data into four subsets of consecutively detected photons. A total
of 276,161 photons meet our selection criteria over the 83 months of survey time we analyze;
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therefore, each subset contains 69,040 photons. Normally, cross validation sets are generated
randomly, but because flux calculations require independent knowledge of when the telescope
was pointing at our ROI, we split the data consecutively. We performed data segmentation
using the output file of the gtmktime command when run on the full 83-month data set. We
note that calendar time is not appropriate for splitting the data because changes in Fermi’s
pointing over the course of the survey cause inconstant coverage of our ROI for the 21-month
periods in our data.
Figure 4.7 shows the count maps generated from the four folds of our data. Each fold
is used once for testing and three times for training. For example, the Subset 1 test set
contains photons collected from 2008 August 8 until 2010 April 13, and the corresponding
training set covers 2010 April 13 until 2015 July 11, i.e., all photons not collected during
the test set period. The second test set spans 2010 April 13 to 2011 November 12, the third
2011 November 12 to 2013 June 30, and the fourth 2013 June 30 to 2015 July 11.
We choose four as the ideal number of folds because four is the largest integer for which
our test sets contain data collected over a longer period of time than the Abdo et al. (2010b)
study. Also, our training sets span considerably more time than the 3FGL catalog analysis
(Acero et al., 2015). Below we use a learning curve to show that this data splitting is
appropriate given the number of free parameters associated with our model for our ROI (see
Table 4.1).
4.7.1 Motivation
Cross validation can be well motivated by the following thought experiment. Consider ten
points drawn from a parabolic distribution with random Gaussian deviates such that
y = x2 +N(µ = 0, σ). (4.10)
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Figure 4.7 Train (left) and test (right) sets used for cross validation. The color bar axes
are
√
counts deg−2 as in Figure 4.1. Test Set 1 contains the first 25% of photons detected
during survey time; Test Set 2 consists of the second 25% of photons, etc. Train sets consist
of all photons not included in their corresponding test sets.
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These ten points can be perfectly described by a ninth-order polynomial: the model residual
with respect to the training data is exactly zero. However, when we draw an eleventh point,
the residual of this degree-nine polynomial model with respect to this new test point is likely
to be large. This is especially true if our eleventh point lies outside the range of x covered
by our first ten points, where the ninth-order polynomial will quickly tend to ±∞.
The problem here is that we tried to perfectly explain behavior in our data that was
inherently random, theN(µ = 0, σ) term. We can avoid such overfitting by minimizing model
residuals with respect to test sets on which the model is not trained. If we define independent
subsets of two randomly selected points each, we can perform 5-fold cross validation which
allows each point to be used for model training (of course, not simultaneously) and allows
for mean and scatter residual quantities to be estimated for any model we wish to try.
4.7.2 Learning Curve
To determine whether our analysis is data limited, we further split our data into 16 subsets
and produce the learning curve shown in Figure 4.8. Given the total of 276,161 photons used
in our analysis, each subset consists of 17,260 consecutive detection events. We use Subsets
1–12 to train our model for the gamma-ray emission from our ROI and Subsets 13–16 as the
test set against which we quantify the error of the trained models.
In practice, the first point on our learning curve is determined by training our model
on Subset 1, i.e., the first 17,260 photons in our ROI detected by Fermi, using the binned
likelihood analysis procedure described by the Fermi Science Support Center. We feed the
maximum likelihood parameters of our model along with the data (counts cube, livetime
map, exposure map, etc.) associated with our test set (subsets 13–16, see bottom right map
of Figure 4.7) as inputs to the gtsrcmaps and gtmodel functions. For a visualization of this
process, described using the Fermi Science Tools functions, see Figure 4.9. We compute the
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Figure 4.8 Learning curve, Y 2R (see Equation 4.11) vs. training set photon count. The solid
line is computed from the residual with respect to the testing set. The dashed line is
computed from the residual with respect to the training set. As for χ2R statistic, optimal fits
have Y 2R values near one.
reduced Y 2 statistic defined by Lucy (2000) as:
Y 2R = 1 +
√
2ν
2ν +
∑Npix
i=1 m
−1
i
1
ν
Npix∑
i=1
(di −mi)2
mi
− 1

≈ 1 +
√
2Npix
2Npix +
∑Npix
i=1 m
−1
i
 1
Npix
Npix∑
i=1
(di −mi)2
mi
− 1
 , (4.11)
where ν = Npix − nparams − 1 is the number of degrees of freedom in our model, Npix is the
number of pixels in the count map (40,000), di is the number of observed counts measured
in pixel i of the test set, and mi is the modeled value at pixel i. Here nparams = 50 is
the number of free parameters fit by our model. We make the final approximation by
considering Npix  nparms. The Y 2R statistic was defined by Lucy (2000) as a modified χ2R
statistic appropriate for Poisson processes where di is often close to zero (see also Press et al.,
2007 Section 14.3.2). Subsequent points on the learning curve are computed by repeating
this analysis using Subsets 1–2 for training, then 1–3, 1–4, up to 1–12.
We have chosen to perform our learning curve and fitting graph (Section 4.7.3) analyses
using the Y 2R statistic rather than the likelihood value given by Equation (4.5) because the
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Figure 4.9 Pipeline for train and test sets described in Section 4.7.2. Data reduction proceeds
independently for both data sets. The gtlike function is run only on the training set, and
its output is used to generate a model for the test set. Each function listed is a Fermi Science
Tools function used for the binned likelihood analysis.
Y 2R statistic trends towards the same value of one for both the training and test sets. This
is not true of the likelihood value, which depends on the number of modeled photons. One
cannot easily distinguish whether the likelihood difference between test and training sets is
caused by the difference in set sizes or by a truly better fit.
The dashed curve in Figure 4.8 indicates the Y 2R quantity for the testing set. We find
that over the first few subsets of data, Y 2R decreases, likely in part, because with so little
training data, we are not able to achieve likelihood maximization convergence by leaving
all 50 parameters free. Up to the first ∼50,000 photons, there is a degeneracy between the
training set size and the number of free parameters. Once the training set contains more
than a quarter of the full 83-month data, we begin to see the expected asymptotic behavior.
With the largest training set of ∼200,000 photons, Y 2R ≈ 0.99.
As expected, the model is a better fit to the training data than the testing data which is
indicated by the fact that the solid curve in Figure 4.8 consistently lies closer to Y 2R = 1 than
the dashed curve. This is precisely our motivation for holding out a test set: the residual
between the data used for training and the model learned from that data does not accurately
reflect the model’s predictive power. Again, we see a decrease in Y 2R over the first few subsets,
likely caused by a corresponding increase in the number of free parameters.
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4.7.3 Fitting Graphs
To ensure we are not overfitting our data with too many free parameters for our background
model, we produce the fitting graphs shown in Figure 4.10. Unlike the learning curve analysis
described above, the subsets for this analysis are the same as shown in Figure 4.7. As more
free parameters are added to the model, we can always expect the fit to the training data
to improve. In the fitting graphs shown in Figure 4.10, as more parameters are added, the
solid curves continue to approach the ideal Y 2R of one. The danger is that if too many free
parameters are allowed, the model will begin explaining spurious outliers in the training set
and will not generalize well to data on which it has not been trained.
Figure 4.10 Y 2R vs. model complexity. Model complexity is determined by the number of free
parameters simultaneously fit to the training data. These free parameters are associated with
models for background point sources and the extragalactic and Galactic diffuse components,
as well as a fiducial model for the SMC. See Table 4.1 for a list of the source models included
in each point of the fitting graphs.
Overfitting reveals itself in a fitting graph when the testing curve and training curve
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begin to diverge. This is the point at which adding free parameters to the model harms
its performance on unseen data. In our case, we have not reached such a point during the
accumulation of our 50 free parameters, and we can be confident that our model is not
grossly overfitting the training data.
Over a portion of the fitting graphs, the model performs better on the test set than it
does on the training set, at least as measured by our chosen statistic, Y 2R. This is especially
true for folds two through four. We do not have a satisfying explanation for this unexpected
behavior except to point out that once all point sources are included, the model does perform
better on the training set, as expected, for all four subsets. It is somewhat difficult to tell
from Figure 4.10, but Y 2R < 1 in subsets two to four once all point sources have been included.
4.8 Results
In this section, we make head-to-head comparisons of the gas models discussed in Sec-
tion 4.6.2 and of the radiation models discussed in Section 4.6.3. We expect both gas- and
radiation-dominated cosmic-ray interactions to contribute to the SMC gamma-ray signal,
and we defer a simultaneous fit of the best gas and best radiation models to Section 4.9.1.
To distinguish among the spatial models discussed in Section 4.6, we apply the normalized
absolute residual given by:
NAR =
∑Npix
i=1 |mi − di|∑Npix
i=1 mi
, (4.12)
wheremi and di are the modeled and detected counts, respectively, in pixel i. HereNpix = 56
2
as we use only the central region outlined by the dashed box in Figure 4.1 in our calculations.
The large extent of our original ROI is motivated by the desire to accurately estimate the
Milky Way and isotropic diffuse gamma-ray flux contribution. We eliminate the effect of
fluctuations in the background point sources by considering this smaller region in our residual
calculations.
We perform model-to-model comparisons using the NAR statistic rather than the likeli-
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hood statistic given by Equation (4.5) because the NAR can be computed in only the region
immediately surrounding the SMC, whereas the likelihood is computed across the entire
ROI and is dominated by fluctuations of background sources brighter than the SMC. As
mentioned in Section 4.7.2, the value of the likelihood depends on the number of modeled
photons, which causes an offset between the test and training sets. This is not the case for
the NAR statistic, which is normalized by the number of modeled photons. We use NAR
rather than Y 2R for SMC model comparisons because better fits always result in lower values
of NAR; this is not true of Y 2R where better fits are close to one.
As in the previous section, we use the cross validation folds shown in Figure 4.7 to train
and test our models. This affords us both the opportunity to test the predictive power of
our models on data on which they have not been trained as well as the ability to check the
robustness of the goodness of fit across all four folds. We determine goodness of fit using the
NAR statistic with respect to the test set for each cross validation fold. We plot the results
of our residual tests in Figures 4.11 and 4.12, and for reference, we include in both figures
the performance of the 2DG model used for testing in the previous section.
For both the gas and radiation cases, diffuse models in which the cosmic-ray flux is
assumed to be isotropic across the SMC outperform concentrated models that use star for-
mation as a proxy for the cosmic-ray flux. As expected, the residuals of each model against
the training set are consistently smaller than the residuals against the test set.
In Tables 4.2 and 4.3, we list the goodness-of-fit rankings for each model as well as the
fluxes and spectral indices estimated by the maximum likelihood fits. With the exception
of the 1.24 µm diffuse model, the SMC gamma-ray fluxes predicted by our fits range from
1.22 to 1.70 × 10−8 ph cm−2 s−1, and spectral indices range from 2.32 to 2.42. Reported
in Tables 4.2 and 4.3 are the mean values across all four folds, and the errors are estimates
resulting from the maximum likelihood parameter fits.
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Table 4.2. Gas Models
SMC CV SMC Flux Spectral
Model rank 200 MeV - 20 GeV Index
(10−8 ph cm−2 s−1)
√
Hα 1 1.70± 0.10 2.33± 0.06
HI 2 1.51± 0.09 2.34± 0.06
Hα 3 1.35± 0.08 2.39± 0.06√
Hαψ16 Myr 4 1.22± 0.08 2.40± 0.06
HIψ16 Myr 5 1.29± 0.08 2.41± 0.06
Note. — CV rank determined by NAR statistic (Equa-
tion 4.12) minimization.
Table 4.3. Radiation Models
SMC CV SMC Flux Spectral
Model rank 200 MeV - 20 GeV Index
(10−8 ph cm−2 s−1)
160 µm 1 1.57± 0.09 2.34± 0.06
1.24 µm 2 6.35± 0.35 2.54± 0.07
ψ16 Myr 3 1.42± 0.09 2.41± 0.06
CMB, D 3 1.35± 0.08 2.32± 0.06
160 µm ψ16 Myr 5 1.26± 0.08 2.42± 0.06
1.24 µm ψ16 Myr 6 1.30± 0.08 2.42± 0.06
Note. — CV rank determined by NAR statistic (Equa-
tion 4.12) minimization. See text for discussion of unusually
high flux from 1.24 µm model.
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Figure 4.11 Normalized absolute residual (Equation 4.12) computed for gas models described
in Section 4.6. Open circles are residuals with respect to the testing data subtracted by 0.25
for display purposes. Closed circles are residuals with respect to the training data. Panels
correspond to the same data subsets shown in Figure 4.7.
4.8.1 Gas Models
Our fits of the HI and Hα templates allow us to compare our results with the previous study
by Abdo et al. (2010b) who fit these same models. Those authors estimated goodness of fit
using the likelihood ratio given by Equation 4.4. We agree that the HI model outperforms the
Hα model and yields a 10% higher flux estimate than the Hα template. Our flux estimates
for these two models are inconsistent with the predictions by Abdo et al. (2010b). We
attribute this to the vastly improved systematics of the Pass 8 data release used here and to
the fact that we consider only front-converting photons for improved angular resolution.
The
√
Hα model consistently outranks all other gas-model templates based on its min-
imization of the residual against the test data sets. As mentioned above, all diffuse (i.e.,
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Figure 4.12 Same as Figure 4.11 but for radiation models described in Section 4.6.
isotropic cosmic-ray flux) models outperform all concentrated (i.e., cosmic-ray flux traced
by star formation) models. SMC gamma-ray flux estimates vary by 40% depending on the
spatial template assumed. The
√
Hα and HI templates yield higher fluxes based on their
larger angular extents (the ψ16 Myr map decreases the spatial coverage in the concentrated
models). Estimates of the spectral index vary by 3%, and models predicting higher fluxes
also predict harder spectra.
4.8.2 Radiation Models
The diffuse 160 µm map minimizes the NAR statistic among all radiation models. As was
the case for the gas models, the diffuse 160 µm and 1.24 µm maps are better fits than their
concentrated counterparts. The CMB models break this trend such that the diffuse and
concentrated maps perform equally well, i.e., for two of four subsets, the concentrated model
106
yields a lower NAR statistic, and for the other two subsets, the diffuse model yields a lower
NAR statistic. We note, however, the diffuse CMB map is a particularly high-bias model,
i.e., constant surface brightness across the extent of the SMC. Discounting the diffuse 1.24
µm map (explained further below), flux estimates vary by 25% among templates motivated
by the inverse Compton process, and spectral indices vary by 3%.
The fit using the diffuse 1.24 µm map is characterized by a high flux estimate and a
hard spectral index. As we see from Figure 4.3, the diffuse 1.24 µm map has the largest
density of high pixel counts of all the spatial templates we have considered, and the 1.24 µm
emission extends farther south and to the west than does the gamma-ray emission. These
two factors combine to explain the unusually high flux estimate. While the 1.24 µm template
does rank second among our radiation models, it is not a particularly close second compared
with the difference between the
√
Hα and HI gas models. In fact, the 1.24 µm model does
not outperform the fiducial 2DG model.
Though we do not show them in the same figure, the diffuse
√
Hα model outperforms
the diffuse 160 µm model in test sets 1, 3, and 4 and also minimizes the residual against all
four training sets. Thus we declare the diffuse
√
Hα template our best-fit model; however,
given how close the 160 µm template is in performance, we explore the simultaneous fit of
these two maps in the following section.
4.9 Discussion
4.9.1 Leptonic Emission from the SMC
The fits of the of the diffuse 160 µm and the diffuse
√
Hα maps result in similarly low
residuals with respect to the test data. We perform an additional simultaneous fit of these
maps under the expectation that all three cosmic-ray interactions given by Equations (4.1)–
(4.3) contribute at some level to the SMC gamma-ray emission presented in Figure 4.1. In
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this case, Equation (4.7) becomes:
Iγ(x, y, E) = a1
√
IHαE
−b1 + a2I160 µmE−b2 , (4.13)
where each map is fit using its own normalization and spectral index parameters.
We find that when fitting the two maps simultaneously, all of the flux estimated by
the maximum likelihood routine is attributed to the 160 µm map. At face value, this would
suggest that the SMC gamma-ray emission arises entirely from a uniform distribution of CRes
that inverse Compton scatter photons emitted by thermal dust. This is not likely a physical
picture given that measurements by Stanimirovic´ et al. (1999) and the SEDs reported in Israel
et al. (2010) and Meixner et al. (2013) do not suggest the ratio of hydrogen density to ISRF
energy density is significantly lower in the SMC than in the LMC. The same CRe population
responsible for the inverse Compton emission also encounters interstellar hydrogen, which
should result in bremsstrahlung emission. This fact is not encoded in our simultaneous fit
of the two maps.
A spectral analysis of the SMC gamma-ray emission would place a much better constraint
than we are able to with template fitting. The spectral analysis performed by Foreman et al.
(2015) is not necessarily trivially applicable to the SMC given that Sreekumar & Fichtel
(1991) suggest that the SMC is not an electron calorimeter. We leave the spectral analysis
of the SMC to future work.
4.9.2 SMC vs. LMC
Unlike the SMC, the results of Foreman et al. (2015) suggest that the LMC gamma-ray
emission is best explained by models that trace the cosmic-ray flux using maps of star
formation rates derived by Harris & Zaritsky (2009). The first question to ask about the
differing conclusions is: what role is played by the different statistical techniques used in each
study? Foreman et al. (2015) used the likelihood defined by Equation (4.5) to determine
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goodness of fit. While in Foreman et al. (2015) we did not hold out LMC data for testing
as we have done here (we will perform cross validation of the LMC models in future work),
we are able to take model residuals with respect to the training data (we reiterate, this is
not ideal), and results generally agree with those originally published. The NAR statistic
with respect to the LMC training data suggests concentrated models are preferred over their
diffuse counterparts in all cases except for the
√
Hα map, which is in good agreement with the
conclusions drawn from the likelihood statistic. We do not expect differences in conclusions
about the SMC and LMC are due to statistical method.
While the LMC is well constrained as a nearly face-on disk galaxy with inclination angle
∼30◦ (van der Marel & Cioni, 2001), the morphology of the SMC is not as well understood.
The SMC shows signs of disruption via tidal interactions with the LMC and Milky Way
(e.g., Putman et al., 1998), and its path length along the line of site is large compared with
its size on the sky (e.g., Subramanian & Subramaniam, 2012). This latter fact suggests that
plane-of-sky, two-dimensional modeling of cosmic rays in the SMC may be less informative
than in the LMC. As mentioned above, Sreekumar & Fichtel (1991) showed the SMC is
not a CRe calorimeter, at least for CRes at energies responsible for synchrotron emission.
The alignment of the SMC’s ordered magnetic field component with the direction of the
Magellanic Bridge (Mao et al., 2008; Lobo Gomes et al., 2015) may serve as a channel by
which cosmic rays are funneled away from the galaxy, and we are aware of work in progress
by Laura Lopez on the correlation between the LMC and SMC Fermi gamma-ray signals and
the galaxies’ magnetic field structures (private correspondence). The violation of electron
calorimetry, the ordering of the SMC’s magnetic field, and the smaller physical size of the
SMC indicate that cosmic-ray escape plays a more significant role in the SMC than in the
LMC. We expect all these differences in environment to contribute to the explanation as to
why the SMC gamma-ray emission does not correlate well with the star formation maps of
Harris & Zaritsky (2004).
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4.9.3 Cross Validation vs. Likelihood
As we explained in Section 4.9.2, the maximum likelihood statistic determined by the Fermi
Science Tools software and the NAR statistic against the training data were consistent when
comparing models of the LMC gamma-ray emission. The LMC is by far the dominant source
of gamma-rays in the ROI considered in Foreman et al. (2015) (see their Figure 1), so the
likelihood quantity, which is computed over the entire ROI, is a reasonable statistic for
distinguishing among LMC spatial models.
The SMC is a subdominant emitter of gamma-rays in the ROI considered here (Fig-
ure 4.1), and, therefore, the likelihood statistic is dominated by other sources and is not
valid for distinguishing among SMC spatial models. The maximum likelihood values com-
puted for models of the SMC, if used as a measure of goodness of fit, are in tension with
the results determined from cross validation. One would draw nearly the opposite conclu-
sion using likelihood, with the concentrated HI model maximizing likelihood and the diffuse
√
Hα minimizing it among gas models. To eliminate the effects of brighter sources, we take
residuals using only the central 5.5◦ × 5.5◦ portion of our ROI, and we implement the cross
validation method.
We rely on residual minimization for determining goodness of fit; however, as motivated
in Section 4.7.1, taking model residuals with respect to training data is not ideal. Overfit-
ting becomes a concern, especially as the number of model parameters increases, so we use
residuals with respect to test data to determine goodness of fit.
4.10 Conclusions
We have implemented four-fold cross validation as a means to compare various spatial models
for the SMC gamma-ray emission detected by Fermi. Cross validation begins with the data
reduction process, in which we have split the Fermi survey data into four independent subsets,
each with the same number of consecutively detected photons. Each subset is used once as
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test data, while the other three sets are simultaneously used for model training via maximum
likelihood parameter estimation. The best-fit model minimizes the residuals with respect to
all four test sets.
We find that the maximum likelihood statistic and the cross validation technique do not
predict the same best-fit models. We expect the likelihood performs poorly because of the
small spatial extent of the SMC in our ROI and because of its relatively low significance
of detection compared with other sources in our ROI. The residuals in our cross validation
analysis do not extend across the entire ROI so as not to be over influenced by variance in
background point sources not associated with the SMC. We do not find such discrepancy
between likelihood and residual for the larger, brighter LMC, and we do not expect the
results of Foreman et al. (2015) to be significantly affected.
We found the SMC gamma-ray emission to be best fit by the
√
IHα map with the I160 µm
map a close second. Unlike the LMC, the 16 Myr star formation rate map derived by Harris
& Zaritsky (2004) does not correlate well with the SMC gamma-ray data. For each target
particle map we tried, residuals were minimized by the diffuse cosmic-ray flux approximation
rather than the concentrated approximation. We expect the difference between the LMC
and SMC arises from the SMC morphology, which does not necessarily lend itself well to
two-dimensional, plane-of-sky analyses, and from the SMC’s smaller size, which allows for a
more rapid rate of cosmic-ray escape. Our best-fit model predicts an SMC gamma-ray flux
of 1.7± 0.1× 10−8 ph cm−2 s−1 with a power law spectral index of 2.33± 0.06.
In future work, we intend to compare spatial models for the LMC gamma-ray emission
described in Foreman et al. (2015) with the model recently reported by the Fermi collabora-
tion (The Fermi-LAT Collaboration, 2015). The model presented by the Fermi collaboration
uses 38 free parameters to fit the LMC data. The cross validation machinery described here
is perfect for determining whether use of this many parameters is truly warranted over the
much simpler models (at most, six free parameters) presented in Foreman et al. (2015). Ad-
ditionally, we still wish to explore the SMC spectrum in further detail to better determine
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the role each cosmic-ray interaction process plays in the SMC gamma-ray emission. Since
the SMC may not be an electron calorimeter (Sreekumar & Fichtel, 1991), it requires more
sophisticated spectral modeling than used by Foreman et al. (2015) for the LMC.
A nice, albeit computationally intensive, study could be performed to constrain GAL-
PROP models using Fermi gamma-ray data of the Milky Way and the cross validation
technique described here. We do not, however, mean to suggest cross validation applies
only to gamma-ray data. We recommend implementation of our technique in any situation
where two-dimensional, plane-of-sky modeling is necessary and time-based subset splitting
is possible during the data reduction stage.
We wish to thank Robert Brunner and Athol Kemball for enlightening discussions
that greatly contributed to the implementation of the statistical technique presented here.
We thank Laura Lopez for sharing her progress in tracing the MC gamma-rays using
magnetic fields. We thank Robert Gruendl for providing the mosaic of the 2MASS J-band
1.24 µm map. This work is supported by NASA under the Fermi Guest Investigator
Program (NNX12AO84G).
4.11 Supplement: Selecting the Star Formation Rate
Map
Harris & Zaritsky (2004) derived spatially resolved star formation rate maps of the SMC in
24 logarithmically-spaced epochs spanning the past 10 Gyr. We use these star formation rate
maps as proxies for the SMC cosmic-ray flux distribution under the assumption that cosmic
rays are sourced in the supernovae of short-lived, massive stars whose spatial distribution is
traced by recent star formation. Following Foreman et al. (2015), we consider star formation
epochs back to 25 Myr, still leaving five maps with which to explain the SMC gamma-ray
emission.
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Using the methodology presented in Section 4.8, we distinguish between various star
formation models by computing the normalized absolute residuals across the four cross val-
idation folds. As for the models described in Section 4.6, each map is fit to the gamma-ray
data using two free parameters described by Equation (4.7). Figure 4.13 shows the results of
these fits. The first five models are the independent fits of the 4, 6, 10, 16, and 25 Myr star
formation rate maps. For the ψ4+6 Myr and ψ10+16 Myr models, we first sum the two consecu-
tive epochs of star formation and proceed to fit these single maps independently. The “two
map” model fits the ψ4+6 Myr and ψ10+16 Myr maps simultaneously. The “three map” model
fits the ψ4+6 Myr, ψ10+16 Myr, and the ψ25 Myr maps simultaneously. The “four map” model
fits the 4, 6, 10, and 16 Myr maps simultaneously. Finally, the simultaneous fit of the 4, 6,
10, 16, and 25 Myr maps does not converge because of the degeneracy of 10 free parameters;
therefore, this “five map” model is not included in Figure 4.13.
We see from Figure 4.13 that the ψ16 Myr map consistently minimizes the residual against
the test data across all four cross validation folds. We select the 16 Myr star formation rate
map as a proxy for the cosmic-ray flux distribution as described in Section 4.6. We have
also tested whether multiplying these star formation maps by a target particle distribution
affects the residuals shown in Figure 4.13. We multiplied all of the star formation models
described above by the HI map shown in Figure 4.2 and found no change in our goodness-
of-fit estimates.
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Figure 4.13 Normalized absolute residual (Equation 4.12) computed for various star forma-
tion rate maps derived by Harris & Zaritsky (2004). Open circles are residuals with respect
to the testing data subtracted by 0.25 for display purposes. Closed circles are residuals with
respect to the training data. Panels correspond to the same data subsets shown in Figure 4.7.
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Chapter 5
Simulating the Large Magellanic
Cloud
With the intent of of developing a realistic model for cosmic-ray acceleration, propagation,
and energy loss to explain the gamma-ray emission from the LMC, I began developing dy-
namical simulations of the LMC using the FLASH4 code base. These simulations have yet to
be fully realized because focus of my thesis moved to the analyses described above, which lay
the observational foundation and test bed for the proposed cosmic-ray simulations. Fortu-
nately, graduate student Miguel Holgado has expressed interest in continuing the simulation
work I began in the earlier stages of my thesis research. Here I outline the proposed simu-
lations, document my progress thus far, and discuss future considerations for these realistic
LMC simulations.
5.1 Previous Simulation Studies
The galactic cosmic-ray propagation code (GALPROP, Strong & Moskalenko, 1998) has
made huge strides in numerically describing the physics of cosmic rays in the Milky Way.
GALPROP models cosmic rays using diffusion, convection, and diffusive reacceleration, and
parameters of the model are fit to agree with observed cosmic-ray species abundances. Strong
& Moskalenko (1998) use the boron-to-carbon ratio as the primary constraint on their numer-
ical model because it has been well measured by Voyager and other spacecraft over a broad
range of energies. 10Be/9Be is also used as a constraint for similar reasons. GALPROP has
been able to reproduce many observed cosmic-ray species abundances and cosmic-ray byprod-
ucts, including positrons and electrons (Moskalenko & Strong, 1998) and diffuse gamma rays
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(Moskalenko & Strong, 1999).
While GALPROP does well describing features of the Milky Way, it is not easily portable
for use in studies of other systems. GALPROP is not a Magnetohydrodynamics (MHD)
code, so models of the interstellar hydrogen and helium distributions and assumptions about
magnetic structure are not evolved with time. Booth et al. (2013) and Salem & Bryan (2014)
pioneered hydrodynamical simulations of galaxies including cosmic-ray physics; however,
neither study includes magnetic fields. In the simulations motivated here, the LMC will be
modeled as realistically as possible so that direct comparisons can be made with observed
gamma-ray data described in Chapter 2.
5.2 Cosmic Rays in FLASH4
Yang et al. (2012) present an implementation of a cosmic-ray propagation module in the
Adaptive Mesh Refinement (AMR), MHD code FLASH4 (Fryxell et al., 2000; Dubey et al.,
2008). The authors trace cosmic rays as a second, relativistic fluid by adding a term to
the MHD conservation of energy equation in order to account for the influence of cosmic
rays on the thermal-gas component, and they evolve the cosmic-ray transport equation after
recasting it in terms of cosmic-ray energy density.
In their Appendix, Yang et al. (2012) describe how they solve cosmic-ray propagation and
also how they verify the module produces expected results. The authors have successfully
demonstrated that their model of cosmic rays passes tests of advection, anisotropic diffusion
along magnetic field lines, dynamic coupling to thermal gas, and the Sod shock tube problem
(Sod, 1978). In their study, Yang et al. (2012) have ignored the effects of cosmic-ray streaming
along magnetic field lines, effects that are likely to be important in the proposed LMC study,
and they also are unable to distinguish between different species of cosmic rays.
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5.3 Modeling the LMC
Bekki & Chiba (2005) provide an excellent starting point for realistic simulations of cosmic-
ray propagation in the LMC. These authors model the LMC with three components: a
dark matter halo, a stellar disk, and a gaseous disk. The authors use the direct N-body code
GRAPE (Sugimoto et al., 1990), so these three components are all numerically represented as
particles. They trace gas dynamics, star formation, and metallicity evolution using particle-
particle interactions. While the LMC model motivated here will use FLASH’s grid-based
hydrodynamics, the halo and stellar-disk models of Bekki & Chiba (2005) are particularly
useful. Since the LMC has been interacting with the Milky Way and the Small Magellanic
Cloud (SMC) for much of its history, static halo and disk potentials do not well describe the
morphology of the LMC; therefore, I implement particle representations of the halo and disk
and introduce tides based on an orbits calculation of the three galaxies.
5.3.1 The LMC Halo
Following Bekki & Chiba (2005), I model the LMC halo using a Plummer sphere
ρ(r) =
(
3M
4pia3L
)(
1 +
r2
a2L
)−5/2
(5.1)
with scale length aL = 3.0 kpc, mass M = 7× 109 M, and 7× 108 particles. I also truncate
the disk so that the density profile smoothly approaches zero at the edge of the simulation
domain (40 kpc on a side) using the method described by Springel & White (1999) (see
Section 5.4 for details).
The canonical Plummer sphere is isotropic and rotation-less in isolation; however, I embed
an exponential stellar disk within the halo, which makes the Plummer sphere unstable.
The addition of the disk makes the total gravitational potential axisymmetric, so the halo
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velocities must be found using the axisymmetric Jeans equations
v2r(R, z) = v
2
z(R, z) =
1
ν(R, z)
∫ ∞
z
dz′ν(R, z′)
∂Φ
∂z′
, (5.2)
v2φ(R, z) = v
2
R +
R
ν
∂(νv2R)
∂R
+R
∂Φ
∂R
, (5.3)
where ν(R, z) is the density divided by the total mass of the galactic component in question,
and Φ is the total gravitational potential from the sum of all galactic components. Also,
Springel & White (1999) introduce rotation to their dark matter halos to add support against
the additional gravity from the disk (see Section 5.5 for details). The top images in Figure 5.1
demonstrate the stability of the dark matter halo over time.
5.3.2 The LMC Disk
I model the LMC disk using an exponential surface density profile and a sech2 height profile.
The density of the disk is given by
ρ(R, z) ∝ e−R/R0sech2
(
z
z0
)
, (5.4)
where the scale length R0 = 2.6 kpc and the scale height z0 = 0.2R0 are the same as used
by Bekki & Chiba (2005). The disk has a mass of 3 × 109 M and is composed of 3 × 108
particles.
As with the halo, I use the axisymmetric Jeans equations (Equations 5.2 and 5.3) to
find the velocity dispersions for the particles in the disk. The middle and bottom images
in Figure 5.1 demonstrate the stability of the disk surface density and linear height density,
respectively. The plots in Fig. 5.1 are meant to be compared to Hernquist (1993) Figures 7,
9, and 10, although that author used a different dark matter halo density profile. The
simulation is run for 825 Myr, which is approximately the time for one rotation of the outer
edge of the disk (R = 8.9 kpc).
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Figure 5.1 Initial (left) and final (right) profiles of halo volume density (top), disk surface
density (middle), and disk linear density in z (bottom). The simulation runtime of 825 Myr
is the circular period of the disk at 8.9 kpc. See Hernquist (1993) Figs. 7, 9, and 10 for
comparison.
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5.3.3 LMC Tides
Bekki & Chiba (2005) suggest the tidal forces on the LMC are largely responsible for the
galaxy’s morphology, specifically its central bar structure. I have replicated these authors’
three-body orbit calculation so that tidal forces may be incorporated into the LMC simula-
tions. The LMC and SMC are represented by Plummer spheres in the three-body calculation.
The LMC potential is given by
ΦLMC(rL) = −GMLMC(r2L + a2L)−1/2, (5.5)
where rL is the distance from the LMC, MLMC = 10
10 M, and aL = 3.0 kpc as used above.
The potential of the SMC is of the same form, but I use MSMC = 3× 109 M with aS = aL.
I represent the Milky Way with a singular isothermal sphere potential,
ΦG = V
2
0 ln r, (5.6)
where V0 = 220 km s
−1.
Dynamical friction between each satellite and the Milky Way is included with the addi-
tional force
Ffric,G = −0.428 ln ΛGGM
2
r2
, (5.7)
where ΛG = 3.0. Dynamical friction between the SMC and LMC is also included when the
separation of the two galaxies is less than 13.0 kpc using the additional force
Ffric,LS = −0.428 ln ΛLSGM
2
SMC
r2LS
. (5.8)
Bekki & Chiba (2005) do not quote the value they use for ΛLS in their paper; however,
ΛLS = 0.56 yields orbits that are qualitatively similar to Figure 2 in Bekki & Chiba (2005).
My orbit calculation is plotted in Fig. 5.2. To determine that ΛLS = 0.56 is most consistent
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with Bekki & Chiba’s result, I match the third peak (t ≈ −4.5 Gyr) of the LMC-SMC
separation curve where it overlaps and intersects the LMC-Galaxy and SMC-Galaxy curves.
Figure 5.2 Three-body orbit calculation using ΛLS = 0.56. The thick solid line indicates
the LMC-SMC distance, the thin solid line indicates the LMC-Milky Way distance, and the
dashed line indicates the SMC-Milky Way distance. These orbits are used for calculating
the tidal forces on the LMC. See Bekki & Chiba (2005) Figure 2 for comparison.
The orbits are calculated using the KDK leapfrog integration method with a timestep t =
−1.4 Myr. The origin of the calculation is the Galactic center where xˆ is taken to be the vec-
tor from the sun to the Galactic center, yˆ is taken to be the direction of the sun’s motion, and
zˆ is the right-hand specified normal to the Galactic plane. The initial positions of the LMC
and SMC are (X, Y, Z) = (−1.0,−40.8,−26.8) kpc and (X, Y, Z) = (13.6,−34.3,−39.8)
kpc respectively. The initial velocities are (Vx, Vy, Vz) = (−5.0,−225.0, 194.0) km s−1 for
the LMC and (Vx, Vy, Vz) = (40.0,−185.0, 171.0) km s−1 for the SMC. See Section 5.6
for a description of how I change from the Galacto-centric basis to the LMC-centered
simulation coordinates. The leapfrog code used for these calculations can be found at
https://github.com/garyForeman/LMCorbit.
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5.3.4 LMC Star Formation
The spatially resolved star formation maps of Harris & Zaritsky (2009) will be mapped to
the simulation grid, and cosmic ray energy densities will be sourced using these observation-
based distributions. We will assume a fraction of the star formation goes to creating stars
that will end their lives as supernovae using an initial mass function (e.g., Salpeter, 1955).
Based on the lifetimes of these massive stars, we can assume a delay time, after which we
will introduce supernovae. The supernovae will result in shocks that will be the sites of
cosmic-ray acceleration, and cosmic rays will be sourced with some efficiency factor that
we will constrain by matching simulation results with the observational data discussed in
Chapter 2.
5.3.5 LMC Magnetic Fields
In their study of cosmic rays as the source of emission from the Fermi bubbles, Yang et al.
(2012) used an isotropic, tangled magnetic field to model the Milky Way. The authors
motivate their magnetic representation by pointing to the fact that there is not a decisive,
observationally based model for the Galaxy’s large-scale magnetic structure. The magnetic
field prescription given in Yang et al. (2012) may be a simple starting point for these simula-
tions; however, recent observations of polarized radio emission and Faraday rotation measure
from the LMC (Mao et al., 2012) suggest the presence of a large-scale, quadrupolar mag-
netic field with a strength <7 µG. Yang et al. (2012) found that simulations implementing
anisotropic cosmic-ray diffusion, i.e., unequal diffusion coefficients parallel with and per-
pendicular to the magnetic field orientation, best matched the observed morphology of the
Fermi bubbles. This suggests my model of the LMC magnetic field, which will govern the
motion of cosmic rays in these simulations, could profoundly affect results.
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5.3.6 Analysis
By varying the parameters of our numerical model, e.g., diffusion coefficient, cosmic-ray
acceleration efficiency, magnetic structure, we can create a suite of simulated cosmic-ray
maps. While Miguel and Paul will ultimately decide how they wish to constrain these
simulations given the observed LMC gamma-ray data presented in Chapter 2, I envision two
possible ways to proceed from a simulation output with a three-dimensional grid of cosmic-
ray energy densities to a two-dimensional map of predicted gamma-ray emission. First,
one can estimate the gamma-ray emissivity (for hadronic and bremsstrahlung emission) per
simulation grid zone simply from the overlap of cosmic-ray flux and thermal gas density as
given by Equation 2.6. This would allow simulations to make self-contained predictions for
the LMC gamma-ray emission. On the other hand, I foresee the LMC gas distribution being
incredibly difficult to simulate perfectly. The first proposed analysis method will introduce
a degeneracy between the simulation parameters we wish to constrain and the accuracy
with which we can model the LMC gas when comparing with gamma-ray observations.
Alternatively, we may simply use the cosmic-ray fluxes as computed by the simulations in
the same way we have used the Harris & Zaritsky (2009) star formation maps in Chapter
2. We can multiply the the simulated cosmic-ray distribution by the detected distributions
of LMC gas and constrain the simulation parameters using the cross validation machinery
presented in Chapter 4. This later method will also make accounting for inverse Compton
gamma-ray emission much easier by avoiding modeling the interstellar radiation field in the
simulations themselves.
5.4 Supplement I: Halo Truncation
In their simulations, Springel & White (1999) truncate their dark matter halos so that they
do not abruptly fall to zero density at the edge of the region in which they place their
particles. First, let me define R200 as the radius within which the average density of the halo
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equals 200 times the critical density for a flat universe. Also, I will define the concentration
parameter as the ratio of R200 to the halo profile scale length aL, c = R200/aL. The authors
truncate their halos by using the following density profile for r > R200,
ρ(r > R200) = ρ(r < R200)|R200
(
r
R200
)b
exp
[
c− r
aL
]
, (5.9)
where, in my case, ρ(r < R200) is given by the Plummer profile, Equation (5.1). To solve for
b the authors use
d
dr
ln ρ(r < R200)
∣∣∣∣
R200
=
d
dr
ln ρ(r > R200)
∣∣∣∣
R200
. (5.10)
For r < R200,
ln ρ = ln
(
3M
4pia3L
)
− 5
2
ln
(
1 +
r2
a2L
)
(5.11)
d
dr
ln ρ = −5
(
1 +
r2
a2L
)−1
r
a2L
(5.12)
d
dr
ln ρ
∣∣∣∣
R200
= − 5
aL
c
1 + c2
. (5.13)
For r > R200,
ln ρ = ln
(
ρ(r < R200)|R200
)
+ b ln(r)− b ln(R200) + c− r
aL
(5.14)
d
dr
ln ρ =
b
r
− 1
aL
(5.15)
d
dr
ln ρ
∣∣∣∣
R200
=
b
R200
− 1
aL
. (5.16)
Equating Equation (5.13) and Equation (5.16) gives
b
R200
− 1
aL
= − 5
aL
c
1 + c2
. (5.17)
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Therefore,
b = c− 5c
2
1 + c2
. (5.18)
5.5 Supplement II: Plummer Sphere Rotation
At Equation (33), Springel & White (1999) introduce rotational support for the dark matter
halo to account for the added potential of the particle disk. They approach the problem by
assuming there is an initially spherical gas profile embedded within the dark matter halo.
This gas will collapse to form the stellar disk and will affect the density and velocity structure
of the initial dark matter profile. The authors assume the azimuthal streaming velocity at a
given radius is some fixed fraction of the circular velocity at that radius,
vφ = fsvc. (5.19)
To calculate fs, the authors assume that the angular momentum J of the initial dark
matter profile remains constant throughout the collapse process. We have two equations for
J: one from the definition of the dimensionless spin parameter λ,
J = λGM5/2|E|−1/2, (5.20)
and one from the definition of angular momentum,
J = |
∫ M200
0
~r × ~vdm|. (5.21)
Using the dimensionality of the system and the fact that if the halo is rotating, J = | ~J | = Jz,
we can write
J =
∫ M200
0
2
3
rvφdm =
∫ R200
0
2
3
rvφ4pir
2ρ(r)dr. (5.22)
The second equality comes from the spherical symmetry of the halo.
125
We wish to apply this analysis to the Plummer sphere described by Equation (5.1). This
density profile corresponds to a gravitational potential of the form
Φ(r) = − GM
aL
√
1 + r
2
a2L
. (5.23)
Now,
dΦ
dr
=
GM
aL
(
1 +
r2
a2L
)−3/2
r
a2L
, (5.24)
so
vc =
√
r
dΦ
dr
=
√
GM
aL
(
1 +
r2
a2L
)−3/2
r2
a2L
. (5.25)
Therefore,
J = 2fs
G1/2M3/2
a
1/2
L
∫ R200
0
r4
a4L
(
1 +
r2
a2L
)−13/4
dr. (5.26)
To simplify, let
x =
r
aL
⇒ dr = aLdx, (5.27)
so then we have
J = 2fsG
1/2M3/2a
1/2
L
∫ c
0
x4
(
1 + x2
)−13/4
dx. (5.28)
Binney & Tremaine (2008) give the potential energy of the Plummer sphere in Equa-
tion (2.46),
W = −3piGM
2
32aL
, (5.29)
and by employing the virial theorem
E = −3piGM
2
64aL
. (5.30)
So Equation (5.20) becomes
J = 8λG1/2M3/2
√
aL
3pi
. (5.31)
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By equating this with Equation (5.28), we can find fs,
2fsG
1/2M3/2a
1/2
L
∫ c
0
x4
(
1 + x2
)−13/4
dx = 8λG1/2M3/2
√
aL
3pi
(5.32)
fs = 4λ(3pi)
−1/2
[∫ c
0
x4
(
1 + x2
)−13/4
dx
]−1
. (5.33)
I solve the above integral numerically and use λ = 0.05, which is an average value of the
spin parameter as given by Springel & White (1999) and references therein.
5.6 Supplement III: Tides: Change of Basis
To use the tabulated orbits data generated from the ΛLS = 0.56 calculation, I must transform
coordinates from those with an origin at the Galactic center to those with an origin at the
LMC. Let the basis vectors for the orbits calculation coordinates be {xG,yG, zG}, and the
basis for the LMC simulation coordinate system be {xL,yL, zL}. The vector xG points
in the direction from the Sun to the Galactic center, zG is the normal to the Galactic disk
(towards Galactic north), and yG is uniquely defined by zG×xG. The vector zL points in the
direction from the Sun to the center of the LMC, xL points in the direction of increasing right
ascension at the center of the LMC, and yL points in the direction of increasing declination.
The origin of the LMC centered coordinate system is located at (−1.0xG−40.8yG−26.8zG)
kpc (Bekki & Chiba, 2005).
The series of rotation matrices used to transform from {xG,yG, zG} to {xL,yL, zL} can
be considered a progression of translations on the surface of the celestial sphere. First, I
rotate about the xG axis to align yG with the direction of increasing declination using
A =

1 0 0
0 cos(31.27◦) sin(31.27◦)
0 − sin(31.27◦) cos(31.27◦)
 . (5.34)
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Next is a rotation about the zG axis using
B =

cos(29.01◦) sin(29.01◦) 0
− sin(29.01◦) cos(29.01◦) 0
0 0 1
 , (5.35)
which corresponds to translating the basis along a line of constant right ascension to the
celestial equator (δGC = −29.01◦). The third matrix translates along the celestial equator
from αGC = 266.42
◦ to αLMC = 80.9◦ using a rotation about the yG axis,
C =

cos(185.52◦) 0 − sin(185.52◦)
0 1 0
sin(185.52◦) 0 cos(185.52◦)
 . (5.36)
Another rotation about the zG axis,
D =

cos(69.5◦) − sin(69.5◦) 0
sin(69.5◦) cos(69.5◦) 0
0 0 1
 , (5.37)
corresponds to a translation along a constant line of right ascension from the celestial equator
to δLMC = −69.5◦. After these rotations, the yG and the yL are aligned, and it takes one
last 90◦ rotation to align xG with xL and zG with zL,
E =

cos(90◦) 0 − sin(90◦)
0 1 0
sin(90◦) 0 cos(90◦)
 . (5.38)
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Combining this series of rotations results in the transformation matrix
T = EDCBA =

8.412× 10−2 −4.768× 10−1 8.750× 10−1
−9.852× 10−1 −1.715× 10−1 1.293× 10−3
1.494× 10−1 −8.621× 10−1 −4.842× 10−1
 . (5.39)
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Chapter 6
Conclusions and Future Work
6.1 Summary
The Large Area Telescope aboard the Fermi Gamma-ray Space Telescope has allowed for
unprecedented analyses of gamma-ray emission originating from star forming galaxies. Fermi
is the first gamma-ray telescope to detect external galaxies with high enough signal-to-
noise ratio to warrant spatial modeling. In this work, I presented my analyses of both
the LMC and SMC gamma-ray signals detected over survey periods of 66 and 83 months,
respectively. The spatial models I have tested here expand on those of Abdo et al. (2010e)
and Abdo et al. (2010b) and are motivated by the cosmic-ray interaction processes described
by Equations (1.5)–(1.7).
My analyses of both galaxies was implemented using the Fermi Science Tools binned
likelihood pipeline. I selected photons in energy ranging from 200 MeV to 20 GeV from a
20◦ × 20◦ region of sky surrounding each galaxy. The large extents of my regions of interest
were motivated by the desire to accurately model diffuse emission emitted by the Milky Way
and the isotropic extragalactic component that overlap the LMC and SMC. The large areas
of analyses also introduce unassociated point sources into the ROIs that I also model based
on their locations as reported in the Fermi 2FGL (LMC, Nolan et al., 2012) and 3FGL (SMC,
Acero et al., 2015). In both studies, I explored statistical techniques not implemented in the
Fermi Science Tools software in order to help quantify the robustness of my goodness-of-fit
tests.
In Chapter 2, I presented the study of the LMC gamma-ray emission. In this chap-
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ter, spatial models were distinguished using the maximum likelihood statistic computed
by the analysis software for model parameter optimization. To test the robustness of the
goodness-of-fit results, I implemented bootstrapping with replacement where I generated ten
random photon sets from the original Fermi data set and reran the likelihood analysis for
each spatial model on each bootstrapped sample. I found the spatial distribution of LMC
gamma-rays to be well-correlated with maps of star formation derived by Harris & Zaritsky
(2009), which indicates that in the LMC, cosmic rays lose their energy relatively near their
sites of acceleration. When fit simultaneously, spatial maps modeling the inverse Compton
process contributed significantly to the LMC flux estimate; I nevertheless expect the pion
and bremsstrahlung emission channels to dominate the gamma-ray signal.
In Chapter 2, I also developed a one-zone model of the LMC to analyze the spatially
integrated gamma-ray spectrum. The fitting functions for pion decay and inverse Compton
were derived by Pfrommer & Enßlin (2004) and Chakraborty & Fields (2013), respectively,
and I have derived my own spectral function for the bremsstrahlung emission. The gamma-
ray spectrum is fit using three free parameters: a pion decay normalization factor that
includes the product of the number density of CRps and the column density of interstellar
hydrogen, the index of the CRp energy spectrum, and the star formation rate. The ratio
of bremsstrahlung to inverse Compton flux is held fixed in the model because of electron
calorimetry, and the amplitudes of the two components are both fit by the star formation
rate, which serves as a proxy for CRe injection. My spectral analysis showed that gamma-ray
emission from the 30 Doradus region of the LMC is not dominated by pion decay as had
been assumed by Murphy et al. (2012); however, the rest of the galaxy’s spectrum is well
described by the pion-decay fitting function. The LMC gamma-ray flux predicted by this
analysis is 1.37±0.02×10−7 ph cm−2 s−1, and the predicted CRp spectral index is 2.4±0.2.
I found the CRp energy density predicted by my spectral analysis to be in good agreement
with the measured LMC magnetic field strength of 4.3 µG (Gaensler et al., 2005) under the
assumption of energy equipartition.
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I used Chapter 3 to introduce cross validation, a statistical technique not previously
applied to Fermi data, which is the driver behind the analysis presented in Chapter 4. While
Chapter 4 is intended to stand alone as its own paper, Chapter 3 decouples the discussion
of cross validation from the details of the Fermi Science Tools software by way of a simple
example. Briefly, the idea behind cross validation is to generate an ensemble of training
and testing sets to be used in determining model goodness of fit and in guarding against
overfitting. I used ordinary least squares to fit polynomials of varying degrees to simulated
training data drawn from the tenth-order Legendre polynomial with Gaussian deviates. In
my example, I showed that by minimizing the model error with respect to the test sets, cross
validation distinguished ten as the optimal degree of polynomial to fit to the data.
I applied cross validation to the Fermi data from the SMC as a means for spatial model
comparison in Chapter 4. I demonstrated that I have selected the appropriate amount of
data for our training sets using the learning curve shown in Figure 4.8. I showed that my
gamma-ray background model does not overfit the data in the fitting graphs of Figure 4.10.
Using cross validation and the normalized absolute residual statistic, I found the map of
√
IHα best fits the SMC Fermi gamma-ray data. In contrast to the LMC, I also found that
the SMC gamma-ray emission does not correlate well with the star formation rates derived
by Harris & Zaritsky (2004). This result may be caused by the SMC’s irregular morphology,
which has been drastically influenced by tidal forces, and by the fact that the SMC is not
an electron calorimeter. The best-fit model in this study predicts the SMC gamma-ray flux
to be 1.7± 0.1× 10−8 ph cm−2 s−1 with a power law spectral index of 2.33± 0.06 over the
energy range 200 MeV to 20 GeV. I also found that given the small angular size and low
surface brightness of the SMC, the likelihood statistic was not appropriate for determining
goodness of fit for SMC models explored in this study, probably because the SMC was only
the third brightest source in the region of interest.
With the ability to directly compare spatial models to the detected Fermi gamma-ray data
presented in Chapters 2 and 4, I began work towards simulating the cosmic-ray distribution
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in the LMC. The current status of the simulation study is documented in Chapter 5. I have
initialized a stable, two-component (disk and halo) galaxy of mass 1010 M using 109 N-body
particles (Bekki & Chiba, 2005). The 3 × 109 M particle disk has an exponential surface
density profile and a sech2 thickness profile. The 7 × 109 dark matter halo has a Plummer
sphere radial density profile. These two components were allowed to relax over an 825 Myr
simulation, and Figure 5.1 demonstrates that the initial density profiles are well maintained.
I have also reproduced the three-body (LMC, SMC, Milky Way) orbits calculation presented
in Bekki & Chiba (2005) so that tidal forces may be included in the LMC simulations.
6.2 Future Work
The immediate work to follow returns focus to the LMC gamma-ray data collected by Fermi.
Shortly after Chapter 2 was published, the Fermi collaboration posted their own LMC study
to the arXiv (The Fermi-LAT Collaboration, 2015). For their model, these authors fit the
LMC gamma-ray emission using 38 free parameters in a spatial model that consists of 5
two-dimensional Gaussian profiles and four point sources. The Fermi group motivates their
model using the maximum likelihood statistic and by minimizing the model residual with
respect to the data on which the model was trained. These authors did not implement the
bootstrapping technique presented in Chapter 2 to test the robustness of their model. With
such a large number of free parameters (compared to my six, at most), I am concerned that
their model overfits the LMC gamma-ray data and a direct comparison with my models is
warranted.
To this end, I intend to use the statistical machinery presented in Chapters 3 and 4 to
compare my LMC gamma-ray models with those of The Fermi-LAT Collaboration (2015).
If the Fermi group’s model truly does overfit the gamma-ray data, cross validation will show
that residuals against the test sets are larger than for my models and that residuals against
the training sets are smaller. Additionally, cross validation will allow me to see if fitted
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fluxes and spectral indices of their LMC components are consistent across data subsets. To
afford the Fermi group maximum benefit of the doubt, I will perform data reduction exactly
as they have by using a smaller ROI, by including higher and lower energy photons, and by
incorporating back-converting detection events.
Additional future work will include spectral modeling of the SMC gamma-ray emission
detected by Fermi. In Chapter 2, I developed a one-zone spectral model for the LMC based
on the three cosmic-ray interaction processes given by Equations (1.5)–(1.7). A similar model
must be developed for the SMC if we wish to gain insight into the relative contributions of
the three cosmic-ray interactions to the SMC gamma-ray signal. I refrained from pursuing
a spectral analysis in Chapter 4 so that I could focus the paper on the discussion of cross
validation. Also, the much lower flux of the SMC means that spectral models won’t be as
well constrained as their LMC counterparts, which further motivated my decision to treat
this work as secondary.
The conclusion of (Sreekumar & Fichtel, 1991) that the SMC is not an electron calorime-
ter complicates the SMC’s spectral analysis, and the spectral model developed in Chapter
2 may not necessarily be trivially applied to the SMC. Specifically, the ratio of inverse
Compton to Bremsstrahlung flux used in the spectral model presented in Chapter 2 relies
fundamentally on the assumption that CRes lose all their energy before escaping the galaxy
in which they are accelerated. This allowed me to model both leptonic emission processes
using a single free parameter, the star formation rate. A spectral model for the SMC must
account for the CRe escape rate.
With the infrastructure in place after the work presented here, we can consider testing
results of cosmic-ray simulations directly by using the gamma-ray data detected by Fermi.
This method has already been pursued by the GALPROP team for the Fermi Milky Way
detection, but cosmic-ray propagation in the Magellanic Clouds remains unexplored. First-
year graduate student Miguel Holgado has proposed a suite of simulations that builds on the
work presented in Chapter 5. With a realistic LMC model and the cosmic-ray propagation
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module implemented in FLASH4, Miguel will run a series of simulations in which he varies
parameters associated with cosmic-ray sourcing, diffusion, and escape. The results of these
simulations, either in the form of a cosmic-ray energy density distribution or an estimate
of gamma-ray emissivity itself, can be directly tested against the LMC Fermi data using
the methods described in this work. Simulation parameters such as the cosmic-ray diffusion
coefficient and acceleration efficiency will then be constrained using observed data and can
be compared with quantities determined using similar methods for the Milky Way.
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