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Abstract 
Power transformer is one of the most important assets in an electric utility. However, a large 
number of existing power transformers worldwide have already approached or even exceeded their 
designed lifetimes. Any failure of a transformer can be disastrous. Therefore, the conditions of 
transformers need to be continuously monitored and evaluated. Since a transformer’s condition is 
largely dependent on its insulation system, a number of diagnostic methods have been developed 
for assessing transformer insulation conditions over the past decades. Among these methods, partial 
discharge (PD) measurement is widely adopted due to its capability of providing continuously 
online monitoring and diagnosis of a transformer without disturbing its normal operation.  
PD is a rather complicated phenomenon and stochastic in nature. Properly performing online PD 
measurements of a transformer, effectively analysing the measured PD signals, and subsequently 
making an informed condition assessment on a transformer's insulation system are still challenging. 
This thesis is aimed at developing advanced signal processing techniques for online PD monitoring 
and diagnosis of power transformer insulation systems. 
PD signals acquired at substation environments are always coupled with extensive noise, which exhibits 
different distribution properties. Therefore, PD signal de-noising is an essential process for accurately 
extracting PD signals from the acquired noise-corrupted signals before further analysis. In this thesis, 
advanced signal processing techniques, such as wavelet transform (WT), empirical mode 
decomposition (EMD), ensemble empirical mode decomposition (EEMD), blind equalization (BE) 
and pre-whitening, have been investigated for removing discrete spectral interference (DSI) that 
exhibits sinusoidal behaviour at various frequencies. Mathematical morphology (MM) has also been 
investigated for suppressing white noise by adaptively selecting threshold values. To remove 
stochastic noise, fractal dimension and entropy analyses have been investigated. Based on these 
techniques, several adaptive PD signal de-noising methods have been proposed in this thesis for 
removing different types of noise. A number of case studies using PD signals acquired from both 
laboratory experiments and online PD measurements of field transformers are presented. These case 
studies demonstrate advantages of the proposed PD signal de-noising methods over conventional 
methods in PD signal de-noising. 
In this thesis, phase-resolved pulse sequence (PRPS) diagrams and kurtograms have also been 
proposed for consistent representations of PD patterns after the noise has been removed. Case 
studies have been provided to prove a PRPS diagram’s capability for accurately and consistently 
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representing PD patterns. This representation can minimize influences of different types of PD 
sensors and measurement systems on PD pattern construction. Results are presented to demonstrate 
that kurtograms can be used to represent PD patterns even in the presence of extensive white noise 
in PD signals. 
In practice, it is not uncommon that more than one PD source can co-exist in a transformer and 
discharge simultaneously. Therefore, this thesis is also aimed at developing an effective method for 
separating multiple PD sources in a PD signal. Though in the literature, a time-frequency (TF) map has 
been developed and applied to separate multiple PD sources, its performance can sometimes be 
compromised due to the lack of an accurate representation of individual PD pulses. Therefore, a TF 
sparsity map has been proposed in this thesis. The proposed TF sparsity map is based on 
decomposing individual PD pulses into time and frequency domains at multi-resolutions. A MM-
based signal decomposition method has been developed for consistent signal decomposition without 
being affected by the selected functions as in the conventional WT-based decomposition. After 
sparsity values are calculated from the decomposed signals in time and frequency domains, sparsity 
trends are determined to provide a unique representation of PD sources. By taking roughness values 
of the trends, an accurate separation of multiple PD sources can be obtained on a TF sparsity map. 
To verify the proposed PD source separation method, a test cell has been designed and 
manufactured to configure three PD source models simultaneously for simulating multiple PD 
sources. The PD source models adopted in this thesis include internal discharge, corona, surface 
discharge, discharge due to floating particles and discharge in transformer oil. The proposed TF 
sparsity map has also been verified by signals acquired from field transformers. 
After PD source separation, representative features can be extracted from PD signals for PD source 
classification. In this thesis, an investigation on the features extracted from conventional phase 
resolved PD (PRPD) diagrams as well as decomposed signals of DWT or EMD has been performed. 
A comparison on these features has also been made by evaluating classification performances of a 
support vector machine (SVM)-based algorithm. Results show that features extracted from 
decomposed signals are more effective in representing PD patterns for PD source classification 
when compared with those from PRPD diagrams. 
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Chapter 1.                          
INTRODUCTION 
1.1. Background and Problem Statements 
While the designed lifetime of most of high voltage (HV) equipment is from 20 to 50 years, 
nowadays, a significant proportion of the installed HV equipment has already reached the end of 
their designed life [1]. Power transformers, which are considered reliable since they can maintain 
their normal operations with only 1 - 2% failure rate per year [2, 3], also face the same situation. 
Due to rapid growth of demand for electricity supply between 1950s and 1980s, a large amount of 
power transformers were installed worldwide during that period [4]. This results in an accumulation 
of aged transformers in power grids. For instance, National Grid, UK, operated approximately 780 
transformers over 100 MVA, about half of these transformers were aged 40 years or more in 2010 
[5]. In Hydro-Québec, Canada, the average age of their whole transformer fleet was over 30 years 
in 2012 [6]. In New South Wales, Australia, Endeavour Energy reported that almost half of their 
power transformers were greater than 36 years old in 2007 [7]. As electricity consumption 
continues to increase at the rate of approximately 2% per year in contrast to a declining rate in the 
number of new power transformers installed, the currently in-service aged transformers are 
frequently overloaded [8, 9]. This implies that the actual failure rate of a transformer fleet can be 
beyond the aforementioned 1 - 2% annual failure rate [2, 3, 10]. Therefore, it is imperative to 
perform condition monitoring and diagnosis of transformers. 
Generally, the lifetime of a transformer is determined by the conditions of its insulation system 
since deterioration of insulation is an irreversible process. A number of studies and surveys [11-15] 
in different countries found that insulation breakdown is one of the major causes of transformer 
failures (refer to Section 2.2). A transformer’s insulation system is continuously subjected to several 
stresses including thermal, electrical, ambient and mechanical (TEAM) stresses. As such, when a 
transformer has been in operation for a relatively long period, the dielectric strength of its insulation 
system may start to deteriorate. This can eventually reduce the remaining life of the transformer 
[16-18].  
There are various diagnostic methods available based on chemical, electrical and mechanical 
characteristics of insulation for assessing the conditions of transformer insulation as shown in 
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Figure 1.1 [19]. Some of the methods are well established and have been widely used in utilities. 
These methods include dissolved gas analysis (DGA), furan analysis, degree of polymerization (DP) 
and moisture content determined by Karl Fischer titration. Among these methods, interpretations of 
DGA and furan analysis for transformer insulation assessment require experienced engineers. 
Although DP, molecular weight (MW) analysis, tensile strength, breakdown voltage and moisture 
analysis can be directly applied to analyse paper insulation, they require collection of paper samples 
from different locations of a transformer, which may not always be practical. For electrical-based 
measurements, insulation resistance and capacitance, loss factor (tanδ), ratio test and polarization 
index are also widely used. However, the results of these methods can be limited in revealing the 
conditions of a transformer’s insulation system. To provide more information of a transformer’s 
insulation conditions, dielectric response measurements including return/recovery voltage 
measurement (RVM), polarization and depolarization current (PDC) measurement and frequency 
domain spectroscopy (FDS) have been developed. Extensive research has been conducted on 
accurate interpretations of dielectric response measurements; and separations of the influences of 
ageing and moisture on dielectric responses of transformer oil-paper insulation [19-25]. 
Insulation diagnostic methods
Chemical-based methods Electrical-based methods Mechanical-based  method
Oil insulation
Insulation resistance 
and capacitance
Loss factor (tanδ)
Ratio test
Polarization index
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Paper insulation Traditional methods Polarization-based 
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Figure 1.1.   Transformer insulation diagnostic methods [19]. 
Since most of the above insulation diagnostic methods can only be performed offline in which 
normal operations of transformers are interrupted, online methods have been welcomed among 
utilities [26, 27]. Partial discharge (PD) measurements can be performed either online or offline. An 
offline PD measurement is conducted by removing a transformer from the grid while an external 
voltage is applied from a separate voltage source. An online PD measurement, on the other hand, is 
conducted when a transformer is in operation. Although offline measurements can eliminate most 
noise by carefully arranging measurement setups, online measurements provide higher flexibility on 
continuously acquiring PD signals from operating transformers. Therefore, online PD measurement 
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methods have been widely investigated for transformer insulation diagnostics over the past few 
decades [28-41]. PD is a localized electrical breakdown, which can be traced back to a tiny area of a 
discharge site inside insulation materials. Through continuous PD data acquisition and effective PD 
signal analysis, an early warning can be issued to utility operators prior to the discharges proceeding 
to electrical breakdown. This allows maintenance works to be scheduled properly with minimum 
cost and prevents unexpected power outages.  
An ultimate aim of online PD measurements is to provide a means for automatic identification of 
PD sources inside a transformer tank, i.e. establishing whether the PD signals are generated by 
voids/cavities in pressboards/papers (internal discharge); protrusions (corona); a significant electric 
field tangential to surfaces of pressboards (surface discharge); bubbles in transformer oil (discharge 
in oil); or drifting metal particles (discharge due to floating particles). Analysis of PD signals after 
data acquisition embraces several steps, which are (1) de-noising, (2) PD source separation, (3) 
feature extraction and (4) PD source classification as summarized in Figure 1.2. 
  
Figure 1.2.   Procedures of PD signal analysis. 
Due to susceptibility of noise, PD signals can be heavily coupled with a variety of noise coming 
from diverse sources [42]. This is especially serious in online PD measurements of transformers at 
substations, in which inductive-type wide-band PD sensors such as Rogowski coils and high 
frequency current transformers (HFCTs) are adopted [32, 33, 40, 43]. Conventionally, analog filters 
(e.g. high pass filter (HPF) and low pass filter (LPF)) or Fourier transform are used to remove the 
noise [44, 45]. However, these methods require a prior knowledge on particular frequencies of the 
noise, which are normally unknown in practice. Recently, wavelet transform (WT) has attracted 
attention on PD signal de-noising [32, 33, 46]. It does not require the knowledge on frequencies of 
noise and can analyse the time-frequency (TF) characteristic of a signal. However, the requirement 
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of pre-selecting a wavelet function limits WT’s adaptability in PD signal de-noising for online PD 
measurements at substations. Therefore, adaptive filtering methods for de-noising PD signals in the 
presence of different types of noise are much needed. 
Moreover, multiple PD sources induced by different insulation defects can co-exist and discharge 
simultaneously in a transformer. Therefore, after removing the noise, PD source separation is 
performed. It is conventionally accomplished by using a phase-resolved PD (PRPD) diagram [47, 
48]. A PRPD diagram is constructed by combining a PD signal of a number of power cycles into a 
single cycle. However, PD patterns from different PD sources can be overlapped with each other in 
a PRPD diagram [49, 50]. This results in incorrect and/or incomplete separations of PD sources. 
Analysing shapes of individual PD pulses and projecting their representatives in time and frequency 
domains onto a TF map is another approach that has been widely used [51-54]. This method can 
achieve promising results on separating multiple PD sources by forming distinctive clusters in the 
TF map. However, it sometimes cannot fully represent the pulses’ shapes, which are different from 
one PD source to another. This leads to the clusters of different PD sources merge together or the 
pulses belonging to the same PD source split into different clusters. Therefore, an accurate 
representation of PD pulses for PD source separation is needed. 
During online PD measurements of transformers, data acquisition is performed over a number of 
power cycles. Thus, PD measurements can consist of a considerably large amount of PD signals. It 
is not always possible to process and analyse these signals in online applications. Therefore, 
features extracted from PD signals are utilized for PD source characterization and dimension 
reduction of originally acquired PD signals. These features will be the inputs of the subsequent PD 
source classification step. Traditionally, statistical parameters can be calculated from PD patterns in 
terms of discharge pulses’ height, number and distribution with respect to phase angles of applied 
voltages [55, 56]. These parameters form a feature set to represent various PD patterns induced by 
different insulation defects in transformers. However, the values of these parameters can be very 
close for those patterns with similar distributions but generated from different defects. This 
jeopardizes an accurate representation of individual PD source and hence reduces the accuracy on 
the PD source classification. Over the past decades, considerable efforts have been made to apply 
various artificial intelligence techniques such as artificial neural networks, genetic algorithms, 
knowledge-based systems, fractal models and support vector machines (SVMs) to automatic PD 
source classification [28, 31, 39, 53, 55, 57-70]. The applicability of these techniques is largely 
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dependent on the extracted features. Therefore, an investigation on representative features is still 
needed. 
1.2. Objectives and Contributions of the Thesis 
This research is aimed at developing advanced signal processing techniques for online PD 
monitoring and diagnosis of power transformer insulation systems with the following objectives. 
1. To investigate characteristics of various types of noise which can impose on PD signals during 
measurements and then to develop PD signal de-noising methods for effectively retrieving PD 
signals from originally noise-corrupted signals acquired from online PD measurements of field 
transformers. 
2. To investigate influences of different PD sensors and measurement systems in constructing PD 
patterns from acquired PD signals corresponding to different PD sources and then to develop a 
PD pattern representation method for minimizing such influences. 
3. To investigate methods for multiple PD source separation and then to develop a method to 
effectively separate PD sources. 
4. To investigate PD signal feature extraction methods and then to develop methods on extracting 
informative features from PD signals for dimension reduction and PD source classification. 
To achieve the above objectives, following tasks have been accomplished in the thesis. 
1. PD source models have been designed and implemented to simulate PD signals generated from 
different types of PD sources. Also, a multiple PD source test cell has been developed to 
simulate PD signals generated by more than one PD source that may present in a power 
transformer. Laboratory PD measurements have been conducted using these PD models and 
acquired signals have been used to verify the signal processing methods developed in this thesis. 
Moreover, an online PD data acquisition and analysis system that can host up to four PD sensors 
has been developed to facilitate PD measurements of field transformers at substations. The 
acquired signals from field transformers have also been used to further verify the signal 
processing methods. 
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2. To achieve objective 1, following tasks have been accomplished. 
 Characteristics of different types of noise including discrete spectral interference (DSI), 
stochastic noise and white noise have been investigated. 
 PD signal de-noising methods have been proposed for removing the noise based on 
advanced signal processing techniques including ensemble empirical mode decomposition 
(EEMD), mathematical morphology (MM), blind equalization (BE), pre-whitening, fractal 
dimension analysis and entropy analysis. 
 Spectral kurtosis-based kurtogram has also been proposed for PD pattern representation to 
minimize reverse impacts of the noise on the representation. 
3. To achieve objective 2, following tasks have been accomplished. 
 A comprehensive comparison has been made for PD patterns constructed from PD signals 
acquired by both high frequency current transformers (HFCTs) with different measurement 
frequency ranges and a capacitive measurement using different PD sources.  
 Phase-resolved pulse sequence (PRPS) diagram has been proposed for consistently 
representing PD patterns to minimize the influences of different PD measurement methods. 
It can act as a complement to a PRPD diagram. 
4. To achieve objective 3, following tasks have been accomplished. 
 A number of methods including WT, Fourier transform and equivalent time length and 
bandwidth have been investigated and their limitations have been addressed for PD source 
separation.  
 A sparsity-based method in conjunction with MM-based signal decomposition method for 
PD source separation has been proposed. Based on the methods, a TF sparsity map has been 
proposed for separating multiple PD sources. 
5. To achieve objective 4, following tasks have been accomplished. 
 Statistical features such as mean, variance, skewness and kurtosis on PRPD diagrams have 
been investigated for their effectiveness on representing PD patterns. 
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 Two types of signal decomposition methods (i.e. WT and EMD) have been compared for 
their abilities on extracting informative features to represent PD patterns. 
 The features extracted from PRPD diagrams, and decomposed signals of WT and EMD have 
been investigated on PD source classification by using a support vector machine (SVM) 
algorithm. 
1.3. Thesis Outline 
Following this chapter, the rest of this thesis is organized as follows: 
In Chapter 2, a brief review on power transformer failures is firstly presented. This reveals that 
transformer insulation problem is one of the leading factors contributing to transformer failures. 
Therefore, different types of insulation defects, especially for those causing PD, are summarized in 
this chapter. Then, various insulation diagnostic methods are reviewed. Theories of PD and its 
measurement methods are also discussed in detail. Finally, an overview of PD signal processing 
methods developed in this thesis is provided. 
In Chapter 3, PD measurement setups adopted in this thesis for both laboratory and online PD 
measurements of transformers are presented. A number of key issues such as the configurations of 
PD sensors and detection circuits are provided. The configurations of various PD source models for 
generating PD signals in laboratory measurements are detailed. Also, typical patterns of PD signals 
generated by these PD source models are given in this chapter. 
In Chapter 4, a PD signal de-noising method based on a signal decomposition technique is proposed 
for removing low frequency DSI and white noise. This chapter is one of the three chapters (Chapter 
4, Chapter 5 and Chapter 6) in which a number of PD signal de-noising methods are proposed for 
online PD measurements of transformers. Three different types of signal decomposition techniques 
including WT, EMD and EEMD are investigated and a comparison on their performances for PD 
signal de-noising is made. Since the proposed signal decomposition-based de-noising method is 
constructed with a proposed MM-based thresholding method, details of this thresholding method 
are provided in this chapter. The implementation of the de-noising method is also presented. 
Moreover, a number of case studies are supplied to demonstrate the applicability of the de-noising 
method.  
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In Chapter 5, BE-based methods are proposed that can remove higher frequency DSI and also 
provide an accurate PD pattern representation after noise is removed. Mathematical formulation of 
BE is firstly presented. Then, both BE-based PD signal de-noising methods and PD pattern 
representation methods are detailed. For the two BE-based PD signal de-noising methods, one uses 
BE directly and the other one uses pre-whitening before applying BE. Moreover, a kurtosis-based 
scheme is developed in this chapter for an optimal equalized signal selection (for revealing PD 
signals) in BE. Furthermore, for the two PD pattern representation methods, one uses PRPS 
diagrams and the other one uses kurtograms. Results of various case studies using PD signals 
acquired from PD source models and transformers are provided in this chapter to verify the 
proposed methods. 
In Chapter 6, a graphics-based PD signal de-noising method for removing stochastic noise is 
proposed. This method calculates fractal dimension and entropy for constructing a two-dimensional 
(2D) graph to separate PD signals and stochastic noise. Mathematical formulation and 
implementation of this method are provided in this chapter. Also, results of applying this method to 
extract PD signals acquired from PD source models and transformers are provided. 
In Chapter 7, a TF sparsity map is proposed for separating multiple PD sources that may co-exist in 
a transformer. Conventional PD source separation methods are firstly reviewed and their limitations 
on multiple PD source separation are discussed. Then, the TF sparsity map which has been 
developed to overcome the limitations of the conventional methods is detailed. A MM-based signal 
decomposition method proposed for constructing TF sparsity map is also introduced in this chapter. 
Effectiveness of the TF sparsity map in separating different PD sources is examined by using PD 
signals acquired from PD source models and transformers. The results are given in this chapter. 
After PD source separation, PD source classification is performed and its accuracy is dependent on 
the features extracted from PD signals. Therefore, a number of feature extraction methods (EMD, 
DWT and PRPD diagrams) are reviewed in this chapter. Their capabilities to facilitate a SVM-
based algorithm in PD source classification are compared.  
In Chapter 8, summarization of the research works that have been carried out in this thesis is 
provided. Possible future research directions are also recommended. 
  
Power Transformer Condition Diagnostic Methods    9 
     
 
Chapter 2.                                                             
POWER TRANSFORMER CONDITION 
DIAGNOSTIC METHODS 
2.1. Introduction 
Power transformer is one of the most important and expensive assets in an electricity network. The 
ratings of large power transformers can be over a few hundred MVA and their replacement costs 
can reach millions of dollars. Therefore, effective condition monitoring and fault diagnosis of 
power transformers are essential for maintaining their reliable operations and maximizing their lives. 
In this chapter, a brief introduction to common failures and insulation defects of power transformers 
is provided. Then, a review on methods of transformer insulation diagnosis is presented. Finally, 
key aspects of partial discharge (PD) measurements, which are the main focus in this thesis, for 
monitoring and diagnosing transformers are discussed in detail.  
2.2. Failures of Power Transformers 
Transformer failures are due to either internal or external failures. The reasons for internal failures 
include insulation deterioration, overheating, moisture and winding deformation; while the reasons 
for external failures comprise lightning strikes, switching operations and overloads [2]. In [11], a 
survey had been conducted and it showed that the main problems for 51% of transformer failures 
within a five-year period were due to (1) weakened internal dielectric strength caused by ageing, 
moisture and contamination; (2) winding damage or decompression under short circuit forces; or (3) 
bushing damage caused by loss of internal dielectric strength. Also, this survey on large 
transformers between 15 and 25 years of service periods in Russia also indicated that insulation 
contamination and winding deformation were the major reasons for transformer failures.  
In [12], it is reported that an American utility experienced transformer failures involving three 
25/765 kV, 500 MVA generator step-up transformers and two 765/138/34.5 kV, 80 MVA reserve 
auxiliary transformers within a year, with all the failures related to transformer insulation. In [15], a 
study was carried out on 94 failed transformers in the period of 1997 to 2001 in which insulation 
failure was the leading cause of failure. The average age of the transformers with insulation failure 
was 18 years. In [14], an investigation had been carried out on 188 power transformers with 
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voltages ranging from 88 kV to 765 kV and ratings from 20 MVA to 800 MVA in South Africa. 
The results revealed that ageing dominated the failures in small transformers, problems with the tap 
changer constituted the highest failure rate in medium transformers and insulation coordination was 
the most common failure in large transformers. Figure 2.1 shows an overall percentage of failure for 
the 188 power transformers. 
 
Figure 2.1.   Percentage of failure for 188 power transformers in South Africa [14]. 
As a conclusion drawn from the above surveys on transformer failures, insulation problem is one of 
the key sources of transformer failures. When a failed power transformer is replaced or repaired, the 
cost and time consumption can be substantial. For instance, a 345/138 kV transformer generally 
takes 12 to 15 months for repair and replacement if no spare transformer is available [2]. Thus, 
power transformer insulation monitoring and diagnosis is imperative to prevent unexpected 
breakdown by proper planning of maintenance schedules.  
2.3. Insulation Defects of Power Transformers 
As discussed in the previous section, insulation problem is one of the key issues contributing to the 
failures of power transformers. In general, a transformer’s life is equal to the lifetime of its 
insulation system [71]. Insulation defects can occur at any transformer age and the defects can be 
related to protrusion of HV structures, loose nuts and bolts of core clamping structures, floating 
metal particles in transformer oil, gas-filled cavities in oil and solid insulation, and etc. 
Insulation defects can be found at inter-winding insulation since the insulation material may not be 
completely dried out or efficiently impregnated under vacuum. This problem can be caused by 
excessive wrapping of insulation paper in the inter-winding insulation and it may lead to PD and 
dielectric losses. Surface tracking is another issue related to inter-winding insulation and it is caused 
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by the presence of contamination. Surface tracking can also be induced on earthed clamping studs 
of end-connected windings if the studs are not properly designed and insulated [1].  
Except for winding-related insulation defects, tracking due to the presence of conductive particles 
can occur on pressboard barriers between windings and the tank, as well as phases and the outer 
core leg (for 5-limb core-type transformers). Moreover, flashovers caused by contamination can 
occur between bushings and turrets. Flashovers can also be triggered if the stress distributor of a 
transformer's bushing is loose [1].  
Traditionally, some of the insulation defects can be detected by collecting oil samples from 
transformers for inspection of odour, appearance and colour. Dissolved gas analysis (DGA) is one 
of the widely adopted oil sample tests by utilities [72]. The defects can also be detected by 
monitoring PD activities. A summary of insulation defects that can induce PD in power 
transformers is listed as follows [9, 73]: 
 Contamination of liquid and solid insulation due to moisture 
 Air trapping in insulation due to poor vacuum of oil 
 Gas bubble formation due to overheating and discharges 
 Floating metal particles in oil 
 Protrusion in HV structures 
 Over-stressed connections 
 Poor earthing 
2.4. Insulation Diagnostic Methods 
Over the past decades, various insulation diagnostic methods have been developed and 
implemented. These methods are presented in this section and can be categorized as follows: 
1. Chemical methods –DGA, degree of polymerization (DP), molecular weight (MW) analysis and 
furan analysis. 
2. Electrical methods – Return voltage measurement (RVM), polarization and depolarization 
current (PDC), frequency domain spectroscopy (FDS) and PD. 
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2.4.1. Chemical methods 
Among all the chemical methods for insulation diagnosis, DGA is one of the most frequently used 
methods by analysing oil samples collected through drain valves of power transformers. The 
transformer oil consists of various hydrocarbon molecules which are connected through carbon-
carbon and carbon-hydrogen bonds. When electrical and thermal faults occur, these bonds are split 
up and small fractions are formed. The fractions may connect with each other to form gas molecules 
such as hydrogen (H2), methane (CH4) and ethane (C2H6). Further process can induce ethylene 
(C2H4) and acetylene (C2H2) [74, 75]. These gases are dissolved in oil. Therefore, through the 
analysis of different types of gases in the oil samples by using gas chromatography, corresponding 
faults inside transformers could be revealed.  
Generally, when temperature reaches 150
o
C, H2 and CH4 which have weaker hydrogen-hydrogen 
and carbon-hydrogen bonds respectively are produced. These two gases can also be formed by 
lower energy faults, such as PD. Also, H2 can be generated between overheated core laminates in 
transformers. Thus, individual gas can be correlated with different faults. In this temperature range, 
trace of C2H6 and C2H4 can also be found. When temperature increases above 300
o
C, the quantity of 
C2H6 and C2H4 becomes significant. When temperature is above 700
o
C, C2H2 can be formed due to 
occurrence of arcing. Degradation of cellulose insulation due to ageing and thermal decomposition 
can produce carbon monoxide (CO) and carbon dioxide (CO2). The degradation can occur in the 
temperature much lower than that of oil decomposition and the degradation rate can be 
exponentially increase with temperature increase [74, 75].  
Analysis of individual gas concentration can be used to identify possible faults in transformers. 
However, in practical situations, mixture of gases is usually obtained with respect to a particular 
fault. Therefore, a number of ratio-based DGA interpretation schemes, which examine various gas 
concentration ratios, are provided in IEEE C57.104 [75] and IEC 60599 [74] standards as shown in 
Table 2.1. 
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Table 2.1.   Ratio-based DGA interpretation schemes offered by IEEE C57.104 [75] and IEC 60599 
[74] standards. 
DGA interpretation schemes 
Standards 
IEEE C57.104 IEC 60599 
Doernenburg ratios   
Rogers ratios   
Basic gas ratios   
Duval’s triangle   
         
        
          
 
Doernenburg ratios, Rogers ratios and basic gas ratios were designed to interpret faults based on the 
following five ratios: 
 
   
   
  
    
    
    
    
    
   
 
   
    
    
    
    
    
 
(2.1) 
Doernenburg ratios utilize R1 to R4, while Rogers ratios and basic gas ratios utilize R1, R2 and R5. 
In IEC 60599, three more ratios, namely          ,          and           , are 
adopted to interpret faults in transformers. R6 is referred to insulation deterioration of oil-
impregnated paper, especially when the ratio is less than 3. Using this ratio should be careful since 
    may also come from atmosphere in air-breathing transformers. R7 reflects oil oxidation and/or 
ageing of paper insulation, especially when the ratio is decreasing. The ratio of R8 higher than 2 or 
3 refers to contamination of OLTC.  
The ratio-based methods specify the gas ratios and corresponding limits for interpreting various 
faults. However, one of the limitations of these methods is that the gas ratios, once calculated, may 
not follow the designated limits and therefore faults cannot be accurately represented. To solve this 
problem, Duval’s triangle was developed [76, 77]. As shown in Figure 2.2, Duval’s triangle offers a 
graphical representation of faults based on the concentrations of     ,      and    . This method 
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plots the percentage of the three gases, from 0% to 100%, on each side of the triangle as coordinates 
to indicate faults in 6 zones (PD, D1, D2, T1, T2 and T3) plus a DT zone which represents 
combination of thermal and electrical faults. The zone PD is referred to partial discharge; D1 and 
D3 are defined as discharges with different energy levels; and T1, T2 and T3 are thermal faults at 
different temperature ranges. Assuming       ,        and      , in ppm, the calculation 
of Duval’s triangle is shown as below [76]: 
       
    
     
       
    
     
      
    
     
 (2.2) 
 
Figure 2.2.   Duval’s triangle [76]. 
While DGA can be used to assess insulation conditions by examining dissolved gases in 
transformer oil, DP is used to evaluate conditions of paper insulation from paper samples obtained 
from transformers. In transformers, paper and pressboard insulation is made of cellulose from wood 
through Kraft process. Cellulose is a linear polymer combining glucose units connecting with each 
other by a glucosidic bond at 1st and 4th carbon atoms as shown in Figure 2.3 [16].  
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(a)  
(b)  
Figure 2.3.   Structures of glucose and cellulose [16]. (a) Glucose unit and (b) cellulose chain. 
DP is represented by the number of monomer units connecting together in cellulose and it is 
generally obtained by a viscometric method. For a new paper, its DP value     is in the range from 
1000 to 1500. With ageing of paper insulation (e.g. very old transformers which have been in 
operation at high temperature as well as high level of water and oxygen for decades),     reduces 
to 200 to 250. In this condition, the paper becomes brittle and its tensile strength is significantly 
decreased. Also, the colour changes to dark brown. When     falls to 150 to 200, mechanical 
strength of paper has only 20% of its initial strength and it is considered as the end of life [16, 78]. 
    can even reduce faster with increase of temperature [79] and it can be halved with increase in 
water content by 0.5% [80]. 
The measurements of DP require collecting paper samples from transformers. This poses 
difficulties in practical situations. Although some utilities take paper samples from bushing leads or 
introduce dummy samples that can be easily collected [81], different locations of paper samples are 
subjected to different rates of ageing due to non-uniform moisture and temperature distributions. 
Hence, the DP values measured from paper samples cannot accurately reflect overall conditions of 
solid insulation inside transformers. 
MW obtained by Gel Permeation Chromatography provides another means of measuring 
degradation of paper insulation. Paper insulation is a mixture of three major components which 
include cellulose polymer with high MW, hemi-cellulose co-polymer with lower MW and aromatic-
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based polymer named lignin [24]. Due to ageing of paper insulation, bond scission of cellulose 
chain can reduce average MW. Therefore, paper degradation can be measured by the change of 
MW. Gel Permeation Chromatography provides a convenient means of getting information about 
MW distribution on the polymer through a chromatogram.  
Furan analysis is a convenient method to measure conditions of paper insulation from collected oil 
samples rather than taking paper samples. Furan is a major by-product from paper degradation and 
it is dissolved in oil. A number of furan products such as 2-furaldehyde, 5-methyl-2-furaldehyde, 5-
hydroxymethyl-2-furaldehyde, 2-acetylfuran and 2-furol can be found in oil under the degradation 
process [82]. Among these furan products, 2-furaldehyde is considered relatively stable and it is 
often used to correlate with DP of paper insulation. In [78], 2-furaldehyde in oil and DP in paper 
were found to have an approximately logarithmic relationship. In [83], formation of furan was 
studied over a range of temperatures and the results further assure the logarithmic relationship 
between 2-furaldehyde and DP. In [84], high performance liquid chromatography was used to 
measure formation of furan products under ageing with different temperatures. The results show 
that increase of furan products obtained from oil was corresponding to decrease in tensile strength 
of paper insulation.  
2.4.2. Electrical methods 
Traditionally, conditions of insulation materials are assessed by using insulation resistance, 
polarization index and loss factor (tanδ) [25]. However, these insulation diagnostic methods are 
limited by a single-value diagnostic result, which provides little information on insulation 
conditions. Therefore, dielectric response measurements were introduced for insulation condition 
diagnosis. 
In dielectric response measurements, insulation material is polarized if it is charged with an electric 
field. Current density which is the summation of conduction current and displacement current of the 
material is defined as [23]: 
            
     
  
 (2.3) 
where   is the DC conductivity,      is the applied electric field and   is the electric displacement 
which is defined as [23]: 
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                     (2.4) 
where    is the vacuum permittivity,    is the relative permittivity at power frequency and      is 
the dielectric polarization associated with dielectric response function      of the insulation 
material and is defined as [23]: 
                
 
 
       (2.5) 
The dielectric response function      is related to the fundamental memory property of an 
insulation system and can provide significant information about the insulation material [85]. It can 
be determined by exposing the insulation to a step-function charging field [23, 86].  
2.4.2.1. Return voltage measurement (RVM) 
RVM is one of the dielectric response measurements in time domain. A RVM measurement circuit 
is shown in Figure 2.4a. A step voltage    is applied to charge a test object for a period     . 
Then, the test object is short circuited for a time period     . Voltage produced from charge 
bounded by polarization process will be built up after opening the short circuit [16]. The produced 
voltage is called return voltage. Figure 2.4b shows phenomenon of return voltage. Under the open 
circuit, current density is given by combining (2.3), (2.4) and (2.5): 
                
 
  
       
 
  
        
 
 
        (2.6) 
Since the current density becomes zero during the measurement of return voltage in open circuit 
condition, the return voltage can be obtained if dielectric response function, permittivity and DC 
conductivity are know in advance [16, 17].  
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(a)  (b)  
Figure 2.4.   RVM measurement. (a) RVM measurement circuit and (b) typical return voltage 
spectrum. 
To interpret RVM measurement results, Bognar et al. [87] adopted an equivalent circuit as shown in 
Figure 2.5. In the circuit,    is the geometric capacitance and   is the insulation resistance.     to 
    (where         ) in different branches are substitutions of individual polarization process with 
time constant          . Therefore, polarization processes are simulated by charging and 
discharging of the capacitors in different branches. Depending on the charging time, the capacitors 
with different time constants are fully or partially charged. For those capacitors with time constants 
greater than the discharging time during short circuit, they can hold their bound charge and return 
voltage is produced during open circuit. 
 
Figure 2.5.   Equivalent circuit of electrical insulation [87]. 
In order to examine polarization processes with different time constants, the charging time and 
discharging time can be adjusted to give better interpretation of insulation conditions. Generally, the 
return voltage is measured in terms of initial slope of return voltage 
  
  
, maximum return voltage 
   and the time    at which the maximum return voltage is produced (i.e. central time constant). In 
[87], the initial slope was found to be proportional to polarization conductivity and the maximum 
return voltage was proportional to intensity of polarization. In [88], it revealed that smaller central 
time constant was corresponding to worse conditions of transformer insulation systems. During 
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RVM measurements, the test object should be initially discharged for preventing any memory effect 
and providing an accurate a return voltage measurement [22]. 
Recently, controversies of RVM method have been arisen. One issue is related to the effectiveness 
and reliability of moisture estimation by interpreting RVM measurements using different analytical 
methods [89, 90]. Also, RVM is difficult to identify whether degradation is in oil or paper 
insulation [23]. Therefore, a PDC measurement has been developed as an alternative. 
2.4.2.2. Polarization and depolarization current (PDC) 
A PDC measurement circuit is shown in Figure 2.6a. Similar to RVM, a step voltage    is applied 
to a test object for time     . Within this time period, dipoles, which are defined as a pair of equal 
and opposite charges separating by finite distance, of the test object are aligned with the same 
direction of the electric field. The polarization current is then measured with respect to the 
orientation of dipoles and is defined as [19]: 
            
 
  
              (2.7) 
where    is the geometric capacitance of the test object,    is the step voltage applied to the test 
object,   is the DC conductivity,    is the vacuum permittivity,    is the permittivity at high 
frequency which is related to fast polarization processes of materials [91] and      is the dielectric 
response function.  
Once the step voltage is removed and the measurement circuit is short circuited for time     , 
depolarization current is built up by relaxation of dipoles as defined as [19]: 
                                     (2.8) 
In (2.7) and (2.8), the delta function is for representing the highest peaks at the starting periods of 
polarization and depolarization currents. However, these periods are not recorded in the 
measurement and therefore the delta function is usually excluded [19]. Equations (2.7) and (2.8) 
then become: 
            
 
  
       (2.9) 
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                           (2.10) 
If the step voltage is applied to the test object for a sufficiently long time, then          . 
Dielectric response function      in (2.10) is proportional to depolarization current as defined as: 
      
      
    
 (2.11) 
After combining (2.9) and (2.11), DC conductivity can be expressed as: 
   
  
    
              (2.12) 
The conductivity in (2.12) is the convolution of conductivities of both oil and paper [23]. The 
dielectric response function      and DC conductivity   are two of the useful parameters to identify 
insulation conditions since they are influenced by ageing by-products [92]. 
The waveforms of polarization and depolarization currents of a typical PDC measurement are 
shown in Figure 2.6b. Investigations revealed that the initial part of polarization current can be 
associated with oil conductivity and the final part of polarization current can be related to paper 
conductivity [93].  
(a)  (b)  
Figure 2.6.   PDC measurement. (a) PDC measurement circuit and (b) waveforms of polarization 
and depolarization currents. 
2.4.2.3. Frequency domain spectroscopy (FDS) 
FDS is a frequency domain dielectric response measurement and it has been commonly used for 
estimating moisture contents in paper insulation of transformers [25]. In a FDS measurement, 
sinusoidal voltages with frequencies typically from 1 mHz to 1 kHz are injected into HV bushings 
of a transformer with tank grounded. Measurements on currents flowing through insulation which 
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consists of resistive and capacitive components are conducted in low voltage terminals. Through 
this method, slow polarization processes of the insulation are examined by measuring magnitudes 
and phase angles of currents [25, 90, 94]. With a single frequency is considered at a time, the 
resultant current can be defined as [25, 90]: 
 
                   
        
 
   
          
           
              
(2.13) 
where      is the applied voltage at a frequency  ,       and        are the real and imaginary 
parts of dielectric susceptibility respectively, and       and        are the real and imaginary parts 
of complex permittivity respectively. Although this equation can be used to calculate complex 
permittivity when    is known, it cannot distinguish resistive losses (
 
   
) due to conduction current 
and dielectric losses (      ) due to polarization contained in       . Nevertheless, the resistive 
part is often dominant at low frequencies since it is inversely proportional to frequency. In this 
situation, slope of        becomes -1 in log-log scale and       remains constant with varying 
frequencies [25, 90]. Therefore, the conductivity of the insulation can be determined by measuring 
      . Separating these two types of losses can also be performed by calculating        and       
using Kramers-Kronig relations [91]: 
 
      
 
 
 
        
     
  
 
 
 
        
  
 
 
     
     
  
 
 
 
(2.14) 
where susceptibility,                         
 
 
       . 
In some situations, geometry of the test object is unknown. Dielectric response is represented in 
terms of frequency dependent loss factor as: 
      
      
     
 
      
     
 (2.15) 
However, when the geometry is available,      and       provide more information 
(          
     ) than     . By using a database built based on well-defined paper samples with 
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different temperatures and moisture contents, FDS is possible to estimate the moisture contents of 
paper insulation in a transformer. 
RVM, PDC and FDS are all offline methods, which require disconnecting transformers from power 
grids. This may not always be possible in practice. For a continuous condition monitoring of 
transformers without disrupting their operations, PD measurements have been widely adopted. The 
key aspects of PD measurements of transformers are presented in the next section. 
2.5. Partial Discharge (PD) 
2.5.1. Theories of PD 
2.5.1.1. Mechanisms of PD 
In IEC 60270 [95], PD is defined as “a localized electrical discharge that only partially bridges the 
insulation between conductors and which can or cannot occur adjacent to a conductor”. When 
dielectric strength of insulation is reduced and electric field intensity at a certain location or on the 
surface of the insulation exceeds the dielectric strength, concentration of electric field can lead to 
PD [96]. PD activities in a transformer are associated with various aspects such as contamination, 
defective design, poor manufacturing, as well as electrical, thermal and mechanical stresses 
imposed on the transformer during its operation. When the energy of PD accumulates to a certain 
level enough to generate discharge pulses crossing an insulation material between conductors, 
breakdown occurs [97]. Here, a discharge pulse is a current or voltage pulse that results from a PD 
event and can be measured by suitable detector circuits [95]. Although breakdown is not always 
linked to the initial presence of PD, PD activities can gradually decrease insulation strength over 
time and eventually lead to breakdown [98].  
PD mechanism in gas or liquid within insulation materials starts with a collision between an atom 
and a free electron which is accelerated in the direction of surrounding electric field. The collision 
can lead to ionization and then release of additional free electrons for more collisions. This 
phenomenon of repeating collision process can thus increase the amount of electrons exponentially 
and lead to electron avalanche [97]. In [31], PD is considered as an electrical spark due to electrical 
breakdown within insulation that contains cavities and high non-uniform electric field. In [28], PD 
occurring in a short gap can be found in different forms such as spark-type pulses, true pulseless 
glows, or pseudo glow discharges. Nowadays, with the availability of high-speed oscilloscopes, it is 
generally agreed that the discharge pulses can have rise times of 1 to 2 ns [28].  
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As discussed above, the availability of free electrons is a key element for PD occurrence [28-30]. 
Ideally, a discharge current pulse is generated by an applied voltage exceeding a breakdown voltage 
level. However, if there is no electron in the location, of which the voltage is applied, there will be 
no current pulses induced. The time for waiting the free electrons to be available to initiate electron 
avalanche is called statistical time lag [28, 29]. The free electrons can come from different ways, 
such as asperities and protrusions of electrode surfaces, shallow charge trapped on insulation 
surfaces and ionization of impurities [30]. The electrons are also available from the leftover space 
charges in previous discharges [99].  
The availability of free electrons not only can influence the time of the current pulses to be 
generated, but also the shape, amplitude and rise time of the pulses. As an example, for discharges 
in a cavity, if the voltage across the cavity reaches a breakdown voltage level and with the presence 
of free electrons, amplitudes of generated pulses will be relatively low and the rise times will be 
longer. On the other hand, higher amplitudes and shorter rise times are associated with those pulses 
having electrons that are not immediately available after reaching the breakdown voltage. A higher 
amplitude and shorter rise time of a current pulse are also caused by higher overvoltage, which is 
the voltage difference between the breakdown voltage and the actually applied voltage, across the 
cavity. When the voltage in a cavity has already reached the breakdown voltage and there are no 
electrons available, the voltage keeps rising [29, 30] and eventually a spark-type pulse is generated.  
The breakdown voltage levels for initiating discharge current pulses are subject to a number of 
factors such as types of gases, gas pressures and distance of a gap or size of a cavity (for discharge 
in a cavity). Paschen curve illustrates the relationship between breakdown voltage of a gap as a 
function of gap distance times pressure [57]. If the pressure is reducing, the breakdown voltage 
decreases up to a point and then increases gradually. Similarly, the voltage falls with the gap 
distance. As the gap distance is reduced further, the voltage begins to rise. Figure 2.7 shows a 
Paschen curve of air. With a Paschen curve, breakdown voltages initiating discharge pulses can be 
estimated. However, the actual breakdown voltage can be lower than that of estimated from 
Paschen curve. As an example, during discharge in a cavity, remaining charges left after previous 
discharges can be imposed on walls of the cavity. This can cause up to 20% variation of breakdown 
voltage levels [57].  
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Figure 2.7.   Paschen curve of air. 
2.5.1.2. Terminologies of PD 
Under applied AC voltage on a dielectric material, PD is induced and its behaviour can be described 
by a well-known abc circuit as shown in Figure 2.8. In Figure 2.8a (discharge in a cavity), 
capacitance   represents the cavity, capacitance   represents the dielectric in series with the cavity 
and capacitance   represents the rest of the dielectric. In the figure, the Roman numeral I indicates 
the region of the dielectric containing the cavity and II corresponds to the rest of the dielectric. This 
circuit representation is valid for surface discharge as shown in Figure 2.8b. The surface having 
discharges has a capacitance   to the electrode and capacitance   through the dielectric, while the 
rest part of the dielectric is represented by capacitance  . Corona and discharge due to treeing, can 
also be represented by abc circuit in a similar way. 
(a)  
(b)  
Figure 2.8.   Dielectric circuits (abc circuits) of (a) discharge in a cavity and (b) surface discharge 
[57, 100]. 
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Discharges occur in a sequence: when a cavity is charged and the voltage levels reach breakdown 
voltages, discharges occur. The cavity is then charged again to meet the breakdown voltages. This 
sequence can be explained in more detail in Figure 2.9 using the discharge in a cavity for 
illustration. When a voltage    is applied to the dielectric, a discharge occurs in the cavity when the 
voltage    (defined in (2.16)) across the cavity reaches the breakdown voltage level  
 (or   ). The 
breakdown voltage can be estimated form the Paschen curve (Figure 2.7). The voltage across the 
cavity then drops to the residual voltage level    (or   ) and increases again to produce another 
discharge. According to [29], amplitude of the residual voltage is determined by degree of 
ionization and other physical conditions in a cavity. Based on this sequence of discharge occurrence, 
groups of regularly recurrent discharge pulses can be generated. However, the discharges can 
become intermittent for a number of reasons. One of those is related to asymmetrical cavities which 
the breakdown voltage    is not equal to   . A large size of cavity can also contribute to irregular 
recurrence of the discharges since discharges may occur at different sites of the cavity in which 
each site can be partly recharged by neighbouring sites. 
 
Figure 2.9.   Sequence of discharge occurrence [57, 100]. 
    
 
   
   (2.16) 
When a discharge is generated, it exhibits distinct characteristics that are defined in IEC 60270 [95]. 
Since the discharge tends to have a small amplitude and can occur randomly, verification of PD 
cannot rely on a single quantity [101]. Therefore, a variety of characteristics have been adopted for 
investigating PD signals. According to IEC 60270, the characteristics of PD are summarized as 
below: 
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 Apparent charge – The charge that can be measured and is usually expressed in pico-coulombs 
(pC).  
 Inception voltage – A voltage level at which PD pulse are firstly observed when the voltage 
applied to a test object is gradually increased from a lower level at which no PD is found. 
 Extinction voltage – A voltage level at which PD pulses cease to occur when the voltage applied 
to a test object is gradually decreased from a higher level at which PD pulses are observed. The 
inception and extinction voltages can be affected by different factors such as temperature, 
humidity and pollution but generally inception voltage is higher than extinction voltage [42, 57].  
 Pulse repetition rate – A ratio between the total number of PD pulses within a given time frame 
and the duration of the given time. 
 Pulse repetition frequency – The number of PD pulses recorded per second. 
 Phase angle – It is expressed in degrees (o) and defined as             , where    is the time 
between the preceding positive going transition of the applied voltage through zero and PD 
pulses, and   is the period of the test voltage. 
 Average discharge current – The sum of absolute values of individual apparent charge’s 
amplitudes over a given time interval divided by the given time. It can be expressed in coulombs 
per second (C/s) or amperes (A).  
 Discharge power – It is the average pulse power fed into terminals of a test object over a period 
of time and generally expressed in watts (W). 
 Quadratic rate – Individual apparent charges are squared, summed and then averaged over a 
given time period. It is generally expressed in coulombs
2
 per second (C
2
/s). 
2.5.1.3. Impacts of PD on insulation  
As discussed in Section 2.3, PD is one of the major sources that can lead to insulation failures in 
transformers. Deterioration of insulation caused by PD can appear by means of (1) heating of 
insulation, (2) trapped charges, (3) ultraviolet (UV) rays and (4) formation of chemicals [57]. 
According to [96], PD can cause slow erosion of insulation that eventually leads to electrical, 
thermal, mechanical, chemical and particle impact stresses as below: 
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 Electrical stresses – Aggravation of local field concentration can be caused by summation of 
space charge field from PD and the applied electric field. 
 Thermal stresses – Local increase in temperature is a result of injecting energy by PD into 
discharge sites. Thus, restructuring of chemical bonds can happen and gas molecules may 
migrate along the thermal gradient. 
 Mechanical stresses – Attraction and repulsion of trapped charges in solid insulation materials 
can generate vibration in local discharge sites. 
 Chemical stresses – Chemical structure of insulation materials can be altered and the possibility 
of exothermic reactions may damage the solid insulation. 
 Particle impact stresses – Degradation of insulation surfaces can be caused by particle strikes at 
the ends of discharge channels. Since the particles may have enough energy, bond scission is 
created on cellulose chain of the solid insulation. 
Specifically, the erosion can gradually proceed with impacts of electrons and ions on the wall of a 
cavity [100]. Over a period of time, the erosion can form a pit that often located at the edge of the 
cavity. When the pit grows deeper with the field strength at its tip approaching the breakdown 
strength of the dielectric, breakdown occurs over a short distance resulting in the formation of a 
narrow channel. The channel then grows with continuous breakdowns at its top. In the long run the 
channel is widened and further grown in the pattern of zigzags with branches. This erosion process 
is called treeing. The formation of a pit can take hours or years and once the pit is formed, 
generation of trees may take place in minutes or seconds. Finally, a complete breakdown occurs if 
the tree reaches electrodes. This mechanism becomes more complicated for a dielectric that is 
formed with several layers. This is due to the penetration caused by the erosion proceeding layer by 
layer [102].  
The impact of PD on insulation surface is similar to that in cavities but the impact tends to be 
relatively milder because of the larger surface available. However, larger amplitudes of PD may 
occur.  
The impact of discharge due to protrusion (i.e. corona) is completely different. Since it is not 
located in insulation but adjacent to a metal electrode, no or little harm is resulted from this kind of 
discharge. However, if it happens in HV equipment which is SF6-insulated, gas by-products can be 
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produced. These by-products can attack both metal conductors and insulation of a gas-insulated 
construction.  
2.5.2. PD measurement methods 
Occurrences of PD events are often accompanied by electromagnetic transients, chemical reactions, 
emission of sound, pressure waves, light and heat [103]. These phenomena can be utilized by 
various measurement methods for detecting the presence of PD events and acquiring the PD signals 
for analysis. The ultimate objective of PD measurements is to identify the corresponding insulation 
defects and evaluate insulation conditions of HV equipment.  
Conventional PD measurement methods are based on IEC 60270 [95]. Some commonly adopted 
non-conventional methods are associated with electromagnetic and acoustic PD detections [103]. 
Table 2.2 summarizes various PD measurement methods. 
Table 2.2.   PD measurement methods. 
Conventional methods Non-conventional methods 
 Narrow-band detection 
 Wide-band detection 
 Electromagnetic transients detection 
- High frequency (HF)/Very HF (VHF) (3 MHz ~ 
300 MHz) 
- Ultra HF (UHF) (300 MHz ~ 3 GHz) 
 Acoustic emission (AE) detection (10 kHz ~ 300 kHz) 
 Optical occurrences detection 
 Chemical compounds detection 
2.5.2.1. Conventional methods 
A variety of circuits can be used for PD detections. These circuits can be represented by a basic 
circuit as shown in Figure 2.10. In the figure, a HV power supply is required and it should exhibit a 
low background noise level. An analog filter   can also be introduced to further reduce the noise. In 
the figure,    represents a test object.    is a coupling capacitor which acts as a high impedance for 
power frequency of the voltage supply and a low impedance for high frequencies of PD signals 
generated from the test object [104].  
The above coupling capacitor should be discharge free [105]. It should also have desirable 
frequency responses (output voltages to input currents) for preventing interference from the power 
frequency and its harmonics. Since the sensitivity of the detection circuit is largely decided by 
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capacitances of the coupling capacitor and test object, coupling capacitor is chosen to be larger than 
test object for a high sensitivity (i.e.      ). The actual value of coupling capacitor can be 
different depending on the capacitance of test object in actual detections. Nonetheless, coupling 
capacitor is usually selected to 1000 pF or higher to achieve an acceptable sensitivity.  
In Figure 2.10, measuring impedance   is used to convert PD current to voltage for measurement 
by a PD detector [106]. The impedance is either a RC circuit or a RLC circuit that the measured 
voltage pulses appear to be unidirectional or attenuated oscillatory of shapes respectively. It can 
either be placed in series with the coupling capacitor (as shown in Figure 2.10) or with the test 
object but both positions are equal electrically [57]. However, in practice, impedance is often placed 
in series with coupling capacitor to prevent large charging current from the test object passing 
through it [57]. 
 
Figure 2.10.   Basic PD detection circuit. 
Once PD occurs in the test object, charge is re-distributed between the test object and coupling 
capacitor. Referring to the abc circuit as shown in Figure 2.8a, when PD is generated in the test 
object,     . At this moment, voltage imbalance occurs in branches I and II. To balance the 
voltage level, discharge from capacitance   leads charge to flow into capacitance  . Charge also 
flow from the external source (i.e. coupling capacitor) into capacitance  . The charge from 
capacitance   is actual charge    which cannot be measured directly [107]. Thus, the charge from 
the coupling capacitor is measured instead through the measuring impedance   as shown in Figure 
2.10. The charge from the coupling capacitor is apparent charge   and it is related to the discharge 
but does not equal to the actual charge at the discharge site [104]. The actual charge    and apparent 
charge   are defined as [100, 101, 104, 108]: 
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(2.17) 
The above PD measurement method is also called direct coupling measurement method or 
capacitive method.  
During PD measurements, the acquired PD signals may be contaminated by numerous noise sources. 
Therefore, PD measurements should be carried out in a frequency range where the noise level is as 
low as possible. According to IEC 60270 [95], the PD measurements can be performed in narrow-
band or wide-band. In a narrow-band system, the bandwidth    is recommended as: 
                 (2.18) 
A narrow-band measurement possesses a superior immunity to the noise sources such as amplitude 
modulation (AM)/ frequency modulation (FM) communication signals. However, overlapping issue 
(i.e. PD pulses occur simultaneously) can cause error and information loss in a narrow-band 
measurement [109, 110].  
By contrast, carefully designed wide-band PD detection in conjunction with fast-speed PD detectors 
(e.g. oscilloscopes) provides a capability of recording transient PD pulses with good time resolution 
[110]. Based on the IEC standard, the bandwidth    is recommended as: 
                    (2.19) 
Before conducting PD measurements, calibration is needed. During the calibration, short-duration 
current pulses with known charge amplitudes are injected to terminals of the test object. The current 
pulses are generally derived from a calibrator generating step voltage pulses    in series with a 
capacitor    (i.e.        ). However, in practice, the generated step voltage pulses are not ideal 
but the rise time of the pulses should be less than      . After injecting the current pulses, scale 
factor   is determined in the PD detector in order to have a correct reading on the charge’s 
amplitudes. The calibration should be done for relevant range of expected charge’s amplitudes. 
2.5.2.2. Non-conventional methods 
Acoustic method is often used for PD source localization by attaching a number of acoustic sensors 
on a transformer tank. The localization is based on the fact that energy is released from discharge 
sites, which in turn induces acoustic waves with their intensity proportional to the released energy. 
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Although PD, theoretically, can be localized or quantified by the measured acoustic waves from 
different sensors, the waves’ propagating paths are practically unpredictable and always suffer from 
attenuation and distortion. The levels of attenuation and distortion depend on different paths and the 
materials along with the paths. When a PD happens, the generated waves propagate to different 
insulation materials and structures inside a transformer. The intensity of the waves is reduced with 
increase of the propagation distance and some phenomena such as scattering and acoustic 
absorption (dissipate heat from acoustic energy) occur. Moreover, reflection and refraction can take 
place if the acoustic waves propagate between media with various density and/or elasticity (acoustic 
impedance). This can further reduce the transmission energy from the discharge sites. All these 
factors need to be considered for localizing PD sources in transformers using acoustic 
measurements. 
Electromagnetic measurement methods adopt UHF antennas and inductive sensors such as 
Rogowski coils and high frequency current transformers (HFCTs) to acquire PD signals [111-114]. 
The acquired PD signals have various frequency components depending on the types of PD sources 
and insulation materials [97]. If these frequency components fall into a range of 300 MHz ~ 3 GHz, 
UHF detection can be applied. Different types of UHF sensors can be used on power transformers. 
Internal disc couplers are used only for pre-existing locations of transformers specified by 
manufacturers, while external disc couplers can be installed in existing dielectric windows [115]. 
An oil valve probe provides a convenient means for installation by installing it into a transformer 
tank through the oil valve. One of the disadvantages of UHF detection is that it is less flexible since 
UHF sensors and associated accessories are usually specific to a particular type of transformer [96]. 
On the other hand, inductive sensors are more flexible in online PD measurements by clamping 
them on a grounding wire of a transformer to measure high frequency currents induced from PD. 
They can also be clamped on HV leads but their installations require a temporarily disconnection of 
transformers from power grid [31]. There are two types of inductive sensors, i.e. Rogowski coil and 
HFCT. A Rogowski coil is constructed with inductive coils winding on a non-magnetic core. Since 
the amplitudes of its voltage outputs of PD signals are inductance-dependent, changing the number 
of turns can adjust the amplitudes [111]. Also, to prevent coupling of noise, a Rogowski coil is 
covered with a metal foil [112]. Rogowski coil's advantages include the ability on measuring large 
current without saturation and responding transient events. Moreover, it is relatively light weight 
and inexpensive [113]. However, when compared with HFCTs, Rogowski coils are considerably 
less sensitive and lower bandwidth. This is because HFCTs use ferrite core [31]. 
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Figure 2.11 shows a comparison of frequency responses (output voltages to input currents) between 
a Rogowski coil and a HFCT. The HFCT in the figure was employed in this thesis (140/100HC 
from HVPD). From the figure, it can be seen that the sensitivity of the HFCT is much higher than 
that of Rogowski coil. Although HFCTs are higher in sensitivity, the use of ferrite core implies that 
they are nonlinear which is undesirable on calibration [96]. Nevertheless, using split-core type of 
HFCT can ease installation in practice. 
 
Figure 2.11.   Frequency responses of Rogowski coil and HFCT (model: 140/100HC from HVPD). 
While individual PD measurement method can confirm PD activities, modern PD detection systems 
can combine several methods to achieve a higher accuracy on identifying PD sources or locating 
discharge sites inside a transformer. For example, for PD source localization in a transformer, 
inductive sensors cannot give space coordinates regarding the locations. Though it is possible to use 
UHF sensors in this situation, the limited location for installing UHF sensors to a transformer tank 
possesses difficulty in practice. Employing acoustic sensors can solve the problem since they can be 
easily mounted on a transformer tank and there is no restriction on the amount of acoustic sensors 
used. However, acoustic sensors are more sensitive to external mechanical noise rather than 
discharges inside the transformer. By considering the above issues, an optimal solution may resort 
to the combination of UHF or inductive sensors with acoustic sensors. UHF or inductive sensors 
can be used for triggering acoustic sensors to start recording PD signals [114]. Such solution can 
enhance immunity on generating false alarms due to an erroneous judgement from an individual PD 
sensor. 
2.5.3. PD signal analysis 
PD signal analysis can be divided into several steps as shown in Figure 1.2 and the ultimate aim of 
the analysis is to identify the types of PD sources (insulation defects) inside transformers. This can 
help on evaluating health conditions of transformer insulation systems.  
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After acquiring a signal from a field transformer by a PD sensor such as a HFCT and a capacitive 
measurement system, signal processing is necessary since the acquired signal is normally 
contaminated by extensive noise. In PD measurements, common types of noise can be classified as 
discrete spectral interference (DSI), stochastic noise and white noise as tabulated in Table 2.3 [32, 
109, 110, 116].  
Table 2.3.   Types of noise in PD measurements. 
Types of noise Sources of noise 
Discrete spectral interference (DSI)  Communication systems 
 Radio transmissions (e.g. AM and FM) 
Stochastic noise  Switching operations (e.g. thyristor) 
 Sparking 
 Automobile spark plugs 
 Electrical noise from detection circuit 
 Arcing between metallic contacts 
 Lightning 
White noise  Amplifier 
 Ambience 
 
Among these three types of noise, DSI is a narrow-band noise and the others are wide-band noise 
[32]. Depending on the source of noise, DSI consists of frequency components up to around 26 
MHz for AM radio, 300 MHz for FM radio and 1880 MHz for mobile communication. In general, 
amplitudes of this type of noise can be higher than those of PD signals [42]. Since DSI is periodic 
with fixed frequencies, it may be removed by filtering, such as notch filter [41]. However, it is a 
non-adaptive method since two parameters, forgetting factor and bandwidth, need to be pre-
determined [41, 117].  
Stochastic noise is considerably difficult to remove due to its similarity with PD signals. One 
approach to remove stochastic noise is to apply a machine learning algorithm to recognize different 
types of PD signals and noise [118]. However, this approach requires constructing a database that 
storages fingerprints of PD signals for a training process. Therefore, it is limited by the availability 
of fingerprints for proper training of the algorithm. 
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White noise is the most common type of noise that presents during online PD measurements of 
transformers. It possesses a flat power spectrum with equal power at all frequencies. This type of 
noise can be suppressed by gating methods if the amplitudes are lower than those of PD signals. 
Since the noise distorts and submerges PD patterns that are related to different insulation defects, it can 
interference the later steps of PD signal analysis. Therefore, the first step of PD signal analysis is de-
noising which aims at removing the noise and extracting PD signals. De-noising can be achieved by 
using hardware but software-based methods provide an adaptive means on removing various types of 
noise. The software-based methods can be implementation of signal decomposition, blind processing 
and graphics-based techniques (refer to Chapter 4, Chapter 5 and Chapter 6).  
In practice, signals acquired by PD measurement systems normally consist of signals generated by a 
number of PD sources, which co-exist and discharge simultaneously in a transformer. In order to ease 
the subsequent PD source classification, PD source separation is executed for separating the PD sources 
and revealing individual PD pattern related to each source. This can be performed by utilizing time and 
frequency characteristics of PD signals to form distinctive clusters in a time-frequency (TF) map and 
each cluster corresponds to a single PD source (refer to Section 7.2). 
After PD sources are separated, individual PD pattern is represented by a set of characteristic 
attributes (features), which can be extracted from phase resolved PD (PRPD) diagrams of PD 
signals. A PRPD diagram consists of the distributions of PD pulses' number, maximum PD pulses' 
amplitude and average PD pulses' amplitude with respect to phase angle of the power frequency. 
Then, features such as mean, standard deviation, skewness and kurtosis can be extracted from these 
distributions to act as fingerprints to a particular PD source. The features can also be extracted from 
decomposed signals (from different signal decomposition techniques) in different frequency scales 
to provide a more accurate representation of PD patterns. By projecting the extracted features to a 
higher dimensional space, distributions of the features can be used for PD source classification 
(refer to Section 7.3). 
2.6. Summary 
In this chapter, a brief review on power transformer failures has been provided. It showed that 
insulation problem is one of the leading causes of transformer failures. Common insulation defects 
in transformers have also been discussed in this chapter and various insulation diagnostic methods 
have been detailed.  
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Among various types of insulation diagnostic methods, PD measurements possess the ability to 
monitor transformer insulation systems online. The focus of this thesis is to develop advanced 
signal processing techniques for PD signal analysis. Therefore, an overview of PD and its 
measurement methods has been provided in this chapter. Both capacitive measurement complying 
with IEC 60270 and inductive measurement (e.g. HFCT) that were used to acquire PD signals in 
this thesis have been described. Finally, a general framework on PD signal analysis has been 
presented. Various signal processing techniques have been developed within this framework and 
they will be detailed from Chapter 4 to Chapter 7. Since PD signal analysis starts from PD data 
acquisition, details on PD measurements adopted in this thesis are provided in the next chapter.   
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Chapter 3.                                                          
PARTIAL DISCHARGE MEASUREMENT 
SETUPS 
3.1. Introduction 
In the previous chapter, a brief discussion on transformer insulation defects has been provided. 
Various insulation diagnostic methods for transformer condition monitoring and assessment have 
been reviewed. In this chapter, PD measurement setups adopted in this thesis for PD measurements 
in a laboratory and online PD measurements of field transformers at substations are presented. The 
construction details and configurations of a number of single and multiple PD source models used 
in laboratory measurements are also provided.  
3.2. Laboratory PD Measurement Setup 
3.2.1. PD measurement system 
In this thesis, both conventional and non-conventional PD measurement methods were adopted in a 
laboratory. The conventional method was based on a capacitive system complying with IEC 60270 
[95], while the non-conventional method was based on an inductive system (using HFCT). Figure 
3.1 and Figure 3.2 present the PD measurement setup in a laboratory with both capacitive and 
inductive systems. The reasons of adopting two types of PD measurement systems are to investigate 
PD patterns constructed from signals obtained from both systems and find a consistent 
representation of the patterns for PD source classification.   
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Figure 3.1.   PD measurement setup in a laboratory (with a calibrator). 
 
Figure 3.2.   Schematic diagram of PD measurement setup in a laboratory. 
As shown in Figure 3.1 and Figure 3.2, the capacitive system consists of a HV transformer, voltage 
divider, coupling capacitor, measuring impedance, PD detector, calibrator and test objects 
(including PD source models and transformers, which were not connected to electricity networks 
during measurements). The HV transformer can supply voltages up to 300 kV and the supplied 
voltages are measured by the voltage divider. The coupling capacitor has a capacitance of 1000 pF. 
This capacitive PD measurement was carried out by OMICRON’s MPD 600 system. Based on 
wide-band PD detection stated in IEC 60270, in this thesis, the measurement bandwidth was set to 
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300 kHz. Figure 3.3 presents an example of an acquired PD signal by using the above MPD 600 
capacitive measurement setup.  
 
Figure 3.3.   An example of an acquired PD signal by using a capacitive PD measurement system. 
As shown in Figure 3.2, the inductive system consists of HFCTs and a data acquisition system. Two 
HFCTs with different frequency ranges were investigated in this thesis. One has frequency range 
from 350 kHz to 35 MHz (CT1) and another one has frequency range from 500 kHz to 50 MHz 
(CT2). The use of these two different HFCTs can provide a comparison on PD patterns constructed 
from signals acquired in different frequency bands. Both CT1 and CT2 were connected to LeCroy’s 
WaveRunner 606Zi (500 MHz bandwidth and maximum 20 GS/s sampling rate) as shown in Figure 
3.4. The Power and Energy Systems Research Group at the University of Queensland also 
developed a high speed data acquisition and signal processing system (1.5 GHz bandwidth and 
maximum 5 GS/s sampling rate) based on National Instruments’ PCI eXtensions for 
Instrumentation (PXI) as shown in Figure 3.5. It has been used in both laboratory and field PD 
measurements.   
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Figure 3.4.   Data acquisition system for an inductive PD measurement. 
          (a)  
(b)  
Figure 3.5.   (a) Data acquisition and digital signal processing system developed in this thesis for an 
inductive PD measurement and (b) measurement user interface. 
Based on Nyquist-Shannon sampling theorem, the minimum sampling rate of a data acquisition 
should be at least double of the maximum frequency of the acquired signal (i.e. the maximum 
frequency range of the HFCTs, which is 50 MHz). Theoretically, 100 MHz sampling rate should be 
used. On the other hand, the size of the acquired signals should be moderate to enable the signals to 
be analysed within a proper time-span without distorting integrity of PD signals for a continuous 
monitoring of a transformer. With the consideration of computational resources consumption (i.e. 
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processing time and data storage), coordination of HFCTs’ frequency responses and signal 
resolution, the sampling rate was set to 25 MHz for the above inductive measurement system 
(Figure 3.4 and Figure 3.5) in this thesis.  
3.2.2. Test cells and laboratory transformers 
In a transformer, different types of discharges can be generated. Five major types of discharges are: 
(1) internal discharge due to cracks and micro voids in insulation; (2) corona due to local electric 
field concentration caused by protrusions in air; (3) surface discharge due to electric field 
concentration along a pressboard’s surface; (4) floating discharge caused by drifting metal particles; 
and (5) discharge in oil caused by bubbles in aged insulating oil. In this thesis, five PD source 
models were constructed to simulate the above five types of discharges (i.e. PD sources) in 
transformers.  
A test cell was manufactured for configuring the above five types of PD source models as shown in 
Figure 3.6a. The test cell was designed based on IEC 61294 [119]. Also, a multiple PD source test 
cell was also manufactured as shown in Figure 3.6b. It can be configured to simulate three PD 
source models, which can discharge simultaneously during PD measurements. To acquire PD 
signals generated by different PD source models in the above multiple PD source test cell, PD 
inception voltage of each model was set to a closed range by adjusting geometric configurations 
(e.g. distance between HV electrode and ground). Then, PD data acquisition was carried out with 
applied voltages above the inception voltages. 
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(a)  (b1)  
(b2) 
 (b3)  
Figure 3.6.   (a) Single PD source test cell and (b) multiple PD source test cell. 
As shown in Figure 3.7a, internal discharge is obtained by placing three pressboards (with diameter 
of 40 mm) in between two electrodes. The central pressboard has a cylindrical void with diameter in 
the range from 0.5 mm to 15 mm and depth in the range from 0.5 mm to 1.5 mm (by compressing 
several pressboards together). The whole setup of internal discharge is put into oil to prevent 
possible occurrence of surface discharges. Figure 3.7b shows a typical PRPD pattern of internal 
discharge. The PRPD pattern was constructed by combining signals acquired over 20 power cycles 
into a single cycle.   
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(a) (b)  
Figure 3.7.   (a) Configuration and (b) a typical PRPD pattern of internal discharge. 
As shown in Figure 3.8a, corona is obtained by using a point-to-plane electrode configuration in air. 
The HV electrode is a steel needle with the tip of 3 µm in radius and the grounding electrode is a 
flat plane with 40 mm in diameter. The distance between the two electrodes is in the range from 10 
mm to 50 mm. Figure 3.8b is a typical PRPD pattern of corona. It can be seen that the discharge 
pulses concentrate on the negative power cycle at 270
o
. This pattern is associated with the 
configuration, of which the needle is located at HV side. If the needle is at grounding side, the 
discharge pulses will locate at positive cycle [120]. The pattern is also affected by applied voltages. 
When the applied voltage increases, the pattern is widened.  
(a)  (b)  
Figure 3.8.   (a) Configuration and (b) a typical PRPD pattern of corona. 
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As shown in Figure 3.9a, surface discharge is generated by adjusting the above steel needle to 
contact the surface of a pressboard (1 mm in thickness and 40 mm in diameter), which is placed on 
a flat electrode. The whole setup is kept in air. Figure 3.9b is a typical PRPD pattern of surface 
discharge, in which the PD signals in positive and negative power cycles are asymmetrical. The PD 
amplitudes in positive cycle are larger than those in negative cycle. This pattern is consistent with 
those in [120] and [104], in which rod-plane configuration were used.  
(a)  (b)   
Figure 3.9.   (a) Configuration and (b) a typical PRPD pattern of surface discharge. 
As shown in Figure 3.10a, discharge due to floating particles is generated by placing four metallic 
pieces on a pressboard. The pressboard is placed on a grounding electrode and a HV electrode is 
adjusted 10 mm above the pressboard. This setup is put into oil. Figure 3.10b shows a PRPD pattern 
of discharge due to floating particles. From the figure, it can be seen that discharge pulses generated 
by the four metallic pieces have similar amplitudes. This can be observed from the PD pulses 
located at around 1
st
 and 3
rd
 quarters of the power cycle respectively.  
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(a)  (b)   
Figure 3.10.   (a) Configuration and (b) a typical PRPD pattern of discharge due to floating particles. 
As shown in Figure 3.11a, discharge in transformer oil is obtained by using a point-to-sphere 
configuration. The steel needle is the same as that used in corona and surface discharge models and 
it is configured as HV electrode. The grounding electrode is a sphere (13 mm in diameter). Distance 
of the two electrodes is 10 mm. Figure 3.11b shows a typical PRPD pattern of discharge in 
transformer oil. 
 (a)  (b)  
Figure 3.11.   (a) Configuration and (b) a typical PRPD pattern of discharge in transformer oil. 
PD measurements were also conducted on two distribution transformers with ratings of 10 kVA 
(single-phase) and 100 kVA (three-phase) respectively. The single-phase transformer comprises one 
HV terminal, one grounding terminal and four low voltage (LV) terminals for stepping down to two 
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different voltage levels. Before PD measurements, all LV and grounding terminals were connected 
to ground. Regarding the three-phase transformer, HV (LV) terminals can be connected together or 
HV is applied to test each phase.  
(a) 
 (b)  
Figure 3.12.   (a) A 10 kVA single-phase transformer and (b) a 100 kVA three-phase transformer. 
3.3. Field PD Measurement Setup 
In this thesis, PD measurements were also performed on a number of field transformers at local 
utility substations to further verify the proposed PD signal analytical methods used in practical 
situations. The transformers under investigation are in the range from 1 MVA to 10 MVA.  
Figure 3.13 shows a PD measurement setup for the field measurements. In this setup, inductive 
measurement system is used by clamping a HFCT (CT1) on a grounding wire of a transformer. A 
data acquisition system (refer to Figure 3.4 and Figure 3.5) is adopted to acquire PD signals. Since 
the HFCT is a split-core type CT, it can be clamped on the grounding wires without disruption of 
transformers’ operations. 
 
Figure 3.13.   Schematic diagram of PD measurement setup at substations of local distribution 
authorities. 
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3.4. Summary 
Both capacitive and inductive PD measurement setups for laboratory and field PD measurements 
have been presented in this chapter. The configurations of single and multiple PD source models as 
well as typical PD patterns of these models have been discussed. Two distribution transformers 
used in laboratory measurements have also been presented. The acquired PD signals from both PD 
source models and the transformers will be further analysed in the following chapters. The analysis 
consists of a suite of advanced signal processing methods that are proposed in this thesis. 
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Chapter 4.                                                   
SIGNAL DECOMPOSITION-BASED 
PARTIAL DISCHARGE SIGNAL DE-
NOISING METHOD
*
 
4.1. Introduction 
PD signal de-noising is the first step in PD signal analysis. As discussed in Chapter 2, PD signals 
acquired from online PD measurements of transformers can be highly coupled with extensive noise 
such as discrete spectral interference (DSI), stochastic noise and white noise. Different types of 
noise have distinctive characteristics and hence different methods need to be developed to remove 
the noise. In this chapter, a PD signal de-noising method for removing low frequency DSI and white 
noise is presented. This method is proposed based on a signal decomposition technique. 
Several signal decomposition techniques have been applied to PD signal analysis. Especially, 
wavelet transform (WT) has been widely adopted to de-noise PD signals [34, 121-125]. In WT, a 
wavelet function is used to decompose an acquired signal (noise-corrupted PD signal) into a series of 
wavelet coefficients. By applying thresholds to the coefficients, noise is discarded while PD signal is 
kept for reconstructing a de-noised PD signal. However, due to the needs of manually determining 
wavelet functions and decomposition levels, WT is not an adaptive and automatic decomposition 
technique.  
To provide a fully automatic decomposition for PD signal de-noising, empirical mode decomposition 
(EMD) has been proposed [126]. EMD does not require the pre-selection of wavelet functions. Instead, 
it decomposes a signal into a number of mono-component signals called intrinsic mode functions 
(IMFs) by using the local characteristic time scale of the signal itself. EMD has been applied to PD 
signal de-noising [127]. However, the inherent limitations of EMD such as mode mixing and end effect 
were not considered in [127]. Due to these two limitations, an IMF may consist of more than one 
frequency component combining both PD signals and noise. Also, redundant IMFs can be generated. 
If these IMFs are selected for signal reconstruction, the de-noised PD signals can be distorted. 
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To address the above issues in applying WT and EMD to PD signal de-noising, an ensemble EMD 
(EEMD)-based de-noising method is proposed in this chapter [128]. After applying EEMD to a 
noise-corrupted signal, noise and PD signal are separated into different decomposed signals with 
different frequency bands. The proposed method has been proven on its ability to remove low 
frequency DSI and part of white noise by utilizing EEMD. Then, a mathematical morphology 
(MM)-based thresholding method is proposed to automatically form optimal thresholds to suppress 
the remaining white noise. 
This chapter is organized as follows. Section 4.2 provides a review on the three types of signal 
decomposition techniques (i.e. WT, EMD and EEMD) for PD signal de-noising. A comparison 
among different techniques is also made in Section 4.2. Section 4.3 details the proposed MM-based 
thresholding method for automatically defining threshold values. Section 4.4 presents the proposed 
signal decomposition-based PD signal de-noising method which consists of EEMD and the MM-
based thresholding method. The proposed de-noising method has been verified by simulated signals 
and signals acquired from PD source models in Section 4.5. Section 4.6 summarizes the chapter. 
4.2. Signal Decomposition Techniques for PD Signal De-noising 
This section provides a brief review on WT, EMD and EEMD. A comparison with these three 
techniques on PD signal de-noising is also presented [125, 128]. 
4.2.1. Wavelet transform (WT) 
WT has been applied to a variety of applications including machine fault diagnosis [129, 130], data 
compression [131, 132] and signal de-noising [32-34, 109, 110, 116, 121-123, 133, 134]. It 
decomposes a signal into time and frequency domains with multi-resolutions. In WT, wavelet is a 
small wave-like signal with limited time duration and zero-mean in amplitude [135]. This wave-like 
signal is named wavelet function (or mother wavelet) that satisfies (1) total area under the curve of 
wavelet is zero,        
 
  
  ; and (2) total area of         is finite,           
 
  
  , where 
  is the wavelet function [136]. There are many types of wavelet functions and the most commonly 
adopted functions include Daubechies (db), Biorthogonal (bior) and Coiflets (coif) [32-34, 109, 110, 
116, 121-123, 133, 134].  
After selecting a wavelet function, WT transforms a signal into wavelet coefficients using a shifted 
and scaled wavelet function as defined as [136]: 
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                       (4.1) 
where   is the scale factor and   is the translation factor. The scale factor is for compressing and 
stretching the wavelet function while the translation factor is for shifting the function along the time 
axis of the signal. Hence, through the scale and translation factors, WT can achieve both time and 
frequency representations of the signal.  
In continuous wavelet transform (CWT), both scale and translation factors change continuously as 
[136]: 
           
 
  
 
    
   
   
 
    (4.2) 
where      is the function of a signal and    is the complex conjugate of wavelet function. Inverse 
CWT can be used to reconstruct the signal as [136]: 
      
 
 
      
 
  
         
 
  
  
  
 (4.3) 
where   is a constant depending on the selected wavelet function. CWT is time-consuming since it 
needs to compute wavelet coefficients at every scale. Also, many redundant signal components can 
be generated during the calculation. To overcome the above limitations of CWT, discrete wavelet 
transform (DWT) has been widely adopted in which the scales and positions are selected based on 
powers of two. These dyadic scales and positions lead to WT more efficient while accuracy can be 
maintained [137]. DWT is defined as [136]: 
           
   
                 (4.4) 
where      is the discrete function of a signal,   and   are integers. For signal reconstruction, 
inverse DWT can be performed and is defined as [136]: 
                   
      
 (4.5) 
DWT performs as a cascade of filters that decompose a signal at various resolutions. Figure 4.1 
shows a 3-level DWT decomposition [138]. In the figure, a signal is gone through a series of low 
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pass filters (LPFs) and high pass filters (HPFs) and thus it is decomposed into a number of 
approximation and detail coefficients [137]. After decomposition at each level, both coefficients 
will be down-sampled. Then, the approximation coefficient will be further decomposed until 
reaching a predefined decomposition level. The filters used in DWT are quadrature mirror filters 
which enable signals to be decomposed without any information loss. Inverse DWT reconstructs the 
original signal using the identical filters but reverse in order [137].  
 
Figure 4.1.   A 3-level DWT decomposition [138] (     and      are LPF and HPF respectively, A 
is approximation coefficients and D is detail coefficients). 
4.2.2. Empirical mode decomposition (EMD) 
EMD is an adaptive decomposition technique. Without specifying any wavelet function as WT 
does, EMD decomposes a signal into a series of mono-component signals called IMFs with different 
frequency scales by using the local characteristic time scale of the signal itself [126]. The decomposed 
signals (i.e. IMFs) can be later used to precisely reconstruct the original signal. EMD uses a sifting 
process to eliminate riding waves and smooth uneven amplitudes that might be embedded in IMFs. 
Therefore, an IMF can be treated as a mono-component signal, which satisfies (1) the number of 
extrema must either be equal to or, at most, differ by one from the number of zero crossings; and (2) 
the mean value of both envelopes defined by the local maxima and local minima is zero at any point 
in the data [139]. 
It is assumed that      is a signal being processed in the sifting process. Firstly, local extrema of 
     are defined. Then, cubic spline interpolations are performed on both maxima and minima to 
get the upper envelope       and lower envelope      . The mean of the above two envelopes is 
denoted as                    . The iteration of deciding IMF is                   , 
where        is the n-th IMF at the i-th iteration.        is the first IMF if it satisfies the conditions 
of mono-component. Otherwise, the iteration will be continued on       . After extracting the first 
IMF, which embraces the highest frequency component in the original signal, the iteration will be 
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continued on the residue                  . Replacing      by       and repeating the above 
process until the last IMF is obtained. A precise reconstruction       can be achieved by a linear 
combination: 
                    
   
   
 (4.6) 
where   is the total number of IMFs and   is the last IMF or residue.  
Ideally, an IMF is a mono-component signal. However, due to the problem of mode mixing in the 
above sifting process, an IMF often embraces signal components with dramatically disparate 
frequencies scales. The signal components with similar frequency scales may also reside in different 
IMFs [140]. Another limitation of EMD is the end effect that may generate meaningless low 
frequency IMFs. This is due to the excessive decomposition of EMD, in which swings that 
generated from both ends of signals propagate toward the whole signal span and finally corrupt the 
IMFs. Therefore, EEMD was proposed to deal with the problem of mode mixing. The problem of 
end effect can also be solved by a kurtosis-based IMF selection criterion proposed in this chapter 
(refer to Section 4.4). 
4.2.3. Ensemble empirical mode decomposition (EEMD) 
Through adding white noise to the original signal, EEMD forces the sifting process to make 
different frequency scales collating in the proper IMFs dictated by a dyadic filter bank [140]. Figure 
4.2 shows the operation of EEMD. 
 
Figure 4.2.   Operation of EEMD. 
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After adding the white noise, EEMD extracts IMFs as EMD does. Once the extraction of the first 
ensemble is completed, a set of IMFs with noise is generated. Then a new white noise with the same 
standard deviation of the amplitude as the previously added noise is injected into the original signal 
again and EMD process is continued on this new noisy signal. The amplitude of white noise and 
ensemble number are defined as: 
     
  
 
       (4.7) 
where    is the amplitude of the added white noise,    is the ensemble number and   is the final 
standard deviation of error. The resulting IMFs after all the ensembles are the average value of the 
ensembles on each IMF. Since white noise is a zero mean random signal, the average value can 
cancel the errors produced by the noise. 
4.2.4. Comparative study of signal decomposition techniques 
This section provides a comparative study on the application of the above three signal 
decomposition techniques for PD signal de-noising using simulated PD signals. The characteristics 
of simulated PD signals are on the basis of the following considerations. 
PD signals are impulsive-type signals and their rise times can be as short as 1-2 ns at their discharge 
locations inside a transformer [28]. However, the PD signals can be distorted and attenuated when 
they propagate from their respective discharge locations to PD detectors. Their rise times and 
durations can also be distorted. Therefore, the durations of PD pulses acquired by PD detectors can 
be significantly different from those at their occurrence locations. In [141], influence of PD 
detection circuits with different circuit parameters on the characteristics of acquired PD signals has 
been investigated. The results prove that PD pulses with oscillatory frequencies ranging from 
several Megahertz to several tens of Megahertz can be detected. 
Therefore, two types of simulated PD pulses namely damped exponential pulse (DEP) and damped 
oscillatory pulse (DOP) were adopted in comparison. The duration of DEP and DOP was selected to 
be around 0.1 µs and the oscillatory frequency was around 14 MHz. DEP and DOP are defined as 
[110]: 
                         (4.8) 
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              (4.9) 
where   is the pulse amplitude,    is the oscillatory frequency of DOP and   is the time constant of 
damping coefficients for controlling PD parameters such as rise time, pulse width and decay time. 
Figure 4.3 shows these two types of PD pulses. 
 
Figure 4.3.   Simulated PD pulses. (a) DEP and (b) DOP. 
To compare EEMD with DWT, five simulated PD pulses with different amplitudes and signal-to-
noise ratio (SNR) = -1 dB were employed. SNR is calculated by using amplitudes of a signal. 
Assuming     be an original PD pulse and     be the noise. SNR is defined as 
               
              
 
    , where   is the length (i.e. number of samples) of the PD 
pulse and noise. Figure 4.4 shows decomposition results of EEMD on DOP and DEP-type PD 
pulses. The decomposition was constructed with 300 ensembles and the amplitudes of the injected 
white noise for EEMD were 0.2 standard deviation of original signals. Figure 4.5 shows 
approximation coefficients generated from a 5-level decomposition of DWT. Three commonly used 
wavelet functions, i.e. db2, db5 and bior1.5, were adopted for comparison [32, 110, 133]. 
It can be seen from Figure 4.4 that noise (IMFs 1-3 in DOP and IMFs 1-4 in DEP) and PD pulses 
(IMFs 4-5 in DOP and IMFs 5-6 in DEP) can be separated distinctively. However, decomposition 
performances in DWT (Figure 4.5) highly depend on the wavelet functions. Choosing inappropriate 
wavelet functions in DWT may incur distortion of de-noised signals. In Figure 4.5, db5 attains 
better de-noising performance when compared with db2 and bior1.5. This may be due to higher 
similarity between the approximation coefficients generated in the decomposition process using db5 
and the original signals. 
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(a)  (b)  
Figure 4.4.   Decompositions of EEMD on simulated signals. (a) DOP (5 levels) and (b) DEP (6 
levels). 
(a)  (b)  
Figure 4.5.   Approximation coefficients of DWT on simulated signals. (a) DOP and (b) DEP. 
Decomposition results of EMD on the above simulated signals are shown in Figure 4.6. It can be 
seen that some PD pulses are merged with noise as indicated by the arrows in red colour in IMF 3 
for DOP and IMF 4 for DEP. If these IMFs are discarded before signal reconstruction, the de-noised 
signals will be distorted. On the other hand, preserving these IMFs will introduce significant noise 
in the de-noised signals. If thresholds are applied to the IMFs, it might be possible to remove the 
noise. However, if the amplitude of a PD pulse is at a similar level to that of the noise in an IMF, 
this PD pulse may also be treated as noise and discarded. Moreover, thresholds are normally 
considered the same values at both positive and negative sides. Thus, it is not feasible to apply the 
thresholds to PD signals, which consist of positive and negative pulses of different amplitudes. 
Therefore, a new approach for thresholding using mathematical morphology (MM) in PD signal de-
noising is proposed after signal decomposition.  
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(a)  (b)  
Figure 4.6.   Decompositions of EMD on simulated signals. (a) DOP (5 levels) and (b) DEP (6 
levels). 
4.3. Mathematical Morphology (MM) for Thresholding 
MM is initially proposed for image processing before it has been extended for machine fault 
diagnosis and feature extraction [142-145]. The purpose of using MM in this chapter is for defining 
adaptive threshold values in positive and negative sides of a signal by the signal itself [128]. The 
theory of MM is based on mathematical operators, which are applied between signals and structure 
elements. Structure element is a pre-defined geometric shape with finite length as shown in Figure 
4.7. Morphological features which are the results of MM operation are then extracted. 
(a)  (b)  (c)  
Figure 4.7.   Types of structure elements. (a) Flat, (b) sinusoidal and (c) triangular structure 
elements. 
Two basic operators in MM are erosion and dilation, which can be expressed by Minkowski 
subtraction and addition respectively. By combining these two operators, other two operators, 
opening and closing, are created. Assuming    is a signal with discrete function over domain 
                and    is a structure element with discrete function over domain   
              [143], then the four operators are defined as [142]: 
                                               (4.10) 
                                                (4.11) 
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                  (4.13) 
where , ,   and   denote erosion, dilation, opening and closing operators respectively. Figure 4.8 
shows results of applying MM to a signal with different operators. It can be seen that erosion 
operator suppresses maxima and enlarges the minima, dilation operator enlarges maxima and 
suppresses minima, opening operator cuts the maxima and maintains the shape of minima and 
closing operator maintains the shape of maxima and cuts the minima. 
 
Figure 4.8.   Results of MM (red dots) for a signal (blue lines) by using flat structure element with 
(a) erosion, (b) dilation, (c) opening and (d) closing operators. 
Since closing (opening) operator can preserve positive (negative) peaks, the proposed automatic 
morphological thresholding (AMT) method that will be presented in this section uses closing 
operator to create upper envelopes and opening operator to create lower envelopes. The envelopes 
are then used for calculating upper and lower thresholds to remove noise. The major advantage of 
this method is that the threshold values are automatically adjusted based on peaks’ amplitudes on 
both positive and negative sides. 
The major difficulties of applying MM to the thresholding are the selections of shapes and lengths 
of structure elements. In [142, 145], flat structure element was adopted for extracting impulsive 
periodic signals. The length of structure element was decided based on the repetition periods. 
However, this approach requires prior knowledge of the repetitive frequencies of the signals, which 
might not be readily available in some applications. In [144], sinusoidal structure element was used 
and the length was selected based on decay rate of the structure element for periodic bearing signals. 
However, it is not a trivial task to decide the decay coefficient, natural frequency and the amplitude 
of the structure element for such periodic signals. In [143], triangular structure element was applied 
to impulsive periodic signals. The limitation of this type of structure element is that it may not match 
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all types of pulses when the amplitudes need to be considered. In AMT, flat shape structure element 
is used due to its simplicity in processing without considering its amplitude (since flat structure 
element is a straight line and its amplitude in vertical direction is zero). Also, researchers proved 
that the shapes of structure elements do not affect signal analysis much [145]. 
To illustrate the selection of length of a structure element, a simulated signal with different sampling 
points ranging from 2 to 7 apart between pulses was generated (Figure 4.9). Closing operator was 
used for extracting positive peaks of the signal as denoted by the red dots. It can be seen that the 
length of structure element should be shorter than or equal to the intervals of pulses for effective 
signal extraction (or an envelope covers individual pulses). On the other hand, an envelope covers 
two successive pulses if the lengths are longer than the pulses’ intervals. 
 
Figure 4.9.   Relationship between lengths of structure elements and pulses' intervals using closing 
operation (red dots). (From left to right) Lengths of structure elements equal to 3, 5 and 7. 
Based on the above theory and observation of MM, AMT is developed to automatically define the 
lengths of flat structure elements for creating thresholds as shown in Figure 4.10. A series of lengths, 
          , is selected for flat structure elements to form upper and lower envelopes by using 
closing and opening operators respectively. The lengths are multiples of sample number in one AC 
power cycle divided by 32 to maintain a reasonable computational time. After generating the 
envelopes, energy values that are defined as sum of amplitudes’ square for each sample of 
envelopes are calculated. An example of the energy values for both upper and lower envelopes 
using flat structure elements with different lengths is shown in Figure 4.11. 
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Noise-corrupted signal
Set the lengths of structure elements = L1, L2,…,LN 
Construct upper envelopes by 
closing operator 
Calculate energy values of envelopes
Average envelopes with energy 
values within ±10% of maximal 
envelope energy
Upper threshold =
mean of average envelope
Construct lower envelopes by 
opening operator 
Calculate energy values of envelopes
Average envelopes with energy 
values within ±10% of maximal 
envelope energy
Lower threshold =
mean of average envelope  
Figure 4.10.   The proposed AMT method for thresholding. 
It can be observed from Figure 4.11 that the energy values increase slowly with the increasing 
lengths of structure elements until the lengths attain relatively large values. The relatively small 
increase of energy values at the initial and middle stages in Figure 4.11 is due to the envelopes 
covering pulses with either small intervals or large intervals but small amplitudes. However, when 
the lengths become longer, the envelopes start to cover pulses with both large intervals and 
amplitudes. This leads to significant increase of energy values at the later stage. After calculating 
energy values of envelopes, the envelopes, which energy values are equivalent to ±10% of maximal 
envelope energy, are averaged to form an overall envelope. Thresholds are obtained by taking the 
mean value of each average envelope and used for removing white noise as shown in Figure 4.12. 
(a) (b)  
Figure 4.11.   Energy values of (a) upper and (b) lower envelopes. 
 
Figure 4.12.   Results of AMT for random pulses. (Average upper and lower envelopes (green dots) 
and optimal thresholds (red lines)). 
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4.4. Proposed Signal Decomposition-based PD Signal De-noising Method 
The flowchart of the proposed signal decomposition-based PD signal de-noising method is depicted 
in Figure 4.13 [128]. Firstly, EEMD is executed to decompose a noise-corrupted signal. The 
ensemble number was set to 300 without sacrificing computational time while the decomposition 
performance can be maintained; and the amplitude of the injected white noise was set to 0.2 
standard deviation of the signal as suggested in [140] to maintain the decomposition performance. 
According to [146], an IMF generally satisfies the Cauchy condition after five iterations in the 
sifting process. More iterations could not change IMFs significantly. Thus, ten iterations were used 
to guarantee the stability and convergence of IMFs. After decomposition by EEMD, kurtosis is 
applied to select the IMFs with PD pulses due to the sensitivity of transient signals. In other words, 
larger value of kurtosis refers to a signal consisting of abruptly changed pulses while smaller value 
of kurtosis refers to a slowly fluctuated signal or a signal consisting of evenly distributed 
amplitudes (e.g. white noise and periodic signal). The kurtosis   is defined as: 
   
        
  
   
       
 (4.14) 
where   ,   and   are the mean, length and standard deviation of an IMF respectively.  
The selection process starts from the first IMF which comprises the highest frequency component of 
a noise-corrupted signal. If the kurtosis of an IMF is suddenly dropped to half of that of previous 
IMF, it implies that the IMF with the lower kurtosis value consists of fluctuations in low frequency 
noise and/or white noise. Therefore, it is considered as pure noise without containing any PD pulses 
and discarded. Otherwise, it is added to the previous IMF for reconstruction and the selection will 
be continued on the remaining IMFs. Such kurtosis-based IMF selection can eliminate the low 
frequency IMFs that are generated from end effect.  
After the above selection process, signal reconstruction can be performed. Since some noise with 
the same frequency scales of the selected IMFs may be included in the reconstructed signal, the 
AMT can be employed to create upper and lower thresholds of the signal. De-noised signal can then 
be produced by applying hard thresholding.  
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Figure 4.13.   The proposed signal decomposition-based PD signal de-noising method. 
4.5. Results and Discussions 
To evaluate the performance of the proposed PD signal de-noising method, three measures 
including mean square error (MSE) , correlation coefficient (CC)   and pulse number error    
were adopted and defined as [128]: 
   
 
 
        
 
 
   
 (4.15) 
 
  
               
 
   
          
 
           
  
   
 
(4.16) 
            (4.17) 
where   is the length of signal,   denotes the original signal,   denotes the de-noised signal,    and 
   are the mean values of   and   respectively,    is the number of pulses in the original signal and 
   is the number of pulses in the de-noised signal. The measures  and   are used to indicate the 
similarity of PD patterns whereas    is for examining the integrity of PD pulses. 
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The proposed method is aimed at removing both DSI and white noise. In this chapter, DSI consists 
of three sinusoidal signals with randomly selected amplitudes and frequencies. The frequencies of 
these signals are up to 1 kHz to simulate signal fluctuations that could appear in on-line PD 
measurements. White noise is simulated with different SNRs. 
4.5.1. Results on simulated signals 
In this section, a comparison between the proposed method, DWT and EMD-based methods for PD 
signal de-noising on the simulated signals (i.e. DEP and DOP) is provided. In the comparison, 
DWT-based method applied a commonly used threshold to wavelet coefficients with five 
decomposition levels [110]. EMD-based method used the same approach of the proposed method 
but the decomposition of EEMD was replaced by EMD. This is termed as EMD+AMT. The results 
and evaluations of the three methods are shown in Figure 4.14 and Table 4.1. 
Figure 4.14 presents de-noised DEP-type PD signals (SNR = -5 dB) obtained from DWT (with 
wavelet function db5), EMD+AMT and the proposed method. It can be observed that some pulses 
are missing in the de-noised signal of DWT (right-hand side of Figure 4.14c). This could be caused 
by excessive noise rejection when thresholds were applied to the wavelet coefficients. Also, the 
pulses' polarities (positive and negative directions) are ambiguous. Although the polarities of pulses 
can be preserved by using EMD+AMT, noise still exists while some pulses disappear in the de-
noised signal (right-hand side of Figure 4.14d). The remaining noise came from mode mixing of 
EMD, in which the selected IMFs embraced relatively low frequency and large fluctuation DSI as 
well as PD pulses. Therefore, the noise still appears in the reconstructed signal of EMD as shown in 
the left-hand side of Figure 4.14d. Since AMT is originally designed for suppressing noise in the 
reconstructed signals of EEMD (left-hand side of Figure 4.14e) without the presence of mode 
mixing, some noise can still be found in the de-noised signal of EMD+AMT. It can be clearly 
observed that the proposed method outperforms DWT and EMD+AMT. The de-noised signal 
preserves all the PD pulses with correct polarities and locations and only has minor changes in the 
amplitudes (right-hand side of Figure 4.14e). 
 
 
 
Signal Decomposition-based Partial Discharge Signal De-noising Method    62 
     
 
 (a)  (b)  
 
(c)  
(d)   
(e)   
Figure 4.14.   De-noising results of a DEP-type signal. (a) Original signal, (b) noise-corrupted 
signal (SNR = -5 dB), (c) pulses enlargement and de-noised signal of DWT (db5), (d) reconstructed 
and de-noised signals of EMD+AMT and (e) reconstructed and de-noised signals of proposed 
method. 
Table 4.1 tabulates results in terms of the three evaluation measures with varying SNRs. In the table, 
"↓  (%)", "↑  (%)" and "↓   (%)" refer to the percentage of MSE reduction, CC increment and 
pulse number error reduction respectively of the proposed method with respect to the corresponding 
de-noising methods (i.e. DWT and EMD+AMT). The results of DWT in Table 4.1 are the average 
of the results obtained from various wavelet functions including db2, db4, db5, db10, db25, db45, 
bior1.5, bior6.8 and coif5. 
It can be observed from the table that the amount of MSE reductions and CC increments are larger 
when SNRs are smaller in both the comparisons of DWT and EMD+AMT for DOP (Table 4.1a) 
and DEP (Table 4.1b). The amount tends to reduce when the SNRs become larger. This indicates 
that the de-noising performance of the proposed method is close to that of DWT and EMD+AMT in 
a slight noise situation. On the other hand, this implies that the proposed method is capable of 
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extracting PD signals contaminated by severe noise. When comparing with the performances in 
terms of pulse number error, larger reduction can be found in the comparisons of DWT in both DOP 
and DEP. This complies with the left-hand side of Figure 4.14c, which reveals that the de-noised 
signals of DWT consist of many small pulses. In Table 4.1, “--” of    indicates that there is no 
addition/reduction of pulse in the de-noised signals of the proposed method. It can be seen that there 
is no addition/reduction of pulse of the proposed method with SNRs from 1 dB to 5 dB. 
Table 4.1.   Comparisons of measures on (a) DOP-type and (b) DEP-type signals. 
(a) 
SNR 
(dB) 
DOP 
Comparison with DWT Comparison with EMD+AMT 
↓  (%) ↑  (%) ↓   (%) ↓  (%) ↑  (%) ↓   (%) 
5 25 4 -- 45 14 -- 
3 34 6 -- 59 17 -- 
1 32 7 -- 76 31 -- 
-1 55 12 97 87 48 85 
-3 60 25 99 87 46 76 
-5 69 34 99 96 52 74 
 
(b) 
SNR 
(dB) 
DEP 
Comparison with DWT Comparison with EMD+AMT 
↓  (%) ↑  (%) ↓   (%) ↓  (%) ↑  (%) ↓   (%) 
5 68 5 -- 59 8 -- 
3 71 12 -- 68 6 -- 
1 71 15 -- 65 13 -- 
-1 74 22 99 76 17 89 
-3 85 28 96 79 24 87 
-5 87 39 97 91 46 72 
4.5.2. Results on signals from PD source models 
PD signals acquired from the PD source models (refer to Section 3.2.2) were used to compare the 
de-noising performances of DWT, EMD+AMT and the proposed method. Figure 4.15 presents both 
time and PRPD diagrams of original signal, noise-corrupted signal and de-noised signals in 2 power 
cycles for internal discharge. Table 4.2 compares the de-noising performances of DWT, 
EMD+AMT and the proposed method on signals (SNR = -5 dB) obtained from the models for 100 
power cycles.  
From Figure 4.15c1, it can be seen that the polarities of most pulses after de-noising by DWT are 
blurred. A whole cluster of PD pulses at the right-hand side shifts from positive to the middle 
position; and a large amount of pulses disappear. The result can also be observed in the 
corresponding PRPD diagram (Figure 4.15c2). It can also be seen that some pulses are missing and 
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noise still remains in the de-noised signal obtained by EMD+AMT (Figure 4.15d1). The results 
reveal the superiority of the proposed method. It can effectively remove the noise while maintaining 
the integrity of PD signals by preserving the PD pulses and their locations. 
(a1)  (a2)  
(b1)  (b2)  
(c1)  (c2)  
(d1)  (d2)  
(e1)  (e2)  
Figure 4.15.   De-noising results of internal discharge. (a1)-(e1) Original signal, noise-corrupted 
signal (SNR = -5 dB), and de-noised signals of DWT (db5), EMD+AMT and proposed method; and 
(a2)-(e2) the corresponding PRPD diagrams. 
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For the results in Table 4.2 with 100 power cycles of PD signals, the proposed method still 
outperforms the others in all four PD source models. A higher reduction of pulse number error can 
be noticed in the comparison of DWT when compared with that in EMD+AMT. The results imply 
that the wavelet transform (WT)-based de-noising technique may not be suitable for PD signal de-
noising since additional pulses can be induced in the de-noised signals. 
Table 4.2.   Comparisons of measures on PD signals acquired from PD source models. 
Model 
No. 
Comparison with DWT Comparison with EMD+AMT 
↓  (%) ↑  (%) ↓   (%) ↓  (%) ↑  (%) ↓   (%) 
1 74 32 99 44 6 0 
2 81 14 99 87 24 92 
3 81 29 96 81 27 40 
4 91 23 96 87 12 14 
Note: Model 1: internal discharge, Model 2: discharge due to floating particles, Model 3: discharge in transformer oil, Model 4: corona. 
4.6. Summary 
A proposed signal decomposition-based PD signal de-noising method, which consists of EEMD and 
MM-based thresholding, has been presented in this chapter. After making a comprehensive 
performance comparison on three types of signal decomposition techniques namely WT, EMD and 
EEMD, limitations of WT and EMD in decomposing signals have been demonstrated. The 
advantages of EEMD in PD signal de-noising have also been verified. The proposed method utilizes 
EEMD in conjunction with a kurtosis-based IMF selection method for selecting IMFs that reveal 
PD pulses for signal reconstruction. After signal reconstruction, thresholds are automatically 
formed on the reconstructed signal by the proposed thresholding method. The proposed de-noising 
method has been applied to remove noise for simulated signals and signals acquired from PD source 
models. Results show that the method can effectively remove DSI with relatively low frequency 
and white noise. It can preserve the integrity of PD signals without compromising the polarities and 
quantity of PD pulses.  
Since DSI is not restricted to low frequency, in the next chapter, a de-noising method is proposed 
that can also remove higher frequency DSI. Moreover, two types of PD pattern representation 
methods are proposed for accurate representations of PD patterns after PD signal de-noising. 
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Chapter 5.                                             
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NOISING AND PATTERN 
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5.1. Introduction 
The signal decomposition-based PD signal de-noising method proposed in Chapter 4 has been 
successfully applied to remove relatively low frequency discrete spectral interference (DSI) and 
white noise. In this chapter, blind equalization (BE)-based PD signal de-noising methods are 
proposed with the ability to remove higher frequency DSI that can be generated from 
communication systems and radio transmission at substations (refer to Chapter 2). After removing 
the noise, PD pattern representation methods are developed to provide accurate representations of 
PD patterns [147-149]. 
Blind processing methods, including blind source separation (BSS) and BE, are aimed at recovering 
source signals without assessing the sources. Both BSS and BE have been applied in various 
applications. However, there are very few applications of blind processing methods in PD signal 
analysis. In [150], BSS was used for separating mixed PD signals in gas insulated switchgear. 
However, BSS requires multiple PD sensors, of which the number must be larger than that of PD 
sources [151]. This may not be realistic since the number of PD sources is generally unknown 
during on-line PD measurements. In [40], singular spectral analysis, which works similar to 
eigenvector algorithm (EVA) adopted in BE, was applied to remove noise in PD signals. An 
assumption made in this method is that PD signals and noise are associated with distinct 
eigenvalues. However, it requires manual selections of eigenvalues. Also, the selection criteria of 
equalizer length, which is one of the most important factors for signal recovery in BE [152, 153], 
was not mentioned in [40]. 
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To solve the aforementioned limitations, BE implemented in this chapter utilizes EVA with 
automatic selection of an equalizer length based on a kurtosis criterion [147, 148]. With the selected 
equalizer length, an optimal equalized signal can be generated for revealing PD pulses, which are 
embedded in an originally noise-corrupted signal. 
In the first BE-based PD signal de-noising and pattern representation method proposed in this 
chapter, EVA is used to remove DSI and then the mathematical morphology (MM)-based 
thresholding method is adopted (refer to Chapter 4) to remove white noise. A phase-resolved pulse 
sequence (PRPS) diagram is then proposed for PD pattern representation. This can prevent 
characteristics (e.g. measurement frequency ranges) of PD sensors and measurement systems from 
influencing the conventional phase-resolved PD (PRPD) diagrams on representing PD patterns. In 
the second BE-based PD signal de-noising and pattern representation method, pre-whitening is 
performed as a pre-processing technique for initial noise reduction before applying EVA. This can 
further enhance the performance of EVA on PD signal de-noising. Then, a kurtogram is used for an 
accurate PD pattern representation even in the presence of white noise. These two methods have 
been verified by using signals acquired from PD measurements on PD source models and 
transformers. 
This chapter is organized as follows. Section 5.2 provides a review of EVA for BE, which is the 
theoretical foundation of the above two methods on PD signal de-noising and pattern 
representations. Section 5.3 presents the formulation and implementation of the first method. The 
results of applying this method to PD signal de-noising and pattern representation are provided in 
Section 5.4. Section 0 presents the formulation and implementation of the second method. The 
results of applying this method to PD signal de-noising and pattern representation are provided in 
Section 5.6. Section 5.7 summarizes the chapter. 
5.2. EigenVector Algorithm (EVA) for BE 
BE can recover a source signal without requiring a training process to identify the signal. Figure 5.1 
depicts the schematic model of a single-input single-output (SISO) BE system (in the dotted line) 
[147]. BE only requires the received signal and some statistical parameters of the source signal. 
From the SISO BE system, equalized signal is the output and it can reveal the source signal. 
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Figure 5.1.   Schematic models of SISO BE and EVA systems. 
In Figure 5.1, the source signal is an independent and identically distributed non-Gaussian random 
signal with zero mean, 2
nd
-order cumulant            , 3rd-order cumulant       
          
4
th
-order cumulant       
                  , where      denotes expectation. It assumes that 
4
th
-order cumulant is non-zero (    ) [154].  
Cumulant is a quantity that contains information about signals' amplitudes and provides a measure 
of distance of signals from Gaussianity [154, 155]. Different orders of cumulants refer to the use of 
different orders of moments to provide information of a signal. For example, 2
nd
-order cumulant is 
related to variance, 3
rd
-order cumulant is related to skewness and 4
th
-order cumulant is related to 
kurtosis (describing peakedness of signals’ distributions). Normally, up to 4th-order cumulant are 
used [39]. 
The source signal in Figure 5.1 is influenced by an unknown composite channel, which is 
considered as a time-invariant system with finite impulse response (FIR)                   , 
where   is the filter order. After the signal is linearly distorted, the distorted signal is mixed with 
zero-mean Gaussian noise, which is statistically independent of source signal, to produce a received 
signal as: 
                     (5.1) 
where   denotes the convolution operator. For signal recovery, linear equalizer with FIR      
              is used to reconstruct the equalized signal: 
                (5.2) 
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To obtain an accurate signal recovery, a combined impulse response of equalization should only 
contain one non-zero unit magnitude component [156]: 
                        (5.3) 
where      is the combined system,    is the time delay and      is the Dirac delta function. After 
equalization, the obtained equalized signal is closed to the delayed source signal in terms of mean 
square error (MSE) as defined as [154]: 
                           
       (5.4) 
There are a number of signal processing methods to solve BE problem [154, 156]. In [156], 
equalization is based on maximizing the absolute value of 4
th
-order cumulant: 
       
                                   (5.5) 
where   
  is the 4
th
-order cumulant of equalized signal, and     and     are the auto-correlation of 
equalized and source signals respectively. The         and     are referred to time lags equal to 
zero [157]. For a Gaussian signal,              , the 4th-order cumulant       
      
             becomes      
         (since 2nd-order cumulant            ), which is 
equal to zero [158]. Therefore, 4
th
-order cumulant can be used for measuring non-Gaussianity of the 
source signal. In this chapter, the 4
th
-order cumulant is adopted as a criterion for separating noise 
from PD signals. 
Since the 4
th
-order cumulant involves computation of higher order statistics of equalized signals, a 
large amount of data is required for an accurate equalization [154]. If least mean squares-based 
stochastic gradient approach is adopted, the equalization might be slow and convergence rate may 
not be always satisfied. 
In order to provide a desirable convergence rate and operational speed, EVA is adopted [154]. The 
structure of EVA is similar to that of BE (Figure 5.1) but a reference equalizer is added. This 
reference equalizer is used to generate implicit signals as a reference for iteration process to find an 
optimal equalized signal. EVA seeks the maximum 4
th
-order cross-cumulant instead of 4
th
-order 
cumulant as in (5.5) in the equalization: 
       
                               
  (5.6) 
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Replacing      by      (i.e.               ), (5.6) becomes: 
         
                         
  (5.7) 
where   denotes the conjugate transpose function,     is the auto-correlation matrix of received 
signal and   
  
 is             Hermitian cross-cumulant matrix as: 
 
  
                                                     
                                           
(5.8) 
The above approach makes use of statistical property (i.e. 4
th
-order cumulant) of both the output of 
reference equalizer and the received signal. By optimizing (5.7), it leads to a generalized 
eigenvector problem: 
   
                (5.9) 
The coefficient vector                         
  can be obtained by selecting the eigenvectors 
of    
    
  
 with the largest eigenvalue  . 
Similar to the BE introduced in [156], a unique EVA solution can be obtained if the quality function 
in (5.6) contains only one global maximum. This situation is valid if the combined impulse response 
               reaches global maximum only once: 
         
                       
                      
  (5.10) 
where   is the time constant. 
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EVA is implemented by an iteration process as follows [154]: 
Step 1. Initialization: Set reference equalizer                    and iteration number 
   , where    is floor function and   is equalizer length.  
Step 2. Estimate auto-correlation matrix    . 
Step 3. Find                   and estimate cross-cumulant matrix   
  
. 
Step 4. Find coefficient        by choosing eigenvectors of    
    
  
 with the largest eigenvalue 
  in   
                  
   
      . 
Step 5. Let the reference equalizer equals to       (i.e.  
                 ), increase      , 
and go to Step 3 until   reaches its maximum value (e.g.    ). 
One advantage of BE is that it can recover signals with time delay [151]. This would be beneficial 
to on-line PD measurements of transformers, in which time delay is unavoidable due to PD signal 
propagation from PD sources inside a transformer tank to PD sensors. Another advantage is that BE 
requires only one sensor for an effective signal recovery [151]. Such characteristics of BE make it 
possible to be implemented in practical PD measurement systems. 
5.3. Proposed BE-based PD Signal De-noising and Pattern Representation Method – the 
First Method 
5.3.1. Phase-resolved pulse sequence (PRPS) 
In PD measurements, PD activity is represented as a sequence of pulses with their intensity and 
time of occurrence. For PD source classification, PD patterns should exhibit a clear consistency and 
be independent on the types of PD sensors used in the measurements. Phase-resolved PD (PRPD) 
diagrams can be suitable for PD source classification given that test arrangements are standardized 
and the relation between test voltages and discharge activities is known a priori. However, PRPD 
diagrams can be influenced by a number of factors.  
PD signals are wide-band signals and different types of PD sensors can have different measuring 
bandwidths. This can influence PD pulses’ resolutions. Noise resistivity and sensitivity also 
strongly depend on the measuring bandwidths. Therefore, discrepancy may exist amongst PRPD 
diagrams, which are obtained from different types of PD sensors for the same PD source. Though 
individual PD sensors can be calibrated, cross-calibration between capacitive (adopted by 
IEC60270) and inductive (e.g. HFCT) sensors is still a challenging task. This is because inductive 
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sensors respond to the rate of change of PD current while capacitive sensors respond to the 
integration of PD current [159].  
The influence of the types of PD sensors and measurement systems on a PRPD diagram can be seen 
from Figure 5.2, which shows PPRD diagrams constructed from signals acquired by two CTs and a 
capacitive measurement system (please refer to Section 3.2) on discharge due to floating particles in 
a laboratory. During measurements, a constant voltage higher than inception voltage was applied to 
the PD model for more than 15 minutes to stabilize PD patterns. Then, PD signals were acquired by 
the two CTs and capacitive measurement system simultaneously. Also, all PRPD and PRPS 
diagrams shown in this chapter were constructed by using PD signals in 20 power cycles to further 
avoid fluctuations in these patterns. During PD data acquisition, noise gating was applied and the 
PRPD diagrams were normalized to        interval. 
(a)    
(b)    
(c)    
Figure 5.2.   PD signals (left column) and PRPD patterns (right column) of discharge due to floating 
particles acquired by (a) CT1, (b) CT2 and (c) capacitive measurement. 
From Figure 5.2, it can be seen that PRPD pattern of CT2 (Figure 5.2b, right column) is totally 
different from those of CT1 (Figure 5.2a, right column) and capacitive measurement (Figure 5.2c, 
right column). Moreover, when compared with the patterns of CT1 and capacitive measurement, 
CT2 acquired less number of PD pulses. Due to different frequency ranges of different PD sensors 
(i.e. CT and capacitive sensors), the number and amplitudes of PD pulses acquired by these sensors 
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can be different. Increasing of power cycles (e.g. using 40 or more power cycles) will not 
significantly reduce this difference in PRPD patterns. From Figure 5.2, PRPD patterns of CT1 and 
capacitive measurement exhibit some degree of similarity. However, there are still some differences 
on the amplitudes of PD pulses. Such differences can have a reverse impact on the consistency of 
PD source classification.  
Therefore, a phase-resolved pulse sequence (PRPS) diagram has been investigated as a complement 
to a PRPD diagram for PD source classification [147]. Figure 5.3a shows parameters that are used 
for pulse sequence (PS) analysis in a single power cycle. There are a number of methods to analyse 
PS. In [160], PS was analysed based on voltage differences    between sequential PD pulses. It 
indicates the amount of voltage required to ignite a PD pulse. In [161], a PRPS diagram was 
developed based on the slope,       , to examine voltage gradient for initiating a PD pulse. 
Although these methods can improve the consistency of PD pattern analysis, the amplitudes of 
applied voltages are required.  
Figure 5.3 illustrates the proposed PRPS diagram, which uses phase angle between two consecutive 
PD pulses as a quantitative measure (“amplitude”). It does not require the amplitude values of 
applied voltages. Each power cycle is divided into 360 windows and PD pulses’ amplitudes are 
averaged in each window. Then, in each cycle, the differences of pulses’ phase angles are calculated 
and converted into amplitudes in a PRPS diagram. Finally, these amplitudes are normalized to 
       interval. 
                    (a)        
                    (b)  
Figure 5.3.   (a) Parameters of PS analysis and (b) the proposed PRPS diagram. 
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Figure 5.4 shows the results of the proposed PRPS diagrams on the discharge due to floating 
particles. It can be seen that PRPS diagrams obtained from different PD sensors and measurement 
systems are quite similar. Although not too many PD pulses were acquired by CT2, it does not 
affect its PRPS pattern much. Comparing Figure 5.2 and Figure 5.4, it can be seen that PRPS 
diagrams attain higher consistency than PRPD diagrams. 
(a)  
(b)  
(c)  
Figure 5.4.   Proposed PRPS diagrams of discharge due to floating particles acquired by (a) CT1, 
(b) CT2 and (c) capacitive measurement. 
Figure 5.5 shows PRPD and PRPS diagrams constructed by pure PD signals and noise-corrupted 
PD signals. It can be seen that PRPS pattern is altered when noise is present. This is because of the 
distances of phase angles between pulses become denser and identical in noise-corrupted PD 
signals. Therefore, PD signal de-noising is needed before a PRPS diagram can be accurately 
constructed. 
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(a) (b) 
Figure 5.5.   PRPD and the proposed PRPS diagrams of discharge due to floating particles acquired 
by CT1 (a) without noise and (b) with white noise. 
5.3.2. Proposed method 
Figure 5.6 shows the first method of proposed BE-based PD signal de-noising and pattern 
representation method [147]. It uses an advanced EVA for PD signal de-noising on DSI and AMT 
for removing white noise. A PRPS diagram is then constructed from the de-noised signals and used 
for PD pattern representation. 
                                           
Noise-corrupted signal
Define iteration number i
Define number of group, g, between 
min. equalizer length, nmin, and max. 
equalizer length, nmax 
Randomly select equalizer lengths in 
each group
Perform EVA for i iterations to 
produce i equalized signals for each 
equalizer length
Define equalized signal with the 
max. kurtosis = Emax
Construct PRPS diagram
Calculate statistical parameters
Perform AMT on Emax
Advanced
EVA method
 
Figure 5.6.   The proposed BE-based PD signal de-noising and pattern representation method (the 
first method). 
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As mentioned in Section 5.2, the equalized signals (recovered signals) in EVA are obtained by an 
iteration process. In this process, the selection of equalizer length is crucial. Improper selection of 
the length can incur the generation of unwanted equalized signals [152, 153]. In [152], all possible 
equalizer lengths were employed to seek optimal results on signals' recovery. Although the results 
can reveal proper equalizer lengths, it is time-consuming and may not be suitable for on-line PD 
measurements of field transformers. 
The proposed method includes a novel approach for providing an adaptive selection of an equalizer 
length. In this approach, a noise-corrupted signal is processed by EVA. The auto-correlation matrix 
    and cross-cumulant matrix   
  
 in EVA are defined as: 
     
          
   
  (5.11) 
 
                              
   
               
   
 
                 
   
 
                                         
                 
             
      
 
                      
    
    
      
  
(5.12) 
where                          ,   is the transpose function,   is the sample number and 
  is the equalizer length. Equation (5.12) is designed based on [154]. The iteration number i for 
EVA is set to 10 to produce reasonable number of equalized signals without sacrificing 
computational time. Then, a number of groups g are defined and evenly distributed between the 
minimum equalizer length nmin and maximum equalizer length nmax to allocate the equalizer lengths 
in different ranges. Here, nmin and nmax were set to 10 and 100 respectively and g was set to four. 
Three equalizer lengths are randomly selected in each group and the selection is subject to uniform 
distribution [153]. Such arrangement is to ensure that the selected equalizer lengths cover the 
optimal equalizer length which can be located in different groups. 
Once the equalizer lengths are determined, EVA is performed to produce possible equalized signals 
aiming at removing the noise. After that, the equalized signal with the maximum kurtosis Emax is 
chosen as an optimal equalized signal to extract PD pulses from the noise-corrupted signal. Since 
EVA seeks the maximum 4
th
-order cross-cumulant which refers to peakedness of signals’ 
distributions, PD pulses can be extracted in the equalized signals. After EVA process, the noise can 
be removed even its amplitude is larger than that of PD pulses. EVA can also remove white noise 
by re-selecting the equalized signals. However, the de-noising performance of EVA on white noise 
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is not consistent. Therefore, in the proposed method, AMT as presented in Chapter 4 is applied to 
eliminate the remaining white noise. Finally, a PRPS diagram is constructed from the de-noised 
signal and statistical parameters are calculated on the PRPS diagram for an investigation of PD 
source classification. 
5.4. Results and Discussions – the First Method 
5.4.1. Results on signals from PD source models 
In this section, results of the first proposed method to de-noise PD signals acquired from PD 
measurements on PD source models (refer to Section 3.2.2) and represent the corresponding PD 
patterns after de-noising are presented [147]. According to [116], a variety of DSI up to about 2 
GHz could exist in on-line PD measurements. Therefore, the noise was generated from linear 
combination of 10 random frequencies up to 2 GHz with different amplitudes. The white noise was 
generated from the measurement environment. Here, it is worth mentioning that no artificial noise 
was added to the case studies of field measurements. 
Figure 5.7 shows results of each processing step of the first proposed method on the PD signals 
acquired from discharge in transformer oil using the two CTs (refer to Figure 3.2). After the noise-
corrupted signals are processed by EVA with selected equalizer lengths, a series of equalized 
signals is generated for extracting PD pulses from the signals. Among all the equalized signals, 
some of them cannot reveal PD pulses. However, when using kurtosis as a selection criterion, an 
optimal equalized signal with the highest kurtosis value is chosen and it can effectively extract PD 
pulses as show in Figure 5.7c. It can be seen that the phase angles (or time intervals) of the 
extracted pulses are the same as the original PD signals (Figure 5.7a). 
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(a1)   (a2)  
(b1)  (b2)  
(c1)  (c2)  
(d1)  (d2)  
(e1)  (e2)  
(f1)  (f2)  
(g1)  (g2)  
Figure 5.7.   Results of discharge in transformer oil using (a1-g1) CT1 and (a2-g2) CT2. (a) 
Original signals, (b) noise-corrupted signals, (c) optimal equalized signals, (d) results of AMT on 
equalized signals, (e) de-noised signals, (f) PRPD diagram of original signals and (g) PRPS diagram 
of de-noised signals. 
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Since white noise is still present in the optimal equalized signals, AMT is then applied for 
adaptively selecting upper and lower thresholds (Figure 5.7d). The results of de-noised signals after 
AMT are shown in Figure 5.7e, in which the phase angles of PD pulses are clearly identified. Figure 
5.7f and Figure 5.7g are PRPD diagrams of the original signals and PRPS diagrams of the de-noised 
signals respectively. It can be seen that the PRPD diagrams are fluctuated between the signals of the 
two CTs while the PRPS diagrams are similar. 
To make quantitative comparison between PRPD and PRPS diagrams, several statistical parameters 
including mean, variance, skewness, kurtosis, root-mean-square (RMS) and modified crest factor 
(MCF) were adopted. The four moments’ parameters (i.e. mean, variance, skewness and kurtosis) 
were used to describe the shape of PD distribution. RMS examined energy of PD signals and MCF 
indicated the amount of impulsive PD signals. MCF was designed by taking average of the absolute 
PD pulses divided by RMS, if the pulses excess 50% of the absolute maximum value of PD signals: 
     
               
   
               
      
 
  (5.13) 
where   is the PD signal and   is the number of absolute PD pulses exceeding 50% of the maximum 
PD signal. 
Using the above statistical parameters, Figure 5.8 compares PRPD and PRPS diagrams for 
discharge in transformer oil of the two CTs and Figure 5.9 compares the results of corona. In Figure 
5.8 and Figure 5.9c, the comparison is made by percentage differences of the statistical parameters 
between PRPD diagrams from original signals and between PRPS diagrams from de-noised signals. 
In the figures, the y-axis is in log scale. It can be observed that the differences of PRPD diagrams in 
all parameters are larger than those of PRPS diagrams. The large differences of PRPD diagrams can 
lead to inconsistency in PD source classification. By contrast, the differences of PRPS diagrams are 
relatively smaller. This implies that a PRPS diagram has good generalization capability for PD 
source classification. 
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Figure 5.8.   Comparison of statistical parameters in PRPD and PRPS diagrams for the discharge in 
transformer oil between CT1 and CT2. 
 
  
  
(a) (b) 
(c)  
Figure 5.9.   Results of PRPD and PRPS diagrams for corona using (a) CT1 and (b) CT2; and (c) 
comparison of statistical parameters. 
Figure 5.10 compares the results of using CT1 and capacitive measurement for internal discharge. 
There is one PD pulse occurred in each half cycle at similar phase angle with all cycles. Thus, the 
PRPS pattern shows approximately equal magnitudes. 
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(a) (b) 
(c)  
Figure 5.10.   Results of PRPD and PRPS diagrams for internal discharge using (a) CT1 and (b) 
capacitive measurement; and (c) comparison of statistical parameters. 
From the above results, it can be concluded that PRPS diagrams constructed after de-noising are 
more consistent for representing PD signals acquired by different PD sensors and measurement 
systems. 
5.4.2. Results on signals from a transformer 
To further validate the proposed method, PD signals were acquired from the 10 kVA single-phase 
distribution transformer by using the two CTs and capacitive measurement system. The results are 
shown in Figure 5.11 [147]. It can be seen that the PRPD patterns are different while the PRPS 
patterns are similar between the PD signals of CT1 and capacitive measurement. When comparing 
with the statistical parameters of PRPD and PRPS diagrams (Figure 5.11c), the differences between 
CT1 and capacitive measurement on PRPD diagrams are larger than those on PRPS diagrams. This 
implies that PRPS diagrams can attain a better generalization capability for PD source 
classification. 
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(a) (b) 
(c)  
Figure 5.11.   Results of PRPD and PRPS diagrams for a distribution transformer using (a) CT1 and 
(b) capacitive measurement; and (c) comparison of statistical parameters. 
In the next section, the proposed method is further investigated on PD signal de-noising by 
comparing with discrete wavelet transform (DWT) for different signal-to-noise ratios (SNRs). 
5.4.3. Comparative studies 
In the proposed method, advanced EVA was used to remove DSI while AMT was used to remove 
the remaining white noise (refer to Section 5.3.2). Since DWT is widely adopted for PD signal de-
noising [32, 110, 133], in this section, comparisons are made for the de-noising performances of the 
proposed method and DWT (refer to Section 4.2.1 for the theory of DWT). Different SNRs are also 
investigated in the comparisons. 
5.4.3.1. Comparison on removing discrete spectral interference (DSI) 
A comparison between the advanced EVA and DWT on removing DSI is performed in this section. 
In the comparison, DSI (i.e. a linear combination of 10 random frequencies up to 2GHz with 
different amplitudes) was added to the original PD signal to attain various SNRs from 10 dB to -50 
dB. To implement DWT, a number of commonly used wavelet functions were adopted and 
decomposition level was set to ten for revealing PD signals in the coefficients. 
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To compare the performance of the advanced EVA and DWT, mean square error,     
 
 
                  
  
   , was used, where       refers to the de-noised signal. A PD signal 
acquired from discharge in transformer oil was used for the comparison. Figure 5.12 shows 
performances of DWT on removing DSI using different wavelet functions. For each wavelet 
function, the result was averaged over 20 times at each SNR (there were totally 13 SNRs ranging 
from 10 dB to -50 dB). It can be seen from Figure 5.12 that among all the wavelet functions, 
wavelet function coif5 has the lowest MSE, i.e. it attains the best de-noising performance. 
 
Figure 5.12.   De-noising performances of DWT on DSI using different wavelet functions. 
Figure 5.13 shows de-nosing results of DWT using wavelet function coif5 for a PD signal with 
SNR of -20 dB. From Figure 5.13b, it can be seen that coif5 cannot effectively extract the PD signal 
although it achieves the lowest MSE. After DWT de-noising, significant noise can still be found in 
the de-noised signal. The incapability of DWT in de-noising DSI can be explained by using DWT 
decomposition as shown in Figure 5.13c. It can be observed that PD signal and noise are collated in 
the same coefficients as indicated by red arrows. This implies that PD signal and noise are located 
in the same frequency scales and the decomposition cannot separate them. 
On the contrary, as shown in Figure 5.14 for the same noise-corrupted signal as in Figure 5.13a, the 
advanced EVA method is capable of extracting PD signal and removing DSI. This implies that 
advanced EVA can be applied to remove DSI generated from communication systems and radio 
transmissions during an on-line PD measurement of transformers at substations. 
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(a)   (b)  
(c)  
Figure 5.13.   De-noising results of DWT on DSI using wavelet function coif5 for the PD signal 
with SNR = -20 dB. (a) Noise-corrupted signal, (b) de-noised signal and (c) DWT coefficients. 
  
Figure 5.14.   De-noising result of advanced EVA (SNR = -20 dB). 
 
The DSI with amplitude larger than that of PD signals can also be removed by the advanced EVA 
method. This is because of the 4
th
 cumulant value of DSI is still smaller than that of PD signals. The 
result of de-noising large-amplitude DSI (SNR = -40 dB) using advanced EVA is shown in Figure 
5.15. 
 (a)  (b)  
Figure 5.15.   De-noising result of advanced EVA on DSI (SNR = -40 dB). (a) Noise-corrupted 
signal and (b) de-noised signal. 
Noise 
PD 
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5.4.3.2. Comparison on removing white noise 
In this section, a comparison is made between AMT-based thresholding method and a thresholding 
method that is widely adopted in DWT for removing white noise. The threshold adopted by DWT 
for comparison is     
 
      
           , where  is the median,   is the sample number, and 
the value 0.6745 is a rescaling factor.  
Figure 5.16 shows the performances of the above thresholding methods in DWT and AMT with 
different SNRs. It can be seen that both methods can successfully remove white noise from SNR = 
10 dB to -10 dB. When noise level becomes higher, the de-noising performances of both methods 
start to deteriorate. However, when compared with AMT-based thresholding method, the 
performances of DWT deteriorate much faster.  
 
Figure 5.16.   Thresholding performances of DWT and AMT on white noise at different SNRs.  
From the above comparisons, it can be seen that the proposed advanced EVA and AMT methods 
are capable of removing noise with various SNRs. Also, their de-noising performance is better than 
that of DWT.  
5.5. Proposed BE-based PD Signal De-noising and Pattern Representation Method – the 
Second Method 
In this section, the second method of BE-based PD signal de-noising and pattern representation 
method, which is developed based on EVA for BE, pre-whitening and spectral kurtosis, is presented 
[148]. Pre-whitening is applied before processing EVA and it provides a preliminary removal of 
DSI. Since pre-whitening can also enhance the impulsiveness of a signal [162], it facilitates the 
subsequent EVA for effectively extracting PD pulses from the enhanced impulsive signal. This will 
be demonstrated in Section 5.6. This method also adopts spectral kurtosis-based kurtogram for 
accurate PD representation without affecting by the remaining white noise after the EVA process. 
 
 
Blind Equalization (BE)-based Partial Discharge Signal De-noising and Pattern Representation Methods    86 
     
 
5.5.1. Pre-whitening 
Pre-whitening process is performed based on autoregressive (AR) model, which provides a linear 
prediction of the noise in the acquired signals in PD measurements. The predicted value (or 
amplitude) of the noise      at the current time step is calculated based on the weighted sum of   
values (or amplitudes) of an acquired signal      at previous time steps [163]: 
                  
 
   
 (5.14) 
where   denotes previous time steps from 1 to  , and      is the coefficients which can be 
calculated from solution of Yule-Walker equations by using Levinson-Durban recursion algorithm 
[164] or Burg’s maximum entropy method [165]. In the proposed method, Levinson-Durban 
recursion algorithm was employed for its easier implementation. The actual value of the acquired 
signal      at the current time step is the summation of the predicted value of the noise      and a 
residual part      [163]: 
                (5.15) 
The aforementioned process is based on a linear prediction of the noise. After subtracting the 
predicted value of noise      from the acquired signal     , the term      in (5.15) contains 
remaining stationary white noise and transient pulses which are related to PD pulses. Thus, it can be 
considered that the impulsiveness of a signal (i.e. transient PD pulses) is enhanced [162] since a 
large portion of noise can be removed by the above pre-whitening process. It also facilitates the 
subsequent EVA for further extracting PD pulses from the enhanced impulsive signal (refer to 
Section 5.6). In (5.15), since      is considered as a pre-whitened signal, this process is named a 
pre-whitening process. 
5.5.2. Kurtogram construction using spectral kurtosis 
Spectral kurtosis describes impulsiveness of a signal in frequency domain [166]. It was initially 
designed for detecting impulse-related signals in sonar applications [167]. To compute spectral 
kurtosis, short time Fourier transform (STFT) with a window shifting along time domain of a PD 
signal is used to obtain complex envelope function        (Figure 5.17) [168]. The complex 
envelope function can be expressed in terms of decomposition of a non-stationary random signal 
              , which matches the characteristic of a PD signal, by Wold–Cramer 
representation [168]: 
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 (5.16) 
where        is a spectral increment. Taking square of the complex envelope function represents 
power spectrum at each time position (i.e.  ) of a PD signal. The power spectrum of the whole 
record is obtained by taking average of all power spectra [163].   
A kurtosis value for each frequency scale (right graph of Figure 5.17) is obtained by taking fourth 
moment of        (as shown in the numerator of (5.17)) at each time position and then averaging. 
The final kurtosis value is an normalization of the average value by square of mean square value 
[163]. In (5.17), the minus 2 (instead of minus 3 in a traditional kurtosis) is due to        is 
complex. The minus 2 makes the value of kurtosis becomes zero for Gaussian signal. The above 
process is performed based on a window shifting along a PD signal to find the spectral kurtosis for 
one level. By repeating the process for different sizes of windows, different levels of spectral 
kurtosis are formed and a kurtogram is constructed. 
      
           
            
   (5.17) 
 
Figure 5.17.   Interpretation of spectral kurtosis [163]. 
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5.5.3. Proposed method 
The flowchart of the second proposed BE-based PD signal de-noising and pattern representation 
method is shown in Figure 5.18 [148].  
Noise-corrupted signal
Preform pre-whitening
Advanced EVA method
Construct kurtogram
 
Figure 5.18.   The proposed BE-based PD signal de-noising and pattern representation method (the 
second method). 
As shown in Figure 5.18, the proposed method starts with pre-whitening on a noise-corrupted signal. 
Though the pre-whitening process can remove most of DSI, it may encounter difficulties if the 
noise amplitude is too large. This is due to the AR model used in pre-whitening process cannot 
provide an accurate prediction of the noise. In practical situations, the noise level is not always 
predictable. If small-amplitude PD signals mix with heavy noise, pre-whitening process cannot 
always fulfil the task of removing the noise. 
Figure 5.19 shows an example of results by implementing pre-whitening process on a PD signal 
acquired from the PD source model of corona (Figure 5.19a) in a laboratory. The original PD signal 
was augmented with noise of two different levels, namely lower-amplitude noise and higher-
amplitude noise. The noise was made up of 20 sinusoidal signals with random amplitudes up to 
around 1.5 times (1500 times) of the maximum amplitude of the original signal for lower-amplitude 
noise (higher-amplitude noise). The frequency ranges of the noise were also subjected to random 
selection. The number of previous values used for the AR model in the pre-whitening process was 
empirically chosen to 10 for achieving a better de-noising performance without sacrificing 
processing time. 
From Figure 5.19b, it can be seen that under lower-amplitude noise, pre-whitening can successfully 
remove the noise and reveal PD signals. However, as shown in Figure 5.19c, under higher-
amplitude noise, pre-whitening failed to reveal PD signals though it can significantly reduce the 
noise amplitude. Therefore, EVA after pre-whitening is used to extract PD pulses embedded in the 
remaining noise. The EVA process is the same as that used in the first method (Figure 5.6). After 
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pre-whitening and EVA processes, a de-noised signal is plotted using spectral kurtosis-based 
kurtogram for accurate PD pattern representation. 
(a)  
(b1) (b2)  
(c1) (c2)  
Figure 5.19.   De-noising results of pre-whitening on corona. (a) Original signal, (b1 and c1) noise-
corrupted signals with lower-amplitude noise and higher-amplitude noise and (b2 and c2) 
corresponding de-noised signals. 
PD signals originated from different PD sources exhibit different patterns and they are normally 
represented by PRPD diagrams [51, 169]. However, the patterns in PRPD diagrams can be 
overlapped if more than one PD source co-exist and occur simultaneously in a transformer [49, 50]. 
The patterns can also be influenced by different PD sensors and measurement systems as discussed 
in Section 5.3. As such, in a PRPD diagram, PD patterns can be distorted and consequently PD 
sources causing discharges in a transformer cannot be identified and separated. Therefore, some 
extents of ambiguity can be induced in assessing transformer conditions [49]. 
In this method, kurtogram (constructed from spectral kurtosis, refer to Section 5.5.2) is adopted to 
represent patterns of PD signals, which have been de-noised by pre-whitening and EVA. Such 
representation can be used for identifying different types of PD sources. Though DSI can be 
removed by the proposed method, white noise, which is normally found in field PD measurements, 
can still present in the de-noised signals. However, kurtogram is capable of representing PD 
patterns accurately even in the presence of white noise. 
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Figure 5.20 to Figure 5.23 compare results of kurtograms and wavelet spectra for representing PD 
patterns with two different white noise levels namely mild and severe levels. Both kurtograms and 
wavelet spectra were constructed with the same decomposition levels (i.e. 10 levels) for a fair 
comparison. Also, 10 decomposition levels can reveal details of PD signals in multi-scale. In a 
wavelet spectrum, decomposed signals at different decomposition levels correspond to an original 
signal with different frequency scales. On the other hand, in a kurtogram, decomposed signals at 
different decomposition levels correspond to different sizes of windows applied to the STFT. Here, 
the window refers to a scope of data samples in time domain. The first decomposition level (Level 1) 
of a kurtogram takes the whole signal for calculating kurtosis value (i.e. window size = all data 
samples in a signal), while the window sizes of successive levels are reduced to half of previous 
level. 
It is worth mentioning that the kurtogram is not aimed at removing white noise; instead, it improves 
visualization of PD patterns without disturbed much by the noise with respect to the corresponding 
PD sources. This will be demonstrated from Figure 5.20 to Figure 5.23, which show that the reverse 
effect of white noise on identifying PD signals can be minimized by using kurtograms.  
An original signal acquired from the PD source model of surface discharge by CT1 (refer to Figure 
3.2) is shown in Figure 5.20 and the corresponding kurtogram and wavelet spectra are shown in 
Figure 5.21. Two commonly used wavelet functions, db5 and bior1.5 [32, 133], were adopted for 
comparison.  
 
 
Figure 5.20.   Surface discharge signal. 
 
Blind Equalization (BE)-based Partial Discharge Signal De-noising and Pattern Representation Methods    91 
     
 
(a)  
(b) (c)  
Figure 5.21.   Comparison between kurtogram and wavelet spectra with different wavelet functions 
on surface discharge. (a) Kurtogram, (b) wavelet spectrum (db5) and (c) wavelet spectrum (bior1.5). 
It can be observed from Figure 5.22 and Figure 5.23 that the patterns of PD signals in the wavelet 
spectra can be observed under mild white noise (indicated by the ellipses in red colour in Figure 
5.22c1 and Figure 5.22c2). However, these patterns become blurred under severe white noise 
(Figure 5.23c1 and Figure 5.23c2). This is due to suppression of the PD pulses at the time around 
0.015s and 0.035s when the white noise level increases. It can also be seen that the pattern in the 
wavelet spectrum using bior1.5 (indicated by an ellipse in white colour in Figure 5.23c2) totally 
disappear when the white noise level increases from mild to severe. 
Though the PD patterns in kurtograms (Figure 5.22b and Figure 5.23b) also change, the changes are 
relatively smaller and the patterns in the left-hand area of the kurtograms still remain similar under 
different white noise levels (as indicated by the arrows in red colour). These results imply that 
kurtograms provide a more consistent PD pattern representation. In the next section, kurtograms are 
also compared between pure PD signals and de-noised signals to further demonstrate their 
consistency on representing PD patterns generated by different PD sources. 
Blind Equalization (BE)-based Partial Discharge Signal De-noising and Pattern Representation Methods    92 
     
 
(a)  (b)  
(c1)  (c2)  
Figure 5.22.   A comparison between kurtogram and wavelet spectra with different wavelet 
functions on the PD model of surface discharge with mild level of white noise. (a) Noise-corrupted 
signal, (b) kurtogram, (c1) wavelet spectrum (db5) and (c2) wavelet spectrum (bior1.5). 
 
 
 
 
 
 
PD 
pulses 
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(a)  (b)  
(c1)  (c2)  
Figure 5.23.   A comparison between kurtogram and wavelet spectra with different wavelet 
functions on the PD model of surface discharge with severe level of white noise. (a) Noise-
corrupted signal, (b) kurtogram, (c1) wavelet spectrum (db5) and (c2) wavelet spectrum (bior1.5). 
5.6. Results and Discussions – the Second Method 
This section presents results of applying the second method of the proposed method to signals 
acquired from PD measurements using CT1 (refer to Figure 3.2) on both PD source models and 
field transformers [148]. 
5.6.1. Results on signals from PD source models 
The noise investigated in the second method was the same as in the first method except for 10 more 
noise components with random frequencies and amplitudes were generated in DSI. The white noise 
was generated from the measurement environment. Also, no artificial noise was added to the case 
studies of field measurements. 
Figure 5.24 shows results of the proposed method for a signal acquired from corona. The original 
and noise-corrupted signals are shown in Figure 5.24a and Figure 5.24b respectively. As it can be 
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seen from the two figures (i.e. comparing the vertical axes of the two figures), the amplitude of 
noise imposed on the original signal is very high. This is to demonstrate the capability of the 
proposed method in extracting PD signals and representing PD patterns in the presence of heavy 
noise. Figure 5.24c presents the signal obtained after pre-whitening process on the noise-corrupted 
signal. It can be seen that after pre-whitening, the noise amplitude is much reduced. However, noise 
still suppresses the PD signal across whole time span. Though the pre-whitening process cannot 
remove the entire noise, it does reveal PD pulses at some extents, which ease the subsequent EVA 
process. Figure 5.24d shows the de-noised signal (i.e. equalized signal) after EVA. It can be seen 
that PD pattern of corona is extracted although the remaining noise amplitude is higher than that of 
the original signal as shown in Figure 5.24a.  
Figure 5.24e shows a kurtogram constructed from the original signal (Figure 5.24a) while Figure 
5.24f shows a kurtogram of de-noised signal (Figure 5.24d). Comparing these two kurtograms, 
there is not much difference though the noise amplitude in the de-noised signal is higher than that in 
the original signal. This again demonstrates the consistency of kurtograms in representing PD 
patterns.  
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(a)  (b)  
(c)  (d)  
(e)  (f)  
Figure 5.24.   Results of corona. (a) Original signal, (b) noise-corrupted signal, (c) pre-whitened 
signal with magnified portion, (d) de-noised (equalized) signal, (e) kurtogram of original signal and 
(f) kurtogram of de-noised signal. 
In practical online PD measurements of transformers at substations, multiple PD sources can occur 
simultaneously. The acquired signals can consist of signals generated from different PD sources. 
Figure 5.25 shows results of the proposed method on a PD signal generated by surface discharge 
and corona from the multiple PD source test cell (refer to Figure 3.6). 
 
 
 
 
PD pulses 
White noise 
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(a)  (b)  
(c)  (d)  
(e)  (f)  
Figure 5.25.   Results of multiple PD signals (surface discharge + corona). (a) Original signal, (b) 
noise-corrupted signal, (c) pre-whitened signal, (d) de-noised (equalized) signal, (e) kurtogram of 
original signal and (f) kurtogram of de-noised signal. 
From Figure 5.25a, it can be seen that PD signals of surface discharge and corona are overlapped in 
the negative power cycles. As shown in Figure 5.25c, pre-whitening alone cannot remove the entire 
noise. The subsequent EVA process can further remove the noise and reveal PD signals of different 
PD sources (Figure 5.25d). The results of kurtograms constructed from original signal and de-
noised signal as shown in Figure 5.25e and Figure 5.25f respectively exhibit similar pattern. This 
again proves the effectiveness of the proposed method on de-noising and PD pattern representation 
even the patterns are overlapped.  
5.6.2. Results on signals from transformers 
The proposed method has also been applied to signals acquired from field PD measurements on 10 
MVA and 5 MVA transformers at substations of a local distribution authority as shown in Figure 
5.26 and Figure 5.27. As shown in Figure 5.26, the originally acquired signal of the 10 MVA 
transformer is severely corrupted by a relatively low frequency noise (Figure 5.26a). This low 
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frequency noise was caused by AC harmonics. After applying pre-whitening, two pulse-shape 
signals are uncovered in the positive power cycles (Figure 5.26b). By applying EVA to the pre-
whitened signal, two more pulses are revealed in each negative power cycle (Figure 5.26c). The 
periodic signal may indicate that a single PD source (for example, cracks on pressboard) may exist 
inside the transformer. To further verify whether the pulses are related to PD events, oil samples 
were collected from this transformer and DGA was conducted. The DGA analysis using IEC 60599 
indicated that there was possibility of PD occurrence. Moreover, result from Doernenburg ratios 
provided an indication of arcing. Thus, the pulses in Figure 5.26c have high possibilities of being 
generated by PD events. After de-noising, a kurtogram is plotted as shown in Figure 5.26d. 
(a)  (b)  
(c)  (d)  
Figure 5.26.   Results of a 10 MVA transformer. (a) Original signal, (b) pre-whitened signal, (c) de-
noised (equalized) signal and (d) kurtogram of de-noised signal. 
Figure 5.27 shows results of the 5 MVA transformer. The results again show that noise is lowered 
by the pre-whitening process and PD signals are extracted by EVA. The related kurtogram is shown 
in Figure 5.27d. 
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(a)  (b)  
(c)  (d)  
Figure 5.27.   Results of a 5 MVA transformer. (a) Original signal, (b) pre-whitened signal, (c) de-
noised (equalized) signal and (d) kurtogram of de-noised signal. 
During HFCT-based PD measurements (refer to Figure 3.2 and Figure 3.13), discharge signals from 
other sources such as discharges from other HV equipment in proximity can also be coupled into 
the acquired signals. Since these discharge signals can exhibit similar characteristics as those from 
the transformers under investigation, they may not be removed by the de-noising method. The de-
noised waveform in Figure 5.27 may be due to PD signals from other apparatus other than the 
measured transformer. Further verification is in progress with PD measurements on this 
transformer. 
5.7. Summary 
Two BE-based PD signal de-noising methods, which were developed based on generating a set of 
equalized signals for PD signal extraction by using EVA, have been presented in this chapter. The 
success of these two methods attributes to an optimal equalized signal, which is selected based on a 
kurtosis criterion among a number of generated equalized signals. This optimal equalized signal is 
selected for revealing PD pulses embedded in DSI. 
In the first method, the remaining white noise is further removed by applying the MM-based 
thresholding to the optimal equalized signal. Since conventional PRPD diagrams can be influenced 
by different types of PD sensors and measurement systems, a proposed PRPS diagram is then 
constructed to represent PD patterns after de-noising for consistent PD pattern representation. This 
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method was verified by using PD signals acquired from both PD source models and a distribution 
transformer using both capacitive and inductive types of PD sensors. The results reveal that it can 
effectively extract PD signals corrupted by severe noise. The results also prove that the PRPS 
diagrams obtained after de-noising can be a complement to PRPD diagrams for PD source 
classification without much affecting by the types of PD sensors. 
In the second method, pre-whitening is performed as a pre-processing technique before applying 
EVA. It improves the performance of EVA on PD signal de-noising by enhancing the 
impulsiveness of signals which are associated with PD events. This method is different from the 
first method in a way that the remaining white noise does not need to be further removed. Instead, a 
kurtogram is constructed on the de-noised signal after EVA for an accurate PD pattern 
representation. Performance of the second method was verified by PD signals acquired from PD 
source models and transformers at substations. Results demonstrate its capabilities of removing 
severe DSI and providing a consistent representation of PD patterns in the presence of white noise. 
Other than DSI and white noise, stochastic noise also commonly exists during online PD 
measurements of field transformers at substations. It is considerably difficult to remove due to its 
similarity with PD signals. A method is proposed in the next chapter to remove stochastic noise.  
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Chapter 6.                                   
GRAPHICS-BASED PARTIAL DISCHARGE 
SIGNAL DE-NOISING METHOD
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6.1. Introduction 
The signal decomposition-based and blind equalization (BE)-based PD signal de-noising methods 
presented in Chapter 4 and Chapter 5 are capable of removing discrete spectral interference (DSI) 
and white noise. However, stochastic noise may also exist in online PD measurements of field 
transformers at substations. This type of noise is considerably difficult to remove due to its 
similarity with PD signals [32] (e.g. similar in time and frequency characteristics). Very limited 
research works have been reported in the literature. Therefore, a graphics-based method, which 
aims at removing stochastic noise, is presented in this chapter [170].  
In [118], a neural network was used to remove stochastic noise. However, it required construction 
of a database that consisted of fingerprints of different types of PD signals induced by different PD 
sources. Such a database was then used for training a neural network algorithm. The trained 
algorithm was subsequently used for differentiating PD signals and noise acquired from PD 
measurements. However, if the acquired PD signals were not included in the above database, 
misclassifications can occur. 
In contrast to the above neural network-based method, the graphics-based de-noising method 
proposed in this chapter does not require the construction of a database for a training process. 
Therefore, it is not limited by the prerequisite of fingerprints of different PD sources. The proposed 
method for removing stochastic noise is a hybrid of fractal dimension and entropy analyses [170].  
Fractal dimension is a method to describe complex shapes, such as coastlines and mountains, by 
using fractal sets [171], while entropy is a measure of uncertainty in a signal. In this chapter, the de-
noising method uses fractal dimension to separate PD signals from the stochastic noise, which 
locates in different power cycles from the PD signals. Meanwhile, entropy is calculated to 
distinguish and extract PD signals from the stochastic noise, which distributes over the power 
cycles with PD signals. Since fractal dimension and entropy analyses are performed on acquired 
signals that need to be transformed into two-dimensional (2D) signals, this de-noising method is 
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referred to as the graphics-based method. The proposed de-noising method has been verified by 
signals acquired from PD source models and a transformer at a substation. Results show that this 
method can effectively distinguish and extract PD signals from acquired signals corrupted by 
stochastic noise. 
This chapter is organized as follows. Section 6.2 reviews fractal dimension and entropy for PD 
signal de-noising on stochastic noise. Section 6.3 details the proposed de-noising method and 
Section 6.4 presents the corresponding results on signals acquired from PD source models and a 
transformer. Section 6.5 summarizes the chapter. 
6.2. Fractal Dimension and Entropy 
The concept of fractal dimension refers to changes of a pattern’s details with respect to the scales 
used for measuring this pattern. A number of methods including box-counting, variance and 
spectral methods have been used to calculate fractal dimension [172]. In this chapter, box-counting 
is adopted for its simplicity and efficiency [170, 173]. Fractal dimension (FD) of a signal in 
Euclidean space is defined as [174]: 
       
   
       
        
 (6.1)  
where      is the least number of boxes with side length   to cover the signal.  
A PD source caused by a particular insulation defect can exhibit a unique PD pattern. Due to fractal 
dimension’s ability on representing various patterns and describing complex shapes by using 
different sizes of boxes (i.e. side lengths of boxs), it has been used for feature extraction and 
recognition of PD sources [174, 175]. In this chapter, the proposed de-noising method uses fractal 
dimension to quantify severity of stochastic noise when the noise and PD signals are located in 
different power cycles. After the quantification, the noise and PD signals can have various values of 
fractal dimensions. This enables separation of the noise and PD signals and subsequently removal 
of the noise.   
When the noise and PD signals appear in the same power cycles, fractal dimension alone may not 
be able to extract PD signals. To deal with this situation, entropy is introduced. Entropy is a 
measure of disorder in a random variable. A larger value of entropy relates to more chaotic data 
[60]. For a signal               , its entropy      is defined as:   
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          (6.2) 
where       is the probability mass function of   . 
The proposed method adopts entropy to find how much information is in each box of fractal 
dimension (i.e. more information means more PD signals). This can help on differentiating PD 
signals from noise. In the following sections, more details on the applications of fractal dimension 
and entropy for stochastic noise removal in PD measurements are provided. 
6.3. Proposed Graphics-based PD Signal De-noising Method 
Figure 6.1 depicts the flowchart of the proposed method on removing stochastic noise from 
acquired signals during PD measurements [170]. Firstly, an acquired one-dimensional (1D) noise-
corrupted signal is transformed into a 2D signal. In this transformation, the original signal in a 
power cycle is converted into 512 x 512 pixels for accurately representing the signal while 
reasonable processing time is maintained in subsequent fractal dimension and entropy calculations. 
Then, fractal dimension is calculated on the transformed 2D signal in each power cycle with 
different side lengths of boxs, 2
x
, where            . If severe noise presents in a particular 
power cycle, the value of fractal dimension in the power cycle is different from that of others. In 
other words, the number of boxes required to represent the noise is different from that to represent 
PD signals. Thus, it is able to indicate the presence of noise. Subsequently, the noise can be 
removed by discarding the signal in the power cycle with noise and retaining the signals in other 
cycles. 
Noise-corrupted signal
1D to 2D signal conversion
Fractal dimension analysis
Entropy calculation
De-noised signal
Signal selection
 
Figure 6.1.   The proposed graphics-based PD signal de-noising method. 
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Since noise may locate in every or most of power cycles with similar fractal dimension values, 
using fractal dimension alone may not be able to completely distinguish and separate PD signals 
from noise. Moreover, even at the situations that fractal dimension can distinguish noise appearing 
at most of power cycles; it is still not wise to discard all signals located in those power cycles. 
Therefore, entropy is calculated in each box within each power cycle.  
For a signal generated by stochastic noise, if it locates in a particular box in a power cycle, it is 
unlikely present at the same box in other power cycles when compared with PD signals due to 
random nature of stochastic noise. Based on this observation, entropy value of the noise in each box 
is not as high as that of PD signals. After adding entropy values of the same box for every power 
cycle together and using colour to represent the sum (the highest to lowest values are represented by 
a colormap ranging from red, orange, yellow, cyan, to blue), PD signals (i.e. de-noised signals) can 
be identified and subsequently extracted from noise-corrupted signals. 
6.4. Results and Discussions 
To evaluate the proposed method on stochastic noise removal, PD signals were acquired from PD 
measurements on the PD source models (refer to Section 3.2.2). PD signals were also acquired from 
a PD measurement on a 5 MVA power transformer for further evaluation and validation of the 
proposed method. The data acquisition were performed by the capacitive measurement system 
(refer to Section 3.2) [170]. 
6.4.1. Results on signals from PD source models 
Figure 6.2 presents de-noising results for a PD measurement performed on the PD source model of 
internal discharge. From Figure 6.2a (original PD signal), it can be observed that the PD signal 
locates periodically in most of power cycles. Severe stochastic noise occurs at the 1
st
 and 2
nd
 power 
cycles while relatively insignificant noise can be found at the 3
rd
 power cycle. The stochastic noise 
was generated by occasional discharges from the HV transformer supplying voltage to the PD 
measurement and the coupling capacitor in the measurement circuit (refer to Section 3.2). This is 
because both the transformer and coupling capacitor have been used for more than 20 years and 
cannot be regarded as discharge free.   
Figure 6.2b presents normalized results of fractal dimension in each power cycle with different side 
lengths of boxes. The numbers in Figure 6.2b represent the power cycles’ numbers. From the figure, 
it can be seen that fractal dimensions from the 1
st
 to the 3
rd
 cycles are separated from those of other 
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cycles in most of side lengths. The fractal dimension of the 3
rd
 cycle containing minor noise is close 
to those of the 4
th
 to the 10
th
 cycles. By contrast, fractal dimensions of the 1
st
 and the 2
nd
 cycles 
containing severe noise are relatively far from those of the 4
th
 to the 10
th
 cycles. These results can 
be used for distinguishing and separating PD signals from noise.  
By rejecting signals in the first three power cycles and combining the signals in the remaining 
cycles into one cycle, phase-resolved partial discharge (PRPD) pattern can be obtained (Figure 
6.2d), which reveals signals distribution with respect to phase angles of applied voltages. Figure 
6.2c is the original PRPD diagram without applying the proposed de-noising method. It can be seen 
that PD pattern in the original PRPD diagram is contaminated by stochastic noise. This 
demonstrates that the original PRPD diagram cannot fully represent the PD pattern caused by the 
corresponding insulation defect (i.e. internal discharge) and thus may not be suitable for transformer 
insulation diagnosis. 
(a)  (b)  
(c)  (d)  
Figure 6.2.   De-noising results of internal discharge. (a) Original signal, (b) fractal dimension, (c) 
original PRPD diagram and (d) de-noised PRPD diagram. 
(Note: The numbers in Figure 6.2b represent power cycles' numbers) 
The results in Figure 6.2 prove that fractal dimension used by the proposed method is capable of 
identifying and removing stochastic noise. It can also indicate severity of noise by comparing its 
value of signal in each power cycle. For those signals that noise is located in every power cycle and 
the signals themselves have similar values of fractal dimensions, entropy can further eliminate the 
noise. The results of applying entropy for removing noise are presented in Figure 6.3. 
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(a)  (b)  
(c)  (d)  
Figure 6.3.   De-noising results of corona. (a) Original signal, (b) original signal (magnified), (c) 
original PRPD diagram and (d) de-noised PRPD diagram (magnified). 
(Note: In Figure 6.3d, the pulses in blue colour are stochastic noise) 
In Figure 6.3, the PD signal is caused by corona. During the measurement, the applied voltage was 
below 5 kV and distance between the needle and grounding was kept at 50 mm. The purpose of 
such arrangement is to generate corona with small amplitudes (when compared with the noise) for 
evaluating performance of the proposed de-noising method on revealing small-amplitude PD 
signals. From the original signal and its magnification (Figure 6.3a and Figure 6.3b), noise can be 
observed in most of power cycles. By contrast, the discharge signals (indicated by arrows in red 
colour, Figure 6.3b) are hardly identified due to their relatively small amplitudes. Though some 
noise can be identified in some power cycles and removed with fractal dimension calculation, other 
noise still presents in the remaining power cycles (since the signals in these power cycles have 
similar fractal dimension values). Through calculating entropy in each box of fractal dimension in 
each cycle and then combining all entropy values into a single cycle, a de-noised PRPD diagram is 
obtained (Figure 6.3d). In the figure, PD signal is clearly identified (the pulses represented by blue 
colour are stochastic noise). However, in the original PRPD diagram without applying the proposed 
method, PD signal is submerged by noise (Figure 6.3c).  
Figure 6.4 presents de-noising results for a PD measurement performed on the PD source model of 
surface discharge. It again demonstrates the applicability of the proposed method on removing the 
stochastic noise and extracting PD signals. 
PD signal 
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(a)  (b)  
(c)  (d)  
Figure 6.4.   De-noising results of surface discharge. (a) Original signal, (b) original signal 
(magnified), (c) original PRPD diagram and (d) de-noised PRPD diagram. 
In online PD measurements of field transformers, multiple PD sources may co-exist. Therefore, it is 
necessary to evaluate the performance of the proposed method on PD measurements of multiple PD 
sources. Figure 6.5 presents de-noising results on multiple PD sources, which combines internal 
discharge and corona. Figure 6.6 presents the results of another multiple PD sources, which 
combines internal discharge and surface discharge. It can be seen from both figures that the propose 
method can effectively remove stocahstic noise while PD signals generated by multiple PD sources 
can be retrieved.  
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(a)  (b)  
(c)  (d)  
Figure 6.5.   De-noising results of a signal consist of internal discharge and corona. (a) Original 
signal, (b) original signal (magnified), (c) original PRPD diagram and (d) de-noised PRPD diagram. 
(a)  (b)  
(c)  (d)  
Figure 6.6.   De-noising results of a signal consist of internal discharge and surface discharge. (a) 
Original signal, (b) original signal (magnified), (c) original PRPD diagram and (d) de-noised PRPD 
diagram. 
6.4.2. Results on signals from a transformer 
The proposed method was also applied to extract PD signals acquired from a PD measurement on a 
5 MVA power transformer at a substation with 22 kV test voltage as shown in Figure 6.7. It can be 
seen that the original PD signal is immersed in noise and hardly to be identified (Figure 6.7a to 
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Figure 6.7c). On the contrary, PD signal can be revealed by using the proposed method (Figure 
6.7d). The PD signal located near the negative cycle may be related to corona, while the PD signal 
located in both negative and positive cycles may be generated by internal discharge. 
(a)  (b)  
(c)  (d)  
Figure 6.7.   De-noising results of PD signals acquired from a transformer. (a) Original signal, (b) 
original signal (magnified), (c) original PRPD diagram and (d) de-noised PRPD diagram. 
6.5. Summary 
A PD signal de-noising method for removing stochastic noise from acquired signals in PD 
measurements has been presented in this chapter. This method adopts fractal dimension for 
separating PD signals from the noise. Results show that PD signals and noise distributing into 
different power cycles can have distinctive values of fractal dimension. Thus, they can be 
distinguished and noise is subsequently discarded. While integrating entropy analysis, the proposed 
method is capable of further removing the noise having similar fractal dimension values with PD 
signals.  
The de-noising method has been verified by PD signals acquired from the PD source models and a 
transformer at a substation. Results show that this method can effectively identify PD signals from 
extensive noise. Even though small-amplitude PD signals that are totally submerged by large-
amplitude stochastic noise, this method can accurately differentiate the submerged PD signals from 
the noise. 
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After removing different types of noise from the acquired signals using the methods proposed 
throughout Chapter 4 to Chapter 6, the next step is PD source separation and classification. A time-
frequency (TF) sparsity map is proposed for multiple PD source separation in the next chapter. Also, 
a support vector machine (SVM) algorithm with different feature extraction methods is developed 
for PD source classification in the next chapter. 
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Chapter 7.                                        
PARTIAL DISCHARGE SOURCE 
SEPARATION AND CLASSIFICATION
*
 
7.1. Introduction 
A number of signal processing techniques for de-noising PD signals have been developed from 
Chapter 4 to Chapter 6. In practical PD measurements of transformers, multiple PD sources induced 
by different insulation defects can co-exist in a transformer tank and discharge simultaneously. 
Therefore, the subsequent task is PD source separation. In this chapter, a novel time-frequency (TF) 
sparsity map is proposed for separating multiple PD sources [176]. Moreover, the effects of 
different feature extraction methods on a support vector machine (SVM) algorithm’s performances 
in PD source classification are evaluated. 
By using features extracted from phase resolved PD (PRPD) diagrams, various algorithms including 
different artificial neural networks and SVMs have been applied to recognize PD sources [48, 69]. 
However, in the presence of more than one PD source, PRPD patterns generated by different PD 
sources can be overlapped [49, 50]. The pattern of one PD source can be immersed in the patterns 
of others. Hence, the PRPD-based algorithms may not be able to attain satisfied performances for 
multiple PD source separation [49].  
Analysing the shapes of individual PD pulses is another solution for separating multiple PD sources 
[51, 70, 177]. It is not affected by overlapped PRPD patterns. One promising method to analyse PD 
pulses proposed in the literature is time-frequency (TF) map and it has been widely adopted [51-54]. 
In this method, values of time length and bandwidth of each PD pulse are projected onto a TF map, 
on which the PD pulses originating from different PD sources can be separated based on different 
values. However, the calculated time length and bandwidth may not be able to fully represent the 
shapes of PD pulses. Consequently, different PD sources mapped onto the TF map sometimes may 
have the same TF value [177]. This can impair performances of the TF map in separating multiple 
PD sources. 
To improve the above TF map (termed as conventional TF map in the remaining of this chapter), a 
novel TF sparsity map, which can provide an accurate representation of different shapes of PD 
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pulses originated from different PD sources, is proposed in this chapter. This method has been 
verified by PD source models and transformers for its capability on separating multiple PD sources 
into distinctive clusters on a TF map. 
After PD source separation, PD source classification is performed. PD source classification has 
significant benefits for condition assessments of field transformers since it can reveal the types of 
defects (PD sources) that cause discharges inside a transformer tank [178]. The classification is 
normally performed on the basis of features, which characterize a PD signal generated by a single 
PD source. These features can be extracted from a PRPD diagram of a PD signal and the accuracy 
of PD source classification is largely dependent on the extracted features [55].  
Recently, signal decomposition-based methods have attracted attention on PD signal feature 
extraction [39, 179, 180]. Instead of extracting features directly from a PRPD diagram, the features 
are extracted from decomposed signals. Since a signal is decomposed into different frequency bands, 
intrinsic components related to individual PD source may be revealed.  
In this chapter, a SVM algorithm is implemented using three different feature sets, which were 
obtained from three feature extraction methods including PRPD diagrams, empirical mode 
decomposition (EMD) and discrete wavelet transform (DWT) [181]. The aim is to investigate 
capabilities of these three methods to facilitate the SVM algorithm in classifying PD sources. 
This chapter is organized as follows. Section 7.2 starts with a brief review on conventional PD 
source separation methods. Then, the proposed TF sparsity map for PD source separation is 
presented. The separation performances of the proposed method on signals acquired from PD 
source models and transformers are also verified in Section 7.2. Section 7.3 implements the three 
feature extraction methods (i.e. PRPD diagrams, EMD and DWT). The classification performances 
of a SVM algorithm integrated with these feature extraction methods are then investigated. Section 
7.4 summarizes the chapter. 
7.2. Time-Frequency (TF) Sparsity Map on PD Source Separation 
TF sparsity map proposed in this chapter assumes that different PD sources are characterized by 
different shapes of PD pulses [52, 53, 66, 182]. An example of PD pulses generated by several PD 
source models (refer to Section 3.2.2) is shown in Figure 7.1. It can be observed that the PD pulses 
originated from different PD sources exhibit different shapes. 
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(a)  (b)  (c)  
Figure 7.1.   An example of PD pulses generated by PD source models of (a) corona, (b) internal 
discharge and (c) discharge due to floating particles. 
In this section, firstly, a brief review on existing methods for PD pulse analyses and representations 
in the context of multiple PD source separation is provided. Then, the proposed TF sparsity map on 
multiple PD source separation is detailed [176]. 
7.2.1. Review on pulse analyses for multiple PD source separation 
7.2.1.1. Fourier transform and wavelet transform (WT) 
Fourier transform represents a signal by using a combination of sine and cosine functions. For a 
signal  , its Fourier transform is defined as: 
                            
 
  
 (7.1) 
where   and   denote time and frequency respectively. Since PD pulses originated from different 
types of PD sources can have distinct frequency spectra, Fourier transform can be used to separate 
PD sources by examining particular frequency bands [183]. After transformation, the data size is 
reduced by half (Nyquist-Shannon theorem). Thus, it is also used for dimension reduction to ease 
the subsequent clustering or pattern identification of PD sources [177]. However, frequency 
representation of PD pulses may not be sufficient for multiple PD source separation since transient 
characteristics of PD pulses in time domain are neglected. 
To preserve both time and frequency information in PD signal representation, WT has been adopted 
[70, 184]. It decomposes a signal into different coefficients embedding different frequency 
components (refer to Section 4.2.1). WT may be able to reveal intrinsic components of PD pulses in 
the coefficients. Therefore, energy values and/or statistical parameters derived from these 
coefficients have been used to represent PD pulses for multiple PD source separation [70, 184].  
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7.2.1.2. TF map 
A TF map by means of equivalent time length and bandwidth of a PD pulse is a widely adopted 
approach for separating multiple PD sources [51-54]. For a PD pulse  , with   samples, a time 
reference is defined as: 
    
         
  
   
        
 
   
 (7.2) 
where    denotes the time instant of acquiring the  
   sample. The equivalent time length of a PD 
pulse is defined as: 
    
        
       
  
   
        
 
   
 (7.3) 
If   is the frequency value obtained from Fourier transform, the equivalent bandwidth of a PD pulse 
is defined as: 
    
   
         
    
   
          
   
   
 (7.4) 
where    denotes the frequency at the  
   sample.  
TF map is constructed by projecting    and    of each PD pulse onto a two-dimensional (2D) 
plane. On this plane, the projected data points, which belong to PD pulses having similar shape, will 
merge together to form a distinct group. Thus, a number of groups can be formed and each group 
corresponds to a unique PD source. This method provides a mechanism for describing an individual 
PD pulse in terms of time and frequency representations. However, as it can be seen from (7.3) and 
(7.4), pulses’ shapes cannot always precisely be represented since only overall amplitude/magnitude 
in time/frequency domain of a PD pulse is considered. As a consequence, sometimes the PD pulses 
generated by the same PD source, which are supposed to have similar values of    and    and 
locate closely on the TF plane, can be scattered into different groups.  
The TF sparsity map proposed in this chapter, on the other hand, can provide a more accurate 
representation of PD pulses when compared with the above conventional TF map. With such 
representation, the projected data points belonging to the same PD source can form a distinct group. 
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7.2.2. Proposed PD source separation method 
This section provides an overview of the proposed TF sparsity map for multiple PD source 
separation. Figure 7.2 presents a conceptual diagram (Figure 7.2a) and flowchart of the proposed 
method (Figure 7.2b). 
(a)  
(b) 
Data acquisition
PD pulse extraction
(threshold determination and pulse extraction)
MM-based signal decomposition
Sparsity calculation on time and frequency 
decomposed signals
Roughness calculation on the trends of sparsity
Time-freq sparsity roughness plot
1st part
2nd part
3rd part
 
Figure 7.2.   The proposed TF sparsity map for multiple PD source separation. (a) Conceptual 
diagram and (b) flowchart. 
The implementation of the proposed TF sparsity map consists of three major components. The first 
component is extraction of PD pulses from acquired signals at one acquisition. It will be detailed in 
Section 7.2.2.1. The second component is mathematical morphology (MM)-based signal 
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decomposition (WT-based signal decomposition method was also adopted for comparison) for 
decomposing the extracted PD pulses in time and frequency domains. It will be detailed in Section 
7.2.2.2. The third component is the calculation of sparsity values, sparsity trends and roughness 
values for constructing a TF sparsity map on multiple PD source separation. It will be detailed in 
Section 7.2.2.3. 
7.2.2.1. PD pulse extraction 
Signals were firstly acquired over 20 power cycles by a HFCT (CT1 in Section 3.2). Then, PD 
pulses were identified and extracted. In the literature, extracting PD pulses was achieved by using 
sequential sampling [53, 66]. In the sequential sampling approach, a pre-defined threshold is 
required to trigger the data acquisition process. If the acquired signals are higher than the threshold, 
they are treated as PD pulses and then stored for further processing [50, 66]. This approach assumes 
that the time period for storing PD pulses is long enough to capture the complete shapes of pulses. 
However, the duration of PD pulses is neither fixed nor consistent especially when they are 
generated by different types of PD sources (refer to Figure 7.1). Variation of duration should be 
considered according to the corresponding types of PD sources. 
To provide an adaptive method for PD pulse extraction, an approach combining threshold 
determination and PD pulse extraction is proposed as follows: 
(1) Threshold determination 
Step 1. Sorting positive and negative amplitudes of acquired signals from the lowest to the highest 
values (as depicted in Figure 7.3a). 
Step 2. Setting an initial positive/negative threshold value to be the mode of the sorted 
positive/negative amplitudes. 
Step 3. Updating the positive/negative threshold value to be the value of next higher amplitude if 
its occurrence is more than one-third of that of the mode. Otherwise, the current 
positive/negative threshold value is the latest value. 
(2) PD pulse extraction 
Step 1. Setting a window size = 20 samples. The window size was empirically selected to maintain 
integrity of PD pulses without taking too much computational time (The window is defined 
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as a scope of samples in time domain and window size is the number of samples within the 
scope). 
Step 2. Shifting the window along an acquired signal. 
Step 3. Within a window, if the number of samples of the acquired signal exceeding the 
positive/negative threshold is larger than half of the window size, the first sample within 
the window is taken as the beginning of a PD pulse. Then, go to Step 4. Otherwise, go to 
Step 2. 
Step 4. The final sample of a PD pulse is taken as the final sample of a window if the number of 
samples of the acquired signal exceeding the positive/negative threshold in the window is 
smaller than half of the window size. Go to Step 2 until the window is shifted to the last 
sample of the signal. 
(a)  
 
(b)  
Figure 7.3.   (a) Sorted positive (solid line) and negative (dotted line) amplitudes of an acquired 
signal; and (b) an acquired signal (blue line) and an extracted PD pulse (red dots). 
Figure 7.3b shows an extracted PD pulse (red dots) from an acquired signal (blue line) after the 
above steps. From the figure, it can be seen that individual PD pulse can be extracted (i.e. the 
amplitudes of red dots are equal to the amplitudes of PD pulse) while the relatively small amplitude 
noise is neglected (i.e. the amplitudes of red dots are equal to zero). Here, it is worth mentioning 
that the noise in Figure 7.3b is white noise, which was generated from ambience during the 
PD pulse Blue line 
Red dots 
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measurement. The proposed PD source separation method should be performed after signal de-
noising process.  
7.2.2.2. Signal decomposition 
After PD pulse extraction, individual PD pulse is gone through a signal decomposition process. The 
purpose of signal decomposition is to reveal intrinsic components which are representative to PD 
pulses related to the corresponding PD sources in decomposed signals.  
As mentioned earlier, WT has been applied to decompose and represent PD signals in time and 
frequency domains. However, its performance is dependent on the selected wavelet functions [110]. 
This will be demonstrated through case studies in Section 7.2.3. Therefore, MM-based signal 
decomposition method is proposed and its applicability in representing PD signals is investigated in 
this chapter (refer to Section 4.3 for the theory of MM). This is aimed at providing guidance on 
selecting a suitable decomposition method for PD source separation in PD measurements of 
transformers.  
Among the four operators in MM, opening and closing operators can preserve negative and positive 
peaks of signals respectively. It means that the amplitudes of negative (positive) peaks of the 
original signals will be unchanged before and after execution of opening (closing) operation. 
Therefore, they were chosen for signal decomposition to maintain integrity of decomposed signals. 
Also, flat shape structure element was used. Since only a single function (flat structure element) is 
considered for the proposed MM-based decomposition, it does not need to select an appropriate 
function from a number of candidate functions as WT does. The flowchart of MM-based signal 
decomposition for individual PD pulses is shown in Figure 7.4. 
PD pulses
Initialize the length of
structure element
Identify upper envelope, eu, and 
lower envelope, eL, by closing and 
opening operations
Decomposed signal = (eu+eL)/2
Increase the length of
structure element
 
Figure 7.4.   The MM-based signal decomposition method. 
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As shown in Figure 7.4, the MM-based signal decomposition starts with an initialization of length 
of structure element, which will be used to construct upper and lower envelopes by using closing 
and opening operators respectively. The decomposed signal at the current length of structure 
element is obtained as the mean of the upper and lower envelopes. Then the length of structure 
element is increased by one and the above process is repeated. Since more pulses (including both 
shorter and longer intervals) are covered by the envelopes if the lengths of structure elements 
become longer, changing the lengths could alter the frequencies of envelopes. In this decomposition 
method, the lengths were set from 1 to 20 samples to provide 20 different frequency bands of PD 
pulses.  
Figure 7.5 and Figure 7.6 illustrate the MM-based and WT-based signal decompositions on a 
Gaussian signal. The reason of choosing Gaussian signal is due to its wide frequency spectrum 
which can be used to verify the decomposition performances. In Figure 7.5, flat structure elements 
are adopted in MM. Note that the decomposition results of flat structure element are similar to those 
obtained by using triangular and sinusoidal structure elements (refer to Figure 7.8a1 - Figure 7.8a3 
in Section 7.2.3). It can be seen that the original signal can be decomposed from high to low 
frequencies. The decomposition performances at different lengths of structure elements are similar 
to those of low-pass filters (LPFs). 
In Figure 7.6, WT uses wavelet functions db2 and bior1.5, which are commonly applied to PD 
signal analyses [32, 110]. The decomposition results of db2 are plotted in the left column and those 
of bior1.5 are plotted in the right column. It can be seen that the performance of WT is dependent 
on the types of selected wavelet functions. The inconsistency is apparent in Figure 7.6c, which plots 
the third level of decompositions. Such inconsistency of WT-based signal decomposition is mainly 
due to the fact that decomposition is based on correlation between the original signal and the 
selected wavelet functions having different shapes. More evaluations of the MM-based 
decomposition method with different structure elements and WT-based decomposition method with 
different wavelet functions on multiple PD source separation will be provided in Section 7.2.3.  
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(a)  
(b)  
(c)  
(d)  
Figure 7.5.   Decomposition results in time (left column) and frequency (right column) domains of a 
Gaussian signal by using MM-based signal decomposition method. (a) Original signal and (b)-(d) 
decomposition results for the lengths of flat structure elements equal to 3, 7 and 20. 
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(a)  
(b)  
(c)  
Figure 7.6.   Decomposition results in time domain of a Gaussian signal by using WT-based 
decomposition method with wavelet functions db2 (left column) and bior1.5 (right column). (a-c) 
Three different decomposition levels from high to low frequencies. 
A comparison is also made on execution time of MM-based and WT-based decomposition methods. 
A non-optimized MATLAB program running on a 3.4 GHz, 8 GB RAM desktop computer was 
used to run the algorithms, which implemented the two decomposition methods. Results show that 
the processing times of both methods are almost the same. To decompose signals in 20 power 
cycles, both methods took about 0.03 second, which is considerably short time duration for online 
PD measurements. 
7.2.2.3. Construction of TF sparsity map 
After the extracted PD pulses are decomposed by either the proposed MM-based decomposition 
method or conventional WT-based decomposition method, sparsity values are calculated from both 
time and frequency domains of a series of decomposed signals. A signal is considered as sparse if 
relatively flat space is located between peaks [185]. PD pulses are transient signals with oscillation 
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around the peaks, some spaces thus exist between two consecutive peaks. Therefore, sparsity is 
adopted as a function to represent distribution of peaks in PD pulses. Sparsity is defined as: 
      
      
        
 
         
 
   
   
           
           
 (7.5) 
where   is PD pulse with   samples.             and        
 
    denote norms.  
Figure 7.7 shows sparsity values calculated from time and frequency domains of the decomposed 
signals. In the figure, the acquired signal was obtained from the multiple PD source test cell (refer 
to Section 3.2.2) which consists of corona, surface discharge and discharge in transformer oil. It can 
be seen that sparsity values of a single decomposed signal (represented by the length of structure 
element) are not sufficient to represent the difference between different PD sources since these 
values can be close (e.g. as indicated by an arrow in the right plot of Figure 7.7). However, after 
considering sparsity values for all decomposed signals, each PD source exhibits a particular trend of 
sparsity values (red lines). This trend is named as sparsity trend. In the figure, the red lines represent 
the average of three different tendencies of the trends, of which each trend is related to one type of 
PD source (e.g. corona, surface discharge or discharge in transformer oil). Although the trends may 
have similar tendency in one domain (e.g. the upper two trends in the left plot of Figure 7.7), by 
combining the trends in time and frequency domains, a particular type of PD source can be uniquely 
represented. 
       
Figure 7.7.   Sparsity trends for time (left) and frequency (right) domains of decomposed signals. 
Each blue line represents a sparsity trend of each PD pulse. Red lines represent the average of three 
different tendencies of the trends. 
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To quantify the sparsity trends, roughness which is defined as an average of absolute values is 
adopted: 
   
 
 
       
 
   
 (7.6) 
where      is the sparsity trend for the  -th length of structure element and   is the number of length 
of structure element.  
The values of roughness are used to describe variation of sparsity trends in time and frequency 
domains for representing PD pulses of different PD sources. Therefore, each PD pulse is 
represented by two roughness values (one in time domain and another one in frequency domain). 
After projecting roughness values of each PD pulse onto a TF map, a TF sparsity map is obtained 
for multiple PD source separation. 
7.2.2.4. Density-based clustering method for automatic PD pulses grouping 
After PD pulses are represented by the roughness values and the values are projected onto a TF 
sparsity map, each group of PD pulses on the TF sparsity map represents a single PD source. Ideally, 
these groups are clearly visualized and can be readily distinguished by a general clustering method. 
However, if two PD pulses’ groups are too close on the map, some clustering methods may not be 
able to distinguish them and consequently PD sources cannot be identified. Moreover, some 
clustering methods (e.g. k-means) require to pre-set the groups' numbers [186], which may not be 
available in practical PD measurements. Though hierarchical clustering does not require the pre-
defined groups' number, it needs to decide an optimal cut-off on dendrograms.  
The proposed PD source separation method adopts a density-based spatial clustering of application 
with noise (DBSCAN) for clustering PD pulses on a TF sparsity map [187]. DBSCAN does not 
require pre-selecting the groups' number and cut-off in dendrograms. It can automatically identify 
clusters in arbitrary shapes [70]. DBSCAN performs clustering based on density of data points in a 
volume defined by the minimum number of data points      and neighbourhood radius  .      
  was set to ensure small amount of PD pulses belonging to the same PD source can be clustered. 
For a data set,       , its neighbourhood radius is defined as [188]: 
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(7.7) 
where      is the product of array and   is the gamma function,                
 
 
. 
7.2.3. Results and discussions 
This section presents results of applying the proposed TF sparsity map to multiple PD source 
separation on the multiple PD source test cell and transformers. A comparison between the 
conventional TF maps and the TF sparsity maps is provided. Also, a comparison between MM-
based and WT-based decomposition methods on constructing the TF sparsity maps for multiple PD 
source separation is presented.  
7.2.3.1. Results on signals from PD source models 
Figure 7.8 to Figure 7.14 present multiple PD source separation results by using the proposed TF 
sparsity maps for signals acquired over 20 power cycles on PD source models. Figure 7.8 presents 
TF sparsity maps of the signal obtained from a PD measurement (1
st
 data acquisition) on multiple 
PD sources of internal and surface discharges. In the figure, the TF sparsity maps were constructed 
using both MM-based and WT-based decomposition methods. The MM decomposition adopted flat, 
triangular and sinusoidal structure elements while the WT adopted wavelet functions db2, db5 and 
bior1.5. In the computation, 20 decomposed signals were generated by MM and the decomposition 
levels of WT were set to 20. Moreover, to have a fair comparison on applying DBSCAN to 
clustering, axes were normalized to the same values in the TF sparsity maps.  
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(a1) (b1) 
  
(a2) (b2) 
  
(a3) (b3) 
Figure 7.8.   Comparison of TF sparsity maps constructed based on signal decompositions by (a1-
a3) MM with flat, triangular and sinusoidal structure elements; and (b1-b3) WT with wavelet 
functions db2, db5 and bior1.5 for multiple PD sources combining internal and surface discharges 
(1
st
 data acquisition). 
From Figure 7.8a1 to Figure 7.8a3, it can be seen that MM-based decomposition method attains 
consistent performance regardless of the types of structure elements adopted in signal 
decomposition for the TF sparsity maps construction. The two clusters indicated by black and red 
colours representing the two types of PD sources (internal discharge and surface discharge) are well 
separated. On the contrary, the performance of WT-based decomposition on forming the TF 
sparsity maps is inconsistent and dependent on the types of wavelet functions adopted (Figure 7.8b1 
to Figure 7.8b3). Moreover, the clusters of the two PD sources are not well separated. Some data 
points (in green colour) scatter over the TF sparsity maps and they do not belong to either cluster 
(PD source). 
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Figure 7.9 compares results of applying the proposed TF sparsity map and conventional TF map to 
the signal obtained from a PD measurement (2
nd
 data acquisition) on multiple PD sources consisting 
of internal and surface discharges. The axes of the two TF maps were normalized to the same scales. 
In the figure, the TF sparsity map was constructed by the MM-based decomposition method using 
the flat structure element. 
 
  
(a) (b1) 
 
(b2) 
Figure 7.9.   Results of multiple PD sources combining internal and surface discharges (2nd data 
acquisition). (a) Result of conventional TF map, (b1) result of TF sparsity map and (b2) PRPD 
diagram based on the result of TF sparsity map. 
From Figure 7.9a, it can be seen that though conventional TF map can separate the data points (each 
data point corresponds to a PD pulse generated by one of the two PD sources) into two clusters, the 
clusters are close with each other and the boundaries are not very clear. Some data points (indicated 
in green colour) locate at the boundaries of the two clusters. It is difficult to decide which cluster 
these data points belong to. By contrast, the proposed TF sparsity map can distinctively separate PD 
pulses into two clusters as shown in Figure 7.9b1 (data points in black and red colours). Also, when 
comparing the TF sparsity map for the signal obtained from the 1
st
 data acquisition (Figure 7.8a1 - 
Figure 7.8a3) with the signal obtained from the 2
nd
 data acquisition (Figure 7.9b1), the distribution 
of data points in the two clusters are in similar positions. This further proves the consistency of TF 
sparsity map on PD source separation by adopting MM-based decomposition method. 
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Figure 7.10 shows pulses’ shapes of internal and surface discharges and the corresponding 
decomposition results using the MM-based decomposition method in time domain. The results are 
obtained by using the lengths of structure elements of 3, 7 and 20 samples.  
(a)  
(b)  
(c)  
(d)  
Figure 7.10.   Decomposition results in time domain of PD pulses of internal discharge (left column) 
and surface discharge (right column) by using MM-based signal decomposition method. (a) 
Original signal and (b)-(d) decomposition results for the lengths of structure elements equal to 3, 7 
and 20. 
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After decomposition, sparsity values were calculated from the decomposed signals for each PD 
pulse. Sparsity trends for both time and frequency domains of the MM-based decomposition were 
obtained from the calculated sparsity values as shown in Figure 7.11. It can be seen that there are 
two different tendencies of the trends in each domain (the red lines represent the average of the 
tendencies of the trends). Therefore, the projected roughness values calculated from these trends in 
the TF sparsity map (Figure 7.9b1) exhibit two distinctive clusters. The corresponding PRPD 
diagram of the PD pulses after being processed by TF sparsity map is provided in Figure 7.9b2. In 
the figure, the PD pulses in red colour belong to internal discharge and PD pulses in black colour 
belong to surface discharge. The signal in blue colour is white noise, which is not extracted as PD 
pulses. 
 
Figure 7.11.   Sparsity trends for time domain (left) and frequency domain (right) of decomposed 
signals on the multiple PD sources (internal and surface discharges). Each blue line represents a 
sparsity trend of each PD pulse. Red lines represent the average of two different tendencies of the 
trends. 
Figure 7.12 compares the TF sparsity maps, which were constructed based on the MM-based and 
the WT-based decomposition methods for the 1
st
 data acquisition of multiple PD sources consisting 
of three types of PD sources - corona, surface discharge and discharge in transformer oil. The axes 
of the figures were normalized to the same scales. This figure again proves that TF sparsity map 
built upon MM-based decomposition can achieve consistency in multiple PD source separation 
(Figure 7.12a1 - Figure 7.12a3). From this figure, it can also be observed that the TF sparsity maps 
built upon WT-based decomposition are unable to separate the three clusters (Figure 7.12b1 - 
Figure 7.12b3), of which contain signals generated by the three different types of PD sources. 
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(a1) (b1) 
  
(a2) (b2) 
  
(a3) (b3) 
Figure 7.12.   Comparison of TF sparsity maps constructed based on signal decompositions by (a1-
a3) MM with flat, triangular and sinusoidal structure elements; and (b1-b3) WT with wavelet 
functions db2, db5 and bior1.5 for multiple PD sources combining corona, surface discharge and 
discharge in transformer oil (1
st
 data acquisition). 
Figure 7.13 compares the results of applying the proposed TF sparsity map and conventional TF 
map to separate the 2
nd
 data acquisition of multiple PD sources consisting of the three PD sources. 
In the figure, the TF sparsity map was constructed using the MM-based decomposition with flat 
structure element. As it can be observed from Figure 7.13a, the conventional TF map is unable to 
distinguish these three types of PD sources. Most of data points belonging to different types of PD 
sources are merged together. This result indicates that PD pulses cannot be accurately represented 
by (7.3) and (7.4) adopted by the conventional TF map since some information regarding the shapes 
of PD pulses is lost. By contrast, the proposed TF sparsity map achieves a very clear separation on 
the three types of PD sources (Figure 7.13b1).  
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In Figure 7.13b2, the corresponding PRPD diagram indicates that PD pulses in red colour are 
generated by discharge in transformer oil, PD pulses in black colour are generated by corona and 
PD pulses in green colour are generated by surface discharge. 
 
 
 
 
(a) (b1) 
 
(b2) 
Figure 7.13.   Results of multiple PD sources combining corona, surface discharge and discharge in 
transformer oil (2
nd
 signal acquisition). (a) Result of conventional TF map, (b1) result of TF sparsity 
map and (b2) PRPD diagram based on the result of TF sparsity map. 
 
Figure 7.14 shows the results of separating multiple PD sources consisting of three different types 
of PD sources including corona, surface discharge and internal discharge. This is to further prove 
the effectiveness of the proposed TF sparsity map (constructed by MM-based decomposition) in 
accurately separating multiple PD sources. It can be seen from  
Figure 7.14a that PD sources cannot be clearly distinguished and separated by conventional TF map. 
Although three clusters have been formed by DBSCAN, some data points (in green colour) cannot 
be classified. 
By contrast, the three PD sources can be clearly distinguished by the proposed TF sparsity map 
(Figure 7.14b1), in which the data points belonging to different types of PD sources are well 
separated. After PD sources have been separated by the proposed TF sparsity map, corresponding 
PRPD diagram (Figure 7.14b2) can be obtained. From the PRPD diagram, the PD pulses generated 
by internal discharge (in red colour), surface discharge (in black colour) and corona (in green colour) 
Cluster in 
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Cluster in 
green colour 
Cluster in 
red colour 
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can be clearly identified. Especially, all the three types of PD pulses can be distinguished in the 
negative power cycle even they are overlapped. Moreover, the proposed TF sparsity map is able to 
identify the PD pulses generated by surface discharge (in black colour) even the amplitudes of these 
pulses are relatively small and embedded in the PD pulses generated by corona. 
 
Figure 7.14.   Results of multiple PD sources combining corona, surface discharge and internal 
discharge. (a) Result of conventional TF map, (b1) result of TF sparsity map and (b2) PRPD 
diagram based on the result of TF sparsity map. 
7.2.3.2. Results on signals from transformers 
The proposed TF sparsity map was applied to analyse signals acquired from online PD 
measurements on three transformers. One of those (100 kVA) was located in a laboratory and the 
others (1000 kVA and 10 MVA) were located in substations of local distribution authorities. 
Signals were acquired by using the HFCT (CT1 in Section 3.2) clamping on the grounding wire of 
each transformer. Before conducting PD measurements on the transformers at substations, the 
HFCT was firstly placed on the ground closing to the transformers and the data acquisition and 
signal processing system was evoked to record environmental signals (e.g. noise). Then, the HFCT 
was clamped on the grounding wires of the transformers for PD signals’ acquisition. Such approach 
can help to distinguish whether the acquired signals were generated by PD sources inside the 
transformers or originated from noise outside the transformers.  
  
(a) (b1) 
 
(b2) 
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Figure 7.15 to Figure 7.17 present the results of the proposed method for these transformers. In 
these figures, the signals were acquired over 20 power cycles. The results of the 100 kVA 
transformer (10.5 kV/415 V) are shown in Figure 7.15. From Figure 7.15a, it is clearly noticed that 
mainly two clusters are formed on a TF sparsity map. The corresponding distribution of PD pulses 
shown in the PRPD diagram (Figure 7.15b) may be due to internal and surface discharges, which 
have similar distributions as those in Figure 7.9. As shown in Figure 7.15a, there also exists a very 
small cluster on the TF sparsity map between the two clusters (in green colour). Since DBSCAN is 
a density-based clustering method, except for the two clusters in black and red colours that are 
dense enough to form clusters, the data points in green colour are recognized as an individual 
cluster by DBSCAN. The pulses corresponding to this small cluster are located in the positive cycle. 
Thus, these pulses may be generated by discharge in transformer oil (refer to Figure 7.13 for the 
pattern of discharge in transformer oil in red colour). In Figure 7.15b, the signals in blue colour are 
white noise and it is not extracted by the proposed method. 
  
(a) (b) 
Figure 7.15.   Results of proposed method for a PD signal acquired from a 100 kVA transformer. (a) 
TF sparsity map and (b) PRPD diagram. 
To further verify the conditions of this transformer, oil samples were collected from this 
transformer for dissolved gas analysis (DGA). The results of IEC 60599 [74] did not indicate any 
PD activity. This is mainly because of this transformer has retired from service and has not been 
connected to the electricity network for a very long time. It was only energized for a very short time 
during PD experiments in laboratory. Thus, it cannot generate significant amount of gases in oil. 
However, PD activities were detected in this transformer by PD measurements, which indicated 
degradation of the transformer insulation system after its long period of service. 
The results of the 1000 kVA transformer (11 kV/433 V) are shown in Figure 7.16. It can be seen 
that one dominant cluster is found in the proposed TF sparsity map (Figure 7.16a). By projecting 
the data points from the map to the PRPD diagram (Figure 7.16b), corresponding PD pulses are 
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evenly distributed over the power cycle. These periodic pulses are not PD signals and were 
generated from a control cabinet (close to the transformer) due to operation of electronic devices 
and switching.  
 
  
(a) (b) 
Figure 7.16.   Results of proposed method for a PD signal acquired from a 1000 kVA transformer. 
(a) TF sparsity map and (b) PRPD diagram. 
As shown in Figure 7.16a, a small cluster is found on the TF sparsity map in the top left corner, 
which consists of several data points (in green colour). These data points are identified as a separate 
cluster by DBSCAN. This cluster is very close to the above dominant cluster. The pulses in this 
small cluster may be the noise from the same control cabinet or PD. DGA results for this 
transformer indicated that PD was presented. Thus the portion of the pulses in the small cluster may 
be related to PD. In Figure 7.16b, signal in blue colour are white noise and it is not extracted by the 
proposed method. 
Figure 7.17 shows results for a PD measurement on the 10 MVA transformer (33 kV/11 kV). From 
Figure 7.17a, it can be observed that mainly three clusters are formed on the TF sparsity map. The 
data points of three clusters are separated though they are quite close. In the figure, the data points 
in green colour beneath the dense black colour are scattered, thus they cannot be clustered. From the 
corresponding PRPD diagram as shown in Figure 7.17b, it can be seen that the pulses in red and 
green colours are located in the same phase location in positive cycle. These pulses occurred 
consistently throughout the 20 power cycles and they may be induced by periodic noise. Among the 
pulses in black colour appearing at different phase locations of the power cycle with different 
amplitudes, those having larger amplitudes and locating close to 90° phase position at the positive 
power cycle may be induced by the discharges in transformer oil (refer to Figure 7.13 for the pattern 
of discharge in transformer oil in red colour). However, further investigation is needed for verifying 
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whether the pulses at 180° and 360° phase positions belong to the same type of PD source (i.e. 
discharge in transformer oil).  
Regarding the four data points in green colour at the bottom of the TF sparsity map, it can be seen 
from Figure 7.17b that the pulses corresponding to these data points are located at the same phase 
locations as the pulses in black colour (as indicated by the arrows). Therefore, these four green data 
points may also belong to the same cluster of the black colour data points. They can be regarded as 
outliers of this data cluster. DGA results also indicated PD may occur in the transformer. Thus the 
pulses in black colour and the outlier could be related to PD. In the figure, signal in blue colour is 
white noise and it is not extracted by the proposed method. 
 
 
 
 
 
(a) (b) 
Figure 7.17.   Results of proposed method for a PD signal acquired from a 10 MVA transformer. (a) 
TF sparsity map and (b) PRPD diagram. 
A proposed TF sparsity map on PD source separation has been presented in this section. In the next 
section, three different feature extraction methods (i.e. PRPD diagrams, EMD and DWT) are 
evaluated for their capability to assist a SVM algorithm in PD source classification.  
7.3. Feature Extraction and Support Vector Machine (SVM) Algorithm for PD Source 
Classification 
7.3.1. A brief review of SVM 
SVM [189, 190] is a supervised learning method in statistical learning theory for classification or 
regression. It has achieved significant success in a number of applications, such as text 
categorization and biomedical applications [191, 192]. The basic SVM is a linear classifier for two 
different classes. By finding an optimal hyperplane with the largest margin between each class, the 
data points of the two classes can be separated. However, in practice, the linear classification is not 
always enough to distinguish different classes. Therefore, SVM maps the input data into a higher 
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dimensional feature space through kernel function for a non-linear classification. The hyperplane 
can then be sought in that feature space [181]. 
Assuming           
  is a training dataset with two classes, where     
 
 and        . The input 
data   is transformed into a high dimensional feature space   using function    . The hyperplane 
in the feature space can be defined as: 
            (7.8) 
where   is the normal vector of the hyperplane and   is the offset. For this two-class example, the 
hyperplane must satisfy the following constraints to classify the input,   : 
   
                                      
                                   
   (7.9) 
An optimal hyperplane can be obtained from (7.9) if the largest distance can be found between the 
hyperplane and the closest training data points (i.e. support vectors). If there is no hyperplane that 
can split the classes, soft margin method can be chosen for the separation by introducing slack 
variables      to (7.9): 
                    (7.10) 
To find the hyperplane for (7.10), quadratic programming problem is required to be solved by 
minimizing the Euclidean norm [193]: 
     
 
 
         
 
   
                
                   
                          
  (7.11) 
where     is the penalty factor to balance the trade-off between maximized margin and accurate 
classification. By using Lagrange multipliers, (7.11) can be transformed into its dual form: 
        
 
   
 
 
 
                  
 
   
 
   
       
                                
     
 
   
             
  (7.12) 
where    is the Lagrange multiple and          is the kernel function. In this chapter, Gaussian 
kernel,                       
  , is adopted, where   is a variance parameter. 
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7.3.2. A comparison of SVM’s classification accuracy with different feature extraction methods  
A SVM-based PD source classification method with three different feature sets for the five PD 
source models (refer to Section 3.2.2) comprising 1000 measured records with 200 records per 
model is compared in this section [181]. In each record, it consists of a PD signal in 100 power 
cycles. The PD signals were acquired by the capacitive measurement (refer to Section 3.2). To 
simulate PD signals acquired in various practical situations, three different input voltage levels were 
used during PD measurements. The three different feature sets were extracted by three different 
methods that are summarized as follows: 
1. Phase-resolved analysis (PRA) – statistical features are extracted from PRPD diagrams, in 
which the acquired PD signals are mapped into one power cycle and then divided into a number 
of phase windows (200 windows were used) before quantifying their maximum amplitude, 
average amplitude and pulses’ number in each window [60]. The statistical features extracted 
from each diagram consist of (1) skewness, kurtosis and number of peaks in positive and 
negative cycles; and (2) discharge asymmetry and cross-correlation between positive and 
negative cycles [194].  
2. DWT – statistical features are extracted from coefficients of DWT with different wavelet 
functions in 9-level decomposition. Daubechies (db2 and db5), biorthogonal (bior1.5), Haar 
(haar) and symlet (sym8) wavelet functions were used for comparison. Among the selected 
functions, the latter two functions have been widely adopted for PD signal feature extraction [39, 
179]. The extracted features include four moment statistics (mean, variance, skewness and 
kurtosis) of the wavelet coefficient at each decomposition level. 
3. EMD – the statistical features including four moment statistics (mean, variance, skewness and 
kurtosis) are extracted from IMFs of EMD with 9-level decomposition. 
The classification rates of SVM with different feature extraction methods are shown in Table 7.1. 
SVM was trained by 70% of randomly selected PD signals that were acquired from known PD 
source models. Then, classification was performed on the remaining 30% of signals acquired from 
unknown models. Classification accuracy is the average of 20 iterations on the above training and 
classification processes in each feature extraction method. 
From Table 7.1, it can be seen that DWT attains the highest overall classification rate, whereas PRA 
has the lowest rate among all feature extraction methods. When comparing with DWT itself with 
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various wavelet functions, bior1.5 seems slightly better than the others. As for EMD, its overall 
classification rate is higher than that of PRA. However, the overall rate of EMD is lower than those 
of DWT in all the five wavelet functions. It may be incurred by mode mixing and end effect 
problems of EMD (refer to Section 4.2.2). From the above findings, although DWT can achieve the 
highest classification rate among the three types of feature extraction methods, the classification 
rates of the three methods are close.  
Table 7.1.   Classification rates of SVM using different feature extraction methods. 
Feature extraction 
methods 
Overall 
rates (%) 
Classification rates for different models (%) 
1 2 3 4 5 
PRA 95.3 99.2 93.9 92.3 99.0 92.7 
DWT (db2) 98.1 99.2 96.6 99.2 96.5 96.5 
DWT (db5) 98.4 99.8 95.6 99.7 94.1 97.8 
DWT (bior1.5) 99.0 99.3 98.2 99.2 97.5 99.2 
DWT (haar) 98.4 99.9 97.4 99.0 95.1 96.4 
DWT (sym8) 98.9 99.8 97.8 100.0 97.7 97.6 
EMD 96.8 99.8 91.6 99.9 96.7 95.4 
Note: Model 1: internal discharge, Model 2: discharge due to floating particles, Model 3: discharge in transformer oil, Model 4: corona, Model 5: 
surface discharge. 
7.3.3. Discussion on phase-resolved pulse sequence (PRPS) for PD source classification  
As shown in the case studies in Sections 5.3 and 5.4, a PRPS diagram provides a more stable 
representation for different PD sources than a PRPD diagram does. Though a PRPD diagram 
contains more information when compared with a PRPS diagram, it can be highly influenced by a 
number of factors such as the types of PD sensors, bandwidths and sampling rates of a measurement 
system, etc. This may impair the capability of current PD source recognition and classification 
techniques, which use information extracted from PRPD diagrams. Therefore, PRPS diagram is 
proposed in this thesis as a complement to PRPD diagram for PD source classification.  
The generalization capability of a PRPS diagram in PD source classification is highly dependent on 
the parameters extracted from PRPS. Selecting effective parameters from a PRPS diagram will be 
one task for further study. 
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7.4. Summary 
In this chapter, a TF sparsity map has been proposed for multiple PD source separation. It is 
implemented by an accurate representation of PD pulses through the proposed MM-based signal 
decomposition method and sparsity trends calculation. The separation can then be achieved by 
projecting roughness values of the trends onto a TF map. This method has been verified by PD 
signals acquired from PD source models and transformers. Results show that the proposed TF 
sparsity map outperforms the conventional TF map. Each cluster representing a particular PD 
source in the TF sparsity map is clearly identified. Also, even though the PD patterns of different 
PD sources are overlapped with each other in a PRPD diagram, the TF sparsity map can still 
separate them accurately. 
Following the PD source separation, an investigation has also been made on PD source 
classification accuracy of a SVM algorithm using various feature sets in the chapter. These feature 
sets were extracted from decomposed signals of DWT and EMD, as well as PRPD diagrams. 
Results on PD source models show that the features extracted from decomposed signals of DWT 
can attain slightly higher classification rates. However, the differences of classification rates 
between different feature extraction methods are not significant. 
Highlights of findings in this research are presented in next chapter and directions for future 
research are also recommended. 
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Chapter 8.                                               
CONCLUSIONS AND 
RECOMMENDATIONS OF FUTURE 
RESEARCH 
8.1. Conclusions 
In this thesis, various PD signal analytical methods from PD signal de-noising to multiple PD 
source separation and PD source classification have been proposed for online PD measurements of 
transformers. These methods have been verified by PD signals acquired from PD measurements on 
PD source models developed in this thesis in a laboratory and online PD measurements on field 
transformers at substations. An online PD data acquisition and signal processing system has also 
been developed, in which the above proposed methods were implemented, deployed and applied for 
online condition monitoring and diagnosis of transformers. In this section, summarization of the 
major works carried out in this thesis with emphasis on advantages of the proposed methods over 
conventional methods in PD signal analysis is outlined. 
Following an introduction in Chapter 1, a literature review on power transformers including their 
failures and insulation defects has been presented in Chapter 2. Subsequently, a review on different 
chemical and electrical-based insulation diagnostic methods for transformer condition assessments 
has been presented. Among various diagnostic methods, PD measurements have advantages of non-
interruption of transformers’ operations and non-destruction of their insulation systems. Therefore, 
PD measurements have been widely used by utilities for condition monitoring and diagnosis of 
transformers and other HV apparatus. A detailed review on PD phenomena, PD measurement 
methods and PD signal analytical techniques has been described in Chapter 2. Especially, both 
conventional and non-conventional PD measurement methods including their configurations and 
frequency ranges have been detailed. In this thesis, a conventional capacitive PD measurement 
system and a non-conventional inductive PD measurement system were adopted for PD 
measurements. Also, the PD signal analytical techniques presented in this chapter provided an 
overview of PD signal analysis in this thesis. 
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In Chapter 3, PD measurement setups for laboratory and field measurements have been presented. 
These measurement setups include configurations of PD sensors and detection circuits, as well as 
selection of measurement sampling rates. A number of PD source models have been designed and 
manufactured to simulate different types of PD sources that can be induced by insulation defects. 
The configurations of these PD source models have been detailed. Also, typical PD patterns of PD 
signals generated by these PD source models have been provided in this chapter.  
To effectively interpret PD measurement results and make condition assessments of transformer 
insulation, a number of tasks on signal processing and analysis need to be performed. Accordingly, 
from Chapter 4 to Chapter 7, various methods have been developed. These include: (1) PD signal 
de-noising methods, which can extract PD signals from three common types of noise (i.e. DSI, 
white noise and stochastic noise). This can increase sensitivity and reliability of the subsequent 
steps on PD signal analysis; (2) PD source separation method, which can partition acquired PD 
signals into different groups with each group corresponding to a particular type of PD source in the 
presence of multiple PD sources; and (3) Features extraction methods, which can represent PD 
patterns for PD source classification. 
In Chapter 4, a PD signal de-noising method based on a signal decomposition technique has been 
developed. A comparative study was firstly carried out for a conventional signal decomposition 
technique, WT, and two recently developed signal decomposition techniques, EMD and EEMD. 
The results indicate that EEMD is capable of effectively separating noise and PD pulses in 
distinctive IMFs and it outperforms WT and EMD. Therefore, EEMD was adopted for 
decomposing signals acquired from PD measurements and subsequently selecting IMFs related to 
PD events for PD signal reconstruction. After signal reconstruction, a MM-based thresholding 
method was proposed to further remove the noise and this method is called AMT. In AMT, 
thresholds can be adaptively selected on both positive and negative sides of the reconstructed 
signals. It overcomes the limitation of the conventional thresholding method on selecting the same 
threshold value in both the positive and negative sides of a signal. The capability of the proposed 
EEMD and AMT methods in removing low frequency DSI and white noise has been verified by 
simulated PD signals and PD signals acquired from PD source models.  
In Chapter 5, PD signal de-noising methods have been developed based on BE which can eliminate 
higher frequency DSI generated from communication systems and radio transmission. PD pattern 
representation methods were also developed after PD signal de-noising to provide accurate 
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representations of PD patterns. These are innovative contributions and there are very limited 
research works previously published by applying BE to PD signal de-noising. One most important 
issue in applying BE is the selection of an optimal equalizer length for generating an equalized 
signal to reveal PD signals embedded in the noise. However, it was not addressed in the literature. 
A kurtosis-based criterion has been proposed in Chapter 5 to address this issue. By using this 
criterion, PD signals can be effectively extracted while DSI is suppressed. Two methods for 
removing DSI have been proposed in this chapter. In the first method, after DSI is removed by BE, 
AMT is then used to remove the remaining white noise. Since conventional PRPD diagrams for 
representing PD patterns are subject to the influence of different types of PD sensors and 
measurement systems, a PRPS diagram has been proposed as an alternative for PD pattern 
representation after de-noising. In the second method, a pre-whitening procedure is executed before 
applying BE. This can enhance the performance of BE to remove the DSI. Then, a kurtogram is 
constructed for PD pattern representation. Case studies on laboratory PD measurements and field 
PD measurements of transformers have been provided to demonstrate the effectiveness of the 
proposed methods on removing significant noise. The results of case studies also show that the 
proposed PRPS diagrams are less influenced by different measurement frequency ranges of PD 
sensors and measurement systems when compared with PRPD diagrams. Results also show that 
kurtograms are capable of representing PD patterns with the presence of white noise. 
In Chapter 6, a graphics-based PD signal de-noising method for removing stochastic noise has been 
proposed. Since characteristics of stochastic noise are similar to those of PD signals, it is 
considerably difficult to extract PD signals from the noise. Though a machine learning method for 
removing stochastic noise has been proposed in the literature, it requires a training database built 
upon PD patterns from different PD sources. In contrast, the method proposed in Chapter 6 does not 
require such a training database. It integrates fractal dimension and entropy and can be applied 
directly to discriminate stochastic noise from PD signals. Results show that fractal dimension can 
differentiate noise and PD signals located in different power cycles. With the use of entropy, 
identification of noise and PD signals can be achieved even when they are located in the same 
power cycles.  
PD measurements of transformers in the field may have more than one PD source and may 
discharge simultaneously. After PD signal de-noising, it is necessary to perform PD source 
separation. In the conventional TF map-based multiple PD source separation method, values of time 
length and bandwidth of each PD pulse are projected onto a joint time-frequency map. In the map, 
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PD pulses originating from different PD sources can be separated based on different values. 
However, the calculated time length and bandwidth may not be able to fully represent the shapes of 
PD pulses. Consequently, different PD sources mapped onto the TF map may sometimes have 
similar values and this can induce difficulties in PD source separation. To overcome this limitation 
of the conventional TF map, a novel TF sparsity map for separating different PD sources has been 
developed in Chapter 7. The implementation of the TF sparsity map is based on decomposing 
individual PD pulses into time and frequency domains at multi-resolutions by using a proposed 
MM-based signal decomposition method. After sparsity values are calculated from the decomposed 
signals in time and frequency domains, sparsity trends are determined to provide a unique 
representation of PD sources. By taking roughness values of the trends, an accurate separation of 
multiple PD sources can be obtained on a TF map. The proposed method has been verified by 
signals acquired from multiple PD source models and field transformers. Results show that the 
proposed method outperforms the conventional TF map in providing an accurate representation of 
PD pulses in the presence of multiple PD sources and subsequently separating different PD sources. 
Also, the MM-based signal decomposition method has been proven to provide a more consistent 
signal decomposition result when compared with WT. This can facilitate an accurate separation of 
multiple PD sources. 
A number of feature extraction methods for PD source classification have also been investigated in 
Chapter 7. Conventionally, features are extracted from PRPD diagrams. However, PRPD patterns 
can be overlapped and the extracted features may not be able to represent PD sources accurately. 
This can lead to misclassification of PD sources. Therefore, an investigation on the features 
extracted from decomposed signals of DWT and EMD has been performed. A comparison has also 
been made by evaluating classification performances of a SVM-based algorithm with features 
extracted by DWT, EMD and from PRPD diagrams. Results demonstrate that features extracted 
from decomposed signals are more effective in representing PD patterns for PD source 
classification than those from PRPD diagrams.  
In summary, this thesis successfully demonstrated the application of advanced signal processing 
techniques to analyse PD signals. Online PD measurements at substations of local distribution 
authorities have been conducted to verify the proposed methods in practical usages. Thus, this 
research can help utilities and others to effectively interpret PD measurement results and make an 
informed assessment on the conditions of transformer insulation systems. 
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8.2. Recommendations of Future Research 
A number of recommendations for future research are proposed as below: 
1. To integrate the developed signal processing methods in this thesis from PD signal de-noising to 
PD source separation and classification into a single software tool, which can be used by utility 
engineers for interpreting PD measurement results and making an informed diagnosis on 
transformer insulation conditions. 
 Different PD signal de-noising methods have been proposed for removing various types 
of noise in this thesis. Each method focuses on removing one or two particular types of 
noise. However, in practical online PD measurements of transformers, different types of 
noise can co-exist and their types are normally unknown in advance. Therefore, an 
integration of the proposed de-noising methods is much needed to de-noise PD signals, 
which may be heavily coupled with several types of noise existing simultaneously in a 
transformer. Moreover, to provide utilities an intelligent tool for interpreting PD 
measurement results of field transformers, other PD signal processing methods developed 
in this thesis such as PD source separation, PD signal feature extraction and PD source 
classification also need to be integrated. Such integration will lead to a single software 
tool. This tool should be able to provide an effective interpretation on PD measurement 
results and subsequently assess insulation conditions of transformers in online PD 
measurements. To further verify the applicability of various methods in this software tool 
and make necessary improvements, extensive online PD measurements of transformers at 
substations are required. 
2. To exploit other PD measurement methods for PD source localization. 
 By processing signals acquired from a HFCT-based inductive PD measurement system 
or a capacitive PD measurement system, the PD source separation and classification 
methods developed in this thesis can determine the number of PD sources as well as the 
types of PD sources that discharge in a transformer. However, it is also important to 
determine the locations of PD sources that cause discharges inside a transformer. Both 
the aforementioned inductive and capacitive measurement systems may not be able to 
provide information for an accurate PD source localization. Therefore, UHF and AE 
sensors should be adopted. An investigation on optimal locations for installing UHF 
sensors (can be inserted into a transformer tank through an oil valve) and AE sensors 
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(can be attached on a transformer tank) is recommended. Also, signal processing 
methods for extracting useful information from UHF and AE sensors and providing an 
accurate determination of PD source locations should be developed. Their performances 
in terms of accuracy and sensitivity should be evaluated by both laboratory and field 
measurements. 
3. To develop data fusion methods for achieving a more comprehensive condition assessment on a 
transformer’s insulation system. 
 PD signal analysis is one of the insulation diagnostic methods to assess conditions of a 
transformer's insulation system. By interpreting PD measurement results, the types of PD 
sources can be determined. However, the insulation conditions may not be fully 
represented by only analysing PD signals. For example, separately evaluating insulation 
conditions of oil and paper may not be achieved by only performing PD measurements. 
To provide a more comprehensive assessment on an overall condition of a transformer's 
insulation system, data fusion is recommended. This can be achieved by combining 
results obtained from PD signal analysis and other insulation diagnostic methods such as 
DGA, PDC, FDS and frequency response analysis (FRA). By adopting data fusion 
techniques, diagnostic errors induced by an individual measurement method could be 
minimized. A more accurate determination of an overall health condition of a 
transformer’s insulation system may be obtained. A variety of data fusion methods such 
as Bayesian fusion, Dempster-Shafer evidence theory, fuzzy set theory and rough set 
theory have been applied to different applications. An investigation on their effectiveness 
for combining every piece of data and information from different insulation diagnostic 
methods should be performed. Also, different levels of data fusion (e.g. signal-level, 
feature-level and decision-level fusion) aiming at selecting proper data inputs to the data 
fusion methods should be investigated for enhancing accuracy of data fusion on 
condition assessments of transformer insulation systems. 
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ABSTRACT 
Partial discharge (PD) measurements can evaluate integrity of transformers’ insulation 
systems. Current research focuses on multiple PD sources separation to identify the 
types of insulation defects that may coexist in a transformer. This paper proposes a 
time-frequency (TF) sparsity map for revealing and separating different PD sources. 
TF sparsity map is developed based on decomposing signals into time and frequency 
domains at multi-resolutions. Two decomposition methods, conventional wavelet 
transform-based signal decomposition and novel mathematical morphology (MM)-
based signal decomposition are implemented in this paper. After sparsity values are 
calculated from the decomposed signals in time and frequency domains, sparsity trends 
are determined to provide unique representation of PD sources. By taking roughness of 
the trends, an accurate separation of multiple PD sources is obtained on a TF map. A 
density-based clustering is then evoked to form clusters related to different PD sources. 
The proposed method has been verified by signals acquired from multiple PD source 
models and substation transformers. Results show that an accurate representation of 
PD pulses in the presence of multiple PD sources and subsequently separation of PD 
sources can be achieved. Comparisons of wavelet transform and MM-based signal 
decomposition methods on TF sparsity maps construction and multiple PD sources 
separation are also provided.  
   Index Terms — Mathematical morphology (MM), multiple partial discharge (PD) 
sources, sparsity, time-frequency (TF), transformer, wavelet transform. 
 
1   INTRODUCTION 
 RELIABLE operations of power transformers require an 
effective condition assessment of their insulation systems. 
Partial discharge (PD) measurement is one of the important 
techniques for online monitoring and diagnosis of 
transformers’ insulation. By accurately interpreting acquired 
PD signals and identifying PD sources, insulation defects in a 
transformer can be recognized. However, PD sources 
identification is a non-trivial task. Especially, multiple PD 
sources induced by different insulation defects can occur 
simultaneously in a transformer. Therefore, it is imperative to 
separate PD sources to assist the subsequent PD sources 
identification for accurate condition assessments of 
transformers. 
Conventional methods for multiple PD sources separation 
are based on phase-resolved PD (PRPD) diagrams [1, 2]. 
Different algorithms such as artificial neural networks (ANNs) 
and support vector machines (SVMs) have been applied to 
classify PD sources [2, 3]. However, in the presence of more 
than one PD source, PRPD patterns generated by different PD 
sources can be overlapped [4, 5]. The pattern of one PD source 
can be immersed in the patterns of others. Hence, the PRPD-
based algorithms are not be able to attain satisfied 
performances for multiple PD sources separation [4]. 
Analyzing individual PD pulses is another method for 
separating multiple PD sources [6-8]. This method assumes 
that different PD sources are characterized by different shapes 
of PD pulses [9]. There are a number of approaches including 
Fourier transform (i.e. transforms a signal from time domain 
to frequency domain) [7, 10] and wavelet transform (i.e. 
decomposes a signal into different frequency bands by using 
wavelet functions) [8, 11] to analyze the shapes of PD pulses. 
One of the first multiple PD sources separation methods 
proposed in the literature is time-frequency (TF) map and it 
has been widely adopted [6, 12-14]. In this method, values of 
time length and bandwidth of each PD pulse are projected 
onto a TF map, on which the PD pulses originated from 
different PD sources can be separated based on different 
values. However, the calculated time length and bandwidth 
may not be able to fully represent the shapes of PD pulses. 
Consequently, different PD sources mapped onto the TF map 
sometimes may have the same TF value [7]. This can impair 
the performance of TF map in separating multiple PD sources. 
To improve the TF map, this paper proposes a novel TF 
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 sparsity map that is capable of providing an accurate 
representation of different shapes of PD pulses originated 
from different PD sources. To construct the TF sparsity map, 
PD pulses are firstly extracted from acquired signals and then 
decomposed into a series of signals in time and frequency 
domains at multi-resolutions. Two types of signal 
decomposition methods are implemented and compared, 
namely wavelet transform and the proposed mathematical 
morphology (MM)-based decompositions.  
After decomposition, a PD pulse is split into a number of 
decomposed signals. Sparsity values describing peaks’ 
distribution of a signal are calculated from the decomposed 
signals of the PD pulse. For each decomposed signal, it has 
two sparsity values, one for time domain, and another for 
frequency domain. Thus, there are a number of sparsity values 
for a PD pulse. The variations of these sparsity values are 
calculated and termed as sparsity trends. Sparsity trends are 
unique to represent a group of PD pulses originated from a 
particular type of PD source. The arithmetic average of 
absolute values of sparsity trends for a single PD pulse is 
calculated and termed as roughness values. For a PD pulse, its 
roughness values in time and frequency domains will be 
projected onto a two-dimensional TF plane. After projecting 
all roughness values of acquired PD pulses, a TF sparsity map 
can be constructed for separating different PD sources.  
To provide a criterion on the effectiveness of the TF 
sparsity map in separating different PD sources, a density-
based clustering method is adopted in the paper. It forms 
clusters which belong to different PD sources automatically 
from the TF sparsity map. Verification of the proposed 
method is performed on signals acquired from multiple PD 
source models in laboratory and a number of transformers at 
substations.  
The paper is organized as follows. Section 2 provides a 
review on PD pulse analysis for multiple PD sources 
separation. Section 3 details the proposed method on 
constructing TF sparsity map. Section 4 presents results of the 
proposed method on separating multiple PD sources. It 
provides comparisons between the proposed method and the 
conventional TF map on multiple PD sources separation. 
Comparisons between wavelet transform and the proposed 
MM-based signal decomposition methods on construction of 
TF sparsity maps and separation of multiple PD sources are 
also made in Section 4. Section 5 concludes the paper. 
2  REVIEW ON PD PULSE ANALYSES FOR 
MULTIPLE PD SOURCES SEPARATION 
This section provides a brief review on existing methods for 
PD pulse analyses and representation in the context of 
multiple PD sources separation. 
2.1 FOURIER AND WAVELET TRANSFORMS 
Fourier transform transforms signals between time domain 
and frequency domain. It represents a signal by using a 
combination of sine and cosine functions. For a signal, , its 
Fourier transform is defined as: 
ℱ() =  = 	 ()


 
(1) 
where  and  denote time and frequency respectively. Since 
PD pulses originated from different types of PD sources have 
distinct frequency spectra, Fourier transform is used to 
separate PD sources by examining particular frequency bands 
[10]. After transformation, the data size is reduced by half 
(Nyquist-Shannon theorem). Thus, it is also used for 
dimension reduction to ease the subsequent clustering or 
pattern identification of PD sources [7].  
To preserve both time and frequency information in PD 
signal representation, wavelet transform has been adopted [8, 
11]. It decomposes a signal into different coefficients 
embedding different frequency components. Wavelet 
transform is defined as [15]: ,	 = 1||  −   										. .		, ∈ ℝ (2) 
where   and   are scale and translation factors. Wavelet 
transform may be able to reveal intrinsic components of PD 
pulses in the coefficients. Therefore, energy values and/or 
statistical parameters derived from these coefficients are used 
to represent PD pulses for multiple PD sources separation [8, 
11].  
2.2 TIME-FREQUENCY (TF) MAP 
TF map by means of equivalent time length and bandwidth 
of PD pulses is a widely adopted approach for separating 
multiple PD sources [6, 12-14]. It is based on an assumption 
that different shapes of PD pulses are characterized by 
different types of PD sources [12, 13, 16]. For a PD pulse, , 
with  samples, a time reference is defined as: 

 = ∑ 
∑ 
  (3) 
where  denotes the time instant of acquiring the  sample. 
The equivalent time length of a PD pulse is defined as: 
 = ∑  − 

∑ 
  (4) 
If  is the frequency value obtained from Fourier transform, 
the equivalent bandwidth of a PD pulse is defined as: 
 = ∑ ||/
∑ ||/
  (5) 
where  denotes the frequency at the  sample.  
TF map is constructed by projecting  and  of each PD 
pulse onto a two-dimensional plane. On this plane, the 
projected data points, which belong to PD pulses having 
similar shape, will merge together to form a distinct group. 
Thus, a number of groups can be formed and each group 
corresponds to a unique PD source. This method provides a 
mechanism for describing an individual PD pulse in terms of 
time and frequency representations. However, as it can be seen 
from equations (4) and (5), pulses’ shapes cannot be always 
precisely represented since only overall amplitude/magnitude 
in time/frequency domain of a PD pulse is considered. As a 
consequence, sometimes the PD pulses generated by the same 
PD source, which are supposed to have similar values of  
and  and locate closely on the TF plane, can be scattered 
into different groups.  
 This paper proposes a TF sparsity map. Instead of 
calculating the equivalent time length and bandwidth, it is 
constructed based on calculating sparsity values in 
decomposed signals in time and frequency domains with 
multi-resolutions. This can provide a more accurate 
representation of PD pulses compared to the above TF map 
(termed as conventional TF map in the remaining of this 
paper). With such representation, the projected data points 
belonging to the same PD source can form a distinct group. 
3  TIME-FREQUENCY (TF) SPARSITY MAP 
FOR MULTIPLE PD SOURCES 
SEPARATION 
This section starts with a brief introduction of PD 
measurement setup used in this paper. Then, the proposed 
method will be presented in detail. Finally, a density-based 
clustering method which will be used for clustering (grouping) 
PD pulses on the TF sparsity map is also introduced. 
3.1 PD MEASUREMENT SETUP 
To verify the performance of the proposed TF sparsity map 
for multiple PD sources separation, PD measurements have 
been conducted on a number of PD source models and 
substation transformers. Figure 1 presents PD measurement 
setup in laboratory (Figure 1a), multi-PD source test cell used 
in the measurements (Figure 1b) and PD measurement setup 
for transformers at substations (Figure 1c). 
 (a)  
 (b)  
 
         (c)           
Figure 1. (a) PD measurement setup in laboratory; (b) Multi-PD source test 
cell which can configure any three PD source models simultaneously; and (c) 
PD measurement setup at substations of local distribution authorities. 
As shown in Figures 1a and 1c, a high frequency current 
transformer (HFCT) was adopted in the PD measurement 
system. The HFCT has frequency range of 350 kHz ~ 35 MHz 
and it was clamped on grounding wires of PD source models 
or transformers to acquire PD signals (note that the same 
HFCT was used for both PD source models and transformers). 
The HFCT was connected to a data acquisition and digital 
signal processing system. Based on Nyquist-Shannon 
sampling theorem, the minimum sampling rate should be at 
least double of the maximum frequency of the acquired signal 
(i.e. the maximum frequency range of the HFCT, which is 35 
MHz). Theoretically, 75 MHz sampling rate should be used. 
On the other hand, time period at a single acquisition should 
be long enough for identifying stochastic PD signals. In this 
paper, 20 power cycles of signals were recorded at one 
acquisition in PD measurements. Moreover, the size of the 
acquired signals should be moderate to enable the data to be 
processed within a proper timeframe for a continuous 
monitoring of a transformer. In consideration of the above 
signal resolution, coordination of HFCT frequency response, 
and computational resources consumption (i.e. processing 
time and data storage), this paper adopted 25 MHz as the 
sampling rate. 
Five PD source models were used to generate PD pulses to 
simulate corona, internal discharge, discharge due to floating 
particles, discharge in transformer oil, and surface discharge 
[17]. These PD source models were configured in a multi-PD 
source test cell (Figure 1b). By adjusting geometric 
configurations (e.g. distance between high voltage (HV) and 
ground electrodes), PD inception voltages of different source 
models were in a closed range. Testing voltages for PD data 
acquisition were set above the inception voltages.  
An example of PD pulses generated by the PD source 
models is shown in Figure 2. It can be observed that the PD 
pulses from different PD sources exhibit different shapes. 
Hence, the assumption made earlier is held, i.e. PD sources 
separation can be achieved based on individual pulses’ shapes. 
(a)    
  
(b)       
 
(c)      
 
Figure 2. An example of PD pulses generated by PD source models of (a) 
corona, (b) internal discharge, and (c) discharge due to floating particles. 
3.2 OVERVIEW OF THE PROPOSED METHOD 
This section provides an overview of the proposed TF 
sparsity map for multiple PD sources separation. Figure 3 
 presents a conceptual diagram (Figure 3a) and flowchart of the 
proposed method (Figure 3b).  
 
(a) 
 (b)           
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Figure 3. The proposed TF sparsity map for multiple PD sources separation. 
((a) Conceptual diagram and (b) Flowchart) 
The proposed method consists of three major components. 
The first component is extraction of PD pulses from the 
measured signals at one acquisition. It will be detailed in 
Section 3.3. The second component is mathematical 
morphology (MM)-based signal decomposition (wavelet 
transform-based signal decomposition method is also adopted 
for comparison) for decomposing the extracted PD pulses in 
time and frequency domains. It will be detailed in Section 3.4. 
The third component is the calculation of sparsity values, 
sparsity trends, and roughness values for constructing TF 
sparsity maps on multiple PD sources separation. It will be 
detailed in Section 3.5.  
3.3 PD PULSES EXTRACTION 
In this paper, signals were firstly acquired over 20 power 
cycles. Then, PD pulses are identified and extracted. In the 
literature, extracting PD pulses is achieved by using sequential 
sampling [9, 13]. A pre-defined threshold is required to trigger 
the data acquisition process. If the measured signals are higher 
than the threshold, they are treated as PD pulses and then 
stored for further processing [5, 9]. This approach assumes 
that the time period for storing PD pulses is long enough to 
capture the complete shapes of pulses. However, the duration 
of PD pulses is neither fixed nor consistent especially when 
they are generated by different types of PD sources (refer to 
Figure 2). Variation of duration should be considered 
according to the corresponding types of PD sources. 
To provide an adaptive method for PD pulses extraction, an 
approach combining threshold determination and PD pulses 
extraction is proposed as follows: 
(1) Threshold determination 
Step 1. Sorting positive and negative amplitudes of acquired 
signals from the lowest to the highest values (as 
depicted in Figure 4a). 
Step 2. Setting initial positive/negative threshold value to be 
the mode of the sorted positive/negative amplitudes. 
Step 3. Updating positive/negative threshold value to be the 
value of next higher amplitude if its occurrence is 
more than one-third of that of the mode. Otherwise, 
the current positive/negative threshold value is the 
latest value. 
(2) PD pulses extraction 
Step 1. Setting a window size = 20 samples. The window size 
was empirically selected to maintain integrity of PD 
pulses without taking too much computational time 
(The window is defined as a scope of samples in time 
domain and window size is the number of samples 
within the scope). 
Step 2. Shifting the window along acquired signals. 
Step 3. Within a window, if the number of samples of the 
acquired signals exceeding the positive/negative 
threshold is larger than half of the window size, the 
first sample within the window is taken as the 
beginning of a PD pulse. Then, go to Step 4. 
Otherwise, go to Step 2. 
Step 4. The final sample of a PD pulse is taken as the final 
sample of a window if the number of samples of the 
acquired signals exceeding the positive/negative 
threshold in the window is smaller than half of the 
window size. Go to Step 2 until the window is shifted 
to the last sample of the signals. 
(a)  
(b)  
Figure 4. (a) Sorted positive (solid line) and negative (dotted line) 
amplitudes of an acquired signal; and (b) Acquired signal (blue line) and 
extracted PD pulse (red dots). 
1st part 
2nd part 
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 Figure 4b shows an extracted PD pulse (red dots) from an 
acquired signal (blue line) after the above steps. From the 
figure, it can be seen that individual PD pulse can be extracted 
(i.e. the amplitudes of red dots are equal to the amplitudes of 
PD pulse) while the relatively small amplitude noise is 
neglected (i.e. the amplitudes of red dots are equal to zero). 
Here, it is worth mentioning that the noise in Figure 4b is 
Gaussian noise, which was generated from ambience during 
measurement. This paper focuses on PD sources separation 
which should be achieved after signal de-noising process. For 
the signal de-noising methods, please refer to [17-19]. 
3.4 SIGNAL DECOMPOSITION 
After PD pulses extraction, individual PD pulse is gone 
through a signal decomposition process. The purpose of signal 
decomposition is to reveal intrinsic components which are 
representative to PD pulses related to the corresponding PD 
sources in decomposed signals.  
As mentioned earlier, wavelet transform has been applied to 
decompose and represent PD signals in time and frequency 
domains. However, its performance is dependent on the 
selected wavelet functions [20]. This will be demonstrated 
through case studies in Section 4. This paper proposes a novel 
MM-based signal decomposition method. Its applicability in 
representing PD signals is investigated. This is aimed at 
providing guidance on selecting a suitable decomposition 
method for PD sources separation in PD measurements of 
transformers. 
MM is initially proposed for image processing before it has 
been extended for machine fault diagnosis and feature 
extraction [21-24]. The operation of MM is based on applying 
mathematical operators between signals and structure 
elements [18]. Morphological features which are the results of 
MM operation are then extracted.  
In MM, the structure element is a pre-defined geometric 
shape with finite length as shown in Figure 5. In [21, 24], flat 
structure element was used for impulsive signals extraction. In 
[23], sinusoidal structure element was employed for analyzing 
bearing signals. In [22], triangular structure element was 
adopted for analyzing impulsive periodic signals. Researchers 
proved that the shapes of structure elements do not affect 
signal analysis much [24]. This will be verified in Section 4. 
In this paper, flat shape structure element is used due to its 
simplicity in processing without considering its amplitude 
(since flat structure element is a straight line and its amplitude 
in vertical direction is zero). Since only a single function (flat 
structure element) is considered for the proposed MM-based 
decomposition, it does not need to select an appropriate 
function from a number of candidate functions as wavelet 
transform does.  
(a)       (b)       (c)  
Figure 5. Types of structure elements. ((a) Flat; (b) Sinusoidal; and (c) 
Triangular structure elements) 
Mathematical operators that are applied between signals and 
structure elements in MM include erosion Θ  and dilation ⊕  
representing Minkowski subtraction and addition respectively 
and their combination, opening o  and closing • , are defined 
as [21]: 
1,...,2,1,0),min()( )( −∈−=Θ + MmSPSP mmnn  (6) 
1,...,2,1,0),max()( )( −∈+=⊕ − MmSPSP mmnn  (7) 
nn SSPSP )()( ⊕Θ=o  (8) 
nn SSPSP )()( Θ⊕=•  (9) 
where )1,...,2,1,0( −= NP  denotes the domain for a signal pn 
and )1,...,2,1,0( −= MS  denotes the domain for a structure 
element sn [22]. Figure 6 shows results of applying MM to a 
signal with different operators.  
 
Figure 6. Results of mathematical morphology (red dots) for a signal (blue 
lines) by using flat structure element with (a) erosion, (b) dilation, (c) opening, 
and (d) closing operators [18]. 
Among the four operators, opening and closing operators 
can preserve negative and positive peaks of signals 
respectively as shown in Figures 6c and 6d [17, 18]. It means 
that the amplitudes of negative (positive) peaks of the original 
signals will be unchanged before and after execution of 
opening (closing) operation. Therefore, they are chosen for 
signal decomposition to maintain integrity of decomposed 
signals in this paper. The flowchart of MM-based signal 
decomposition for individual PD pulses is shown in Figure 7. 
PD pulses
Initialize the length of
structure element
Identify upper envelope, eu, and 
lower envelope, eL, by closing and 
opening operations
Decomposed signal = (eu+eL)/2
Increase the length of
structure element
 
Figure 7. The MM-based signal decomposition method. 
As shown in Figure 7, the MM-based signal decomposition 
starts with an initialization of length of structure element, 
which will be used to construct upper and lower envelopes (i.e. 
the red dots in Figures 6c and 6d) by using closing and 
opening operators respectively. The decomposed signal at the 
current length of structure element is obtained as the mean of 
the upper and lower envelopes. Then the length of structure 
 element is increased by one and the above process is repeated.  
In [17, 18], the authors of this paper have proven that 
envelopes created by structure elements cover two successive 
pulses if the lengths of structure elements are longer than 
pulses’ intervals (e.g. number of samples between two pulses). 
In other words, more pulses (including both shorter and longer 
intervals) are covered by envelopes if the lengths of structure 
elements become longer. Figure 8 illustrates the relationship 
between pulses’ intervals and lengths of flat structure elements 
using closing operator. In the figure, the pulses (blue lines) 
have different intervals, which are equivalent to 2 to 7 samples. 
The lengths of structure elements are set to 3, 5 and 7 samples. 
The results of closing operator (i.e. upper envelopes 
represented by red dots) indicate that more pulses are covered 
when the lengths are increasing. 
 
Figure 8. Relationship between pulses’ intervals and the lengths of flat 
structure elements of (a) 3, (b) 5, and (c) 7 samples by using closing operator 
[18]. 
Based on this observation, changing the lengths of structure 
elements could alter the frequencies of envelopes. In this 
paper, the lengths are set from 1 to 20 samples to provide 20 
different frequency bands of PD pulses. For more details of 
MM-based signal decomposition, readers can refer to [17, 18]. 
Figures 9 and 10 illustrate the MM-based and wavelet 
transform-based signal decompositions on a Gaussian signal. 
The reason of choosing Gaussian signal is due to its wide 
frequency spectrum which can be used to verify the 
decomposition performances.  
In Figure 9, flat structure elements are adopted in MM. 
Note that the decomposition results of flat structure element 
are similar to those obtained by using triangular and sinusoidal 
structure elements (refer to Figures 12a1-12a3 in Section 4). 
From Figure 9, it can be seen that the original signal can be 
decomposed from high to low frequencies. The decomposition 
performance at different lengths of structure elements is 
similar to that of low-pass filter (LPF). 
In Figure 10, wavelet transform uses wavelet functions db2 
and bior1.5, which are commonly applied to PD signal 
analyses [15, 20]. The decomposition results of db2 are plotted 
in the left column and those of bior1.5 are plotted in the right 
column of Figure 10. It can be seen that the performance of 
wavelet transform is dependent on the types of selected 
wavelet functions. The inconsistency is apparent in Figure 10c, 
which plots the third level of decompositions. Such 
inconsistency of wavelet transform-based signal 
decomposition is mainly due to the decomposition is based on 
correlation between the original signal and the selected 
wavelet functions that have different shapes. More evaluations 
of the MM-based decomposition method with different 
structure elements and wavelet transform-based 
decomposition method with different wavelet functions on 
multiple PD sources separation will be provided in Section 4.  
(a)  
(b)  
(c)  
(d)  
Figure 9. Decomposition results in time (left column) and frequency (right 
column) domains of a Gaussian signal by using MM-based signal 
decomposition method. ((a) Original signal and (b)-(d) Decomposition results 
for the lengths of flat structure elements equal to 3, 7, and 20)  
 
(a)  
(b)  
(c)  
Figure 10. Decomposition results in time domain of a Gaussian signal by 
using wavelet transform-based decomposition method with wavelet functions 
db2 (left column) and bior1.5 (right column). ((a-c) Three different 
decomposition levels from high to low frequencies) 
 
 The comparison is also made on execution time of MM-
based and wavelet transform-based decomposition methods. A 
non-optimized MATLAB program running on a 3.4 GHz, 8 
GB RAM desktop computer was used to run the algorithms, 
which implemented the two decomposition methods. Results 
show that the processing times of both methods are almost the 
same. To decompose signals in 20 power cycles, both methods 
took about 0.03 second, which is considerably short time 
duration for online PD measurements. 
3.5 CONSTRUCTION OF TF SPARSITY MAP 
After the extracted PD pulses are decomposed by either the 
proposed MM-based decomposition method or conventional 
wavelet transform-based decomposition method, sparsity 
values are calculated from both time and frequency domains 
of a series of decomposed signals. A signal is considered as 
sparse if relatively flat space is located between peaks [25]. 
PD pulses are transient signals with oscillation around the 
peaks, some spaces thus exist between two consecutive peaks. 
Therefore, this paper adopts sparsity as a function to represent 
distribution of peaks in PD pulses. Sparsity is defined as: 
  1 	 ∑ 1 	 ∑ ||  √∑ ∑ ||  (10) 
where   is PD pulse with   samples. ∑   and ∑ ||  denote norms.  
Figure 11 shows sparsity values calculated from time and 
frequency domains of the decomposed signals. In the figure, 
the acquired signal is obtained from the multi-PD source test 
cell which consists of corona, surface discharge, and discharge 
in transformer oil. It can be seen that sparsity values of a 
single decomposed signal (represented by the length of 
structure element) are not sufficient to represent the difference 
between different PD sources since these values can be close 
(e.g. as indicated by an arrow in the right plot of Figure 11). 
However, after considering sparsity values for all decomposed 
signals, each PD source exhibits a particular trend of sparsity 
values (red lines). This trend is called sparsity trend. In Figure 
11, the red lines represent the average of three different 
tendencies of the trends, of which each trend is related to one 
type of PD source (e.g. corona, surface discharge, or discharge 
in transformer oil). Although the trends may have similar 
tendency in one domain (e.g. the upper two trends in the left 
plot of Figure 11), by combining the trends in time and 
frequency domains, a particular type of PD source can be 
uniquely represented. 
 
Figure 11. Sparsity trends for time (left) and frequency (right) domains of 
decomposed signals. Each blue line represents a sparsity trend of each PD 
pulse. Red lines represent the average of three different tendencies of the 
trends. 
To quantify the sparsity trends, roughness which is defined 
as an average of absolute values is adopted in this paper:   1 ||  (11) 
where  is the sparsity trend for the -th length of structure 
element and  is the number of length of structure element.  
The values of roughness are used to describe variation of 
sparsity trends in time and frequency domains for representing 
PD pulses from different PD sources. Therefore, each PD 
pulse is represented by two roughness values (one in time 
domain and another in frequency domain). After projecting 
roughness values of each PD pulse onto a TF map, a TF 
sparsity map is obtained for multiple PD sources separation. 
3.6 DENSITY-BASED CLUSTERING METHOD FOR 
AUTOMATICALLY PD PULSES GROUPING  
After PD pulses are represented by the roughness values 
and the values are projected onto a TF sparsity map, each 
group of PD pulses on the TF sparsity map represents a single 
PD source. Ideally, these groups are clearly visualized and can 
be readily distinguished by a general clustering method. 
However, if two PD pulses’ groups are too close on the map, 
some clustering methods may not be able to distinguish them 
and consequently PD sources cannot be identified. Moreover, 
some clustering methods (e.g. k-means) require to preset the 
groups' number [26], which may not be available in practical 
PD measurements. Though hierarchical clustering does not 
require the pre-defined groups' number, it needs to decide an 
optimal cut-off on dendrograms.  
This paper adopts a density-based spatial clustering of 
application with noise (DBSCAN) for clustering PD pulses on 
a TF sparsity map [27]. DBSCAN does not require pre-
selecting the groups' number and cut-off in dendrograms. It 
can automatically identify clusters in arbitrary shapes [8]. 
DBSCAN performs clustering based on density of data points 
in a volume defined by the minimum number of data points, , and neighborhood radius, ε. This paper sets   2 to 
ensure small amount of PD pulses belonging to the same PD 
source can be clustered. For a data set,   2 , its 
neighborhood radius is defined as [28]: ε   max		  min		#Γ2%  (12) 
where   is product of array and Γ  is gamma function, Γ&  ' t
ed . 
4  RESULTS AND COMPARISONS 
This section presents results of applying the proposed 
method for multiple PD sources separation on the multi-PD 
source test cell and in-service transformers. Comparisons 
between the conventional TF maps and the TF sparsity maps 
are provided. Also, comparisons between MM-based and 
wavelet transform-based decomposition methods on 
constructing the TF sparsity maps for multiple PD sources 
separation are presented.  
 4.1 PD SOURCES SEPARATION ON MULTIPLE PD 
SOURCE MODELS 
Figures 12 to 18 present multiple PD sources separation 
results by using the proposed TF sparsity maps for signals 
acquired over 20 power cycles on PD source models. Figure 
12 presents TF sparsity maps of the signal obtained from a PD 
measurement (1st data acquisition) on multiple PD sources of 
internal and surface discharges. In the figure, the TF sparsity 
maps are constructed using both MM-based and wavelet 
transform-based decomposition methods. The MM 
decomposition adopts flat, triangular, and sinusoidal structure 
elements while the wavelet transform adopts wavelet functions 
db2, db5, and bior1.5. In the computation, 20 decomposed 
signals are generated by MM and the decomposition levels of 
wavelet transform are set to 20. Moreover, to have a fair 
comparison on applying DBSCAN to clustering, axes are 
normalized to the same values in the TF sparsity maps.  
 
 
 
(a1) (b1) 
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Figure 12. Comparison of TF sparsity maps constructed based on signal 
decompositions by (a1-a3) MM with flat, triangular, and sinusoidal structure 
elements, and (b1-b3) wavelet transform with wavelet functions db2, db5, and 
bior1.5 for multiple PD sources combining internal and surface discharges (1st 
data acquisition). 
From Figures 12a1-12a3, it can be seen that MM-based 
decomposition method attains consistent performance 
regardless of the types of structure elements adopted in signal 
decomposition for the TF sparsity maps construction. The two 
clusters indicated by black and red colors representing the two 
types of PD sources (internal discharge and surface discharge) 
are well separated. On the contrary, the performance of 
wavelet transform-based decomposition on forming the TF 
sparsity maps is inconsistent and dependent on the types of 
wavelet functions adopted (Figures 12b1-12b3). Moreover, the 
clusters of the two PD sources are not well separated. Some 
data points (in green color) scatter over the TF sparsity maps 
and they do not belong to either cluster (PD source). 
Figure 13 compares the results of applying the proposed TF 
sparsity map and conventional TF map to the signal obtained 
from a PD measurement (2nd data acquisition) on multiple PD 
sources consisting of internal and surface discharges. The axes 
of the two TF maps are normalized to the same scales. In the 
figure, the TF sparsity map is constructed by the MM-based 
decomposition method using the flat structure element. 
 
 
 
 
(a) (b1) 
 
(b2) 
Figure 13. Results of multiple PD sources combining internal and surface 
discharges (2nd data acquisition). ((a) Result of conventional TF map; (b1) 
Result of TF sparsity map; and (b2) PRPD diagram based on the result of TF 
sparsity map) 
From Figure 13a, it can be seen that though conventional 
TF map can separate the data points (each data point 
corresponds to a PD pulse generated by one of the two PD 
sources) into two clusters, the clusters are close with each 
other and the boundaries are not very clear. Some data points 
(indicated in green color) locate at the boundaries of the two 
clusters. It is difficult to decide which cluster these data points 
belong to. In contrast, the proposed TF sparsity map can 
distinctively separate PD pulses into two clusters as shown in 
Figure 13b1 (data points in black and red colors). Also, when 
comparing the TF sparsity map for the signals obtained from 
the 1st data acquisition (Figures 12a1-12a3) with the signals 
obtained from the 2nd data acquisition (Figure 13b1), the 
distribution of data points in the two clusters are in similar 
positions. This further proves the consistency of TF sparsity 
map on PD sources separation by adopting MM-based 
decomposition method. 
Figure 14 shows pulses’ shapes of internal and surface 
discharges and the corresponding decomposition results using 
the MM-based decomposition method in time domain. The 
results are obtained by using the lengths of structure elements 
of 3, 7, and 20 samples.  
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Figure 14. Decomposition results in time domain of PD pulses of internal 
discharge (left column) and surface discharge (right column) by using MM-
based signal decomposition method. ((a) Original signal and (b)-(d) 
Decomposition results for the lengths of structure elements equal to 3, 7, and 
20) 
After decomposition, sparsity values are calculated from the 
decomposed signals for each PD pulse. Sparsity trends for 
both time and frequency domains of the MM-based 
decomposition are obtained from the calculated sparsity values 
as shown in Figure 15. 
 
Figure 15. Sparsity trends for time domain (left) and frequency domain 
(right) of decomposed signals on the multiple PD sources (internal and surface 
discharges). Each blue line represents a sparsity trend of each PD pulse. Red 
lines represent the average of two different tendencies of the trends. 
It can be seen from Figure 15 that there are two different 
tendencies of the trends in each domain (the red lines 
represent the average of the tendencies of the trends). 
Therefore, the projected roughness values calculated from 
these trends in the TF sparsity map (Figure 13b1) exhibit two 
distinctive clusters. 
The corresponding phase-resolved PD (PRPD) diagram of 
the PD pulses after being processed by TF sparsity map is 
provided in Figure 13b2. In the figure, the PD pulses in red 
color belong to internal discharge and PD pulses in black color 
belong to surface discharge. The signal in blue color is 
Gaussian noise, which is not extracted as PD pulses. 
Figure 16 compares the TF sparsity maps, which are 
constructed based on the MM-based and the wavelet 
transform-based decomposition methods for the 1st data 
acquisition of multiple PD sources consisting of three types of 
PD sources - corona, surface discharge, and discharge in 
transformer oil. The axes of the figures are normalized to the 
same scales. This figure again proves that TF sparsity map 
built upon MM-based decomposition can achieve consistency 
in multiple PD sources separation (Figures 16a1-16a3). From 
this figure, it can also be observed that the TF sparsity maps 
built upon wavelet transform-based decomposition are unable 
to separate the three clusters (Figures 16a1-16a3), of which 
contain signals generated by the three different types of PD 
sources. 
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Figure 16. Comparison of TF sparsity maps constructed based on signal 
decompositions by (a1-a3) MM with flat, triangular, and sinusoidal structure 
elements, and (b1-b3) wavelet transform with wavelet functions db2, db5, and 
bior1.5 for multiple PD sources combining corona, surface discharge, and 
discharge in transformer oil (1st data acquisition). 
Figure 17 compares the results of applying the proposed TF 
sparsity map and conventional TF map on separating the 2nd 
data acquisition of multiple PD sources consisting of the three 
PD sources. In the figure, the TF sparsity map is constructed 
using the MM-based decomposition with flat structure element. 
As it can be observed from Figure 17a, the conventional TF 
map is unable to distinguish these three types of PD sources. 
 Most of data points belonging to different types of PD sources 
are merged together. This result indicates that PD pulses 
cannot be accurately represented by equations (4) and (5) 
adopted by the conventional TF map (refer to Section 2.2) 
since some information regarding the shapes of PD pulses is 
lost. In contrast, the proposed TF sparsity map achieves a very 
clear separation on the three types of PD sources (Figure 
17b1).  
In Figure 17b2, the corresponding PRPD diagram indicates 
that PD pulses in red color are generated by discharge in 
transformer oil, PD pulses in black color are generated by 
corona, and PD pulses in green color are generated by surface 
discharge. 
  
(a) (b1) 
 
(b2) 
Figure 17. Results of multiple PD sources combining corona, surface 
discharge, and discharge in transformer oil (2nd signal acquisition). ((a) Result 
of conventional TF map; (b1) Result of TF sparsity map; and (b2) PRPD 
diagram based on the result of TF sparsity map) 
Figure 18 shows the results of separating multiple PD 
sources consisting of three different types of PD sources 
including corona, surface discharge, and internal discharge. 
This is to further prove the effectiveness of the proposed TF 
sparsity map (constructed by MM-based decomposition) in 
accurately separating multiple PD sources. It can be seen from 
Figure 18a that PD sources cannot be clearly distinguished and 
separated by conventional TF map. Although three clusters are 
formed by DBSCAN, some data points (in green color) cannot 
be classified. 
In contrast, the three PD sources can be clearly 
distinguished by the proposed TF sparsity map (Figure 18b1), 
in which the data points belonging to different types of PD 
sources are well separated. After PD sources are separated by 
the proposed TF sparsity map, corresponding PRPD diagram 
(Figure 18b2) can be obtained. From the PRPD diagram, the 
PD pulses generated by internal discharge (in red color), 
surface discharge (in black color) and corona (in green color) 
can be clearly identified. Especially, all the three types of PD 
pulses can be distinguished in the negative power cycle even 
they are overlapped. Moreover, the proposed TF sparsity map 
is able to identify the PD pulses generated by surface 
discharge (in black color) even the amplitudes of these pulses 
are relatively small and embedded in the PD pulses generated 
by corona. 
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Figure 18. Results of multiple PD sources combining corona, surface 
discharge, and internal discharge. ((a) Result of conventional TF map; (b1) 
Result of TF sparsity map; and (b2) PRPD diagram based on the result of TF 
sparsity map) 
4.2 PD SOURCES SEPARATION ON 
TRANSFORMERS 
The proposed TF sparsity map was applied to analyze 
signals acquired from online PD measurements on three 
transformers. One of those (100 kVA) is located in laboratory 
and the others (1000 kVA and 10 MVA) are located in 
substations of local distribution authorities. Signals were 
acquired by using a HFCT clamping on the grounding wire of 
each transformer. Before conducting PD measurements on the 
transformers at substations, the HFCT was firstly placed on 
the ground closing to the transformers and the data acquisition 
and signal processing system was evoked to record 
environmental signals (e.g. interference and noise). Then, the 
HFCT was clamped on the grounding wires of the 
transformers for PD signals’ acquisition. Such approach can 
help to distinguish whether the acquired signals were 
generated by PD sources inside the transformers or originated 
from interference and noise outside the transformers.  
Figures 19 to 21 present the results of the proposed method 
for these transformers. In these figures, the signals were 
acquired over 20 power cycles.  
The results of the 100 kVA transformer (10.5 kV/415 V) are 
shown in Figure 19. From Figure 19a, it is clearly noticed that 
mainly two clusters are formed on a TF sparsity map. The 
corresponding distribution of PD pulses shown in PRPD 
diagram (Figure 19b) may be due to internal and surface 
discharges, which have similar distributions as those in Figure 
13. As shown in Figure 19a, there also exists a very small 
cluster on the TF sparsity map between the two clusters (in 
green color). Since DBSCAN is a density-based clustering 
method, except for the two clusters in black and red colors that 
are dense enough to form clusters, the data points in green 
color are recognized as an individual cluster by DBSCAN. 
Cluster in 
red color 
Cluster in 
green color 
Cluster in 
black color Cluster in black color 
Cluster in 
red color 
Cluster in 
green color 
Cluster in 
purple color 
Cluster in 
black color 
Cluster in 
green color 
Cluster in 
red color 
 The pulses corresponding to this small cluster are located in 
the positive cycle. Thus, these pulses may be generated by 
discharge in transformer oil (refer to Figure 17 for the pattern 
of discharge in transformer oil in red color). In Figure 19b, the 
signals in blue color are Gaussian noise and it is not extracted 
by the proposed method. 
 
 
(a) (b) 
Figure 19. Results of proposed method for a PD signal acquired from a 100 
kVA distribution transformer. ((a) TF sparsity map and (b) PRPD diagram) 
To further verify the conditions of this transformer, oil 
samples were collected from this transformer for dissolved gas 
analysis (DGA). The results of IEC 60599 [29] didn’t indicate 
any PD activity. This is mainly because of this transformer has 
retired from service and has not been connected to the 
electricity network for a very long time. It was only energized 
for a very short time during PD experiments in laboratory, 
which cannot generate significant amount of gases in oil. 
However, PD activities were detected in this transformer by 
PD measurements, which indicated degradation of the 
transformer’s insulation system after its long period of service. 
 The results of the 1000 kVA transformer (11 kV/433 V) are 
shown in Figure 20. It can be seen that one dominant cluster is 
found in the proposed TF sparsity map (Figure 20a). By 
projecting the data points from the map to the PRPD diagram 
(Figure 20b), corresponding PD pulses are evenly distributed 
over the power cycle. These periodic pulses are not PD signals 
and are generated from a control cabinet (close to the 
transformer) due to operation of electronic devices and 
switching.  
 
 
(a) (b) 
Figure 20. Results of proposed method for a PD signal acquired from a 1000 
kVA distribution transformer. ((a) TF sparsity map and (b) PRPD diagram) 
As shown in Figure 20a, a small cluster is found on the TF 
sparsity map in the top left corner, which consists of several 
data points (in green color). These data points are identified as 
a separate cluster in DBSCAN. This cluster is very close to the 
above dominant cluster. The pulses in this small cluster may 
be the noise from the same control cabinet or PD. In Figure 
20b, signal in blue color are Gaussian noise and it is not 
extracted by the proposed method. The DGA results for this 
transformer indicate that PD was presented. Thus the portion 
of the pulses in the small cluster may be related to PD. 
Figure 21 shows the results for the PD measurement on the 
10 MVA transformer (33 kV/11 kV). From Figure 21a, it can 
be observed that mainly three clusters are formed on the TF 
sparsity map. The data points of three clusters are separated 
though they are quite close. In the figure, the data points in 
green color beneath the dense black color are scattered, thus 
they cannot be clustered. From the corresponding PRPD 
diagram as shown in Figure 21b, it can be seen that the pulses 
in red and green colors are located in the same phase location 
in positive cycle. These pulses occur consistently throughout 
the 20 power cycles and they may be induced by periodic 
noise. Among the pulses in black color appearing at different 
phase locations of power cycles with different amplitudes, 
those having larger amplitudes and locating close to 90° phase 
position at the positive power cycle may be induced by the 
discharges in transformer oil (refer to Figure 17 for the pattern 
of discharge in transformer oil in red color). However, further 
investigation is needed for verifying whether the pulses at 
180° and 360° phase positions belonging to the same type of 
PD source (i.e. discharge in transformer oil).  
Regarding the four data points in green color at the bottom 
of the TF sparsity map, it can be seen from Figure 21b that the 
pulses corresponding to these data points are located at the 
same phase locations as the pulses in black color (as indicated 
by the arrows in Figure 21b). Therefore, these four green data 
points may also belong to the same cluster of the black color 
data points. They can be regarded as outliers of this data 
cluster. In Figure 21b, signal in blue color is Gaussian noise 
and it is not extracted by the proposed method. DGA results 
also indicate PD may occur in the transformer. Thus the pulses 
in black color and the outlier could be related to PD. 
 
 
 
 
(a) (b) 
Figure 21. Results of proposed method for a PD signal acquired from a 10 
MVA distribution transformer. ((a) TF sparsity map and (b) PRPD diagram). 
4.3 SOME DISCUSSIONS 
Both the conventional TF map and the proposed TF sparsity 
map are based on an assumption that PD pulses generated by 
different PD sources exhibit different pulses' shapes. This 
assumption is verified in this paper (Figure 2 in Section 3) and 
in the literature [6, 12-14], especially for PD measurements 
using multiple PD source models in a well-controlled 
laboratorial environment. However, PD is a stochastic 
phenomenon. In online PD measurements at substations, PD 
pulses originated from the same type of PD source can also 
exhibit different shapes [9]. This will introduce some 
difficulties on the TF map approaches, which are based on PD 
pulses' shapes for multiple PD sources separation. Therefore, 
in some occasions, multiple PD sources separation can be 
accomplished with the assistance of skilled operators, who can 
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 help on distinguishing partially or totally overlapped clusters 
in the TF maps.  
In transformers, the propagation of PD signals from their 
discharge sites to PD sensors may also change the pulses’ 
shapes. The losses during propagation can distort frequency 
contents in different frequency bands of PD pulses [9, 30] and 
thus alter their shapes. This will also introduce difficulties on 
TF map approaches for multiple PD sources separation. The 
authors of this paper are investigating the aforementioned 
issues to extend the proposed method for more accurate PD 
sources separation in online/onsite PD measurements of 
transformers. 
5 CONCLUSIONS 
This paper proposed a novel time-frequency (TF) sparsity 
map, which can accurately represent different types of PD 
sources and effectively separate them. The proposed method 
decomposes PD pulses into both time and frequency domains, 
from which sparsity values are calculated from the 
decomposed signals. Unique sparsity trends for different types 
of PD sources are then determined and used for separating the 
sources by projecting roughness values of the trends onto a TF 
map. A density-based clustering method is applied for 
automatically forming distinct clusters of PD pulses with each 
cluster corresponding to a unique PD source. Results of 
signals acquired from PD source models and substation 
transformers prove the applicability of the proposed method in 
representing and separating PD sources in the presence of 
multiple PD sources. 
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Abstract 
To ensure reliable operations of power transformers, online condition monitoring needs to be 
performed. However, extensive noise can be coupled into measured signals and cause ambiguities in 
evaluating transformers' conditions. This paper proposes a hybrid method, which combines pre-whitening 
and blind equalization for de-noising the signals obtained from online partial discharge (PD) 
measurements of transformers. A measured signal is firstly gone through a pre-whitening process for 
initial noise reduction and then processed by blind equalization. Finally, an equalized signal that can 
reveal PD source in a transformer is converted to a kurtogram for an accurate PD pattern representation. 
The proposed method has been applied to signals obtained from laboratory experiments and online 
measurements of transformers at substations. Results show that the method can effectively de-noise PD 
signals contaminated by severe noise and consistently represent PD patterns induced by different PD 
sources. 
 
Keywords: Blind equalization, de-noising, kurtogram, partial discharge (PD), pre-whitening, spectral 
kurtosis, transformer. 
 
1. Introduction 
Over the past decades, online monitoring of power transformers has gained much attention in utilities 
[1, 2]. One of the major difficulties in online transformer monitoring at substations is an effective 
extraction of noise-free measured signals, which are normally coupled with noise characterized by 
sinusoidal, periodic, Gaussian, and stochastic behaviours [3]. 
This paper investigates signal de-noising for partial discharge (PD)-based online monitoring of 
transformers. Many approaches have been adopted in the literature for PD signal de-noising. In [4], notch 
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filter was used to remove sinusoidal noise. However, pre-selecting forgetting factor and bandwidth in 
notch filter limit its applicability for online PD monitoring [5]. In [6], Fourier transform was performed 
for PD signal de-noising. However, it may not able to accurately identify the frequency components of 
PD signals, which exhibit transient characteristic [7].  
Recently, wavelet transform has been used for PD signal de-noising for its capability on representing 
transient signals through wavelet decomposition [3, 8]. It can reveal signal components associated with 
PD events from the decomposed signals in multiple frequency scales. However, wavelet transform 
requires a pre-selected wavelet function that has high similarity with PD waveforms. This may not be 
practical since properties of PD signals are normally unknown in advance and the signals may be 
originated from different PD sources (i.e. insulation defects) exhibiting assorted waveforms.  
This paper proposes a hybrid method for PD signal de-noising and pattern representation. Firstly, a 
pre-whitening process is performed on originally measured signals to remove noise and enhance 
impulsiveness of the signals associated with PD events. Since some noise may still remain after the pre-
whitening process, at the second stage, blind equalization is applied. It extracts PD signals from the 
impulsive pulses, which are enhanced by the pre-whitening process but still embedded in the remaining 
noise. 
There are a few applications of blind processing in PD signal analyses. In [9], blind source separation 
was applied to distinguish PD pulses originated from different PD sources. However, it requires multiple 
PD detectors to be installed and their number should be greater than that of PD sources [10]. In contrast, 
blind equalization implemented in this paper only requires one PD detector. It generates a series of 
equalized signals with different equalizer lengths. By properly selecting equalizer lengths, an optimal 
equalized signal is able to reveal a PD signal embedded in the noise. This optimal equalized signal is 
converted to a kurtogram for providing a PD pattern representation, which can be used for subsequent PD 
source classification in condition assessment of transformers. 
 
2. Brief Review on Pre-whitening, Blind Equalization, and Spectral Kurtosis 
In PD measurements, a PD signal is recorded as a sequence of PD pulses with their intensities and 
time of occurrences. Two or three dimensional PD pattern is constructed on the distribution of these PD 
pulses with respect to phases of a power cycle. Then, representative features are extracted from this PD 
pattern [11, 12] and used for PD source classification. 
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 A reliable PD source classification requires that PD patterns of the same PD source show a clear 
consistency. However, the PD patterns built upon PD signals that are coupled with noise can be distorted 
and inconsistent. This can affect the discriminating power of features extracted from the patterns in PD 
source classification. Therefore, effective PD signal de-noising and consistent PD pattern representation 
methods need to be developed.  
This section provides a brief review on pre-whitening and blind equalization for PD signal de-noising. 
It also introduces spectral kurtosis for constructing a kurtogram for PD pattern representation. 
2.1. Pre-whitening 
Pre-whitening process provides a preliminary removal of sinusoidal noise. It is performed based on a 
linear prediction of the sinusoidal noise in the measured signals in PD measurements by autoregressive 
(AR) model. The predicted value (amplitude) of the noise  at the current time step is calculated using 
the weighted sum of  values (amplitudes) of a measured signal  at previous time steps [13]: 
 = −
  − 

 (1) 
where  denotes previous time steps from 1 to , and  is the coefficients which can be calculated 
from solution of Yule-Walker equations by using Levinson-Durban recursion (LDR) algorithm [14] or 
Burg’s maximum entropy method (MEM) [15]. In this paper, LDR algorithm was employed for its easier 
implementation. The actual value of the measured signal  at the current time step is the summation of 
the predicted value of the noise  and a residual part  [13]: 
 =  +  (2) 
After subtracting the predicted value of noise  from the measured signal , the term  in (2) 
contains remaining stationary white noise and transient pulses due to PD events. Thus, it can be 
considered that the impulsiveness of a signal (i.e. transient PD pulses) is enhanced [16] since a large 
portion of sinusoidal noise can be removed by the pre-whitening process. It also facilitates the subsequent 
blind equalization for further extracting PD pulses from the enhanced impulsive signal. This will be 
demonstrated in Section 4. In (2), since  is considered as a pre-whitened signal, this process is named 
pre-whitening process. 
2.2. Blind equalization 
Blind equalization used in this paper is aimed at recovering source signals (i.e. originally noise-free 
PD signals) based on received signals (i.e. noise-corrupted signals) and some statistical parameters of the 
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source signals. A source signal is an independent, identically distributed random signal subject to an 
assumption that its kurtosis (i.e. impulsiveness) is non-zero [17].  
In a blind equalization system, a pure PD signal (consisting of more than one PD pulse)  passes 
through a composite channel formed by a finite impulse response (FIR)  = 0, … ,   and 
Gaussian noise . The noise-corrupted signal  of the blind equalization system is defined as: 
 =  ∗  +  (3) 
where ∗ denotes the convolution and  is the time step. For recovering the PD signal, a linear equalizer 
with FIR  = 0, … ,  is adopted as: 
 =  ∗  (4) 
where  is the equalized signal for PD signal recovery. 
There are a number of solutions for achieving the equalized signal (i.e. possibly recovered PD signal). 
In [18], equalization is performed by making absolute value of 4th-order cumulant  to be the maximum: 
max|0,0,0|						. &.		'0 = '((0 (5) 
where 0,0,0 and 0 represent the time lags equal to zero and ' is auto-correlation with subscripts  
representing the possibly recovered PD signal and   representing original PD signal. Cumulant is a 
quantity of signals’ amplitudes and distance of signals from Gaussianity [17, 19] and the 4th order 
cumulant is related to kurtosis, which is used to measure impulsiveness of PD signals’ amplitudes. Thus, 
this paper makes use of 4th-order cumulant in blind equalization for PD signal extraction. 
Since the 4th-order cumulant involves computation of higher order statistics of equalized signals, a 
large amount of data is required for an accurate equalization [17]. If least mean squares-based stochastic 
gradient approach is adopted, the equalization might be slow and convergence rate may not be always 
satisfied. Therefore, eigenvector algorithm (EVA) is adopted in this paper [17]. 
EVA is based on maximizing 4th-order cross-cumulant )  between the equalized signal  from 
the linear equalizer  and another equalized signal  = * ∗  from an additional reference 
equalizer *: 
max+)0,0,0+						. &.		'0 = ,(- (6) 
where ,(- is the variance of original PD signal. Combining (4) and (6) can be written as: 
max+e∗/)0+						. &.		e∗100 = ,(- (7) 
where * is the conjugate transpose function, Rjj is the auto-correlation matrix of noise-corrupted signal, 
and /)0 is the cross-cumulant matrix: 
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/)0 = 23-∗4 − 23-423∗4 − 22∗∗ − 2∗2∗ (8) 
Optimizing (7) will give an eigenvector equation: 
/)0567 = λ100567 (9) 
By selecting the eigenvectors of 1009/)0  with the maximum eigenvalue λ, the coefficient vector 
567 = 5670, … , 567:  can be obtained. This paper implements an iteration algorithm [17] to 
solve the eigenvector equation as shown in Fig. 1. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 Iteration algorithm for solving eigenvector equation in EVA. 
 
2.3. Kurtogram construction using spectral kurtosis 
After PD signal de-noising by the pre-whitening and blind equalization, spectral kurtosis, which 
describes the impulsiveness of a signal in frequency scale [20, 21], is computed from the de-noised 
signals for PD pattern representation. Short time Fourier transform (STFT) with a window shifting along 
time domain of a PD signal is used to obtain complex envelope function ;, * [22] (Fig. 2). The 
complex envelope function can be expressed in terms of decomposition of a non-stationary random signal 
,	where	 ∈ ℤ, which matches the characteristic of a PD signal, by Wold–Cramer representation 
[22]: 
 = A ;, *0-BCDdF*
G/-
9/-
 (10) 
Initialize reference equalizer *I = J − K/2M, where  is equalizer length 
and K M is floor function indicating the largest integer less than or equal to /2. 
Set an iteration number N = 0 and calculate 100 of a noise-corrupted signal. 
Calculate  = *O ∗  and /)0. 
Calculate O567 by substituting 100 and /)0 in (9). 
Let *O = O567 and increase N = N + 1. 
Finish all iterations? 
End 
Yes 
No 
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where dF* is a spectral increment. Taking square of the complex envelope function represents power 
spectrum at each time position (i.e. ) of a PD signal. The power spectrum of the whole record is 
obtained by taking average of all power spectra [13].  
A kurtosis value for each frequency scale (right graph of Fig. 2) is obtained by taking fourth moment 
of ;, * (as shown in the numerator of (11)) at each time position and then averaging. The final 
kurtosis value is an normalization of the averaged value by square of mean square value [13]. In (11), the 
minus 2 (instead of minus 3 in a traditional kurtosis) is due to ;, * is complex. The minus 2 makes the 
value of kurtosis becomes zero for Gaussian signal. The above process is performed based on a window 
shifting along a PD signal to find the spectral kurtosis for one level. By repeating the process for different 
sizes of windows, different levels of spectral kurtosis are formed and a kurtogram is constructed. 
Q*  〈|;, *|〉〈|;, *|-〉- 	 2 (11) 
 
Fig. 2 Interpretation of spectral kurtosis [13]. 
 
3. Proposed Method for PD Signal De-noising and PD Pattern Representation 
This section firstly describes PD measurement setups adopted in this paper. Then, the proposed PD 
de-noising and pattern representation method is detailed. 
3.1. PD measurement setups 
Fig. 3 presents the PD measurement setups in a laboratory (Fig. 3a) and at substations (Fig. 3b). A 
high frequency current transformer (HFCT) with measurement frequency ranging from 350 kHz to 35 
MHz was employed to collect PD signals by clamping it on a grounding cable of a PD model or a 
transformer. A data acquisition and processing system was connected to the HFCT for processing the 
collected signals. Based on Nyquist-Shannon sampling theorem, the minimum sampling rate should be at 
least double of the maximum frequency of the collected signals (i.e. the maximum frequency range of the 
HFCT). This sampling rate may still not be sufficient for extracting very high frequency components of 
PD signals and their transient characteristic may not be fully obtained.  
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 (a)  (b)  
Fig. 3 PD measurements of (a) PD models and (b) transformers. 
On the other hand, to capture stochastic PD signals, the time period at a single acquisition should be 
long enough. In this paper, 20 power cycles of signals were recorded at one acquisition during 
measurements. This implies that a large volume of data to be processed. However, data size should be 
moderate to enable processing within a proper timeframe for continuous monitoring of transformers. In 
consideration of signal resolution, coordination of HFCT’s frequency response, and computational 
resources consumption (processing time and data storage), this paper adopted 25 MHz as the sampling 
rate. By using this sampling rate, individual PD pulses for different insulation defects can be captured as 
shown in Fig. 4 (a1 and b1). It can be seen that the shapes of PD pulses are distinguishable for different 
types of defects.  
 
 
(a1)  (a2)  
(b1)  (b2)  
Fig. 4 Examples of PD patterns in time and frequency domains of (a) internal discharge and (b) discharge 
due to floating particles. 
Moreover, PD classification is achieved based on the behaviour of many PD pulses instead of a single 
PD pulse. For a single PD pulse, its time of occurrence, magnitude, and phase location are random. 
However, a phase-resolved PD (PRPD) diagram constructed with the PD pulses obtained over a 
PD pulses 
PD pulses 
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considerable long time period can exhibit a distinctive pattern. PRPD diagrams have been widely used for 
identifying PD sources that cause discharges in transformers [12].  
In this paper, several PD models (Fig. 3a) were manufactured to simulate PD sources in transformers: 
(1) corona due to local electric field concentration; (2) internal discharge due to cracks and micro voids in 
insulation; (3) discharge due to floating particles; (4) discharge in oil caused by bubbles in insulating oil; 
(5) surface discharge due to electric field concentration along the pressboard’s surface; and (6) multiple 
PD sources which consists of the above different PD models. Fig. 4 shows PD patterns of internal 
discharge and discharge due to floating particles. 
From Fig. 4, it can be seen that PD patterns in both time and frequency domains are different for the 
two types of PD models. The results using signals collected from different PD models at different time 
periods also revealed consistency of PD patterns.  
3.2. Proposed hybrid PD signal de-noising and PD pattern representation method 
The proposed method can be divided into two parts, i.e. PD signal de-noising and PD pattern 
representation. The aim of the proposed method on de-noising is to remove sinusoidal noise, which is 
originated from communication systems and radio transmissions during online PD measurements. This 
type of noise can exhibit a wide range of frequencies that impose on PD measurement systems [3]. Since 
the sampling rate of the PD measurement system in this paper was 25 MHz, in the following discussions, 
sinusoidal noise was simulated by combining 20 sinusoidal signals with random amplitudes and 
frequencies ranging up to 12 MHz. This arrangement was also made in case studies of PD models 
(however, for measurements of transformers, no artificial noise was added). The procedures of the 
proposed method are as follows: 
Step 1. Collecting signals and performing pre-whitening. 
Step 2. Defining iteration number for eigenvector algorithm (EVA). 
Step 3. Executing EVA with different equalizer lengths to produce equalized signals. 
Step 4. Selecting an equalized signal with maximum kurtosis value. 
Step 5. Plotting a kurtogram of the selected equalized signal for PD pattern representation. 
The proposed method starts with pre-whitening on a noise-corrupted signal. Though the pre-whitening 
process can remove most of sinusoidal noise, it may encounter difficulties if the noise amplitude is too 
large. This is because the AR model used in pre-whitening process cannot provide an accurate prediction 
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of the noise. In practical situations, the noise level is not always predictable. If small-amplitude PD 
signals mix with heavy noise, pre-whitening process cannot always fulfil the task of removing the noise. 
Fig. 5 shows results of applying pre-whitening to the signals obtained from a PD model of corona 
with two different noise levels - lower-amplitude and higher-amplitude noise. The noise was made up of 
20 sinusoidal signals with random amplitudes up to around 1.5 times (1500 times) of the maximum 
amplitude of the original signal for lower-amplitude (higher-amplitude) noise. The frequency ranges of 
the noise were also subjected to random selection up to 12 MHz. The number of previous values used for 
the AR model in pre-whitening was empirically chosen to 10 for achieving a better de-noising 
performance without consuming too much computational resources. 
(a1)  (a2)  
(b1)  (b2)  
Fig. 5 Pre-whitening on signals obtained from a PD model of corona. (a1) Noise-corrupted signal (lower-
amplitude noise); (a2) De-noised signal of (a1); (b1) Noise-corrupted signal (higher-amplitude noise); and 
(b2) De-noised signal of (b1). 
From Fig. 5a, it can be seen that under lower-amplitude noise, pre-whitening can successfully remove 
the noise and reveal PD signals. However, as shown in Fig. 5b for higher-amplitude noise, pre-whitening 
failed to reveal PD signals though it can significantly reduce the noise amplitude. Therefore, blind 
equalization is used after pre-whitening to extract PD pulses embedded in the remaining noise.  
As mentioned in Section 2.2, EVA is adopted to solve blind equalization. The auto-correlation matrix 
100 and cross-cumulant matrix /)0 used in EVA are: 
100  ∑ 
:U9DV 	   (12) 
/)0 	 ∑ 
-:U9DV 	  	
W∑ -U9D X100V 	   
													 Y∑ U9D ∑ ::U9D V 	 - 
∑ :U9D ∑ :U9D V 	 - Z 
(13) 
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where :  ,  − 1, … ,  − , V is the sample number, and  is the equalizer length. (13) is 
constructed based on [17].  
One of the most crucial factors that can impede the accuracy of equalization is the selection of 
equalizer length. An improper selection can result in generating unwanted equalized signals. Although all 
possible equalizer lengths can be used [23], it is time-consuming. Therefore, in this paper, the selection 
was made across the lengths in four groups that were evenly distributed between the minimum and 
maximum equalizer lengths. Here, the minimum and maximum equalizer lengths were equal to 10 and 
100 respectively. The above approach is aimed at selecting the lengths covering the optimal value while 
still maintain a reasonable consumption of computational resources. Then, three equalizer lengths were 
randomly extracted from each group. The iteration number of EVA was chosen to 10 for producing a 
reasonable number of equalized signals and the optimal equalized signal was selected for the one with the 
maximum kurtosis value.  
After the aforementioned de-noising steps, kurtograms of the de-noised signals are plotted for PD 
pattern representation. 
 
4. Results and Discussions 
This section first provides a comparison between kurtograms and wavelet spectra for PD pattern 
representation. Then, results of applying the proposed method to signals collected from PD models and 
transformers are presented.  
4.1. A comparison of kurtogram and wavelet spectrum for PD pattern representation 
PD signals originated from different PD sources exhibit different patterns and they are normally 
represented by PRPD diagrams [24]. However, these patterns can be overlapped if more than one PD 
source discharges simultaneously in a transformer [25]. As such, the PD sources cannot be identified and 
ambiguities may be induced in assessing transformer’s conditions [25]. 
Wavelet transform, on the other hand, separates PD signals from noise through signal decomposition 
[8]. It decomposes a signal into a series of wavelet coefficients with various frequency scales by a 
wavelet function aiming at revealing PD signals in particular coefficients. One of the limitations of 
wavelet transform is that a wavelet function needs to be predefined. Generally, the optimal wavelet 
function should match (in shape) with all types of PD waveforms obtained from PD measurements. 
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Apparently, it is difficult to find a wavelet function with high correlation for all kinds of PD waveforms 
originated from different PD sources.  
Therefore, this paper adopts kurtograms (constructed from spectral kurtosis, Section 2.3) to represent 
patterns of PD signals, which have been de-noised by pre-whitening and blind equalization. Such 
representation can be used for identifying different types of PD sources. Though sinusoidal noise can be 
removed by the proposed method, Gaussian noise, which is normally found in field PD measurements, 
can still present in the de-noised signal. However, kurtograms are capable of representing PD patterns 
accurately without affected by the Gaussian noise. 
Fig. 6 and Fig. 7 compare kurtograms and wavelet spectra in representing PD patterns with mild and 
severe levels of Gaussian noise. Two commonly used wavelet functions, db5 and bior 1.5 [26, 27], were 
employed in constructing the wavelet spectra. Both kurtograms and wavelet spectra were constructed 
with ten decomposition levels, which can reveal the characteristics of PD signals in multi-scale with 
modest consumption of computational resources. In wavelet spectra, decomposed signals at different 
levels correspond to an original signal with different frequency scales. On the other hand, in kurtograms, 
decomposed signals at different levels correspond to different sizes of windows applied to the STFT. 
Here, a window refers to a scope of data samples in time domain. The first decomposition level of a 
kurtogram takes the whole signal for calculating kurtosis values (i.e. window size = all data samples in a 
signal), while the window sizes of successive levels are reduced to half of previous level. 
It is worth mentioning that the proposed hybrid pre-whitening and blind equalization method is aimed 
at removing sinusoidal noise but not Gaussian noise. Kurtograms cannot remove Gaussian noise, however, 
it can provide a consistent visualization of PD patterns of the corresponding PD sources without being 
disturbed much by the noise. As it is demonstrated in Fig. 6 and Fig. 7, the influence of Gaussian noise on 
representing PD signals can be minimized by using kurtograms.  
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(a)  (b)  
(c1)  (c2)  
Fig. 6 Comparison between kurtogram and wavelet spectra on a PD model of surface discharge with mild 
level of Gaussian noise. (a) Noise-corrupted signal; (b) Kurtogram; (c1) Wavelet spectrum (db5); and (c2) 
Wavelet spectrum (bior1.5).  
 
 
 
 
 
 
 
 
PD pulses 
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(a)  (b)  
(c1)  (c2)  
Fig. 7 Comparison between kurtogram and wavelet spectra on a PD model of surface discharge with 
severe level of Gaussian noise. (a) Noise-corrupted signal; (b) Kurtogram; (c1) Wavelet spectrum (db5); 
and (c2) Wavelet spectrum (bior1.5). 
It can be observed from Fig. 6 and Fig. 7 that the PD patterns in the wavelet spectra can be observed 
under mild Gaussian noise (indicated by the ellipses in black colour in Fig. 6c1 and Fig. 6c2). However, 
these patterns become blurred under severe Gaussian noise (Fig. 7c1 and Fig. 7c2). This is due to 
suppression of the PD pulses at the time around 0.015s and 0.035s when the Gaussian noise level 
increases. It can also be seen that the pattern in the wavelet spectrum using bior1.5 (indicated by an 
ellipse in white colour in Fig. 7c2) totally disappear when the Gaussian noise level is severe.  
Though the PD patterns in kurtograms (Fig. 6b and Fig. 7b) also change, the changes are relatively 
smaller and the patterns in the left-hand area of the kurtograms still remain similar under different 
Gaussian noise levels (as indicated by the arrows). These results imply that kurtograms provide a more 
consistent PD pattern representation. Next section will compare kurtograms of pure PD signals and de-
noised signals to further demonstrate their consistency on representing PD patterns. 
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4.2. Results of PD models 
Fig. 8 shows results of using the proposed method for processing a signal collected from a PD model 
of corona. The collected signal consists of a PD signal, sinusoidal noise, and Gaussian noise. The signal 
after being processed by pre-whitening is shown in Fig. 8a. It can be seen that after pre-whitening, the 
noise still suppresses the PD signal. Though the pre-whitening cannot remove the entire noise, it does 
reveal PD pulses at some extents, which ease the subsequent blind equalization (refer to the magnified PD 
pulses in Fig. 8a). Fig. 8b shows the de-noised signal after blind equalization. It can be seen that the 
pattern of corona is extracted although some Gaussian noise still remains.  
Fig. 8c shows a kurtogram constructed from the pure PD signal (i.e. the signal excluding noise). Fig. 
8d shows a kurtogram of the de-noised signal (Fig. 8b). Comparing these two kurtograms, it can be found 
that there is not much difference though the Gaussian noise still remains in the de-noised signal. This 
again demonstrates the consistency of kurtograms in representing PD patterns.  
(a)  (b)  
(c)  (d)  
Fig. 8 Results of a PD model of corona. (a) Pre-whitened signal; (b) De-noised signal; (c) Kurtogram of 
pure PD signal; and (d) Kurtogram of de-noised signal. 
In PD measurements of field transformers, multiple PD sources can occur simultaneously. A 
measured signal can be generated by different PD sources. Fig. 9 shows results of the proposed method 
on a signal generated by surface discharge and corona from a multiple PD model. 
 
 
 
PD pulses Gaussian noise 
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(a)  (b)  
(c)  (d)  
Fig. 9 Results of multiple PD signal (surface discharge + corona). (a) Pre-whitened signal; (b) De-noised 
signal; (c) Kurtogram of pure PD signal; and (d) Kurtogram of de-noised signal.  
To collect PD signals from the multiple PD source model, PD inception voltage of each PD model 
was set to a closed range by adjusting the geometric configurations. Then, PD data acquisition was 
carried out with applied voltages above the inception voltages.  
As shown in Fig. 9a, pre-whitening alone cannot remove the entire noise. The subsequent blind 
equalization process can further remove the noise and reveal PD signals of different PD sources (Fig. 9b). 
From Fig. 9b, it can be seen that PD signals of surface discharge and corona are overlapped in the 
negative power cycles. The results of kurtograms constructed from the pure signal and de-noised signal as 
shown in Fig. 9c and Fig. 9d respectively exhibit similar pattern. This again proves the effectiveness of 
the proposed method on de-noising and PD pattern representation even the patterns are overlapped.  
4.3. Results of transformers 
The proposed method has been applied to de-noise signals collected from PD measurements on 10 
MVA and 5 MVA transformers at substations. As shown in Fig. 10a, the originally collected signal of the 
10 MVA transformer was severely corrupted by a relatively low frequency noise. This low frequency 
noise was caused by alternating current (AC) harmonics. After applying pre-whitening, two pulse-shape 
signals were uncovered in the positive power cycles (Fig. 10b). By applying blind equalization to the pre-
whitened signal, two more pulses were revealed in each negative power cycle (Fig. 10c). The periodic 
signal may indicate a single PD source inside the transformer. To further verify whether the pulses are 
related to PD events, oil samples were collected from this transformer and dissolved gas analysis (DGA) 
was conducted. The DGA analysis (IEC 60599) indicated that there was possibility of PD occurrence. 
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Thus, the pulses in Fig. 10c have high possibilities of being generated by PD events. After de-noising, a 
kurtogram is plotted (Fig. 10d). 
(a)  (b)  
(c)  (d)  
Fig. 10 Results of a 10 MVA transformer. (a) Original signal; (b) Pre-whitened signal; (c) De-noised 
signal; and (d) Kurtogram of de-noised signal. 
Fig. 11 shows results of a signal collected from the 5 MVA transformer. The results show that noise 
was lowered by pre-whitening process and PD signals were extracted by blind equalization. The 
corresponding kurtogram is shown in Fig. 11d. 
(a)  (b)  
(c)  (d)  
Fig. 11 Results of a 5 MVA transformer. (a) Original signal; (b) Pre-whitened signal; (c) De-noised signal; 
and (d) Kurtogram of de-noised signal. 
During PD measurements, discharge signals from other sources such as discharges from other HV 
equipment in proximity can also be coupled into the collected signals. Since these discharge signals can 
exhibit similar characteristics as those of the transformers under investigation, they may not be removed 
by the de-noising method. The de-noised waveform in Fig. 11 may be due to PD signals from other 
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apparatus other than the measured transformer. Further verification is in progress with PD measurements 
on this transformer.  
 
5. Some Discussions 
5.1. Kurtogram for PD source classification 
 Certain amount of noise may still remain after PD signal de-noising and causes PD pattern distortion. 
It is thus important to find a type of PD pattern representation that is not sensitive to noise. As shown in 
Section 4, PD patterns represented by kurtograms exhibit a good consistency even in the presence of 
noise with different noise levels. In contrast, PD patterns represented by wavelet spectra are sensitive to 
the presence of noise.  
Features can be extracted from kurtograms for PD source classification. These features can be the four 
moment statistical parameters such as mean, standard deviation, skewness, and kurtosis of the signals at 
different levels of a kurtogram. The authors are now investigating the discriminating power of these 
features for PD source classification.  
5.2. Calculation burden of the proposed method 
 Calculation burden of the proposed method and a conventional wavelet transform-based method [28] 
for PD signal de-noising is presented in Table 1 with different sampling rates. These two methods were 
implemented in non-optimized MATLAB programs running on a 3.4 GHz, 8 GB RAM desktop computer. 
In [29, 30], the calculation burden was presented by the number of mathematical operations. In this paper, 
the burden is presented by the execution time for processing signals in a power cycle. The wavelet 
transform-based method adopts ten decomposition levels with a thresholding method proposed in [28].  
 
Table 1 Processing time of the proposed and wavelet transform-based methods. 
 10 MHz 25 MHz 50 MHz 
Pre-whitening 0.001 s 0.003 s 0.005 s 
Blind equalization 5.6 s 13 s 29.7 s 
Wavelet transform 0.018 s 0.024 s 0.032 s 
* Processing time is an average over processing ten signals. 
 
From Table 1, it can be seen that blind equalization is computationally extensive. However, pre-
whitening takes less time when compared with wavelet transform. Though wavelet transform does not 
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take much time on de-noising, its performance is highly dependent on the selection of wavelet functions. 
In contrast, pre-whitening and blind equalization can consistently achieve a desirable performance in PD 
signal de-noising. With the 25 MHz sampling rate adopted in this paper, the processing time (i.e. 13 s) of 
the proposed method is still acceptable for PD measurements of transformers. Table 2 shows the 
processing time of constructing kurtograms and wavelet spectra for PD pattern representation. 
 
Table 2 Processing time of constructing kurtograms and wavelet spectra. 
 10 MHz 25 MHz 50 MHz 
Kurtogram 0.008 s 0.017 s 0.03 s 
Wavelet spectrum 0.022 s 0.028 s 0.023 s 
 
It can be seen that the construction time of kurtograms is comparable to that of wavelet spectra. 
However, the capability of kurtograms in representing PD patterns is better than that of wavelet spectra 
(Fig. 6 and Fig. 7).  
5.3. Consideration of the selected values in pre-whitening and blind equalization for PD de-noising 
 The selected value in the AR model of pre-whitening was based on the frequency range of sinusoidal 
noise, which is up to 12 MHz that could be collected by the PD measurement system with a sampling rate 
of 25 MHz. For the measurement system with higher sampling rate, the value may need to be adjusted. 
Similarly, the minimum and maximum equalizer lengths in blind equalization were also chosen based on 
the frequency range of noise. Adjustments may also need if higher measurement sampling rate is used. 
Kurtograms can be affected by the empirical selection of the above values. 
 
6. Conclusions 
This paper developed a hybrid pre-whitening and blind equalization method to de-noise PD signals. 
Kurtograms were constructed from the de-noised signals for accurately representing PD patterns 
generated by different PD sources. The case studies demonstrated capabilities of the proposed method in 
removing severe sinusoidal noise and providing a consistent representation of PD patterns in the presence 
of Gaussian noise. 
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Automatic Blind Equalization and Thresholding for
Partial Discharge Measurement in Power Transformer
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Abstract—Partial discharge (PD) signals acquired from on-line
measurements of power transformers are easily overwhelmed
by various interference and noise. This paper proposes an auto-
matic blind equalization (BE) and morphological thresholding
method for PD signal de-noising. Firstly, BE automatically
selects an equalized signal that reveals PD impulses from an
acquired noise-corrupted signal. Then, automatic morpholog-
ical thresholding (AMT) is adopted for determining thresholds
on the equalized signal. After de-noising with BE and AMT,
phase-resolved pulse sequence (PRPS) is constructed and used for
analyzing the types of insulation defects that cause discharges. To
verify the proposed method, PD measurements on experimental
PD models and a distribution transformer have been conducted.
The results show that PD impulses can be extracted from severely
noise-corrupted signals by using the proposed method. Also,
PRPS constructed from de-noised signals can achieve consistency
in revealing the types of insulation defects even different types of
PD sensors and measurement systems are used.
Index Terms—Blind equalization (BE), de-noising, mathemat-
ical morphology (MM), partial discharge (PD), phase-resolved
pulse sequence (PRPS), transformer.
I. INTRODUCTION
P ARTIAL discharge (PD) measurement is one of the com-monly adopted methods for on-line monitoring and as-
sessing insulation systems of power transformers. However, a
variety of environmental interference and noise could be im-
posed on the signals, which are acquired by PD sensors. These
interference and noise can be generated from diverse sources
and exhibit different distribution properties, such as sinusoidal,
periodic, Gaussian, and stochastic behaviors [1], [2].
Over the past two decades, researchers have investigated
various signal processing techniques for extracting PD sig-
nals from acquired noise-corrupted signals (this is termed
as de-noising in this paper) [1]–[4]. For example, short-time
Fourier transform (STFT) is applied for discriminating PD
signals from background noise [3]. However, STFT is not an
adaptive method since it requires the selection of window size
for performing Fourier transform. Also, it cannot accurately
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represent frequency information of signals [5]. This may lead to
diff culties in distinguishing wide-band PD signals from noise.
In [4], notch f lter is used for f ltering sinusoidal noise. How-
ever, it is a non-adaptive method since two parameters, forget-
ting factor and bandwidth, need to be pre-determined [4], [6].
Recently, wavelet transform (WT) has been applied to PD signal
de-noising [1], [2], [7], [8]. It decomposes a signal into a series
of coeff cients from low to high frequencies aiming at exposing
PD impulses in the coeff cients for PD signal extraction. How-
ever, the effectiveness of WT in extracting PD signals relies on
the selection of wavelet functions. Improper selected wavelet
functions can ruin the de-noising performance [9], [10].
A number of methods have been reported in the literature for
selecting wavelet functions on PD de-noising. Some methods
adopt f xed wavelet functions [1]. However, these methods may
not be feasible in practical PD measurements, in which the types
of PD sources and noise levels are unknown. Other methods
select wavelet functions based on the highest energy value in
approximation coeff cients among candidate wavelet functions
[11]. However, the highest energy value may not always guar-
antee the suitability of the selected wavelet function for PD
de-noising.
This paper proposes blind equalization (BE) and automatic
morphological thresholding (AMT) for automatic PD signal
de-noising. Blind processing methods, including blind source
separation (BSS) and BE, aim at recovering source signals
without assessing the sources.
Both BSS and BE have been applied in diverse applications.
However, there are very few applications of blind processing
methods in PD measurements. In [12], BSS was used for
separating mixed PD signals in gas insulated switchgear (GIS).
However, BSS requires multiple PD sensors, of which the
number must larger than that of PD sources [13]. This may
not be realistic since the number of PD sources is generally
unknown during on-line PD measurements. In [14], singular
spectral analysis (SSA), which works similar to eigenvector
algorithm (EVA) adopted in BE, was applied to remove cyclic
and random noise in PD signals. The assumption made in this
method is that PD signals, cyclic noise, and random noise
are associated with distinct eigenvalues. This method requires
manual selection of eigenvalues. Also, the selection criteria of
equalizer length, which is one of the most important factors for
signal recovery in BE [15], [16], was not mentioned in [14].
To solve the aforementioned limitations, this paper imple-
ments BE by utilizing EVA with automatic selection of an
equalizer length based on a kurtosis criterion. With the selected
equalizer length, an optimal equalized signal can be produced
for revealing PD impulses, which are embedded in an original
0885-8977 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Fig. 1. Schematic models of SISO BE and EVA systems.
noise-corrupted signal. Subsequently, AMT automatically
applies thresholds to the equalized signal to further eliminate
the noise.
Another important task for PD measurements of transformers
is automatic PD source recognition, which aims at identifying
the types of insulation defects causing discharges. This is nor-
mally achieved by making use of phase-resolved PD (PRPD)
diagrams [17], [18]. However, PRPD can be inf uenced by
the characteristics such as frequency ranges and resolutions
of PD sensors and measurement systems [19]. This paper
proposes to use phase-resolved pulse sequence (PRPS), which
is constructed from the de-noised signals, as a complementary
to PRPD for PD source recognition.
To verify the proposed method, PD measurements and
analyses on experimental PD models and a distribution trans-
former were conducted in the paper.
II. THEORIES OF BLIND EQUALIZATION (BE) AND
MORPHOLOGICAL FILTER (MF)
This section gives a brief review of blind equalization (BE)
and its implementation, i.e., eigenvector algorithm (EVA).
Then, morphological f lter (MF), which is the foundation of the
proposed thresholding method, is also introduced.
A. Blind Equalization (BE)
BE recovers a source signal without a training process to
identify the signal. Fig. 1 depicts the schematic model of a
single-input single-output (SISO) BE system (in the dotted
line). BE only requires the received signal and some statistical
parameters of the source signal. The equalized signal is a
desired output, which can reveal the source signal.
In Fig. 1, the source signal is an independent and iden-
tically distributed non-Gaussian random signal with zero
mean, 2nd-order cumulant , 3rd-order
cumulant , and 4th-order cumulant
, where denotes
expectation. It assumes that 4th-order cumulant is non-zero
( ) and 3rd-order cumulant vanishes to zero ( )
[20].
Cumulant is a quantity that contains information about sig-
nals’ amplitudes and provides a measure of distance of signals
from Gaussianity [20], [21]. Different orders of cumulants refer
to the use of different orders of moments to provide information
of a signal. For example, 2nd-order cumulant is related to vari-
ance, 3rd-order cumulant is related to skewness, and 4th-order
cumulant is related to kurtosis (describing peakedness of sig-
nals’ distributions). Normally, up to 4th-order cumulant are used
[22].
The source signal in Fig. 1 is inf uenced by an unknown com-
posite channel, which is considered as a time-invariant system
with f nite impulse response (FIR) ,
where is the f lter order. After the signal is linearly distorted,
the distorted signal is mixed with zero-mean Gaussian noise,
which is statistically independent of source signal, to produce a
received signal as:
(1)
where denotes convolution operator. For signal recovery,
linear equalizer with FIR is used to
reconstruct the equalized signal:
(2)
To obtain an accurate signal recovery, a combined impulse
response of equalization contains only one non-zero unit mag-
nitude component [23]:
(3)
where is the combined system, is time delay, and
is Dirac delta function. After equalization, the equalized signal
is closed to the delayed source signal in terms of mean square
error (MSE) as def ned as [20]:
(4)
One advantage of BE is that it can recover signals with time
delay [13]. This would be benef cial to on-line PD measure-
ments, in which time delay is unavoidable due to PD signal
propagation from PD sources to PD sensors. Another advantage
is that BE requires only one sensor while BSS requires multiple
sensors for effective signal separation [13]. Such characteristics
of BE make it possible to be implemented in practical PD mea-
surement systems.
B. EigenVector Algorithm (EVA) for BE
There are a number of signal processing methods to solve BE
problem[20], [23]. In [23], equalization is based on maximizing
the absolute value of 4th-order cumulant:
(5)
where is the 4th-order cumulant of equalized signal, and
and are auto-correlation of equalized and source sig-
nals respectively. The and are referred to time lags
equal to zero [24]. For a Gaussian signal, ,
the 4th-order cumulant be-
comes (since 2nd-order cumulant
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), which is equal to zero [25]. Therefore, 4th-order cu-
mulant can be used for measuring non-Gaussianity of the source
signal. This paper adopts the 4th-order cumulant as a criterion
for separating noise from PD signals.
Since this method applies scalar quality function based on
higher order statistics (HOS) of equalized signals [20], it re-
quires a large amount of data in the received signals for an accu-
rate equalization. Such large data size would lead to slow oper-
ation if least mean squares (LMS)-based stochastic gradient ap-
proach is used. Also, its convergence rate (i.e., the improvement
of signal equalization with respect to the increment of received
data size) may not be satisf ed.
In order to provide a desirable convergence rate and oper-
ational speed, this paper adopts eigenvector algorithm (EVA)
[20]. The structure of EVA is similar to that of BE (Fig. 1) but
a reference equalizer is added. This reference equalizer is used
to generate implicit signals as a reference for iteration process
to f nd an optimal equalized signal. EVA seeks the maximum
4th-order cross-cumulant instead of 4th-order cumulant as in (5)
in the equalization:
(6)
Replacing by (i.e., ), (6) becomes:
(7)
where denotes conjugate transpose function, is auto-cor-
relation matrix of received signal, and is
Hermitian cross-cumulant matrix as:
(8)
The above approach makes use of statistical property (i.e., 4th-
order cumulant) of both the output of reference equalizer and
the received signal. By optimizing (7), it leads to a generalized
eigenvector problem:
(9)
The coeff cient vector
can be obtained by selecting the eigenvectors of with
the largest eigenvalue .
Similar to the BE introduced in [23], a unique EVA solution
can be obtained if the quality function in (6) contains only one
global maximum. This situation is valid if the combined impulse
response reaches global maximum only
once:
if
if
(10)
where is time constant. EVA is implemented by an iteration
process as follows [20]:
1. Initialization: Set reference equalizer
and iteration number , where is f oor func-
tion and is equalizer length.
2. Estimate auto-correlation matrix .
3. Find and estimate cross-cumulant
matrix .
4. Find coeff cient by choosing eigenvec-
tors of with the largest eigenvalue in
.
5. Let the reference equalizer equals to (i.e.,
), increase , and go to Step 3 until
reaches its maximum value (e.g., ).
C. Morphological Filter (MF)
This paper uses MF to automatically create thresholds for
eliminating noise. The operation of MF is based on mathemat-
ical morphology (MM), in which mathematical operators are
applied between signals and structure elements (SEs) to extract
morphological features [9]. There are different shapes of SEs
and mathematical operators targeting different types of feature
extractions. Let be an 1-D signal over
and be a SE over [26]. The oper-
ators erosion , dilation , opening , and closing are def ned
as :
(11)
(12)
(13)
(14)
The extracted features by using the above operators give
different extracted shapes. Erosion operator reduces positive
peaks and enlarges negative peaks while dilation operator
enlarges positive peaks and reduces negative peaks. Opening
operator cuts the positive peaks and maintains negative peaks
while closing operator maintains positive peaks and cuts nega-
tive peaks. The details of MF can be found in [9].
III. EXPERIMENTAL SETUP
In this paper, PD measurements were performed on both ex-
perimental PD models and a distribution transformer. The ex-
perimental setup consists of capacitive and inductive measure-
ments as shown in Fig. 2 [27]. This setup aims at comparing
PD patterns obtained by different PD sensors and measurement
systems. The capacitive measurement complies with IEC60270
[28], which acquires PD signals through a RLC impedance in se-
ries with a PD-free coupling capacitor. The inductive measure-
ment embraces two current transformers (CTs) clamping on a
grounding wire of the PD models or the transformer and records
PD signals by using a digital oscilloscope. The frequency ranges
of the two CTs are: 350 kHz~35 MHz (CT1) and 500 kHz~50
MHz (CT2).
Fig. 3 presents f ve experimental PD models for simulating
different types of PD sources [27]. The models from one to
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Fig. 2. Experimental setup.
Fig. 3. Experimental PD models. (a) Model 1. (b) Model 2. (c) Model 3.
(d) Model 4. (e) Model 5.
f ve are discharge in air, discharge in transformer oil, surface
discharge, internal discharge, and discharge due to f oating
particles respectively. The distribution transformer is a 10 kVA
single-phase transformer. During PD measurements, its low
voltage (LV) terminals were all connected to ground through
a grounding wire. Test voltage was applied to its high voltage
(HV) terminal.
IV. PROPOSED AUTOMATIC PD SIGNAL DE-NOISING METHOD
Based on the theories of EVA and MF discussed in Section II,
this section details the proposed automatic PD signal de-noising
method and its application on phase-resolved pulse sequence
(PRPS) for recognizing PD patterns. Key aspects of the pro-
posed method are exemplif ed by using signals obtained from
PD measurements. Automatic morphological thresholding
(AMT) that is based on MF will be presented in Section II.A.
Advantages of PRPS will be discussed in Section II.B. The
proposed method, which is a combination of EVA, AMT, and
PRPS, will be detailed in Section II.C.
A. Automatic Morphological Thresholding (AMT)
As mentioned in Section II, closing (opening) operator can
preserve positive (negative) peaks. Thus this paper uses closing
operator to create upper envelopes and opening operator to
create lower envelopes. The envelopes are then used for cal-
culating upper and lower thresholds to remove noise. The
major advantage of this method is that the threshold values
are automatically adjusted based on peaks’ amplitudes on both
positive and negative sides.
For selecting the shapes of SEs, this paper uses f at SE due to
its simplicity in application and the shapes themselves do not af-
fect much on analysis [29]. After selecting the shape of SE, SE’s
length is another important issue that can affect the threshold
determination. In [9], the authors of this paper proved that im-
pulses can be successfully extracted (or an envelope covers in-
Fig. 4. Relationship between SE’s lengths and impulses’ intervals using
closing operation (red dots) [9].
Fig. 5. The proposed AMT method.
dividual impulses) if SE’s lengths are shorter than or equal to
the impulses’ intervals. On the other hand, an envelope covers
two successive impulses if SE’s lengths are longer than the im-
pulses’ intervals (refer to Fig. 4).
Fig. 4 demonstrates the relationship between SE’s lengths and
impulses’ intervals by using a closing operator. In the f gure,
impulses are represented by blue lines with different intervals
ranging from 2 to 7 samples. The results of closing operator
with different SE’s lengths are represented by red dots. It can be
noticed that the effectiveness of impulses’ extraction depends
on the selection of SE’s lengths.
In practice, PD signal de-noising is performed without
knowing PD impulses’ intervals. Due to stochastic nature of
PD phenomena, the intervals of PD impulses are not iden-
tical and may vary depending on different PD mechanisms
(i.e., PD sources). Therefore, instead of attempting to identify
impulses’ intervals, this paper proposes AMT method, which
determines upper and lower envelopes of impulses’ amplitudes.
The envelopes are determined by making use of mathematical
morphology (MM)’s capability of extracting impulses through
intersections between SEs and PD signals. Note that it does not
extract all impulses due to impulses’ intervals are not identical.
The envelopes are then used for calculating upper and lower
thresholds to remove noise. The f owchart of AMT method is
shown in Fig. 5.
A series of lengths, , is selected for SE to form
upper and lower envelopes by using closing and opening opera-
tors respectively. The lengths are multiples of sample number
in one AC power cycle divided by 32 to maintain a reason-
able computational time. After generating the envelopes, energy
values that are def ned as sum of amplitudes’ square for each
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Fig. 6. Energy values of (a) upper and (b) lower envelopes.
Fig. 7. Results of AMT for random impulses. (average upper and lower en-
velopes (green dots), optimal thresholds (red lines)).
sample of envelopes are calculated. An example of the energy
values for both upper and lower envelopes using f at SEs with
different lengths is shown in Fig. 6.
It can be observed from Fig. 6 that the energy values increase
slowly with the increasing lengths of SE until the SE’s lengths
attain relatively large values. The relatively small increase of
energy values at the initial and middle stages in Fig. 6 is due to
the envelopes covering impulses with either small intervals or
large intervals but small amplitudes. However, when the SE’s
lengths become longer, the envelopes start to cover impulses
with both large intervals and amplitudes. This leads to signif -
cant increase of energy values at the later stage in Fig. 6. After
calculating energy values of envelopes, the envelopes, which
energy values are equivalent to of maximal envelope en-
ergy, are averaged to form an overall envelope. Thresholds are
obtained by taking the mean value of each average envelope and
used for removing noise (Fig. 7).
B. Phase-Resolved Pulse Sequence (PRPS)
In PD measurements, PD activity is represented as a sequence
of impulses with their intensity and time of occurrence. For PD
source recognition, PD patterns should exhibit a clear consis-
tency and be independent of sensors used in the measurements.
Phase-resolved PD (PRPD) diagrams can be suitable for PD
source recognition given that test arrangements are standardized
and the relation between test voltages and discharge activities is
known a priori. However, PRPD can be inf uenced by a number
of factors.
PD signals are wide-band signals and different PD sensors
have different measuring bandwidths. This can inf uence PD
impulses’ resolutions. Noise resistivity and sensitivity also
strongly depend on the measuring bandwidths. Therefore,
discrepancy may exist amongst PRPD diagrams, which are
obtained from different PD sensors for the same PD source.
Though individual PD sensors can be calibrated, cross-cal-
ibration between capacitive and inductive sensors is still a
challenging task. This is because inductive sensors respond
Fig. 8. PD signals (left column) and PRPD patterns (right column) of dis-
charge due to f oating particles acquired by (a) CT1, (b) CT2, and (c) capacitive
measurement.
to the rate of change of PD current while capacitive sensors
respond to the integration of PD current [30].
The inf uence of the types of PD sensors and measurement
systems on PRPD can be seen from Fig. 8, which shows PPRD
diagrams of discharge due to f oating particles (Model 5 in
Fig. 3) for the two CTs (CT1 and CT2) and capacitive mea-
surement. A constant voltage higher than inception voltage was
applied to the PD model for more than 15 minutes to stabilize
PD patterns before PD signals were acquired. PD signals were
acquired by the two CTs and capacitive measurement simul-
taneously. Also, all PRPD and PRPS diagrams shown in this
paper were constructed by using PD signals in 20 power cycles
to further stabilize the patterns. The PD signals were acquired
with noise gating and the PRPD diagrams are normalized to
[ , 1] interval.
From Fig. 8, it can be seen that PRPD pattern of CT2
(Fig. 8(b), right column) is totally different from those of CT1
(Fig. 8(a), right column) and capacitive measurement (Fig. 8(c),
right column). Moreover, when compared with CT1 and capac-
itive measurement, CT2 acquired less number of PD impulses.
Due to different frequency ranges of different PD sensors (i.e.,
CT and capacitive sensors), the number and amplitudes of PD
impulses acquired by these sensors can be different. Increasing
of power cycles (e.g., using 40 or more power cycles) will
not signif cantly reduce this difference in PRPD patterns. This
is also the reason for adopting PRPS, which can attain better
consistence in the situation that PD signals are acquired by
different types of PD sensors. From Fig. 8, PRPD patterns
of CT1 and capacitive measurement exhibit some degree of
similarity. However, there are still some differences on the
amplitudes of PD impulses. Such differences can have reverse
impact on the consistency of PD source recognition.
This paper investigates phase-resolved pulse sequence
(PRPS) as a complimentary to PRPD for PD source recog-
nition. Fig. 9(a) shows parameters that can be used for pulse
sequence (PS) analysis in a single AC power cycle. There are
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Fig. 9. (a) Parameters of PS analysis and (b) The proposed PRPS.
Fig. 10. Proposed PRPS diagrams of discharge due to f oating particles ac-
quired by (a) CT1, (b) CT2, and (c) capacitive measurement.
a number of methods to analyze PS. In [31], PS was analyzed
based on voltage differences between sequential PD im-
pulses. It indicates the amount of voltage required to ignite a
PD impulse. In [19], PRPS was developed based on the slope,
, to examine voltage gradient for initiating a PD
impulse. Although these methods can improve the consistency
of PD pattern analysis, the amplitudes of AC cycles of applied
voltages are required. In this paper, a PRPS method is proposed
without using AC amplitudes.
Fig. 9 illustrates the proposed PRPS, which uses phase angle
between two consecutive PD impulses as a quantitative mea-
sure (“amplitude”). Each AC cycle is divided into 360 windows
and PD impulses are averaged in each window. Then, in each
cycle, the differences of impulses’ phase angles are calculated
and converted into amplitudes in PRPS. Finally, these ampli-
tudes are normalized to [ , 1] interval.
Fig. 10 shows the results of the proposed PRPS on the dis-
charge due to f oating particles. It can be seen that PRPS di-
agrams obtained from different PD sensors and measurement
systems are quite similar. Although not too many PD impulses
were acquired by CT2, it does not affect its PRPS pattern too
much. Comparing Figs. 8 and 10, it can be seen that PRPS at-
tains higher consistency than PRPD does.
Fig. 11 shows PRPD and PRPS constructed by pure PD
signals and noise-corrupted PD signals. It can be seen that
PRPS pattern is altered when noise is present. This is because
of the distances of phase angles between impulses become
Fig. 11. PRPD and the proposed PRPS diagrams of discharge due to f oating
particles acquired by CT1 (a) without noise, and (b) with Gaussian noise.
Fig. 12. The proposed PD de-noising method.
denser and identical in noise-corrupted PD signals. There-
fore, PD de-noising is needed before PRPS can be accurately
constructed.
C. Proposed Automatic PD Signal De-Noising Method
Fig. 12 shows the proposed PD de-noising method. It uses
an advanced EVA and automatic morphological thresholding
(AMT) for PD de-noising on sinusoidal noise and Gaussian
noise respectively. PRPS is then constructed from the de-noised
signals and used for PD source recognition.
As mentioned in Section II, the equalized signals (recov-
ered signals) in EVA are obtained by an iteration process. In
this process, the selection of equalizer length is imperative.
Improper selection of the length can incur the generation of
unwanted equalized signals [15], [16]. In [15], all possible
equalizer lengths are employed to seek optimal results on
bearing signals’ recovery. Although the results can reveal
proper equalizer lengths, it is time-consuming and may not be
suitable for on-line PD measurements.
The proposed method includes a novel approach for pro-
viding an adaptive selection of an equalizer length. In this
approach, a PD signal embedded with sinusoidal and Gaussian
noise is processed by EVA. According to [2], a variety of
sinusoidal noise up to about 2 GHz could exist in on-line PD
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measurements. In this paper, sinusoidal noise is generated from
linear combination of 10 random frequencies up to 2 GHz
with different amplitudes. The auto-correlation matrix and
cross-cumulant matrix in EVA are def ned as:
(15)
(16)
where , is transpose
function, is the sample number, and is equalizer length.
Equation (16) is designed based on [20]. The iteration number
for EVA is set to 10 to produce reasonable number of equalized
signals without sacrif cing computational time. Then, a number
of groups are def ned and evenly distributed between the min-
imum and maximum equalizer lengths to allocate
the equalizer lengths in different ranges. Here, and
are set to 10 and 100 respectively and is set to 4. Three equal-
izer lengths are randomly selected in each group and the selec-
tion is subject to uniform distribution [16]. Such arrangement is
to ensure that the selected equalizer lengths cover the optimal
equalizer length which can be located in different groups.
Once the equalizer lengths are determined, EVA is performed
to produce all the possible equalized signals aiming at removing
sinusoidal noise. After that, the equalized signal with the max-
imum kurtosis is chosen as an optimal equalized signal to
extract PD impulses from the noise-corrupted PD signal. Since
EVA seeks the maximum 4th-order cross-cumulant which refers
to peakedness of signals’ distributions, PD impulses can be ex-
tracted in the equalized signals. After EVA process, sinusoidal
noise can be removed even its amplitude is larger than that of
PD impulses. EVA can also remove Gaussian noise by re-se-
lecting the equalized signals. However, the de-noising perfor-
mance of EVA on Gaussian noise is not consistent. Therefore,
in the proposed method, AMT is applied to eliminate the re-
maining Gaussian noise. Finally, PRPS is constructed from the
de-noised signal and statistical parameters are calculated on the
PRPS for PD source recognition.
V. RESULTS AND ANALYSIS
A. Results on PD Signals Acquired From PD Models
Fig. 13 shows the results of each processing step of proposed
method on the PD signals acquired from discharge in trans-
former oil (Model 2 in Fig. 3) using the two CTs. Fig. 13(a)
Fig. 13. Results of discharge in transformer oil using (a1-g1) CT1 and
(a2-g2) CT2. ((a) Original signals, (b) Noise-corrupted signals, (c) Optimal
equalized signals, (d) Results of AMT on equalized signals, (e) De-noised
signals, (f) PRPD of original signals, and (g) PRPS of de-noised signals).
is original signals. Fig. 13(b) is the original signals added with
sinusoidal and Gaussian noise. After the noise-corrupted sig-
nals are processed by EVA with selected equalizer lengths, a
series of equalized signals is generated for extracting PD im-
pulses from the noise-corrupted signals. Among all the equal-
ized signals, some of them cannot reveal PD impulses. How-
ever, when using kurtosis as a selection criterion, an optimal
equalized signal with the highest kurtosis value is capable to
extract PD impulses (Fig. 13(c)). It can be seen that the phase
angles (or time intervals) of the extracted impulses are the same
as the original PD signals.
Since Gaussian noise is still present in the optimal equal-
ized signals, AMT is then applied for adaptively selecting upper
and lower thresholds (Fig. 13(d)). The results of de-noised sig-
nals after AMT are shown in Fig. 13(e), in which the phase
angles of PD impulses are clearly identif ed. Fig. 13(f) and (g)
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Fig. 14. Comparison of statistical parameters in PRPD and PRPS for the dis-
charge in transformer oil between CT1 and CT2.
are PRPD diagrams of the original signals and PRPS diagrams
of the de-noised signals respectively. It can be seen that the
PRPD diagrams are f uctuated between the signals of the two
CTs while the PRPS diagrams are similar.
In Fig. 13, the PD signals were generated by using a
needle-sphere electrodes conf guration and the distance be-
tween two electrodes is 5 mm. To avoid breakdown, the
applied voltage didn’t reach the level causing signif cant HV
single-point discharge in oil, which exhibits asymmetrical
pattern. If increase the distance between needle and spherical
electrodes, higher voltage can be applied and asymmetrical
pattern can be observed.
To make quantitative comparison between PRPD and PRPS,
several statistical parameters including mean, variance, skew-
ness, kurtosis, root-mean-square (RMS), and modif ed crest
factor (MCF) were adopted. The four moments’ parameters
(i.e., mean, variance, skewness, and kurtosis) were used to
describe the shape of PD distribution. RMS examines energy
of PD signals and MCF indicates the amount of impulsive PD
signals. MCF is designed by taking average of the absolute PD
impulses divided by RMS, if the impulses excess 50% of the
absolute maximum value of PD signals:
(17)
where is PD signal and is the number of absolute PD im-
pulses exceeding 50% of the maximum PD signal.
Fig. 14 is the comparison of statistical parameters between
PRPD and PRPS for discharge in transformer oil of the two CTs.
Fig. 15 compares the results for discharge in air.
In Figs. 14 and 15(c), the comparison is made by percentage
differences of the statistical parameters between PRPD from
original signals and between PRPS from de-noised signals. In
the f gures, the -axis is in log scale. It can be observed that the
differences of PRPD in all parameters are larger than those of
PRPS. The large differences of PRPD can lead to inconsistency
in PD source recognition. By contrast, the differences of PRPS
are relatively smaller. This implies that PRPS has good gener-
alization capability for PD source recognition.
Fig. 16 compares the results of using CT1 and capacitive mea-
surement for internal discharge. InFig. 16, there is one PD im-
pulse occurred in each half cycle at similar phase angle with
all cycles. Thus, the PRPS pattern shows approximately equal
magnitudes.
From the above results, it can be concluded that PRPS
diagrams constructed after de-nosing are more consistent for
Fig. 15. Results of PRPD and PRPS for discharge in air using (a) CT1 and
(b) CT2; (c) comparison of statistical parameters.
Fig. 16. Results of PRPD and PRPS for internal discharge using (a) CT1 and
(b) capacitive measurement; (c) comparison of statistical parameters.
PD signals acquired by different PD sensors or measurement
systems.
B. Results on PD Signals Acquired From a Transformer
To further validate the proposed method, PD signals were
acquired from a 10 kVA single-phase distribution transformer
by using the two CTs and capacitive measurement system. The
results are shown in Fig. 17.
It can be seen that the PRPD patterns are different while the
PRPS patterns are similar between the PD signals from CT1
and capacitive measurement. When comparing with the statis-
tical parameters of PRPD and PRPS (Fig. 17(c)), the differences
between CT1 and capacitive measurement of PRPD are larger
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Fig. 17. Results of PRPD and PRPS for a distribution transformer using
(a) CT1 and (b) capacitive measurement; (c) comparison of statistical
parameters.
Fig. 18. De-noising performances of DWT using different wavelet functions.
than those of PRPS. This implies that PRPS can attain better
generalization capability for PD source recognitions.
VI. COMPARATIVE STUDIES
A. Comparison for Removing Sinusoidal Noise
This subsection compares EVA with discrete wavelet
transform (DWT) on removing sinusoidal noise. In DWT, a
number of commonly used wavelet functions were adopted
and decomposition level was set to ten. In the comparison,
sinusoidal noise (i.e., a linear combination of 10 random fre-
quencies up to 2 GHz with different amplitudes) was added
to the original PD signal to attain various signal-to-noise
ratios (SNRs) from 10 dB to . SNR is def ned as
, where is the PD
signal, is the noise, and is sample number.
To compare the performance of EVA and DWT, mean square
error, , was used,
where is the de-noised signal. A PD signal acquired
from discharge in transformer oil was used for comparisons.
Fig. 18 shows performances of DWT on removing sinusoidal
noise using different wavelet functions. For each wavelet func-
tion, the result was averaged over 20 times at each SNR (there
were totally 13 SNRs ranging from 10 dB to with 5
dB apart). Among all the wavelet functions, wavelet function
coif5 has the lowest MSE and thus attains the best de-noising
performance.
Fig. 19. De-noising results of DWT using wavelet function coif5 for the PD
signal with . ((a) Noise-corrupted signal, (b) De-noised signal,
and (c) DWT decomposition coiff cients).
Fig. 20. De-noising result of the advanced EVA ( ).
Fig. 19 shows de-nosing results of DWT using wavelet func-
tion coif5 for the PD signal with SNR of . It can be
seen that coif5 cannot effectively extract PD signal although it
achieves the lowest MSE. PD signal and noise can be found in
the de-noised signal. The incapability of DWT for de-noising
can be explained by using DWT decomposition in Fig. 19(c).
It can be observed that PD signal and noise are collated in the
same coeff cients as indicated by red arrows. This implies that
PD signal and noise share the same frequency scales and the de-
composition cannot separate them.
On the contrary, as shown in Fig. 20 for the same noise-
corrupted signal in Fig. 19, the EVA method proposed in this
paper is capable of extracting PD signal and removing severe
sinusoidal noise. This implies that EVA method has a poten-
tial on removing sinusoidal noise generated from communica-
tion systems and radio transmissions during practical on-line PD
measurements.
The sinusoidal noise with amplitude larger than that of PD
signals can also be removed by the proposed EVA method. This
is because of 4th cumulant value of sinusoidal noise is still
smaller than that of PD signals. The result of de-noising large-
amplitude sinusoidal noise using the proposed method is shown
in Fig. 21 for .
B. Comparison for Removing Gaussian Noise
This subsection compares AMT with the thresholding
method of DWT on removing Gaussian noise. Different
wavelet function selection methods will also be compared.
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Fig. 21. De-noising result of the advanced EVA ( ).
((a) Noise-corrupted signal and (b) De-noised signal).
Fig. 22. Thresholding performances of DWT and AMT at different SNRs.
Fig. 23. De-noising performances of DWT with different wavelet functions.
1) Comparison on Thresholding Method: In DWT,
thresholds are applied to decomposed coeff cients for re-
moving Gaussian noise. In this comparison, the thresholding
method of DWT is directly applied to noise-corrupted PD
signals. The commonly adopted threshold is def ned as
, where is the median,
is the sample number, and the value 0.6745 is a rescaling factor.
Fig. 22 shows thresholding performances of DWT and AMT
with different SNRs. It can be seen that both AMT and DWT
thresholding can successfully remove Gaussian noise from
to . When noise level becomes higher,
the de-noising performances start to deteriorate. However,
when compared with AMT, DWT thresholding performances
deteriorate much faster.
2) Comparison on Selecting Wavelet Function: De-noising
performances of DWT highly depend on the selected wavelet
functions. Fig. 23 presents de-noising performances of DWT
using different wavelet functions at various SNRs. It can be
observed that bior1.5 has the best de-noising performance in
average.
Fig. 24 presents de-noising results of DWT using bior1.5 and
AMT at . It can be seen that AMT extracts all
PD impulses. By contrast, DWT using bior1.5 discards some PD
impulses at the 1st and 3rd negative power cycles (as indicated
by red arrows).
Energy-based selection method [11] chooses a wavelet func-
tion if it can produce the highest energy value in an approxima-
tion coeff cient. Fig. 25 shows energy values of approximation
coeff cients with different wavelet functions and SNRs. It can
Fig. 24. De-noising results of DWT and AMT on Gaussian noise with
. ((a) Noise-corrupted signal, (b) De-noised signal of DWT
using wavelet function bior1.5, and (c) De-noised signal of AMT).
Fig. 25. Energy values of approximation coeff cients with different wavelet
functions and SNRs.
be seen that similar energy values are found in approximation
coeff cients from different wavelet functions. A proper wavelet
function cannot easily be selected based on this result. More-
over, the approximation coeff cients may contain only noise,
which produces the highest energy values.
The def nition of SNR used in this paper is based on a stan-
dard SNR equation, which has been used in the literature to com-
pare levels of desired signals to those of noise. To some extent,
it provides a common ground for comparing performance of dif-
ferent PD de-noising methods. However, if there are a few PD
impulses with short duration, the above SNR def nition needs to
be examined and necessary modif cation may also be needed.
VII. DISCUSSION
A. PRPS for PD Source Recognition
PD source recognition can reveal the types of insulation de-
fects that cause discharges. It involves PD signal de-noising, PD
pattern representation, and PD source classif cation [32]. PRPD
diagrams are commonly adopted for representing PD patterns.
However, Section V shows that PRPD diagrams may vary ac-
cording to PD sensors for the same PD source. By contrast,
PRPS exhibits a consistent representation of PD patterns regard-
less of PD sensors used in PD measurements.
PRPS is constructed using phase angle between two consec-
utive PD impulses in each power cycle. If PD impulses do not
occur consistently (i.e., a PD impulse appears in one cycle but
disappears in the next cycle), the phase angles between PD im-
pulses may be changed and PRPS patterns can be distorted.
Therefore, a better solution for achieving accurate PD source
recognition is to use PRPS as a complementary of PRPD.
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B. Considerations on Practical PD Measurements
In this paper, the proposed method was applied to PD mea-
surements on a single-phase transformer. For PD measurements
on three-phase transformers, 3-Phase-Amplitude-Relation-Dia-
gram (3PARD) [33] can be f rstly applied to separate locally
generated signals from signals coupled from other phases. Then
the proposed method is applied to remove noise and analyze PD
patterns.
Localizing PD sources in transformers is another important
issue that involves several acoustic PD sensors attached on
transformers’ tanks. By analyzing arrival times of acoustic
PD signals at each sensor, locations of PD sources can be
estimated. In acoustic PD measurements, Gaussian noise from
ambience may still exist. AMT method proposed in this paper
can be applied to remove the Gaussian noise.
In substations, extensive corona (from other discharging
sources, e.g., overhead transmission lines) can affect PD signal
extraction. These corona may locate in the same frequency
scale as PD signals. Under such circumstance, frequency do-
main methods, such as fast Fourier transform (FFT), are not
capable to separate PD signals from corona. Wavelet-based
methods are not applicable either since they need to decompose
a signal into different frequency scales. 3PARD might be
possible to discriminate between PD signals and corona since
it is performed based on amplitude differences of PD signals
and corona in each phase. If the amplitudes of PD signals
and corona are in similar ranges, 3PARD may not be able to
separate PD signals and corona either and PRPS may be an
alternative since it does not rely on amplitude information of
PD signals. More investigation are needed.
VIII. CONCLUSIONS
An automatic PD signal de-noising method is proposed in
this paper, which combines BE for generating an equalized
signal for PD signal extraction and AMT for thresholding the
equalized signal. After constructing PRPS from the de-noised
signals, PD sources can be recognized. The proposed method is
verif ed by using PD signals acquired from both experimental
PD models and a distribution transformer using different types
of PD sensors. The results reveal that the proposed method
can effectively extract PD signals corrupted by severe noise.
The results also prove that the PRPS diagrams obtained after
de-noising can be a complementary of PRPD for PD source
recognition.
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ABSTRACT 
This paper proposes a self-adaptive technique for partial discharge (PD) signal de-
noising with automatic threshold determination based on ensemble empirical mode 
decomposition (EEMD) and mathematical morphology. By introducing extra noise in 
the decomposition process, EEMD can effectively separate the original signal into 
different intrinsic mode functions (IMFs) with distinctive frequency scales. Through the 
kurtosis-based selection criterion, the IMFs embedded with PD impulses can be 
extracted for reconstruction. On the basis of mathematical morphology, an automatic 
morphological thresholding (AMT) technique is developed to form upper and lower 
thresholds for automatically eliminating the residual noise while maintaining the PD 
signals. The results on both simulated and real PD signals show that the above PD de-
noising technique is superior to wavelet transform (WT) and conventional EMD-based 
PD de-noising techniques. 
   Index Terms — De-noising, ensemble empirical mode decomposition (EEMD), high 
voltage (HV) equipment, mathematical morphology, partial discharge (PD), wavelet 
transform (WT). 
 
1   INTRODUCTION 
PARTIAL discharge (PD) measurement provides an effective 
and convenient means for on-line monitoring of insulation 
systems of high voltage (HV) equipment. However, 
environmental interference and noise may jeopardize PD 
measurement and cause difficulties in PD data analysis. 
Therefore, necessary de-nosing techniques need to be 
implemented to extract PD signals from original noise-
corrupted signals. Over the past several decades, a variety of PD 
signal de-noising techniques have been proposed in the literature 
[1, 2]. Recently, a number of researchers [3-10] applied wavelet 
transform (WT) to PD de-noising. Through the signal 
decomposition by WT, noise and real PD signals can be separated 
into different coefficients. By applying thresholds to the 
coefficients, noise is discarded and the PD signals are kept for 
reconstructing the de-noised PD signals. However, due to the 
needs of manually determining mother wavelets and 
decomposition levels, WT is not a self-adaptive and automatic 
decomposition technique.  
To provide a fully automatic decomposition technique, 
especially for non-stationary and nonlinear signals, empirical 
mode decomposition (EMD) has been proposed [11]. EMD does 
not require the pre-selection of mother wavelets. Instead, it 
decomposes the original signal into a number of mono-
component signals called intrinsic mode functions (IMFs) by 
using the local characteristic time scale of the signal itself. 
Recently, Tang et al applied EMD to PD de-nosing [12]. 
However, the inherent limitations of EMD such as mode mixing 
and end effect were not considered in [12]. Due to these two 
limitations, an IMF may consist of more than one frequency 
component combining both real signals and noise. Also, 
redundant IMFs can be generated. If these IMFs are selected 
for reconstruction, the de-noised PD signals can be distorted. 
To address the above issues in applying WT and EMD on 
PD de-noising, this paper proposes a hybrid method, which 
adopts ensemble EMD (EEMD) for signal decomposition and 
utilizes mathematical morphology for automatic threshold 
determination. The key aspects of formulation, implementation, 
and verification of the hybrid method will be presented in the 
remainder of this paper. They are: (1) EEMD for effectively 
overcoming mode mixing in EMD by decomposing original 
noise-corrupted PD signals into IMFs for separating real PD 
signals from noise; (2) kurtosis-based selection method for 
extracting IMFs with PD impulses for reconstruction to avoid end 
effect in EMD; (3) automatic morphological thresholding (AMT) 
using mathematical morphology for automatically creating 
thresholds to eliminate the noise with the same frequency scales 
as the PD impulses in the reconstruction process; and (4) 
evaluation measures for comparing the de-noising performances 
of WT, EMD, and the proposed hybrid method. Since there are 
Manuscript received on 19 July 2013, in final form 11 September 2013, 
accepted 17 October 2013. 
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no requirements of pre-selecting mother wavelets and thresholds 
for different types of PD signals in the proposed method, it can be 
applied to the real situations, in which the types of defects of HV 
insulation systems and the properties of PD signals are unknown. 
2  BRIEF REVIEW OF SIGNAL 
DECOMPOSITION TECHNIQUES AND 
MORPHOLOGICAL FILTER 
2.1 BRIEF REVIEW OF WT 
In WT, signals are decomposed into a series of components 
called coefficients ranging from the highest to the lowest 
frequencies scales. Such decomposition is performed based on 
convolution between original signal and the selected mother 
wavelets, which shifts along the time scale using translation 
and scale factors. In PD de-noising, discrete wavelet transform 
(DWT) is widely adopted [3, 4]. The operation of DWT can be 
represented by a filter band consisting of low pass filters 
(LPFs) and high pass filters (HPFs) with the decomposition on 
the low passed signals [13].  
One of the major limitations of WT is mother wavelet 
selection. The authors of this paper addressed this limitation in 
[14]. Basically, better de-noising performance can be achieved 
if the selected mother wavelets have high correlation with real 
signals. However, it was found that (1) for the signals with 
low signal-to-noise ratios (SNRs), mother wavelets may be 
selected for matching the noise rather than the real signals; 
and (2) fixed mother wavelets cannot match all type of PD 
signals for different PD defects [14]. 
2.2 BRIEF REVIEW OF EMD 
EMD is an adaptive decomposition technique. Without 
specifying any mother wavelet, EMD decomposes a signal 
into a series of IMFs of different frequency scales [11]. The 
decomposed signal can later be precisely reconstructed. EMD 
uses a sifting process to eliminate riding waves and smooth 
uneven amplitudes that might be embedded in IMFs. 
Therefore, an IMF can be treated as a mono-component signal, 
which satisfies (1) the number of extrema must either be equal 
to or, at most, differ by one from the number of zero 
crossings; and (2) the mean value of both envelopes defined 
by the local maxima and local minima is zero at any point in 
the data [15]. 
It is assumed )(tx  is a signal being extracted in the sifting 
process. Firstly, local extrema of )(tx  are defined. Then, cubic 
spline interpolations are performed on both maxima and 
minima to get the upper envelope, )(txU , and lower envelope, 
)(txL . The mean of the above two envelopes is denoted as   2/)()()( txtxtm LU  . The iteration of deciding IMF is 
)()()( tmtxtI nini  , where )(tIni  is the n-th IMF at the i-th 
iteration. )(tIni  is the first IMF if it satisfies the conditions of 
mono-component. Otherwise, the iteration will be continued 
on )(tIni . After extracting the first IMF, which embraces the 
highest frequency component in the original signal, the 
iteration will be continued on the residue,    tItxtr nin )( . 
Replacing )(tx  by )(trn  and repeating the above process until 
the last IMF is obtained. A precise reconstruction, xR(t), can be 
achieved by a linear combination: 



1
1
)()()(
N
n
NniR trtItx  (1) 
where N is the total number of IMFs and r is the last IMF or 
residue. 
However, due to the problem of mode mixing in the above 
sifting process, an IMF often embraces signal components 
with dramatically disparate frequencies scales. The signal 
components with similar frequency scales may also reside in 
different IMFs [16]. Another limitation of EMD is the end 
effect that may generate meaningless low frequency IMFs. 
This is due to the excessive decomposition of EMD, in which 
swings that generated from both ends of signals propagate 
toward the whole signal span and finally corrupt the IMFs. 
This paper adopts EEMD to deal with the above mode mixing 
problem and proposes a kurtosis-based IMF selection criterion 
to solve the end effect problem (refer to Section 4). 
2.3 BRIEF REVIEW OF EEMD 
Through adding white noise to the original signal, EEMD 
forces the sifting process to make different frequency scales 
collating in the proper IMFs dictated by dyadic filter bank [16]. 
After adding white noise on the original signal, EEMD 
extracts IMFs as normal EMD does. Once the extraction of the 
first ensemble is completed, a set of IMFs with noise is 
generated. Then a new white noise with the same standard 
deviation on the amplitude as the previously added noise is 
injected into the original signal again and EMD process is 
continued on this new noisy signal. The amplitude of white 
noise and ensemble number are defined as: 
0ln
2
ln  en NA  (2) 
where nA  is the amplitude of the added white noise, eN  is 
the ensemble number, and   is the final standard deviation of 
error. The resulting IMFs after all the ensembles are the 
average value of the ensembles on each IMF. Since white 
noise is a zero mean random signal, the average value can 
cancel the errors produced by the white noise. 
2.4 MATHEMATICAL MORPHOLOGY-BASED 
MORPHOLOGICAL FILTER  
The purpose of using mathematical morphology-based 
morphological filter is to extract PD impulses in the 
reconstructed signals from EEMD. Mathematical morphology 
is originally designed for image processing. Later, its 
application has been extended to feature extraction and 
machine fault diagnosis [17-20]. The theory of mathematical 
morphology is based on mathematical operators, which are 
applied between signals and structure element. Structure 
element is a predefined shape, such as flat and triangular, with 
finite length. The extraction of impulses is defined as the 
extraction of local morphological features through the 
intersection between structure element and signals.  
Two basic operators in mathematical morphology are erosion 
and dilation, which can be expressed by Minkowski 
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subtraction and addition respectively. By combining these two 
operators, other two operators, opening and closing, can be 
created. Assuming xn is an one-dimensional signal with 
discrete function over domain )1,...,2,1,0(  NX  and sn is a 
structure element with discrete function over domain 
)1,...,2,1,0(  MS  [18], then the four operators can be 
defined as [17]: 
1,...,2,1,0),min()( )(   MmSXSX mmnn  (3) 
1,...,2,1,0),max()( )(   MmSXSX mmnn  (4) 
nn SSXSX )()(   (5) 
nn SSXSX )()(   (6) 
where  ,  ,  , and   denote erosion, dilation, opening, and 
closing operators respectively. It can be seen from Figure 1 
that erosion operator suppresses maxima and enlarges the 
minima, dilation operator enlarges maxima and suppresses 
minima, opening operator cuts the maxima and maintains the 
shape of minima, and closing operator maintains the shape of 
maxima and cuts the minima. By selecting proper operators, 
PD impulses can be extracted. 
(a)  (b)  
(c)  (d)  
Figure 1. Results of mathematical morphology (red dots) on original signal 
(blue lines). (a) Erosion, (b) Dilation, (c) Opening, and (d) Closing. 
3  COMPARATIVE STUDY OF 
DECOMPOSITION TECHNIQUES ON 
SIMULATED SIGNALS 
3.1 SIMULATED PD SIGNALS 
 PD signals are impulsive-type signals and their rise times 
can be as short as 1-2 ns at their discharge locations inside 
a HV apparatus [21]. However, the PD signals can be 
distorted and attenuated when they propagate from their 
respective discharge locations to PD detectors. Their rise 
times and durations can also be distorted. Therefore, the 
durations of PD signals acquired by PD detectors can be 
significantly different from the durations of PD signals at 
their occurrence locations. Chen and Czaszejko 
investigated influence of PD detection circuits with 
different circuit parameters on the characteristics of 
acquired PD signals [22]. Their results prove that PD 
impulses with oscillatory frequencies ranging from several 
Megahertz to several tens of Megahertz can be detected. To 
evaluate de-noising performances of different 
decomposition techniques, two types of simulated PD 
signals which are damped exponential pulse (DEP) and 
damped oscillatory pulse (DOP) were adopted. The 
duration of DEP and DOP is around 0.1 µs and the 
oscillatory frequency is around 14 MHz. DEP and DOP are 
defined as [5]: 
)()( 2/1/ tttt eeAtDEP    (7) 
))(2sin()( 2/1/ ttttc eetfAtDOP
    (8) 
where A is the signal amplitude, fc is the oscillatory frequency 
of DOP, and t is the time constant of damping coefficients for 
controlling PD parameters such as rise time, pulse width, and 
decay time. Figure 2 shows these two types of PD signals. 
 
 Figure 2. Simulated PD signals (a) DEP and (b) DOP 
3.2 COMPARISON OF EEMD AND DWT 
To compare EEMD with DWT, five simulated PD impulses 
with different amplitudes and SNR = -1dB were employed. 
SNR is calculated by using amplitudes of a signal. Assuming 
Sig  be an original PD signal and Noi  be the noise. SNR is 
defined as ))()((log10
1
2
1
2
10   LiLi iNoiiSig , where L  is 
length (i.e. number of samples) of PD signal and noise. Figure 
3 shows decomposition results of EEMD on DOP and DEP-
type PD signals. The decomposition was constructed with 300 
ensembles and the amplitudes of the injected white noise were 
0.2 standard deviation of original signals. Figure 4 shows 
approximation coefficients generated from five-level 
decomposition of DWT. Three commonly used mother 
wavelets, i.e. db2, db5, and bior1.5, were adopted for 
comparison [4-6]. 
 It can be seen from Figure 3 that noise (IMFs 1-3 in DOP 
and IMFs 1-4 in DEP) and PD impulses (IMFs 4-5 in DOP 
and IMFs 5-6 in DEP) can be separated distinctively. However, 
decomposition performances in DWT (Figure 4) highly 
depend on the mother wavelets. Choosing inappropriate 
mother wavelets in DWT may incur distortion of de-noised 
signals. In Figure 4, db5 attained better de-nosing performance 
compared with db2 and bior1.5. This is due to similarity 
between the approximation coefficients generated in the 
decomposition process using db5 and the original signals.   
3.3 COMPARISON OF EEMD AND EMD 
EMD decompositions on the above simulated signals are 
shown in Figure 5. It can be seen that some PD impulses are 
merged with noise as indicated by the red arrows in IMF 3 for 
DOP and IMF 4 for DEP. If these IMFs are discarded before 
signal reconstruction, the de-noised signals will be distorted. 
On the other hand, preserving these IMFs will introduce 
significant noise in the de-noised signals.  
If thresholds are applied to the IMFs, it might be possible to 
filter the noise. However, if the amplitude of a PD impulse is 
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similar to that of the noise in an IMF, this PD impulse may also 
be treated as noise and discarded. Moreover, thresholds are the 
same values at both positive and negative sides. Thus it is not 
feasible to apply the thresholds to PD signals, which consists of 
positive and negative impulses of different amplitudes. 
Therefore, this paper proposes a new approach for thresholding 
using mathematical morphology in PD signal de-noising.  
(a)  
(b)  
Figure 3. Decompositions of EEMD on simulated signals. (a) DOP (5 levels) 
and (b) DEP (6 levels) 
(a)  
(b)  
Figure 4. Approximation coefficients of DWT on simulated signals.  (a) DOP 
and (b) DEP 
(a)  
 
(b)  
Figure 5. Decompositions of EMD on simulated signals. (a) DOP (5 levels) 
and (b) DEP (6 levels) 
4   A PD SIGNAL DE-NOISING METHOD 
BASED ON EEMD WITH AUTOMATIC 
THRESHOLDING 
This section presents a PD signal de-noising method, which 
adopts EEMD for signal decomposition and mathematical 
morphology-based morphological filter for automatic 
thresholding in signal reconstruction. 
4.1 AUTOMATIC THRESHOLDING USING 
MORPHOLOGICAL FILTER 
Since amplitudes of positive and negative PD impulses 
may not be the same, the mathematical morphology-based 
morphological filter calculates the threshold values 
separately in both positive and negative sides of PD signals. 
The major difficulties of applying mathematical morphology 
are the selections of shape and length of structure element. 
Inappropriate selection of these two parameters can lead to 
excessive suppression of extrema and consequently the 
distorted signals.  
A number of structure element selection schemes have 
been proposed in the literature [17-20]. In [17, 20], flat 
structure element was adopted for extracting impulsive 
periodic signals. The lengths of structure element were 
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decided based on the repetition periods. However, this 
approach requires prior knowledge of the repetitive 
frequencies of the signals, which might not be readily 
available in some applications. In [19], sinusoidal structure 
element was used and the lengths were selected based on 
decay rate of the structure element for periodic bearing 
signals. However, it is not a trivial task to decide the decay 
coefficient, natural frequency, and the amplitude of the 
structure element for such periodic signals. In [18], 
triangular structure element was applied to impulsive 
periodic signals. The limitation of this type of structure 
element is that it may not match all types of impulses when 
the amplitudes need to be considered.  
In this paper, flat structure element is employed due to the 
simplicity in calculation and the shape has little effect on the 
analysis [20]. To illustrate the selection of length of structure 
element, a simulated signal with different sampling points 
ranging from 2 to 7 apart between the impulses was 
generated (Figure 6). Closing operator was used for 
extracting positive peaks of the signal as denoted by the red 
dots. It can be seen that the length of structure element 
should be shorter than or equal to the intervals of impulses 
for effective signal extraction.  
 
Figure 6. Results of closing operator (red dots) with different lengths of SEs. 
To automatically define the lengths of structure element for 
creating thresholds, this paper develops an AMT technique as 
shown in Figure 7. AMT starts with determination of sample 
number, SAC, in each AC cycle and window number, Nw. 
Maximum 32 windows are used to provide a desirable 
resolution while maintaining reasonable computational time. 
The lengths of structure elements can be set from SAC/Nw to 
SAC. Then, closing and opening operations adopting these 
structure elements are performed to create upper and lower 
envelopes respectively. Energy is defined as sum of the square 
of amplitude for each data point in each envelope. With the 
increment of structure element length, more peaks are enclosed 
and gradually the energy values of the envelopes will increase. 
However, for the envelopes covering the peaks with small 
intervals or the peaks with large intervals but small amplitudes, 
the increase of energy will not be too much (middle part of 
Figures 8a and 8b). In contrast, if the envelopes cover the 
peaks with large intervals and amplitudes, energy values will 
increase dramatically (right-hand side of Figures 8a and 8b).  
Taking into account the above scenarios, optimal thresholds 
are determined in two steps: (1) taking average on upper/lower 
envelopes that provide the longest successive similar energy 
values (±10% of energy values); and (2) obtaining the optimal 
thresholds by taking the mean values of the averaged 
envelopes (Figure 8c).  
 
Figure 7. Flowchart of AMT. 
 
(a)       (b)  
(c)  
Figure 8. Results of AMT on a noisy DEP-type signal. (a) Energy values of 
upper envelops, (b) Energy values of lower envelopes, and (c) Averaged 
upper (green dots) and lower envelopes (pink dots), and thresholds (red lines). 
4.2 PROPOSED SELF-ADAPTIVE PD SIGNAL  
DE-NOISING METHOD 
The overall flowchart of the proposed self-adaptive method 
for PD signal de-noising is depicted in Figure 9. White noise 
and periodic noise which are very common in PD data 
acquisition [3-5] were injected to the original PD signal. 
During on-line PD measurement, white noise can be generated 
from ambience, whereas periodic noise can be generated from 
communication systems, radio transmissions, and power 
cycles [3-5]. In this paper, the injected periodic noise consists 
of three sinusoidal signals with randomly selected amplitudes 
and frequencies. The largest amplitude of these signals can be 
up to the absolute value of the largest amplitude of an original 
acquired PD signal. The frequencies of these signals are with 
the range up to 1kHz to simulate signal fluctuations that could 
be appeared in on-line PD measurements. 
Firstly, EEMD is executed to decompose the noisy signals. 
The ensemble number is set to 300 and the amplitude of the 
injected white noise is 0.2 standard deviation of the original 
signal. According to [23], an IMF generally satisfies the 
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Cauchy condition after five iterations in the sifting process. 
More iterations could not change IMFs significantly. Thus ten 
iterations are used to guarantee the stability and convergence 
of IMFs. After EEMD decomposition, kurtosis is applied to 
select the IMFs with PD impulses due to the sensitivity of 
transient signals. In other words, larger value of kurtosis refers 
to a signal consisting of abruptly changed impulses while 
smaller value of kurtosis refers to a slowly fluctuated signal or 
a signal consisting of evenly distributed amplitudes (e.g. white 
noise and periodic signal). The kurtosis, k, is defined as: 
4
1
4
)1(
)(

  
L
II
k
L
i i  (9) 
where I , L, and σ are the mean, length, and standard 
deviation of IMF respectively.  
The selection process starts from IMF1 which comprises the 
highest frequency component of the originally noise-corrupted 
signal. If the kurtosis of an IMF is suddenly dropped to half of 
that of previous IMF, it implies that the IMF with the lower 
kurtosis value consists of fluctuations in low frequency, 
periodic noise, and/or white noise. Therefore, it is considered 
as pure noise without containing any PD impulses and 
discarded. Otherwise, it is added to the previous IMF for 
reconstruction and the selection will be continued on the 
remaining IMFs. Such kurtosis-based selection can pick up the 
noisy IMFs and eliminate the low frequency IMFs that are 
generated from end effect.  
After the above selection process, reconstruction can be 
created. Since some noise with the same frequency scales of 
the selected IMFs may be included in the reconstructed signal, 
the AMT can be employed to create upper and lower 
thresholds of the signal. De-noised signal can then be 
produced by applying hard thresholding.  
 
Figure 9. The proposed self-adaptive PD signal de-noising method. 
5  EXPERIMENTAL SETUP  
PD signals were acquired by a commercially available 
equipment (Omicron, MPD 600), which complies with 
IEC60270 standard [24] as shown in Figure 10.  
Five different PD models (Figure 11) were constructed to 
simulate different insulation defects in HV equipment. Model 
1 simulates internal discharge. It consists of three pressboards 
with a void at the center of the middle pressboard between the 
HV and grounding electrodes. Model 2 simulates floating 
discharge by putting four metal particles on a pressboard 
between HV and grounding electrodes. Model 3 simulates a 
protrusion of conductor by using needle–sphere configuration. 
Model 4 simulates normal insulation condition with 1 
pressboard between HV and grounding electrodes. Model 5 
simulates corona using needle–plane configuration. Models 1 
to 4 were immersed in mineral oil, whereas model 5 was in air. 
  
 
Figure 10. Experimental setup [24] 
                
    (a)                    (b)                (c)              (d)                  (e) 
Figure 11. PD source models. (a) Model 1 - pressboards with 1 void (in oil), 
(b) Model 2 - pressboard with 4 metal particles (in oil), (c) Model 3 - needle 
sphere (in oil), (d) Model 4 - 1 pressboard (in oil), and (e) Model 5 - needle 
plane (in air). 
6 RESULTS AND ANALYSIS  
6.1 EVALUATION MEASURES 
To evaluate the de-noising performance of the proposed 
method, three measures including mean square error (MSE), 
M, correlation coefficient (CC),  , and impulse number error, 
IE, were adopted. They are defined as: 



L
i
ii DOL 1
2)(1  (10) 
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do IMIMIE   (12) 
where L is the length of signal, O denotes the original signal, 
D denotes the de-noised signal, O  and D  are the mean values 
of O and D respectively, IMo is the number of impulse in 
original signal, and IMd is the number of impulse in de-noised 
signal.  
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Since different types of insulation defects produce different 
patterns of PD signals, M and   can be used to indicate the 
similarity of PD patterns whereas IE is for examining the 
integrity of PD impulses. 
6.2 RESULTS ON SIMULATED PD SIGNALS 
This section provides comparison between the proposed 
method, DWT and EMD-based methods for PD signal de-
noising on the simulated signals. In the comparison, DWT-
based method applied a commonly used threshold to the 
coefficients with five decomposition levels [5]. EMD-based 
method used the same approach of the proposed method but 
the decomposition of EEMD was replaced by EMD. It is 
termed as EMD+AMT in the remaining of the paper. The 
results and evaluations of DWT and EMD+AMT are shown in 
Figure 12 and Table 1. 
Figure 12 presents de-noised DEP-type PD signals (SNR = 
-5dB) obtained from DWT (mother wavelet = db5), 
EMD+AMT, and the proposed method. It can be observed that 
some impulses are missing in the de-noised signals obtained 
by DWT (right-hand side of Figure 12c). This could be caused 
by excessive noise rejection when thresholds were applied to 
the coefficients. Also, the impulses' polarities (positive and 
negative directions) are ambiguous. Although the polarities of 
impulses can be preserved by using EMD+AMT, noise still 
exists while some impulses disappear in the de-noised signal 
(right-hand side of Figure 12d). Such remaining noise comes 
from mode mixing of EMD, in which the selected IMFs 
embrace relatively low frequency and large fluctuation 
periodic noise as well as PD impulses. Therefore, the periodic 
noise still appears in the reconstructed signal of EMD as 
shown in the left-hand side of Figure 12d. Since AMT is 
originally designed for filtering noise in the reconstructed 
signals of EEMD (left-hand side of Figure 12e) without the 
present of mode mixing, some noise can thus still be found in 
the de-noised signal of EMD+AMT.  
It can be clearly observed that the proposed method 
outperforms DWT and EMD+AMT. The de-noised signal 
preserves all the PD impulses with correct polarities and 
locations and only has minor changes in the amplitudes (right-
hand side of Figure 12e). 
Table 1 tabulates the results in terms of the three evaluation 
measures with varying SNRs. In the table, "↓M (%)", "↑ 
(%)", and "↓IE (%)" refer to the percentage of MSE reduction, 
CC increment, and impulse number error reduction 
respectively of the proposed method with respect to the 
corresponding de-noising methods (i.e. DWT and 
EMD+AMT). The results of DWT in Table 1 are the average 
of the results obtained from various mother wavelets including 
db2, db4, db5, db10, db25, db45, bior1.5, bior6.8, and coif5.  
It can be observed from Table 1 that the amount of MSE 
reductions and CC increments are larger when SNRs are 
smaller in both the comparisons of DWT and EMD+AMT for 
DOP (Table 1a) and DEP (Table 1b). The amount tends to 
reduce when the SNRs become larger. This indicates that the 
de-nosing performance of the proposed method is close to that 
of DWT and EMD+AMT in slight noise situation. On the 
other hand, this implies that the proposed method is capable of 
extracting PD signals contaminated by severe noise.  
When compared with the performances in terms of impulse 
number error, larger reduction can be found in the 
comparisons of DWT in both DOP and DEP. This complies 
with the left-hand side of Figure 12c, which reveals that the 
de-noised signals obtained by DWT consist of many small 
impulses. In Table 1, 100% of IE indicates that there is no 
addition/deduction of impulse in the proposed method, 
whereas "N/A" means that no addition/deduction of impulse in 
both the proposed and the compared methods. It can be seen 
that there is no addition/deduction of impulse produced in the 
de-noised signals obtained by the proposed method with SNRs 
from 1dB to 5dB.  
(a) (b)  
(c)                                                                     
(d)       
(e)       
Figure 12. De-noising results of a DEP-type signal. (a) Original signal, (b) 
Noisy signal (SNR=-5dB), (c) Impulses enlargement and de-noised signal of 
DWT (db5), (d) Reconstructed and de-noised signals of EMD+AMT, and (e) 
Reconstructed and de-noised signals of proposed method 
 
Table 1. Comparisons of measures on (a) DOP-type and (b) DEP-type signals 
(a) 
SNR 
(dB) 
DOP 
Comparison with DWT Comparison with EMD+AMT 
↓M (%) ↑  (%) ↓IE (%) ↓M (%) ↑  (%) ↓IE (%) 
5 25 4 100 45 14 N/A 
3 34 6 100 59 17 100 
1 32 7 100 76 31 100 
-1 55 12 97 87 48 85 
-3 60 25 99 87 46 76 
-5 69 34 99 96 52 74 
 
(b) 
SNR 
(dB) 
DEP 
Comparison with DWT Comparison with EMD+AMT 
↓M (%) ↑  (%) ↓IE (%) ↓M (%) ↑  (%) ↓IE (%) 
5 68 5 100 59 8 N/A 
3 71 12 100 68 6 N/A 
1 71 15 100 65 13 100 
-1 74 22 99 76 17 89 
-3 85 28 96 79 24 87 
-5 87 39 97 91 46 72 
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6.3 RESULTS ON REAL PD SIGNALS 
PD signals acquired from the five PD models (Figure 11) 
with added noise were used to compare the de-noising 
performances of DWT, EMD+AMT, and the proposed 
method. Figure 13 presents both time and phase-resolved 
diagrams of the original signal, noisy signal, and de-noised 
signals in 2 AC cycles for model 1. Figure 14 presents the 
de-nosing results of models 3 and 5 (due to the space 
limitation, the results of other two models are not provided 
here). Table 2 compares the de-nosing performances of DWT, 
EMD+AMT, and the proposed method with the signals 
obtained from 100 AC cycles. 
From Figures 13 and 14, it can be seen that, the polarities 
of most impulses after de-noising by DWT are blurred. Such 
situation is especially serious in model 1 (Figure 13c1): a 
whole cluster of PD impulses at the right-hand side shifts 
from positive to the middle position; and a large amount of 
impulses disappear. The result can also be observed in the 
corresponding phase diagram (Figure 13c2). It can also be 
seen from Figures 13 and 14 that some impulses are missing 
and noise still remains in the de-noised signals obtained by 
EMD+AMT. The results reveal the superiority of the 
proposed method. It can effectively remove the noise while 
maintaining the integrity of PD signals by preserving the real 
PD impulses and their locations. 
(a1) (a2)  
(b1) (b2)  
(c1) (c2)  
(d1) (d2)  
(e1) (e2)  
Figure 13. De-noising results (2 AC cycles) of model 1. (a1)-(e1) Original 
signal, noisy signal (SNR=-5dB), and de-noised signals of DWT (db5), 
EMD+AMT, and proposed method, and (a2)-(e2) The corresponding phase 
diagrams 
 (a)    (b)  
Figure 14. De-noising results (2 AC cycles) of (a) Model 3 and (b) Model 5. 
 
Table 2. Comparisons on real PD signals with SNR = -5dB (100 AC cycles) 
Model 
No. 
Comparison with DWT Comparison with EMD+AMT 
↓M (%) ↑  (%) ↓IE (%) ↓M (%) ↑  (%) ↓IE (%) 
1 74 32 99 44 6 0 
2 81 14 99 87 24 92 
3 81 29 96 81 27 40 
4 68 12 97 28 15 0 
5 91 23 96 87 12 14 
 
For the results in Table 2 with 100 AC cycles of PD signals, 
the proposed method still outperforms the others in all five 
models. A higher reduction of impulse number error can be 
noticed in the comparison of DWT when compared with that 
in EMD+AMT. The results imply that the wavelet-based de-
noising technique may not be suitable for PD signals de-
nosing since additional impulses can be induced in the de-
noised signals. 
7 DISCUSSION 
This section discusses some practical issues on applying the 
proposed method for PD signal de-noising. The directions of 
improving the proposed method will also be identified. 
7.1 ROBUSTNESS OF PROPOSED METHOD ON 
DIFFERENT TYPES OF NOISE 
There are different types of noise in PD measurements, 
which include periodic noise, white noise, and stochastic 
transient noise. Periodic noise that consists of sinusoidal 
components can be generated by communication systems, 
radio transmissions, and power cycles. The frequency range of 
this type of noise can be up to 2000 MHz [3-5]. White noise is 
a wide-band noise, which can be generated from ambiance and 
its frequency components distribute over entire spectrum. 
Stochastic transient noise is also a kind of wide-band noise, 
which can be generated by automobile spark plugs and 
detection circuits [5]. 
The method proposed in this paper aims to remove lower 
frequency periodic noise (up to 1000 kHz) and white noise. 
For removing the periodic noise, notch filter can be used [2]. 
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However, frequencies of the noise can vary depending on the 
noise sources, notch filter is not able to provide an adaptive 
means for de-noising. Bandwidth and forgetting factor are 
required to be selected a priori [2, 25]. Although DWT and 
EMD can also extract and remove periodic noise based on 
decomposition, their decomposition abilities are limited as 
shown in the comparative study in Section 3 and results in 
Section 6. The de-noising performance of DWT is limited by 
the selected mother wavelets, whereas EMD is not able to 
clearly separate noise from PD signals. 
For removing white noise, the above limitations of DWT 
and EMD also exist (please refer to the discussion in Section 
3 and Section 6). By contrast, by using the proposed method, 
both periodic and white noise can be separated from PD 
signals adaptively without considering the mother wavelet 
selection. Also, due to the ability of separating signals in 
distinctive frequency bands, the proposed method is able to 
effectively extract PD signals from the noise during 
decomposition. 
Removing stochastic noise is the most challenging task in 
PD de-noising due to the similarity between the 
characteristics of stochastic noise and PD signals. Further 
investigation is required for removing stochastic noise from 
the original acquired PD signals. 
7.2 COMPUTATIONAL TIME ON ON-LINE PD 
MEASUREMENT  
For on-line PD measurements, computational time is crucial 
for PD signal de-noising and subsequently PD sources 
recognition. Table 3 provides the comparisons of 
computational time using different de-noising methods on 
different numbers of power cycles. The PD signals were 
sampled at around 1GHz and then re-sampled to 1MHz for 
processing. A program was written in non-optimized 
MATLAB and ran on a 3.4 GHz, 8 GB RAM desktop 
computer for counting the time. In Table 3, the computational 
time is obtained based on an average of computational time 
for five de-noising processes. 
 
Table 3. Comparisons on computational time. 
No. of 
power cycle 
Computational time (sec.) 
DWT EMD+AMT Proposed method 
10 0.0013 0.0009 0.2028 
20 0.0013 0.0037 0.8948 
30 0.0013 0.0060 1.4563 
40 0.0013 0.0083 2.0127 
50 0.0013 0.0108 2.6624 
60 0.0013 0.0131 3.0522 
70 0.0013 0.0169 3.7461 
80 0.0013 0.0184 4.3945 
90 0.0013 0.0224 5.3046 
100 0.0013 0.0313 7.8469 
 
From the table, it can be seen that the computational time 
is different between different de-noising methods. Also, 
longer time is required for de-noising for EMD+AMT and 
proposed method if the PD signals are longer. On the 
contrary, the computational time remains unchanged in 
DWT. On the whole, DWT requires the shortest time 
among all methods, while the proposed method needs the 
longest time due to the ensemble process in EEMD. 
From the results, although DWT and EMD+AMT require 
relatively short computational time, their de-noising 
performances as discussed in this paper cannot be satisfied. 
The proposed method outperforms these two methods in 
PD signal de-noising. Therefore, for practical on-line PD 
measurements, there will be a trade-off between de-noising 
performance and computational time. This issue needs to be 
investigated in future research. The possibility of 
improving the processing speed of the proposed method 
without significantly compromising its performance also 
needs to be investigated.  
8 CONCLUSION 
This paper proposed a self-adaptive PD de-noising 
technique by using EEMD and mathematical morphology 
to deal with the limitations of wavelet and EMD-based de-
noising techniques. By using a kurtosis-based selection 
criterion, the proposed method can effectively extract IMFs 
embedded with real PD impulses for reconstruction while 
discard the IMFs due to noise. With the mathematical 
morphology-based AMT technique, upper and lower 
thresholds can be automatically formed in the 
reconstruction for further eliminating the noise with the 
same frequency scales of the real PD impulses. 
Comparative study on both simulated and real PD signals 
demonstrated that the proposed method can preserve the 
integrity of PD signals without compromising the polarities 
and quantity of PD impulses. 
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Partial Discharge Sources
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ABSTRACT
Partial discharge (PD) source classification aims to identify the types of defects 
causing discharges in high voltage (HV) equipment. This paper presents a 
comprehensive study of applying pattern recognition techniques to automatic PD 
source classification. Three challenging issues are investigated in this paper. The first 
issue is the feature extraction for obtaining representative attributes from the original
PD measurement data. Several approaches including stochastic neighbour embedding 
(SNE), principle component analysis (PCA), kernel principle component analysis 
(KPCA), discrete wavelet transform (DWT), and conventional statistic operators are 
adopted for feature extraction. The second issue is the pattern recognition algorithms 
for identifying various types of PD sources. A novel fuzzy support vector machine 
(FSVM) and a variety of artificial neural networks (ANNs) are applied in the paper.
The third issue is the identification of multiple PD sources, which may occur in HV 
equipment simultaneously. Two approaches are proposed to address this issue. To 
evaluate the performance of various algorithms in this paper, extensive laboratory 
experiments on a number of artificial PD models are conducted. The classification 
results reveal that FSVM significantly outperforms a number of ANN algorithms. The 
practical PD sources classification for HV equipment is a considerable complicated 
problem. Therefore, this paper also discusses some issues of meaningful application of 
the above proposed pattern recognition techniques for practical PD sources
classification of HV equipment.
Index Terms — Partial discharge (PD), PD source classification, artificial neural 
network (ANN), fuzzy support vector machine (FSVM), and pattern recognition.
1 INTRODUCTION
PARTIAL discharge (PD) is a localized breakdown in the 
insulation system of high voltage (HV) equipment. Over the 
last few decades, PD phenomena has attracted extensive 
investigations related to its physical and chemical 
mechanisms, detection and acquisition techniques, de-nosing 
and filtering methods, and discharge source classification [1-
23]. Among these investigations, automatic PD source 
classification has significant benefits for condition assessment 
of in-service HV equipment since it can reveal the types of 
defects (PD sources) that cause discharge [1-7, 9-13, 16, 18-
23].
It is well-known that different types of PD sources can 
generate different discharge patterns [1-7, 10, 13]. The
discharge pattern is represented by a set of characteristic 
attributes (features), which can be extracted from PD 
measurement data. Two sets of features are commonly 
adopted in PD source classification. They are the phase 
resolved discharge pulses’ magnitude and repetition rate 
distribution, and the time resolved discharge pulses shape and 
magnitude [1-7, 10, 13]. On the basis of these features, it is 
possible to develop computer algorithms for automatically 
classifying the types of PD sources to assist condition 
assessment of HV equipment. With the advancement of digital 
electronics and signal processing techniques, considerable 
efforts have been made to apply various artificial intelligence 
(AI) techniques such as artificial neural networks (ANNs),
genetic algorithms, knowledge-based system, fractal models, 
wavelet transformation, and support vector machines (SVMs)
for automatic PD source classification [1-7, 9-13, 16, 18-23].  
However, there are still considerable challenges remaining 
for successfully applying AI techniques to PD source 
classification. Three key challenges are: (1) extracting suitableManuscript received on 14 October 2012, in final form 23 January 2013.
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features from raw data obtained from PD measurement; (2) 
applying suitable pattern recognition algorithms to PD source 
classification; and (3) recognizing multiple PD sources, which
may occur in HV equipment simultaneously.
This paper investigates pattern recognition techniques and 
their applications for automatic PD source classification. To 
address the essential requirements of PD source classification,
a pattern recognition application framework is presented in the 
paper. To obtain proper features from PD measurement data,
this paper adopts a number of approaches including statistic 
operators, principle component analysis (PCA), kernel 
principle component analysis (KPCA), stochastic neighbour 
embedding (SNE), and discrete wavelet transform (DWT). In 
order to investigate the applicability of different pattern 
recognition algorithms for PD source classification, this paper 
implements various algorithms including a novel fuzzy 
support vector machine (FSVM) and a number of artificial 
neural networks (ANN) such as radial basis network (RBF), 
multi-layer perceptron (MLP), Bayesian classifier, k nearest 
neighbour (KNN), and two-layer (input-output) network.
Moreover, two approaches have been proposed for identifying 
multiple PD sources, which may occur in HV equipment 
simultaneously. Extensive laboratorial experiments are 
conducted by using artificial PD models. And a
comprehensive performance evaluation and comparison on 
various algorithms developed in this paper are presented. This
paper also discusses a number of practical issues for
meaningful application of the proposed pattern recognition 
techniques to PD sources classification of HV equipment.  
2 PATTERN RECOGNITION FRAMEWORK 
FOR PD SOURCE CLASSIFICATION
As shown in Figure 1, PD source classification consists of 
three major stages: (1) data acquisition and pre-processing, 
which captures, digitizes, and purifies PD signal; (2) feature 
extraction, which extracts the representative attributes from 
raw PD data; and (3) pattern recognition, which identifies the 
types of PD sources. This paper focuses on the above stages
(2) and (3). In feature extraction stage, the measurement data 
is converted to a phase resolved dataset, which consists of PD 
pulse magnitude and pulse number distribution with respect to 
the phase of power cycle (Figure 1a); and then the 
representative attributes are extracted from this dataset (Figure
1b). In pattern recognition stage, fuzzy support vector machine 
(FSVM) or artificial neural networks (ANNs) are applied to 
recognize various PD sources (Figures 1c and 1d).
The mathematic formulation of PD source classification is 
as follows. After data acquisition and pre-processing, the 
resultant PD data is a N x D dataset ܆ ൌ ሾܠଵǡ ǥ ǡ ܠேሿǡ where N
is the number of data points in the dataset, and each data point 
is a D dimensional vector, i.e. ܠ௜ ൌ ൣݔ࢏૚ǡ ǥ ǡ ݔ࢏ࡰ൧Ǥ The feature 
extraction stage transforms the dataset ܆ to a N x d dataset 
܇ ൌ ሾܡଵǡ ǥ ǡ ܡேሿ, ܡ௜ ൌ ൣݕ௜૚ǡ ǥ ǡ ݕ௜ࢊ൧ǡwhere ݀ ൏ ܦǤ Though 
substantial features are removed from the dataset ܆ during the 
feature extraction stage, the remaining features in the dataset ܇
can still provide essential characteristics for discriminating 
different types of PD sources. This will be discussed in the 
next section. Each data point in dataset X or Y belongs to one 
of the ܶ independent classes, ܥ௞ א ሼͳǡ ǥ ǡ ܶሽǡ where each class 
corresponds to one type of PD sources. The task for pattern 
recognition algorithm is to learn the underlying mathematical 
relationship between data points and their corresponding types of 
PD sources, i.e. to explore the function of  ܎ǣܡ௝ ՜ ܥ௞ǡ ݆ ൌ
ͳǡ ʹǡ ǥ ܰǡ ܥ௞ א ሼͳǡ ʹǡ ǥ ܶሽǤ Such knowledge can then be used 
to classify a new data point to its belonged type of PD source.
Figure 1. Pattern recognition techniques for PD source classification (a) PD 
q-Φ-n distribution; (b) Principle component analysis (PCA) on PD dataset; (c) 
Three-layer artificial neural network (ANN); (d) Illustrative concept of 
support vector machine (SVM).
3   FEATURE EXTRACTION FOR PD
SOURCE CLASSIFICATION 
statistic operators, principle component 
analysis (PCA), kernel principle component analysis (KPCA), 
stochastic neighbour embedding (SNE), and discrete wavelet 
transform (DWT) for PD source classification.  
The statistic operators, PCA, KPCA, and SNE extract 
features from the phase
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3.1 STATISTIC OPERATORS
3.2 PRINCPLE COMPOMENT ANAYSIS (PCA)
PCA embeds the original data into a lower dimensional 
linear subspace, which preserves as much of the variance in 
the data as possible [29]. In order to seek this linear subspace,
PCA solves the following eigen problem:
ܿ݋ݒሺ܆ሻۻ ൌ ࣅۻ                              (1)
where cov(X) is the covariance matrix of the dataset X, M is a 
linear mapping formed by the d principle eigenvectors of the 
covariance matrix, and ࣅ are the d principal eigenvalues. The
low-dimensional data representations ܡ௜ of the data points ܠ௜
are computed through a linear mapping ܇ = XM. The 
elements of ܇ǡ e.g. ܡ௜ will form the features set.
3.3 KERNEL PCA (KPCA)
KPCA is one of the nonlinear feature extraction methods
[29]. It firstly uses a kernel function to transform the original 
data into a feature space. The elements of this kernel is in the 
form of 
ܭ௜௝ ൌ ߢ൫ܠ௜ǡ ܠ௝൯                                  (2)
whereߢis a kernel function, ܠ௜ and ܠ௝ are different data points 
in dataset X. One commonly used kernel is Gaussian kernel 
(refer to Section 4). KPCA computes the eigenvectors of the 
covariance matrix ܉௜ in the above feature space.
To obtain the low-dimensional data representation Y, the 
data points in the original dataset X are projected onto the 
eigenvectors of the covariance matrix܉௜ as
ܡ௜ ൌ ቄσ ܽଵ
ሺ௝ሻே
௝ୀଵ ߢ൫ܠ௜ǡ ܠ௝൯ǡ ǥ ǡ σ ܽௗ
ሺ௝ሻே
௝ୀଵ ߢ൫ܠ௜ǡ ܠ௝൯ቅ (3)
As in PCA, the elements ܡ௜ will form the features set.  
3.4 STOCHASTIC NEIGHBOR EMBEDDING (SNE) 
SNE attempts to retain the pairwise distances between the 
data points in the low-dimensional space [27]. In SNE, the 
probability ݌௜௝  that data points ܠ௜ and ܠ௝ are generated by the 
same Gaussian is computed for all possible pairs of data points 
in the original dataset X. The probabilities ݍ௜௝  of the 
corresponding data points in low dimensional space, i.e. ܡ௜ and 
ܡ௝ generated by the same Gaussian are also computed. These
two probability matrices are denoted as P and Q, respectively. 
SNE minimizes the difference between the probability 
distributions P and Q through minimizing the sum of 
Kullback-Leibler divergences
߮ ൌ σ σ ݌௜௝
௣೔ೕ
௤೔ೕ
௝ ௜ (4)
The minimization of ߮ can be performed using a gradient 
descent method. As in PCA and KPCA, the elements ܡ௜ will 
form the features set.
In PCA, KPCA and SNE, the dimension of dataset Y, d is 
called intrinsic dimensionality. It is the minimum number of 
features that is necessary to account for all information in the 
data. The intrinsic dimensionality of a dataset can be 
determined by using maximum likelihood estimation [24].
3.5 DISCRETE WAVELET TRANSFORM (DWT)
The advantages of using discrete wavelet transform (DWT) 
as a feature extraction tool is in that it can integrate PD signal 
de-nosing and feature extraction in a single step.
Wavelet is a small wave-type signal, which satisfies
׬ ߰ሺݐሻ݀ݐ ൌ Ͳ
ஶ
ିஶ and ׬ ሾ߰ሺݐሻሿ
ଶ݀ݐ ൏ λǤஶିஶ A signal can be 
transformed into wavelet coefficients as [31]
߰௔ǡ௕ሺݐሻ ൌ
ଵ
ඥȁ௔ȁ
߰ ቀ௧ି௕
௔
ቁ (5)
where a is a scale factor and b is a translation factor. The 
scale factor is for compressing and stretching the mother 
wavelet while the translation factor is for shifting the mother 
wavelet along the time axis. The discrete wavelet transform 
(DWT) is defined as [31]
௝ܹǡ௞ ൌ σ ߮ሺ݊ሻʹሺି௝ ଶΤ ሻ߰ሺʹି௝݊ െ ݇ሻ௡א௭ (6)
where ߮ሺ݊ሻ is the discrete function of a signal, j and k are
integers. In the implementation of DWT, the original signal 
undergoes a series of low pass and high pass filters and is
decomposed into a number of approximation and detail 
coefficients until reaching a predefined decomposition 
level.
To construct the features for PD source classification, the 
original PD signals (discharge pulses) are decomposed into
nine levels. Consequently, each discharge pulse is
represented by nine detail coefficients [13, 21]. Apparently,
this introduces considerable high dimensionality as several 
hundred discharge pulses may generate in one power cycle.
Thus, in this paper the first four moment statistics (i.e. 
mean, variance, skewness, and kurtosis) are computed for 
the probability distribution formed by the nine coefficients 
of PD pulses. Total 36 features (Ͷ ൈ ͻ ൌ ͵͸ሻper data point 
are constructed using DWT.
4 PATTERN RECOGNITION ALGORITHMS 
FOR PD SOURCES CLASSIFICATION
The pattern recognition algorithm generally involves two 
steps: training (learning) and testing (classification). In the 
training step, the task is to model the mathematic function
between data points and their corresponding types of PD 
sources. In the testing step, a new input data point (not 
included in the training data) is classified into one type of PD 
sources [2, 3, 25]. This section investigates a novel fuzzy 
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support vector machine (FSVM) and a variety of artificial 
neural networks (ANNs) for PD source classification. The 
mathematical formulations of these algorithms will be briefly 
introduced in this section. For the detailed derivations of these 
algorithms, readers may refer to [24, 26, 29]. 
4.1 K-NEAREST NEIGHBOUR (KNN)  
In KNN, the distances between a new data point y* to each 
data point in the training dataset are computed. Let Sk denotes 
a subset consisting of the K closest data points and Kl denotes 
the frequency of the l-th class in Sk. Then y* is assigned to the 
class t, which has the largest frequency in Sk: 
ܭ௧ ൒ ܭ௟݈ ൌ ͳǡ ǥ ǡ ܶ                        (7)  
   4.2 TWO-LAYER (INPUT AND OUTPUT) NETWORK  
In two-layer network (input and output layer), a linear 
combination of input data points is firstly formed as [24] 
 ܽ௜௞ ൌ σ ݓ௜
௞௝ݕ௜
௝ௗ
௝ୀଵ ൅ ܾ௜
௝݅ ൌ ͳǡ ǥ ǡ ܰǢ ݇ ൌ ͳǡǥ ǡ ܶ(8) 
where ݕ௜
௝ is the j-th element of the i-th data point ܡ௜,  ݓ௜
௞௝  is 
the weight regarding the k-th output to the j-th element of ܡ௜, 
ܾ௜
௝is the bias term, N is the total number of data points, d is the 
data dimension (feature size), and T is the number of types of 
PD sources. Then a softmax activation function is applied to 
the above variables ܽ௜௞ to give output [24] as 
ݖ௜௞ ൌ
௘௫௣ቀ௔೔
ೖቁ
σ ௘௫௣ቀ௔೔
ೖᇲቁ೅ೖᇲసభ
݇ ൌ ͳǡǥ ǡ ܶ     (9) 
An iterative reweighted least squares (IRLS) algorithm is used 
for training this two-layer network [24]. 
4.3 MULTI-LAYER PERCEPTRON (MLP) 
MLP is a three layers (input layer, hidden layer, and 
output layer) network and consists of two sets of adaptive 
weights [24]. The network structure of MLP is shown in 
Figure 1c. A linear combination of data points in the input 
layer is formed to give a set of variables associated with the 
hidden layer 
ߙ௜௠ ൌ σ ݓ௜
௠௝ݕ௜
௝ௗ
௝ୀଵ ൅ ܾ௜௠݅ ൌ ͳǡ ǥ ǡܰǢ ݉ ൌ ͳǡǥ ǡܯ(10) 
where ݕ௜
௝ is the j-th element of the i-th data point ܡ௜,  ݓ௜
௠௝  is 
the weight element regarding the m-th hidden node to the j-th 
element of data point ܡ௜, ܾ௜௠ is the bias term, and M is the 
number of hidden nodes. Then a tanh activation function is 
applied to the above variables ߙ௜௠ as 
ߛ௜௠ ൌ ݐ݄ܽ݊ሺߙ݅݉ሻ݉ ൌ ͳǡǥ ǡܯ          (11) 
The variables ߛ௜௠ are then transformed by the second sets of 
weights regarding the k-th output to the m-th hidden node as 
ܽ௜௞ ൌ σ ݓ௜௞௠ߛ݅
݉ெ
௠ୀଵ ൅ ܾ௜௞݅ ൌ ͳǡǥ ǡ ܰǢ ݇ ൌ ͳǡǥ ǡ ܶ    (12) 
Finally these values go through a soft-max activation function 
to give output ݖ௜௞. The MLP is trained using the conventional 
back-propagation techniques [24]. 
4.4 RADIAL BASIS FUNCTION (RBF) NETWORK 
The RBF network is different from MLP in that the 
activation function of the hidden nodes is based on a non-
linear function, which is decided by the distance between the 
input vector and a weight vector. RBF network aims to derive 
an input-output mapping using M radial basis functions [29] 
ݖሺܡሻ ൌ σ ݓ௞௠Ԅ௠ሺܡሻெ௠ୀଵ ݇ ൌ ͳǡǥ ǡ ܶ(13) 
where Ԅ௠ are the basis functions and ݓ௞௠ are the output layer 
weights. The posterior probability of class membership is:  
݌ሺܥ௞ȁܡሻ ൌ σ ݓ௞௠Ԅ௠ሺܡሻெ௠ୀଵ                       (14) 
whereܥ௞ א ሼͳǡ ǥ ǡ ܶሽ, ܶ is the number of classes, and the 
basis function Ԅ௠are given by 
Ԅ௠ሺܡሻ ൌ
௣ሺܡȁ௠ሻ௉ሺ௠ሻ
σ ௣ሺܡȁ௠ᇲሻ௉ሺ௠ᇲሻಾ೘ᇲసభ
ൌ ܲሺ݉ȁܡሻ              (15) 
and the weights are given by  
ݓ௞௠ ൌ ௣ሺ௠ȁ஼ೖሻ௉ሺ஼ೖሻ
௉ሺ௠ሻ
ൌ ݌ሺܥ௞ȁ݉ሻ                   (16) 
In RBF network, an unsupervised learning procedure is 
adopted for choosing the parameters for the radial basis 
functions. And the computation of output layer weights is 
formulated as a quadratic optimization problem [29]. 
4.5 BAYESIAN CLASSIFIER 
In Bayesian classifier, the probability that one particular 
data point ܡ࢏ belongs to class ܥ௞ is denoted as  ܲሺܥ௞ȁܡ௜ሻ and 
is computed using Bayes’ theorem [24, 29] 
ܲሺܥ௞ȁܡ௜ሻ ൌ
௣ሺܡ೔ȁ஼ೖሻ௉ሺ஼ೖሻ
௣ሺܡሻ
                         (17) 
where ܲሺܥ௞ሻ is the class prior probability, which can be 
estimated from the training dataset, ݌ሺܡ௜ȁܥ௞ሻ is the conditional 
probability density function describing the probability 
distribution of data point ܡ௜ inside class ܥ௞, and ݌ሺܡሻ ൌ
σ ݌ሼܡ௜ȁܥ௞ሽܲሺܥ௞ሻ்௞ୀଵ  is the scaling factor. ݌ሺܡ௜ȁܥ௞ሻ can be 
approximated using the Gaussian mixture model (GMM) as 
 ݌ሺܡ௜ȁܥ௞ሻ ൎ σ ݌ሺܡ௜ȁ݆ሻܲሺ݆ሻ
క
௝ୀଵ                      (18)                   
where ߦ is the number of Gaussian mixture components, 
݌ሺܡ௜ȁ݆ሻis the probability density function of the mixture 
component, which is a Gaussian distribution with  mean 
μ௝and covariance Σ௝ǡ ܲሺ݆ሻis the weight of the mixture 
component and it satisfies 0൏ ܲሺ݆ሻ ൏ ͳ and σ ܲሺ݆ሻ ൌ ͳǤక௝ୀଵ  
The GMM parameters, i.e. ࣂ௝ ൌ ൛ૄܒǡ ઱ܒǡ ܲሺሻൟ can be 
calculated by using expectation maximization (EM) algorithm 
on the training dataset [24]. After obtaining the GMM 
parameters, the new data point can be assigned to the class, to 
which this data point has the largest probability.   
 
4.6 FUZZY SUPPORT VECTOR MACHINE (FSVM) 
The support vector machine (SVM) transforms the data 
points from the original input space into a higher dimensional 
space, which is defined by a kernel function. Then SVM 
searches for a hyperplane that maximizes the margin between 
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different groups of data points in this space (see Figure 1d). 
FSVM is a variant of SVM and it is effective in dealing with 
the dataset contaminated by noises [26, 32].
In FSVM each data point
ሼܡ௞ǡ ܥ௞ǡ ߩ௞ሽǡ Ͳ ൏ ɏ୩൏ ͳ
ܡ௞
ܥ௞Ǥ The sample weights ߩ௞ are computed based on an 
exponentially decaying function [32].
ߩ௞ ൌ
ଶ
ଵା௘௫௣൫ఉௗೖ
೎೐೙൯
ߚ א ሾͲǡͳሿ            (19)
where ݀௞௖௘௡ ൌ ԡܡ௞ െ ܞ࢏ԡଵȀଶ is the Euclidean distance between 
the data point ܡ௞and its cluster centre ܞ࢏, and ߚ determines the 
steepness of the decay. The cluster centre is the geometrical 
mean of the data points belonging to the same class.
FSVM algorithm transforms input data to a higher 
dimensional space through a nonlinear function ׎ሺܡሻǤ Then it
searches for an optimal separation hyperplane in that space by 
solving a quadratic programming (QP) problem [26]
Minimize ଵ
ଶ
ܟࢀܟ ൅ ܩ σ ߩ௞ே௞ୀଵ ߦ௞                    (20)                               
Subject to ݖ௞ሺܟࢀ ή ׎ሺܡ࢑ሻ ൅ ࢈ሻ ൒ ͳ െߦ௞݇ ൌ ͳǡǥ ǡ ܰ (21)
       and    ߦ௞ ൒ Ͳ݇ ൌ ͳǡǥ ǡ ܰ                   (22)
where the pair (w, b) defines the separation hyperplane, in
which w is a normal vector of the hyperplane and b is a bias.
G is the regularization parameter to balance the margin 
maximization and misclassification, and 0∝k{
above QP problem can 
be transformed into its dual form [26]
Maximize σ ߙ௞ െ
ଵ
ଶ
ே
௞ୀଵ σ σ ߙ௞ߙ௝ே௝ୀଵே௞ୀଵ ݖ௞ݖ௝ܭሺܡ࢑ǡ ܡ࢏ሻ(23)
σ ߙ௞ݖ݇ ൌ Ͳே௞ୀଵ 
Ͳ ൑ ߙ௞ ൑ ߩ௞ܩ                                            (25)
where ߙ௞is the Lagrange multiplier, and ܭሺܡ࢑ǡ ܡ࢏ሻis the kernel 
function in the form of ܭሺܡ࢑ǡ ܡ࢏ሻ ൌ ׎ሺܡ࢑ሻࢀ׎ሺܡ࢏ሻǤ The 
Gaussian kernel ܭሺܡ࢑ǡ ܡ࢏ሻ ൌ ݁ିఊԡܡ࢑ିܡ࢏ԡ
మ is adopted in this
paper, where γ is the variance parameter. After obtaining the 
maximized hyperplane, FSVM can predict the class label ݖכ
for a new data point ܡכ as
ݖכ ൌ ሾσ ߙ௞ݖ௞ܭሺܡ࢑ǡ ܡכሻ ൅ ܾே௞ୀଵ ሿ                (26)
             
5   EXPERIEMNTAL SETUP 
The experiment setup for PD measurement is depicted in
Figure 2. A commercially available equipment (Omicron
MPD600), which complies with IEC60270 standard, was used
in the experiment. Artificial PD models were designed to
simulate five types of PD sources including corona, discharge 
in oil, surface discharge, internal discharge, and discharge due
to floating particles (Figure 3). In the remaining of this paper,
the terms of PD sources and PD classes are both referred to
the PD models in Figure 3 and thus interchangeable. 
Figure 2. PD measurement setup.
Figure 3. PD models used in the experiments.
For each of the five PD models in Figure 3, measurements were
conducted under three different applied voltage levels (above the 
PD inception voltages) and three different noise levels. At one 
acquisition, PD pulses of 100 power cycles were recorded. For each 
of five PD models, 200 acquisitions were recorded and thus total 
1000 data points were used to build up a database for evaluating the 
algorithms presented in this paper. Figure 4 shows a typical three 
dimensional (3D) PD patterns of the above five models.
Figure 4. Typical PD patterns of five PD models. (The test voltages for these 
models are in the range of 6 and 9 kV) 
6   RESULTS AND ANALYSIS
This section presents PD source classification results and 
provides a comparison on the performance of various feature 
extraction and pattern recognition algorithms. In algorithmic 
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implementations some software routines from the available 
toolbox are adopted with necessary modifications and 
extensions [28, 33]. 
6.1 DATA PREPROCESSING   
As mentioned in Section 5, the original dataset obtained 
from PD measurement consists of 1000 data points. And each 
data point is made up of PD pulses of 100 power cycles.  To 
perform PD source classification using the feature extraction 
approaches and pattern recognition algorithms presented in 
Sections 3 and 4, the original dataset needs to be converted to 
the phase-revolved dataset (i.e. dataset X) consisting of 
average discharge pulse magnitude, maximum discharge pulse 
magnitude, and discharge number count in each of the 200 
phase windows. Then the phase resolved dataset is fed into 
feature extraction algorithms to form a feature reduced dataset 
(i.e. dataset Y), which will then be used by pattern recognition 
algorithms for PD source classification. For the pattern 
recognition algorithms with DWT, the original dataset is 
adopted and then its feature size is reduced by using first four 
moment statistics (Section 3.5). The information regarding the 
feature size of different dataset is presented in Table 1. 
 Table 1. Information of feature size of datasets. 
Feature 
extraction Information of dataset X 
Feature size of  
dataset X 
Feature size of  
dataset Y 
Statistic 
operator 
Phase resolved PD data in 
200 phase windows 600 24 
PCA Phase resolved PD data in 200 phase windows 600 7 
KPCA Phase resolved PD data in 200 phase windows 600 7 
SNE Phase resolved PD data in 200 phase windows 600 7 
DWT PD pulses of 100 power cycles around 40,000 36 
Note: dataset X is the phase resolved dataset while dataset Y is the feature reduced 
dataset. 
To evaluate the pattern recognition algorithms, dataset Y is 
randomly split into two parts: a training dataset (consisting of 
about 70% data points of dataset Y) and a testing dataset 
(consisting of about 30% data points of dataset Y). The 
training dataset is used to find the model parameters in FSVM 
and ANNs. These parameters include the number of neighbors 
in KNN, the number of hidden nodes in MLP and RBF, the 
number of mixture components in Bayesian classifiers, G and 
γ (G is the regularization parameter and γ is the variance 
parameter of the Gaussian kernel) of FSVM. To decide the 
optimal values of the above parameters, the ten-fold cross 
validation on the training dataset is conducted. The process is 
as follows: the training dataset (consisting of l samples) are 
divided into 10 small datasets of size l /10. The algorithm is 
trained on nine datasets and tested on one dataset. It is 
repeated for 10 times and the mean accuracy is taken as the 
classification accuracy of the algorithm.  
Once the optimal parameters are found, algorithms are 
trained on the full training dataset. Finally, the trained 
algorithms are applied to classify the data points in the testing 
dataset into one of PD sources (classes). The above dataset 
splitting, ten-fold cross validation, and testing are repeated 20 
times for each algorithm, and the classification accuracy 
averaged over 20 trials will be recorded for comparisons.  
6.2 SINGLE PD SOURCE CLASSIFICATION 
Figure 5 presents the first three principle components of 
PCA on the phase resolved PD dataset X (Table 1). It can be 
seen that data points belonging to different PD classes scatter 
in the data space and mix up with each other. This implies the 
necessities of adopting algorithms with nonlinear 
discriminability for successful PD source classification. Table 
2 to 6 summarizes the classification results of six pattern 
recognition algorithms integrated with different feature 
extraction approaches. Each table presents the overall 
classification accuracy rate (in percentage) and the 
classification accuracy rate (in percentage) with respect to 
each type of PD sources. 
 
Figure 5. The first three principle components of phase resolved PD dataset 
(‘.’- corona, ‘*’-discharge in oil, ‘x’- surface discharge,     -internal discharge, 
and      - discharge due to floating particles) 
 
From Tables 2 to 6, it can be seen that FSVM outperforms 
other five ANN algorithms. Amongst ANN algorithms, MLP 
also attains desirable and consistent classification accuracy. It 
is also not strange that the Two-layer network attains lower 
classification accuracy since its simple architecture may not be 
able to capture the nonlinearity of dataset. It is interesting to 
see that KNN performs well with the features extraction 
approaches of PCA, KPCA, and DWT. The similar 
phenomenon of KNN has also been reported in [24]. 
Tables 2 to 6 also reveals that KNN, Two-layer network, 
MLP, RBF, and FSVM integrated with DWT attain higher 
classification accuracy compared to these algorithms 
integrated with other four feature extraction approaches.  
KNN, MLP, RBF, Bayesian classifier, and FSVM integrated 
with KPCA and PCA attain comparable classification 
accuracy as they integrated with statistic operators. It is 
worthy to mention that KPCA and PCA only use 7 features, 
while statistic operators approach uses 24 features. The pattern 
recognition algorithms integrated with SNE could not attain 
desirable classification accuracy. The Two-layer network 
integrated with SNE even fails to make classifications. This 
might be due to the optimization in SNE is trapped into local 
minima in the cost function [27].  
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Table 2. Classification results of algorithms (with statistic operators). 
Algorithm Overall Rate 
Class 1 
Rate 
Class 2 
Rate 
Class 3 
Rate 
Class 4 
Rate 
Class 5 
Rate 
KNN 90.8 99.4 83.8 86.7 99.5 85.2 
Two-layer 90.6 94.7 87.2 86.1 97.6 88.1 
RBF 92.5 98.5 87.4 90.1 97.8 89.2 
MLP 92.0 98.1 84.8 91.6 99.1 86.6 
Bayesian 93.2 97.5 85.6 91.0 99.3 93.3 
FSVM 95.1 99.5 92.0 92.2 99.4 92.7 
Note: Class 1 – corona; Class 2 – discharge in oil; Class 3 – surface discharge; 
Class 4 – internal discharge; Class 5 – discharge due to floating particle. 
Classification rates are in percentage. 
Table 3. Classification results of algorithms (with DWT). 
Algorithm Overall Rate 
Class 1 
Rate 
Class 2 
Rate 
Class 3 
Rate 
Class 4 
Rate 
Class 5 
Rate 
KNN 94.2 99.2 91.4 96.0 98.3 85.4 
Two-layer 92.6 93.3 80.8 94.2 95.3 91.8 
RBF 97.3 98.8 97.5 97.2 98.3 94.3 
MLP 98.5 97.9 99.6 99.4 98.2 97.2 
Bayesian 92.0 92.8 94.2 87.8 99.7 85.8 
FSVM 98.8 97.4 99.4 98.9 100.0 98.3 
Table 4. Classification results of algorithms (with PCA). 
Algorithm Overall Rate 
Class 1 
Rate 
Class 2 
Rate 
Class 3 
Rate 
Class 4 
Rate 
Class 5 
Rate 
KNN 93.7 100.0 86.4 98.1 100.0 83.3 
Two-layer 81.4 100.0 69.7 75.9 100.0 61.0 
RBF 91.2 93.9 86.5 91.7 99.8 84.5 
MLP 93.6 100.0 83.3 97.8 99.8 81.2 
Bayesian 90.1 99.9 88.2 90.6 100.0 74.3 
FSVM 96.5 99.9 93.4 99.7 99.8 89.1 
Table 5. Classification results of algorithms (with KPCA). 
Algorithm Overall Rate 
Class 1 
Rate 
Class 2 
Rate 
Class 3 
Rate 
Class 4 
Rate 
Class 5 
Rate 
KNN 93.9 100.0 90.3 96.0 99.8 82.8 
Two-layer 83.2 98.9 74.2 82.8 99.3 59.6 
RBF 91.7 96.9 87.8 91.7 100.0 82.0 
MLP 93.8 100.0 87.9 99.0 99.5 81.3 
Bayesian 92.4 99.9 87.9 95.3 99.1 78.4 
FSVM 96.1 99.8 92.5 99.7 99.9 88.1 
Table 6. Classification results of algorithms (with SNE). 
Algorithm Overall Rate 
Class 1 
Rate 
Class 2 
Rate 
Class 3 
Rate 
Class 4 
Rate 
Class 5 
Rate 
KNN 87.2 97.6 79.4 85.8 93.2 79.9 
Two-layer 28.7 43.2 55.1 6.9 34.7 0 
RBF 85.2 92.4 76.7 82.5 91.7 83.7 
MLP 89.4 99.4 85.7 83.3 99.3 79.3 
Bayesian 85.9 94.1 83.8 80.0 94.5 77.0 
FSVM 92.3 100.0 86.3 91.3 99.2 84.5 
6.3 MULTIPLE PD SOURCES CLASSIFICATION 
To investigate the approaches to multiple PD sources 
classification, two artificial datasets are generated. The first 
dataset is generated by firstly superposing the data points of 
PD model 4 (internal discharge) and 5 (discharge due to 
floating particles), and then combining these data points with 
dataset X to form a six-class dataset. The second dataset is 
generated by firstly superposing the data points of PD model 2 
(discharge in oil) and 5, and then combining these data points 
with dataset X to form a six-class dataset.  Figure 6 shows the 
first three components of PCA on the above two six-class 
datasets. The classification results on these two six-class 
datasets are summarized in Tables 7 and 8. All five PD models 
(Figures 3) were configured using a same test cell. By 
adjusting the geometric configurations, the PD inception 
voltages of different PD models are in the closed range. And 
the testing voltages for PD data acquisition were set slightly 
above the inception voltages. Therefore, the superposed PD 
data of different PD models were acquired under close range 
of testing voltages. 
It can be seen from Table 7 that all six algorithms can 
successfully classify PD class 6(a), which is obtained by 
superposing the data points of PD model of internal discharge 
and those of PD model of discharge due to floating particles. 
In contrast, as shown in Table 8, the six algorithms attain 
lower classification accuracy on PD class 6(b), which is 
obtained by superposing the data points of PD model of 
discharge in oil and those of PD model of discharge due to 
floating particles. This can be explained by Figure 6. In Figure 
6a the data points of PD class 6a (in green color triangle) are 
relatively separated from the data points of other five classes. 
However, in Figure 6b the data points of PD class 6b (in green 
color triangle) are mixed up with the data points of other 
classes and this causes difficulties in classification. 
 
(a) Dataset X and the data points obtained from the superposition of PD 
models 4 and 5 (1. ‘.’- corona, 2, ‘*’- discharge in oil, 3, ‘x’- surface 
discharge, 4.    - internal discharge, 5.     - discharge due to floating particles, 
and 6.    - combination of 4 and 5) 
 
(b) Dataset X and the data points obtained from the superposition of PD 
models 2 and 5 (1. ‘.’- corona, 2, ‘*’- discharge in oil, 3, ‘x’- surface 
discharge, 4.    - internal discharge, 5.     - discharge due to floating particles, 
and 6.    - combination of 2 and 5) 
 
Figure 6. The first three principle components of two six-class datasets. 
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Table 7. Classification results of algorithms (with statistic operators) on six-
class dataset I (Figure 6a). 
Algorithm Overall Rate 
Class1 
Rate 
Class2 
Rate 
Class3 
Rate 
Class4 
Rate 
Class5 
Rate 
Class6
(a) 
Rate 
KNN 92.2 99.0 85.7 89.7 99.2 86.5 100.0 
Two-layer 90.3 93.8 86.0 87.6 95.5 87.5 100.0 
RBF 93.2 98.2 87.9 92.1 95.7 91.0 100.0 
MLP 94.7 98.5 92.4 92.2 98.7 91.3 97.5 
Bayesian 89.1 95.6 79.0 86.5 99.3 84.0 99.2 
FSVM 95.6 99.3 91.8 93.8 99.8 93.3 98.3 
Note: Class 1– corona; Class 2 – discharge in oil; Class 3 – surface discharge; Class 
4 – internal discharge; Class 5 – discharge due to floating particle; Class 6 (a) – 
superposition of Class 4 and Class 5. Classification rates are in percentage. 
Table 8. Classification results of algorithms (with statistic operators on six-
class dataset II (Figure 6b). 
Algorithm Overall Rate 
Class1 
Rate 
Class2 
Rate 
Class3 
Rate 
Class4 
Rate 
Class5 
Rate 
Class6 
(b) 
Rate 
KNN 89.9 99.7 82.9 88.2 99.3 85.7 57.5 
Two-layer 87.7 94.9 85.6 85.7 96.8 86.7 28.3 
RBF 90.8 99.0 81.9 91.0 96.8 91.0 63.3 
MLP 92.5 98.1 87.5 92.5 98.5 94.0 50.8 
Bayesian 86.7 95.3 75.1 87.1 99.2 81.5 65.8 
FSVM 94.7 99.2 90.6 94.4 99.7 94.5 64.2 
Note: Class 1 to Class 5 is the same as in Table 7; Class 6 (b) – superposition of 
Class 2 and Class 5. Classification rates are in percentage. 
 
Another approach for recognizing multiple PD sources is 
the probability estimation. For the above data points obtained 
by superposition, their probabilities with respect to each single 
PD source are computed using FSVM algorithm (with statistic 
operators). Tables 9 and 10 show the calculated probabilities 
of ten data points (used as examples) in the above two 
multiple PD source datasets. 
 
Table 9. Calculated class probability of multiple PD source (superposition of 
PD model 4 and model 5).  
samples Class 1 Probability 
Class 2 
Probability 
Class 3 
Probability 
Class 4 
Probability 
Class 5 
Probability 
1 4.5     19.1     0.9     2.7     72.8 
2 8.9     21.4     2.9     3.2     63.6 
3 8.7     24.5     4.3     2.3     60.2 
4 8.8     23.7     2.2     3.0     62.3 
5 13.1 29.8 3.9 5.1 48.1 
6 0.2 2.9 0 0.6 96.3 
7 1.8     3.3     1.1     3.8     90.0 
8 0.4     0 .4    0.8     0.4     98.0 
9 1.0     2.8     0.7   1.5     94.0 
10 14.6     31.3     4.2     5.7   44.2 
 
Table 10. Calculated class probability of multiple PD source (superposition of 
PD model 2 and model 5). 
samples Class 1 Probability 
Class 2 
Probability 
Class 3 
Probability 
Class 4 
Probability 
Class 5 
Probability 
1 11.4 28.5 6.4 1.8 51.9 
2 0.3 53.2 15.7 0.3 30.5 
3 0 92.6 7.1 0 0.3 
4 12.1 60.7 2.3 0.9 24.0 
5 20.1 26.6 3.6 0.5 49.2 
6 0.9 14.3 0.7 0.7 83.4 
7 0 86.8 6.2 0.2 6.8 
8 0 92.5 0 7.1 0.4 
9 0.6 27.8 22.7 0.5 48.4 
10 1.7 47.5 0.6 0 50.2 
It can be seen that from Table 9 that the largest probabilities 
are of PD class 5 (discharge due to floating particles). This 
coincides with the fact that the 10 data points are generated by 
superposing PD model 4 (internal discharge) and model 5. 
However, Table 9 also indicates that the second largest 
probabilities are of PD class 2 (discharge in oil) instead of PD 
class 4.  This is contradictory to the fact that these data points 
are obtained by combining PD model 4 and 5. This might be 
due to some extents of similarities between the geometric 
configuration of PD model 5 and PD model 2 (refer to Figure 
3). Such similarities may cause the ambiguity in classification.  
Table 10 shows that the first and second largest 
probabilities are of PD Class 2 or 5. It coincides with the fact 
that these data points are generated by superposing PD model 
2 and 5. This implies that the probability approach can 
recognize multiple PD source of PD model 2 and 5. However, 
due to the complexity of multiple PD source classification, 
further research is still required for investigating the 
appropriate approaches for identifying and separating multiple 
PD sources that may occur in HV equipment simultaneously. 
 
6.4 STATISTICAL COMPARISON OF RESULTS 
This section adopts the Friedman statistic test [30] to 
provide a quantitative performance comparison of different 
pattern recognition algorithms. It first ranks each algorithms in 
the above seven tables (Tables 2 to 8). Based on the overall 
classification accuracy of each table, the best-performing 
algorithm would be assigned with rank 1, the second best one 
would be assigned with rank 2, and so on. The average ranks 
of algorithms are computed as ௝ܴ ൌ
ଵ
ே
σ ݎ௜
௝
௜ , where ݎ௜
௝ is the 
rank of the j-th algorithm on the i-th table. The averaged ranks 
of the pattern recognition algorithms developed in this paper 
are: KNN 3.4, Two-layer network 5.6, RBF 3.6, MLP 2.6, 
Bayesian 4.7, and FSVM 1.  
To formally state that FSVM is the best among all six 
algorithms, it is necessary to reject the null-hypothesis, which 
states that, all the algorithms are equivalent so that any 
differences among their average ranks ௝ܴ are merely random. 
This can be done by computing the Friedman statistic [30] 
 ܨி ൌ
ሺேିଵሻ஧ಷ
మ
ேሺ௞ିଵሻି஧ಷ
మ                                (27) 
ɖிଶ ൌ
ଵଶே
௞ሺ௞ାଵሻ
ൈ ቂσ ௝ܴଶ୩௝ୀଵ െ
௞ሺ௞ାଵሻమ
ସ
ቃ(28) 
 
Based on the average ranks of six algorithms, the FF is 
calculated as 13.92, which is greater than the critical value of 
F(5,35)=2.49 at significant level ߙ ൌ ͲǤͷ. Therefore, the 
above null-hypothesis can be rejected. And this indicates that 
the performances of six algorithms are not equivalent at the 
significant level of ߙ ൌ ͲǤͷǤ  
Then, Benferroni–Dunn test is used to compare the FSVM 
algorithm to the other algorithms. In this test, a critical 
difference (CD) value is defined as ܥܦ ൌ ݍఈට
௞ሺ௞ାଵሻ
଺ே
where 
ݍఈ values is 2.055 at ߙ ൌ ͲǤͷሾʹͶሿǤ  If the rank difference 
between FSVM and another algorithm is at least this critical 
difference value, then it can be considered that FSVM is 
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significantly superior to that algorithm. The differences 
between FSVM and KNN, two-layer network, RBF, and 
Bayesian classifier are greater than CD value. Thus it is able 
to claim that FSVM is significantly better than the other four 
algorithms. The difference in average ranks between FSVM 
and MLP is 1.6, which is less than the CD value of 2.055. 
However, the classification results in Tables 2 to 8 all indicate 
that FSVM outperforms MLP. The reasons of FSVM 
outperforms the ANNs would be the capabilities of the FSVM 
solving classification problem in higher dimensional space and 
dealing with the problem of noises and outliers of datasets.  
7 DISCUSSION   
This section discusses some issues of meaningful 
application of the proposed pattern recognition algorithms to 
practical PD source classification. The adaption and extension 
of the proposed algorithms for concurrent multiple PD sources 
classification will also be briefly discussed in this section. 
7.1 PRACTICAL ISSUES OF THE APPLICATION OF 
PROPOSED ALGORITHMS 
As mentioned in Section 4, by making use of a training 
database, the pattern recognition algorithms can learn the 
mathematical relationship between PD measurement data 
points and their corresponding types of PD sources. After the 
learning (training) phase, in the testing phase the algorithms 
are used to classify any PD measurement data in the testing 
dataset (not included in the training database) into one type of 
PD sources, which are defined in the training database.  
PD phenomena are stochastic in nature. PD measurements 
are influenced by many factors such as ageing mechanisms of 
insulation system, PD signals distortion and attenuation, 
interference and noise, and multiple PD sources existence. 
Therefore it is still a non-trivial task to apply the proposed 
algorithms to practical PD sources classification of HV 
equipment. Two difficult scenarios are: (1) the PD sources of 
the testing dataset are not the exactly same as those in the 
original training database; and (2) the PD sources of the 
testing dataset are even not the part of the original training 
database [3], [10]. For these two scenarios, there is a certain 
degree of inaccuracy and uncertainty in determining the types 
of PD sources for PD data in the testing dataset.  
Many algorithms including the conventional Bayesian 
classifier could not deal with the above two scenarios. 
Bayesian classifier has the limitation of assigning the pattern 
to the known classes when it is not part of the original patterns 
in the training database. As the consequence, it may make a 
false classification. This paper proposed a fuzzy support 
vector machine (FSVM, refer to Sections 4.6 and 6.3) 
algorithm, which can provide probabilistic interpretation when 
making classification on the unknown pattern. The following 
will discuss the application of FSVM to dealing with the 
uncertainties in the above two scenarios. 
For the above first scenario, FSVM ccomputes the 
probabilities of PD measurement data (in the testing dataset) 
that they belong to each type of PD sources defined in the 
training database. Table 11 demonstrates such probability 
interpretation using FSVM algorithm proposed in this paper. 
In Table 11, the training and testing procedures are the same 
as those described in Section 6. The training database consists 
of 700 PD measurement data points of five PD sources, and 
the testing database consists of 300 data points. Due to the 
space limitation, Table 11 only presents the results of 15 data 
points of testing dataset.  
It can be seen from Table 11 that each data point has 
different degree of probability belonging to different type of 
PD sources. For example, data point 5 has about 88% 
possibility of belonging to the PD source of discharge in oil 
and has about 11% possibility of belonging to the PD source 
of surface discharge. And data point 15 has about 23% 
probability of belonging to PD source of discharge in oil and 
has about 74% probability of belonging to PD source of 
discharge due to floating particles. Such probability 
interpretation might be beneficial to the practical PD sources 
classification using the proposed pattern recognition 
algorithms.  
 
Table 11. FSVM classification results with probability for 15 PD 
measurement data points in the testing dataset (with statistic operators). 
 
Data 
Point 
 
Corona 
 
Discharge 
in oil 
 
Surface 
discharge 
 
Internal 
discharge 
Discharge 
due to 
floating 
particles 
1 97% 1% 0 0 2% 
2 91% 3% 2% 2% 2% 
3 79% 5% 3% 8% 5% 
4 0 93% 0 0 7% 
5 0 88% 11% 1% 0 
6 0 72% 27% 0 1% 
7 1% 7% 91% 1% 0 
8 0 32% 68% 0 0 
9 0 4% 90% 5% 1% 
10 2% 1% 5% 90% 2% 
11 2% 1% 3% 94% 0 
12 3% 0 4% 92% 1% 
13 0 6% 5% 0 89% 
14 3% 1% 0 0 96% 
15 1% 23% 1% 1% 74% 
 
Moreover, the probability in Table 11 can also provide a 
criterion to measure the similarity between the PD source in 
the testing dataset and that in the original training database. In 
this sense, the probabilistic interpretation may also be used for 
the second scenario, i.e. the types of PD sources of testing data 
are even not the part of the original training sources. In such 
scenario, the probability based interpretation can be used to 
measure the similarity between the PD sources of testing data 
and the already known PD sources in the original training 
database.    
To achieve the desirable generalization capability of the 
proposed pattern recognition algorithms, the training database 
needs to include as many types of PD sources as possible. 
Readers may refer to Krivda’s paper [3] for more information 
of constructing such training database. However, in practice 
the algorithms might be tasked to recognize the PD sources, 
which are not included in the training database. In this 
situation, the overall performance of the algorithms will be 
degraded. For example, two PD sources (corona and discharge 
in oil) are used to train FSVM and five PD sources (corona, 
discharge in oil, surface discharge, internal discharge, and 
discharge due to floating particles) are used in the testing 
phase. The classification results show that FSVM can attain 
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95% classification rate for the testing data points belonging to 
corona and discharge in oil; however, the data points 
belonging to other three PD sources are wrongly classified 
into PD sources of either corona or discharge in oil.  
A two-stage procedure might be useful to handle the above 
situation, i.e. the algorithms trained to recognise A and B are 
used to recognize the neither pattern of A nor B (since the 
presented pattern was C or D or F). At the first stage, A and B 
is treated as a single type PD source and a one-class FSVM 
algorithm is adopted. This algorithm can detect whether the 
presented pattern is either A or B, or neither A nor B. If the 
presented pattern is either A or B, then at the second stage the 
normal FSVM algorithm is used to decide the types of PD 
sources. If the presented pattern is neither A nor B, then it can 
tell that “I don’t know the presented pattern (it is not in the 
training database)” [3]. And at the second stage the normal 
FSVM is still used to indicate the similarity (in probability 
sense) between the presented pattern and pattern A and B to 
assist further investigation, i.e. it tells that “the presented 
pattern is not in the training database, but it has 10% similarity 
with pattern A and has 15% similarity with pattern B”. 
It is also worthy to mention that some other factors are also 
needed to be considered when applying the proposed 
algorithms to PD sources classification. For example, the 
resolution of PD measurement system has an influence on the 
overall performance of the algorithms. For example, if the 
algorithms are trained with PD signals with full resolution and 
tested on the squashed (distorted) PD signals, then the overall 
performance of the algorithms will be significantly decreased.  
7.2 THE EXTENSION OF THE PROPOSED 
ALGORITHMS FOR MULTIPLE PD SOURCES 
SEPERATION AND CLASSIFICATION  
The approaches reported in the literature for multiple PD sources 
separation and classification include mixed Weibull model [7], 
equivalent time and bandwidth computation of the acquired PD 
signal [9], auto-correlation function [18], and density based spatial 
clustering [23] … etc.  These approaches are based on the 
assumptions that the PD signals generated by the same PD source 
have similar shapes. Current research is focusing on enhancing the 
PD pattern separation effectiveness and subsequently improving 
multiple PD sources classification accuracy. 
The authors of this paper are currently investigating the 
extension of the proposed pattern recognition algorithms for 
multiple PD sources separation and classification. A hybrid 
algorithm is under development, which consists of a blind 
source separation module for PD sources separation at the raw 
signal processing level and a fuzzy c-means clustering-fuzzy 
support vector machine algorithm for clustering and PD sources 
classification at the data and information processing level. 
8   CONCLUSIONS  
This paper provided a systematic study of applying pattern 
recognition techniques to PD source classification. The 
challenging issues of PD source classifications are 
investigated in this paper. To provide a comprehensive 
performance evaluation of various algorithms, extensive 
laboratory experiments on different PD source models are 
conducted. Future research will focus on the investigation of 
multiple PD source classification by conducting both 
laboratory experiments and onsite field measurements.                  
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Abstract—Measurement of partial discharge (PD) paves a way 
for transformer insulation diagnosis. However, noise always 
interferes with PD signals and can jeopardize the diagnostic 
reliability. Therefore, it is necessary to adopt signal processing 
techniques to remove noise from collected signals. Among 
various types of noise, stochastic noise is considerably difficult to 
remove due to its similarity with PD signals. This paper 
proposes an effective method, which adopts fractal dimension 
and entropy analyses to remove stochastic noise. To verify the 
proposed method, PD measurements have been performed on a 
number of experimental models and a substation transformer. 
Results prove that PD signals can be extracted while the noise 
can be eliminated from collected noise-corrupted signals by 
using the proposed method. A comparison with a wavelet 
transform-based noise removal method has also been made in 
the paper.  
Index Terms—De-noising, entropy, fractal dimension, partial 
discharge (PD), transformer. 
I. INTRODUCTION
Transformer is one of the most crucial assets in electricity 
networks and the transformer’s health conditions highly 
depend on its insulation system. Partial discharge (PD) 
measurement is an effective method for evaluating the 
insulation system [1], [2]. However, PD signals collected from 
PD measurements in substation environment are always 
overwhelmed by a variety of interference and noise. This can 
pose significant difficulties in recognizing PD patterns 
generated from corresponding insulation defects in a 
transformer and making explicit diagnosis on its insulation 
system. 
There are different types of noise that can exist during PD 
measurements, such as white noise, periodic impulsive and 
sinusoidal noise, and stochastic noise [3]-[6]. Among the 
above types of noise, stochastic noise is considerably difficult 
to remove and limited research works have been reported in 
the literature. In [7], neural network is used to remove 
stochastic noise. However, this method requires a training 
process to create a database for classifying PD pulses 
generated by different PD sources. For those situations that 
collected PD signals do not belong to the database can induce 
misclassifications. The major difficulty on removing 
stochastic noise is due to its similarity in frequency 
characteristics with PD signals [6]. Therefore, conventional 
methods such as notch filtering and gating method are not able 
to provide an effective filtering for stochastic noise.  
Recently, wavelet transform attains a high attention on 
removing noise from collected signals for PD measurements 
[3]-[6]. The principle of wavelet transform is based on signal 
decomposition through selected wavelet functions. PD signals 
can be separated from noise in the decomposed signals with 
different frequency scales. By applying thresholds to the 
decomposed signals and performing signal reconstruction, PD 
signals can be retrieved while noise can be removed. However, 
frequency scales of stochastic noise can be the same as those 
of PD signals. This implies that PD signals may not be 
distinguished from stochastic noise using wavelet transform. 
Since no research works address this issue, this paper (Section 
V) examines the capability on using wavelet transform for 
removing stochastic noise. 
This paper proposes a hybrid of fractal dimension and 
entropy analyses for effectively distinguishing and extracting 
PD signals from collected signals corrupted by stochastic 
noise. Fractal dimension is a method to describe complex 
shapes, such as coastlines and mountains, by using fractal sets 
[9], while entropy is a measure of uncertainty in a signal. In 
the proposed method, fractal dimension is used to separate PD 
signals from the noise, which locates in distinctive power 
cycles from the PD signals. Meanwhile, entropy is calculated 
to distinguish and extract PD signals from the noise, which 
distributes over the power cycles with PD signals. 
The paper is organized as follows. Section II presents 
experimental set-up of PD measurements. Section III provides 
a brief introduction on fractal dimension and entropy. Section 
IV describes the proposed method on stochastic noise removal 
and PD signal extraction from raw signals (i.e. noise-corrupted 
signals) collected from PD measurements. Section V presents 
This work was supported by the Australia Research Council (ARC) on 
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results by applying the proposed method to measured signals 
obtained from both experimental models and a substation 
transformer. A comparison with a wavelet transform-based 
noise removal method is also provided. Section VI concludes 
the paper.  
II. EXPERIMENTAL SET-UP
The PD measurement set-up used in this paper is based on 
IEC 60270 standard (Fig. 1) [10]. In the set-up, V is a voltage 
source, Ca is a test object (i.e. a PD experimental model or a 
transformer), Ck is a coupling capacitor, Z is measuring 
impedance, and M is a data acquisition and processing system. 
PD experimental models simulate PD sources using different 
configurations (Fig. 2). The model shown in Fig. 2a simulates 
discharge with flat cavity by putting four pressboards 
(diameter = 40 mm) together in transformer oil with a cavity 
(diameter = 15 mm) at the center. The model shown in Fig. 2b 
simulates corona with 50 mm distance between a needle and 
grounding. The model shown in Fig. 2c placed in air simulates 
surface discharge by using one pressboard putting between the 
needle and grounding. These experimental models were used 
to generate both single and multiple PD sources. 
Figure 1.   PD measurement set-up.
(a) Discharge with flat 
cavity 
(b) Corona (c) Surface 
discharge 
Figure 2.   PD experimental models. 
III. INTRODUCTION ON FRACTAL DIMENSION AND ENTROPY
A. Fractal Dimension 
The concept of fractal dimension refers to changes of a 
pattern’s details with respect to the scales used for measuring 
this pattern. A number of methods including box-counting, 
variance, and spectral methods are used for calculating fractal 
dimension [11]. This paper adopts box-counting for its 
simplicity and efficiency [12]. Fractal dimension (FD) of a 
signal in Euclidean space is defined as [13]: 
 
)1log(
)(log
lim
0 ε
ε
=
→ε
NFD  (1) 
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A PD source caused by a particular insulation defect can 
exhibit a unique PD pattern. Due to its ability of representing 
various patterns and describing complex shapes, fractal 
dimension has been used for feature extraction and recognition 
of PD sources [13], [14]. This paper makes use of fractal 
dimension to remove and quantify severity of noise.  
B. Entropy 
When PD signals and noise merge together, fractal 
dimension alone may not be able to recover PD signals and 
thus entropy is used. Entropy is a measure of disorder in a 
random variable. A larger value of entropy relates to more 
chaotic data [15]. For a signal [ ]nxxxX ,...,, 21= , its entropy, 
( )XH , is defined as:   
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=
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where )( ixp  is the probability mass function of ix . 
This paper adopts entropy to find how abundant 
information is in each box of fractal dimension. This can help 
to differentiate PD signals from noise. Next section will 
provide more details on the application of fractal dimension 
and entropy for stochastic noise removal on PD measurements. 
IV. PROPOSED METHOD ON STOCHASTIC NOISE REMOVAL
Fig. 3 depicts the flowchart of the proposed stochastic 
noise removal method for PD measurements. Firstly, a 
collected one-dimensional (1D) noise-corrupted signal 
consisting of both PD signal and stochastic noise is 
transformed into a two-dimensional (2D) signal. In this 
transformation, the original signal in a power cycle is 
converted to 512 x 512 pixels for accurately representing the 
signal while still maintaining reasonable processing time in 
subsequent fractal dimension and entropy calculations. Then, 
fractal dimension is calculated on the transformed 2D signal in 
each power cycle with different side lengths of boxs, 2x, where 
[ ]nx ,...,2,1= . If severe noise presents in a particular power 
cycle, the value of fractal dimension in this power cycle is 
different from that of others. Thus, it is able to indicate the 
present of noise. Subsequently, the noise can be removed by 
discarding the signal in the power cycle with noise and 
selecting the signals in other cycles. 
Figure 3.   Proposed stochastic noise removal method. 
Since noise may locate in every or most of power cycles 
with similar fractal dimension values, using fractal dimension 
alone may not be able to completely distinguish and separate 
PD signals from noise. Moreover, even at the situations that 
fractal dimension can distinguish noise appearing at most of 
power cycles; it is still not wise to discard all signals located 
in those power cycles. Therefore, entropy is calculated in each 
box within each power cycle.  
For a signal generated by stochastic noise, if it locates in a 
particular box in a power cycle, it is unlikely present at the 
same box in other power cycles when compared with PD 
signals. Based on this assumption, entropy value of the noise 
in each box is not as high as that of PD signals. After adding 
entropy values of the same box for every power cycle together 
and using color to represent the sum (the highest to lowest 
values are represented by a colormap ranging from red, orange, 
yellow, cyan, to blue), PD signals (i.e. noise-removed signals) 
can be identified and subsequently extracted from noise-
corrupted signals. 
V. RESULTS AND DISCUSSIONS
To evaluate the proposed method on stochastic noise 
removal, PD signals were collected from PD measurements on 
the experimental models (Fig. 2). PD signals were also 
collected from a PD measurement on a 5 MVA power 
transformer for further evaluation of the proposed method. A 
comparison with a wavelet transform-based noise removal 
method has also been made in this section to justify the 
effectiveness of the proposed method. 
A. Noise Removal Evaluation on PD Experimental Models 
Fig. 4 presents noise removal results on a PD measurement 
performed for the PD experimental model of discharge with 
flat cavity (i.e. Fig. 2a). From Fig. 4a (original PD 
measurement signal), it can be observed that the PD signal 
locates periodically in most of power cycles. Severe stochastic 
noise occurs at the 1st and 2nd power cycles where relatively 
insignificant noise can be found at the 3rd power cycle. The 
stochastic noise was generated by occasional discharges from 
the transformer supplying voltage to the PD measurement 
system and the coupling capacitor in the measurement circuit 
(Fig. 1). This is because both the transformer and coupling 
capacitor have been used for more than 20 years and cannot be 
regarded as discharge free.   
Fig. 4b presents normalized results of fractal dimension in 
each power cycle with different side lengths of boxes. The 
numbers in Fig. 4b represent the power cycles’ numbers. From 
the figure, it can be seen that fractal dimensions from the 1st to 
the 3rd cycles are separated from those of other cycles in most 
of side lengths. The fractal dimension of the 3rd cycle 
containing minor noise is close to those from the 4th to the 10th
cycles. By contrast, fractal dimensions of the 1st and 2nd cycles 
containing severe noise are relatively far from those from the 
4th to the 10th cycles. These results can be used for 
distinguishing and separating PD signals from noise.  
By rejecting signals in the first three power cycles and 
combining the signals in the remaining cycles into one cycle, 
phase-resolved partial discharge (PRPD) pattern can be 
obtained (Fig. 4d). PRPD patterns reveal signals distribution 
with respect to phase angles of applied test voltages [8]. Fig. 
4c is the original PRPD without applying the proposed noise 
removal method. It can be seen that PD pattern in the original 
PRPD is contaminated by stochastic noise. This demonstrates 
that the original PRPD cannot fully represent the PD pattern 
caused by the corresponding insulation defect (i.e. discharge 
with flat cavity) and thus may not be suitable for transformer 
insulation diagnosis. 
(a) Original signal (b) Fractal dimension
(c) Original phase-resolved partial 
discharge (PRPD)
(d) Noise-removed phase-resolved 
partial discharge (PRPD)
Figure 4.   Noise removal results of discharge with flat cavity. 
(Note: The numbers in Fig. 4b represent power cycles' numbers) 
The results in Fig. 4 prove that fractal dimension used by 
the proposed method is capable of identifying and removing 
stochastic noise. It can also indicate severity of noise by 
comparing its value of signal in each power cycle. For those 
signals that noise is located in every power cycle and the 
signals themselves have similar values of fractal dimensions, 
entropy is employed to further eliminate the noise. The results 
of applying entropy for removing noise are presented in Fig. 5. 
(a) Original signal (b) Original signal (magnified)
(c) Original phase-resolved partial 
discharge (PRPD)
(d) Noise-removed phase-resolved 
partial discharge (PRPD, magnified)
Figure 5.   Noise removal results of corona. 
(Note: In Fig. 5d the pulses in blue color are stochastic noise) 
PD signal 
In Fig. 5, the PD signal is caused by corona (Fig. 2b). 
During the measurement, the applied voltage was below 5 kV 
and distance between the needle and grounding was kept at 
50 mm. The purpose of such arrangement is to generate 
corona with small amplitudes (when compared with the noise) 
for evaluating performance of the proposed noise removal 
method on revealing small-amplitude PD signals. From the 
original signal and its magnification (Fig. 5a and Fig. 5b), 
noise can be observed in most of power cycles. In contrast, 
the discharge signals (indicated by red arrows, Fig. 5b) are 
hardly identified due to their relatively small amplitudes. 
Though some noise can be identified in some power cycles 
and removed with fractal dimension calculation, other noise 
still presents in the remaining power cycles (since the signals 
in these power cycles have similar fractal dimension values). 
Through calculating entropy in each box of fractal dimension 
in each cycle and then combining all entropy values into a 
single cycle, noise-removed PRPD is obtained (Fig. 5d). PD 
signal is clearly identified (the pulses represented by blue 
color are stochastic noise). However, in the original PRPD 
without applying the proposed noise removal method, PD 
signal is submerged in noise (Fig. 5c).  
Fig. 6 presents noise removal results on a PD measurement 
performed for the PD experimental model due to surface 
discharge (Fig. 2c). It again demonstrates the applicability of 
the proposed method on removing the stochastic noise and 
extracting PD signals. 
(a) Original signal (b) Original signal (magnified)
(c) Original phase-resolved partial 
discharge (PRPD)
(d) Noise-removed phase-resolved 
partial discharge (PRPD)
Figure 6.   Noise removal results of surface discharge.
In field PD measurements of transformers, multiple PD 
sources may always co-exist. Therefore, it is necessary to 
evaluate the performance of the proposed method on PD 
measurements of multiple PD sources. Fig. 7 presents noise 
removal results on multiple PD sources, which combine 
discharge with flat cavity and corona. Fig. 8 presents the 
results of another multiple PD sources, which combine 
discharge with flat cavity and surface discharge. It can be seen 
from both figures that the propose method can effectively 
remove stocahstic noise while PD signals generated by 
multiple PD sources can be retrieved.  
(a) Original signal (b) Original signal (magnified)
(c) Original phase-resolved partial 
discharge (PRPD)
(d) Noise-removed phase-resolved 
partial discharge (PRPD)
Figure 7.   Noise removal results of discharge with flat cavity and corona. 
(a) Original signal (b) Original signal (magnified)
(c) Original phase-resolved partial 
discharge (PRPD)
(d) Noise-removed phase-resolved 
partial discharge (PRPD)
Figure 8.   Noise removal results of discharge with flat cavity and surface 
discharge. 
B. Noise Removal Evaluation on a Substation Transformer 
The proposed method is also applied to extract PD signals 
collected from a PD measurement on a 5 MVA power 
transformer with 22 kV test voltage as shown in Fig. 9. 
 It can be seen that the original PD signal is immersed in 
noise and hardly to be identified (Fig. 9a to Fig. 9c). On the 
contrary, PD signal can be revealed by using the proposed 
method (Fig. 9d). The PD signal located near the negative 
cycle may be related to corona, while the PD signal located in 
both negative and positive cycles may be generated by internal 
discharge.
(a) Original signal (b) Original signal (magnified)
(c) Original phase-resolved partial 
discharge (PRPD)
(d) Noise-removed phase-resolved 
partial discharge (PRPD)
Figure 9.   Noise removal results of PD signals collected from a transformer. 
C. Comparison with a Wavelet Transform-Based Method 
This paper also compares performance of the proposed 
method with that of a discrete wavelet transform (DWT)-
based noise removal method. In DWT, the decomposed 
wavelet coefficients combine an approximation coefficient 
and detail coefficients. The approximation coefficient 
contains the lowest frequency signal component in an original 
signal while the detail coefficients contain the other 
frequency components in different frequency scales. The 
decomposition results of DWT using different wavelet 
functions for a PD signal collected from the experimental 
model on discharge with flat cavity (Fig. 2a) is shown in Fig. 
10.  
(a) Decomposition using db5 (b) Decomposition using bior1.5
Figure 10.   Discrete wavelet decomposition using different wavelet 
functions for a PD signal generated from discharge with flat cavity. 
The original signal in Fig. 10 is the same as the signal 
presented in Fig. 4a. The decompositions are based on 
wavelet functions, db5 and bior1.5, which are commonly 
used in removing noise in PD measurements [1], [3], [6]. 
From the figure, it can be seen that PD signal cannot be 
separated from noise in the decomposed coefficients for both 
of the wavelet functions. Since the PD signal and the 
stochastic noise share the same frequency scale, they are 
located in the same coefficient after wavelet decomposition. 
Another reason for the noise cannot be separated from the PD 
signal is due to their similar pulses’ shapes in which the 
wavelet functions cannot be able to distinguish them during 
decomposition process [3], [16]. The results indicate that 
wavelet transform-based noise removal method is not suitable 
for removing stochastic noise. On the contrary, the method 
proposed in this paper can effectively remove severe 
stochastic noise and extract PD signals. 
VI. CONCLUSIONS
This paper proposes a hybrid of fractal dimension and 
entropy to effectively remove stochastic noise and extract PD 
signals. This will be beneficial to transformer insulation 
diagnoses. Future works will be implemented for further 
verification of the proposed method by conducting more PD 
measurements on in-service transformers. 
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  Abstract- Partial discharge (PD) monitoring can reveal various 
types of insulation defects and provide an effective means for 
condition assessment of high voltage (HV) equipment.  One of the 
challenging tasks of PD monitoring is to effectively extract PD 
signals from acquired signals, which are susceptible to extensive 
noise. The extracted PD signals can then be further processed for 
identifying the insulation defects that generate the discharges, i.e. 
PD pattern classification. This paper proposes an eigenvector 
algorithm (EVA)-based blind equalization (BE) for PD signal de-
noising. An original noise-corrupted PD signal is processed by 
EVA to generate a series of equalized signals. By using kurtosis 
as a selection criterion, an optimal equalized signal that recovers 
PD impulses can be obtained. Pulse sequence of the optimal 
equalized signal can be used for PD pattern classification. To 
verify the effectiveness of the proposed de-noising method, 
extensive laboratory experiments were conducted. The results 
show that the proposed method is capable of extracting PD 
signals from original signals, which are overwhelmed by severe 
background noise. Moreover, the extracted signals preserve pulse 
sequence patterns, which are distinctive for different insulation 
defects and consistent without affected by the types of PD sensors 
and data acquisition systems. 
 
I.    INTRODUCTION 
 
   High voltage (HV) equipment is an essential component for 
power generation and transmission/distribution networks. To 
prevent unexpected breakdowns of HV equipment due to 
insulation failures, partial discharge (PD) measurement 
provides a convenient means for on-line insulation assessment. 
However, the acquired PD signals can be easily overwhelmed 
by severe background noise during measurements [1, 2].  
  To de-noise the acquired noise-corrupted PD signals before 
making more reliable insulation assessments, a number of de-
noising techniques have been developed in the past [1-4]. 
Among these techniques, wavelet transform (WT) has attained 
a higher attention on PD de-noising [1, 2]. Through the signal 
decomposition by using wavelet functions, a signal can be 
decomposed into a range of coefficients with different 
frequency scales. De-noising can be achieved by applying 
thresholds to the coefficients and selecting coefficients 
corresponding to PD signals. However, challenges still pose 
on selecting wavelet functions. Improper wavelet functions 
can totally alter the de-noising performance [5]. Notch filter is 
also used for de-noising on PD signals contaminated by cyclic 
noise [4]. However, forgetting factor and bandwidth are 
required to be set before de-noising [4, 6]. Thus, notch filter is 
not an adaptive approach for on-line PD measurement, in 
which the frequency ranges of cyclic noise are varying.  
  A new approach, Eigen-decomposition, was recently 
proposed to extract PD signals from cyclic and random noise 
[3]. It decomposes a signal and then distinguishes PD signals 
from cyclic and random noise based on the eigenvalues 
corresponding to the decomposed signals. Although the results 
show that cyclic and random noise can be removed, the 
requirement of manual selection makes this approach non-
adaptive.  
  After PD signal de-noising, phase-resolved PD (PRPD) can 
be used for PD pattern classification [7]. PRPD depicts 
amplitudes and numbers of PD impulses with reference to a 
power cycle. It is assumed that a unique PRPD pattern is 
associated with a particular insulation defect. However, this 
assumption may not be always held since a PD pattern can be 
affected by resolution and bandwidth of data acquisition 
systems as well as different types of PD sensors [8]. 
  This paper proposes an adaptive PD signal de-noising 
method to remove cyclic noise by using eigenvector algorithm 
(EVA)-based blind equalization (BE). This method adopts PD 
pulse sequence obtained from the de-noised signals for PD 
pattern classification. The EVA-based BE generates a series of 
equalized signals aiming at recovering a PD signal from a 
noise-corrupted signal. By using kurtosis as a selection 
criterion, an optimal equalized signal (i.e. de-noised signal) 
can be obtained to construct pulse sequence for PD pattern 
classification. The proposed method is verified by using PD 
signals acquired by inductive and capacitive PD sensors with 
different data acquisition systems for various experimental PD 
models. 
  The organization of this paper is as follows. Section II provides 
the theoretical background of EVA-based BE. Section III presents 
the experimental setup. Section IV introduces the proposed 
method. Section V discusses the results obtained by using the 
proposed method. Section VI concludes the paper. 
 
II.   BRIEF REVIEW OF EIGENVECTOR ALGORITHM (EVA) 
FOR BLIND EQUALIZATION (BE) 
 
Blind equalization (BE) is developed for retrieving a source 
signal ݏ(݇)  from a received signal ݆(݇)  by adjusting the 
coefficients of equalizer ݁(݇) as shown in Fig. 1a [9], which 
uses a single-input single-output (SISO) BE system as an
2013 Annual Report Conference on Electrical Insulation and Dielectric Phenomena
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Fig. 1. SISO and EVA BE systems [9] 
 
example. The retrieved signal is called equalized signal ݔ(݇). 
By considering only some statistical parameters of the source 
signal, the equalizer’s coefficients can be adjusted based on 
the received signal [10]. For accurately recovering the source 
signal, a combined response of the system ݑ(݇) embraces only 
one component with unit magnitude as [11]: 
ݑ(݇) ൌ ܾ(݇) כ ݁(݇) ൌ ߜ(݇ െ ݇଴) (1) 
where כ is convolution operator, δ(k) is Dirac delta function, 
and k0 is time delay constant.  
In [11], BE is defined by maximizing the absolute 4th-order 
cumulant of the equalized signal as: 
max|ܿସ௫(0,0,0)|      ݏ. ݐ.  ݎ௫௫(0) ൌ ݎ௦௦(0) (2) 
where ܿସ௫(0,0,0) ൌ ܧሾݔସ(݇)ሿ െ 3ሼܧሾݔଶ(݇)ሿሽଶ and ݎ  denotes 
auto-correlation. Since this approach requires a large amount 
of received signals for equalization process, the operating time 
become longer if least mean squares (LMS) method is used 
(LMS is used to determine optimum solutions of equalization) 
[10]. Another drawback of this approach is the lack of 
convergence rate, which is the proportion of equalization’s 
improvement and data size’s increment. 
To improve the performance of the approach proposed in 
[11], EVA was designed by adding a reference equalizer 
paralleling to the linear equalizer as shown in Fig. 1b [9]. With 
the equalized signals generated by the reference equalizer, this 
configuration seeks an optimal equalized signal by an iteration 
process. Also, instead of using the maximum absolute 4th-
order cumulant in [11], EVA calculates the maximum 4th-
order cross-cumulant as: 
maxหܿସ௫௬(0,0,0)ห      ݏ. ݐ.  ݎ௫௫(0) ൌ ߪ௦ଶ (3) 
Since ݔ(݇) ൌ ݆(݇) כ ݁(݇), (3) becomes: 
maxหeכܥସ௬௝݁ห      ݏ. ݐ.  eכ ௝ܴ௝݁ ൌ ߪ௦ଶ (4) 
where * is conjugate transpose function, C is Hermitian cross-
cumulant matrix, and R is auto-correlation matrix. Solving the 
optimization problem in (4) leads to the expression of a 
generalized eigenvector problem as: 
ܥସ௬௝݁ா௏஺ ൌ λ ௝ܴ௝݁ா௏஺ (5) 
where λ  is the maximum eigenvalue for selecting the 
eigenvector ݁ா௏஺. 
EVA is implemented as a procedure for updating reference 
equalizer. Assuming an initial iteration index ݅ ൌ 0 and n is 
equalizer length, EVA is executed by the following iteration 
process: 
1. Set the reference equalizer ݂(଴)(݇) ൌ ߜ(݇ െ ہ݊/2ۂ), where 
ہ ۂ is floor function, and calculate auto-correlation matrix 
௝ܴ௝. 
2. Determine the equalized signal ݕ(݇) ൌ ݆(݇) כ ݂(௜)(݇) and 
find the cross-cumulant matrix ܥସ௬௝. 
3. Substitute the results of ௝ܴ௝  and ܥସ௬௝  in (5) and find 
݁(௜)ா௏஺(݇), which corresponds to the maximum eigenvalue 
λ. 
4. Let ݂(௜)(݇) ൌ ݁(௜)ா௏஺(݇) and ݅ ൌ ݅ ൅ 1. Go to Step 2 until 
i reaches the maximum iteration number. 
 
III.   EXPERIMENTAL SETUP AND PD MODELS 
 
  Two different types of PD measurement setups were 
employed in this paper to acquire PD signals (Fig. 2). 
Inductive PD measurement consists of two current 
transformers (CTs) to pick up induced PD signals. CT1 and 
CT2 have bandwidth of 500 kHz - 50 MHz and 350 kHz - 35 
MHz, respectively. The PD signals acquired from both CTs 
were recorded by digital oscilloscope with maximum sampling 
rate of 1 GHz. The capacitive measurement includes a 
coupling capacitor and measuring impedance. The PD signals 
were recorded through a commercial system complying with 
IEC60270 [12]. 
 
Fig. 2. Experimental setup 
  To simulate various insulation defects, four experimental PD 
models were constructed. These models are corona, discharge 
in transformer oil, surface discharge, and internal discharge 
[9].  
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IV.   THE PROPOSED PD SIGNAL DE-NOISING METHOD 
 
  The PD signal de-noising method proposed in this paper is to 
extract PD signals from the acquired signals, which are 
contaminated by cyclic noise. The extracted signals are then 
used for pulse sequence analysis. The flow chart of the 
proposed method is shown in Fig. 3. 
  Firstly, the acquired noise-corrupted PD signal is processed 
by EVA. There is a wide range of cyclic noise generated from 
communication systems, AC power sources, and radio 
transmissions with the frequency range up to 2 GHz [2]. In 
this paper, the cyclic noise is simulated by adding 10 random 
cyclic signals with different amplitudes and frequencies up to 
2 GHz. EVA generates a number of equalized signals in the 
iteration process. Here, ten iterations are used to produce ten 
equalized signals to reveal the embedded PD signals. Then, 
kurtosis is calculated on each equalized signal. Since some 
equalized signals may not be able to recover PD impulses, an 
optimal equalized signal with the maximum kurtosis is used 
for recovering PD impulses while keeping noise minimized. 
Thus, the above optimal equalized signal is treated as a de-
noised signal. Finally, pulse sequence diagram is obtained 
from the optimal equalized signal and subsequently adopted 
for PD pattern classification. 
Noise-corrupted PD signal
Set iteration number of EVA = i
Execute EVA for i iterations to 
generate i equalized signals
Find an optimal equalized signal
with the max. kurtosis
Identify PD pulse sequence on the 
optimal equalized signal
Calculate kurtosis for each equalized 
signal
 
Fig. 3. Flowchart of the proposed method 
 
V.   VALIDATION OF THE PROPOSED METHOD 
 
  As mentioned in Section IV, an optimal equalized signal 
from EVA to reveal PD signals is selected by using kurtosis. 
Fig. 4 shows four equalized signals generated by EVA on a 
simulative noise-corrupted signal. It can be seen that equalized 
signals 1 and 2 are still overwhelmed by noise. Although 
equalized signal 3 is able to recover PD signals, some noise is 
still present in the signal. On the other hand, equalized signal 4 
retrieves all the PD signals with correct pulse sequence and 
removes the severe cyclic noise. If considering kurtosis value 
in each equalized signal, equalized signals 1 to 4 have the 
values of 5.8, 5.4, 823, and 5671, respectively. The largest 
kurtosis is associated with equalized signal 4, which thus can 
be selected as an optimal equalized signal.  
 
(a) Original signal 
 
(b) Noise-corrupted signal 
 
(c) Equalized signal 1 
 
(d) Equalized signal 2 
 
(e) Equalized signal 3 
 
(f) Equalized signal 4 
Fig. 4. Results of equalized signals for a simulative PD signal 
 
Fig. 5. Results of discharge in transformer oil on (a1-e1) CT1 
and (a2-e2) capacitive measurement 
 
  To verify the proposed method, PD signals acquired from 
experimental PD models were used for analysis. Fig. 5 shows 
de-nosing results of the proposed method for discharge in 
transformer oil acquired from CT1 and capacitive 
measurement systems. The original signals acquired after 
noise gating and corresponding noise-corrupted signals are 
 
(a1) Original signal 
 
(a2) Original signal 
 
(b1) Noise-corrupted signal 
 
(b2) Noise-corrupted signal 
 
(c1) De-noised signal 
 
(c2) De-noised signal 
 
(d1) PRPD 
 
(d2) PRPD 
 
(e1) Pulse sequence 
 
(e2) Pulse sequence 
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shown in Fig. 5a and b respectively. After applying the 
proposed EVA method, an optimal equalized signal (or de-
noised signal) can be selected in each noise-corrupted signal 
as shown in Fig. 5c. These optimal equalized signals can 
retain all the PD impulses with correct pulse sequence, while 
keeping the noise minimized. In Fig. 5d, PRPD diagrams 
constructed from original signals are plotted.  
  The pulse sequence diagrams are constructed from the 
corresponding optimal equalized signals (Fig. 5e). To 
construct the pulse sequence diagrams, each power cycle are 
divided into 360 phase angles. If PD impulses exist in a phase 
angle, one small circle is assigned to indicate the existence of 
PD impulses. The pulse sequence diagrams are then formed by 
gathering the small circles in all power cycles together into 
one cycle. From Fig. 5, it can be noticed that the PRPD 
patterns are different by using two different types of PD 
sensors and data acquisition systems. The inconsistency of 
PRPD patterns can incur misinterpretation in PD pattern 
classification. In contrast, pulse sequence provides consistent 
patterns between the two signals. 
  Fig. 6 shows the results of PRPD and pulse sequence for 
internal discharge acquired by CT1 and CT2. Similar to the 
results in Fig. 5, PRPD patterns are different when different 
CTs are used. However, the pulse sequence patterns are quite 
similar. Consistent pulse sequence patterns can also be 
observed from surface discharge and corona (Fig. 7) with the 
PD signals acquired from CT1 and CT2. 
 
 
(a1) PRPD (CT1) 
 
(b1) Pulse sequence (CT1) 
 
(a2) PRPD (CT2) 
 
(b2) Pulse sequence (CT2) 
Fig. 6. PRPD and pulse sequence of internal discharge on CT1 
and CT2 
 
 
(a1) Surface discharge (CT1) 
 
(b1) Corona (CT1) 
 
(a2) Surface discharge (CT2) 
 
(b2) Corona (CT2) 
Fig. 7. Pulse sequence of surface discharge and corona on CT1 
and CT2 
 
 
VI.   CONCLUSIONS 
 
  This paper proposes a PD signal de-noising method by using 
eigenvector algorithm-based blind equalization. After de-
noising, pulse sequence diagrams are obtained from the de-
noised signals. To verify the proposed method, PD signals 
were acquired from a number of experimental PD models by 
using both inductive and capacitive PD sensors and different 
data acquisition systems. Results demonstrate that the 
proposed method is able to eliminate severe cyclic noise with 
a wide range of frequency band. Also, the constructed pulse 
sequence diagrams using the de-noised signals can attain 
higher consistency for PD pattern classification even different 
PD sensors and data acquisition systems are used.  
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ABSTRACT  
Condition monitoring of insulation systems is important for preventing unexpected failures of high 
voltage (HV) equipment. Among various insulation monitoring and diagnostic methods, partial 
discharge (PD) measurement provides an effective and convenient means for on-line insulation 
condition assessment of HV equipment and has attracted more attentions from the research 
institutes and utility companies. However, PD signals obtained from onsite PD measurements are 
always mixed with noise, especially in the substation environment with extensive unpredictable 
interference. To effectively and accurately make condition assessment of the insulation systems, it 
is necessary to apply signal processing methods to extract PD signals from the original noise-
corrupted signals acquired from HV equipment. This paper investigates three signal decomposition 
methods including wavelet transform (WT), empirical mode decomposition (EMD), and ensemble 
empirical mode decomposition (EEMD) for PD signal extraction. WT is one of the most popular 
methods for PD signal extraction. By selecting proper wavelet functions in WT for signal 
decomposition, PD-related signal components can be revealed in different decomposition levels. 
Although the PD signal extraction results using WT are satisfied in some applications, improper 
selection of wavelet functions can jeopardise the overall decomposition performance and the 
extracted PD signals can be distorted. To overcome the above limitations of WT, EMD has been 
proposed to decompose noise-corrupted signals and extract PD signals without pre-defining the 
wavelet functions. EMD decomposes an original signal into different frequency bands automatically. 
Then, PD-related signal components are extracted from each band. This paper addresses the 
limitations of WT and EMD in PD signal extraction, and proposes EEMD approach for improving 
the extraction performance. Laboratory measurements on laboratory transformers and onsite PD 
measurements on a power transformer were conducted. The measurement signals are used to 
verify the performances of WT, EMD, and EEMD on PD signal extraction. 
 
 
 
KEYWORDS 
Empirical mode decomposition (EMD), ensemble empirical mode decomposition (EEMD), high 
voltage (HV) equipment, partial discharge (PD), transformer, and wavelet transform (WT). 
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INTRODUCTION 
An effective data acquisition of partial discharge (PD) signals from an operating high voltage (HV) 
equipment provides valuable information for assessing its insulation condition. However, noise is 
always present in the acquired PD signals and affects the assessment accuracy. There are a 
number of methods for removing the noise. One of the most popular methods is to apply high-pass, 
band-pass, or low-pass filters during the PD signal acquisition. However, the frequency bands of 
the noise need to be known prior to select suitable filters, which is almost impossible in practice. 
Moreover, PD signals are wide band signals and improper selected filters can remove some PD-
related signal components. As a result, the extracted PD signals after applying these filters can be 
distorted. 
Another method for noise filtering is to decompose original acquired signals (e.g. noise-corrupted 
signals) and then extract PD signals from the decomposed signals. The major advantage of such 
signal decomposition method is to provide an adaptive means for PD signal extraction without 
being restricted by the selected frequency ranges of the applied filters. This paper compares three 
types of signal decomposition methods, namely wavelet transform (WT), empirical mode 
decomposition (EMD), and ensemble empirical mode decomposition (EEMD), and investigates 
their abilities on PD signal extraction. The limitations of WT and EMD for PD signal extraction are 
addressed and a method is proposed by adopting EEMD approach. To compare the above signal 
decomposition methods and validate the proposed method, PD signals were acquired from two 
distribution transformers (10 kVA and 100 kVA) in a controlled laboratory environment and a power 
transformer (5 MVA) in a substation. Results show that the proposed method is capable of 
extracting PD signals even the signals are severely overwhelmed by background noise.  
 
SIGNAL DECOMPOSITION METHODS FOR PD SIGNAL EXTRACTION 
 Wavelet Transform (WT) 
WT has been applied to PD signal extraction aiming at retrieving PD signals from acquired noise-
corrupted signals [1,2]. In WT, wavelet (i.e. wavelet function) is a small waveform that has average 
amplitude of zero and limited time duration. Figure 1 shows three types of wavelet functions in PD 
signal extraction. In the extraction process, noise-corrupted signals are decomposed into a series 
of coefficients with different frequency bands by using the wavelet functions. If the selected wavelet 
function matches the PD signals, WT is able to reveal PD signals in the corresponding coefficients 
[1]. After applying thresholds to all coefficients and performing wavelet reconstruction, noise can be 
removed and PD signals can be retained in the reconstructed (i.e. extracted) signal.  
 
 
 
(a) Daubechies 2 (db2) (b) Symlets 5 (sym5) (c) Biorthogonal 3.9 (bior3.9) 
Figure 1. Three different types of wavelet functions 
There are different types of WTs for signal decomposition. Due to the requirement of fast signal 
processing in on-line PD measurement, discrete WT is chosen in this paper for its efficiency in 
signal decomposition. Discrete WT decomposes/reconstructs signals by adopting high pass filter 
(HPF) and low pass filter (LPF) at each decomposition level before performing down-sampling/up-
sampling. The filtering performance of the HPFs and LPFs depends on the selected wavelet 
function. Figure 2 shows wavelet decomposition and reconstruction by using discrete WT for three 
levels.  
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(a) Decomposition (b) Reconstruction 
Figure 2. Discrete WT decomposition and reconstruction for three levels 
 
 Empirical Mode Decomposition (EMD)  
Since WT requires the selection of wavelet functions for PD signal extraction, desirable extraction 
performance may not be achieved if improper wavelet functions are selected. To avoid the 
selection of wavelet functions, EMD has been proposed to provide an adaptive decomposition for 
PD signal extraction [3]. 
EMD decomposes a signal by using sifting process. The basic concept of the sifting process is 
shown in Figure 3a. Firstly, upper and lower envelops are defined in the original signal. Then, the 
mean of the envelopes are calculated before being subtracted from the original signal. The same 
process is repeated again on the subtracted signal until the basic signal components of the original 
signal are obtained. The basic signal components extracted from the original signal are called 
intrinsic mode functions as shown in Figure 3b. The signal reconstruction can be performed by 
adding all the intrinsic mode functions together.  
 
 
(a) Sifting process (b) Intrinsic mode functions 
Figure 3. EMD process and decomposition result 
 
 Ensemble Empirical Mode Decomposition (EEMD) 
Although EMD provides an adaptive signal decomposition method without selecting the wavelet 
functions, in some cases, PD signals and noise cannot be distinguished in an intrinsic mode 
function. Thus, EMD may not be able to always effectively separate PD signals from noise [4].  
Therefore, EEMD has been proposed for more accurate signal decomposition [4,5].  
The decomposition process of EEMD is shown in Figure 4.  The operation is similar to that of EMD, 
except for white noise is required to be added to an original signal before executing EMD. Since 
the decomposed intrinsic mode functions after executing EMD are still corrupted by white noise, a 
number of ensembles (i.e. preforming EMD on the original signal with white noise) are needed. 
The final pure intrinsic mode functions can be obtained by taking average for each function in all 
ensembles. After decomposition, reconstruction can be made by adding all the intrinsic mode 
functions together. 
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Figure 4. EEMD process 
 
THE PROPOSED EEMD-BASED PD SIGNAL EXTRACTION METHOD 
As mentioned in previous sections, WT requires proper selection of wavelet functions for PD signal 
extraction and EMD may not be able to always effectively separate PD signals from noise. To 
provide an adaptive signal decomposition for PD signal extraction, this paper proposes EEMD 
approach to extract PD signals from the acquired noise-corrupted signals. The flowchart of the 
proposed method is shown in Figure 5. 
The acquired PD signal (e.g. noise corrupted PD signal) is firstly decomposed by EEMD to 
generate a series of intrinsic mode functions aiming at revealing PD-related signal components. 
Here, ten ensembles are used for achieving desirable decomposition results. Then, the intrinsic 
mode functions with PD impulses are selected before applying threshold to each selected function. 
The threshold, T, used in this method is defined as [1,6]: 
  

0.6745
∗ 2 ∗ 	 (1) 
where   and   denote the median and length of the selected intrinsic mode function. After 
thresholding, signal is reconstructed by adding all the thresholded intrinsic mode functions together. 
The reconstructed signal is the final result that could extract PD signals embedded in the original 
acquired signal.  
Collected PD signal
Signal decomposition by EEMD
Select intrinsic mode functions that 
reveal PD signals
Signal reconstruction
Extracted PD signal
Apply thresholds to all the selected 
intrinsic mode functions
 
Figure 5. Flowchart of the proposed EEMD-based PD signal extraction method 
 
RESULTS ON PD SIGNAL EXTRACTION 
 PD Signal Extraction on Distribution Transformers at Laboratory 
To compare three signal decomposition methods (WT, EMD, and EEMD) and verify the 
effectiveness of the proposed EEMD-based PD signal extraction method, PD signals were 
acquired from two distribution transformers at laboratory. The signal acquisition were performed by 
using high frequency current transformer (HFCT) with measurement frequency range of 350 kHz - 
35 MHz. Simulated noise was generated by mobile communication system. Figure 6a shows the 
1st acquisition of PD signal on a 10 kVA distribution transformer without applying the noise. The 2nd 
acquisition (Figure 6b) was performed by applying noise generated from mobile communication 
system.  
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(a) Signal without applying noise 
(1st signal acquisition) 
(b) Signal with noise from mobile 
communication 
(2nd signal acquisition) 
Figure 6. Acquired PD signals on a 10 kVA laboratory transformer 
Figure 7 to Figure 9 present the decomposition results and the extracted PD signals for different 
decomposition methods on the 10 kVA transformer. The decomposition results are indicated by 
three-dimensional graphs in which the decomposed signals' amplitudes are represented by 
different colour levels. Discrete WT and EMD methods extract PD signals by applying thresholds to 
the decomposed signals before signal reconstruction. The applied threshold is the same as that in 
the proposed method (i.e. equation 1). 
 
(a) Signal decomposition (db2) 
 
(b) Signal decomposition after thresholding (db2) 
 
(c) Extracted PD signal (db2) 
 
(d) Extracted PD signal (sym5) 
 
(e) Extracted PD signal (bior3.9) 
Figure 7. Results of discrete WT on a 10 kVA laboratory transformer 
In Figure 7a, the original acquired signals are decomposed into different decomposition levels (i.e. 
coefficients) by using wavelet function db2. The lower decomposition levels represent the 
coefficients with lower frequency bands, while the higher decomposition levels indicate the 
coefficients with higher frequency bands. From Figure 7a, it can be seen that the signal 
components with large amplitudes are mainly located in the highest and lowest decomposition 
levels. The lowest decomposition level contains the components of the lower frequency fluctuation 
noise and the highest decomposition level consists of the components of PD signals. Figure 7b 
shows the result after applying the threshold to each decomposition level. It can be observed that 
though the lower frequency noise is removed, some noise still remains in a number of 
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decomposition levels. Figure 7c shows the extracted PD signal, in which much noise cannot be 
eliminated and the PD signal is hard to be identified. Figure 7d and Figure 7e are the extracted PD 
signals by using wavelet functions sym5 and bior3.9 respectively. Although the results show a 
better extraction performance, some noise still cannot be removed.  
The results of PD signal extraction by using EMD are shown in Figure 8. It can be seen that 
different signal components of the original signal locate in different decomposition levels (Figure 
8a). As same as the decomposition result in discrete WT, EMD also can separate PD signals (i.e. 
higher decomposition levels) from the noise (i.e. lower decomposition levels). After applying 
threshold to each decomposed signal, the result shows that some low frequency noise cannot be 
removed (Figure 8b). Therefore, distortion is occurred in the extracted PD signal (Figure 8c). 
 
 
 
(a) Signal decomposition (b) Signal decomposition after 
thresholding 
(c) Extracted PD signal 
Figure 8. Results of EMD on a 10 kVA laboratory transformer 
On the contrary, by using the proposed EEMD-based PD signal extraction method, a better 
extraction performance can be obtained as shown in Figure 9. Again, PD signals can be separated 
from noise in the decomposition process (Figure 9a). Since the proposed method selects the 
decomposed IMFs that reveal PD impulses before applying thresholds to the selected IMFs, all the 
low frequency noise can be eliminated. After applying the thresholds, noise in the selected IMFs 
can be removed (Figure 9b). Thus, the PD signals can be extracted thoroughly (Figure 9c). 
 
 
 
(a) Signal decomposition (b) Signal decomposition after 
thresholding 
(c) Extracted PD signal 
Figure 9. Results of proposed method on a 10 kVA laboratory transformer 
To further evaluate the three decomposition methods, PD signals were acquired from a 100 kVA 
distribution transformer. The 1st acquisition is the signal without applying noise (Figure 10a) and 
the 2nd acquisition is the signal with noise generated from mobile communication system (Figure 
10b). Figure 11 shows the results of discrete WT. It can be seen that PD signals can be extracted 
by using wavelet functions sym5 and bior3.9 but some noise still cannot be removed. Some 
distortions of the extracted PD signals can also be observed. The remaining noise and distortions 
of extracted signals might be due to the failure of  thresholding (Figure 11b). 
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(a) Signal without applying noise 
(1st signal acquisition) 
(b) Signal with noise from mobile 
communication 
(2nd signal acquisition) 
Figure 10. Acquired PD signals on a 100 kVA laboratory transformer 
 
(a) Signal decomposition (bior3.9) 
 
(b) Signal decomposition after thresholding (bior3.9) 
 
(c) Extracted PD signal (db2) 
 
(d) Extracted PD signal (sym5) 
 
(e) Extracted PD signal (bior3.9) 
Figure 11. Results of discrete WT on a 100 kVA laboratory transformer 
Figures 12 shows the results of EMD. Although the low frequency noise can be separated, the high 
frequency PD signals cannot be clearly identified. The amplitudes of the most PD signals and 
noise are in the similar ranges. Therefore, both PD signals and noise are removed after 
thresholding (Figure 12b) and not much PD signals can be extracted (Figure 12c). 
 
 
 
(a) Signal decomposition (b) Signal decomposition after 
thresholding 
(c) Extracted PD signal 
Figure 12. Results of EMD on a 100 kVA laboratory transformer 
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Figure 13 shows the results of proposed method. It can be seen that the proposed method is 
capable of identifying and extracting PD signals by removing both high and low frequencies noise. 
 
 
 
(a) Signal decomposition (b) Signal decomposition after 
thresholding 
(c) Extracted PD signal 
Figure 13. Results of proposed method on a 100 kVA laboratory transformer 
 
 PD Signal Extraction on Power Transformer at Substation 
PD signals are also acquired from a 5 MVA power transformer at a substation. The acquired signal 
is shown in Figure 14a. In order to examine the large fluctuation in the acquired signal, frequency 
spectrum is plotted as shown in Figure 14b. From the frequency spectrum, it can be found that the 
fluctuation could be caused by the power frequency voltage and its harmonics. 
 
(a) Acquired PD signal (b) Frequency spectrum of the acquired PD signal 
Figure 14. Acquired PD signal and its frequency spectrum on a 5 MVA power transformer 
Figure 15 to Figure 17 present the results of applying discrete WT, EMD, and the proposed method 
to the above signal (Figure 14). It can be seen that except for using wavelet function db2 (Figure 
15c), sym5 and bior3.9 can extract PD signals from the original signal (Figure 15d and Figure 15e). 
However, some noise still remains in the extracted signals as shown in the thresholded 
decomposition result by using wavelet function sym5 in Figure 15b. The results also reveal that 
even discrete WT can be able to extract PD signals from noise, the performance highly depends 
on the selected wavelet functions. 
For the results of EMD as shown in Figure 16, it can be found that some noise is still present in the 
decomposition levels from eight to ten (Figure 16b). Thus, the noise remain in the extracted signal 
(Figure 16c) after signal reconstruction. By contrast, noise is thoroughly removed and PD signals 
are effectively extracted by using the proposed method as shown in Figure 17. Therefore, it can 
again prove that the proposed method outperforms both discrete WT and EMD.  
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(a) Signal decomposition (sym5) 
 
(b) Signal decomposition after thresholding (sym5) 
 
(c) Extracted PD signal (db2) 
 
(d) Extracted PD signal (sym5) 
 
(e) Extracted PD signal (bior3.9) 
Figure 15. Results of discrete WT on a 5 MVA power transformer 
 
  
 
(a) Signal decomposition (b) Signal decomposition after 
thresholding 
(c) Extracted PD signal 
Figure 16. Results of EMD on a 5 MVA power transformer 
 
 
 
 
(a) Signal decomposition (b) Signal decomposition after 
thresholding 
(c) Extracted PD signal 
Figure 17. Results of proposed method on a 5 MVA power transformer 
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CONCLUSION 
Three different types of signal decomposition methods, i.e. discrete WT, EMD, and EEMD, have 
been evaluated for PD signal extraction on both distribution transformers at laboratory and a power 
transformer at substation. Results indicate that the three methods are able to extract PD signals 
from acquired noise-corrupted signals. The extraction performance of discrete WT highly depends 
on the selected wavelet functions. Although EMD does not require the selection of wavelet function, 
it may not be able to effectively separate PD signals from the high frequency noise. By contrast, 
the proposed EEMD-based method can effectively remove noise and identify PD signals. 
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Abstract—An accurate interpretation of partial discharge (PD) 
signals in high voltage (HV) equipment provides crucial 
information for assessing the insulation conditions. To automate 
the interpretation process, feature extraction of PD signals and 
pattern recognition using the extracted features are required. 
This paper adopts discrete wavelet transform (DWT) and 
empirical mode decomposition (EMD) for signal decomposition 
and feature extraction on the PD signals obtained from different 
insulation defects. Support vector machine (SVM) is then used 
for classifying the features. Results indicate that features 
extracted from decomposed signals provide higher classification 
accuracy when compared with the conventional method that the 
features are extracted from original PD signals. 
Index Terms--Discrete wavelet transform (DWT), empirical 
mode decomposition (EMD), feature extraction, high voltage 
(HV) equipment, partial discharge (PD), pattern recognition, 
support vector machine (SVM). 
I. INTRODUCTION
Partial discharge (PD) is a localized electrical breakdown 
that temporary bridges insulation between conductors [1]. 
Since PD can deteriorate insulating materials in high voltage 
(HV) equipment, on-line monitoring of PD provides an 
effective means for evaluating the insulation conditions. 
Through classifying statistical features that can represent the 
acquired PD signals with different patterns, corresponding 
insulation defects can be recognized. 
In most of PD pattern recognition approaches, features are 
extracted from phase-resolved diagrams of original PD signals 
[2]. However, since PD signals are easily contaminated by 
noise, the extracted features may not be able to accurately 
represent the real PD signals generated from various insulation 
conditions. Recently, wavelet transform (WT) has attracted 
more attention for PD feature extraction [3, 4]. Instead of 
extracting features from phase-resolved diagrams, WT 
extracts the features from the decomposed signals called 
wavelet coefficients. Since part of the noise is separated from 
real PD signals in the decomposition, the accuracy of the 
features representing the real PD signals is enhanced. 
However, different mother wavelets (MWs) in WT give 
totally different decomposition results and properties of the 
extracted features. Improper selection of MWs could reduce 
the accuracy of signals' representation and consequently 
diminish the classification accuracy. In order to avoid the 
improper selection of MWs, empirical mode decomposition 
(EMD) was proposed to decompose a signal based on the 
characteristics of the signal itself [5]. 
This paper adopts EMD and discrete wavelet transform 
(DWT) with different MWs for PD feature extraction and 
support vector machine (SVM) for pattern recognition. One of 
the major advantages of using EMD and DWT is to reveal 
signal components related to insulation defects in different 
frequency scales. Thus, the signal components related to the 
defects are not overwhelmed by noise. Four moments of 
statistical features are extracted from the decomposed signals 
for dimension reduction before being processed by SVM. Five 
PD source models are designed to simulate different insulation 
conditions for verifying and comparing different feature 
extraction methods. Also, different MWs in DWT associated 
with the corresponding classification performances are 
compared. Principal component analysis (PCA) is used for 
visualizing the relationship between classification 
performances and the distribution of extracted features. 
Moreover, the sample sizes of training data for SVM related to 
the classification rates are also examined. Comparative results 
demonstrate that higher classification rates can be achieved by 
adopting DWT and EMD for feature extraction and DWT 
provides better overall classification accuracy than EMD. 
The organization of this paper is as follows. Section II 
describes the experimental set-up and PD source models. 
Section III provides the overview of DWT and EMD for 
feature extraction. Section IV gives a brief review on SVM for 
pattern recognition and PCA for visualization. Section V 
presents classification results of SVM on various feature 
extraction methods. Section VI concludes the paper.
II. EXPERIMENTAL SET-UP
To examine the feature extraction and pattern recognition 
methods, PD signals with different insulation defects are 
acquired by Omicron MPD 600, which complies with 
This work was supported by the Australia Research Council (ARC) on 
Linkage Grant. 
978-1-4799-1303-9/13/$31.00 ©2013 IEEE
IEC60270 [1], as shown in Fig. 1. Five PD source models with 
different configurations are used to simulate various insulation 
defects, which include corona discharge, discharge in mineral 
oil, surface discharge, internal discharge, and floating 
discharge (Fig. 2).  For each data acquisition, 50 power cycles 
are collected with the applied voltage above the inception 
voltage level. There are total 200 acquisitions for each model 
under different voltage and noise threshold levels.
Figure 1. PD data acquisition set-up. 
Figure 2. The five PD source models. 
III. DWT AND EMD FOR FEATURE EXTRACTION
The decomposed signals of DWT and EMD reveal time-
frequency information of real PD components from original 
PD signals that are normally embedded with noise. Thus, 
features extracted from the decomposed signals are able to 
better represent the characteristics of different insulation 
defects. This section provides the overview of DWT and EMD. 
A. Discrete Wavelet Transform (DWT) 
DWT transforms a signal by using mother wavelets (MWs) 
for time and frequency analyses. MW is a wave-like signal 
that satisfies (i) the total area is zero and (ii) the total area of 
2)(tψ  is finite as defined by: 
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where ψ  denotes the MW [6]. The transformation process is 
based on convoluting the signal with scaled and translated 
MW [7] as defined by: 
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where a is scale factor for compressing and expanding MWs 
and b is translation factor for shifting MWs. In DWT, the 
scale and translation factors are in dyadic sequence to save 
computational time and reduce redundancy. DWT can be 
defined as: 
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where X(n) is the discrete function of a signal, j and k are 
integers [6]. 
DWT can also be represented by a series of low pass filters 
(LPFs) and high pass filters (HPFs) in quadrature mirror filter 
bank [8] that the filtering performances are influenced by the 
selected MWs. A signal processed by DWT is split into high 
frequency and low frequency scales before down-sampling. 
Then, the filtering process is continuous on the low frequency 
signal. The signal after DWT is decomposed into an 
approximation coefficient (the lowest frequency decomposed 
signal) and a set of detail coefficients (other decomposed 
signals). After the decomposition, reconstruction can be 
performed by using inverse DWT (IDWT). Since different 
MWs produce different shapes of coefficients after DWT [9], 
features extracted from the coefficients for representing 
various insulation conditions vary in different MWs. To avoid 
improper selection of MWs, EMD was proposed [5]. 
B. Ensemble Mode Decomposition (EMD) 
The decomposition of EMD does not rely on the selection 
of MWs. It decomposes a signal based on the time series of 
the signal itself. After a signal is decomposed by EMD, a 
series of intrinsic mode functions (IMFs) with different 
frequency scales are produced. EMD decomposes a signal by 
using sifting process to reduce riding waves and uneven 
amplitudes in IMFs. After sifting process, an IMF generally 
satisfies (1) the numbers of extrema and zero crossings are equal 
or differed by one, and (2) at any point, the mean of upper and 
lower envelopes is zero [5]. Assuming )(tx  is the original signal, 
sifting process can be summarized as following steps: 
Step 1. Defining local extrema of )(tx  and creating upper and 
lower envelopes by using cubic spline interpolations on 
maxima and minima respectively. 
Step 2. Extracting the mean of the envelopes by 
( ) 2/)()()( txtxtm LU += , where )(tm  is the mean, Ux
and Lx  denote the upper and lower envelopes 
respectively. 
Step 3. Calculating the possible IMF by )()()( tmtxtI nini −= , 
where )(tIni  is the possible IMF in n-th IMF at i-th 
iteration. 
Step 4. )(tIni  is an IMF if it satisfies the aforementioned two 
conditions of an IMF. Otherwise, the iteration from 
Step 1 is performed on )(tIni  until an IMF is 
extracted. 
Step 5. Repeating the above steps on the residue defined by 
( ) ( )tItxtr nin −=)( , where )(trn  is the residue, until 
the last IMF is extracted. 
Step 6. Reconstruction can be performed by 
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NniR trtItx , where )(txR  is the 
reconstructed signal, N is the number of IMFs, and r is 
the last IMF. 
IV. THEORIES OF SVM AND PCA 
In this paper, SVM is used for PD pattern recognition on 
the features obtained from DWT and EMD. Principal 
component analysis (PCA) is used for visualizing the 
extracted features in a projected 3D space. This section briefly 
reviews the theories of these two methods. 
A. Support Vector Machine (SVM) 
SVM [10, 11] is a supervised learning method in statistical 
learning theory for classification or regression. It has achieved 
significant success in a number of applications, such as text 
categorization and biomedical applications. The basic SVM is 
a linear classifier for two different classes. By finding an 
optimal hyperplane with the largest margin between each class, 
the two classes can be separated. However, in practical 
situation, the linear classification is not enough to distinguish 
different classes. Therefore, SVM maps the input data into a 
higher dimensional feature space through kernel function for 
non-linear classification. The hyperplane can then be sought in 
that feature space. 
Assuming { }Niii cx 1, =  is a training dataset with two classes, 
where mi Rx ∈  and { }1±∈ic . The input data x is transformed 
into high dimensional feature space F using function )(xΦ . 
The hyperplane in feature space can be defined as: 
 0)( =+Φ⋅ bxw  (5) 
where w is the normal vector of the hyperplane and b is offset. 
For this two-class example, the hyperplane must satisfy the 
following constraints to classify the input, xi: 
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The optimal hyperplane can be defined in equation (6) if 
the largest distance can be found between the hyperplane and 
the closest training data points (i.e. support vectors). If there is 
no hyperplane that can split the classes, soft margin method 
can be chosen for the separation by introducing slack variables 
0≥iξ  to equation (6): 
 iii bxwc ξ−≥+Φ⋅ 1))((  (7) 
To find the hyperplane for equation (7), quadratic 
programming problem is required to be solved by minimizing 
the Euclidean norm [12]: 
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where 0C  is the penalty factor to balance the trade-off 
between maximized margin and accurate classification. By 
using Lagrange multipliers, the equation (8) can be 
transformed into its dual form: 
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where i are Lagrange multiples and ),( ji xxK  is kernel 
function. In this paper, Gaussian kernel, 
)exp(),(
2
jiji xxxxK −−= γ , is adopted, where  is a 
variance parameter. 
B. Principal Component Analysis (PCA) 
PCA performs orthogonal transformation to transform the 
original data set into a new coordinate system, while variances 
of the data are maximized. The transformed data in the new 
system is linearly uncorrelated principal components. The 
largest possible variance of the principal component is defined 
as the first principal component. The succeeding components 
are defined as having the greatest variance possible in the 
situation that they are orthogonal to the previous components. 
In PCA, the transformation is executed by solving 
eigenvalue equation: 
 vvX λ=)cov(  (10) 
where X is the input data with M dimensions and N samples, 
cov(X) is the covariance matrix defined as TXXN )/1( , v are 
M x M eigenvectors, and  are M x 1 eigenvalues. The 
representation, Y, of the new transformed data can be defined 
as vX and each row of Y is the principal component. 
V. RESULTS AND DISCUSSIONS
This section compares three SVM-based PD pattern 
recognition methods for the five PD source models comprising 
1000 measured signals. The SVM pattern recognition methods 
adopt three different methods for feature extraction which are 
summarized as follows: 
1) Phase-resolved analysis (PRA) – statistical features are 
extracted from phase-resolved diagrams that the 
measured PD signals are mapped into one power cycle 
and then divided into a number of phase windows before 
quantifying their maximum amplitude, average 
amplitude, and impulses’ number in each window [13]. 
200 windows are used for each diagram. The statistical 
features extracted from each diagram consist of (1) 
skewness, kurtosis, and number of peaks in positive and 
negative cycles and (2) discharge asymmetry and cross-
correlation between positive and negative cycles [14].  
2) DWT – statistical features are extracted from coefficients 
of DWT with different MWs in a 9-level decomposition. 
This paper uses Daubechies (db2 and db5), biorthogonal 
(bior1.5), Haar (haar), and symlet (sym8) mother 
wavelets for comparison in which the latter two MWs are 
commonly used in PD feature extraction [3, 4]. The 
features include four moment statistics which are (1) 
mean, (2) variance, (3) skewness, and (4) kurtosis.
3) EMD – the same statistical features as in DWT are 
extracted from IMFs of EMD with 9-level decomposition. 
The classification rates of SVM using different feature 
extraction methods are shown in Table I. SVM is trained by 
70% of randomly selected PD signals that are measured from 
known PD source models. Then, classification is performed on 
the remaining 30% of signals measured from unknown models. 
Classification accuracy is the average of 20 iterations on the 
above training and classification processes in each feature 
extraction method. From Table I, it can be seen that DWT 
(bior1.5) attains the highest overall classification rate, whereas 
PRA has the lowest rate among all methods. Although PRA 
can achieve the highest classification rate in model 1 (99%), it 
cannot provide well recognitions in models 2, 3, and 5. On the 
contrary, DWT (bior1.5) gives the highest rate in both models 
3 (99.2%) and 5 (98.2%). When compared with DWT itself 
with various MWs, bior1.5, haar, and sym8 provide the 
highest rate for individual model. The highest rates in haar 
(model 4: 99.9%) and sym8 (model 2: 100%) are even higher 
than that of bior1.5 (model 3: 99.2% and model 5: 98.2%). 
The results reveal that a fixed MW is not suitable for using in 
wavelet-based feature extraction since a single MW cannot 
match different PD patterns and shapes of PD signals in 
different source models. 
As for EMD, its overall classification rate is higher than 
PRA. Also, it can achieve high recognitions in models 2 
(99.9%) and 4 (99.8%). However, the overall rate of EMD is 
lower than those of DWT in all the five MWs. It may be 
caused by exaggeration of insulation defects in wavelet 
coefficients by different shapes of MWs. The lower rate of 
EMD may also be incurred by mode mixing and end effect 
problems in which signal components in distinctive frequency 
scales merge into a single IMF and the generated IMFs have 
no physical meaning of the real PD signals. From the results in 
Table I, it can conclude that both DWT and EMD feature 
extraction methods outperform PRA. Since SVM is sensitive 
to noise [15], the features directly extracted from the phase-
resolved diagrams can lead to wrong representation of the real 
PD signal components for training in SVM. However, the 
features extracted from the decomposed signals of DWT and 
EMD provide more accurate representation of the real PD 
components since part of the noise is separated from the real 
PD signals. 
To investigate the different classification performances in 
DWT and EMD, PCA is adopted for visualizing the extracted 
features from both methods as shown in Fig. 3. The MW in 
DWT selected for comparing with EMD is bior1.5 due to the 
highest overall classification rate as shown in Table I. From 
Fig. 3a, it is clear that the features extracted from DWT for 
each model spread separately in the 3D diagram. The 
distribution of the features can easily be distinguished. 
Although the features of model 2 in EMD are well separated 
from that of other models (Fig. 3b), the features of other 
models merge together. The results provide a visualized 
evidence that difficulty is imposed on SVM to find suitable 
hyperplanes for classifying the features from EMD. 
Since the classification accuracy is highly decided by 
MWs in DWT feature extraction, selecting suitable MWs is a 
critical issue. This paper investigates a commonly used MW 
selection method in wavelet-based PD de-noising in which 
MWs are selected based on their correlations with original PD 
signals [16, 17]. Fig. 4 shows the relationship between the 
correlations and classification rates. In the figure, larger 
number represents the higher correlation/classification rate, 
whereas the lower number represents the lower 
correlation/classification rate. The results show that the lowest 
correlation can refer to the lowest classification rate in model 
1 and the highest correlation can refer to the highest rate in 
model 4. However, there are no relationships between the 
correlations and classification rates in other models. Therefore, 
significant impact of the correlations on the classification 
performances cannot be drawn. 
Fig. 5 gives the average classification rates of 10 iterations 
using different percentages of training data. It can be noticed 
that the rates decrease when the amount of training data input 
to SVM reduce. The decreasing rates are rapid especially from 
40% to 30% in EMD and PRA. Although the rankings of the 
rates in different percentages of training data are similar, there 
are marginal differences between the MWs haar and db5, and 
MWs bior1.5 and sym8 in DWT. As similar as the results in 
Table I, the overall rate in PRA is still the lowest among all 
the feature extraction methods, whereas DWT (bior1.5) and 
DWT (sym8) embrace the highest two classification rates. 
TABLE I. CLASSIFICATION RATES OF SVM USING DIFFERENT 
FEATURE EXTRACTION METHODS
Feature 
Extraction 
Methods 
Overall 
Rates 
(%) 
Classification Rates for different models (%) 
1 2 3 4 5 
PRA 95.3 99.0 92.3 92.7 99.2 93.9 
DWT (db2) 98.1 96.5 99.2 96.5 99.2 96.6 
DWT (db5) 98.4 94.1 99.7 97.8 99.8 95.6 
DWT 
(bior1.5) 99.0 97.5 99.2 99.2 99.3 98.2 
DWT (haar) 98.4 95.1 99.0 96.4 99.9 97.4 
DWT (sym8) 98.9 97.7 100.0 97.6 99.8 97.8 
EMD 96.8 96.7 99.9 95.4 99.8 91.6 
(a) DWT (bior1.5) 
(b) EMD 
Figure 3. PCA visualizations for DWT and EMD feature extraction 
methods. 
(a) Correlations between MWs and original PD signals 
(5 is the highest correlation and 1 is the lowest correlation) 
(b) Overall classification rates 
(5 is the highest classification rate and 1 is the lowest classification rate) 
Figure 4. Relationship between correlations of MWs and classification rates 
in each PD model. 
Figure 5. Classification rates for different percentages of training data. 
VI. CONCLUSIONS
This paper proposes DWT and EMD for PD feature 
extraction and SVM for PD pattern recognition. Comparisons 
are made for these two feature extraction methods and 
conventional method that the features are directly extracted 
from phase-resolved diagrams. PD signals measured from the 
five PD source models are used for comparison. Results show 
that higher classification rates can be attained for the features 
extracted from decomposed signals of DWT and EMD. Also, 
different MWs are suggested to be used in DWT feature 
extraction for achieving better classification under various 
insulation conditions. The results reveal that features extracted 
from the decomposed signals provide better representation of 
insulation defects in various PD source models. Therefore, 
they will be focused on identifying the condition of multiple 
insulation defects that may be present in field transformer 
measurement in the near future. 
ACKNOWLEDGMENT
The authors gratefully acknowledge Australian Research 
Council, Powerlink Queensland, Energex, Ergon Energy, and 
TransGrid for providing supports for this work. 
REFERENCES
[1] IEC International Standard 60270, "High-voltage test techniques - partial 
discharge measurements," International Electrotechnical Commission (IEC), 
3rd edition, 2000. 
[2] Sahoo N., Salama M., and Bartnikas R., "Trends in partial discharge pattern 
classification: a survey," IEEE Transactions on Dielectrics and Electrical 
Insulation, vol. 12, pp. 248-264, 2005. 
[3] Sharkawy R., Abdel-Galil T., Mangoubi R., Salama M., and Bartnikas R., 
"Particle identification in terms of acoustic partial discharge measurements 
in transformer oils," IEEE Transactions on Dielectrics and Electrical 
Insulation, vol. 15, pp. 1649-1656, 2008. 
[4] Evagorou D., Kyprianou A., Lewin P., Stavrou A., Efthymiou V., Metaxas 
A., and Georghiou G., "Feature extraction of partial discharge signals using 
the wavelet packet transform and classification with a probabilistic neural 
network," IET Science, Measurement & Technology, vol. 4, pp. 177-192, 
2010. 
[5] Huang N., Shen Z., Long S., Wu M., Shih H., Zheng Q., Yen N., Tung C., 
and Liu H., "The empirical mode decomposition and the Hilbert spectrum 
for nonlinear and non-stationary time series analysis," Proceedings of the 
Royal Society of London Series A – Mathematical Physical and Engineering 
Sciences, vol. 454, pp. 903-995, 1998. 
[6] Salomon D., Motta G., and Bryant D., Data compression: the complete 
reference - ed.4, London: Springer, 2007. 
[7] Gacek A. and Pedrycz W., ECG signal processing, classification and 
interpretation: a comprehensive framework of computational intelligence, 
London: Springer, 2012. 
[8] Mallat S., "A theory for multiresolution signal decomposition: the wavelet 
representation," IEEE Transactions on Pattern Analysis and Machine 
Intelligence, vol. 11, pp. 674-693, 1989. 
[9] Chan J., Ma H., Saha T., and Ekanayake C., "Self-adaptive partial discharge 
signal de-noising based on ensemble empirical mode decomposition and 
automatic morphological thresholding," IEEE Transactions on Dielectrics 
and Electrical Insulation, unpublished. 
[10] Vapnik V., The nature of statistical learning theory - ed.2, New York: 
Springer, 1995. 
[11] Cortes C. and Vapnik V., "Support-vector networks," Machine Learning, 
vol. 20, pp. 273-297, 1995. 
[12] Haykin S., Neural networks and learning machines - ed.3, New York: 
Prentice Hall, 2009. 
[13] Gulski E., "Digital analysis of partial discharges," IEEE Transactions on 
Dielectrics and Electrical Insulation, vol. 2, pp. 822-837, 1995. 
[14] Gulski E. and Kreuger F., "Computer-aided recognition of discharge 
sources," IEEE Transactions on Electrical Insulation, vol. 27, pp. 82-92, 
1992. 
[15] Batuwita R. and Palade V., "FSVM-CIL: fuzzy support vector machines for 
class imbalance learning," IEEE Transactions on Fuzzy Systems, vol. 18, 
pp. 558-571, 2010. 
[16] Zhou X., Zhou C., and Kemp I., "An improved methodology for application 
of wavelet transform to partial discharge measurement dienoising," IEEE 
Transactions on Dielectrics and Electrical Insulation, vol. 12, pp. 586-594, 
2005. 
[17] Chang C., Jin J., Kumar S., Su Q., Hoshino T., Hanai M., and Kobayashi N., 
"Denoising of partial discharge signals in wavelet packets domain," IEE 
Proceedings - Science, Measurement and Technology, vol. 152, pp. 129-
140, 2005. 
A Novel Level-based Automatic Wavelet Selection 
Scheme for Partial Discharge Measurement 
 
Jeffery C. Chan, Student Member, IEEE, Hui Ma, Member, IEEE, Tapan K. Saha, Senior Member, IEEE, 
 and  Chandima Ekanayake, Member, IEEE  
School of Information Technology & Electrical Engineering 
The University of Queensland 
St Lucia, QLD-4072, Australia 
 
 
Abstract — Partial Discharge (PD) measurement is widely 
adopted for assessing the insulation conditions of high voltage 
(HV) equipment. Wavelet transformation (WT) is one the de-
noising techniques to extract PD signals from a variety of 
environmental noises and interferences. In wavelet-based PD 
signal de-noising, mother wavelet selection is one of the major 
challenges. This paper proposes a novel level-based (LB) 
automatic mother wavelet selection scheme in conjunction with 
discrete WT (DWT) for PD signal de-noising. The de-noising 
results on both simulative and measured PD signals showed that 
the proposed scheme could successfully and consistently extract 
PD signals from noisy signals and retain their integrity.  
Keywords - de-noising, high voltage equipment, partial discharge, 
wavelet transformation 
I. INTRODUCTION 
 An unexpected failure of high voltage (HV) equipment can 
cause blackout to thousand customers and may cost millions 
for repair/replacement [1, 2]. One of the major causes of HV 
equipment failures arises from the ageing and degradation of 
insulation systems [1]. Partial discharge (PD) measurement is 
widely accepted as a non-destructive and effective technique 
for on-line monitoring and diagnosis of HV equipment 
insulation system. 
PD is a localized electrical discharge that only partially 
bridges the insulation between conductors [3]. Once PD occurs, 
discharge pulses will flow through the insulation system. These 
pulses will gradually erode the insulating materials and 
eventually damage the integrity of whole insulation system.  A 
PD measurement system performs the tasks of PD signal 
acquisition, data analysis, feature extraction, and PD source 
pattern recognition. One of the major challenges of PD 
measurement is to effectively extract PD signals from 
extensive environmental interferences and noises. 
The convention methods of extracting PD signals from 
noisy signals (it is termed as de-noising in this paper) are 
through either time domain (e.g. adaptive filter) or frequency 
domain (e.g. fast Fourier transform, FFT). In recent years, 
wavelet transformation (WT) has been adopted for PD signal 
de-noising in PD measurement due to its ability in analyzing 
signals in both time and frequency domains [5-15]. The 
wavelet-based de-noising scheme involves wavelet 
decomposition, coefficient thresholding, and signal 
reconstruction. The proper selection of mother wavelet is one 
of the major challenges in wavelet-based PD signal de-noising 
as it can totally distort the signal after transformation. 
A number of schemes for mother wavelet selection had 
been proposed in the literature. In [5-7, 15], mother wavelets 
were chosen based on the correlations between the candidate 
mother wavelets and the measured PD signals, which are 
normally corrupted by noises. Since the correlations are 
calculated using  noise-corrupted PD signals, a high noise level 
may mislead the mother wavelet selection. In [10], the 
selection of mother wavelets was based on the highest energy 
in the approximation coefficient, which is obtained through 
wavelet decomposition. However, high energy can also reside 
in other coefficients. Thus, the scheme proposed in [10] may 
compromise the overall de-noising performance. In [8, 11, 12], 
the authors selected fixed mother wavelets. Although these 
wavelets showed reasonable de-noising performance, they may 
not be able to achieve a consistent performance on the PD 
signals acquired in other occasions. 
This paper proposes a novel level-based (LB) automatic 
scheme for mother wavelet selection in PD signal de-noising. 
In this scheme, a series of candidate mother wavelets was 
adopted and noise-corrupted PD signals were decomposed 
from the lowest to the highest frequencies. Then, correlation 
between the coefficient at each decomposition level and the PD 
signals was calculated for different candidate mother wavelets. 
A mother wavelet, which is able to produce the highest 
correlation in the decomposed coefficients will be chosen from 
the candidate mother wavelets and used for PD signal de-
noising. 
II. REVIEW OF WAVELET TRANSFORMATION (WT) AND 
MOTHER WAVELET SELECTION FOR PD SIGNAL DE-NOISING 
A. Brief review of Wavelet Transformation (WT) 
Wavelet is a small wave-type signal with limited time 
duration and zero-mean in amplitude. It can also be called 
mother wavelet that satisfies: (i) Total area under the curve of 
wavelet is zero, ∫
∞
∞−
= 0)( dttψ , and (ii) Total area of 2)(tψ
 
is 
finite, ∫
∞
∞−
∞<dtt 2)(ψ , where ψ  is the mother wavelet [16]. 
There are many types of mother wavelets and the most 
commonly adopted wavelets in PD de-noising include 
Daubechies (db), Biorthogonal (bior), and Coiflets (coif) [5-15]. 
After selecting the mother wavelet, WT transforms a signal 
into wavelet coefficients using a shifted and scaled mother 
wavelet as defined by [16]: 
 )(
1
)(, a
bt
a
tba
−
= ψψ
 
(1) 
where a  is scale factor and b  is translation factor. The scale 
factor is for compressing and stretching the mother wavelet 
while the translation factor is for shifting the mother wavelet 
along the time axis. 
In continuous wavelet transformation (CWT), both scale 
and translation factors change continuously as [16]: 
 dt
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(2) 
where )(tX  is the function of a signal and *ψ  is the complex 
conjugate of mother wavelet. The inverse CWT (ICWT) can be 
used to reconstruct the signal as [16]: 
 ∫ ∫
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(3) 
where C  is a constant dependent on the selected mother 
wavelet. However, CWT is time-consuming since it needs to 
compute wavelet coefficients at every scale. Also, many 
redundant signal components can be generated during the 
calculation. To overcome the above limitations of CWT, 
discrete wavelet transformation (DWT) has been widely 
adopted in real applications. DWT can be defined as [16]: 
 ∑
∈
−− −=
Zn
jj
kj knnXW )2(2)(
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(4) 
where )(nX  is the discrete function of a signal, j  and k  are 
integers. The inverse DWT (IDWT) can be defined as [16]: 
 ∑∑
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Figure 1. DWT decomposition at level 3 [18] (g[n] and h[n] are LPF and HPF 
respectively, and A is approximation coefficient and D is detail coefficient) 
Fig. 1 shows the  DWT decomposition [18]. In this figure, 
a signal is gone through a series of  low pass filters (LPFs) and 
high pass filters (HPFs) and thus it is decomposed into a 
number of approximation and detail coefficients [17]. Mother 
wavelet is used to adjust the filtering performance of each 
filter. Then, both coefficients will be down-sampled and the 
approximation coefficient will further be decomposed until 
reaching the predefined decomposition levels.  Since on-line 
PD monitoring requires a relatively fast signal processing 
technique, this paper will adopt DWT for its efficiency 
compared to CWT.
B. Review of Existing Mother Wavelet Selection Schemes for 
PD Signal De-noising 
Mother wavelet selection is one of the major tasks in 
wavelet-based PD signal de-noising. If the selected mother 
wavelet has high correlation with the real PD signals, better de-
noising performance can be achieved. Otherwise, the filters in 
WT cannot decompose the original noise-corrupted PD signals 
properly and may lead to poor de-noising performance. 
In the literature, some authors used fixed mother wavelets 
such as db5 and bior1.5 for PD signal de-noising and their 
results showed that PD signals can be extracted from noisy 
signals [8, 11, 12]. However, PD is stochastic in nature and 
there exists various types of PD signals with different 
properties (i.e. PD pulses shapes and durations). And a 
homogeneous mother wavelet may not be able to effectively 
extract PD signals in all occasions. In [13], the author proposed 
to select mother wavelets based on simulative PD signals. 
However, since the simulative signals may not match the real 
PD signals, such approach may exhibit some limitations. In [9], 
the selection of mother wavelet is based on trial and error. 
Though this scheme may select the optimal mother wavelet, it 
is time consuming and may not be used in real time PD 
measurement. 
On the other hand, other researches proposed several 
mother wavelet selection schemes based on the correlations 
between the candidate mother wavelets and the original PD 
signals [5-7, 15]. Ideally, the mother wavelet having higher 
correlation with a real PD signal will be selected and it is 
expected to provide better de-noising performance. However, 
in these schemes the correlations are calculated using the noise-
corrupted PD signals and not the real PD signals. For the 
situation where signal-to-noise ratio (SNR) is low, improper 
selection of mother wavelet by these schemes may be incurred. 
That is, a mother wavelet may still be bound to poor de-noising 
performance even it exhibits high correlation with the noise-
corrupted PD signals (refer to Section VI of this paper). 
In [10], the authors chose optimal mother wavelets based 
on the highest energy in the approximation coefficients that 
produced by a number of candidate mother wavelets. It is 
assumed that real PD signals have higher energy than noises 
and they locate only in the approximation coefficient. However, 
this assumption may not hold in some occasions. This can be 
exemplified in Fig. 2, which shows the decomposition results 
of applying DWT on a simulative signal that combines with 
two sinusoid waves. It can be seen from the figure that signals 
not only locate in approximation level (A5), but also locate in 
detail levels (D5 and D4). 
Based on the aforementioned drawbacks of mother wavelet 
selection schemes, this paper proposes an automatic mother 
wavelet selection with the consideration of the highest 
correlation with original signals among all decomposed 
coefficients.  
Figure 2. DWT decomposition of a simulative signa
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exponential pulse (DEP) and damped oscilla
were adopted [7] and defined as: 
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Abstract—Partial discharge (PD) measurement has been 
widely adopted for condition assessment of transformers. The 
major tasks include effective extraction of PD signals from 
measured signals, accurate representation of PD signals, explicit 
multiple PD source separation, and PD source classification. This 
paper applies empirical mode decomposition (EMD) and 
mathematical morphology (MM) for extracting PD signals from 
noise-corrupted measured signals and representing PD signals on a 
joint time-frequency (TF) map, which is used for separating multiple 
PD sources.  A Support Vector Machine (SVM) algorithm is then 
adopted for classifying each PD source. Case studies are provided to 
demonstrate the applicability of the two techniques in analyzing PD 
signals obtained from online PD measurement of field transformer. 
Comparisons between the two techniques and conventional wavelet 
transform-based techniques are also provided in the paper.        
Keywords—decomposition; empirical mode decomposition 
(EMD); insulation; mathematical morphology (MM); Partial 
discharge (PD); transformer; wavelet transform. 
I.  INTRODUCTION  
Online Partial discharge (PD) measurement has been 
widely adopted for the condition assessment of transformer 
insulation systems [1 - 4]. The objective of PD measurement is 
to provide an automatic classification of PD sources inside a 
transformer’s tank, i.e. investigating whether the discharges 
are generated by cavities in solid insulation, by protrusions, 
due to electric field tangential to the surface of solid 
insulation, by bubbles in the insulating liquid or by drifting 
metal particles [5].  
To achieve a reliable PD source classification, two major 
challenging issues need to be solved. They are: (1) effective 
extraction of PD signals from measured signals, which are 
coupled with extensive noise during field measurements; and 
(2) accurate representation of PD signals by capturing their 
intrinsic characteristics, which are crucial to multiple PD 
source separation and PD source classification [6, 7]. 
Recently, wavelet transform has been emerging as a 
primary tool in PD signal extraction and representation [8-12]. 
It adopts a wavelet function to decompose a signal into a 
series of wavelet coefficients at different frequency bands. 
Wavelet transform can extract PD signals from originally 
measured signals (noise-corrupted signals) and then represent 
PD signals on a joint time-frequency (TF) map. However, its 
performance can be significantly affected if the wavelet 
function and the number of decomposition levels are 
improperly selected.  
Over the past three years, the authors of this paper have 
developed two new techniques as alternatives to wavelet 
transform for PD signal processing [13]. One is empirical 
mode decomposition (EMD). Without requiring the pre-
selection of a wavelet function, EMD decomposes an original 
signal into a number of intrinsic mode functions (IMFs), which 
are mono-component signals for further processing. Another 
technique is mathematical morphology (MM). It extracts PD 
signals by applying mathematical operations between the 
measured signals and structure element (a predefined shape with 
finite length).  
This paper demonstrates the applicability of EMD and MM 
algorithms in PD signal processing at different PD signals 
processing stages from PD signal extraction and representation to 
PD source separation and classification.   
II. PD MEASUREMENTS AND SIGNAL PROCESSING 
Fig.1 shows a flowchart of an online PD measurement of a 
field transformer. This paper adopts both capacitive system 
(consisting of coupling capacitor and measurement 
impedance) and inductive system (using a high frequency 
current transformer, HFCT) for PD measurements. The 
capacitive system in Fig.1 complies with IEC60270 [3]. 
Considering signal resolution, HFCT frequency response and 
computational resources consumption, the inductive system in 
Fig.1 adopted 25 MHz as the sampling rate.   
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Fig.1. Online PD monitoring and diagnosis of transformer  
During online PD measurements of field transformers, 
acquired signals from PD sensors can be heavily corrupted by 
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noise. Three major types of noise are: (1) periodic noise 
consisting of sinusoidal components, which can be generated 
by power frequency harmonics, communication systems, and 
radio transmissions; (2) white noise from measurement systems 
and the ambient environment; and (3) stochastic pulsive 
interferences, which may be from corona generated by other 
equipment or lightning or infrequent switching operation [7, 
11]. Signal processing techniques are necessary for removing 
noise from the measured signals. 
After PD signal extraction, the extracted PD signals can still 
consist of hundreds and thousands discharge impulses. Directly 
making use of these signals in subsequent processing will 
introduce heavy computational burden. Therefore, the 
components of PD signals decomposed by either wavelet 
transform or EMD are used. The first four moment statistics, 
which are calculated from the probability distribution formed by 
the components of the decomposed signals, are adopted for 
representing PD signal’s time-frequency characteristics in the 
subsequent PD source classification [15, 16].   
In a field transformer, a number of PD sources generated by 
different insulation defects may co-exist. To separate different PD 
sources and subsequently classify each PD source, this paper 
adopts time-frequency (TF) map which is built upon wavelet 
transform-based or MM-based signal decomposition [16-18].   
III. BRIEF REVIEW OF PD SIGNAL PROCESSING TECHNIQUES  
A. Wavelet Transform 
The wavelet transform adopts a wavelet function (a type of 
small waveform with a very short time span and an average 
magnitude of zero) to decompose the measured signals [8]. A 
measured signal is split into a number of wavelet coefficients 
according to different frequency ranges. If the wavelet 
function matches the PD signal well, the wavelet transform 
can reconstruct the PD signal from wavelet coefficients. With 
a proper thresholding, wavelet coefficients associated with 
noise are discarded while those associated with the PD signal 
are kept in the reconstruction. 
B. Empirical Mode Decomposition (EMD) 
EMD decomposes a measured signal by using a sifting 
process [13]. EMD finds the upper and lower bounds of the 
measured signal. It then calculates the mean values of the 
bounds and subtracts these values from the measured signal. 
The above process is repeated on the remaining portion of the 
measured signal until all intrinsic mode functions (IMFs) are 
obtained. The signal reconstruction can be performed by 
adding all the IMFs together. 
EMD is an adaptive decomposition approach since it 
doesn’t require the selection of a wavelet function. However, 
in some cases it may still not be able to distinguish PD signal 
and noise in an IMF [13]. An improved version of EMD, 
termed as ensemble EMD (EEMD) has been proposed [13]. 
Before performing decomposition, synthesized white noise is 
added to the measured signal in EEMD. EEMD then 
decomposes the measured signal in the same way as EMD. 
Since the decomposed IMFs are embedded in white noise, a 
number of ensembles (i.e. a number of EMDs on the measured 
signal) are needed. The final IMFs are obtained by taking 
average in all ensembles. 
C. Mathematical Morphology (MM)  
Mathematical morphology (MM) is based on mathematical 
operators, which take effect on the measured signal and 
structure elements [13], [14]. A structure element is a predefined 
finite length waveform (e.g. flat and triangular). The 
extraction of PD signal is achieved through the intersection 
between structure elements and the signal and the extracted 
signal is represented as morphological features. 
IV. CASE STUDIES 
 This section presents the results of applying EMD, EEMD 
and MM to PD signal de-nosing, multiple PD source 
separation, and PD source classification. For the purpose of 
comparison, results of wavelet transform are also provided.  
A. Results on PD Signal Extraction 
Fig.2 shows results of extracting PD signals from the 
measured signals, which were generated by a PD model of 
internal discharge. In the measurement, the capacitive system 
as shown in Fig.1 was used. Fig.2a is an originally acquired 
PD signal. Since PD measurements were conducted in a well-
controlled laboratory condition, the noise level was rather low. 
To demonstrate the capability of different techniques in PD 
signals extraction, artificial noise was added (Fig.2b), which 
was the combination of three sinusoidal signals with signal-to-
noise ratio (SNR) of -5 dB. Fig.2c to Fig.2e shows the signals 
extracted by wavelet transform (with wavelet function db5 and 
five decomposition levels), EMD, and EEMD respectively.   
(a)   (b)  
(c)   (d)  
 
(e)    (f)           
Fig.2 PD signal extraction of an experimental PD model of internal discharge. 
(a) original signal; (b) noise corrupted signal (SNR= -5dB); (c) signal 
extracted by wavelet transform; (d) signal extracted by EMD; (e) signal 
extracted by EEMD; and (f) PD model of internal discharge. 
It can be seen from Fig.2c, the polarities of most extracted 
signals using the wavelet transform are blurred. Most of the 
PD impulses at time instances of 0.55s, 0.57s, and 0.59s 
cannot be captured. Even though EMD preserves most of the 
polarity information of PD impulses, some redundant signals 
due to noise are also extracted as PD signals (Fig.2d). In 
contrast, EEMD can effectively remove the noise and still 
maintain the integrity of PD signals in that their polarity 
information and phase locations are well preserved (Fig.2e). 
Fig.3 presents results of using wavelet transform, EMD 
and EEMD to extract PD signals from online PD measurement 
on a 5 MVA (254 kV / 34.5kV) transformer at a substation 
using capacitive PD measurement system. Fig.3a shows the 
originally measured signals. The corresponding frequency 
spectrum is plotted in Fig. 3b.  
(a) (b)  
(c)   
(d)   
(e)   
Fig.3 Results on a 5 MVA field transformer. (a) acquired PD signal; (b) 
frequency spectrum; (c) signal extracted by wavelet transform with db5; (d) 
signal extracted by EMD; and (e) signal extracted by EEMD.  
It can be seen from Fig.3b that the fluctuation in the 
measured signals could be due to power frequency harmonics. 
Fig. 3c shows the result of the wavelet transform. It can be 
seen that some noise still remains in the extracted signal. For 
the result of EMD as shown in Fig. 3d, the noise due to signal 
fluctuation still remains in the extracted signal. On the 
contrary, EEMD can thoroughly remove the noise and extract 
PD signals (Fig.3e).  
B. Results on Multiple PD Sources Separation 
In Fig.4, both wavelet transform-based (with two different 
wavelet functions) and MM-based (with two different 
structure elements) are applied to construct TF maps for 
separating multiple PD sources [16]. The signals were 
acquired from a PD measurement on a multiple PD source 
model (consisting of corona, surface discharge, and discharge 
in transformer oil) using inductive PD measurement system 
(Fig.1).  
It can be seen that the TF map constructed using MM-
based decomposition can achieve consistency in multiple PD 
source separation (Fig.4a1-a2). In contrast, the TF map 
constructed using wavelet transform-based decomposition 
cannot effectively separate the three PD sources (Fig.4b1-b2).  
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(a2) (b2)  
Fig.4. Separation of multiple PD sources consisting of corona, surface 
discharge, and discharge in transformer oil. Signal decompositions are 
achieved by (a1-a2) MM with flat and triangular structure elements, and (b1-
b2) wavelet transform with wavelet functions db2 and db5. 
 
Fig.5 presents the results of using wavelet transform-based 
and MM-based decomposition to construct TF maps for a PD 
measurement on a 1 MVA (11 kV / 433 V) transformer using 
inductive PD measurement system.  
(a)     
(b)   
Fig.5. Results on a 1 MVA transformer (a) using MM-based decomposition; 
and (b) Phase revolved PD (PRPD) diagram of (a). 
By projecting the red color data points in Fig. 5a to a phase 
resolved PD (PRPD) diagram, it can be observed that 
corresponding impulses are evenly distributed over the power 
cycle. After an on-site inspection, it was found that these 
periodic impulses were due to operations of power electronics 
inside a control cabinet, which was located close to the 
transformer. It can be seen from Fig. 5a there is a small cluster 
signals (in green color). Since the dissolved gas analysis 
(DGA) results for this transformer indicated that PD may be 
present, the above cluster signals may be related to PD events. 
The type of PD source of this cluster signals can be further 
classified, which will be discussed in the next section.  
C. Results on PD Sources Classification 
This paper applies a Support Vector Machine (SVM) 
algorithm for PD source classification [15]. Two different sets 
of features are used: 
1)  Wavelet transform (WT) – statistical features (mean, 
variance, skewness, and kurtosis) on wavelet coefficients 
distribution in 9-level decomposition. 
2)  EMD – statistical features (mean, variance, skewness, and 
kurtosis) on IMFs distribution in 9-level decomposition. 
Table I presents results of applying the SVM algorithm to 
classify PD source. The SVM algorithm was firstly trained by 
a dataset (training dataset) constructed by signals obtained 
from PD measurements on four PD models including corona, 
discharge in oil, discharge due to floating particles, and 
internal discharge. The training dataset consisted of 240 data 
points (60 data points for each model). And each data point 
was made up of PD pulses in 25 power cycles. Two sets of 
inputs were separately adopted in the SVM algorithm: (1) 
statistical features of wavelet coefficients in 9-level 
decomposition (total 4 x 9 = 36 features), which were obtained 
by applying WT on the training dataset; and (2) statistical 
features of IMFs in 9-level decomposition (total 4 x 9 = 36 
features), which were obtained by applying EMD on the 
training dataset. During SVM training ten-fold cross-
validation was conducted on the training dataset to find the 
optimal parameters for the SVM algorithm, which include the 
regularization parameter and the variance parameter of the 
radial-basis function (RBF) kernel [15]. 
After training, classification was performed on a dataset 
(testing dataset) obtained from PD measurements on the above 
four PD models, of which the PD source types were not 
known by the SVM algorithm. The testing dataset consisted of 
80 data points (20 data points for each model). And each data 
point was made up of PD pulses of 25 power cycles. In Table I, 
classification accuracy is the average of 20 iterations on the 
above training and classification processes. From Table I, it 
can be seen that EMD is slightly better than the wavelet 
transform in recognizing PD sources.  
TABLE I.  CLASSIFICATION RATES  
Feature Extraction 
Methods 
Overall 
Rates (%) 
Classification Rates for different 
models (%) 
1 2 3 4 
EMD 92 79 94 100 96 
WT (bior1.5) 90 76 93 95 96 
1-corona, 2-discharge in oil, 3- discharge due to floating particles; 4- internal discharges 
The SVM (with EMD) algorithm was used to recognize 
the PD source in the above 1 MVA transformer in Fig.5. The 
result indicated that this transformer had about 80% chance of 
having discharge in oil.  
V. CONCLUSIONS 
This paper demonstrated that empirical mode 
decomposition (EMD) and mathematical morphology (MM) can 
be adopted as an advanced signal processing tool in PD 
monitoring and diagnosis of filed transformer. The results showed 
EMD and MM can be used as alternatives to wavelet transform at 
different stages in PD signal analysis.  
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Abstract—Wind energy is becoming more common, 
especially as costs are falling. In Australia’s National Electricity 
Market, the total available generation is managed by the 
Australian Energy Market Operator (AEMO). One of its tasks 
is to forecast the availability of generation twenty four months 
into the future, to ensure that the predicted customer  load 
requirements are met. A challenge, however, is to accurately 
forecast the contribution of wind energy to the market on this 
time frame. Since the energy of wind is a function of its speed, it 
is common to use climate data to estimate the wind speed into 
the future using statistical distributions. 
In this analysis measurements on power generation from a 
South Australian wind farm and on wind speed from a weather 
station were compared. Statistical techniques were applied to 
monthly data samples. The power generated from a wind 
turbine is generally highest at the tail end of the wind speed 
distribution. Thus, the accuracy of two distributions to model 
wind speed, the Weibull and the Gumbel, was investigated to 
see which gave better fits. The Gumbel distribution was found 
to estimate wind speed more accurately than the Weibull model, 
not only at the tail end of the distribution, but also at lower 
levels. 
Keywords—wind energy; wind energy generation; wind power 
generation; modeling; wind farms; energy management 
I.  INTRODUCTION 
The operator of Australia’s National Electricity Market 
(NEM), AEMO, is responsible for managing the adequate 
availability of electricity, both in the long and short term [1]. 
Whereas the output of a coal or gas generator can be 
controlled, or ‘dispatched’, the output from a renewable 
generator is generally dependent on the weather of that day. 
According to the market’s rules, electricity from wind is 
classed as semi-scheduled generation because their energy 
source is intermittent and cannot increase on demand [1].  
The relative variability of wind creates uncertainty when 
forecasting the supply of electricity. This might not be 
problematic for a network with minor wind penetration. 
However, the Australian government has set a goal that a 
significant proportion, 20%, of electricity is to be generated 
from renewable sources by 2020 [2], most of which is 
expected to be from wind.  
Significant wind penetration has already occurred in 
South Australia, which has already met the 20 % renewable 
requirements, and intends to reach 30 % by 2020 [3]. In this 
state the observed ratio of instantaneous wind energy to 
demand has been as high as 88 % (compared to a theoretical 
value of 116 %) [4]. 
One of the market operator’s activities is to forecast both 
generation and load. This is performed on varying time 
frames over the short [5], mid [6] and long terms [7]. Short 
term reflects six trading days into the future, mid term up to 
24 months, and long term over many years and decades. 
These reports are rolling to continually take into account 
electricity usage. Their respective focus is on supplying the 
customer over the next few days, whether enough generation 
is available over the next 24 months to meet demand, and 
whether there is sufficient generation to keep up with demand 
and growth into the future.  
To forecast supply a 90 % reliability level is used to 
estimate generation from each plant [8]. However, for the 24 
month time frame, applying this metric to wind generally 
results in a very low output being calculated for this type of 
plant. Thus, when forecasting over this time frame, there is a 
general consequence that far more fossil fuelled generation is 
required to be available than is likely to be required. In this 
project we set out to improve on the methods currently used 
to predict the contribution of wind energy. Given that a 
number of time frames are used by the market to ensure 
supply, an accurate hourly projection of wind can be left to 
the short term model. The 24 month model is to help the 
market operator ensure that adequate generation is available, 
not to predict the actual hourly generation by wind. 
The strategy used was to investigate the distribution of 
wind speed, comparing it to the power output curve of the 
wind farm. Statistical models were then applied to predict the 
likely capacity from wind. Two advantages to using wind 
speed over power curve are: many decades of wind speed 
data are usually available compared to only several years of 
wind farm, and, the contribution of planned plants can be 
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research centre. The data from Bureau of Meteorology 
included wind speed and wind direction for every 3 hours 
from 1996 to April 2008. The entire wind speed measured is 
shown in Fig 4. The cumulative probability of the wind speed, 
on a month to month basis, is shown in Fig 5.  
As can be seen in Figs 4 and 5, the wind does not often 
reach speeds where a turbine will generate 50 % of its output. 
Therefore, care must be taken when applying statistical 
distributions to this data, because any distribution used must 
be capable of adequately model the data towards the upper 
extreme of the distribution. 
Wind direction is also important. However, the yaw 
mechanisms used in wind turbines help ensure that the rotor 
is pointed towards the incoming direction of the wind. 
Therefore, the wind direction parameter is ignored in this 
paper, so that the models can be simplified. 
From Fig. 5, it can be seen that the wind speed tends to be 
lower in the first six months of the year, and higher in the 
second six months.  
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Fig. 4.  Wind speed measured in km/h from Loxton research centre weather 
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Fig. 5. Cumulative probability of wind measured at Loxton research centre as 
a function of month. The two arrows denote the minimum wind speed 
required by the wind turbine to generate electricity, and the wind speed at 
which the turbine generates 50 % of its rated power. 
 
V. COMPARISON OF WIND SPEED DATA WITH POWER OUTPUT 
OF WIND FARM 
The distribution for both wind speed and wind farm 
power generation is given in Tables I and II. Plotting these 
distributions together, as shown in Fig 6, demonstrates that 
there is linearity between these wind speeds at a given 
probability and the output of the wind farm. However, this 
relationship can differ between months. This may have been 
caused by different numbers of wind turbines operating.  
This linearity implies that if the wind speed distribution is 
known, estimations can be made on the power output of the 
wind farm. 
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Fig. 6. Comparison of distributions for wind speed and power output of wind 
farm showing differences in generation. 
 
Table I 
Distribution of wind speed, in km/h 
Probability 
(%) Jan Feb Mar Apr 
10 7 7.2 2.6 2.1 
20 8.8 9.2 4.8 4.2 
30 10 10.8 6.2 5.8 
40 11.5 12.1 7.6 7.2 
50 13 13.2 9.6 8.8 
60 14.4 15 11.1 10.6 
70 16.3 16.8 13 12.5 
80 18.2 19 15.8 15 
90 22.1 22.8 20 19.5 
 
Table II 
Distribution of power output from wind farm, in MW 
Probability 
(%) Jan Feb Mar Apr 
10 6 10 4 0 
20 15 19 14 8 
30 23 28 22 17 
40 30 35 30 25 
50 38 43 37 33 
60 46 50 46 41 
70 55 60 55 51 
80 70 72 69 65 
90 89 94 91 87 
 
VI. APPLICATION OF STATISTICAL MODELS TO WIND SPEED 
MEASUREMENTS 
Both the Weibull [15] and Gumbel [16] distributions were 
considered during this investigation. The Weibull distribution 
has been very commonly applied to model and estimate wind 
speed [17, 18].  
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However, as discussed by Perrin who applied the Weibull 
method to Swedish wind data, one problem with its use is that 
is gives incorrect estimates of the tails of the distributions of 
wind speeds [18]. Furthermore, he noted that it gave an 
incorrect estimation of the yearly maximum wind speed. The 
authors investigated the application of different statistical 
distributions to model wind speed, concluding that the 
Gumbel distribution can be used, although the quality of its fit 
should be checked graphically. A brief introduction to the 
Weibull and Gumbel models is given below. 
A. Weibull distribution 
The Weibull distribution is defined as: 
ܨሺݔ; ݇, ߣሻ ൌ 1െ݁ିሺ௫/஛ሻೖ  (2) 
Where k > 0 is the shape parameter and λ > 0 is the scale 
parameter of the distribution.  
B. Gumbel distribution 
The cumulative distribution function of the Gumbel 
distribution is given in (3).  
Fሺx; µ, βሻ ൌ ݁ି௘షሺೣషഋሻ/ഁ  (3) 
Where μ is the mode and ߚ is the scale parameter. 
C. Comparison of models 
The cumulative frequency distributions are shown in Figs 
7a and 7b for a selection of the months of the year. A non-
parametric distribution of the wind speed was plotted first 
(shown by name of month label in figure), and then both the 
Weibull and Gumbel distributions were applied to the data 
(as denoted by the W and G prefixes given in the data labels). 
According to Fig 5 the power output of a wind turbine 
does not often exceed 50 % of its rated capacity. Therefore, 
it is important to consider the cumulative frequency of wind 
speed near its maximum observed values. In Fig 8a and 8b 
the wind speed corresponding to a cumulative frequency 
greater than 99 % is shown. An observation is that the July – 
December period generally has higher wind speed. 
September usually has a higher distribution of wind speed 
than May. When considering the 54 km/h efficiency level of 
these wind turbines, when their rated power output is reached, 
the wind does not often reach this speed. 
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Table III 
Comparing non-parametric, Weibull and Gumbel distributions 
W
in
d 
sp
ee
d 
(k
m
/h
) January February March April May June
Non W G Non W G Non W G Non W G Non W G Non W G
13 55.76 45.41 49.61 58.33 47.95 52.34 67.86 54.33 60.33 77.47 64.25 70.87 81.09 71.43 74.86 76.11 61.91 69.51
20 90.76 87.45 88.13 92.08 88.51 89.11 94.2 93.38 92.49 96.58 95.48 94.87 96.61 95.35 96.19 94.5 93.82 93.78
25 97.91 97.99 97.13 98.24 98.17 98.54 98.85 99.41 98.47 99.15 99.57 98.92 99.48 98.65 99.29 98.9 99.17 98.47
30 99.15 99.61 99.01 99.14 99.64 99.17 99.63 99.93 99.54 99.50 99.94 99.65 99.85 99.37 99.79 99.45 99.85 99.45
35 99.88 99.99 99.85 99.85 99.99 99.88 99.80 99.99 99.94 99.86 99.99 99.95 99.89 99.72 99.95 99.92 99.99 99.91
40 99.96 99.99 99.98 99.96 99.90 99.98 99.93 99.99 99.99 99.89 99.99 99.97 99.96 99.86 99.99 99.96 99.99 99.98
45      99.97 99.99 99.99 99.96 99.99 99.99    
50          
 
W
in
d 
sp
ee
d 
(k
m
/h
) July August September October November December
Non W G Non W G Non W G Non W G Non W G Non W G
13 75.83 62.01 69.37 70.97 56.78 64.22 62.62 48.27 56.22 59.29 46.9 53.23 59.77 48.35 53.20 56.85 45.39 50.77
20 93.65 95.95 92.99 90.88 90.14 90.18 87.50 85.51 85.34 87.85 85.77 86.22 90.41 87.56 88.23 88.07 85.01 85.91
25 98.18 98.83 98.04 97.29 97.98 96.78 95.15 98.04 94.29 96.77 96.9 95.47 97.49 97.67 96.79 96.17 96.71 95.58
30 99.33 99.74 99.22   99.11 99.46 98.55 97.46 98.96 97.08 98.63 99.17 97.98 98.96 99.46 98.77 98.41 99.12 98.11
35 99.85 99.99 99.84 99.74 99.96 99.62 99.12 99.91 99.06 99.63 99.94 99.50 99.77 99.97 99.77 99.89 99.94 99.56
40 99.93 99.99 99.94 99.89 99.98 99.76 99.73 99.99 99.68 99.85 99.99 99.87 99.96 99.99 99.66 99.96 99.99 99.83
45 99.96 99.99 99.99 99.93 99.99 99.96 99.85 99.99 99.86 99.96 99.99 99.95    
50    99.96 99.99 99.98 99.92 99.99 99.90    
60      99.96 99.99 99.99    
 
The comparison between the distributions is also given in 
Table III. In most cases the wind speed derived from the 
Gumbel distribution follows the non-parametric distribution 
more accurately than the Weibull distribution does. In all cases 
the parametric distributions both under-estimated the 
percentage of wind speed of up to, and including, 13 km/h. At 
these low speeds the wind speed data is not very continuous, 
and has been rounded to 0, 1.8, 3.6, 5.4, 7.6, 9.4, 11.2 or 13.0. 
This rounding may have caused the error.  
At the high wind speeds, in excess of 25 km/h, the Weibull 
distribution over-estimates the probability of these wind speeds. 
The general consequence is that the very high wind speeds are 
more likely to occur than using the Weibull model suggests. 
The Gumbel model tended to be more accurate than the 
Weibull one. 
D. Comparison of non-parametric and Gumbel distribution 
with wind farm power curves 
The wind speed measurements were recorded between 
1996 and 2008. The weather station began recording in 1984, 
however, only observed wind speed twice a day. Consequently, 
measurements from before 1996 were not used. The power 
output graphs shown in Figs 1 and 2 represent data from 2008 
to 2014. As evident in Table III, from July until October a 
higher proportion of the wind is at a speed in excess of the 36 
km/h threshold where the output of the turbine exceeds 50 % 
of its rated power. This observation corresponds to the power 
output curve of the wind farm shown in Fig 2. The wind speed 
was never observed to pass the 90 km/h threshold when the 
wind turbine is shut down.  
There are general correlations between wind speed 
distribution and wind farm power output. For instance, 
according to the capacity factor and power curve in Figs 1 and 
Australasian Universities Power Engineering Conference, AUPEC 2014, Perth, WA, Australia, 28 September – 1 October 2014   6 
 
2 the best months for wind generation are usually, in order: 
August, September and July. This corresponds with their order 
in the wind speed distributions given in Table III. Despite 
September usually having the highest wind speeds, some of 
these are in excess of 54 km/h when the power output of the 
turbine peaks, and thus there is no extra electrical power 
generated. 
It was not possible to produce an exact relationship 
between the wind farm and wind speed for the following two 
reasons, which remains further work.  
Firstly, the wind speed was not corrected for the turbines. 
The speed of wind across a surface varies according to the 
topology. The speed also varies according to height, so its 
measurement at the 80 m hub height of a turbine will be 
different from the 10 m height of a BOM weather station. 
Secondly, the number of turbines in service may vary 
according to the routine maintenance schedule. According to 
the Danish Wind association a turbine requires an outage every 
six months for an inspection and service, which results in the 
turbine being unavailable for 2 % of the year. 
The capacity factors during 2010, Fig 1, appear unusually 
low in comparison to the other years. The relationship between 
wind turbine power output and wind speed is known. 
Therefore, the probabilities of different wind speeds occurring 
could be related to a probability distribution for the power 
output of a wind turbine.  
  
VII. CONCLUSIONS 
As concluded in this analysis, the capacity factor of this 
wind farm changed each month, and in general the output was 
highest between July and October. The shape of the power 
curve was also seen to differ each month, therefore, the 90 % 
reliability level should be calculated for each month. In August 
and September the power curve is fairly linear in comparison 
with the curve for May. The other months were in between. A 
significant deviation from linearity could indicate more gusting, 
which should be investigated further.  
Modelling the wind speed using the Gumbel distribution 
generally gave more accurate estimates than when the Weibull 
distribution was used.  
The output of the wind turbines reaches 50 % of rated 
power at around a wind speed of 36 km/h. According to these 
distributions less than 1 % of the wind speed measurements 
exceeded 35 km/h. Therefore, it may be better to use the 
Gumbel distribution to estimate the extreme values. 
The wind speed was not adjusted to take into account land 
topology and turbine height above the ground. Therefore, it was 
not possible to produce an exact relationship between wind 
speed and turbine output power. This remains future work. 
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Abstract  
 
One difficulty with managing power transformers is how to diagnose a fault from multiple test 
measurements. Test standards, such as those provided by the IEC and IEEE, exist which advise 
on measurement values indicating normal operation. However, it can be difficult to determine 
the root cause of an errant measurement result. A skilled engineer is required to read through 
test reports to come to a conclusion. It is also difficult for a Utility to rank the condition of their 
transformers, to help determine where to effectively invest in the network. Health indices can 
be used to standardize diagnoses. However, there are a number of different methodologies 
which could be used. How does the engineer have confidence in the best one to use? Pattern 
recognition techniques have the advantage of automatically detecting faults and ranking the 
condition of transformers. They can also be used as a first pass filter, where easy-to-determine 
faults are diagnosed and the engineer only has to investigate complex issues. UQ has been 
developing a computerised tool to monitor the condition of a transformer. This is an industry 
funded project involving Energex, Ergon Energy, Powerlink and TransGrid. Our general strategy 
of pattern recognition is to rank the condition of a large population of transformers, using test 
measurement values, and then match the test measurements from an unknown transformer to 
the population. We have been investigating how to improve existing techniques. Various 
investigations have taken place at UQ over the past two years. Laboratory based transformers 
have been run to failure, and their test results analysed. Water measurement probes have 
been tested. Dissolved gas analysis has been studied. Partial discharge experiments have been 
undertaken. Our goal is to provide a comprehensive transformer asset management tool. 
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Project Aims  
 
The overall aim of this ARC Linkage project is to develop an intelligent monitoring, diagnostic 
and management system for power transformer, which can provide an effective tool to help 
make informed decisions on transformer operation, maintenance and replacement strategies 
(1, 2). The conceptual illustration is provided in Figure 1.  
 
The key objectives of this project are summarized as follows: 
 
 To develop proactive health management techniques to evaluate the health condition and 
serviceability of a transformer, by using information and knowledge extracted by statistical 
data mining and information fusion systems.  
 
 To develop both online sensor based monitoring and offline measurement techniques to 
provide total visibility of the transformer health condition. 
 
 To develop statistical data mining and information fusion techniques for automatically 
processing measurement data and historical data, extracting meaningful information, and 
subsequently transforming information into domain-specific knowledge. 
 
 To build prototype hardware and software modules for deployment and evaluate above 
techniques with extensive trial tests on laboratory and substation transformers.  
 
 
 
Figure 1 
Conceptual Illustration of Power Transformer Condition Monitoring, Diagnostics, and Life 
Management System 
 
5 
 
Building the Smart Box – Hardware/Software Platform  
 
We are currently developing a prototype smart box PC based on National Instrument’s PXI 
modular system. This provides a configurable hardware and software platform. It can collect 
various online measurement data and evokes signal processing algorithms for raw data 
filtration, purification and coalescence. It can also execute intelligent algorithms for fault 
diagnosis and transform the diagnosis result into a user-friendly format, which will be used by 
utilities for maintenance and operation decision. Figure 2 depicts the functional blocks of the 
smart box, which will be compatible with IEC61850.  
   
 
 
Figure 2 
Smart Box – configurable hardware and software platform 
 
The major research and development work conducted over the past year include:  
1. Partial discharge (PD) signal extraction and source classification 
2. Transformer oil health index computation 
3. Accelerated ageing experiment and dielectric response measurement on model 
transformers 
4. Water monitoring of transformer insulation 
5. Acoustic measurement 
6. Improving interpretation of Frequency Response Analysis (FRA) 
7. Information fusion techniques 
8. Smart  box  development 
9. Laboratory transformer tests, and onsite tests on distribution transformers at one of the 
University of Queensland’s substations 
 
Partial Discharge Extraction and Source Classification 
 
PD is a localized electric discharge, which can progressively cause deterioration of the 
transformer insulation, and may eventually lead to the catastrophic failure of the transformer. 
We conducted both IEC60270 standard and high frequency current transducer (HFCT) based 
PD measurements. The IEC60270 measurement system acquires the PD signal using a coupling 
capacitor and measuring impedance. The HFCT sensor is a Rogowski coil with a clamp-type split 
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core installed on the transformer earth bonding point. By integrating the data obtained from 
these two types of PD measurements, more accurate PD source pattern recognition can be 
achieved. Figure 3 depicts the measurement setup.  We have developed various digital signal 
processing algorithms for de-noising the measured signal, and tested various machine learning 
algorithms to classify the source of PD. Figure 4 illustrates the procedure of PD signal 
acquisition and processing (3, 4).  
 
 
Figure 3  
PD measurement Setups 
 
 
 
Figure 4  
Procedure of PD signal acquisition, signal processing, feature extraction, and pattern 
recognition (4) 
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Automatic PD source classification has significant benefits for transformer condition 
assessment of in-service transformers. It can reveal the types of defects that are causing the 
discharge.  The discharge pattern is represented by a set of characteristic attributes (features), 
which can be extracted from PD measurement data. We have designed and manufactured a 
number of experimental PD models as shown in Figure 5. The purpose is to use these PD 
models to build up PD sources fingerprints to train the pattern recognition algorithm. Figure 6 
shows the typical phase resolved fingerprints of these artificial models. On the basis on these 
fingerprints, we developed support vector machine (SVM) and a variety of artificial neural 
networks (ANNs) for recognizing different PD sources. The details of these algorithms can be 
found in (4). 
 
 
 
Figure 5  
Experimental PD models for constructing PD sources fingerprints (4) 
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Figure 6  
Typical PD patterns of five PD models (4) 
 
Transformer Insulation Diagnosis Using Oil Characteristics 
 
Over the past 2 years, we have investigated the pattern recognition techniques and their 
application to transformer oil condition assessment (5-8). The pattern recognition 
techniques firstly utilize a historical database consisting of oil characteristics, and the 
defined insulation condition of a set of corresponding transformers, to construct a 
mathematical model. Secondly  this model can be used for computing a health index for a 
transformer of interest.  Figure 7 depicts the major steps of applying pattern recognition 
techniques for analysing oil characteristics (8).  
 
Due to the complexity of the ageing mechanism of insulation material, different fault types 
might co-exist in one transformer. Thus it would be useful to estimate the probabilities for 
each type of fault (5). Such interpretation will be beneficial for understanding the overall 
condition of a power transformer’s insulation system. Table 1 presents an example of using 
support vector machine (SVM) algorithm to interpret DGA data. For example, Transformer 
TX5 in Table 1 is diagnosed as high temperature thermal fault with 52% probability, 
meanwhile the SVM algorithm indicates that this transformer also has a 48% chance of 
having a discharge fault. 
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Figure 7  
Procedures of applying pattern recognition techniques for analysing oil characteristics (8) 
 
There are still considerable challenging issues which need to be investigated before the 
pattern recognition techniques can become practical tools for a utility. We have 
investigated a number of issues and have proposed novel approaches to address them, 
including (1) building a statistically satisfied training database, using a comprehensive 
approach; (2) dealing with measurement-originated  uncertainties attributed to noise, 
outliers, and the class imbalanced oil characteristics database; (3) developing feature 
selection techniques to investigate any correlations among different transformer oil 
characteristics; and (4) defining a common framework for training, cross-validation, testing, 
and making statistical performance comparisons of different pattern recognition algorithms 
for their applicability in transformer insulation diagnosis (5-8). 
 
Table 1 
SVM Assessment Results on 10 Transformers (5) 
 
Transformer Probability of Each Class 
SVM 
Results 
TX1 (0.86 0.02 0.06 0.01 0.05) Normal 
TX2 (0.85 0.01 0.07 0.02 0.05) Normal 
TX3 (0.04 0.61 0.04 0.27 0.04) DS 
TX4 (0.25 0.02 0.67 0.02 0.04) MT 
TX5 (0  0.48  0  0.52  0) HT 
TX6 (0  0.04  0  0.03  0.93) PD 
TX7 (0.07 0.04 0.04 0.01 0.84) PD 
TX8 (0.80 0.01 0.15 0.01 0.03) Normal 
TX9 (0  0.01  0.97  0.02 0) MT 
TX10 (0.19 0.02 0.72 0.06 0.01) MT 
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(Normal DS MT HT PD) is the probability of each class, where Normal - normal operating 
condition, DS - discharge fault, MT- lower to medium range thermal fault, HT- high range 
thermal fault, and PD - partial discharge.  
 
Dielectric Response Measurements 
 
Offline diagnostics, based on dielectric response measurements (such as the PDC and FDS) 
have the potential to provide sensitive indications of ageing and water in transformer 
insulation (9, 10). Even though previous research has proved that polarisation techniques 
are highly sensitive to water in insulation, its  estimation is still not suitably accurate. The 
degree of ageing of the insulation, insulation geometry, and non-uniform temperature 
distribution are some of the other main factors, which should be considered when 
evaluating the water content using dielectric response measurements. In this project we are 
looking at the effect of ageing and temperature distribution on the water estimations using 
dielectric response measurements.  Three identical model transformers, which are designed 
to replicate a typical power transformer, have been loaded and thermally aged using known 
conditions. Dielectric response measurements on one of these units, before and after 
ageing, is shown the Figure 8. It can be seen that the dielectric response has altered during 
ageing. A similar response change has been observed in PDC measurements in other units. 
Further research is progressing to quantifying these changes based on ageing, water and 
temperature. 
 
We were able to perform dielectric response measurements on two other transformers.  
These results have been analysed using existing software to evaluate the water content,  
presented in Table 2. 
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Figure 8 
Loss factor of model transformers before and after ageing 
 
 
Table 2 
Moisture Content Estimation 
 
Transformers 
Estimating Moisture of 
Paper insulation through 
PDC 
Estimating Moisture of Paper 
insulation  
through FDS 
T1 (100KVA, made in 1962) 5% 3% 
T2 (5KVA, made in 2010) 1% 2% 
  
As shown in Table 2, PDC and FDS estimates are different. This may be due to various 
dissimilarities in modelling of PDC and FDS data and it clearly elaborates the requirement of 
a common tool for evaluating dielectric response data, which is independent of measuring 
technique. 
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Water Monitoring of Transformer Insulation 
 
The determination of the water content of insulation is an essential part of transformer 
monitoring, diagnosis, and life management system. We wish to use water monitoring for 
the following: 
 
1. Calculate maximum overload temperature for transformer before water precipitates in 
the oil potentially causing failure 
2. Determine effect on accelerating the degradation of paper insulation 
3. Indicate if transformer air drier needs replenishing 
4. Indicate if transformer sealing has failed 
5. If high PD is present perhaps suggest that one course of action is to dry out the 
transformer 
 
Our current method is to measure the water content in the oil using a water activity sensor, 
and then use this data to accomplish the above tasks. The use of this type of probe has 
been extensively discussed in (11 – 14). The procedure is shown in Figure 9. A filter removes 
erroneous data, and an algorithm calculates the water content of paper, which is used in 
the main health management system. 
 
A software tool to determine paper water content has been developed, and is now 
undergoing test. The tool will be trialled on the UQ owned transformers. Some changes to 
the transformer lids have to be made to install the probes, which will be done at the next 
available outage. 
 
Work has been on investigating the linearity of oil water activity with oil water content in 
ppm, in particular investigating the role of acids on affecting the vapour pressure of 
dissolved water. This was necessary to understand factors which could affect the 
mathematical model to determine the water content of paper, when the model takes into 
account the properties of the oil. 
 
This investigation has been nearly completed. The key findings are: acids do not significantly 
affect vapour pressure measurements – therefore models do not need to take these into 
account, and that the vapour pressure measurement is linear at the dry end of the scale. 
Once the oil water content exceeds about 20 ppm at room temperature linearity is lost 
(Figure 10). 
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Figure 9  
Using water activity data 
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Figure 10 
Comparing linearity of Vaisala probe sensor 
 
Information Fusion  
 
We investigated how to integrate data and information from multiple sensor measurement 
to perform transformer condition assessment. Currently we are combining the PD data 
acquired from two different techniques, based on IEC60270 and HFCT compliant 
measurements. The next step is to conduct information fusion on different types of 
measurements such as PD, FRA, PDC, FDS, acoustic measurement, and oil characteristics. 
Consequently the health index of a transformer can be computed and its end-of-life time 
can be predicted. Figure 12 presents an illustrative diagram of information fusion 
framework.  
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Figure 12  
Information fusion and Transformer Health Management 
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  Abstract- Continuous Partial discharge (PD) monitoring can 
help assess the integrity of transformer insulation system. Over 
the past few decades, various aspects of PD techniques have been 
investigated. Current research of PD focuses on multiple PD 
sources classification, which aims to identify the types of several 
defects that may coexist in a transformer and cause discharge. 
This paper develops a hybrid discrete wavelet transform (DWT) 
and support vector machine (SVM) algorithm targeting multiple 
PD sources classification.  To evaluate the performance of this 
algorithm, experiments on a number of artificial PD models and 
transformers are conducted in the paper. 
 
I.    INTRODUCTION 
 
   To ensure the reliable operation of a power transformer, its 
insulation system needs to be continuously monitored. Partial 
discharge (PD) measurement is one of the techniques for 
evaluating the integrity of the insulation system of a power 
transformer [1]. By interpreting PD measurement data, it is 
possible to identify the types of defects (i.e. internal cavity and 
crack, floating components, bad contacts, and suspended 
particles) that cause discharge in a power transformer. During 
the past thirty years, a variety of  intelligent algorithms such as 
artificial neural networks (ANNs), support vector machines 
(SVMs), evolutionary algorithms, and knowledge based 
system have been proposed in the literature for automatic PD 
sources classification [2]-[7].  
   However, given the complex structure of a transformer, the 
complicated mechanisms of PD, the extensive interference and 
noise, and the co-existence of multiple PD sources, it is still a 
challenging task to apply the intelligent algorithms to practical 
PD sources classification for power transformers. The current 
PD research is focusing on multiple PD sources classification. 
The approaches reported in the literature for multiple PD 
sources classification include mixed Weibull model [8], 
equivalent time and bandwidth computation [9], auto-
correlation function [10], density based spatial clustering [11], 
and blind source separation [12].   
   This paper develops a hybrid discrete wavelet transform 
(DWT) and support vector machine (SVM) algorithm for 
multiple PD sources classification. The hybrid algorithm 
adopts the DWT for extracting PD signals from noise (i.e. de-
noising) and selecting features (i.e. essential but non-
redundant characteristics) [7], [13]. The hybrid algorithm also 
adopts SVM for PD sources classification due to its excellent 
generalization capability. When multiple PD sources are 
present, the hybrid algorithm can estimate the probability of 
existence of each type of PD sources such as internal 
discharge, surface discharge, discharge in transformer oil, 
corona, and discharge due to floating particles etc.   
   The paper is organized as follows. Section II briefly reviews 
the theory of SVM and DWT. Section III describes the PD 
measurement set-up. Section IV presents the classification 
results of the hybrid DWT and SVM algorithm on a number of 
multiple PD sources collected from a number of artificial PD 
sources and real transformers. Section V concludes the paper. 
 
II.   HYBRID DISCRETE WAVELET TRANSFORME (DWT)  
and SUPPORT VECTOR MACHINE (SVM) ALGORITHM  
for PD SOURCES CLASSIFCATION 
 
A.    Support Vector Machine (SVM)  
   SVM was developed based on Vapnik’s statistical learning 
theory [14]. To attain the desirable generalization capability, 
the SVM algorithm seeks the trade-off between the accuracy 
attained by learning from a training dataset and the “capacity” 
to make classification on any new data without error. The 
formulation of SVM algorithms are as follows. 
 Assuming a  training dataset consists of N data points 
of [ ]Nxxx ...,,1=  with each data point belonging to one of the T 
distinct classes{ }Tyy ...,,1 , the SVM algorithm is tasked to 
learn the underlying relationship between these data points 
and the classes. After learning, the SVM algorithm can 
correctly classify any new data point into one of the T classes. 
To accomplish the above task, firstly the SVM algorithm 
transforms the data points in the training dataset x  from the  
input space mℜ  to a higher dimensional space Ω  through a 
kernel function, which is in the form of            
( ) jkjkK hhx,x T= , where T denotes the matrix transpose, and 
( )xh φ=  is the function of x . This paper adopts the Gaussian 
Kernel of ( )
( ) ( )
γ
jk
T
jk
eK jk
xxxx
x,x
−−
−
= . After such data 
transformation, the SVM algorithm searches for an optimal 
separation hyperplane that maximizing the separation between 
data points of different classes while minimizing the 
classification error. This is accomplished by solving a 
constrained problem as [7] 
Maximize ( )1 1 1
1
x ,x
2
N N N
k k j k j k jk k j
y y Kα α α
= = =
−∑ ∑ ∑       (1)            
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,...,1,0
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where kα denotes Lagrange multiplier, C is the parameter  to 
balance  the margin maximization and classification error.  
   After the above optimal hyperplane is obtained, the SVM 
algorithm can classify a new data point 
*x
 
into one of the 
classes defined in{ }Tyy ...,,1 as 
( )*
1
sgn x ,x
N
k k k
k
y y K bα
=
⎡ ⎤
= +⎢ ⎥⎣ ⎦∑                   (3) 
where N is support vectors number , b denotes the bias.      
  The above SVM algorithm can be extended to estimate the 
probability of the new data point 
*x belonging to any class in 
{ }Tyy ...,,1 [15]. Assuming that the two classes 
probabilities jir of ( )kkkji jiyiyP x,or===µ are known 
as a prior. Then for a new data point
*x , its probability *jir  is  
computed by using the samples belonging to the i-th and j-th 
classes of the training dataset. By making use of all *jir , the 
overall probability of this new data point 
*x  with respect to 
all classes ( ) TiizPp kki ,...,1,x ===  can be obtained 
as [15]: 
Tjir
T
pp
p jiijj
ji
i ,...,1,,1
*
:
=⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
+
= ∑ ≠          (4)         
Subject to   Tipp i
T
i i
,...,1,0,1
1
=≥=∑ =          (5)                
   In practical online PD monitoring and diagnosis of power 
transformer, multiple discharge sources attribute to different types 
of defects may coexist in transformer insulation system. 
Therefore, it would be appropriate to produce a probability 
estimation of the occurrence of each type of PD sources. 
 
B.    Discrete Wavelet Transform (DWT) 
   A wavelet )(tψ is a wave-type signal, which has the 
properties of ∫
∞
∞−
= 0)( dttψ and ∫
∞
∞−
∞<dtt 2)(ψ . There are 
different types of wavelets (e.g. mother wavelet) have been 
adopted for PD signal de-noising. Some examples are 
Daubechies (db), Biorthogonal (bior), and Coiflets (coif) [16]. 
By using a mother wavelet, a signal can be decomposed into 
wavelet coefficient as [16]: 
 dta
bt
a
tXW ba ∫
∞
∞−
−
= )(
1
)( *, ψ
 
(6) 
where )(tX  is the function of a signal, *ψ  is the complex 
conjugate of wavelet )(tψ , a  is used to   compress and stretch 
the mother wavelet )(tψ , and b  is used to  shift the mother 
wavelet along the time axis. After removing the noise, the 
signal is reconstructed [16]: 
 ∫ ∫
∞
∞−
∞
∞−
=
2,,
)(
1
X(t)
a
da
dbtW
C baba
ψ
 
(7) 
where C  is a constant decided by the selected mother wavelet.  
   Equations (6) and (7) denote the continuous wavelet 
transform (CWT) and inverse CWT (ICWT), respectively. 
Since on-line PD measurement requires a relatively low 
computation cost, this paper will adopt discrete wavelet 
transform (DWT) for its efficiency. DWT and inverse DWT 
(IDWT) are defined as [16]: 
 ∑
∈
−− −=
Zn
jj
kj knnXW )2(2)(
)2/(
, ψ
 
(8) 
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∈ ∈
=
Zj Zk
kjkj nWnX )()( ,, ψ
 
(9) 
where )(nX  is the signal in discrete form, j  and k  are 
integers.  
   In the implementation of DWT, the original signal is 
decomposed into a series of approximation and detail 
coefficients by going through low pass filters (LPFs) and high 
pass filters (HPFs). The approximation coefficients will be 
further decomposed until a predined decomposition level is 
reached. After applying thresholds to the above coefficients to 
remove noise, the signal will be reconstructed [13].    
 
C. Hybrid DWT and SVM Algorithm 
In the hybrid algorithm, firstly the acquired PD signals 
(discharge pulses) are decomposed into nine levels and each 
discharge pulse is represented by nine detail coefficients [7]. 
Apparently, this introduces considerable high dimensionality 
since several thousand discharge pulses can appear in one 
power cycle. Therefore, this paper computes the first four 
moment statistics (i.e. mean, variance, skewness, and kurtosis) 
of the probability distribution formed by the nine coefficients 
of PD pulses. Thus there are total 36 features (4 x 9 =36) per 
data point are constructed using DWT. The data points with 
these 36 features will form a training database for the SVM 
algorithm to construct an approximation model, which is 
subsequently applied for multiple PD sources classification. 
 
III.     ExPERIMENTS Setup  
 
   As shown in Fig. 1, five artificial PD models are constructed 
in this paper for generating representative PD patterns (i.e. 
fingerprints) including corona, discharge in transformer oil, 
surface discharge, internal discharge, and discharge due to 
floating particles. Omicron’s MPD600 was adopted in PD 
measurement (Fig 2). 
 
Fig.1. Artificial PD models for generating different PD patterns  
1194
 
Fig.2. PD measurement system 
   During the experiments, PD signals are acquired for each 
of the above five artificial PD models under different test 
voltages and with different noise gating levels. At one 
acquisition, PD signals of two seconds (i.e. 100 power cycles) 
were recorded. For each measured PD models, total 200 
acquisitions were obtained. These acquired PD signals form a 
database consisting of 200 x 5 =1000 data points for training 
and testing the hybrid DWT and SVM algorithm. The trained 
algorithm will be used for multiple PD sources classification. 
 
IV.    RESULTS AND ANALYSIS 
 
A.   Data preprocessing and algorithm training and testing  
As mentioned above, the original dataset consists of 1000 
data points and each data point contains PD signals of 100 
power cycles.  To perform PD source classification using the 
hybrid DWT and SVM algorithm, the feature size of this 
original dataset is reduced by using first four moment statistics 
of wavelet coefficients. The resultant dataset for training and 
testing the hybrid algorithm is with the size of 1000 x 36.  
   To evaluate the hybrid DWT and SVM algorithm, the above 
feature reduced dataset is randomly divided into a training 
dataset (consisting of 70% data points) and a testing dataset 
(consisting of 30% data points). Then the hybrid algorithm 
learns from the training dataset and constructs a model to 
approximate the underlying relationship between the PD 
signals and the corresponding PD sources. Finally, the 
constructed model is used to classify data points in the testing 
dataset into one of PD sources. The above dataset splitting, 
training, and testing procedure are repeated 20 times and the 
averaged classification accuracy will be recorded [7]. For the 
five experimental models as depicted in Fig. 1, the hybrid 
DWT and SVM algorithm can attain the classification 
accuracy of 98.8%. In the next section, the hybrid algorithm 
will be applied to male classification on multiple PD sources. 
    
B.  Multiple PD Sources Classification  
   To obtain PD signals of multiple PD sources, the test cell 
was configured as presented in Fig. 2, in which two sets of 
electrodes are used. By adjusting the geometric configurations 
of the electrodes, the PD inception voltages of these two sets 
of PD models were kept approximately the same. During the 
experiments, the PD signals were acquired at the test voltage 
that is slightly above the inception voltage. Fig.3 depicts the 
test cell configurations and corresponding patterns of internal 
discharge, discharge due to floating particles, and multiple 
discharges attributing to the simultaneous occurrence of these 
two types of discharge. Fig. 4 depicts the test cell 
configurations and corresponding discharge patterns of 
discharge in transformer oil, discharge due to floating 
particles, and multiple discharges attributing to the 
simultaneous occurrence of these two types of discharge. 
Table I presents the classification results of the hybrid 
algorithm on the above two types multiple PD sources.  
   It can be seen from Table I that for the multiple PD sources 
presented in Fig. 3, the hybrid algorithm indicates the 
probability of discharge due to floating discharge and internal 
discharge are 67% and 17%, respectively. This complies with 
the observation obtained from Fig.3 (left hand side) that the 
pattern of this multiple PD sources contains the components of 
both internal discharge and discharge due to floating particles.  
  
Fig.3. Multiple PD sources obtained from internal discharge 
 and discharge due to floating particles. 
 
Fig.4. Multiple PD sources obtained from discharge in oil  
and discharge due to floating particles. 
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TABLE I 
Calculated class probability of multiple PD sources 
 
Class 1 
Probability 
Class 2 
Probability 
Class 3 
Probability 
Class 4 
Probability 
Class 5 
Probability 
1 68% 17% 5% 5% 5% 
2 17% 3% 74% 3% 3% 
Note: Class 1 – discharge due to floating particles Class 2 – internal discharge,  
      Class 3 – discharge in oil, Class 4 – Corona Class 5– surface discharge. 
   For the multiple PD sources presented in Fig.4, the hybrid 
algorithm indicates the probability of discharge due to floating 
particles and discharge in oil are 17% and 74%, respectively. 
This complies with the observations obtained from Fig. 4 (left 
hand side) that the pattern of this multiple PD sources contains 
the components from both discharge due to floating particles 
and discharge in oil. 
  Fig. 5 presents the phase resolved PD pattern of a 100 kVA 
(10.5 kV/412 V) distribution transformer. The hybrid 
algorithm reveals that the 73% of discharges in this 
transformer are due to internal discharge and 17% of 
discharges are due to the discharge in oil.  
 
Fig.5 Phase resolved PD pattern of a distribution transformer in laboratory 
 
Fig 6. Phase resolved PD pattern of a power transformer in substation 
   Fig. 6 presents the PD pattern of a 5MVA  power 
transformer obtained at the test voltage of 22  kV. The hybrid 
algorithm indicates that the internal discharge accounts for 
54%, surface discharge accounts for 34%, and corona 
accounts for 14% of discharges in this transformer. 
   The above results demonstrate that the hybrid BWT and 
SVM algorithm can provide probability estimation of PD 
patterns for multiple PD sources classification. This may pave 
the way for applying pattern recognition techniques to 
practical online PD monitoring and diagnosis of power 
transformers. 
 
V.   CONCLUSIONS 
  This paper developed a hybrid DWT and SVM algorithm for 
classifying multiple PD sources. The classification results on 
both artificial PD models and transformers were presented in 
the paper. Future research will further verify the hybrid DWT 
and SVM algorithm for multiple PD sources classification on 
large scale PD pattern database.   
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Abstract— Partial discharge (PD) pattern recognition has been 
applied for identifying the types of insulation defects in high 
voltage (HV) equipment. This paper proposes a novel Bayesian 
neural network (BNN) and discrete wavelet transform (DWT) 
hybrid algorithm for PD pattern recognition. Laboratory 
experiments on a number of PD models have been conducted for 
evaluating the performance of the proposed algorithm.   
Index Terms-- Bayesian neural network (BNN), discrete wavelet 
transform (DWT), Partial Discharge (PD), and pattern 
recognition. 
I. INTRODUCTION
Partial discharge (PD) measurement has been widely 
adopted for monitoring and diagnosis of high voltage (HV) 
equipment [1]-[2]. One of the major tasks of PD 
measurement is the PD pattern recognition for identifying the 
types of defects that cause discharges in HV equipment. Over 
the past two decades, a number of intelligent techniques have 
been developed for automatic PD pattern recognition [3]-
[10]. However, it is still a non-trivial task to apply the 
intelligent algorithms for automatically recognizing various 
types of defects in the insulation system of HV equipment. 
The two most challenging issues are: (1) extracting 
representative features from PD measurement data while 
maintaining lower dimensionality; and (2) choosing 
appropriate algorithms to attain desirable performance in 
classifying various PD patterns due to different defects. 
This paper proposes a novel algorithm of integrating 
Bayesian neural network (BNN) and discrete wavelet 
transform (DWT) for PD pattern recognition. BNN provides a 
probabilistic treatment of leaning in neural network. Instead of 
only considering a single set of optimal network parameters 
(i.e. weights), BNN exploits an entire probability distribution 
of these parameters and can naturally address the issue of 
regularization to avoid over-fitting [11], [12]. 
 The original PD measurement data is extremely high 
dimensional. To deal with this high dimensionality, the 
traditional approach computes a number of statistic operators 
on the discharge pulse height and number distributions [3], 
[4]. These statistic operators form a feature set to represent 
PD patterns. However, this paper adopts discrete wavelet 
transform (DWT) for feature extraction. The benefit of using 
DWT in that it can integrate PD signal de-nosing and feature 
extraction in a single step. It is expected that the BNN and 
DWT hybrid algorithm can attain desirable recognition 
accuracy compared to a number of other algorithms. This will 
be verified using a PD dataset obtained from laboratory 
experiments on a variety of artificial PD models. 
The paper is organized as follows. Section II describes PD 
experiments set-up. Section III provides a brief review on 
DWT technique. A data visualization algorithm is also 
presented. Section IV details the formulation of BNN. 
Section V presents the recognition results of BNN and DWT 
hybrid algorithm as well as a number of other algorithms. 
Section VI provides a brief discussion on the related research 
works reported in the literature. Section VI concludes the 
paper. 
II. EXPERIMENT SET-UP AND DATA ACQUISITION
In this paper, a number of artificial PD models are 
constructed to generate PD dataset for evaluating PD pattern 
recognition algorithms. These models include: corona, 
discharge in transformer oil, surface discharge, internal 
discharge, and discharge due to floating particles (Figure 1). 
Omicron’s MPD600 was adopted for PD data acquisition. 
Figure 2 shows the phase resolved diagram for each of the 
above models. The phase resolved diagram depicts the 
correlations among discharge pulse number, discharge pulse 
magnitude, and the phase angle of the applied AC voltage.  
For each of the above five PD models, PD measurements 
were conducted under three different applied voltage levels 
and with three different noise gating thresholds. At one 
acquisition, PD pulses of 100 power cycles were recorded. 
For each of five PD models, 200 acquisitions were obtained. 
The resultant dataset consists of total 1000 data points. DWT 
algorithm will extract features based on this dataset and 
This work was supported by the Australia Research Council (ARC) on 
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construct a new dataset for training and validating Bayesian 
neural network (BNN). 
Figure 1. Artificial PD models 
Figure 2. Typical PD patterns of different PD models 
III. FEATURE EXTRACTION AND DATA VISULIZATION
A. Discrete Wavelet Transform (DWT) Approach 
Discrete wavelet transform (DWT) has been widely 
adopted as a signal de-noising tool in PD measurement [4]. 
Recently it has also been applied for extracting representative 
features of different PD patterns corresponding to various 
insulation defects in HV equipment [9].  
In DWT, the original PD signals are decomposed into a 
number of approximation and detail coefficients through a 
series of low pass and high pass filters [13]. Both coefficients 
are then down-sampled and the approximation coefficients 
will be further decomposed until reaching a predefined 
decomposition level. In this paper, the original PD signals are 
decomposed into nine levels by using the abior1.5 wavelet. 
Thus, each discharge pulse is represented by nine 
coefficients. Given a considerable large number of PD pulses 
obtained in each PD signal acquisition (about several 
thousand discharge pulses in one acquisition in the 
experiments), the above DWT decomposition process will 
introduce considerable high dimensionality.  
To combat the high dimensionality, this paper computes 
the first four moment statistics including mean , standard 
deviation , skewness , and kurtosis  for each of the nine 
distributions composed by the detail coefficients: 
  	
 
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where  is the wavelet coefficient at location  and  is 
the total number of wavelet coefficients at each level. Finally, 
total 36 features are extracted from the original PD dataset. 
B. PD Data Visualization 
To provide data visualization for high dimensional data, 
the NeuroScale is adopted in this paper. NeuroScale projects 
the data points in the original space into a two dimensional 
space, in which the data points that are close in the original 
space are kept close while the data points that are 
significantly separated in the original space are remained 
well-separated [14]. This is achieved by minimizing the 
following function E   
  
 
  !"#   !"$
%	"&	!                        (5) 
where  !"#  is the Euclidean distance between data point i and j
in the original space, and  !" is the Euclidean distance 
between corresponding data points in the projection space. 
is the total number of data points in the dataset. An approach 
proposed by Lowe and Tipping can be used for solving the 
above minimization problem [14].  
IV. THEORY OF BAYESIAN NEURAL NETWORK
Bayesian neural network (BNN) is constructed by 
applying Bayesian approach on the conventional multi-layer 
perceptron (MLP). Unlike classical neural network, in which 
a single set of network parameters (weights) are sought using 
maximum likelihood method, the BNN approach considers a 
probability distribution function over the distribution of these 
network parameters [11], [12]. BNN can effectively solve the 
over-fitting problem through the control of model complexity 
and naturally handle the uncertainties through probabilistic 
modelling. In the following discussion, it is assumed the PD 
data is an N x d dataset, '  %() * ) %(!) * ) (	%) where N is 
the number of data points and d is the size of features of each 
data point, i.e. %(!  +,-) * ) ,./. Moreover, each data point X
belongs to one of the 0 independent classes, i.e. 1 2
34) * ) 56) * ) 0%7) where each class corresponds to one type of 
PD models depicted in Figure 1.  
A. Multi-layer Perceptron (MLP) 
Figure 3 depicts the structure of three layers MLP. The 
first layer is the input layer, which is a set of discriminative 
features describing the characteristics of different PD 
patterns. The third layer is the output layer, which includes 
five different types of PD models. The middle layer is the 
hidden layer, and the nodes in this layer are connected to all 
nodes in the input layer and output layer. Each connection 
carries a weight.  
HV electrode
(4)  Internal discharge 
(1)  Corona (2)  Discharge in oil (3)  Surface discharge
oid
ressboard
il
Metal pieces
(5)  Discharge due to floating particles
HV electrode
Figure 3. Structure of multi-layer perceptron (MLP)
In the input layer, M linear combinations of inputs are 
formed to obtain a set of variables associated with hidden 
nodes as follows: 
8!9  
 :!
9"!
";
" %%< =!9%%%%>  4)* ) ? %@  4) * )A%%%%%%%%(6)
where !" is the j-th element of the i-th data point (!,  :!9"  is 
the weight element regarding the m-th hidden node to the j-th 
element of data point (!, =!9 is the bias term, and M is the 
total number of hidden nodes. The outputs of the above 
hidden nodes are determined by a tanh activation function: 
B!9  5CD8>@%%%%%%%%%@  4)* )A                  (7) 
The variables B!9 are transformed by the second sets of 
weights regarding the k-th output to the m-th hidden node as 
C!6  
 :!69B>@E9 %%< =!6%%%%>  4)* )? %F  4)* ) 0      (8) 
Finally these values go through an output activation function 
to give output value G6 . For the two-class problem, the 
activation function uses logistic sigmoid function 
G6  HC  IJKLMC>F$                          (9) 
For the multi-class pattern recognition problem such as the 
PD pattern recognition (five PD models in this paper), the 
activation function normally adopts the softmax function: 
G6  HC  JKLC>
F$

 JKLC>F
NOP
                       (10) 
The conventional MLP network is trained through the 
back-propagation technique to find an optimal set of values 
for network weights [11].  
B. Bayesian Approach for Multi-layer Perceptron (MLP) 
(1)  Bayesian learning of network weights 
Unlike conventional MLP approach, the Bayesian 
approach exploits the probability distribution function of 
network weighs to represent the relative degrees of belief on 
different values for these weights. By using Bayes’ theorem, 
the posterior probability distribution function of weights is  
QRS1  TUSRTRVTUSRTR                             (11) 
where QR is the prior probability distribution, Q1SR is 
the likelihood function, and VQ1SRQR is the 
normalization factor. Upon receiving training data, the 
posterior probability distribution QRS1 can be evaluated.  
The prior probability distribution for weights can be 
chosen as a Gaussian prior with zero means [11]: 
QR  WXY Z[ 
Y
 \R\
  %%% WXY Z[8]%%(12) 
where 8 is the inverse variance of the distribution, ^]8 is a 
normalization constant, and the term  Y \R\
  Y 
:!
 is 
equivalent to the weight decay regulation term in the 
conventional MLP. 8 is also called the hyperparameter as it is 
a parameter for the distribution of other parameters. The 
calculation of 8 will be discussed later in this section. 
For the easier demonstration of key ideas behind the BNN 
algorithm, two-class classification problem (56  _%`a%4%%is 
adopted as an example for deriving the likelihood function 
Q1SR%and the posterior probability distribution QRS1b  
The likelihood function Q1SR is then in the form of 
Q1SR  c G(6dO	 4  G(6$
MdO  eQf    (13) 
where  
         f  
 g56hiG(6 < 4  56hi4  G(6$j        (14)
By combing Equation (11)-(14), the posterior distribution of 
weights can be expressed as follows: 
QRS1  Wk Z[f  8l 

Wk
%Z[mR$%%%%%(15) 
mR  f < 8l is the overall error function. The above 
posterior distribution QRS1 can be further approximated by 
a Gaussian centered on the maximum posterior weight vector:
QRS1  Wno %Z[ pmRqr 

 R Rqr
stR Rqru% (16)
where ^vo is the normalization constant appropriating to the 
Gaussian approximation.  
(2)  Probability distribution of network output 
As discussed in the above section, the “trained” MLP 
network can be represented by the posterior probability 
distribution of network weights. Upon receiving a new input 
(o, the trained network needs to classify it into one of T
classes. The probability distribution of network output for the 
input (o can be written as 
Q5S(o) 1  VQ5S(o) RQRS1  R           (17) 
where Q5S(o) R  G(o?R is the output function (Equation 
9 for two-class recognition problem). Since G(o?R is 
nonlinear, it is inappropriate to use G(o?Rqr to 
approximate  G(o?R as in Equation 16.  
To evaluate G(o?R) Mackay introduced a locally linear 
function of the weights as [12]: 
C(o?R  Cqr < ws(oR  xqr%        (18) 
And its probability distribution can be derived as 
QCS(o) 1  yz{| { Z[ 
}M}~{
z{            (19) 
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where the variance  is given by 
(o  wstM-w                                (20) 
where t  mSxqr is the Hessian matrix of the overall 
error function mR, w  GSxqr is the gradient. The value 
of Cqr is obtained by forwarding propagation (o through the 
network with weights xqr and variance . Then the 
probability distribution of output becomes 
Q5S(o) 1  VQ5SCQCS(o) 1  C%%%%%%%%%%%%%%%%%   (21)
where Q5SC  HC is the output function (Equation 9), and 
QCS(o) 1 is given by Equation 19. The following 
approximation is used to the integral in Equation 21 [12]: 
Q5S(o) 1  HCqr                     (22) 
where  
  4 < yz
{
 
M 
                       (23) 
(3)  Iterative process for calculating hyperparameter %8
The hyperparameter 8 can be computed together with the 
network weights through the following iterations [11], [12]: 
(1) Initially, the hyperparameter 8 is set to a small arbitrary 
value. Then the network is trained to find the maximum 
weight vector Rqr by minimizing the cost function 
mR. Training is stopped when the training error falls 
below a pre-specified value.  
(2) The hyperparameter 8 is updated to 
8]                                   (24) 
where  is calculated using the value of 8 at the previous 
iteration, and it is in the form of 
  
 IY
l
!                                 (25) 
!  are the eigenvalues of Hessian matrix  (Equation 20).  
(3) Once the hyperparameter 8 has been updated, the 
network is trained again from where it halted until a 
specified lower training error value is attained. The 
above training process continues until convergence.  
V. RESULTS AND ANALYSIS
This section presents the results of using the hybrid BNN 
and DWT algorithm for PD pattern recognition. For the 
purpose of comparisons, the results of using three commonly 
adopted pattern recognition algorithms namely k-nearest 
neighbor (KNN), radial basis function (RBF) network, and 
multi-layer perceptron (MLP) are also included in this 
section. And one more feature extraction approach, the 
statistic operator is also included in this section. The statistic 
operator approach forms a feature set of 24 statistic 
parameters to quantify discharge pulse maximum magnitude 
distribution, discharge pulse average magnitude distribution, 
and discharge pulse number distribution with respect to the 
phase angle of the applied AC voltage [3].  
By integrating BNN, KNN, RBF, and MLP with DWT 
and statistic operator, total eight algorithms are implemented 
in this section. These eight algorithms are: BNN-DWT, 
KNN-DWT, MLP-DWT, RBF-DWT, BNN-Stat, KNN-Stat, 
MLP-Stat, and RBF-Stat (Stat refer to statistic operator). 
As mention in Section II, 200 acquisitions (each consists 
of PD pulses in 100 power cycles) are obtained for each of 
the five PD models depicted in Figure 1. Thus, the dataset is 
made up of 1000 data points belonging to five different PD 
classes. This original dataset will be fed into either DWT or 
statistic operator for constructing the dimension reduced 
dataset. The dimension reduced dataset constructed by DWT 
has the dimension of 1000 x 36 while that constructed by 
statistic operator has the dimension of 1000 x 24. 
Each of the above two dimension-reduced datasets is 
randomly divided into two parts: a training dataset that 
comprises 70% samples and a testing dataset that comprises 
30% samples.  For each pattern recognition algorithms, the 
optimal values of some parameters need to be found. These 
include: the number of neighbors in KNN, and the number of 
hidden nodes in RBF, MLP, and BNN. To decide the optimal 
values of these parameters, ten-fold cross validation is 
performed on each algorithm using the above training dataset. 
Once the best parameters are found, the algorithm will be 
trained with its optimal parameters. Finally, each trained 
algorithm is presented with the testing dataset and tasked to 
make recognition of the types of PD sources (PD models) for 
the samples (data points) in the testing dataset.  
The class splitting, tenfold cross validation, and testing 
are repeated 20 times for each algorithm. Figure 4 shows the 
NeuroScale visualization with the 2D projection of original 
training and testing datasets of the five PD models. Table 1 
presents the overall recognition rate and the recognition rate 
with respect to each type of PD models for each algorithm. 
Figure 4. NeuroScale visualization 
Note: Class 1- corona; Class 2 – discharge in oil; Class 3 – surface discharge; Class 4-
internal discharge; Class 5 – discharge due to floating particle.  
From Figure 4, it can be seen that the data points of one 
class mixed up with those of other classes in both training 
dataset and testing dataset. Especially, the data points 
belonging to class 2 (in blue color, PD model of discharge in 
oil) and class 5 (in green color, PD model of discharge due to 
floating particles) scatter in the data space and blend into 
each other. This may cause difficulties for some algorithms to 
make explicit recognition and correctly classify all data 
points in the testing dataset into their corresponding types of 
PD models (classes). This can also explains why the 
recognition rates of KNN-Stat, KNN-DWT, MLP-Stat, RBF-
Stat on Class 2 or 5 are relatively low as shown in Table 1.  
Table 1 Recognition rates (in percentage) of various algorithms 
(averaged over 20 trials) 
Algorithm Overall Rate 
Class 1 
Rate 
Class 2 
Rate 
Class 3 
Rate 
Class 4 
Rate 
Class 5 
Rate 
KNN-Stat 90.8 99.4 83.8 86.7 99.5 85.2 
RBF-Stat 92.5 98.5 87.4 90.1 97.8 89.2 
MLP-Stat 92.0 98.1 84.8 91.6 99.1 86.6 
BNN-Stat 93.8 98.3 88.8 91.4 99.0 92.3 
KNN-DWT 94.2 99.2 91.4 96.0 98.3 85.4 
RBF-DWT 97.3 98.8 97.5 97.2 98.3 94.3 
MLP-DWT 98.5 97.9 99.6 99.4 98.2 97.2 
BNN -DWT 99.1 99.4 98.8 98.5 99.8 98.8 
Table 1 reveals that BNN outperforms KNN, MLP, and 
RBF in both cases of integration with DWT and integration 
with statistic operator. It can also be seen from Table 1 that 
the algorithms integrated with DWT attained higher 
recognition rate than the pattern recognition algorithms 
integrated with statistic operator. It can also be observed that 
the proposed hybrid of BNN and DWT achieves the highest 
recognition rate amongst the all eight algorithms. 
VI. DISCUSSIONS OF RESEARCH WORKS ON PD 
                                PATTERN RECOGNTION 
Over the past 20 years, a variety of techniques have been 
proposed for PD pattern recognition such as artificial neural 
networks, fuzzy logic, genetic algorithms, knowledge-based 
system, fractal models, wavelet transformation, and support 
vector machine (SVM) [3]-[10]. Recently, several researchers 
proposed different approaches for separating and classifying 
multiple PD sources. These approaches include mixed 
Weibull model [16], auto-correlation function [17], and 
density based spatial clustering [18]…etc. The detailed 
review of the above techniques can be found in [4].
PD phenomena are stochastic in nature and influenced by 
many factors. Therefore, it is still a non-trivial task to apply 
the pattern recognition algorithms to practical PD sources 
classification of HV equipment. One of the challenging issues 
is to construct a desirable training database for improving the 
generalization capability of the pattern recognition 
algorithms. The training database needs to include as many 
types of PD models as possible. Readers may refer to 
Krivda’s paper [19] for more information of constructing 
such training database. In practice the pattern recognition 
algorithms might be tasked to recognize the PD sources, 
which are not included in the training database. In such cases, 
the overall performance of the algorithms will be degraded. 
Currently, the authors of this paper are investigating a multi-
step classification technique to address this problem. 
VII. CONCLUSIONS
This paper proposed a novel Bayesian neural network 
(BNN) and discrete wavelet transform (DWT) hybrid 
algorithm for PD pattern recognition. Future research will 
extend the hybrid BNN and DWT algorithm for multiple 
sources PD pattern recognition.   
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