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The 1-chromatic number χ1(S) of a surface S is the maximum
chromatic number of all graphs which can be drawn on S so that
each edge is crossed by no more than one other edge. It is proved
that:
(a) There is an integer Q > 0 such that
M(Nq) − 1 χ1(Nq) M(Nq)
for all q Q , where Nq is the nonorientable surface of genus
q and M(Nq) is Ringel’s upper bound on χ1(Nq);
(b) χ1(Nq) = M(Nq) for about 7/12 of all nonorientable sur-
faces Nq .
The results are obtained by using index one current graphs.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
A graph is 1-immersed into a surface if it is drawn on the surface so that each edge is crossed by no
more than one other edge. The 1-chromatic number χ1(S) of a surface S is the maximum chromatic
number for all graphs 1-immersable into S . The motivation comes from simultaneously trying to
color the vertices and faces of a 2-cell embedded graph so that adjacent or incident elements receive
distinct colors.
We denote the orientable surface of genus p  0 by Sp and the nonorientable surface of genus
q 1 by Nq . The Euler characteristic E(S) of a surface S is 2− 2p if S = Sp and 2− q if S = Nq .
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• If E(S) 1, then
χ1(S) R(S) =
⌊
9+ √81− 32E(S)
2
⌋
. (1)
• If E(S) 0 and χ1(S) is even, then
χ1(S) R∗(S) =
⌊
13+ √169− 72E(S)
3
⌋
, (2)
where we deﬁne the functions R(S) and R∗(S). Ringel conjectured that the equality generally holds
in (1) or (2) whichever case applies, but he suspected that there are several exceptions in the lower
genus area.
It was proved that χ1(S) = R(S) for the following surfaces: S1, S89, N2 (Ringel [10]); S0 (Boro-
din [1], the plane appeared to be the exceptionally diﬃcult case to ﬁnd the 1-chromatic number);
and for nine other surfaces of lower genus (Korzhik [4, Section 5]).
Schumacher [11] showed that χ1(N1) = 7< R(N1) = 8.
Moreover, the author [4] proved that
R(S) − 34 χ1(S),
and later this lower bound was improved [5] to
R(S) − 10 χ1(S)
for every surface S . Note that in the course of the proof of these lower bounds there was no need to
ﬁnd the 1-chromatic number for any surfaces.
The next results were concerned with constructing inﬁnite series of surfaces with known 1-
chromatic number. It was proved [6] that if 2 is a primitive root modulo prime 4n + 5, where n > 1
and n ≡ 1 (mod 3), then χ1(N8n2 ) = R(N8n2 ). It is unknown if there are inﬁnitely many such n, but
the class most likely by some number-theoretical arguments contains an inﬁnite number of values.
The author, using a computer, found that the interval [1,8000] contains exactly 637 values of such n.
Thereupon it was shown [7] that if 4n + 3 is a prime number, where n  0, then χ1(N8(2n+1)2 ) =
R(N8(2n+1)2 ). The well-known Dirichlet theorem [3, Chapter 16] states that if c and d are mutually
prime integers, then the arithmetic progression cn + d, n = 0,1,2, . . . , contains an inﬁnite number
of prime numbers. Thus an inﬁnite series of nonorientable surfaces with known 1-chromatic number
was constructed.
Note that the results on inﬁnite series of surfaces with known 1-chromatic number are formulated
in terms of multiplicative properties of integers (prime number, primitive root). All the author’s results
were obtained by using current graphs with ladder-like regular geometry and, strangely enough, such
constructions gave a possibility to ﬁnd the 1-chromatic number of Nq only for values of q having a
zero density in the set of all integers q 1.
In the present paper we use current graphs with more complicated geometry. These current graphs
are much more diﬃcult to describe but they give a possibility to ﬁnd the 1-chromatic number for
most of the nonorientable surfaces.
To formulate the results of the present paper we need to replace the two upper bounds (1) and
(2) by an upper bound that incorporates the two bounds but does not mention the unknown value
of χ1(S).
The reader can easily check that
R(S) − 1 R∗(S) R(S)
for E(S)  2. Now we see that in the case when R(S) = R∗(S) and in the case when R(S) is odd
and R∗(S) = R(S)− 1, the bound (2) follows from (1). When R(S) is even and R∗(S) = R(S)− 1, then
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Hence, if we deﬁne a function M(S) as follows
M(S) =
{
R(S) − 1 when R(S) is even and R∗(S) = R(S) − 1,
R(S) otherwise,
then the bounds (1) and (2) can be replaced by the following upper bound:
χ1(S) M(S)
for all S such that E(S) 0.
Now we can reformulate Ringel’s conjecture on χ1(S) as follows:
Ringel’s conjecture on χ1(S). There exists E0 ∈ Z such that χ1(S) = M(S) for all S with E(S) E0 .
In what follows the function M(S) will be called Ringel’s upper bound on χ1(S).
For integers a b, by the interval [a,b] we mean the set {a,a + 1, . . . ,b}. The length |[a,b]| of the
interval is b − a + 1.
The main results of the paper are the following:
(A1) There is an integer Q > 0 such that
M(Nq) − 1 χ1(Nq) M(Nq) (3)
for every q Q .
(A2) There is a partitioning of the set {1,2, . . .} into intervals [ai,bi], i = 1,2, . . . , of monotonically
increasing length (where a1 = 1 and ai+1 = bi + 1 for i = 1,2, . . .) such that for every however
small number δ > 0, there is an integer I such that for every i  I we have χ1(Nq) = M(Nq) for
every q ∈ [ci,bi], where ai < ci < bi and
7
12
− δ < |[ci,bi]||[ai,bi]| .
Roughly speaking, (A2) means that χ1(Nq) = M(Nq) for about 7/12 of all nonorientable surfaces Nq .
The results are obtained by using index one current graphs (cascades). The main problem here
was to ﬁnd a suitable geometry of the cascades. In the present paper we give such a geometry: Sec-
tion 4 describes the so-called “basic construction” which is the main building block of all constructed
cascades. The author has constructed many cascades of such geometry and it seems that such cas-
cades give a possibility to prove (3) for all q  1. Using such cascades, the problem of construction
of nonorientable 1-immersions of Kn is divided into 48 cases depending on the residue class of n
modulo 48. To prove (3) for all q  1, we need to construct 48 families of cascades with small num-
ber of even vortices (the deﬁnition of even vortices see in Section 4) such that the cascades cover
all 48 cases n modulo 48 for all large n, and, in addition, we need to construct many other cascades
that cover the cases of small n. As a result, the proof of (3) for all q  1 seems to have at least 100
diagrams. In the present paper, because of space limitations, we give 8 families of cascades that are
modiﬁed to produce 48 families of cascades covering all 48 cases for large enough n. The cascades
being constructed in such a way, we obtain a proof of (A1) for some large Q (more precisely, for
Q = 7,181,418). The proof has a moderate number of diagrams.
The paper is organized as follows. The upper bounds (1) and (2) were given in [10] without proof.
Since we rely on the two bounds, for the sake of completeness we give in Section 2 a proof of the
bounds. Section 2 also contains a proof of (A1) and (A2). The proof is based on the existence of a
family of nonorientable 1-immersions of complete graphs (the family is constructed in Section 6).
In Section 3 we give a brief review of the theory of cascades. Then we describe the cascades
used in the paper and prove Theorem 2 that reduces the problem of construction of nonorientable
1-immersions of complete graphs to the problem of construction of cascades of some special type.
In Section 4 we consider the problem of determination of desired rotations of cascades. Some
properties of the basic construction are studied in Section 5.
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In this section we prove the upper bounds (1) and (2). Then we describe the properties of a family
A of nonorientable 1-immersions of complete graphs and prove (Theorem 1) that the existence of the
family implies (A1) and (A2). This family will be constructed in Section 6.
Lemma 1. Suppose that a graph G has exactly n0 vertices, n1 edges, and m vertices of odd degree. If G is
1-immersed into a surface S, then
n1
4
− n0 + m
24
−E(S). (4)
Proof. Consider every crossing point of the 1-immersed graph G as a new special 4-valent vertex. We
obtain a graph G ′ embedded in S . By [8,12], there is a cellular embedding f ′ of G ′ in a surface S ′
such that
E(S) E
(
S ′
)
. (5)
Clearly, special vertices are mutually nonadjacent in G ′ . Now, for each face of f ′ , insert new edges
inside the face such that the edges are not incident with special vertices and the edges divide the
face into triangular faces. We obtain a triangular embedding f ′′ of a graph G ′′ in S ′ .
Let G ′ have exactly x special vertices. Denote by  the number of new inserted edges. Then G ′′
has n0 + x vertices and n1 + 2x +  edges. Euler’s formula for the triangular embedding f ′′ of G ′′
in S ′ reads
E
(
S ′
)= (n0 + x) − 1
3
(n1 + 2x+ ). (6)
The triangular faces of f ′′ not incident with special vertices are called the clean faces. In f ′′ every
special vertex is incident with exactly four faces, the faces are not clean. Since special vertices are not
adjacent, the embedding f ′′ has exactly 4x non-clean faces. Denote by k the number of clean faces
in f ′′ . Then we have
3(4x+ k) = 2(n1 + 2x+ ),
whence
x = 1
4
n1 + 1
4
 − 3
8
k,
and, using (5) and (6), we obtain
1
4
n1 − n0 + 1
4
(
 + 1
2
k
)
= −E(S ′)−E(S). (7)
If v is a vertex of odd degree in G , then in G ′′ the vertex v is either of odd degree (in this case the
vertex v is incident with at least one clean face) or of even degree (in this case v is incident with at
least one new added edge). If z vertices from the m vertices of odd degree in G are incident in G ′′
with at least one clean face, and the other m − z vertices are incident in G ′′ with at least one new
added edge, then k z/3 and  (m − z)/2, hence
 + 1
2
k m − z
2
+ z
6
= 3m − 2z
6
 m
6
. (8)
Now, (7) and (8) imply (4). 
A graph is k-critical if k is the chromatic number of the graph, and the chromatic number of every
proper subgraph of the graph is less than k.
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Proof. Consider a surface S . Denote χ1(S) = χ . There is a χ -critical graph G 1-immersed into S .
Denote by n0 and n1 the number of vertices and edges of G , respectively. We have
n0  χ, (9)
and Lemma 1 gives
−E(S) 1
4
n1 − n0 + m
24
, (10)
where m is the number of vertices of odd degree in G .
Every vertex of a χ -critical graph has degree at least χ − 1, hence
2n1  (χ − 1)n0. (11)
When χ is even, if a vertex has even degree d, then d  χ , hence at least n0 −m vertices of G have
degree at least χ , and we obtain
2n1  (χ − 1)m + χ(n0 −m) = χn0 −m. (12)
Proof of (1). Here we use no assumptions about the parity of χ and the number m of vertices of
odd degree in G .
It follows from (10) and (11) that
−E(S) 1
4
n1 − n0  1
8
(χ − 1)n0 − n0 = χ − 9
8
n0. (13)
If E(S) 0, then, by (9), we get from (13) that
− E(S)
χ
− E(S)
n0
 1
8
(χ − 9),
whence we obtain the inequality χ(χ − 9) + 8E(S) 0 that gives χ  R(S).
If E(S) = 1, then (13) implies
9− 8
n0
 χ
whence χ  8= R(N1).
Proof of (2). Suppose that χ is even. Then it follows from (10) and (12) that
−E(S) χ − 8
8
n0 − m
12
 χ − 8
8
n0 − n0
12
= 3χ − 26
24
n0. (14)
Since E(S) 0, then, by (9), we get from (14) that
− E(S)
χ
− E(S)
n0
 3χ − 26
24
,
whence we obtain the inequality χ(3χ − 26) + 24E(S) 0 that gives χ  R∗(S). 
From this point on we will consider nonorientable surfaces only.
Deﬁne functions T (n) and T ∗(n) as follows:
T (n) =
⌈
n2 − 9n + 16
8
⌉
; T ∗(n) =
⌈
3n2 − 26n + 48
24
⌉
.
The nonorientable 1-genus γ 1(G) of a graph G is the minimal genus of a nonorientable surface into
which G is 1-immersable. Applying Lemma 1 to a 1-immersion of Kn , n  7, into the nonorientable
surface of genus γ 1(Kn), we obtain
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1
8
(
n(n − 9) + 16)+ m
24
,
hence, taking into account that m = 0 for odd n and m = n for even n, we obtain
γ 1(Kn)
{
T (n) for odd n 7,
T ∗(n) for even n 8. (15)
Ringel conjectured that the equality holds in (15).
It is easy to check that
T (n) T ∗(n) T (n + 1)
for n 7.
The motivation to consider the functions T (n) and T ∗(n) is given by the following lemma.
Lemma 3. For m 4:
M(Nq) = 2m iff q ∈
[
T ∗(2m), T (2m + 1) − 1];
M(Nq) = 2m + 1 iff q ∈
[
T (2m + 1), T ∗(2m + 2) − 1].
Proof. We have R(Nq) = (9+ √32q + 17)/2	 and R∗(Nq) = (13+ √72q + 25)/3	.
It is easy to check that for q(n) = (n2 − 9n + 16)/8 we have (9+ √32q(n) + 17)/2= n, hence q(n)
is the minimal nonnegative number q such that (9 + √32q + 17)/2	 = n. For n  8, one can check
that q(n + 1) − q(n)  1, hence, for n  8, 
q(n) = T (n) is the minimal nonnegative integer q such
that R(Nq) = n. Analogously, for q(n) = (3n2 − 26n+ 48)/24 we have (13+√72q(n) + 25)/3= n and,
reasoning as above, we obtain that for n 8, the number T ∗(n) is the minimal nonnegative integer q
such that R∗(Nq) = n. Hence, for n 8, we have
R(Nq) = n iff q ∈
[
T (n), T (n + 1) − 1]
and
R∗(Nq) = n iff q ∈
[
T ∗(n), T ∗(n + 1) − 1].
Now, considering the deﬁnition of M(Nq), we obtain that for m 4:
(a) M(Nq) = 2m exactly for all q such that R(Nq) = R∗(Nq) = 2m, that is, for all q ∈ [T ∗(2m), T (2m+
1) − 1];
(b) M(Nq) = 2m+1 exactly for all q such that either R(Nq) = 2m+1 or R(Nq) = 2m+2 = R∗(Nq)+1,
that is, for all q ∈ [T (2m + 1), T ∗(2m + 2) − 1]. 
It follows from Lemma 3 that if Ringel’s conjecture on γ 1(Kn) is true for all n 8, then χ1(Nq) =
M(Nq) for every q 2.
We have not succeeded to construct 1-immersions of graphs Kn into the nonorientable surfaces
of genus γ 1(Kn), but for every large enough n, we are able to construct a 1-immersion of Kn into
a nonorientable surface Nq such that M(Nq) = n. This makes it possible to prove (A1) and (A2).
The main idea of the proof is given by the following example: if we constructed a 1-immersion
of K2m into Nq , where q ∈ [T ∗(2m), T (2m + 1) − 1] (that is, M(Nq) = 2m), then, since K2m is 1-
immersable into every surface Nq , where q q, we obtain, by Lemma 3, that χ1(Nq) = M(Nq) for all
q ∈ [q, T (2m + 1) − 1] and M(Nq) − 1 χ1(Nq) for all q ∈ [q, T ∗(2m + 2) − 1].
In Section 6 we will construct a family A of nonorientable 1-immersions with the following prop-
erties: for every h ∈ {0,1, . . . ,47} and every s  η(h), the complete graph K48s+h is 1-immersed into
the nonorientable surface of genus ϕ(48s + h), where
ϕ(48s + h) = 288s2 + (12h − 48)s + b(s,h), (16)
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tence of the family A implies (A1) and (A2).
Theorem 1. If such a family A exists, then:
(i) There is an integer Q such that
M(Nq) − 1 χ1(Nq)
for every q Q .
(ii) Considering the partitioning of the inﬁnite interval [T ∗(48),∞) into intervals[
T ∗(48s + 2H), T ∗(48s + 2(H + 1))− 1] (17)
where H = 0,1, . . . ,23 and s = 1,2, . . . , there is an integer L such that for every s L, the interval (17),
consisting of 24s + a(H) elements, contains at least 14s + c(H) values of q such that
χ1(Nq) = M(Nq)
(here a(H) and c(H) depend on H only).
Proof. For any integer t , deﬁne integers ψ(2t) and ψ(2t + 1) as follows:
ψ(2t) = 2− 2t + ⌈t(3t − 1)/6⌉;
ψ(2t + 1) = 1− 2t + ⌈t(2t + 1)/4⌉.
Direct calculations give
T ∗(48s + 2H) = 288s2 + (24H − 52)s + ψ(2H),
T (48s + 2H + 1) = 288s2 + (24H − 42)s + ψ(2H + 1),
T ∗
(
48s + 2(H + 1))= 288s2 + (24H − 28)s + ψ(2(H + 1)), (18)
for H = 0,1, . . . ,23.
From (16) and (18) it follows that for every H = 0,1, . . . ,23 and for
s > Ω(H) =max
{⌈
1
8
(
B(2H + 1) − ψ(2H + 2))⌉,⌈
1
6
(
B(2H) − ψ(2H + 1))⌉, η(2H),η(2H + 1)},
we have
T ∗
(
48s + 2(H + 1))− ϕ(48s + 2H + 1) = 8s + ψ(2H + 2) − b(s,2H + 1)
 8s + ψ(2H + 2) − B(2H + 1) > 0,
T (48s + 2H + 1) − ϕ(48s + 2H) = 6s + ψ(2H + 1) − b(s,2H)
 6s + ψ(2H + 1) − B(2H) > 0,
and there are 1-immersions of K48s+2H and K48s+2H+1 into the nonorientable surfaces of genus
ϕ(48s + 2H) and ϕ(48s + 2H + 1), respectively. Hence, for every H = 0,1, . . . ,23 and for every
s > Ω =maxH Ω(H), where H ranges over all values 0,1, . . . ,23, we have
T ∗(48s + 2H) < ϕ(48s + 2H) < T (48s + 2H + 1)
< ϕ(48s + 2H + 1) < T ∗(48s + 2(H + 1)). (19)
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M(Nq) − 1 χ1(Nq)
for all q from the interval (17) for every H = 0,1, . . . ,23 and sΩ + 1, and that
χ1(Nq) = M(Nq)
for all q from the set[
ϕ(48s + 2H), T (48s + 2H + 1) − 1]∪ [ϕ(48s + 2H + 1), T ∗(48s + 2(H + 1))− 1] (20)
for every H = 0,1, . . . ,23 and sΩ + 1. Now we can put Q = T ∗(48(Ω + 1)) and then (i) holds.
From (18) it follows that the interval (17) consists of 24s + a(H) elements where a(H) = ψ(2H +
2)−ψ(2H) and that the set (20) consists of 14s+ψ(2H + 2)+ψ(2H + 1)−b(s,2H + 1)−b(s,2H)
14s + c(H) elements, where c(H) = ψ(2H + 2) + ψ(2H + 1) − B(s,2H + 1) − B(s,2H). Now put L =
Ω + 1 and then (ii) holds. 
The reader can easily see that once the family A has been constructed, Theorem 1 implies (A1)
and (A2).
3. Cascades and one-immersions of complete graphs
To make the paper easier to read we brieﬂy review in this section the theory of index one current
graphs (cascades) in the form used in the present paper. The reader is referred to [2,9] for a more
detailed development of the material sketched herein. We assume the reader to be familiar with
current graphs and derived embeddings generated by current graphs. Then we prove Theorem 2 that
describes the properties of the cascades used in the paper and describes 1-immersions of complete
graphs derived from such cascades.
In what follows, the edge joining vertices x and y is denoted by (x; y). The arc directed from x to
y is denoted by [x; y]. Cyclic permutations are written as (τ1, τ2, . . . , τm).
Let G be a connected digraph with vertex set V (G) and arc set A(G), and assume that there exists
an involutary permutation θ of A(G) called the involution of G such that if an arc a is directed from
a vertex v to a vertex w , then the arc θa is directed from w to v , the arcs a and θa are called reverse
arcs (note that not every digraph has an involution). An arc a such that a = θa is called an end arc
of G; an end arc is a loop. The valence of a vertex of G is the number of arcs directed from the vertex.
We assume that the arcs of the digraph G are assigned type 0 or 1 in such a way that the reverse
arcs are assigned the same type and every end arc is assigned type 0.
In what follows, when we will refer to a digraph we will always mean that the digraph has an
involution and that the arcs of the digraph are assigned types as described above. That is, by a digraph
we will mean a triple (G, θ,ϑ) where G is a digraph in the usual sense, θ is an involution of G , and
ϑ : A(G) → {0,1} is a type assignment. Since in this paper we never consider a digraph with two
different involutions or type assignments, for brevity we will usually say a digraph G (or a digraph G
with involution θ ) when we mean a triple (G, θ,ϑ); in such a way we will make the exposition less
cumbersome when we speak about subgraphs of a digraph.
When we speak about a subgraph G˜ of a digraph G with involution θ , we mean that if G˜ contains
an arc a, then G˜ contains the arc θa also, and that the involution of G˜ is the restriction of θ to A(G˜).
The arcs of G˜ have the same types as they have in G .
A rotation D of G is a permutation of A(G) which cyclically permutes the outwardly directed arcs
at each vertex. The rotation D can be represented as {Du: u ∈ V (G)}, where Du , called a rotation of
the vertex u, is a cyclic permutation of the outwardly directed arcs at u.
We will consider pairs 〈G, D〉, where D is a rotation of the digraph G . A pair 〈G, D〉 can be repre-
sented as a picture of G , where every pair {a, θa} of arcs is represented by one of the arcs. A type 1
arc is depicted as an arc with transversal stroke. An end arc, as is customary, is depicted as a straight
line segment without an arrow, with a vertex at one end and without a vertex at the other end. In a
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with clockwise rotation), a large white vertex is a vertex with counter-clockwise rotation. In what fol-
lows it will be always clear from the context (and sometimes we will specially mention this) whether
the vertices of a depicted digraph are assigned rotations or not.
A rotation D of G induces oriented closed walks in G called the circuits of D . The circuits are
constructed by the following well-known trace procedure [2,9]. If a = [v;w] is an arc of a circuit,
then the subsequent arc of the circuit is uniquely determined by Dw , by the type of the arc a and
by the behavior by which the circuit traverses the ﬁrst half of the arc a. The circuit has two modes
of behavior: normal and alternative. In normal behavior the circuit obeys the rotation given at each
vertex. In alternative behavior the circuit acts as if the given rotation is reversed. When the circuit
traverses a type 1 arc (a twisted arc), the behavior switches modes at the midpoint of the arc. In a
ﬁgure of 〈G, D〉 a circuit (a1,a2, . . . ,am) can be depicted as an oriented cycle passing near the arcs
a1,a2, . . . ,am in this order; the cycle is depicted as a solid (resp. dashed) line when it has normal
(resp. alternative) behavior.
If a1,a2, . . . ,am is a circuit of D , then θam, , . . . , θa2, θa1 is a circuit of D also; the two circuits are
called opposite circuits. If the digraph G does not contain one end arc only (and in what follows we
will consider such digraphs only), then the set of all circuits of D is partitioned into pairs of opposite
circuits. A rotation D of G is called a one-rotation of G if D induces exactly two circuits, the circuits
being opposite.
Given a digraph G with involution θ , by a current assignment on A(G) we mean a function λ from
A(G) into the set of nonzero elements of a group Φ such that λ(a) = (λ(θa))−1 (resp. λ(a) = λ(θa))
for every arc a of type 0 (resp. type 1). The values of λ are currents and Φ is the current group. For an
end arc a we have λ(a) = (λ(a))−1, hence the current λ(a) is of order 2 in Φ .
A triple 〈G, λ, D〉, where G is a connected digraph, λ is a current assignment on A(G), and D is a
rotation of G , is called a current graph. The current graph is represented as a picture of 〈G, D〉 with
the currents of the depicted arcs being indicated.
By a cascade we mean a current graph 〈G, λ, D〉 where D is a one-rotation of G . In what follows,
when we speak about a vertex or an arc of a cascade 〈G, λ, D〉, we mean a vertex or an arc of G . In
the paper we consider cascades with the current group Z2m (the cyclic group of integers modulo 2m)
only. If Dv = (a1,a2, . . . ,at), then the cyclic sequence (λ(a1), λ(a2), . . . , λ(at)) is called the current
rotation of the vertex v , and the element λ(a1)+ λ(a2)+ · · · + λ(at) of the current group is the excess
of v . If the excess of a vertex equals zero, then it will be said that the vertex satisﬁes KCL (Kirchhoff’s
current law). A one-valent vertex with odd (resp. even) excess is called an odd (resp. even) vortex of
the cascade.
In what follows, to describe constructed cascades we will consider collections (multisets) of ele-
ments of the current group. Such a collection is uniquely determined by specifying how many times
each element of the group appears in the collection. Given some collections, the union of the collec-
tions contains each element of the group as many times as this element appears summarily in the
collections. Two collections are disjoint if they have no common elements. Although “collection” is
the same as “multiset”, we prefer to use the word “collection” because of the context in which the
word will be used: we will deﬁne for cascades some special collections of elements of the current
group and then we will try to construct cascades for which each of the collections does not contain
duplicate elements.
Any collection can be given as a list of the collection: given an element of the current group, the
list contains the element of the group as many times as this element appears in the collection. Denote
by W (β1, β2, . . . , βt) the collection whose list is β1,−β1, β2,−β2, . . . , βt ,−βt .
By an edge of a digraph G with involution θ we mean either any pair {a, θa}, a = θa, of reverse
arcs or every end arc a = θa of G (the arcs a and θa are called the arcs of the edge). The type of an
edge is the type of its arcs.
If {a, θa}, a = θa, is an edge of G with a current assignment λ, then the current collection of the
edge consists of two elements: λ(a) and −λ(a). The current collection of an end arc with current m
consists of the element m twice. In a ﬁgure of 〈G, D〉, an edge {a, θa}, a = θa, can be depicted as a
nonoriented edge. By an edge of a cascade 〈G, λ, D〉 we mean an edge of G .
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vertex set of the derived graph is the set {0,1, . . . ,2m− 1} of all elements of Z2m . If the edges of the
cascade have mutually disjoint current collections, then the derived graph has no multiple edges and
the edge set of the derived graph consists of all edges (x; x + δ), where x ∈ Z2m and δ or −δ is the
current of an arc of the cascade.
A t-gonal face of the derived embedding is denoted by a cyclic sequence [v1, v2, . . . , vt] of ver-
tices (for convenience, we enclose the sequence in brackets) obtained by listing the vertices when
traversing the boundary of the face in some chosen direction.
The face set of the derived embedding is determined as follows. There is a mapping from the face
set onto the vertex set of the cascade. Given a vertex of the cascade, the faces mapping onto the
vertex are the faces induced by the vertex, and they are determined by Theorem 4.4.1 in [2], which
extends to the nonorientable case as well and, as applied in the present paper, takes the following
form (B):
(B) Let v be a k-valent vertex of a cascade with current group Z2m . Let (γ1, γ2, . . . , γk) be the current
rotation of v and r be the order (in the current group) of the excess ε of v (notice that the order
of the element 0 of Z2m is 1). Then the vertex induces 2m/r kr-gonal faces, each of the form[
x, x+ γ1, x+ γ1 + γ2, . . . , x+ γ1 + γ2 + · · · + γk−1,
x+ ε, x+ ε + γ1, x+ ε + γ1 + γ2, . . . , x+ ε + γ1 + γ2 + · · · + γk−1,
x+ 2ε, x+ 2ε + γ1, x+ 2ε + γ1 + γ2, . . . ,
x+ (r − 1)ε, x+ (r − 1)ε + γ1, x+ (r − 1)ε + γ1 + γ2, . . . ,
x+ (r − 1)ε + γ1 + γ2 + · · · + γk−1
]
.
Note that every vertex of the derived graph appears exactly k times on the boundaries of the faces
induced by a k-valent vertex of a cascade.
It should be born in mind that if an element of the group Z2m is represented as an arithmetic
expression, then all arithmetic is performed in the ring Z2m . In what follows, we will sometimes
consider an element of the group Z2m as an integer, that is, an element of Z, and vice versa (the
exact meaning can be easily seen from the context). The greatest common divisor of two integers k
and t is denoted by (k, t). The order of a nonzero element ε of Z2m is 2m/(2m, ε).
Given a cascade with current group Z2m , we say that an even vortex and a 3-valent vertex are
coupled if: the two vertices are adjacent; the 3-valent vertex satisﬁes KCL and is the initial vertex of
two arcs with odd currents.
Consider the derived embedding generated by a cascade with current group Z2m . Assume that
the cascade has an even vortex v with excess ε coupled with a 3-valent vertex w that has cur-
rent rotation (−ε,β, δ), where β and δ are odd currents (Fig. 1(a)). Then, by (B), v induces (2m, ε)
2m/(2m, ε)-gonal faces F (x) = [x, x + ε, x + 2ε, . . . , x + (2m/(2m, ε) − 1)ε], x = 0,1, . . . , (2m, ε) − 1,
and w induces 2m 3-gonal faces [y, y − ε, y − ε + β], y = 0,1, . . . ,2m − 1 (Fig. 1(b)). Now, for
every x = 0,1, . . . , (2m, ε) − 1, insert a new vertex v(x) inside the face F (x) and join the ver-
tex by disjoint edges (depicted as dashed lines) with the vertices of the triangular faces adjacent
to F (x) as shown in Fig. 1(b). Then, using (2m, ε)/2 − 1 handles, identify all (2m, ε)/2 vertices
v(0), v(2), . . . , v((2m, ε) − 2) (resp. v(1), v(3), . . . , v((2m, ε) − 1)) into one vertex u(0) (resp. u(1)).
We see that each of the vertices u(0) and u(1) is adjacent to all vertices 0,1, . . . ,2m − 1 of the de-
rived graph. The vertices u(0) and u(1) are said to be the new vertices corresponding to the even vortex v
of the cascade.
If the cascade has an odd vortex v with excess γ , then, by (B), v induces (2m, γ ) 2m/(2m, γ )-
gonal faces such that every vertex of the derived graph appears exactly once on the boundaries of
the faces. For each of the faces, insert a new vertex inside the face and join the vertex by disjoint
edges with all boundary vertices of the face. Now, using (2m, γ ) − 1 handles, identify the (2m, γ )
new vertices into one vertex u adjacent to all vertices of the derived graph. The vertex u is said to be
the new vertex corresponding to the odd vortex v of the cascade.
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If [x, y, z, v] is a 4-gonal face of an embedding, then the edges (x; z) and (y; v) are called the
diagonals of the face. The following deﬁnition helps us to know the diagonals of the 4-gonal faces
induced by 4-valent vertices of a cascade. Let (γ1, γ2, γ3, γ4) be the current rotation of a 4-valent
vertex v of a cascade with current group Z2m such that the vertex satisﬁes KCL. Then the four ele-
ments γ1 +γ2, γ2 +γ3, γ3 +γ4, γ4 +γ1 of the current group form the diagonal collection of the vertex.
Since v satisﬁes KCL, we have γ1 + γ2 = −(γ3 + γ4) and γ2 + γ3 = −(γ1 + γ4).
Claim 1. Let v be a 4-valent vertex of a cascade with current group Z2m. Assume that v satisﬁes KCL and τ
is an element of the diagonal collection of v. If τ =m, then among the 4m diagonals in all 2m 4-gonal faces
induced by v there are 2m edges (x; x+τ ), x = 0,1, . . . ,2m−1. If τ =m, then each of them edges (x; x+m),
x = 0,1, . . . ,m − 1, appears twice among the 4m diagonals in all 2m faces induced by v.
Proof. Suppose that v has current rotation (γ1, γ2, γ3, γ4), where τ = γ1 +γ2. The vertex induces 2m
4-gonal faces [x, x + γ1, x + γ1 + γ2, x + γ1 + γ2 + γ3], x = 0,1, . . . ,2m − 1, and the faces have the
diagonals (x; x+ γ1 + γ2) = (x; x+ τ ), x = 0,1, . . . ,2m − 1. 
Note that since x = (x+ τ ) − τ , for τ =m, the set of all edges (x; x+ τ ), x ∈ Z2m , is the set of all
edges (x; x− τ ), x ∈ Z2m .
In the following theorem the notation x = ±y means that either x = y or x = −y.
Theorem2. For an integer h, suppose that there are integers η˜ 1, t  1, q−23, τi and σi for i = 1,2, . . . , t
(where τi ∈ {0,1/4,3/8,1/2}), τ ′ and σ ′ (where τ ′ ∈ {1/4,3/8}) such that
2q + 2t + p = h,
where p ∈ {0,1} and for s  η˜ there is a cascade Γ (48s + h) with current group Z48s+2q satisfying the
following six conditions:
(C1) Each vertex of the cascade has valence 1, 3, or 4.
(C2) Each 3- or 4-valent vertex satisﬁes KCL.
(C3) The number of 3-valent vertices is equal to the number of even vortices. Every even vortex is coupled with
a 3-valent vertex.
(C4) If h ≡ 1 (mod 2), the cascade has exactly one end arc (with current 24s+ q) and exactly one odd vortex.
If h ≡ 0 (mod 2), the cascade has no end arcs, no odd vortices, and no arcs with current 24s + q.
(C5) The cascade has exactly t even vortices with excesses ε1, ε2, . . . , εt , respectively, where εi = ±(48sτi +
σi) for i = 1,2, . . . , t, and if τi = 0, then 48s + 2q is not divisible by εi . The odd vortex (when h ≡
1 (mod 2)) has excess γ = ±(48sτ ′ + σ ′) and 48s + 2q is not divisible by γ .
(C6) The current collections of the edges of the cascade and the diagonal collections of the 4-valent vertices of
the cascade are mutually disjoint and their union is the collection W (1,2, . . . ,24s + q).
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ϕ(48s + h) = 288s2 + (12h − 48)s + b˜(s,h)
and b˜(s,h) B˜(h).
Proof. Consider a cascade Γ (48s + h) with current group Z48s+2q = Z2m satisfying the hypothesis of
the theorem.
The cascade generates the derived embedding of the derived graph with vertex set {0,1, . . . ,
2m−1} in a surface of Euler characteristic E . By (C6), if the cascade has no end arcs, then the cascade
has exactly one 4-valent vertex whose diagonal collection contains two elements m of order 2.
The property (C6) implies the following: in the case when the cascade has (resp. does not have)
an end arc, if we insert a pair of crossing diagonals into every 4-gonal face induced by a 4-valent
vertex, then we obtain a 1-immersion of K2m (resp. of a multigraph obtained from K2m by adding m
new edges (x; x+m), x = 0,1, . . . ,m − 1).
For the derived embedding, the Euler formula reads
n0 − n1 + n2 = E (21)
where n0 and n1 are the vertex and edge number, respectively, of the derived graph, and n2 is the
face number. We have
n0 = 2m. (22)
Denote by  the number of 4-gonal faces induced by the 4-valent vertices of the cascade. The derived
embedding has 2mt triangular faces induced by the 3-valent vertices of the cascade. Taking into
account that a vortex with excess ε induces (2m, ε) (2m/(2m, ε))-gonal faces, we obtain
n2 =  + 2mt +
t∑
i=1
(2m, εi) + p(2m, γ ), (23)
and
2n1 = 4 + 3(2mt) +
t∑
i=1
(2m, εi)
2m
(2m, εi)
+ p(2m, γ ) 2m
(2m, γ )
= 4 + 8mt + 2mp, (24)
whence
n1 = 2 + 4mt +mp. (25)
After inserting the crossing diagonals in every 4-gonal face, we get
n1 + 2 = 2m(2m − 1)
2
+m(1− p). (26)
From (25) and (26) we obtain
n1 =m2 + 2mt (27)
and
 = m(m − p)
2
−mt. (28)
Using (22), (23), (27), and (28), we obtain from (21) that
E = −m(m − 4)
2
−mt − mp
2
+
t∑
(2m, εi) + p(2m, γ ). (29)
i=1
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∑t
i=1{(2m, εi) − 2} + p{(2m, γ ) − 1} handles to form 2t + p new vertices corresponding to
the vortices of the cascade. We obtain a 1-immersion of K2m+2t+p − K2t+p (recall that by Kn − Kq ,
n > q > 0, we denote the graph obtained from Kn by removing all edges of some subgraph Kq of Kn).
To provide the missing adjacencies between the 2t + p vertices, take an embedding of K2t+p in the
orientable surface of genus 
(2t + p−3)(2t + p−4)/12 (this embedding exists due to the Map Color
Theorem of [9]) and then, using 2t + p “tubes”, pair the 2t + p vertices of the embedding of K2t+p
with the 2t + p mutually nonadjacent vertices in the 1-immersion of K2m+2t+p − K2t+p . Thereupon
add a crosscap to the resulting surface to be sure that we get a nonorientable surface. As a result, we
obtain a 1-immersion of K2m+2t+p = K48s+h into the nonorientable surface of Euler characteristic
E − 2
t∑
i=1
{
(2m, εi) − 2
}− 2p{(2m, γ ) − 1}
− 2⌈(2t + p − 3)(2t + p − 4)/12⌉− 2(2t + p − 1) − 1= 2− ϕ(48s + h).
By simple transformations, taking (29) into account, we obtain
ϕ(48s + h) = 288s2 + (12h − 48)s + b˜(s,h),
where
b˜(s,h) = q(q − 4+ p)
2
+ qt + 1+
t∑
i=1
(48s + 2q, εi) + p(48s + 2q, γ )
+ 2⌈(2t − 3+ p)(2t − 4+ p)/12⌉. (30)
Now we want to ﬁnd an upper bound B˜(h) on b˜(s,h).
For positive integers n < n′ , we have (n,n′)  n. Given the excess ε = ±(48sτ + σ) (where τ ∈
{0,1/4,3/8,1/2}) of a vortex of the cascade, deﬁne an upper bound Ψ (2m, ε) on (2m, ε) in the
following way. If τ = 0, then (2m, ε) |σ |, and we put Ψ (2m, ε) = |σ |. Now we will take into account
that if τ = 0, then 2m is not divisible by ε. For ε = ±(12sτ + σ), by Euclid’s algorithm, we obtain
(48s + 2q,12s + σ) = (2q − 4σ ,12s + σ) |2q − 4σ |,
and we put Ψ (2m, ε) = |2q − 4σ |. For ε = ±(18sτ + σ), by Euclid’s algorithm, we obtain
(48s + 2q,18s + σ) = (6q − 8σ ,6s − 2q + 3σ) |6q − 8σ |,
and we put Ψ (2m, ε) = |6q − 8σ |. For ε = ±(24sτ + σ), by Euclid’s algorithm, we obtain
(48s + 2q,24s + σ) = (2q − 2σ ,24s + σ) |2q − 2σ |,
and we put Ψ (2m, ε) = |2q − 2σ |.
Considering (30), we put
B˜(h) = q(q − 4+ p)
2
+ qt + 1+
t∑
i=1
Ψ (48s + 2q, εi) + pΨ (48s + 2q, γ )
+ 2⌈(2t − 3+ p)(2t − 4+ p)/12⌉.  (31)
The 1-immersion of K48s+h constructed in the proof of Theorem 2 is said to be yielded by the
cascade Γ (48s+h) described in the statement of the theorem. For an integer h, by a family of cascades
(or, more speciﬁcally, an (h)-family of cascades) satisfying the conditions of Theorem 2 we mean a
family {Γ (48s + h): s = η˜, η˜ + 1, η˜ + 2, . . .} of cascades described in the statement of Theorem 2 for
the same t,q, τi, σi, τ ′, σ ′ .
In the proof of Theorem 1 (when we obtain a value of Q ) a family A is described as follows:
for every h ∈ {0,1, . . . ,47} and every s  η(h), the complete graph K48s+h is 1-immersed into the
nonorientable surface of genus
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and b(s,h)  B(h). Theorem 2 shows that for an integer h, an (h)-family of cascades having been
constructed, we obtain that for every s η˜(h), the graph K48s+h is 1-immersed into the nonorientable
surface of genus
ϕ(48s + h) = 288s2 + (12h − 48)s + b˜(s,h),
and b˜(s,h)  B˜(h), where B˜(h) is given by (31). In Section 6 we will construct a family A in the
following way: we construct (h)-families of cascades for every h ∈ {0,1, . . . ,47} \ {0,4,8,12,47} and
for h = −1,48,52,56,60. To represent the family A as it is required in the proof of Theorem 1, we
proceed as follows. For every h ∈ {0,1, . . . ,47} \ {0,4,8,12,47} we put η(h) = η˜(h), b(s,h) = b˜(s,h),
and B(h) = B˜(h). For h = −1< 0, we have
ϕ
(
48s + (48+ h))= ϕ(48(s + 1) + h)
= 288(s + 1)2 + (12((h + 48) − 48)− 48)(s + 1) + b˜(s + 1,h)
= 288s2 + (12(h + 48) − 48)s + 12(h + 20) + b˜(s + 1,h)
for s + 1 η˜(h), so we put b(s,48+ h) = 12(h + 20) + b˜(s + 1,h), η(48+ h) = η˜(h) − 1, and
B(48+ h) = 12(h + 20) + B˜(h). (32)
For h ∈ {48,52,56,60}, we have
ϕ
(
48s + (h − 48))= ϕ(48(s − 1) + h)
= 288(s − 1)2 + (12((h − 48) − 48)+ 48)(s − 1) + b˜(s − 1,h)
= 288s2 + (12(h − 48) − 48)s + 12(28− h) + b˜(s − 1,h)
for s − 1 η˜(h), so we put b(s,h − 48) = 12(28− h) + b˜(s − 1,h), η(h − 48) = η˜(h) + 1, and
B(h − 48) = 12(28− h) + B˜(h). (33)
Given a constructed cascade with current group Z48s+2q , to check (C6) we consider a list of the union
of the current collections of all edges and the diagonal collections of all 4-valent vertices, and then we
assure ourselves that the union contains exactly two elements 24s+q and contains exactly once every
element of the set {1,−1,2,−2, . . . ,24s+ q− 1,−(24s+ q− 1)}. Each of the cascades constructed in
the present paper has at most 18 vortices. Using (31), (32), and (33) we can calculate B(h) for every
h ∈ {0,1, . . . ,47}. Then, following the proof of Theorem 1, we can obtain a value of Q in (A1). If one
is interested in the numerical value of Q , then for the family A of 1-immersions of complete graphs,
proceeding as described above, one can obtain Q = 7,181,418 (for details see Section 6).
4. Decompositions and one-rotations of digraphs
The cascades 〈G, λ, D〉 constructed in this paper are too complicated to be given as a ﬁgure of G
with the rotation D indicated so that the reader can easily verify that the indicated rotation is a
one-rotation and that (C6) holds. For this reason, in Section 6 we will proceed as follows. Instead of
a ﬁgure of a cascade 〈G, λ, D〉 we give a ﬁgure of a triple 〈G, λ, D˜〉 (where the rotation D˜ of G is not
necessarily a one-rotation) such that the reader can easily verify that the triple satisﬁes the conditions
(C1)–(C6) of Theorem 2, where the diagonal collections of 4-valent vertices are determined in relation
to D˜ . This rotation D˜ is called a good rotation of G (because (C6) holds for the rotation). Then we show
that reversing rotations D˜ v of some 4-valent vertices v of G yields a one-rotation D of G . Since the
current collection of a 4-valent vertex is not changed when the rotation of the vertex is reversed,
(C6) holds for D also and 〈G, λ, D〉 satisﬁes (C1)–(C6). In what follows, we will consider only triples
〈G, λ, D˜〉 and, for simplicity, the triples will be called cascades. So, when we will speak about a
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cascade 〈G, λ, D˜〉, we will mean that the triple satisﬁes (C1)–(C6) and that reversing the rotations of
some 4-valent vertices yields a one-rotation.
Assume that 〈G, λ, D˜〉 is a cascade satisfying the conditions of Theorem 2. Since the 3-valent
vertices of G are coupled with the even vortices, when constructing a one-rotation of G we can treat
the 3-valent vertices and even vortices in the following way. Let u and u′ be vertices of G such
that either they are both 4-valent or one of them is 4-valent and the other is the odd vortex. By a
quasiedge of G joining the vertices u and u′ we mean a subgraph of G as shown in Fig. 2, where
w1,w2, . . . ,wk (k 1) are 3-valent vertices adjacent to even vortices v1, v2, . . . , vk , respectively. The
quasiedge shown in Fig. 2 is said to be of type 1 if the path uw1w2 . . .wku′ contains an odd number
of type 1 edges. By arcs of the quasiedge we mean the arcs of the edges of the quasiedge.
Now replace every quasiedge of G by a new edge of the same type joining the same vertices. We
obtain a digraph G called the reduced digraph for G . Clearly, if G allows a one-rotation, so does G .
Note that either all vertices of G are 4-valent (when G does not have end arcs) or G has a one-valent
vertex and one end arc, and all other vertices are 4-valent. When speaking of the reduced digraph of
a cascade 〈G, λ, D˜〉 in the following sections, we will understand this to mean the reduced digraph
of G itself.
A rotation D of G induces the following rotation D of G: for every 4-valent vertex v of G , Dv is
obtained from Dv = (a1,a2,a3,a4) if we replace every arc ai of a quasiedge by the arc of the new
edge replacing the quasiedge.
In this section we will deﬁne a decomposition of the reduced digraph G . We will show that given a
rotation of G , if G admits the decomposition, then reversing the rotations of some vertices of G yields
a one-rotation. Then in Section 6, given a cascade 〈G, λ, D˜〉, to prove that reversing the rotations
of some vertices of G yields a one-rotation, we will show that the reduced digraph for G with the
rotation induced by D˜ admits the decomposition.
Now we consider pairs 〈G, D〉, where G is a connected digraph and D is a rotation of G . We will
add some new edges (which are assigned some type and are not loops) and maybe some new vertices
to obtain a new digraph G ′ . We will consider rotations D ′ of G ′ such that for every vertex v ∈ V (G),
the cyclic order of arcs of G in D ′v is the same as in Dv . Here we need some deﬁnitions.
Given D = {Dv : v ∈ V (G)}, by a corner of a vertex v of G we mean an ordered pair 〈〈a, Dva〉〉,
where a is an arc directed from v (for convenience, we enclose the pair in double angular braces).
We say that a circuit of D passes a corner 〈〈a, Dva〉〉 with normal (resp. alternate) behavior if the
circuit traverses the arc θa and then begins to traverse Da with normal behavior (resp. traverses the
arc θDa and then begins to traverse a with alternate behavior). A corner 〈〈a, Dva〉〉 is called the corner
between the arcs a and Da (or the corner between Da and a as well). Arcs a and Dva are neighboring
arcs in the rotation of the vertex v .
Given a rotation Dv of a vertex v of G , by inserting a new edge e into a corner 〈〈a, Dva〉〉 of v we
mean that v becomes incident with e and the new rotation D ′v of v is deﬁned as follows:
D ′va = e+, D ′ve+ = Dva,
and D ′vb = Dvb for every other arc b directed from v , where e+ is the arc of e directed from v . We
say that we insert two new edges e1 and e2 into the corner 〈〈a, Dva〉〉 of v in the order e1e2, if v
becomes incident with e1 and e2, and the new rotation D ′v of v is deﬁned as follows:
D ′va = e+1 , D ′ve+1 = e+2 , D ′ve+2 = Dva,
and D ′vb = Dvb for every other arc b directed from v , where e+1 and e+2 are the arcs of e1 and e2
directed from v .
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Fig. 4. Inserting an edge.
For any pair 〈G, D〉, by a representative set of D we mean a set of circuits induced by D , one from
each pair of opposite circuits. Given 〈G, D〉, suppose that we add one or two new edges to obtain
a new digraph G ′ . If we insert the new edges into corners of some vertex v , we obtain the new
rotations D ′v of v . If we put D ′w = Dw for every vertex w not incident with the new edges, the
obtained rotation D ′ of G ′ is called the expansion of the rotation D . In what follows, when, given a
pair 〈G, D〉, we say that we insert a new edge e into some corners of vertices of G , we mean that
we begin to consider the pair 〈G + e, D ′〉, where D ′ is the expansion of D . Suppose that D has a
representative set {C1,C2, . . . ,Cm}. When we say that this inserting of the new edge replaces circuits
C1,C2, . . . ,C (m) of D by new circuits C ′1,C ′2, . . . ,C ′t , we mean that: the new circuits are circuits
of D ′; the circuits C+1,C+2, . . . ,Cm of D are circuits of D ′ also; {C ′1,C ′2, . . . ,C ′t ,C+1,C+2, . . . ,Cm}
is a representative set for D ′ .
When considering rotations and decompositions of digraphs, the edges are depicted in ﬁgures as
nonoriented edges. A type 1 edge is depicted as an edge with a transversal stroke.
Observation 1. Consider a pair 〈G, D〉. If a circuit C of D passes two corners with the same behavior
(Fig. 3(a)), then inserting a new type 0 (resp., type 1) edge into the corners replaces C by two new
circuits (resp. by one new circuit, the new circuit traverses the edge e twice in the same direction)
as shown in Fig. 3(b) (resp. Fig. 3(c)). If a circuit C of D passes two corners with different behavior
(Fig. 4(a)), then inserting a new type 1 (resp, type 0) edge into the corners replaces C by two new
circuits (resp. by one new circuit, the new circuit traverses the edge e twice in the same direction) as
shown in Fig. 4(b) (resp. Fig. 4(c)).
Lemma 4. Consider a pair 〈G, D〉. Let {C1,C2, . . . ,Ck} be a representative set for D. Let u be a one-valent
vertex of G. Let v and w be vertices of G different from u (possibly v = w). Let 〈〈a, Da〉〉 and 〈〈b, Db〉〉 be
different corners of the vertices v and w, respectively. Suppose that the circuit C1 passes the vertex u and the
two corners. Suppose that we add two new edges e1 and e2 incident with u such that either (i) or (ii) holds:
(i) e1 and e2 are inserted into the corners 〈〈a, Da〉〉 and 〈〈b, Db〉〉, respectively.
(ii) e1 and e2 are inserted into the corner 〈〈a, Da〉〉 in the given order e1e2 .
Then we can insert the edges into the corner of u in such order that the obtained rotation of G + e1 + e2 (this
rotation is the expansion of D) has a representative set {C ′1,C2, . . . ,Ck}.
Proof. Given 〈G, D〉, ﬁrst insert the edge e1 into the corner 〈〈a, Da〉〉 and into the corner of the one-
valent vertex u. Denote by X the corner 〈〈b, Db〉〉 in the case (i) and the corner between the arcs e+1
and Da in the case (ii), where e+1 is the arc of e1 directed from v . Now we have two cases to consider.
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Case 1: inserting the edge e1 replaces C1 by two new circuits C
(1)
1 and C
(2)
1 , where C
(1)
1 passes the
corner X . Now, by Observation 1, inserting the edge e2 into X and into the corner of the two-valent
vertex u of G + e1 passed by C (2)1 replaces the two circuits by one new circuit C ′1.
Case 2: inserting the edge e1 replaces C1 by one new circuit C
(1)
1 . By Observation 1, the edge e1
is traversed by C (1)1 twice in the same direction, that is, the two corners of the two-valent vertex u
of G+e1 are passed by C (1)1 with different behavior. Now insert e2 into the corner X and into a corner
of the two-valent vertex u such that the two corners are passed by C (1)1 with the same behavior iff
the edge e2 has type 1. Then, by Observation 1, the circuit C
(1)
1 is replaced by one new circuit C
′
1. 
Consider a cascade 〈G, λ, D˜〉 satisfying (C1)–(C6), where D˜ is a good rotation of G . From here on,
in this section we will denote by G the reduced digraph for G . The good rotation D˜ of G induces a
good rotation of G .
A proper rotation of a 4-valent vertex of G is either the good rotation of the vertex or the reversion
of the good rotation. Let G˜ be a subgraph of G . Given a good rotation of G , a rotation of G˜ is proper
if the rotations of all 4-valent vertices of G˜ are proper.
Our next goal is to show (Lemmas 5–6) that if G admits a good rotation and a certain special
decomposition, then there is a proper one-rotation of G .
Let v be a 3-valent vertex of a subgraph G˜ of G . Let (a1,a2,a3,a4) be the good rotation of v in G ,
where a1,a2,a3 are the arcs directed from v in G˜ . Then there are exactly two different rotations of v
in G˜ , namely (a1,a2,a3) and (a1,a3,a2), and for each of the rotations there is exactly one corner of
the 3-valent vertex v of G˜ into which we can insert the edge with the arc a4 to obtain a proper
rotation of the 4-valent vertex v of G , namely the corner between a1 and a3. This corner is called the
vacant corner of the 3-valent vertex v of G˜ .
By a decomposition of G we mean a pair (R, v1v2 . . . vt), t  1, where R is an induced connected
subgraph of G and v1v2 . . . vt is a sequence of 4-valent vertices from V (G) \ V (R) such that:
(i) The vertices v1, v2, . . . , vt are all distinct and form the set of all 4-valent vertices from V (G) \
V (R).
(ii) The sequence v1v2 . . . vt can be represented as P1P2 . . . Pk , where these Pi denote consecutive
subsequences of the sequence (that is, for every i = 1,2, . . . ,k − 1, if Pi is vv+1 . . . vs , then
Pi+1 is vs+1vs+2 . . . vr ) such that the following properties (E1) and (E2) hold:
(E1) Let R0 = R and for every i = 1,2, . . . ,k − 1, denote by Ri the induced subgraph of G whose
vertex set is the union of V (R) and all vertices of P1, P2, . . . , Pi . Then, for every 1 i < k,
Pi takes one of the following three forms (F1)–(F3):
(F1) Pi is a vertex v j such that there are exactly three edges joining v j with vertices of Ri−1
(see. Fig. 5(a)). The vertex v j is called a 3-linked vertex of the decomposition.
(F2) Pi is a subsequence v j v j+1 . . . vh ( j < h) such that: the induced subgraph of G with
vertex set {v j, v j+1, . . . , vh} is the path v j v j+1 . . . vh; there are exactly two edges join-
ing v j with vertices of Ri−1; there is exactly one edge joining vh with vertices of Ri−1;
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all other vertices of Pi are not adjacent to vertices of Ri−1 (see Fig. 5(b)). The vertices
v j and vh are called chained vertices of the decomposition.
(F3) Pi is a subsequence v j v j+1 . . . vh ( j  h) such that: the induced subgraph of G with
vertex set {v j, v j+1, . . . , vh} is the path v j v j+1 . . . vh; there is exactly one edge joining
v j with vertices of Ri−1; all other vertices of Pi are not adjacent to vertices of Ri−1
(see Fig. 5(c)).
(E2) Pk is vt . If G has an end arc, then vt is incident with the end arc.
The subgraph R is called the root digraph of the decomposition. The sequences v1v2 . . . vt and
P1P2 . . . Pk are called, respectively, the vertex sequence and a piecewise sequence of the decomposition.
In what follows, a decomposition of G will be given as a ﬁgure of G , where the edges of the root
digraph are depicted as bold edges, and the vertex sequence is indicated. Fig. 6(a) gives an example
of a decomposition of G with an end arc and a one-valent vertex. A good rotation is indicated in the
ﬁgure. The vertices v1 and v2 are chained vertices, and the vertices v3, v4 are 3-linked vertices of the
decomposition. To facilitate checking ﬁgures, chained vertices are usually connected by angle bracket
and 3-linked vertices are marked by a small line with a cross-stroke as shown in Fig. 6(a).
Lemma 5. Suppose that G has an end arc and a one-valent vertex such that the one-valent vertex is not
adjacent to the vertex incident with the end arc. Given a good rotation of G , if G has a decomposition such that
the root digraph R has a proper one-rotation, then G has a proper one-rotation also.
Proof. Let P1P2 . . . Pk be a piecewise sequence of the decomposition. Denote R0 = R and for every
i = 1,2, . . . ,k denote by Ri the induced subgraph of G whose vertex set is the union of V (R) and
all vertices of P1, P2, . . . , Pi . To prove the lemma, we prove that for i = 1,2, . . . ,k − 1, if Ri has a
proper one-rotation Di , then Ri+1 has a proper one-rotation Di+1. By assumption, R0 has a proper
one-rotation. For i < k, there are three cases to consider.
Case 1: Pi+1 is a 3-linked vertex v j shown in Fig. 5(a). Let e1, e2, and e3 be edges joining v j with
vertices w1,w2, and w3 of Ri , respectively. Given Ri , ﬁrst add v j and e1. If the valence of w1 in
Ri is at most 2 (resp. is 3), insert e1 into an arbitrary (resp. the vacant) corner of w1. The obtained
digraph R ′i has a proper one-rotation D
′
i . Now we apply Lemma 4 to 〈R ′i, D ′i〉 and the one-valent
vertex v j of R ′i . It remains to choose the corners of w2 and w3 into which we must insert e2 and e3,
respectively, so that the obtained one-rotation Di+1 of the digraph Ri+1 = R ′i + e2 + e3 is proper. If
w2 and w3 are different vertices, then, for r = 2,3, if the valence of wr in R ′i is at most 2 (resp. is 3),
then insert er into an arbitrary (resp. the vacant) corner of wr . If w2 and w3 are the same vertex w ,
and w is a one-valent (resp. two-valent) vertex of R ′i , then insert e2 and e3 into the corner of w in
an arbitrary order (resp. insert e2 and e3 either into different corners of w or into the same corner
of w in some order so that the obtained rotation of the 4-valent vertex w is proper).
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Case 1 with a 3-valent vertex v j .
Case 3: Pi+1 is a subsequence v j v j+1 . . . vh shown in Fig. 5(c). If e1 is the edge joining v j with a
vertex w1 of Ri , insert e1 into a corner of w1 as in Case 1.
Hence, for i = 0,1, . . . ,k − 1, the digraph Ri has a proper one-rotation.
For i = k, when Pk is the 4-valent vertex vt incident with the end arc, add vt without the end
arc and determine as in Case 1 a proper one-rotation of the resulting digraph. Then insert the end
arc into the vacant corner of the 3-valent vertex vt . We obtain Rk having a proper one-rotation. If R
contains the one-valent vertex u of G , then Rk = G (since V (Rk) = V (G) and for i = 0,1, . . . ,k − 1,
the digraph Ri+1 contains all edges joining the vertices of Pi+1 with the vertices of Ri). If R does
not contain u, then Rk has a 3-valent vertex u′ adjacent to u in G . Add the vertex u and insert the
incident edge into the vacant corner of u′ . We obtain a proper one-rotation of G . 
It is worth noticing that if the root digraph R does not have 4-valent vertices, then every one-
rotation of R is a proper rotation. A good rotation is indicated in Fig. 6(a). The digraph in Fig. 6(a)
with the given good rotation and decomposition has the root digraph with a proper one-rotation,
hence, by Lemma 5, the digraph has a proper one-rotation.
To prove Lemma 5, it was of importance that the vertex vt is incident with the end arc. If G
has no end arc, then we can try to construct a proper rotation of Rk−1 such that the rotation has a
representative set {C1,C2} and, adding the vertex vt , we can replace the two circuits by a new one
thereby obtaining a proper one-rotation of G . This idea is realized in the following deﬁnition of a
strong decomposition of a digraph.
Assume that G has no end arcs. Given a good rotation of G , by a strong decomposition of G we mean
a decomposition (R, v1v2 . . . vt) (t  1) of G such that the decomposition satisﬁes the following three
conditions (i)–(iii):
(i) The root digraph R has a proper rotation D (called the root rotation) such that D has a represen-
tative set {C,C ′} (C is called the ﬁxed circuit of D) such that
(a) C passes exactly two vertices of R: a two-valent vertex u and a 3-valent vertex w (the
valencies are taken in R);
(b) C passes u exactly once and does not pass the vacant corner of w .
(ii) The two arcs directed from u in R are not neighboring arcs in the good rotation of u in G .
(iii) The vertices u and vt are joined by exactly one edge. The edge is called the ﬁnal edge of the
strong decomposition.
Fig. 7(a) gives an example of a strong decomposition of a digraph with a good rotation indicated.
As in what follows, the ﬁnal edge is depicted as a wavy line. A ﬁxed circuit is shown in the ﬁgure as
an oriented cycle.
Lemma 6. Assume that G has no end arcs. Given a good rotation of G , if G has a strong decomposition
{R, v1v2 . . . vt}, then G has a proper one-rotation.
Proof. Let P1P2 . . . Pk be a piecewise sequence of the decomposition. Denote by G∗ the digraph G
without the ﬁnal edge. Let R0 = R and for every i = 1,2, . . . ,k, denote by Ri the induced subgraph
of G∗ whose vertex set is the union of V (R) and all vertices of P1, P2, . . . , Pi .
Let D be the root rotation of R having a representative set {C,C ′}, where C is a ﬁxed circuit
passing a two-valent vertex u and a 3-valent vertex w of R . We will prove:
(a) For every i = 0,1, . . . ,k − 1, if Ri has a proper rotation Di with a representative set {C,Ci}, then
Ri+1 has a proper rotation Di+1 with a representative set {C,Ci+1}.
Having proved (a), we obtain that the digraph Rk = G∗ has a proper rotation with a representative
set {C,Ck} such that the vacant corner of u is passed by C and the 3-valent vertex vt of G∗ is passed
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by Ck only. Insert the ﬁnal edge into the vacant corners of u and vt which are passed by C and Ck ,
respectively. We obtain a proper one-rotation of G .
Now we prove (a). For i = 0, take D0 = D and C0 = C ′ . Then, using Lemma 4, proceed as in the
proof of Lemma 5: consider 〈Ri, Di〉, where Di has a representative set {C,Ci}, add Pi+1 and insert
the edges joining the vertices of Pi+1 with Ri into some corners of the corresponding vertices of Ri
so as to obtain a proper rotation of Ri+1. Taking into account the property (i) of the decomposition,
we can insert the edges into corners such that the corners are passed by Ci only (when inserting a
new edge adjacent to u, insert the edge in the corner passed by Ci). Now, if we deﬁne the rotations
of vertices of Pi+1 as in the proof of Lemma 5, we obtain that the circuit Ci is replaced by a new
circuit Ci+1, while the circuit C is unaffected. We obtain 〈Ri+1, Di+1〉, where Di+1 is a proper rotation
having a representative set {C,Ci+1}. 
By Lemma 6, the digraph in Fig. 7(a) with the given good rotation and strong decomposition has a
proper one-rotation.
It is worth noticing that in the proof of Lemmas 5 and 6 the good rotations of vertices and the
types of edges not belonging to the root digraph do not matter. For this reason, in ﬁgures of decom-
positions only for the root digraph we will indicate the good rotations of vertices and the types of
edges.
To avoid cluttering a ﬁgure of a decomposition of a digraph, the vertex sequence of the de-
composition will be given in the ﬁgure as a collection of oriented paths of the digraph in the
following way. The vertex sequence v1v2 . . . vt can be represented as a sequence B1B2 . . . Bm , where
the Bi denote consecutive subsequences of the vertex sequence (that is, if Bi = vv+1 . . . vs , then
Bi+1 = vs+1vs+2 . . . vr ) such that for i = 0,1, . . . ,k − 1, if Bi = vv+1 . . . vs , then vs is not adjacent
to vs+1 and vv+1 . . . vs is a path of the digraph called the branch of the decomposition. In the
ﬁgure, every branch Bi = vl vl+1 . . . vs is represented as the oriented path directed from v to vs and
marked by Bi . A branch may contain exactly one vertex. The sequence B1B2 . . . Bm is called the branch
sequence of the decomposition.
Fig. 6(b) gives the decomposition shown in Fig. 6(a) with the branches indicated: B1 = v1v2, B2 =
v3v4. Fig. 7(b) gives the decomposition shown in Fig. 7(a) with the branches indicated: B1 = v1v2,
B2 = v3, B3 = v4v5v6.
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Fig. 9. The semiarcs representing an arc of a cascade.
5. The basic construction
In this section we consider some properties of the basic construction which is a construction
generating all cascades given in the paper.
The cascades given in the present paper are too complicated to be given as a ﬁgure where every
edge is depicted as a continuous line joining the vertices incident with the edge. To avoid cluttering
the ﬁgures of the cascades, it seems natural to not draw the “central part” of some edges. One can
represent an edge {a, θ(a)}, joining vertices v and w (see Fig. 8(a)), by two “initial parts” of the arcs
a and θ(a), respectively, as shown in Fig. 8(b), where the “initial part” of each arc c ∈ {a, θ(a)} is
labeled by the current λ(c) of the arc. Such a representation of the edge {a, θ(a)} leaves it possible to
specify rotations of the vertices v and w , and to specify the type of the edge (the edge has type 1 iff
λ(a) = λ(θ(a))).
The “initial part” of an arc a with the current δ indicated is called a semiarc of the depicted
cascade. We say that the semiarc shown in Fig. 9(a) is oriented from the vertex v and carries the
current δ. To facilitate describing cascades and checking the condition (C6) of Theorem 2, the semiarc
shown in Fig. 9(a) can be designated as shown in Fig. 9(b) (we reverse the orientation and replace
the current by the inverse current). We call the designation in Fig. 9(b) a semiarc as well, and we say
that the semiarc is oriented to v and carries the current −δ. The semiarcs shown in Figs. 9(a) and (b)
are said to represent the arc shown in Fig. 9(c).
We consider semiarcs not as a mathematical objects but as symbols (for “initial parts” of arcs)
used in ﬁgures of cascades when it is not convenient to draw an edge as a continuous line joining
two vertices. In what follows, when we speak about semiarcs of a cascade, we always mean semiarcs
of a depicted cascade.
Since in the cascades under consideration different edges have disjoint current collections, for
every semiarc of a cascade, if the semiarc has current δ, then there is exactly one other semiarc with
current either δ or −δ, the two semiarcs form a pair of semiarcs. Every semiarc of a cascade represents
an arc of the cascade as follows: if the semiarc has current δ and is directed from (resp. to) a vertex v ,
then the semiarc represents the arc with current δ (resp. −δ) directed from v to the vertex incident
with the other semiarc of the same pair of semiarcs.
The two arcs represented by a pair of semiarcs are the two arcs of an edge of the cascade and this
edge is said to be represented by the pair of semiarcs. If the two semiarcs of the pair have currents
from the set {μ,−μ}, then the edge has current collection {μ,−μ} and the edge is of type 1 iff each
semiarc represents the arc with the same current.
In what follows, we depict every semiarc as a horizontal (or mainly horizontal) oriented line seg-
ment with a current indicated.
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The cascades given in the paper are complicated, so to describe the cascades as a whole we ﬁrst
have to describe some fragments of the cascades. By a fragment of a cascade we mean the part
of the depicted cascade obtained by deleting some vertices and edges, and maybe not indicating the
rotations and currents of some remaining vertices and edges, respectively. A fragment can have several
connected components, the components can contain semiarcs and the semiarcs of a pair of semiarcs
can belong to different connected components.
The basic construction is given in Fig. 10; the positive integer m is the order of the basic con-
struction (in Figs. 10–12 the vertices are not assigned rotations). In what follows, m  5 and
m ≡ 1 (mod 3). Every cascade constructed in the paper contains a fragment obtained from the basic
construction in Fig. 10 for some chosen value of m by deleting some consecutive vertices from the
very top and the very bottom (the total number of deleted vertices is less than 10) and possibly by
reversing the orientations of all (horizontal) semiarcs. This fragment of the cascade is called the main
fragment of the cascade and its vertices are exactly all 4-valent vertices of the cascade.
Now we describe the main properties of the basic construction in Fig. 10. The vertices of the
fragment are labeled from top to bottom as v(1), v(3), . . . , v(2m − 1), where for every t ∈ {1, . . . ,
m − 1}, the vertex v(1+ 2t) is incident with a semiarc carrying current 1+ 2t (this semiarc is called
the preferred semiarc incident with the vertex) and with a semiarc carrying current 2m − 1 − 4t . For
m ≡ 1 (mod 3), we have 2m − 1− 4t = 1+ 2t , hence the preferred semiarc is well deﬁned.
The semiarcs incident with every vertex are either both directed to the vertex or both directed
from the vertex. For t = 0,1, . . . ,m − 2, if the semiarcs incident with v(1+ 2t) are directed to (resp.
from) the vertex v(1 + 2t), then the semiarcs incident with v(1 + 2(t + 1)) are directed from (resp.
to) this vertex. Fig. 10 shows one of the two possible orientations of the semiarcs of the basic con-
struction.
The list of currents on the preferred semiarcs in Fig. 10 is
1,3, . . . ,2m − 1,
and the list of currents on the unpreferred semiarcs is
2m − 1,2m − 5, . . . ,−(2m − 7),−(2m − 3).
It is easy to see that the second list contains exactly one element from every pair { j,− j}, j =
1,3, . . . ,2m − 1. Hence, the semiarcs of the basic construction in Fig. 10 are partitioned into m pairs
and represent m edges, the edges are called the side edges of the basic construction. Two vertices of
the fragment are side adjacent if they are connected by a side edge. Since m ≡ 1 (mod 3), the basic
construction has no side loops.
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which pairs of vertices are side adjacent will be of great importance when we construct decomposi-
tions of cascades. Here it is convenient to use a double denotation of vertices: for t = 0,1, . . . ,m − 1,
the vertex v(1+ 2t) can be denoted as w(|2m − 1− 4t|). Then we have
(K) A vertex v(i) = w( j) is side adjacent to vertices w(i) and v( j).
The set of side edges consists of m side edges, namely the side edges joining v(1+ 2t) and w(1+
2t) for t = 0,1, . . . ,m − 1.
Denote by t∗(m) the maximal positive integer t such that
2m − 1− 4t > 1+ 2t
or, equivalently,
1
3
(m − 1) > t.
Since m ≡ 1 (mod 3), we obtain
t∗(m) =
⌊
1
3
(m − 1)
⌋
.
We shall simply write t∗ instead of t∗(m). It will be clear from the context what m is meant.
The t∗ +1 vertices v(1), v(3), . . . , v(1+2t∗), called the upper vertices of the basic construction, are
the vertices w(2m − 1),w(2m − 5), . . . ,w(2m − 1− 4t∗), respectively, where 2m − 1− 4t∗ > 1+ 2t∗ .
Hence, by (K), the upper vertices are not side adjacent.
The t∗ + 1 vertices v(1 + 2(t∗ + 1)), v(1 + 2(t∗ + 2)), . . . , v(1 + 2(2t∗ + 1)), are called the middle
vertices of the basic construction. One can easily verify that for m ≡ 1 (mod 3), we have
t∗  1
3
(m − 2),
whence, by simple transformations, we obtain
0 4
(
2t∗ + 1)+ 1− 2m 1+ 2t∗. (34)
On the other hand, since for m ≡ 1 (mod 3), we have 2m − 1 − 4 j = 1 + 2 j for every j, taking into
account the deﬁnition of t∗ , we obtain
0 2m − 1− 4(t∗ + 1)< 1+ 2(t∗ + 1),
whence
0 2m − 1− 4(t∗ + 1) 1+ 2t∗. (35)
It follows from (34) and (35) that∣∣2m − 1− 4(t∗ + j)∣∣ 1+ 2t∗
for j = 1,2, . . . , t∗ + 1, hence the middle vertices are the vertices w(1),w(3), . . . ,w(1 + 2t∗), and,
by (K), the middle vertices are not side adjacent.
The remaining m−2t∗ −2 vertices v(2m−1), v(2m−3), . . . , v(1+2(2t∗ +2)), are called the lower
vertices of the basic construction. The partitioning of the vertices of the basic construction into the
upper, middle, and lower vertices is shown schematically in Fig. 11(a), where, as in what follows, we
denote by v∗ and w∗ the lowermost upper and the lowermost middle vertex, respectively.
We see that every side edge is incident either with an upper vertex or with a lower vertex.
Some of the 2t∗ + 2 side edges incident with upper vertices are shown in Fig. 11(b); the other side
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edges incident with upper vertices match the upper vertices with the middle vertices and are shown
schematically in Fig. 11(c).
Now we describe the side edges not incident with upper vertices (they all are incident with lower
vertices). For j = 0,1, . . . ,m− 2t∗ − 3, the lower vertex v(2m− 1− 2 j) is the vertex w(2m− 3− 4 j),
hence the vertex v(2m−1−2 j) is side adjacent to the vertex v(2m−3−4 j) and all these m−2t∗ −2
edges are different. It is easy to check that for j =m − 2t∗ − 3, the uppermost lower vertex v(2m −
1 − 2 j) = v(4t∗ + 5) is side adjacent to the vertex v(2m − 3 − 4 j) which is the uppermost middle
vertex v(3 + 2t∗) for m ≡ 0 (mod 3) and is the middle vertex v(5 + 2t∗) for m ≡ 2 (mod 3). Since
m−2t∗ −2 is the number of side edges not incident with upper vertices, these m−2t∗ −2 side edges
are all side edges not incident with upper vertices. The m−2t∗ −2 side edges are shown in Fig. 11(d),
where we indicate the type of edges at the bottom of the ﬁgure and we show schematically that the
vertex v(3+2t∗) can be incident (for m ≡ 0 (mod 3)) or not incident (for m ≡ 2 (mod 3)) with a side
edge.
As a result, we obtain the following important property (L) of the basic construction. The property
will be used in Section 6 to construct decompositions of reduced digraphs.
(L) Every upper vertex of the basic construction is side adjacent to non-upper vertices only. The
middle vertices are not side adjacent. If we delete all side edges incident with the upper vertices,
then in the resulting fragment every lower vertex v(i) is side adjacent to exactly one vertex v(r)
for which i > r (and if 2m − 1> i, then i − 4 r).
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Assume that the main fragment of a cascade 〈G, λ, D˜〉 is obtained from the basic construction
of order m in Fig. 10 by deleting t consecutive vertices from the very top and p consecutive ver-
tices from the very bottom. Then the vertices of the main fragment (and the 4-valent vertices of
the reduced digraph for G as well) are assumed to have the same notations that they have in the
basic construction, namely the notations v(1 + 2t), v(1 + 2(t + 1)), . . . , v(2m − 1 − 2p). Hence, the
vertices v(1 + 2t), v(1 + 2(t + 1)), . . . , v(2m − 1 − 2p) are exactly the 4-valent vertices of G and
of the reduced digraph for G as well. In a ﬁgure, the reduced digraph for G has a vertical path
v(1 + 2t)v(1 + 2(t + 1)) . . . v(2m − 1 − 2p) containing all 4-valent vertices. All other edges of the
reduced digraph are called side edges of the reduced digraph. In what follows, we will always have
t < t∗ and p > 2t∗ + 1. A vertex of the main fragment of G (and a 4-valent vertex of the reduced di-
graph for G) is called an upper, middle, or lower vertex if the vertex is, respectively, an upper, middle,
or lower vertex of the basic construction. By the order of the main fragment we mean the order m of
the basic construction.
In what follows most of the vertices of the basic construction become vertices of the main frag-
ment, and, as a result, most of the side edges of the basic construction become edges of the cascade.
Hence, the property (L) of the basic construction can say much about the adjacencies in the cas-
cade.
Now we consider some properties of the current assignment of the main fragment in Fig. 12. The
properties will be used when checking (C6) for a cascade containing the fragment. We see that for
j = t, t + 1, . . . ,k, the sum of the currents on the semiarcs incident with the vertex v(1 + 2 j) is
2m − 2 j. In what follows, every cascade has a good rotation such that for every 4-valent vertex of
the cascade, the arcs represented by the two semiarcs incident with the vertex are neighboring arcs
in the good rotation of the vertex. Hence, for j = t, t + 1, . . . ,k, the diagonal collection of the vertex
v(1 + 2 j) contains the elements 2m − 2 j and −(2m − 2 j) called the side elements of the diagonal
collection. Now, taking into account that every vertex of the fragment satisﬁes KCL, one can check the
following:
(M) For the main fragment in Fig. 12, the side elements of the diagonal collections of the vertices of
the fragment form the collection
W
(
2m − 2t,2m − 2(t + 1), . . . ,2m − 2k).
The union of current collections of the vertical edges of the main fragment in Fig. 12 is
W (c, c + 2, . . . , c + k − t) ∪ W (c + 2m − k − t, c + 2m − k − t + 2, . . . , c + 2m − 2t)
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for k ≡ t (mod 2), and is
W (c, c + 2, . . . , c + k − t + 1)
∪ W (c + 2m − k − t + 1, c + 2m − k − t + 3, . . . , c + 2m − 2t)
for k ≡ t (mod 2).
If the semiarcs incident with the vertex v(1 + 2t) are directed from the vertex (that is, the
orientation of all semiarcs is reversed), then the union of current collections of the vertical edges
is
W (c − 2m + 2t, c − 2m + 2t + 2, . . . , c − 2m + k + t)
∪ W (c − k + t, c − k + t + 2, . . . , c)
for k ≡ t (mod 2), and is
W (c − 2m + 2t, c − 2m + 2t + 2, . . . , c − 2m + k + t − 1)
∪ W (c − k + t − 1, c − k + t + 1, . . . , c)
for k ≡ t (mod 2).
Now we consider some properties of the good rotations of the cascades which will help us to ﬁnd
the collection of non-side elements of the diagonal collections of 4-valent vertices.
Depending on the good rotations of the vertices of the main fragment, we will consider two
types of subfragments of the main fragment. These two types are called A- and B-fragments, and
are shown in Fig. 13(a) and (b), respectively, where in each depicted fragment either a1,a2,a3, . . . or
b1,b2,b3, . . . are the currents on the preferred semiarcs (that is, either the sequence a1,a2,a3, . . . is
a1,a1+2,a1+4, . . . or the sequence b1,b2,b3, . . . is b1,b1+2,b1+4, . . .). All vertices of the fragments
have clockwise good rotation.
In the ﬁgures of cascades in Section 6, A- and B-fragments will be designated as shown in Fig. 14,
where two examples are given: Fig. 14(b) gives the designation of the A-fragment in Fig. 14(a), and
Fig. 14(d) gives the designation of the B-fragment in Fig. 14(c). In the ﬁgure, as in what follows, the
currents on the preferred semiarcs are boxed. Clearly, every A- or B-fragment is uniquely determined
by its uppermost and lowermost vertices with incident semiarcs, by indicating which of the semiarcs
are preferred, and by indicating the type of the fragment.
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Fig. 15. A- and B-fragments.
Consider Fig. 15, where each vertex of the A- and B-fragment is marked by a singleton set con-
taining a non-side element of its diagonal collection, this element is displayed in curly braces near
the vertex. The following property (N) will be of use to obtain the union of the diagonal collections
of the 4-valent vertices of a cascade.
(N) For the A-fragment in Fig. 15(a), the collection of non-side elements of the diagonal collections
of all vertices is
W (c − a, c − a − 6, . . . , c − a − 6k) ∪ W (c − b + 2, c − b + 8, . . . , c − b + 6k + 2).
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W (a + c,a + c + 6, . . . ,a + c + 6k) ∪ W (b + c − 2,b + c − 8, . . . ,b + c − 6k − 2),
and the current on the lowermost vertical arc becomes c + 2k + 2.
For the B-fragment in Fig. 15(b), the collection of non-side elements of the diagonal collections
of all vertices is
W (c − a, c − a − 6, . . . , c − a − 6k) ∪ W (c − a − 4, c − a − 10, . . . , c − a − 6k − 4).
If we reverse the orientations of all semiarcs in the ﬁgure, then the collection becomes
W (a + c,a + c + 6, . . . ,a + c + 6k) ∪ W (a + c + 4,a + c + 10, . . . ,a + c + 6k + 4),
and the current on the lowermost vertical arc becomes c + 2k + 2.
Fig. 15 shows A- and B-fragments with an even number of vertices and such that the upper-
most semiarc is preferred. When we have some other A- or B-fragment F (for example, with an
odd number of vertices and with the uppermost semiarc not preferred, and with the orientation of
all semiarcs reversed), we can consider the fragment F as obtained from some of the fragments in
Fig. 15 by deleting either the uppermost vertex or the lowermost vertex, or both of them. Then, taking
(N) into account, we can determine for F the current on the lowermost vertical arc and the collection
of non-side elements of the diagonal collections of vertices.
6. Constructing cascades
Below we will extensively use the terms “cascade”, “vortex”, and “diagonal collection” deﬁned in
Section 3 and the terms “basic construction” and “main fragment” introduced in Section 5.
In this section we present eight families of cascades (called the families of initial cascades) such
that the cascades of each family are modiﬁed to produce ﬁve additional families of cascades. As
a result, we obtain 48 families of cascades producing the family A of nonorientable 1-immersions
of K48s+h , h = 0,1, . . . ,47.
Every constructed initial cascade is given as a ﬁgure and has a main fragment which is obtained
from a basic construction by deleting consecutive vertices from the very top and the very bottom. The
vertices of the main fragment are precisely the 4-valent vertices of the cascade. If two vertices of the
main fragment are side adjacent in the basic construction, then the side edge joins the vertices in the
main fragment also. All even vortices and 3-valent vertices of the cascade enter into quasiedges that
join either two 4-valent vertices or the odd vortex with a 4-valent vertex. The cascade has a good
rotation indicated in the ﬁgure and satisﬁes the conditions (C1)–(C6) of Theorem 2.
Given an initial cascade Γ , to produce ﬁve other cascades Γ j , j = 1,2, . . . ,5, we proceed as fol-
lows. For j = 1,2, . . . ,5, we take a fragment F j of Γ containing exactly j 4-valent vertices and replace
F j by a new fragment F ′j without 4-valent vertices. We obtain a new cascade Γ j (given as a ﬁgure)
with the same current group and with the good rotation indicated in the ﬁgure. When passing from
F j to F ′j , two new even vortices and two new edges appear in F
′
j in place of each 4-valent vertex
of F j , and the following property (P) holds:
(P) The union of current collections of the edges of F j (some of the edges can be represented by
semiarcs) and the diagonal collections of the 4-valent vertices of F j is the same collection as the
union of the current collections of the edges of F ′j .
Fig. 16 gives an example of such modiﬁcations: the fragment of Γ shown in Fig. 16(a) below the
dashed line is replaced by the fragment shown in Fig. 16(b). In the ﬁgure, as in what follows, we
check the property (P) in the following way. Let pairs {μ1,ρ1}, {μ2,ρ2}, . . . , {μ j,ρ j} represent in the
ﬁgure of F j the diagonal collections of the 4-valent vertices (a pair {μ,ρ} depicted near a 4-valent
vertex means that τ ,−τ , ε,−ε is the diagonal collection of the vertex). Then, if we compare the
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Fig. 17. The fragments of a cascade lying above and below a vertex v(1+ 2t).
Fig. 18. The cascade Γ (48s − 1|0), s 6, and its fragment.
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ﬁgures of F j and F ′j , we see that for every depicted arc or semiarc of F j there is a depicted arc or
semiarc of F ′j with the same current, and in the ﬁgure of F
′
j there are 2 j new arcs; the new arcs
carry currents μ1,ρ1,μ2,ρ2, . . . ,μ j,ρ j , respectively.
If (P) holds, then to check the properties (C1)–(C6) for the resulting cascade Γ j it suﬃces to check
that: KCL holds for every 3-valent vertex of F ′j ; in F
′
j all even vortices and 3-valent vertices are
coupled; if F j has an odd vortex, then F ′j has exactly one odd vortex.
Describing fragments F j of Γ , when we speak about the fragment of Γ lying above (resp. below)
a vertex v(1 + 2t) of Γ , we mean the fragment of Γ lying above (resp. below) the dashed line
marked A (resp. B) in Fig. 17. Fig. 16(a) shows the fragment of an initial cascade lying below the
vertex v(12s − 5).
Denote by Γ (m|0) the initial cascade yielding a 1-immersion of Km , and by Γ (m|4 j), j =
1,2, . . . ,5, denote the cascade obtained from Γ (m|0) when we replace the fragment F j by the frag-
ment F ′j . The cascade Γ (m|4 j) yields a 1-immersion of Km+4 j .
When passing from Γ (m|0) to Γ (m|4 j), j  1, we replace some fragment of Γ (m|0) which con-
tains 4-valent vertices by a new fragment without 4-valent vertices. The 4-valent vertices of Γ (m|0)
not belonging to the fragment are exactly the 4-valent vertices of Γ (m|4 j) and we say that the cas-
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cades Γ (m|0) and Γ (m|4 j) share the 4-valent vertices. If Γ (m|0) and Γ (m|4 j) have an arc with
current δ directed out of the same 4-valent vertex, then we say that Γ (m|0) and Γ (m|4 j) share a
semiarc representing the arc. A semiarc incident with a 4-valent vertex of Γ (m|4 j), j  1, is called
a liberated semiarc of Γ (m|4 j) if in Γ (m|0) the semiarc represents an arc joining the vertex with a
4-valent vertex deleted when passing from Γ (m|0) to Γ (m|4 j).
Now we consider families of cascades yielding nonorientable 1-immersions of complete graphs of
odd order. The 1-immersions of complete graphs of even order will be treated separately and later in
the paper.
Fig. 18(a) gives the cascades Γ (48s − 1|0), s 6. For this family of cascades, we describe in detail
how to verify the properties (C1)–(C6) of Theorem 2, and how to calculate B(47). Using the descrip-
tion as an example, the reader can check (C1)–(C6) for other initial cascades, and can calculate B(h)
for all other values of h ∈ {0,1, . . . ,47} (for reasons of space, we omit such a description for other
initial cascades).
The current group of Γ (48s− 1|0) is Z48s−6. The cascades Γ (48s− 1|0), s 6, form a (−1)-family
of cascades where η˜ = 6, t = 2, q = −3, τ1 = 0, σ1 = 2, τ2 = 3/8, σ2 = −2, τ ′ = 1/4, σ ′ = −3, and
48s−6 is not divisible by 18s−2 and 12s−3. The order of the main fragment is 6s. It is easy to check
(C1)–(C5) by inspection. Now we calculate B(47). The cascade has two even vortices with excesses 2
and 18s − 2, respectively, and one odd vortex with excess 12s − 3. By (31), where p = 1, q = −3 and
t = 2, we obtain
B˜(−1) = 6+ Ψ (48s − 6,2) + Ψ (48s − 6,18s − 2) + Ψ (48s − 6,12s − 3).
Following the proof of Theorem 2, we have: Ψ (48s − 6,2) = 2; Ψ (48s − 6,18s − 2) = 2; Ψ (48s −
6,12s − 3) = 6. Hence, by (31), B˜(−1) = 16, and, by (32), B(47) = 244. We have also η(47) = 5.
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Now we check (C6). We see that the list of currents on the preferred (resp. non-preferred) semiarcs
incident with 4-valent vertices is 3,5, . . . ,12s−3 (resp. 12s−5,12s−9, . . . ,−(12s−11),−(12s−7)).
Taking into account that semiarcs not incident with 4-valent vertices carry currents 1 and 12s − 3,
we obtain that the union of current collections of the edges represented by the semiarcs of the cas-
cade is W (1,3, . . . ,12s − 3). By (M), the union of current collections of the vertical edges of the
main fragment is the collection obtained from W (12s − 1,12s + 1, . . . ,24s − 3) if we delete ele-
ments 18s − 3 and −(18s − 3). Since 18s − 3 is the current on the horizontal arc not incident with
4-valent vertices, we obtain that the union of current collections of edges carrying odd currents is
W (1,3, . . . ,24s − 3). By (M), the side elements of the diagonal collections of the 4-valent vertices
form the collection W (4,6, . . . ,12s − 2). Using (N), we obtain that for the A- and B-fragments of the
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cascade, the non-side elements of the diagonal collections of all 4-valent vertices form the collec-
tion:
W (18s + 6,18s + 12, . . . ,24s − 6) ∪ W (12s + 4,12s + 10, . . . ,18s − 8)
for the A-fragment (here, using (N), we have a = 3, b = 12s − 5, c = 24s − 3, k = s − 2);
W (12s,12s + 6, . . . ,18s) ∪ W (12s + 2,12s + 8, . . . ,18s − 4)
for the upper B-fragment (here, using (N), we have a = 4s − 1, b = 4s + 3, c = 22s − 1, k = s,
and since the B-fragment has odd number of vertices, take into account the remark just after
(N));
W (24s − 2,24s + 4, . . . ,30s − 8) ∪ W (24s + 2,24s + 8, . . . ,30s − 10),
or, which is the same,
W (18s + 2,18s + 8, . . . ,24s − 4) ∪ W (18s + 4,18s + 10, . . . ,24s − 8)
for the lower B-fragment (here, using (N), we have a = 8s + 1, b = −(4s + 1), c = 16s − 3, k = s − 1,
and since the B-fragment has odd number of vertices, take into account the remark just after (N)).
Now we see that for the 4-valent vertices of the cascade, the union of the diagonal collections is the
collection obtained from W (2,4, . . . ,24s − 4) if we delete four elements: 2,−2,18s − 2,−(18s − 2).
Since 2 and 18s − 2 are the currents on the arcs incident with even vortices, we ﬁnally obtain that
(C6) holds.
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Fig. 18(b) shows six lower vertices of the main fragment of the cascade. The semiarcs representing
arcs incident with upper vertices are marked (as in what follows) by a star.
The cascade Γ (48s − 1|4), s  6, is obtained from Γ (48s − 1|0) in Fig. 18(a) by replacing the
fragment of Γ (48s − 1|0) lying below the vertex v(12s − 3) (Fig. 16(a)) by the fragment shown in
Fig. 16(b). For j = 2,3,4,5, the cascade Γ (48s − 1|4 j), s  6, is obtained from Γ (48s − 1|0) by re-
placing the fragment of Γ (48s − 1|0) lying below the vertex v(12s − 3− 2 j) by the fragment shown
in Fig. 19(a), (b), (c), and (d), respectively.
Fig. 20(a) gives Γ (48s + 23|0), s  6, and six lower vertices of the main fragment are shown in
Fig. 20(b). For j = 1,2, . . . ,5, the cascade Γ (48s + 23|4 j), s  6, is obtained from Γ (48s + 23|0) by
replacing the fragment of Γ (48s+23|0) lying below the vertex v(12s+3−2 j) by the fragment shown
in Fig. 21(a), (b), (c), (d), and (e), respectively.
Fig. 22(a) gives Γ (48s + 1|0), s  6, and six lower vertices of the main fragment are shown in
Fig. 22(b). For j = 1,2, . . . ,5, the cascade Γ (48s + 1|4 j), s  6, is obtained from Γ (48s + 1|0) by
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replacing the fragment of Γ (48s+1|0) lying below the vertex v(12s−1−2 j) by the fragment shown
in Fig. 23(a), (b), (c), (d), and (e), respectively.
Fig. 24(a) gives Γ (48s + 25|0), s  6, and six lower vertices of the main fragment are shown in
Fig. 24(b). For j = 1,2, . . . ,5, the cascade Γ (48s+ 25|4 j), s 6, is obtained from Γ (48s+ 25|0) if we
replace the fragment of Γ (48s+ 25|0) lying below the vertex v(12s+ 5− 2 j) by the fragment shown
in Fig. 25(a), (b), (c), (d), and (e), respectively.
Now we want to show that for each of the 24 cascades, the reduced digraph (the deﬁnition of
“reduced digraph” is given in Section 4) with the given good rotation admits a decomposition. By
inspecting Figs. 18–25, the reader can easily verify the following important property (Q) of the cas-
cades:
(Q) In Γ (m|4 j) for odd m and j = 1,2, . . . ,5, every liberated semiarc incident with an upper vertex
represents an arc of a quasiedge joining the vertex with a non-upper vertex. Every liberated
semiarc incident with a non-upper vertex represents an arc of a quasiedge joining the vertex
either with an upper vertex or with the lowermost lower vertex, or with the one-valent vertex.
Most of the vertices of the main fragment of Γ (m|4 j) are vertices of the corresponding basic
construction. Now, taking into account (Q) and the property (L) of the basic construction, it is easy to
verify the following property (R) of the reduced digraphs for the 24 cascades:
(R) In the reduced digraph for Γ (m|4 j), where m is odd and j = 0,1, . . . ,5, every upper vertex is side
adjacent to middle and lower vertices only. The middle vertices are not mutually side adjacent.
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If we remove all side edges incident with the upper vertices, then in the resulting digraph the
lowermost lower vertex is side adjacent to exactly two vertices, and every other lower vertex v(i)
is side adjacent to exactly one vertex v(r) such that i > r.
Bearing (R) in mind, the reader can check the decompositions for Γ (m|4 j) with odd m given be-
low. Let v(1 + 2t), v(1 + 2(t + 1)), . . . , v(1 + 2k) be exactly the 4-valent vertices of Γ (m|4 j). If the
number of lower vertices is odd, then the decomposition is shown in Fig. 26(a); it has the branch
sequence B1B2. In the ﬁgure, as in what follows in ﬁgures of decompositions, for every depicted
lower vertex v(i), every side edge joining the vertex with a non-upper vertex v(r), r < i, is repre-
sented by a short upward directed incident side line. If the number of lower vertices is even and
the side edge joining v(5 + 4t∗) with a middle vertex is of type 0 (resp. type 1), then a decompo-
sition is obtained from the decomposition in Fig. 26(a) if we augment the root digraph as shown in
Fig. 26(b) (resp. (c)), whereas all other parts of the decomposition in Fig. 26(a) remain unchanged.
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Fig. 27. The cascades Γ (48s + 10|0) and Γ (48s + 34|0), s 8.
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Fig. 29. Transforming the cascade Γ (24n + 10|0) into the cascades Γ (24n + 10|4 j), j = 1,2, . . . ,5, n 16.
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Fig. 31. A strong decomposition for Γ (24n + 10|4 j), j = 1,2, . . . ,5.
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Since the root digraph has no 4-valent vertices, the depicted rotation is a proper one-rotation of the
root digraph.
Now we consider cascades yielding nonorientable 1-immersions of complete graphs of even
order.
The cascades Γ (48s+10|0), s 8, and Γ (48s+34|0), s 8 are given in Fig. 27(a) and (b), respec-
tively. The cascade Γ (48s+ 10|0) (resp. Γ (48s+ 34|0)) has the top fragment shown in Fig. 28, where
n = 2s (resp. n = 2s + 1). For n ∈ {2s,2s + 1}, for j = 1,2, . . . ,5, the cascade Γ (24n + 10|4 j), n  16,
is obtained from Γ (24n + 10|0) by replacing the fragment of Γ (24n + 10|0) lying above the vertex
v(2 j + 3) by the fragment shown in Fig. 29(a), (b), (c), (d), and (e), respectively.
A strong decomposition for Γ (24n + 10|0), n = 2s, is given in Fig. 30(a). The branch sequence of
the decomposition is B1B2B3. In Fig. 30(a), as in what follows, to facilitate construction checking,
some edges of the reduced digraph are labeled by currents in the following way. Let in the digraph
of a cascade a semiarc with current δ represent an arc of an edge e or of a quasiedge. Then in the
ﬁgure of a strong decomposition the edge e or the edge replacing the quasiedge can be labeled by
the current δ.
A strong decomposition for Γ (24n + 10|0), n = 2s + 1, is obtained from the decomposition in
Fig. 30(a) if we augment the root digraph of the decomposition as shown in Fig. 30(b), whereas all
other parts of the decomposition in Fig. 30(a) remain unchanged. The branch sequence of the obtained
decomposition is B1B2B3.
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A strong decomposition for Γ (24n + 10|4 j) for n = 2s, j = 1,3,5 and n = 2s + 1, j = 2,4 is given
in Fig. 31(a). The edge labeled by current 2n − 1 has a transversal tilde: here (as in Fig. 37(a) for the
edge with current 2n + 1) it means that the edge is of type 0 for n = 2s and of type 1 for n = 2s + 1.
A strong decomposition for Γ (48s + 10|4 j) for n = 2s, j = 2,4 (resp. n = 2s + 1, j = 1,3,5) is ob-
tained from the decomposition in Fig. 31(a) if we augment the root digraph of the decomposition as
shown in Fig. 31(b) (resp. (c)), whereas all other parts of the decomposition in Fig. 30(a) remain un-
changed. Fig. 31(a) contains a schematic designation (a dashed box) of a fragment U ( j); the fragment
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is deﬁned for n ∈ {2s,2s + 1} and j = 1,2, . . . ,5 and is shown in Fig. 32 for all ﬁve values of j. The
branch sequence of the strong decomposition for Γ (24n+10|4 j), j  1, is B1B2B3 for j = 1,2,4, and
B1B ′1B2B3 for j = 3,5.
To check Figs. 31 and 32, ﬁrst take notice of the fact that in the cascade Γ (24n + 10|4 j), j  1, if
the non-preferred semiarc incident with the vertex w(1) represents an arc with current 1 (resp. −1),
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Fig. 36. Transforming the cascade Γ (24n + 16|4) into the cascades Γ (24n + 16|4 j), j = 2,3,4,5.
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then the non-preferred semiarcs incident with w(3) and w(5) represent arcs with currents 3 and −5
(resp. −3 and 5), respectively. Now, considering Figs. 27 and 29, we see that for j = 1,2,4,5 (resp.
j = 3), there is a quasiedge in Γ (24n+ 10|4 j) joining v(6n− 1) and w(3) (resp. v(6n− 1) and w(5)),
and the quasiedge is of type 1 iff the quasiedge joining v(6n − 1) and w(1) is of type 0. The two
quasiedges are represented in Fig. 31 by two edges connected by a dashed line (here it means that
the two edges have different types).
One can check that in Γ (24n + 10|4 j), j  1, every liberated semiarc incident with a lower
vertex represents an arc of a quasiedge joining the vertex with one of the middle vertices
w(3),w(5),w(7),w(9),w(11). In Fig. 32 the edges incident with middle vertices are marked by
a cross.
The cascades Γ (48s + 16|4), s  8, and Γ (48s + 40|4), s  8 are given in Fig. 33(a) and 34(a),
respectively. The cascade Γ (48s + 16|0), s  8, is obtained from Γ (48s + 16|4) by replacing the
fragments of Γ (48s + 16|4) lying above the vertex v(7) and below the vertex v(12s − 5) by the
fragments shown in Fig. 33(b) and (c), respectively. The cascade Γ (48s + 40|0), s  8, is obtained
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from Γ (48s + 40|4) by replacing the fragments of Γ (48s + 40|4) lying above the vertex v(7) and
below the vertex v(12s + 1) by the fragments shown in Fig. 34(b) and (c), respectively. This is the
only case when (for simplicity of the exposition) instead of deleting some 4-valent vertices we cre-
ate a new 4-valent vertex. The cascade Γ (48s + 16|4) (resp. Γ (48s + 40|4)) has the top fragment
shown in Fig. 35 where n = 2s (resp. n = 2s + 1). For n ∈ {2s,2s + 1}, for j = 2,3,4,5, the cascade
Γ (24n + 16|4 j), n 16, is obtained from Γ (24n + 16|4) by replacing the fragment of Γ (24n + 16|4)
lying above the vertex v(2 j+5) by the fragment shown in Fig. 36(a), (b), (c), (d), and (e), respectively.
A strong decomposition for Γ (24n + 16|4 j) for n = 2s, j = 1,3,5 and n = 2s + 1, j = 0 is given in
Fig. 37(a). A strong decomposition for Γ (24n+16|4 j) for n = 2s, j = 2,4 (resp. n = 2s+1, j = 1,3,5)
is obtained from the decomposition in Fig. 37(a) if we augment the root digraph of the decomposition
as shown in Fig. 37(b) (resp. (c)), whereas all other parts of the decomposition in Fig. 37(a) remain
unchanged. A strong decomposition for Γ (24n + 16|4 j) for n = 2s + 1, j = 2,4, is obtained from
the decomposition in Fig. 37(a) if we augment the root digraph as shown in Fig. 37(d). A strong
decomposition for Γ (24n + 16|4 j) for n = 2s, j = 0, is obtained from the decomposition in Fig. 37(a)
if we augment the root digraph by one new type 1 edge joining w(1) and w(3) as shown in Fig. 37(e).
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deﬁned for n ∈ {2s,2s+ 1} and j = 0,1, . . . ,5 and is shown in Fig. 38 for all 6 values of j. The branch
sequence of the strong decomposition for Γ (24n + 16|4 j) is B1B2B3 for j = 0,1,2, and B1B ′1B2B3
for j = 3,4,5. In Fig. 38 the edges incident with middle vertices are marked by a cross.
It is easy to check that the cascades of all 48 families of cascades described above satisfy (C5).
Following the proof of Theorem 2 and using (31), (32), and (33) one can obtain the values of B(h) for
h = 0,1, . . . ,47 (the details are left to the reader). The values are given by the following list:
B(0); B(1); B(2); . . . ; B(47) = 237;10;231;20;275;34;295;112;767;94;27;
230;951;188;61;234;153;276;125;532;213;428;209;66;293;64;323;126;
403;100;459;210;535;168;127;350;695;274;185;480;289;416;273;666;373;
566;381;244.
Then, following the proof of Theorem 1, routine calculations give Ω = 157 and we obtain Q =
T ∗(48(Ω + 1)) = 7,181,418 in (A1).
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