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「日本語コーパス」過去 18 カ月の進捗状況 
前川喜久雄（領域代表者：国立国語研究所研究開発部門）† 
 
Progress of the Japanese Corpus Project in the Past 18 Months 





















いスタンダードの構築に向けて―」が開催され、10 月には英語コーパス学会の第 30 回記念
大会シンポジウムとして「他言語コーパス研究の現在：英語研究への示唆」が開催されま
した。出版物では、雑誌『日本語科学』22 号（2007 年 11 月）が「コーパス日本語学の射程」、





ました。雑誌『日本語学』27 巻 2 号（2008 年 2 月）の特集「WWW を対象にした日本語研
究」にも荻野綱男先生、新納浩幸先生が寄稿しています。ついでながら 2008 年 1 月にイン
ドのハイデラバードで開催された The 6th Workshop on Asian Language Resources（3rd 
International Joint Conference of Natural Language Processing のサテライト）でも BCCWJ（す
なわち本領域と国立国語研究所の共同事業として構築する『現代日本語書き言葉均衡コー
パス』）についての招待発表をおこなう機会がありました。 























のふたつです。B01 は A01 の成果であるコーパスを利用しなければ始まらない研究ですか
ら、プロジェクト前半の大目標は、できるだけ早い時期に B01 が活発に活動するに足るだ
けのコーパスを構築することにあります。 
本領域の提案書では、第 2 年次（つまり本年度）末の達成目標として、3000 万語分のデ
ータを作成することを掲げていましたが、幸い、この目標は完全に達成することができま
した。昨年 11 月にデータ班が配布した「BCCWJ 領域内公開データ(2007 年度版)」にはすで























XML を利用した汎用アノテーション用ツール SLAT も、この講習会で公開されました。 


































































最後に国語研究所の廃止／移管問題に一言触れることにします。昨年 12 月 20 日に読売
新聞紙上で「国立国語研究所廃止」という報道が行われ、多くの皆様に心配をおかけしま
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Retrieval System for BCCWJ
— Introducing Full-Text Retrieval System “Himawari” —
Masaya YAMAGUCHI (Dept. Lang. Res., The National Institute for Japanese Language)
1 はじめに
本稿では，全文検索システム『ひまわり』を「現代日本語書き言葉均衡コーパス」(Balanced




XML 文書から特定の文字列を高速に全文検索する機能，(2) 検索結果の KWIC (KeyWord
In Context) 表示，および，資料に適した形で閲覧する機能がある。詳細については，国立






書籍 (生産・流通実態サブコーパスの一部) 6701サンプル 約 3500万字
白書 (非母集団サブコーパスの一部) 1500サンプル 約 851万字
































山口昌也, 田中牧郎 (2005) 構造化された言語資料に対する全文検索システムの設計と実
現，自然言語処理 vol.12, No.4, pp.55–77
国立国語研究所 (2007) http://www2.kokken.go.jp/densi/public/wiki/
山崎 他 (2007) 現代日本語書き言葉均衡コーパスの設計と検索デモンストレーション，日
本語学会 2007 年度秋季大会要旨集，pp.239–246
6
BCCWJ のための検索システム―BCCWJ 用全文検索サイト― 
 
山崎 誠 （データ班班長：国立国語研究所研究開発部門）† 
 
Search System for BCCWJ: Online Full-Text Search System for 
BCCWJ 












約 500 万語）と、参加者同士で知識を教え合うことを目的とした Q&A 形式のナレッジコミ
ュニティーサービスである「Yahoo!知恵袋」から無作為抽出されたサンプル（質問・解答の
ペアで 45,725 組、約 500 万語）の二種類のデータである。今後、作業の進展にともない随
時データを拡張する。2008 年 3 月には、非母集団サブコーパスの国会会議録から約 500
万語、生産実態サブコーパスの書籍、流通実態サブコーパス及び非母集団サブコーパスの
ベストセラーから約 700 万語を追加する予定である。 
２.１ 白書のデータ 
 白書のデータは、1976～2005 年の 30 年間に政府が発行した白書のうち以下の基準で選定
した 1,006 冊を対象として、そこからランダムに 1,500 サンプル、約 500 万語を抽出したも
のである。 
 抽出方法は、1976～2005 年の 30 年間を 5 年刻みで 1 期から 6 期に分け、それぞれの期か
ら 250 個ずつのサンプルを抽出した。また、今回対象とした白書は 9 つのジャンルに分類
した。「国土交通」「外交」「安全」「教育」「環境」「福祉」「科学技術」「経済」「農林水産」
である。それぞれのジャンルに属するサンプル数を表 1 に示す。 
２.２ Yahoo!知恵袋のデータ 
 Yahoo!知恵袋は「一般のインターネット利用者が質問と回答という形式でコミュニケーシ
ョンと問題解決を図るサービス」（岡本ほか(2007)）である。2004 年 4 月にベータ版（テス
ト版）として公開され、2005 年 11 月に正式版に移行し、現在も運用されている。 
ヤフー株式会社より提供を受けたデータは、ベータ版の時期の 1 年 7 か月分のデータで、
24 万人の投稿、166 万件の質問・回答からなる。文字数にして約 16 億字と見込まれる。 
質問者は自分の質問への回答のうち、もっとも納得した回答をベストアンサーに選ぶこ
とができる。また、Yahoo!知恵袋には質問内容によるカテゴリーが設けられている。大カテ
ゴリ 14 個、中カテゴリ 59 個、小カテゴリ 130 個である。そのうち、小カテゴリに含まれ
                                                  
† yamazaki@kokken.go.jp 




することにした。目標とする語数 500 万語を取得するためには、45,725 組のペアを抽出す












































安全 365 24.3 
科学技術 122 8.1 
外交 124 8.3 
環境 100 6.7 
教育 24 1.6 
経済 296 19.7 
国土交通 177 11.8 
農林水産 110 7.3 
福祉 182 12.1 































Multiple Purpose Annotation Tool: SLAT
Masaki Noguchi (Grad. School of Information Science and Engineering, Tokyo Institute of Technology)
Kenta Miyoshi (Grad. School of Information Science and Engineering, Tokyo Institute of Technology)
Takenobu Tokunaga (Grad. School of Information Science and Engineering, Tokyo Institute of Technology)
Ryu Iida (Grad. School of Information Science, Nara Institute of Science and Technology)
Mamoru Komachi (Grad. School of Information Science, Nara Institute of Science and Technology)























































































































を用いた設定方法と GUIを用いた方法の 2通りの方法で定義を設定することができる。図 2に設定
編集用の GUIを示す。
図 2: 設定ファイル編集用の GUI
4.1 セグメントに関する定義




























ルを用いた設定方法と GUIを用いた方法の 2通りの方法で追加することができる。図 3にドキュメ
ントの追加用 GUIを示す。
GUIを用いてドキュメントを追加する場合には、SLATからドキュメントの追加用ウィンドウを開











図 3: ドキュメント追加の GUI
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Annotating Predicate-Argument and Coreference Relations
in Japanese Newspaper Articles
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的であり，解析の対象となるコーパス作成の方法論についても議論がなされてきた [3, 4, 1]．
共参照解析については，主に英語を対象にいくつかのタグ付与のスキーマが提案されており，実際にそのスキーマ
に従ったコーパスが作成されている [3, 8, 2, 6, 1]．例えば，Message Understanding Conference (MUC)のCoreference
(CO)タスク [3]や，その後継にあたる Automatic Content Extraction (ACE)プログラム [1]の Entity Detection and
Tracking (EDT)タスクでは，数年に渡って主に英語を対象に詳細な仕様が設計されてきた．また，述語項構造解


































出現箇所 ガ格 ヲ格 ニ格
述語 同一文節内 177 (0.002) 60 (0.001) 591 (0.027)
106,628 係り関係 44,402 (0.419) 35,882 (0.835) 18,912 (0.879)
ゼロ照応 (文内) 32,270 (0.305) 5,625 (0.131) 1,417 (0.066)
ゼロ照応 (文間) 13,181 (0.124) 1,307 (0.030) 542 (0.025)
ゼロ照応 (文章外) 15,885 (0.150) 96 (0.002) 45 (0.002)
全体 105,915 (1.000) 42,970 (1.000) 21,507 (1.000)
事態性名詞 同一文節内 2,195 (0.077) 5,574 (0.506) 846 (0.436)
28,569 係り関係 4,332 (0.152) 2,890 (0.263) 298 (0.154)
ゼロ照応 (文内) 9,222 (0.324) 1,645 (0.149) 586 (0.302)
ゼロ照応 (文間) 5,190 (0.183) 854 (0.078) 201 (0.104)
ゼロ照応 (文章外) 7,525 (0.264) 42 (0.004) 10 (0.005)
全体 28,464 (1.000) 11,005 (1.000) 1,941 (1.000)
表 2: タグの一致率
再現率 精度 F値
述語 0.947 (6512/6880) 0.941 (6512/6920) 0.944
ガ格 0.861 (5638/6549) 0.856 (5638/6567) 0.858
ヲ格 0.943 (2447/2595) 0.919 (2447/2664) 0.931
ニ格 0.892 (1060/1189) 0.817 (1060/1298) 0.853
事態性名詞 0.905 (1281/1415) 0.810 (1281/1582) 0.855
ガ格 0.798 (1038/1300) 0.804 (1038/1291) 0.801
ヲ格 0.893 (469/525) 0.765 (469/613) 0.824
ニ格 0.717 (66/92) 0.606 (66/109) 0.657
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Constructing Extended Named Entity Annotated Corpora














現階層」は、アメリカの評価型プロジェクトMUC (Message Understanding Conference)で策定された固有
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名前 名前 その他 184 90
人名 30,979 11,785
神名 0 0




民族名 民族名 その他 533 165
国籍名 1072 113
競技組織名 競技組織名 その他 2,686 752
プロ競技組織名 2,108 225
競技リーグ名 380 51
法人名 法人名 その他 3,078 1,201
企業名 6,448 1,727
企業グループ名 94 45





地名 地名 その他 307 175
温泉名 31 26





地域名 地域名 その他 6 6
大陸地域名 1,406 180
国内地域名 1,342 426
















施設名 施設名 その他 807 463
施設部分名 952 439
遺跡名 遺跡名 その他 41 26
古墳名 26 13











































食べ物名 食べ物名 その他 1,308 483
料理名 1166 461





















規則名 規則名 その他 125 69
条約名 399 98
法令名 757 268
称号名 称号名 その他 7,723 20
地位・職業名 29,441 2,971
言語名 言語名 その他 46 36
国語名 273 40
単位名 単位名 その他 67 18
通貨名 588 24
イベント名 イベント名 その他 1458 544




事故事件名 事故事件名 その他 743 269
戦争名 391 74
自然現象名 自然現象名 その他 34 13
自然災害名 14 12
地震名 1,262 41




生物名 生物名 その他 114 45
真菌類名 14 8








生物部位名 生物部位名 その他 80 18
動物部位名 2,023 380
植物部位名 140 41
病気名 病気名 その他 0 0
動物病気名 1230 365
色名 色名 その他 104 58
自然色名 244 26
時間表現 時間表現 その他 0 0


































個数 個数 その他 902 456
人数 5,699 1,324
組織数 1,282 542



























競技組織名 その他 学校名 265 高松商，帝京，大東大，宇部商，PL学園高
食べ物名 その他 植物名 176 ニガウリ，スズナ，キウイ，小豆，カブ菜
製品名 その他 イベント名 その他 161 パレスチナ問題，被差別部落問題，減税問題
競技組織名 その他 企業名 153 チチヤス乳業，いすゞ自動車，住友，エスビー，YKK
人名 市区町村名 72 池上，神田，千葉，大和，西宮
年齢 ポイント 56 30，34
イベント数 製品数 51 2件，一発，一つ
イベント数 序数 49 7回，二期，5戦
製品数 個数 その他 48 一つ，三種類，二本
日付表現 日数期間 39 16日
イベント数 数値表現 その他 38 一つ，百件，二本
[5] 山田寛康, 工藤拓, 松本裕治. Support Vector Machineを用いた日本語固有表現抽出. 情報処理学会論文誌, Vol. 43,
No. 1, pp. 44–53, 2004.
[6] 浅原正幸, 松本裕治. 日本語固有表現抽出におけるわかち書き問題の解決. 情報処理学会論文誌, Vol. 45, No. 5, 2004.
[7] 中野桂吾, 平井有三. 日本語固有表現抽出における文節情報の利用. 情報処理学会論文誌, Vol. 45, No. 3, 2004.








新保仁  （ツール協力者：奈良先端科学技術大学院大学情報科学研究科） 
Corpus Management Tools “ChaSen” and “Chashaku” 
Yuji Matsumoto (Nara Institute of Science and Technology) 
Masayuki Asahara (Nara Institute of Science and Technology)  
Yusaku Taniguchi (Nara Institute of Science and Technology)  
























































図 1 茶杓の単語検索の実行結果画面 
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形態素解析辞書 UniDic 最新版と関連ツール 
小木曽 智信（電子化辞書班分担者：国立国語研究所研究開発部門）† 
 
The Latest Version of “UniDic” and Related Tools 
Toshinobu Ogiso (Dept. Lang. Res., National Institute for Japanese Language) 
 
 
１．形態素解析辞書 UniDic  
UniDic は本研究領域が目指す大規模書き言葉コーパスの構築に利用される形態素解析辞
書である1。国立国語研究所言語資源グループと「電子化辞書班」「データ班」が共同で作成
している。2007 年 4 月に 初の一般公開版である Ver.1.3.0 をリリースし，2007 年 10 月
には見出し語を増やして終止形と連体形の区別を行った Ver.1.3.5 を公開した。今回紹介す
る 新版では，さらに見出し語を増補したほか，新たに「語種」の情報を付与している。








表 1 UniDic 見出し語数の推移 
 語彙素 語形 書字形 発音形 
Ver.1.3.0 （2007/4） 106347 110078 136276 110134 
Ver.1.3.5 （2007/10） 109998 121641 141654 122288 







か固有名・記号・語種不明の 7 種に分類している（小椋ほか 2008a）。図１に示すように解
析結果に語種情報を出力することができるようになったため，これをテキストの分析に利
用することが可能になった。 
                                                  
† togiso@kokken.go.jp 
1 UniDic の詳細については伝ほか（2007）参照。 
2 短単位の詳細については小椋ほか（2008b）参照。 
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ソース 文境界 書字形 発音形 語彙素読み 語彙素 品詞 活用型 活用形 語種
chamame B 現代 ゲンダイ ゲンダイ 現代 名詞-普通名詞-副詞可能 漢
chamame I 日本 ニッポン ニッポン 日本 名詞-固有名詞-地名-国 固
chamame I 語 ゴ ゴ 語 名詞-普通名詞-一般 漢
chamame I の ノ ノ の 助詞-格助詞 和
chamame I 書き言葉 カキコトバ カキコトバ 書き言葉 名詞-普通名詞-一般 和
chamame I コーパス コーパス コーパス コーパス 名詞-普通名詞-一般 外
chamame I を オ ヲ を 助詞-格助詞 和
chamame I 作っ ツクッ ツクル 作る 動詞-一般 五段-ラ行-一般 連用形-促音便 和
chamame I て テ テ て 助詞-接続助詞 和
chamame I い イ イル 居る 動詞-非自立可能 上一段-ア行 連用形-一般 和
chamame I ます マス マス ます 助動詞 助動詞-マス 終止形-一般 和
chamame I 。 。 補助記号-句点 記号
図 1 語種情報付きの解析結果 
３．MeCab 版 UniDic 
今回，これまでの ChaSen 版に加えて MeCab 版の解析辞書を作成した。MeCab は
ChaSen よりも品詞タグ付けに適した統計学習モデルを用いていることから，全般に解析精
度が向上している。さらに，語種情報を学習素性として用いることによって解析精度が向上し
た（伝ほか 2008）。表２は，BCCWJ の白書サンプルの解析精度を比較したものである。 
表 2 MeCab 版 UniDic の解析精度 
 単位境界 品詞 語彙素 
ChaSen（語種無） 99.64 98.95 98.69 
MeCab（語種無） 99.86 99.26 98.93 
MeCab（語種有） 99.87 99.30 99.16 
３．茶まめ 
「茶まめ」は UniDic を利用した解析を行うための Windows 用 GUI である。新たに




図 2 MeCab に対応した「茶まめ」 
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３．辞書ツール・コーパス管理ツール 
 後に，BCCWJ の形態論情報データベースの管理に利用しているツールを紹介する3。 
辞書データベース管理ツール「UniDic Explorer」 





















図 4 コーパスデータベース管理ツール「大納言」 
 
４．UniDic の公開予定 












語処理学会第 14 回年次大会発表論文集 
 
関連 URL 
UniDic ダウンロードサイト：http://download.unidic.org / 
MeCab : Yet Another Part-of-Speech and Morphological Analyzer：http://mecab.sourceforge.net/ 
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近藤明日子 （言語政策班協力者：国立国語研究所研究開発部門） 
平山  允子 （言語政策班協力者：国立国語研究所研究開発部門） 
 
Word Frequency Levels in Balanced Corpus 
TANAKA Makiro  （National Institute for Japanese Language） 
         KONDO Asuko   （National Institute for Japanese Language） 

































                                                  
† mtanaka@kokken.go.jp 
表 1 教育基本語彙（阪本 1984による） 
小学校 
中学校 
低学年  高学年 
A1 2,570 B1 2,364 C1 2,444
A2 1,730 B2 1,979 C2 2,344
    B3 1,600 C3 2,139
C4 2,101




  規定語数 掲出語数 
4 級 800 728 
3 級 700 681 
2 級 4,500 3,626 
1 級 4,000 2,974 













































 表３ 「書籍コーパス」の度数による語彙のレベル分け 
レベル 度数区間 語数 阪本 基金 レベル 度数区間 語数 
a1 1892-468934 800
A1 
４級 d1 26-31 2,093 
a2 1087-1891 700 ３級 d2 21-25 2,188 
a3 613-1086 1,071
2 級 
d3 17-20 2,201 
a4 421-612 866
A2 
d4 14-16 2,114 
a5 315-420 863 d5 11-13 2,618 
a 小 計 4,300  d 小 計 11,214 
b1 251-314 843
B1 
e1 8-10 3,357 
b2 204-250 854 e2 6-7 2,974 
b3 175-203 712
1 級 
e3 5 1,836 
b4 154-174 641
B2 
e4 4 2,227 
b5 135-153 690 e5 3 2,740 
b6 119-134 734 e6 2 3,653 
b7 105-118 761
B3 
e7 1 5,620 
b8 94-104 748 e 小 計 22,407 
b 小 計 5,983  総 計 52,977 
c1 68-93 2,359 C1 
 
c2 51-67 2,360 C2 
c3 40-50 2,217 C3 
c4 32-39 2,137 C4 




 表４ 語彙のレベルのまとめ 
レベル コーパス頻度 語彙の概数 国語教育（阪本） 日本語教育（基金） 語彙の種類
ａ 超高頻度 4,300 Ａ小学校低学年 ２～４級  
基本語彙 ｂ 高頻度 6,000 Ｂ小学校高学年 １～２級 
ｃ 中頻度 9,000 Ｃ中学校  
ｄ 低頻度 11,200   






























表５は， 阪本(1984)の九つのレベルとそのまま対比できるように，コーパスによる a,b,c のレ
ベルを九つにまとめ直して示したものである。表の見方を，②のレベルを例に説明すると，コー
パスのレベル a4-a5には 1729語が属するが，このうち阪本（1984）の収録語彙と照合できた語数
は 1004であった。a4-a5のレベルは，阪本の A2レベルに相当するが，1004語のうち 6.6%がこの
表５ 「書籍コーパス」によるレベル分けと阪本(1984)によるレベル分けの比較 
 コーパスレベル 度数区間 語数 照合できた語数 阪本レベル コーパス=阪本 コーパス>阪本 コーパス<阪本
① a1-a3 613-468934 2571 1680 A1 46.5% 0% 53.5% 
② a4-a5 315-612 1729 1004 A2 6.6% 27.0% 66.4% 
③ b1-b3 175-314 2409 1286 B1 21.9% 27.2% 50.9% 
④ b4-b6 119-174 2065 948 B2 10.1% 42.2% 47.7% 
⑤ b7-b8 94-118 1509 634 B3 4.9% 47.6% 47.5% 
⑥ c1 68-93 2359 944 C1 20.0% 49.9% 30.1% 
⑦ c2 51-67 2360 800 C2 15.3% 67.8% 17.0% 
⑧ c3 40-50 2217 751 C3 12.6% 79.0% 8.4% 
⑨ c4 32-39 2137 682 C4 11.0% 89.0% 0% 
⑩ d 11-31 11211 2713 ― ― 100.0% ― 




























 最も低いレベル a２の，「1相談」「2会議」から，最も高いレベル e7 の「30 熟議」まで，レベ
ルによって語彙が段階的に並んでいる様が見て取れよう。表 3，表 4 も参照しながら，コーパス





金のレベルの方が高くなっている語は他に，「4 審議」「6 会談」「7 衆議」などが指摘できる。こ
のうち「7 衆議」は，コーパスの用例の大部分は「衆議院」であり，今回のデータ解析が短単位



















 語彙素読み 語彙素 品詞 コーパスレベル 阪本レベル 基金レベル
1 ソウダン 相談 名詞-普通名詞-サ変可能 a2 A1 ３級 
2 カイギ 会議 名詞-普通名詞-サ変可能 a2 B2 ３級 
3 キョウギ 協議 名詞-普通名詞-サ変可能 a4 C1 １級 
4 シンギ 審議 名詞-普通名詞-サ変可能 b1 C1 １級 
5 ハナシアイ 話し合い 名詞-普通名詞-一般 b2 A2 ２級 
6 カイダン 会談 名詞-普通名詞-サ変可能 b3 C1 １級 
7 シュウギ 衆議 名詞-普通名詞-一般 b3 C3 ― 
8 ウチアワセ 打ち合わせ 名詞-普通名詞-サ変可能 b4 B1 ２級 
9 タイダン 対談 名詞-普通名詞-サ変可能 b4 B2 １級 
10 ヒョウギ 評議 名詞-普通名詞-サ変可能 b8 ― ― 
11 ザダン 座談 名詞-普通名詞-サ変可能 c1 B1 ― 
12 ヒョウジョウ 評定 名詞-普通名詞-サ変可能 c1 ― ― 
13 ショウダン 商談 名詞-普通名詞-サ変可能 c2 ― ― 
14 ゴウギ 合議 名詞-普通名詞-サ変可能 c3 C2 １級 
15 ギ 議 接尾辞-名詞的-一般 c3 ― ― 
16 サミット サミット 名詞-普通名詞-一般 c3 ― ― 
17 センギ 詮議 名詞-普通名詞-サ変可能 c4 ― ― 
18 ミツダン 密談 名詞-普通名詞-サ変可能 d2 C1 ― 
19 ダンゴウ 談合 名詞-普通名詞-サ変可能 d2 C3 ― 
20 カケアイ 掛け合い 名詞-普通名詞-一般 d3 ― ― 
21 ギ 議 名詞-普通名詞-一般 d3 ― ― 
22 ボウギ 謀議 名詞-普通名詞-サ変可能 d5 ― ― 
23 モウシアワセ 申し合わせ 名詞-普通名詞-一般 e1 B2 ― 
24 ダンロン 談論 名詞-普通名詞-サ変可能 e1 ― ― 
25 ミツギ 密議 名詞-普通名詞-一般 e2 C2 ― 
26 ナイダン 内談 名詞-普通名詞-サ変可能 e5 C2 ― 
27 イチギ 一議 名詞-普通名詞-一般 e5 ― ― 
28 ショウギ 商議 名詞-普通名詞-サ変可能 e5 ― ― 
29 テイダン 鼎談 名詞-普通名詞-サ変可能 e6 ― ― 

















































The Japanese FrameNet Software Tools 
Hiroaki Saito   (Faculty of Science and Technology, Keio University) 
Kyoko Ohara   (Faculty of Science and Technology, Keio University) 
Takaaki Sone   (Faculty of Science and Technology, Keio University) 
Shunta Kuboya  (Faculty of Science and Technology, Keio University) 
 
１．はじめに  
 日本語フレームネット（以下、JFN と略す）の目標は、FrameNet と同様の方法論に基づ
き、日本語の語彙資源を構築することである。本稿では、JFN を構築するためにアノテータ






っている白書、小説データ等を含んでいる。サーバ上の JFN DB では現在 UniDic を用い
ている。アノテータはまず JFN kwic ツールを用いてアノテーション対象文の候補を選択す
るため、コーパスを検索する（図 1 の 1）。3 節参照）。 
 
 
図 1 JFN のシステム構成 



















与する（図１の 2）。４節参照）。注釈付けされた語彙資源は JFNDesktop 上や Web 上のリポ
ートで閲覧することができる。また、FrameSQL という Web 上のクエリツールを用いて検
索ができる（Sato To Appear）。 
 
３．JFN kwic 
 アノテーション対象文をコーパスから選び出すために、検索ツール JFN kwic を開発した。
検索は形態素単位で実行でき、活用語の場合はすべての活用形を検索することができる。
JFN kwic の特徴の一つに、CaboCha の係り受け解析結果とともに使用できることがある。















ム要素（いわゆる意味役割に相当）を付与する FE（Frame Element）層、Ext や Obj といっ
た文法機能を付与する GF（Grammatical Function）層、NP や VP といった句タイプを付与す
る PT（Phrase Type）層、名詞句につく「が」や「から」といった助詞を付与する PostPos
層などがある。FE 層に対する注釈付けは必ずアノテータの判断を必要とするが、それ以外
 







Action プルダウンメニューから View Statistics ボタンをクリックすると、何件中に何パーセ







図 4 Postpos 層が「ガ」となっている FE 層の結果をフレームごとに表示している様子 
（1.5％という低い割合のものが注釈付け誤りの可能性がある） 
 




JFN kwic ならびにアノテーション環境 JFNDesktop について述べた。アノテータにとってよ
り使いやすいツールとなるよう改良を続けていきたい。 
文献 
Saito, Hiroaki, et al. (To Appear). The Japanese FrameNet Software Tools. LREC2008. 
Sato, Hiroaki (To Appear). New Functions of FrameSQL for Muntilingual FrameNet. LREC2008.  
久保谷俊太，小原京子，斎藤博昭（To Appear）．「日本語フレームネットにおけるアノテータ支
















Outline of Sampling Method in the Balanced Corpus of
Contemporary Written Japanese (2) :
Corpus design of “Library Sub-corpus”
Takehiko Maruyama∗ (Dept. Lang. Res., National Institute for Japanese Language)
Wakako Kashino (Dept. Lang. Res., National Institute for Japanese Language)
Makoto Yamazaki (Dept. Lang. Res., National Institute for Japanese Language)
Motoki Sano (Dept. Lang. Res., National Institute for Japanese Language)
Masaki Akimoto (Dept. Lang. Res., National Institute for Japanese Language)
Sachiko Inamasu (Dept. Lang. Res., National Institute for Japanese Language)
Yayoi Tanaka (Dept. Lang. Res., National Institute for Japanese Language)
1 導入
















































1 2007年 1月 1日の規格改定により，これ以降に刊行された新刊本・重版本には 13桁の ISBNが付与されている。ここで
は改定前の 10桁の ISBNを用いている。また，シリーズ本などの場合，ISBNが書籍を一意に同定しないことがある。
2 ランダムサンプリングの結果，2つの書籍コーパスの両方に同じ書籍からのサンプルが採録されることもある（試算した























それらに ISBN が付与されているかどうかを調べた。対象となる書籍は，合計 2,314,659冊である。
結果を図 1，図 2 に示す。
図 1: ISBNが付与されている冊数と付与されていない冊数
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図 2: 「J-BISC」における ISBNの付与率の推移
図 1 を見ると，ISBNの付いた書籍は，導入の始まった 1981年から徐々に増え始めていることが
分かる。ISBN付きの書籍の冊数と ISBNのない書籍の冊数とが逆転するのが，1986年以降である。
これは，図 2で ISBN の付与率が 50%を超える時期に相当する。ただし，2005年に至るまで，全体






















































都内 52自治体の公立図書館には，延べで約 1,546万冊，異なりで約 114.4万冊の書籍が所蔵され
ていることになる4。次に，都内 52自治体が所蔵する書籍数（異なり）を，表 2に示す。
4 ただし，各自治体における ISBN は異なりで集計されているため，各自治体内にある複本を含めた数は，延べの冊数に
は入っていない。また以下では，便宜上，1 つの ISBN が 1 冊の書籍に対応するものと見なす。
41

































































リストがどれだけ重複しているかによって調べた。この結果を，図 4および表 3 に示す。共通自治体
数が増えるにしたがって，共通蔵書の冊数が減少していく様子が分かる。
図 4: 東京都内 52自治体における共通蔵書の分布
42






















































































表 4: 都内公立図書館 共通蔵書の範囲と冊数
範囲 共通蔵書 冊数 差分
16以上の自治体 292,659 –24,458 (92.29%)
15以上の自治体 306,485 –10,632 (96.65%)
14以上の自治体 320,895 3,778 (101.19%)
13以上の自治体 335,721 18,604 (105.87%)






表 5: 都内公立図書館 共通蔵書の範囲とページ数
範囲 共通蔵書 ページ数 差分
16以上の自治体 74,453,550 –457,970 (99.39%)
15以上の自治体 78,002,542 3,091,022 (104.13%)
14以上の自治体 81,635,598 6,724,078 (108.98%)
13以上の自治体 85,363,019 10,451,499 (113.95%)










表 6: 都内公立図書館 共通蔵書の範囲と推計総文字数
範囲 推計総文字数 差分
16以上の自治体 41,542,127,686 –6,997,797,665 (85.58%)
15以上の自治体 43,595,361,035 –4,944,564,316 (89.81%)
14以上の自治体 45,694,295,469 –2,845,629,881 (94.14%)
13以上の自治体 47,877,656,072 –662,269,279 (98.64%)

















「1. 哲学」「2. 歴史」「3. 社会科学」「4. 自然科学」「5. 技術・工学」「6. 産業」「7. 芸術・美術」「8.
言語」「9. 文学」という 10カテゴリに分類される。「J-BISC」に付与されている NDC（1桁目）の
10分類に加え，NDCが付与されていないレコードを「n（null；記録なし）」として，合計 11の層に













0. 総記 1,003,528,880 2.096%
1. 哲学 2,343,849,711 4.895%
2. 歴史 5,010,749,621 10.466%
3. 社会科学 8,946,058,392 18.685%
4. 自然科学 3,028,276,363 6.325%
5. 技術工学 3,149,144,051 6.577%
NDC 総文字数 構成比
6. 産業 1,690,150,481 3.530%
7. 芸術 4,057,291,256 8.474%
8. 言語 956,625,910 1.998%
9. 文学 15,485,091,056 32.343%
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図： 依頼と回答状況（2008 年 2 月末現在） 
依頼済＝5444 サンプル 
  
連絡先調査中 ＝ 8482 サンプル 
連絡不能 ＝ 74 サンプル 
 
許諾 ＝ 3414 
拒否 ＝ 226 
有料による断念 ＝ 565 





















































































 (3) 国語研究所より訳者に判断の催促をした 
 (4) 訳者が判断しかねる事情を聞き，国語研究所から改めて出版社に事情説明 
(5) 出版社は事情を理解し，訳者の著作権であるので訳者が独自に判断してよい
と回答 
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国立国語研究所では，1976 年から 2005 年までの 30 年間に出版された日本語の書き言葉
を対象とする『現代日本語書き言葉均衡コーパス』（Balanced Corpus of Contemporary Written 
Japanese，以下 BCCWJ）を構築している。BCCWJ の形態論情報については，言語単位とし
て，コーパスからの用例収集に適した「短単位」と，格納したサンプルの言語的特徴の解


























┃源=頼朝┃  ┃虎の=門交差点┃ ┃タツノ=オトシゴ┃  ┃ユキノ=シタ┃ 




表 1 文節と長単位との関係 
文 節： また 、┃市街地 と┃耕地 が┃共存し ている┃地域 で は 、┃ 
長単位： また｜、｜市街地｜と｜耕地｜が｜共存し｜ている｜地域｜で｜は｜、｜ 
 
いわゆる┃地産地消 や┃肥飼料化さ れ た┃生ごみ の┃活用 が┃行わ れ 、┃ 
いわゆる｜地産地消｜や｜肥飼料化さ｜れ｜た｜生ごみ｜の｜活用｜が｜行わ｜れ｜、｜ 
 
地域内 で の┃食 と┃農 の┃連携 が┃進み ます 。┃ 
地域内｜で｜の｜食｜と｜農｜の｜連携｜が｜進み｜ます｜。｜ 
以下，長単位認定基準の概要を示す。 
〔１〕区切り符号は 1 長単位とする。 
｜湾岸戦争後｜、｜英｜、｜仏｜など｜と｜ 
ただし，区切り符号のうち，①中点等，②数字連続の中に現れるもの，③それがないと
きに全体が 1 長単位となるものの中に現れるものは，1 長単位としない。 
｜芸術家=・=文化人｜ ｜１７=．=３％｜ ｜小=、=中学生｜  
〔２〕語と同じ働きをする記号・記号連続及びそれらを含む結合体は，全体で 1 長単位と
する。 
｜２，０００=㎡｜ ｜ＷＨＯ｜ ｜ＰＨＳ｜ 




































２．３ CSJ からの変更点 
（１）記号に関する規定の追加 
CSJ の書き起こしテキストには用いられていなかった句読点等，区切り符号を含む記号
を 1 長単位にする規定を追加し，書き言葉に対応した。 
（２）数量を表す要素に関する変更 
CSJ では数量を表す要素は分割せず一続きとしていたが，長すぎるという指摘があった。 





節を受ける，若しくは 2 文節以上に係る接辞はその前後で切る」という規定があった。 
CSJ：  ｜項構造｜の｜曖昧性‖解消｜  ｜円形劇場｜とか｜水路‖等｜ 







BCCWJ：｜項構造｜の｜曖昧性=解消｜  ｜円形劇場｜とか｜水路=等｜ 








BCCWJ では，CSJ と同様に複合辞・連語を 1 長単位と認めた。複合辞・連語は，現代語
の研究や日本語教育でよく取り上げられるものである。国立国語研究所（2001）では複合












込んだ見出し語について，生産実態サブコーパスの入力済み書籍データ1 （約 500 万語）を
対象に用法の調査を行い，形式の面から複合辞・連語としてゆれなく判定できるものを選
んだ。これに CSJ で認定されていた複合辞・連語を加えた上で，書籍データで頻度 200 以
上の語を抽出し，BCCWJ における複合辞とした。ここで，頻度 200 としたのは，技術的な
理由による。複合辞を高精度で自動解析するためには，学習用データとなる人手修正済み
データ 100 万語の中に最低 50 例（使用率 0.005％）出現することが必要である。書籍デー
タ 500 万語で使用率 0.005％に当たる 250 例よりも若干低く基準を設定し，200 例とした。 




















CSJ では助詞相当句 79 語，助動詞相当句 57 語，その他連語 90 語を 1 長単位とする複合
辞・連語として認めていたが，BCCWJ で選定した複合辞・連語は，現時点で助詞相当句 24















が 126 例用いられており，そのうち「生活」単独で使われた例が 27 例である。以下に，「生
活」が合成語の構成要素として使われている例を示す。 
【経済】 
国民生活選好度調査 消費生活 人間生活 生活不安度指数 労働者生活 
【福祉】 
ＷＨＯ国際生活機能分類 加齢、食生活、日常生活環境等 家庭生活 基礎的生活
コスト 共同生活 国際生活機能分類 国民生活センター 国民生活選好度調査 
市町村障害者生活支援事業 施設サービス・精神障害者生活訓練施設 自立生活 
社会生活 消費生活 消費生活センター 障害者就業・生活支援センター 障害者
生活訓練 食生活環境 食生活関連情報 生活コスト 生活する 生活できる 生
活確保体制 生活環境 生活教養テレビ番組 生活訓練・就労・住居等 生活支援 
生活支援体制 生活施設 生活実態 生活上 生活水準 生活全般 生活相談 生
活満足度 精神障害者地域生活支援センター 知的障害者生活支援事業 地域生活 
地域生活支援 日常生活 日常生活支援体制 日常生活上 避難生活 別居生活 
55
複合辞・助詞相当句 
代表形 代表表記 品詞 
トイウ という 助詞-格助詞 
トイッタ といった 助詞-格助詞 
トシテ として 助詞-格助詞 
ニオイテ において 助詞-格助詞 
ニオケル における 助詞-格助詞 
ニカンシテ に関して 助詞-格助詞 
ニカンスル に関する 助詞-格助詞 
ニタイシ に対し 助詞-格助詞 
ニタイシテ に対して 助詞-格助詞 
ニツイテ について 助詞-格助詞 
ニトッテ にとって 助詞-格助詞 
ニヨッテ によって 助詞-格助詞 
ニヨリ により 助詞-格助詞 
ニヨルト によると 助詞-格助詞 
ニヨレバ によれば 助詞-格助詞 
ヲハジメ をはじめ 助詞-格助詞 
ヲモッテ をもって 助詞-格助詞 
トシタラ としたら 助詞-接続助詞 
トハイエ とはいえ 助詞-接続助詞 
ニシテモ にしても 助詞-接続助詞 
ニモカカワラズ にも関わらず 助詞-接続助詞 
 
連語 
代表形 代表表記 品詞 
ソウシテ そうして 接続詞 
ソレカラ それから 接続詞 
アクマデ あくまで 副詞 
イカニモ 如何にも 副詞 
イツカ 何時か 副詞 
イマヤ 今や 副詞 
ジツハ 実は 副詞 
ナニヨリ 何より 副詞 
ナンダカ 何だか 副詞 
ナンデモ 何でも 副詞 
ナントカ 何とか 副詞 




代表形 代表表記 品詞 
カモシレナイ かもしれない 助動詞 
カモシレマセン かもしれません 助動詞 
コトガデキル ことができる 助動詞 
コトニスル ことにする 助動詞 
コトニナル ことになる 助動詞 
コトハナイ ことはない 助動詞 
タライイ たらいい 助動詞 
ツツアル つつある 助動詞 
ツモリダ つもりだ 助動詞 
テアル てある 助動詞 
デアル である 助動詞 
テイク ていく 助動詞 
テイル ている 助動詞 
テオク ておく 助動詞 
テオル ておる 助動詞 
テクル てくる 助動詞 
テクレル てくれる 助動詞 
テシマウ てしまう 助動詞 
デナイ でない 助動詞 
デハアリマセン ではありません 助動詞 
テハイケナイ てはいけない 助動詞 
デハナイ ではない 助動詞 
テハナラナイ てはならない 助動詞 
テホシイ てほしい 助動詞 
テミル てみる 助動詞 
テモイイ てもいい 助動詞 
テモラウ てもらう 助動詞 
テヤル てやる 助動詞 
ナクテハナラナイ なくてはならない 助動詞 
ナケレバナラナイ なければならない 助動詞 
ネバナラナイ ねばならない 助動詞 
ノダ のだ 助動詞 
ノデアル のである 助動詞 
ノデス のです 助動詞 
ノデハナイ のではない 助動詞 
バイイ ばいい 助動詞 
ワケダ わけだ 助動詞 













解析器（Uchimoto, K., & Isahara, H. ，2007）を用いる。中央省庁刊行白書の人手修正済み短
単位データ約 20 万語を基に，文節等の情報を使わずに長単位の自動解析を行った。解析器





















































Uchimoto, K., & Isahara, H. (2007). Morphological annotation of a large spontaneous speech 
corpus in Japanese. ，In Proceedings of IJCAI，pp.1731-1737. 
小椋秀樹ほか（2007）「「現代日本語書き言葉均衡コーパス」の短単位解析について」『言語処理





国立国語研究所（2006）国立国語研究所報告 124 『日本語話し言葉コーパスの構築法』 
山崎誠（2007）「『現代日本語書き言葉均衡コーパス』の基本設計について」『特定領域「日本語
コーパス」平成 18 年度公開ワークショップ（研究成果発表会）予稿集』，pp.127-136． 
 
付記 本研究は，文部科学省科学研究費補助金特定領域研究「代表性を有する大規模日本語書き






































































































































 藤波 進 (学際統合創研） 
一 総論 
１．知的財産＝表現(ex.著作物、実演、図案)、アイディア(ex.発明、新案、回路配置、Know How) 
原則：他人の成果にフリー・ライドすることは 自由！      cf.自由主義 
          （模倣こそ 人間個人や社会の進歩の源 ！） 
         ⇒∴(従って) フリー・ライドは即.違法と評価されるものではない。 
１’知的財産「法」＝フリー・ライドを禁止する法(ex.著作権法、特許法、種苗法、不競法)  
禁止する正当化根拠：フリー・ライド禁止(権利独占)による. 利益 ＞ (同.) 弊害   
     ⇒∴ 許されるフリー・ライド  ⇐(Fire Wall)⇒ 許されないフリー・ライド 
（権利独占の.利益＜弊害）：←適法～不当～→…｜…←～違法→：（権利独占の.利益＞弊害） 
                      【論点】 
ex.著作物の利用｜――――― 著作物――――――――――｜   （規 律：例） 
        ｜ 許される使用* ：           ｜ 
        ｜‥‥‥‥‥‥‥‥：   許されない利用 ｜ ← 著作権法 
        ｜――――――――――――――――――― ｜       
｜      (非著作物)         ｜ ← 不正競争防止法 
｜――――――――――――――――――― ｜   不法行為法(民法)、・・・          
  *：著30～50条、著13、著6～9の2条(の反対解釈 等)、保護期間が終了した著作物、・・ 
２．著作物著作者の権利保護、利用時の適法性確保： 論点（私見）〓現状、原因、実効性ある処理. 
① 現状：著作権法(＝民法・刑法の特別法、実体法)依拠のみの権利保護、適法性確保は困難。 
   （権利保護の論点；著作権分科会資料、権利者団体主張等を参照。適法性確保の論点；国語研梗概等を参照） 




③ 処理(概要)：a) 著法以外の成文法**や不文の法源***にも依拠する権利保護、適法性確保の処理。 
b) 適正な手続(Due Process)の制定・公開・運用と可罰的違法性の除去。 
 ｱ) 不当または権利侵害の申出に対する公基準依拠の透明・公平・適正な手続 
  ｲ) 手続に因る、違法（構成）要件の.要件事実の否認等(特に過失責任、間接侵害) 
 ｳ) 担保する証拠方法(人証、物証)、証拠能力の確保 
        **：不法行為法(民)、刑法、訴訟法、関連の特別法。 ***:慣習、条理、… 
 
二 各論(概要) 例１．鳥バンク****：日本語表現意味辞書等：の創作・流通・利用での著作権処理 
① 原 則：著作権法などの実体法および手続法ならびに連動による適法性確保 
② 創作時：ｱ）著作権が存しないまたは著作権の目的とならない著作物内の表現を用いる。 
(例)   ｲ) 保護著作物内の単語、著作物性のない表現を用いる。 
ｳ) 著作権の制限(著30-50)規定の援用   ｴ) Three step test 
③ 流通時：ｱ）利用申込人の存否確認、適格認証   ｲ) 適法な利用(契約)意思の確認・認証 
(例)  ｳ) 違法時、契約違反時の利用不能化  （以上、主に提供者の過失責任、間接責任の除去） 
④ 利用時：ｱ）「権利侵害等の申出を受けたときの措置手続き」の制定・公開 
  (例)    (プロバイダ責任法および同.発信者情報開示関係ガイドライン、他 に準拠) 










である。国立国語研究所が文科省科学研究費特定領域研究の補助を得て 2006 年度から 2010











































●言語政策班 田中 牧郎  
●辞書編集班 荻野 綱男
●言語処理班 奥村 学
平成 19 年度研究進捗状況報告：データ班 
代表性を有する現代日本語書籍コーパスの構築 
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１．データ班の目標 
データ班の目標は、『現代日本語書き言葉均衡コーパス』(Balanced Corpus of Contemporary 



























PSC に必要なサンプル数 12,604 に対して，2008 年 3 月時点で 6,607 サンプルのサンプリ














0 総記 164 425 514 31.9 
1 哲学 440 675 815 54.0 
2 歴史 561 1,117 1,356 41.4 
3 社会科学 1,742 3,222 3,889 44.8 
4 自然科学 430 1,316 1,583 27.2 
5 技術. 工学 378 1,199 1,439 26.3 
6 産業 234 570 685 34.2 
7 芸術. 美術 349 846 1,005 34.7 
8 言語 130 231 284 45.8 
9 文学 2,085 2,425 2,748 75.9 
NDC 無し 94 578 690 13.6 
計 6,607 12,604 15,008 44.0 
 
なお、PSC を構成する他の 2 つの媒体、新聞と雑誌について触れておく。新聞は、全国
紙 4 紙（朝日、毎日、読売、産経）、ブロック紙 3 紙（北海道、中日、西日本）、地方紙 8
紙（河北新報、新潟日報、京都新聞、神戸新聞、中国新聞、高知新聞、愛媛新聞、琉球新
報）に分かれるが、そのうち全国紙、ブロック紙から 640 サンプルのサンプリング、入力・
タグ付けを終了した。この量は PSC に収録する新聞全体（1,666 サンプル）の約 4 割に当た
る量である。 









LSC は、当初の設計では東京都内の公共図書館に所蔵される 1976 年～2005 年に発行され
た書籍を母集団としていたが、サンプリングの実施に当たり、ISBN の付与状況を考慮して、
対象とする発行期間を 1986 年～2005 年の 20 年間に変更した。その詳細については、丸山
ほか（2008）を参照されたい。 
LSC に必要なサンプル数 12,604 に対して，2008 年 3 月時点で 6,589 サンプルのサンプリ
ングを終了、テキスト入力もほぼ終了した。タグ付けは約 4 割の進捗状況である。表 2 に
現在の進捗状況を NDC（日本十進分類法）別に示す。 
 









0 総記 173 264 313 54.3 
1 哲学 325 617 729 44.6 
2 歴史 609 1,319 1,569 38.8 
3 社会科学 1,421 2,355 2,796 51.3 
4 自然科学 284 797 950 29.9 
5 技術. 工学 279 829 986 28.3 
6 産業 196 445 529 37.1 
7 芸術. 美術 344 1,068 1,263 27.2 
8 言語 130 252 294 44.2 
9 文学 2,749 4,077 4,613 59.6 
NDC 無し 79 581 688 11.5 













同士で知恵や知識を教え合うものである。BCCWJ に収録するのは、2004 年 4 月～2005 年
10 月間に投稿された質問と回答のデータである。その中から質問者がベストアンサーに選
んだ回答 1 つを元の質問と組にして 1 サンプルとしてサンプリングを行った。元データ全
体では、3,120,839 の質問があったが、そこからランダムに 45,725 組を選んだ。これは非母
集団サブコーパスに格納する分量として設定した 500 万語に必要と推計された組数である。
質問・回答は、大中小の 3 階層のカテゴリに分類されている。それぞれのカテゴリ数は 15、

















図 1 非母集団サブコーパスにおける Yahoo!知恵袋データの大カテゴリの割合 
 
「ベストセラー」は、1976～2005 年の 30 年間に、各年の『出版年鑑』（出版ニュース社）
または『出版指標年報』（全国出版協会出版科学研究所）にベストセラーとして上位 20 位
までに挙げられた書籍 951 冊を対象とする。そこから、1 冊につき 2 サンプルずつランダム









協会、日本児童文学者協会、日本児童文芸家協会、日本ペンクラブの 5 団体の会員延べ 4,894












2008 年 2 月 26 日現在、書籍（PSC＋LSC＋ベストセラー）の処理対象サンプル数 14,000
































サンプリングの終了した 6,607 サンプルについて入力をほぼ終了した。タグ付けは約 9 割の
進捗状況である。LSC では、サンプリングの終了した 6,589 サンプルについて入力をほぼ終
了した。タグ付けは、約 4 割の進捗状況である。ベストセラーは、サンプリングの終了し
た 1696 サンプルのうち約 8 割の入力とタグ付け終了した。 
４.１ 仕様の変更 
（１）文字コードの見直し 










               ↓           
<list> 
 <listItem> 





  <listLabel>●新宿駅から／</listLabel> 

















                   ↓ 
<figureBlock> 
 <figure /> 
 <caption> 
  <figureTitle> 
   ●１５年一般入試／地区別・日程別募集人員（表４） 
  </figureTitle> 
  <cluster> 
   <title>（注）</title> 
   ①１６年「入学者選抜要項」（１５年７月末現在）ベースによる。 
   ②人数は推薦入試、… 
   ③割合の上段は前・後期日程内での割合、下段は総募集人員内での割合。 

























・speech 要素：type 属性を廃止（発話、心話の区別を無くす） 
・quote 要素（行中の引用）：括弧付きの表現に対して自動付与。type 属性は廃止（文献引用、
発話、心話の区別を無くす） 
・authorsData 内の list を廃止（著作者表示・署名にあたる要素内での list を廃止） 









採録した。その結果、年度当初の語彙素数 10,6347・書字形 136,276 に対して、現在、語彙












 UniDic の見出し語に語種の情報を付ける作業が一通り終了。4 月中旬公開予定の版から語
種の出力が可能となる。なお、ここで言う語種とは、和語、漢語、外来語、混種語、固有











         表 3 コアデータの設計 
サブコーパス ジャンル サンプル 延べ語数 
新聞 固定長 20 万語 
雑誌 可変長 20 万語 
生産実態サブ
コーパス 
書籍 可変長 20 万語 
白書 可変長 20 万語 非母集団サブ
コーパス Web掲示板 可変長 20 万語 
 
白書 20 万語については、一通り整備が終わり、10 月に特定領域内に公開した。現在、書














2007 年 5 月、著作権者の方々にサンプルがどのように利用されるかを理解してもらうた
め、検索デモンストレーションのサイトを開設した。白書 500 万語、Yahoo!知恵袋 500 万語
の検索ができる。2008 年 3 月、書籍 700 万語、国会会議録 500 万語を追加する予定である。
URL は、http://www.kotonoha.gr.jp/demo/ である。 
（３）データ説明会 
2007 年 11 月 5 日に「BCCWJ2007 データ説明会」を開催し、PSC、LSC、ベストセラーの
書籍 1500 万語、非母集団サブコーパスの Yahoo!知恵袋 500 万語、白書 500 万語及び白書 500
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  日時：2007 年 5 月 25 日（金），場所：法政大学市ヶ谷キャンパスボアソナードタワー 
19 階，D 会議室（東京都市ヶ谷） 
    議題：コーパス解析とアノテーションに関するこれまでの活動報告と今後の活動計画
について話し合った． 
・科学技術振興調整費新興分野人材養成プログラム「自然言語処理技術」セミナー  
  日時：2007 年 9 月 4 日（月），場所：京都大学学術情報メディアセンター（京都） 




  日時：2007 年 9 月 25 日（火），場所：NAIST 東京事務所（東京都田町）  
    議題：現状報告，および，主として汎用タグ付けツールの仕様について議論した．ま
た，11 月に開催予定のツール講習会に関する打ち合わせを行った． 
・第３回ツール班会議（電子会議） 
  日時：2007 年 11 月 16 日（金），場所：奈良先端大，東京工業大 
    議題：11 月のツール講習会に向けて，各ツールの現状と講習会の講習内容に関する打
ち合わせを行った． 
・第１回ツール講習会 
  日時：2007 年 11 月 25 日（日），場所：キャンパスイノベーションセンター５Ｆ 
リエゾンコーナー501（東京都田町） 




  日時：2008 年 1 月 21 日（月），場所：NAIST 東京事務所（東京都田町） 
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（５） 新規登録語を随時追加中（2008 年 2 月末現在、語彙素約 11 万項目、語形約 12 万項










（１） 書字形の揺れと見なして 1 つの語形にまとめるか否か。 
（２） 語形でまとめない場合、同一の意味を担う語として語彙素でまとめるか否か。 
（３） 語彙素や語形でまとめる場合、見出しとしてどのような表記を用いるか。 
これらの規定をまとめ、既登録の（固有名詞を除く）外来語（2008 年 1 月時点で約 1 万




 ChaSen 版辞書の学習・評価コーパス（BCCWJ 白書コア・RWCP・CSJ）約 170 万語を整
備（終止形・連体形の区別、組織的な誤りの修正など）した。2008 年 2 月末現在、表 1（上
部）の解析精度（アウトサイドデータに対する F 値）を得ている。 
MeCab 版辞書の作成 
解析精度（とくに語彙素認定）のさらなる向上のため、MeCab 版辞書を作成した。語種
情報を学習素性に用いることで、語彙素認定の精度向上を図った。2008 年 2 月末現在、表
1（下部）の解析精度（アウトサイドデータに対する F 値）を得ている。 
表 1：形態素解析システム用辞書の解析精度 
 評価データ 境界認定 品詞認定 語彙素認定 
BCCWJ 白書（約 11.5 万語） 99.6% 99.0% 98.7% 
RWCP（約 9.5 万語） 99.3% 98.0% 97.2% ChaSen 版 
CSJ（約 4.5 万語） 99.3% 97.3% 96.0% 
BCCWJ 白書（約 11.5 万語） 99.9% 99.4% 99.2% 
RWCP（約 9.5 万語） 99.7% 98.8% 98.6% MeCab 版 








対象とした。左右文脈の長さ（短単位数）を 0～3 に設定して、CRF によるモデルを作成し
た結果、左右ともに 2 単位を文脈とするモデルがもっとも精度がよかった。MeCab および
再解析による誤り数は表 2 の通りである。「格助詞ニ」に対する再解析の誤適用が散見され
るものの、全体的に MeCab の精度を上回っている。 
表 2: MeCab および再解析による誤り数 
   MeCab 再解析 
 正解 解析結果 白書 RWCP CSJ 白書 RWCP CSJ 
助動詞ダ 格助詞ニ 12 5 8 30 3 18 
に 
格助詞ニ 助動詞ダ 17 51 16 0 14 2 
助動詞ダ 格助詞デ 38 122 92 16 51 60 
で 
格助詞デ 助動詞ダ 17 32 42 14 26 17 
格助詞ト 接続助詞ト 3 14 17 2 11 13 
と 
接続助詞ト 格助詞ト 1 8 12 1 7 8 


















 語末変化の 1 つである促音化（「サンカク|ケイ」→「サンカッ|ケイ」）の規則化に着手し



















































の既存の方法を適用した。CSJ の 50 講演に対して短単位間の係り受けおよび中単位を付与
したデータのうち、文節内の係り受けのみを対象として学習・評価した。学習・評価は 10










Shift-reduce 法 (Nivre & Scholz, 2004) 
MST parser (McDonald et al., 2005) 







 語種情報を含む形態素解析システム用辞書の公開（4 月中旬予定） 
 MeCab 版辞書の公開（4 月中旬予定） 







 伝康晴・小木曽智信・小椋秀樹・山田篤・峯松信明・内元清貴・小磯花絵. (2007). コー
パス日本語学のための言語資源：形態素解析用電子化辞書の開発とその応用. 日本語科
学, 22, 101-122. 
国際会議 
 Uchimoto, K., & Isahara, H. (2007). Morphological annotation of a large spontaneous speech 
corpus in Japanese. In Proceedings of IJCAI2007 (pp. 1731-1737). 
 Minematsu, N., Kuroiwa, R., Hirose, K., & Watanabe, M. (2007). CRF-based statistical 
learning of Japanese accent sandhi for developing Japanese text-to-speech synthesis systems. In 
Proceedings of ISCA Workshop on Speech Synthesis (pp.148-153). 
 Den, Y., Nakamura, J., Ogiso, T., & Ogura, H. (2008). A proper approach to Japanese 
morphological analysis: Dictionary, model, and evaluation. To appear at LREC2008. 
 Uchimoto, K., & Den, Y. (2008). Word-level dependency-structure annotation to Corpus of 
Spontaneous Japanese and its application. To appear at LREC 2008. 
学会発表 
 小木曽智信・小椋秀樹・伝康晴. (2007). 日本語研究に適した形態素解析ソフトウェア―
「unidic」と「茶まめ」―. 日本語学会 2007 年度秋季大会予稿集(pp. 255-262). 
 印南圭祐・渡辺美知子・峯松信明・広瀬啓吉. (2008). CRF を用いたアクセント結合処理
に対する誤り分析とその改良. 日本音響学会春季講演論文集. 
 伝康晴・中村純平・小木曽智信・小椋秀樹. (2008). 語種情報を用いた同表記異音語の解
消. 言語処理学会第 14 回年次大会発表論文集. 
 中村純平・伝康晴. (2008). 形態素解析誤りの多い助詞・助動詞の再解析. 言語処理学会
第 14 回年次大会発表論文集. 





 小椋秀樹・小木曽智信・原裕・小磯花絵・冨士池優美. (2008). 形態素解析用辞書 UniDic
への語種情報の実装と政府刊行白書の語種比率の分析. 言語処理学会第 14 回年次大会
発表論文集. 
 印南圭祐・渡辺美知子・峯松信明・広瀬啓吉. (2008). CRF に基づくアクセント変形予測
モデルにおけるエラー解析. 言語処理学会第 14 回年次大会発表論文集. 
形態素解析システム用辞書の公開 7.4. 
 UniDic-ChaSen-1.3.5. http://download.unidic.org/ 
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Tadaharu Tanomura (Osaka University) 
Tadasu Hattori (Doshisha Women's College of Liberal Arts) 
Takeshi Sugimoto (University of Tsukuba) 

























 ガイドブックの刊行に合わせて、日本語学班の Web サイトを作成・公開した。URL は次
の通りである。 
 






























































まず、『新潮文庫の 100 冊』の 10 テキストのデータと『白書』6 年分のデータを比較す
ると、前者においては「ため」の語形が 23.3%であるのに対して、後者においては比率が
逆転し、ジャンルにより好まれる語形が異なることを示した。また、『白書』1976 年度から



















 作成した通時コーパスは、毎日新聞「余録」欄の、1950 年から 2000 年まで 10 年おきに
各１年分、計６年分を収めたプレイン・コーパスで、データ量（「茶筌」の処理結果）は、
各年、延べ 14～18.5 万語（異なり 1.1～1.6 万語）、全体で、延べ 97.4 万語（異なり 3.7 万
語）、固有名詞・数・記号・助詞・助動詞を除けば、同じく、各年、延べ約 7～8.7 万語（異
なり 1～1.3 万語）、全体で、延べ 46.7 万語（異なり 3.1 万語）である。各年の書き手は、
以下のとおり。 
1950 年：丸山幹治（1880～1955）、1960 年：古谷綱正（1912～1989）、 








































































(2) 日本語テキストから KWIC 索引を生成する自作ソフトウェアのマニュアル 
  (3) 各種の関連知識・情報の解説 
  (4) コーパスを利用した日本語研究の文献目録 
 














  ・名誉毀損や侮辱に相当し得るもの 
  ・社会的、道徳的に問題のあるもの（主に差別的なもの） 



















平成 19 年度研究進捗状況報告：日本語教育班 
代表性を有する書き言葉コーパスを活用した日本語教育研究 
 
砂川 有里子 （班 長：筑波大学大学院人文社会科学研究科）†
井上 優 （分担者：国立国語研究所日本語教育基盤情報センター） 
小林 ミナ （分担者：早稲田大学大学院日本語教育研究科） 
滝沢 直宏 （分担者：名古屋大学大学院国際開発研究科） 
投野 由紀夫 （分担者：東京外国語大学大学院地域文化研究科） 
山内 博之 （分担者：実践女子大学文学部） 
小西 円 （協力者：早稲田大学大学院日本語教育研究科） 
曹 大峰 （協力者：北京日本学研究センター） 
千葉 庄寿 （協力者：麗澤大学外国語学部） 
清水(萩原)由貴子 （協力者：名古屋大学大学院国際言語文化研究科） 
橋本 直幸 （協力者：首都大学東京オープンユニバーシティー） 
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Yuriko Sunakawa (University of Tsukuba) 
Masaru Inoue (National Institute for Japanese Language) 
Mina Kobayashi (Waseda University) 
Naohiro Takizawa (Nagoya University) 
Yukio Tono (Tokyo University of Foreign Studies) 
Hiroyuki Yamauchi (Jissen Women's University) 
Madoka Konishi (Waseda University) 
Dafeng Cao (The Beijing Center for Japanese Studies) 
Shoju Chiba (Reitaku University) 
Yukiko Hagiwara (Nagoya University) 








  ・課題１「日本語教材コーパスの作成と分析」 
  ・課題２「書き言葉均衡コーパスを活用した日本語教材作成法の開発」 
  ・課題３「日本語教育のためのコーパス活用ツールの開発」 
                                                  
†sunakawa@sakura.cc.tsukuba.ac.jp 
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２．平成 19 年度の研究経過 
２．１ 班会議の開催 
 通常の班会議を４回、ツール班との合同研究会を 1 回、日本語教育班・日本語学班・デ
ータ班・辞書編集班による「複合辞研究会」を 1 回、以上計 6 回の会議を開催した。各
回の詳細は以下のとおりである。 
   





  第２回 2007 年 6 月 1 日（金） ツール班との合同研究会  
      奈良先端科学技術大学大学院・情報科学研究科 
・松本裕治「松本研の研究内容と支援ツールの紹介」 
・滝沢直宏「言語研究・言語教育研究と自然言語処理の対話」 
  第 3 回 2007 年 7 月 15 日（日） 第２回班会議 早稲田大学西早稲田キャンパス 
    ・日本語教育班の研究進捗状況の報告 
    ・「日本語教科書コーパス」に関する検討 
・公開研究会 




  第４回 2007 年 9 月 30 日（日） 第３回班会議 早稲田大学西早稲田キャンパス 
    ・日本語教育班の研究進捗状況の報告 
    ・日本語教育班の研究計画に関する検討 
    ・研究課題に関する演習 
     滝沢直宏「エディタと正規表現を使った検索実習」 
     千葉庄寿「「yahoo！知恵袋」のデータ構造と、その利用方法(ツール構築)につ
いて」 
     投野由紀夫「茶器をインストールし、データを茶器に入れる実習」 
     投野由紀夫「Sketch Engine のデータ格納の仕組みについて」 
  第５回 2007 年 12 月 2 日（日） 第４回班会議 早稲田大学 26 号館 
    ・日本語教育班の研究進捗状況の報告 
    ・課題ごとの目標および作業計画の見直し 
    ・研究発表 
     山内博之・橋本直幸「語彙リストの作成について」 
  第６回 2006 年 12 月 16 日（日） 複合辞研究会 筑波大学総合研究棟 A  
     砂川有里子・萩原由貴子「ひまわりデモ版の試用─「から」を使った複合辞」 
     杉本武「複合辞「ため」「ために」の語形と用法」 
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     田野村忠温「複合辞の本性に関する若干の考察-その構成と単位性-」 
     宇津呂武仁・松吉俊・土屋雅稔「日本語複合辞の言語処理のための辞書・用例
データベースの設計と作成」 
（内訳）宇津呂武仁（筑波大学）：全体構成・周辺の話題 
    松吉俊（名古屋大学）：日本語複合辞の階層的辞書の編纂   
    土屋雅稔（豊橋技術科学大学）：日本語複合辞用例データベースの作
成と複合辞検出 
 
２．２ 平成 19 年度の進捗状況 





























































  文法シラバス、語彙シラバスを作成するためには、次の 3 つの段階を踏む必要がある。 





































































    a) 単語の統語的なふるまい（項構造、修飾関係など）をもとに連語を一覧する方
式（Sketch Engine） 
    b) 単語の連鎖情報をもとに n-gram のまとまりを視覚化する方式（Phrases in 
English) 
    c) ジャンルや文体の違いによる使用頻度を相互比較するような方式（VIEW） 
 日本語コーパスの場合にも、これと同様のインタフェースの開発は可能であり、これ
らの開発をする場合の問題点なども議論された。 
 ② 語彙プロファイリング・ソフトとして Sketch Engine への日本語データの実装： 
 2007年3月の公開ワークショップのポスター発表したものの延長で、日本語データを 







３．平成 20 年度以降の計画 








平成 19 年度研究進捗状況報告：言語政策班  
  言語政策に役立つ，コーパスを用いた語彙表・漢字表等の作成と活用 
 
田中 牧郎 （班 長：国立国語研究所研究開発部門）† 
相澤 正夫 （分担者：国立国語研究所研究開発部門） 
棚橋 尚子 （分担者：奈良教育大学教育学部） 
野村 敏夫 （分担者：桜美林大学リベラルアーツ学群） 
近藤明日子（協力者：国立国語研究所研究開発部門） 
鈴木 一史 （協力者：東京大学教育学部付属中等教育学校） 
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TANAKA Makiro  （National Institute for Japanese Language） 
AIZAWA Masao  （National Institute for Japanese Language） 
TANAHASHI Hisako（Nara University of Education） 
                NOMURA Toshio （J.F.Oberlin University） 
        KONDO Asuko （National Institute for Japanese Language） 






























































































































































































































 易しい どちらとも言えない 難しい 書籍コーパス頻度 阪本（1984）のレベル 
寂寥 １１ １９ ７０ １３ 掲載無し 
堅固 １８ ２６ ５６ ６９ Ｃ１ 
傲慢 ５４ ２８ １８ １１０ 掲載無し 
あたかも ５５ ３０ １５ ３２２ Ｃ１ 




































































































21 回大会発表論文集』，2008 年 3 月 
小椋秀樹・相澤正夫(2007)「現代雑誌 70 誌における漢字の使用実態と常用漢字表―国語施策へ
のコーパスの活用に向けた基礎調査―」『日本語科学』22，2007 年 10 月 
近藤明日子（2008）「中学校教科書の教科別特徴語の抽出」（本予稿集所収），2008 年 3 月 
阪本一郎（1984）『新教育基本語彙』学芸図書，1984 年 1 月 
鈴木一史（2007）「ことばの学び手を育てる」（日本国語教育学会 全国大会シンポジウム発表），
2007 年 8 月 
田中牧郎・相澤正夫・棚橋尚子・野村敏夫・近藤明日子・鈴木一史（2007）「研究進捗状況報告：
言語政策班」『特定領域「日本語コーパス」平成 19 年度全体会議予稿集』，2007 年 9 月 
田中牧郎・金愛蘭・桐生りか・近藤明日子（2008）「コーパスによる難解語・重要語の抽出―医療
用語を例に―」『社会言語科学会第 21 回大会発表論文集』，2008 年 3 月 
田中牧郎・近藤明日子・平山允子（2008）「均衡コーパスに基づく語彙のレベル分け」（本予稿集
所収），2008 年 3 月 
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Progress Report of the Year 2007: ‘Dictionary compilation’ Group 
Tsunao Ogino (College of Hum. and Sci., Nihon University)  
Yasuhiro Kondo (College of Literature, Aoyama Gakuin University) 
Makoto Yazawa (Graduate School of Hum. and Soc. Sci., Tsukuba University) 














 今年度は４回の班会議を開催した。2007 年５月 21 日（青山学院大学）、2007 年８月 27
日（東京女子大学）、2007 年 11 月 10 日～11 日（つくば市ホテルスワ）、そして、2008 年
２月 25 日（青山学院大学）であった。 
 特に、11 月のときは合宿形式で行い、他班の研究者から研究発表が４件行われ、辞書編
集班の研究発表７件と合わせて、「コロケーション研究会」としての性格を持っていた。全






















 よく使う たまに使う めったに使わない 
まったく自然 310(51.9%) □216(36.2%) □25(4.2%) 
やや不自然 ■3(0.5%) 20(3.4%) □14(2.3%) 






















 「期待を（  ）」を示して、（  ）の中に入る「動詞」を思いついた順に最大５個ま
で書いてもらった。また、「（  ）を抜く」を示して、名詞を書いてもらった。その結果、















[2] Web コーパスに基づく動詞結合価の記述試作 
 河原氏らが Web から収集しているデータ（河原大輔,黒橋禎夫 2006）を対象に格助詞パ
ターンを抽出し検討した。対象単語は、「日本語動詞の結合価」（荻野孝野他 2005）デー





































を対象とし、各 gram データとその出現頻度数とをリレーショナル結合し、結果を Excel
に展開した。T、Mi-score の計算は Excel 上で行った。2gram 以上では、例えば 3gram
（A+B+C）の場合、前連接（A+B）と C との間で T、Mi-score を計算し、複合辞らしさ
の指標とした。4～5gram に対しては、同じ考え方の延長でスコアを算出した。その結果、









 １）『明鏡国語辞典』から「連語」(504) 「補助動詞」(47) 「補助形容詞」(5) 
 ２）『岩波国語辞典』から「連語」(580) 
 ３）MUST「日本語複合辞用例データベース v1.0」(Web）から「複合辞」(151) 






















 調査は，対象となる 22 の形容詞について，4 人の文科系の大学生・大学院生に，新聞デ
ータから抽出した用例各 400 例について，指定の国語辞典のどのブランチに当てはまるか
を判断させ，該当するブランチが無いと判断した場合は，０で回答させた。4 人の被験者の
うち，任意の 2 人が一致する割合として，以下の形で「一致率」を出して目安とした。 
  一致率＝（4 人一致の数＊６＋3 人一致の数＊３＋2 人一致の数）／全用例数＊６ 
 調査対象とした国語辞典 A の一致率，0 回答数，ブランチ数は，以下の通り。 
 
国語辞典A 見出し語 一致率 ブランチ０数 ブランチ数 
1 あさい 78.2% 60 9 
2 うまい 80.9% 13 4 
3 おもしろい 68.4% 26 4 
4 かたい 79.9% 3 9 
5 くらい 74.7% 2 6 
6 にぶい 74.7% 5 4 
7 まずい 76.5% 0 4 
8 やわらかい 78.5% 34 8 
9 きたない 80.8% 30 6 
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10 あまい 80.3% 32 10 
11 ちかい 90.2% 10 5 
12 ひろい 69.7% 3 6 
13 わかい 90.5% 0 5 
14 さびしい 47.7% 252 3 
15 あたたかい 94.2% 2 6 
16 しぶい 72.5% 206 4 
17 あわい 92.6% 1 3 
18 いたい 92.5% 4 3 
19 こい 61.7% 142 7 
20 むずかしい 83.0% 9 5 
21 あかるい 82.2% 1 8 
22 うすい 71.8% 91 7 
平均  78.3%   
相関係数 対一致率  -0.75 0.02 
 対ブランチ0数   -0.14 
 
 本調査によって，ブランチ数は一致率やブランチ 0 数とは相関しないこと，2 人の母語話















 Ｂ１「病名（病気、インフルエンザ、風邪…）にかかった」の頻度／名詞（病名）＋格    
助詞ニの頻度（相関係数 0.43） 
 Ｂ２「病名（病気、インフルエンザ、風邪…）にかかった」の頻度／格助詞ニ＋動詞（タ
形）頻度（相関係数 0.50  























































奥村 学 (班長: 東京工業大学)1
白井 清昭 (分担者: 北陸先端科学技術大学院大学)
竹内 孔一 (分担者: 岡山大学)
中村 誠 (分担者: 北陸先端科学技術大学院大学)
高村大也 (分担者: 東京工業大学)
杉山一成 (協力者: 東京工業大学)
Progress Report of the Year 2007: ‘Natural Language
Processing’ Group
Manabu Okumura (Tokyo Institute of Technology)
Kiyoaki Shirai (Japan Advanced Institute of Science and Technology)
Koichi Takeuchi (Okayama University)
Makoto Nakamura (Japan Advanced Institute of Science and Technology)
Hiroya Takamura (Tokyo Institute of Technology)
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データ班から公開されている, 白書, Yahoo!知恵袋データ (それぞれ 500万語) に対して, 岩波国語
辞典中の語義の区分に基づき, 人手で語義を付与する作業を行っている. 今年度は最終的に約 33万語
に語義付与を行った．語義付与対象単語は, 岩波国語辞典中に見出し語がある単語で, かつ, 複数の語
義を持ち, 品詞が, 名詞, 動詞, 形容詞, 副詞であるものとした. 語義数を元に単語を 3 つのグループ




過去のタグ付コーパス構築例にならい (白井, 2003), タグ付けの際, 辞典中に該当の語義が見当た
らない場合「該当なし」という判断を許し, また, 最下層の語義のどれかでは判断できない場合, より
上位のラベルを付与することを許している. さらに, 一部のデータについては, 複数の作業者による





している約半分 (16万語)のデータ中に，白書で 2883語，Yahoo!知恵袋で 824語，合計 3707語の
「該当なし」事例が存在した．
2.2 半教師ありクラスタリング手法の開発と, 多義性解消への適用
我々は, クラスタリング時に, 教師情報を部分的に利用する, 半教師ありクラスタリング手法を開発

























は，制約を導入したり (Kiri Wagstaff and Claire Cardie, 2000)，距離を学習したり (Dan Klein and














– 対象単語および, 前後 2語までの単語の表記










リング手法は，K-means法 (MacQueen (1967)) を用いた．
[手法 II] 訓練用例すべてを種用例とする．




























パスは，毎日新聞の 1994 年の 3,000 記事に対して，人手で語義タグが付与されている. 語義タグ
は，品詞が名詞，動詞，形容詞のいずれかであり，岩波国語辞典に見出しのある，多義の単語（総
計 148,558語）に付与されている．また，「SENSEVAL-2 日本語辞書タスク」で用いられた 100単語







手法である (Dan Klein and Sepandar D. Kamvar and Christopher D. Manning (2002)，Eric. P.
Xing and Andrew Y. Ng and Michael I. Jordan and Stuart Russell (2003)，Aharon Bar-Hillel and
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順に良いクラスタリング精度が得られている．Kleinらの手法では，類似した 2点 (xi, xj)間を 0，類











































単語のインスタンス wi を表現する特徴ベクトルとして以下の 4つを検討した．
• 隣接ベクトル






















































トルの Purityは 0.777，Inverse Purityは 0.293であった．
• ベースラインとして，対象インスタンスをランダムにクラスタリングしたところ，Purityは
0.706，Inverse Purityは 0.158であった．連想ベクトルだけでなく，他の 3つの特徴ベクトル
のいずれについてもベースラインを上回る結果が得られた．
• 特徴ベクトルを組み合わせる手法としては，複数の特徴ベクトルによって類似度を計算する手





























Aizawa (2002)の手法は動詞 tと名詞 (格関係付き)dとの共起をグラフにあらわしたとき，クラス
タ ST (動詞の集合)と SD(名詞の集合) を認定した場合の方がクラスタとして認定しない場合よりも，
全体のグラフ構造の相互情報量が上回った場合，クラスタとして選ぶというものである (図 3参照)．
情報量の評価式 δLは下記の通りで，これが正となるクラスタ ST を求めたい動詞の集合とする．
図 3: グラフ構造からクラスタを抽出する様子
δL(ST , SD) = P (ST , SD) log
P (ST , SD)










式 (1)では右辺の第一項がクラスタ ST と SD を作成した場合の全体の情報量を示し，第二項が全動
詞集合 T と名詞集合Dの情報量を示す．P (ST , SD)はクラスタの出現確率，P (ti, dj)はある動詞 ti
がある名詞 dj と出現する確率である．ここでは動詞と名詞+格助詞付きのクラスタリングを行う．こ
れは動詞のクラスタリングにおいて，格の違いにより動詞が別の分類になることを避けるためである．
一方，PLSI4では萩原他 (2005)の手法を利用する．上記の仮定と同様に動詞 wが潜在意味 zを介
して，名詞（格助詞付き）dと共起すると仮定する．ここで潜在クラス zの数は 100と仮定した．ク









(b) 毎日新聞 91年から 98年版を係り受け解析して得られた格フレーム







統計量 (種類数) 同時クラスタリング PLSI
共起 動詞 名詞 クラスタ数 purity 平均 purity(2要素) purity (3要素)
Yahoo! 227985 8034 27405 3854 0.342 3.20 0.133 0.313
毎日 91 817920 11731 40764 4323 0.319 2.51 0.195 0.180
91-92 1457993 13267 55619 4323 0.238 2.36 0.100 0.200
91-93 2026784 14191 66758 4315 0.391 2.34 0.143 0.230
91-94 2633561 15149 79417 4295 0.478 2.31 0.200 0.262
91-95 3191462 15784 89111 4165 0.585 2.24 0.200 0.279
91-96 3773427 16294 99487 4154 0.550 2.20 0.250 0.200
91-97 4349547 16755 109185 4152 0.500 2.19 0.200 0.217
91-98 4627037 16956 113731 4113 0.500 2.19 0.300 0.317
Web 9608226 13700 343119 1973 0.500 2.06 0.244 0.283
は purity を利用する．purityとは各クラスタに対して最も要素数の多いクラスの要素が平均いくつ
あったかを示す数値である．ランダムに得た 20クラスタについて人手で数えて評価を行った．結果
を表 2の右側に示す．ここで PLSIは同時クラスタリングの出力要素数に合わせて，要素数 2と 3の
場合で実験を行った．
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Progress Report of the Year 2007: ‘Japanese FrameNet’ Group 
Hiroaki Saito (Faculty of Science and Technology, Keio University) 
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 JFN プロジェクトは、アメリカ・バークレーで 1997 年来構築中の英語語彙情報資源
FrameNet（FN)との共同研究プロジェクトとして 2002 年 7 月に活動を開始した（小原他
2005, 小原 2006）。FN 同様、フレーム意味論の枠組みでコーパスデータを基に語彙意味
分析を行い、その分析結果を電子語彙体系として構築していこうとしている（Fillmore 1987, 
1992, Baker 2006, Fontenelle (Ed.) 2003）。 
JFN の基本的なアノテーションプロセスは、次の１）から４）から成る (cf. Fillmore et al. 










る。これらはすべて JFN レポートシステムとして Web 上で見ることができる。図１は、


































 全体会議を 5 月 2 日、8 月 1 日、10 月 29 日、2 月 1 日の計 4 回、いずれも慶應義塾大学
日吉キャンパス来往舎 204 室で開催した。さらに、定例会議をほぼ毎週開催した。 
 また、班間の研究交流・情報交換のために、以下の会議に出席した。 
2007 年 11 月 5 日（月）2007 年度データ説明会 小原京子（研究分担者） 
2007 年 11 月 10 日（土）辞書編集班の拡大班会議 小原京子（研究分担者） 
2007 年 11 月 25 日（日）ツール講習会  久保谷俊太（研究協力者） 
 
６．2007 年度の発表論文 
Ohara, Kyoko Hirose (2007). "Frame Semantics in Action: A Frame-based Contrastive 
Text Analysis Using FrameNet." Poster presented at the 10th International Cognitive 
Linguistics Conference (ICLC10). Krakow, Pland. 17th July, 2007. 
Ohara, Kyoko Hirose (2007). "A Corpus-based Account of Fictive Motion Sentences in 
Japanese FrameNet." Poster presented at the 10th International Pragmatics 














概 要 」 日 本 認 知 言 語 学 会 論 文 集 第 5 巻 (JCLA 5), pp.613-616.
123
（http://jfn.st.hc.keio.ac.jp/ja/publications/OharaJCLA5.pdf よりダウンロード可能） 
小原京子 (2006). 「フレーム意味論と日本語フレームネット」日本語学, Vol.25. No.6: pp.40-52. 
（http://jfn.st.hc.keio.ac.jp/publications/ohara%20(1).pdf よりダウンロード可能） 
肥塚真輔，岡本紘幸，斎藤博昭，小原京子（2007）．「日本語フレームネットに基づく意味役割推
定」，自然言語処理，第 14 巻第 1 号，pp.43-66． 
Baker, Collin. (2006). “Frame Semantics in Operation: The FrameNet Lexicon as an Implementation of 
Frame Semantics.” The Fourth International Conference on Construction Grammar. Plenary Lectures. 
pp.34-43. 
Fillmore, Charles J. (1987). “A private history of the concept ‘frame’.” Dirven, Rene and Radden, Gunter. 
(Eds). Concepts of Case. Gunter Narr Verlag, Tubingen. pp.28-36. 
Fillmore, Charles J. (1992). ‘“Corpus linguistics” or “Computer-aided armchair linguistics”.’ Directions 
in Corpus Linguistics: Proceedings from a 1991 Nobel Symposium on Corpus Linguistics. Mouton de 
Gruyter, Stockholm, pp.35-60. 
Fillmore, Charles J., Miriam R. L. Petruck,, Josef Ruppenhofer, and Abby Wright. (2003). “FrameNet in 
Action: The Case of Attaching.” International Journal of Lexicography. Vol.16, No.3. pp.297-332. 
Fontenelle, Thierry. (Ed.). (2003). Special Issue: FrameNet and Frame Semantics. International Journal 
of Lexicography. Vol.16, No.3, Oxford, Oxford University Press. 
Ruppenhofer, Josef, Michael Ellsworth, Miriam R. L. Petruck, Chris R. Johnson, and Jan Scheffczyk. 














Progress Report of the Year 2007: 'Readability' Group
Hideko Shibasaki (Nagaoka University of Technology) 
Katsuo Tamaoka (Hiroshima University) 
Kazuhide Yamamoto (Nagaoka University of Technology)
Mitsturu Kano (Nagaoka University of Technology) 
Shinichiro Hara (Nagaoka University of Technology)











Fresch Reading Ease  206.835-1.015( 1;:vG½)-84.6(1:vGQ ) 
Fresch-Kincaid Grade Level 0.39(1½:vG;ê)+11.8( 1:vGQ)-15.59
ARI(Aoutomated Readability Index)  4.71(1½:vG;ê)+0.5(1;:vG½)-21.43
















                                                  
† shibalea@vos.nagaokaut.ac.jp 
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Goets, E .T., R. C. Anderson, and D.L. Schallert (1981). “The Representation of Sentences in Memory” 
Journal of Verbal Learning and Verbal Behavior, No.20. pp.369-385.  
 
平成 19 年度研究進捗状況報告：クラスタリング班 
半教師有りクラスタリング手法を用いた語義別用例の収集 
  
新納浩幸（班長  ：茨城大学 工学部 情報工学科）†
佐々木稔（分担者：茨城大学 工学部 情報工学科） 
 
Progress Report of the Year 2007: ‘Clustering’ Group 
Hiroyuki Shinnou (Faculty of Engineering, Ibaraki University) 






























































      e1     直前の単語 
      e2     直後の単語 
      e3     前方、後方の内容語各２つまで 





     過去/最高/を/記録/する/た/。 
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この場合、「記録」の直前、直後の単語は「を」と「する」なので、̀ e1=を' ，`e2=する' と
なる。次に、「記録」の前方の内容語は「過去」、「最高」なので、ここから「記録」に近い
順に 2 つとり、`e3=過去' 、`e3=最高' が作られる。また「記録」の後方の内容語は「する」
と「。」となるが、ここでは記号やひらがな文字だけで構成される単語は内容語として扱わ
ないことにしたので、`e3=する' 、`e3=。' は作られない。次に「最高」の分類語彙表の番
号を調べると、3.1920_4 である。ここでは分類語彙表の 4 桁目と 5 桁目までの数値をとる
ことにした。つまり `e3=最高' に対しては、`e5=3192' と `e5=31920' が作られる。同様
に「過去」の分類語彙表の番号 1.1642_1 から `e5=1164' と `e5=11642' が作られる。結
果として、上記の用例に対しては以下の 8 個の素性を要素とする素性リストが得られる。 
 




リスト A と素性リスト B の類似度 sim(A,B) を以下のように定義した。 
まず素性リスト A と素性リスト B は以下の形になっている。 
 
A = ( e1=a1, e2=a2, e3=a31, ・・・, e3=a3m, e4=a41, ・・・, e4=a4n ) 
B = ( e1=b1, e2=b2, e3=b31, ・・・, e3=b3k, e4=b41, ・・・, e4=b4l ) 
 
sim(A,B) は 3 つの観点からの類似度の和として定義した。 
 
 sim(A,B) = 1/3 ( (直前単語からの類似度) + (直後単語からの類似度)  
                                      + (直前直後の単語以外の文脈からの類似度) ) 
 
(1) 直前単語からの類似度  a1 = b1 であれば 1 それ以外は 0 とする。ただし a1 = b1 
であっても、以下のように調整する。a1 が読点あるいは、長さ 1 のひらがなであれば 0.1、 
1 が長さ 1 のひらがな以外あるいは、長さ 2 以上のひらがなであれば 0.5 とする。 a 
(2) 直後単語からの類似度 基本的に a2 = b2 であれば 1 それ以外は 0 とする。ただしa2 
 b2 であっても調整を行う。この調整は「直前単語からの類似度」と同様である。 = 
(3) 直前直後の単語以外の文脈からの類似度 リスト A 中のe3=～ 、e4=～ とリスト B 中
の e3=～ 、e4=～ で共通のものの個数を数える。その個数を c とする。リスト A 中の 
e3=～ 、e4=～ の全個数を a またリスト B 中の e3=～ 、e4=～ の全個数を b とする。
そして直前直後の単語以外の文脈からの類似度を  c/(a+b) とする。 




の日本語辞書タスクで課題とされた名詞 12 単語を用いた。具体的には SENSEVAL2 で提
供されたそれら単語に対する訓練データとテストデータを合わせて用例のセットとし、本








単語 語義数 用例数 クラスタ数 制約数 教師なし 半教師 
もの 10 754 4 66 0.309 0.391 
問題 4 636 1 19 0.969 0.969 
代表 3 466 3 35 0.667 0.858 
前 4 426 3 24 0.371 0.855 
関係 3 414 2 30 0.848 0.785 
午後 3 396 3 27 0.444 0.634 
自分 2 362 1 22 0.942 0.942 
時代 4 360 2 28 0.550 0.550 
子供 2 354 2 26 0.480 0.480 
現在 2 341 2 26 0.707 0.707 
社会 6 339 4 22 0.395 0.395 
今 4 329 3 23 0.423 0.423 
平均 3.91 431.42 3.25 24.6 0.592 0.757 
 
5. デモシステム 
提案手法を実装したデモシステムを CGI にて作成した [8]。まず図１の画面でターゲッ
トとなる単語を入力する。システムはその単語を含む文をコーパス(政府刊行白書)から検索







図１ 図２  
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[1] 新納浩幸、佐々木稔 (2007) 「NMF とリンクベースの修正法によるピンポン型文書クラスタ
リング」情報処理学会自然言語処理研究会, 179-2, pp.7-12  
[2] Hiroyuki Shinnou, Minoru Sasaki (2007) "Ensemble Document Clustering Using 
Weighted Hypergraph Generated by NMF", ACL-2007 Demo and Poster Sessions, 
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が見られた。（第 2章 1）に関連する研究） 
 
４．誤用分析・例文選択の認知的心理学的検討から誤用データベース構築へ  














文法、語彙・用法、発音・表記からなり、細目には表 1 のような例を含んでいる。 
表 1 誤用データのタグ例 









語彙・用法 冗長・脱落 冗長、脱落、重複 
語の組み合わせ イデオム、共起 
表記・発音 表記 漢字・かな、長音、濁音、促音、 


















取り上げて、さまざまな種類のテキストから述語との呼応の様相を統計的手法で観察した。         
Srdanovic らは Sketch Engine に日本語文法関係ファイルの作成とデータの搭載により日本
語検索を可能にし（Erjavec et al.2007, Srdanovic・Nishina 2008）、ウェブからログインできる









リティータイプによって、推量副詞のグルーピングを行った。（第 2章 4）に関連する研究） 
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か(2008)を参照）。5 年計画のうちの 2 年が経過した現在，両サブコーパスの書籍のサンプ







立国会図書館で付与された「日本十進分類法（NDC）」の 1次区分の 10 分類（0. 総記，1. 哲









（丸山・秋元 2007，丸山ほか 2008）。合計 12,604 サンプルを取得する際の NDC 別のサンプ
ル数とその割合を，図 1に示す。サブコーパス間で数字に違いはあるが，いずれも，[3. 社
会科学]と[9. 文学]とが多い。表 1 には，取得する書籍の例として，生産実態サブコーパ
スから取得するサンプル例を NDC 別に 2例ずつ示す。 
 
生産実態サブコーパス                   流通実態サブコーパス 
図 1 生産実態・流通実態サブコーパスにおける取得サンプル数の NDC 別内訳 
（サンプル数およびその割合（%）） 
 
表 1 NDC 別に取得する書籍の例（生産実態サブコーパスの例） 





070 石澤靖治|著 2001 大統領とメディア 文藝春秋
134 ヘーゲル|著;長谷川宏|訳 2003 歴史哲学講義　下 岩波書店
188 梅原猛|著 2004 法然の哀しみ　上 小学館
210 岩田明|著 2004 消えたシュメール王朝と古代日本の謎 学習研究社
290 内田芳明|著 2001 風景の発見 朝日新聞社
304 櫻井よしこ|著 2001 迷走日本の原点 新潮社
369 全国訪問看護事業協会|編 2004 訪問看護実務相談Q&A 中央法規出版





547 水澤純一|著 2005 情報通信ネットワーク入門 培風館
537 細川幹夫|著 2002 トヨタ成長のカギ　創業期の人間関係 近代文芸社
610 桝潟俊子，松村和則|編 2002 食・農・からだの社会学 新曜社
673 大久保一彦|著 2002 誰も言わなかった！飲食店成功の秘密 フォレスト出版
720 石本正|著 2001 絵をかくよろこび 新潮社
783 鈴木春祥|著 2003 甲子園に賭ける 新潟日報事業社
816 清水義範|著 2004 大人のための文章教室 講談社
817 遠藤織枝|他著 2004 戦時中の話しことば　ラジオドラマ台本から ひつじ書房
913 司馬遼太郎|著 2004 坂の上の雲　６ 文藝春秋
933 ダン・ブラウン|著;越前敏弥|訳 2005 ダ・ヴィンチ・コード 角川書店  
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NDC は，そもそもは図書館の資料を分類するための指標であり，書籍の主題や内容，形式
















表 2 書き言葉の多様性をとらえるための観点 




簡形式，リレー執筆形式，Q&A 形式，投稿形式， 辞書・事典形式 
(4) 場面設定： 時代（現代，江戸時代，平安時代，未来），場所（日本国内，国外，
仮想世界） 
(5) 著者の属性： 年代，性別，出身地 
(6) 対象読者の属性：年代，性別，好み 
(7) 視点： 人称，人間以外 
(8) 硬軟： 難解，堅い，平易，くだけている 
(9) 論理構成・紙面構成：章節，キャプション，注記，コラム，引用，ブロック割り構
成，図説，カタログ的構成 
(10) 文体： 口語文，文語文，候文，和漢混淆文，条文 
(11) 文末・調子： デスマス調，デアル調，ゴザイマス調，体言止め，語りかけ口調，
演説調 
(12) 文長： 長短 
(13) 修辞・比喩： 種類，使い方 













を示す。( )内の 3桁の数字は，書籍に付与された NDC（3 桁）とその分類名である。 
 
３.２.１ NDC分類と文章の種類が異なる例 
基本的には，文章の主題や内容の分類には NDC 分類が使えるが，NDC 分類は書籍をトップ
ダウン的に一意に分類するものであるため，注意が必要になる。たとえば，文章の種類で
いえば，例 1 は戯曲，例 2 はルポルタージュ，例 3 は日記の例である。戯曲，ルポルター
ジュ，日記はいずれも NDC9 番台の 3次区分にある分類名であるが，以下の 3例は，いずれ
もそこに分類されていない。本が全集である点や，講演集の類であるという面が優先され
た NDC が付与されている。このように，時には NDC 分類とは別に「種類」という観点が必
要になるサンプルがある。 
 

























例 4：中央青山監査法人，中央青山 PwC サステナビリティ研究所編『環境経営なるほど Q





































































わゆるゲーム本にも「あなたは～」の文体が見られる。例 10 はそのような例である。 
 



















例 13：藤村正宏『「モノ」を売るな！「体験」を売れ！ 2 時間でわかる！ 』オーエス出版 
(673：商業の商業経営. 商店)  
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一般的であり，解析の対象となるコーパス作成の方法論についても議論がなされてきた [4, 6, 2]．
共参照解析については，主に英語を対象にいくつかのタグ付与のスキーマが提案されており，実際にそのス
キーマに従ったコーパスが作成されている [4, 15, 3, 12, 2]．例えば，Message Understanding Conference (MUC)の
Coreference (CO)タスク [4]や，その後継にあたる Automatic Content Extraction (ACE) programの Entity Detection
and Tracking (EDT)タスクでは，数年に渡って主に英語を対象に詳細な仕様が設計されてきた．また，述語項構造
解析に関しては，CoNLLの shared task1で評価データとして利用されている PropBank[11]を対象に仕様が模索さ
れてきた．
日本語を対象に述語項構造と共参照の研究をするにあたり，分析，学習，評価のための大規模なタグ付きコーパ










































これに対し，文章 (2)では，2文目の それ iは 1文目の iPodiを指しているため照応関係となるが，同じ実体
を指していないため共参照関係とはならない．
(2) 太郎は iPodi を買った。
次郎もそれi を買った。
このように照応関係にある場合でも，同一の実体を指している場合とそれ以外の場合が存在する．文献 [9]では，前








情報抽出の主要な会議である Message Understanding Confernce (MUC) では，第 6 回と第 7 回の会議（以後，
MUC-6とMUC-7）において，情報抽出の部分問題として共参照解析の問題を扱っている4．MUC-6，MUC-7の共
参照関係タグ付与コーパスでは名詞句間の共参照関係がタグ付与され（ただし，動名詞（gerund）は除く），Soon
ら [13]や Ngら [10]などさまざまな機械学習に基づく共参照解析手法の gold standardデータとして利用されてき
た．しかし，このコーパスの仕様では，一般に共参照関係とはみなされないような量化表現（every，mostなど）
を伴う場合や同格表現（Julius Caesari, the/a well-known emperori,...）も共参照関係とみなしてタグ付与されている
という問題を含んでいる5．




で指せるモノを意味する．一例をあげると，図 1の文章において，ジョンと 彼はそれぞれクラスが namesと




















コーパスから抜粋したものだが，この文章では総称名詞である 2つの フロン iに対して共参照タグが付与され
ている．このような例が多数見られたため，GDAの共参照タグは IRAと ISAの両方の関係で付与されていると
考えられる．
(4) フロンi 対策急げ...フロンi による環境対策は...
3.2 述語項構造のタグ付与
述語とその項8のタグ付与に関しては，表層格レベルから深層格レベルまでさまざまなレベルでのタグ付与につ
いての議論がある．例えば，英語を対象とした PropBank [11]では，述語の項のラベルとして，基本的には agent
や themeなどの意味役割に相当する ARG0, ARG1, . . ., ARG5, AA, AM, AM-ADVなど，35種類のタグを用いて文
章にタグ付与を行っている．一例をあげると，文 (5)に出現している動詞 earnedに対し，the renerを agent
相当である ARG0，$66 million, or $1.19 a shareを themeに相当する ARG1としてタグが付与されている．



















ている．例えば，句 (7)において，名詞 growthはある事態を表しており，その項として名詞句内の in dividends
と next yearがそれぞれ theme相当の項と任意格相当の項として付与されている．
(7) 12% growth in dividends next year [REL=growth, ARG1=in dividends, ARGM-TMP=next year]
ただし，PropBankの仕様に準拠しているため，タグ付与対象となる項は文内（多くの場合は句の中）に制限される．
日本語に関しても，京都コーパス 4.0では事態性名詞とその項に対して表層格でタグが付与されている．例え




合の個数を求めた．前者が 181個，後者が 95個であるが，そのうち節を指す場合が 63個（全体の 23%）であるため，名詞句間の関係に付与
された個数は 213 となる．













京都コーパス 4.0 表層格（出現形） 文内照応，文間照応,外界照応
NAIST コーパス 表層格（基本形） 文内照応，文間照応,外界照応
コーパス 特徴




京都コーパス 4.0 IRA と ISA の関係両方に付与．
NAIST コーパス IRA の関係にのみ付与．
(8) 新民主連合所属議員の離党i 問題について「政権に影響ガ:i を及ぼすことにはならない。...













ば，京都コーパス 4.0では文 (9)の述語 食べさせるに対して 私 i，彼 j，リンゴ kをそれぞれガ，ヲ，ニ格
でタグ付与するのに対し，我々の仕様では述語の原形 食べるに対して 彼 j ガリンゴ k ヲ食べるというタグを
付与する．ただし，述語の原形に対してタグを付与する場合には使役者に相当する 私 iと述語 食べるの間の
関係にタグが付与されないことになる．これを回避するため，格要素を増やす助動詞に対してタグ 追加ガ（ニ）
格を付与した．例えば，文 (9)では，助動詞 させるに対し 私 iを追加ガ格でタグ付与し，文 (10)では助動
詞 やるに対し 彼 jを追加ニ格でタグ付与する．
(9) a. 私i は彼j にリンゴk を食べさせるガ:i, ヲ:k, ニ:j。
b. 私i は彼j にリンゴk を食べガ:j, ヲ:kさせる追加ガ格:i。
















対して必須格を付与する．例えば，文 (11)で出現している二つの 電話という名詞のうち，電話 iが「電話す
る」というコトを表しているのに対し，電話 jは「（携帯）電話」というモノを表している．この状況で作業者は
電話 iのみを事態性名詞と認定し，これに対して 彼 aをガ格，私 bをニ格として付与しなければならない．






共参照のタグ付与では， 2節で述べた IRAに加え ISAの関係も含めてタグを付与するか否かの選択肢があるが，
ISAの関係まで含めてしまうと，総称名詞間の包含関係のような複雑な関係を考慮して作業を行う必要がある．例
えば，文章 (12)では，総称名詞 図書館 aと総称名詞 図書館 bが同一の概念を指しているために共参照関係と
して設定すべきかもしれない．しかし，本 iと 本 jの場合は 本 iが「本を意味する類に属するすべての要素」
を指すのに対し，本 jは「図書館の本（図書館に置いてある本）」を指し，二つの総称名詞の間には 本 i ⊃本
jという包含関係が成り立つため，本 iと 本 jの間に共参照関係を認めるか否かに揺れが生じることになる．
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Development of Middle and Long Words Analysis Systems 
Kiyotaka Uchimoto (National Institute of Information and Communications Technology) 

















文節 日本型国際貢献が 求められている。 
長単位 日本型国際貢献 が 求め られ ている 。
中単位 日本型 国際貢献 が 求め られ ている 。
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チャンキングモデルの学習と適用には、SVM に基づく汎用チャンカーである YamCha 
（Kudo & Matsumoto, 2001）を用いた。カーネルは多項式カーネルを採用しており、べき指
数は 3 とした。解析方向は文末側から文頭側とし、多クラスへの拡張は one-versus-rest 法





データ班と協力し、『京都大学テキストコーパス（Version3.0）』の 1 月 1 日分の記事 1,129
文における文節および短・長単位を新規定に基づいて修正した。京都大学テキストコーパ
スは、1995 年の毎日新聞記事から抽出した約 4 万文に形態素・文節係り受け構造を付与し
たものである。この修正済みコーパスの先頭の 9 割（1,017 文、8,920 文節、26,125 短単位、
20,179 長単位）を用いてチャンキングモデルの学習と書き換え規則の獲得を行ない、残り
の 1 割（112 文、1,028 文節、3,037 短単位、2,319 長単位）で評価したときの解析精度（F
値）は表 1 の通りである。 
表 1：長単位解析システムの解析精度 




































































作業者 2 名と一次作業者とは別の二次作業者 1 名の計 3 名により付与した。一次作業者は
各講演にそれぞれ係り受け構造を付与し、二次作業者は一次作業者の付与結果のずれをチ
ェックし最終判断を行なった。   
係り受け構造の付与には、図 5 のような支援ツールを作成して用いた。右下のウィンド








shift-reduce 法 (Nivre & Scholz, 2004)などの既存の方法を短単位間の係り受け解析に適用
した。CSJ の 50 講演に対して短単位間の係り受け構造および中単位情報を付与したデータ
のうち、文節内の短単位の係り受けのみを対象として学習、評価した。学習および評価は
10 分割交差検証により行った。このときの係り受け解析精度は表 2 の通りである。ただし、
文節の末尾から二番目の短単位は常に隣に係るため、評価対象外とした。その結果、対象




Shift-reduce 法 (Nivre & Scholz, 2004) 
MST parser (McDonald et al., 2005) 

















合することにより、自動的に認定されたものである。CSJ のアクセント句（BI=2, 2+p, 2+b, 
2+bp, 3）と比較したところ、次のような関係にあることが分かった。 
(1) 全長単位 97,167 単位のうち、長単位内にアクセント句境界のないものが 94,038 単位
であり、そのうち、長単位と中単位が一致するものは 93,797 単位、一致しないものは
241 単位であった。 
(2) 全長単位のうち、アクセント句境界が長単位内にあるものが 3,129 単位であり、その
うち、中単位内にアクセント句境界があるものは 2,942 単位、ないものは 187 単位で
あった。一方、アクセント句境界が長単位内にあるもののうち、中単位境界が長単位
境界またはアクセント句境界のどちらかと一致しているものは 3,075 単位、一致しな
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Chronological Differences in Texts and Generational Differences in 
Authors: Issues in Design and Analysis of Diachronic Corpora 
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1 コーパス・デザインにおいて、書き手の世代（年齢）を考慮する必要のあることを述べているものに、












































 1950 年 1960 年 1970 年 1980 年 1990 年 2000 年 計 
延べ 142373 177755 185470 151493 153946 162463 973500 
異なり 13253 11642 13797 15126 16039 15429 37591 
 
表２ 「余録コーパス」の語彙量（固有名詞・数・記号・助詞・助動詞を除く） 
 1950 年 1960 年 1970 年 1980 年 1990 年 2000 年 計 
延べ 69997 86883 86947 72683 72495 76918 465923 




1950 年：丸山幹治（1880～1955）、70 歳 
1960 年：古谷綱正（1912～1989）、48 歳 
1970 年：藤田信勝（1908～1980）、62 歳 




































図２において右下がりとなる 1950 年→1960 年、および、1970 年→1980 年の類似度は、
右上がりとなる 1960 年→1970 年、および、1980 年→1990 年、1990 年→2000 年の類似
度よりも小さくなるはずである。語彙の類似度は、「宮島の類似度2」（宮島 1970）を用いた。
結果は、表３のとおり。予想通り、右下がりの年代間の類似度は、右上がりの年代間のそ
れよりも小さかった。また、同じ右下がりでも、世代差の大きい 1950 年→1960 年の方が、
より小さい 1970 年→1980 年よりも、類似度が小さくなり、同じ右上がりでも、世代差の



















                                                   
2 二つのテクストＡ、Ｂにおいて、ある単語ｉのＡ、Ｂ両者における使用率を Pi(Ａ)、Pi(Ｂ)とし、その小















同一人（諏訪）である 1980 年・1990 年・2000 年がまとまり、次いで、生年の近い 1960

















 1950年 1960年 1970年 1980年 1990年 2000年 
和語 44.8% 33.4% 31.0% 36.5% 34.9% 33.3% 
漢語 48.5% 58.0% 58.2% 54.6% 55.1% 56.2% 
外来語 2.5% 4.2% 7.1% 4.8% 6.3% 7.0% 








1950 年 1960 年 1970 年 1980 年 1990 年 2000 年 










 1950 年 1960 年 1970 年 1980 年 1990 年 2000 年 
～であろう 71 91 67 10 6 6 
～だろう 160 444 422 262 290 261 
形容詞の推量の形 1950 年 1960 年 1970 年 1980 年 1990 年 2000 年 
～かろう 23 14 5 6 0 3 
～いだろう 15 16 30 20 12 37 
 1950 年 1960 年 1970 年 1980 年 1990 年 2000 年 
～ねばならぬ 27 20 28 7 0 0 
～ねばならない 1 43 4 10 6 2 
～なければならない 1 13 23 6 2 10 
 1950 年 1960 年 1970 年 1980 年 1990 年 2000 年 
～に(は)相違ない 51 24 9 9 0 2 
～に(は)違いない 20 36 30 48 28 32 
 
８．BCCWJ 領域内公開データ（2007 年度版）の通時的利用の可能性 











 1950 年 1960 年 1970 年 1980 年 1990 年 2000 年 
ことに 48 1 10 1 1 0 
とくに 4 54 74 34 13 9 
とりわけ 1 1 2 10 4 7 
なかでも 0 1 4 3 4 4 
なかんずく 0 0 1 0 0 0 
 





 1895 年 1901 年 1909 年 1917 年 1925 年 
ことに 616 597 565 627 425 
とくに 442 374 371 363 210 
とりわけ 4 1 3 1 4 
なかでも 0 0 2 3 6 
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The Sentence Final Particle “Yo” in Japanese Textbooks  
for Learners of Japanese 
Masaru Inoue (Center for Research in Japanese as a Second Language,  
National Institute for Japanese Language) 
 １．はじめに  日本語教育班では，日本国内で刊行されている各種の日本語教科書（初級～上級：総合教科書，読解，会話）の本文のコーパス（以下「日本語教科書コーパス」）を作成中である。日本語教科書の場合，検定教科書における学習指導要領に相当するものがなく（文法項目・語彙・漢字の級別の指針を示した「日本語能力試験出題基準」がある程度），教科書の内容やスタイルは多様である。それだけに，日本語教科書コーパスを用いた教科書分析は，日本語教科書の内容と構造について考える上で重要な意味を持つ。  同時に，日本語教科書コーパスは「日本語教科書の日本語」について考える上でも重要である。日本語教科書，特に会話のスキットは一つの独立した文書のジャンルと言ってよく，その分析は言語学的にも興味深いものである。また，日本語教科書の日本語には，作成者が意識的にコントロールしている部分と必ずしもそうでない部分（無意識的にコントロールされている部分，あるいはコントロールされていない部分）があると思われるが，後者の実態を明らかにすることは，日本語教科書の日本語のあり方を考える上で重要な意味を持つ。  本報告では，日本語教科書の日本語について分析する準備的考察として，日本語教科書における終助詞「よ」について若干の観察をおこなう。終助詞はコミュニケーション上重要な役割を果たす。「よ」も使い方を誤ると聞き手に不快な印象を与えることがあり，使用に際しては注意が必要である。しかし，一般に終助詞の使い方に関する説明は必ずしも具体的ではなく，むしろ教科書中のモデル会話が終助詞の使い方を示唆するという面が強いように思われる。その意味で，日本語教科書における「よ」の使われ方を観察することは，日本語教科書の日本語について考える際の例題になりうるものである。 
 ２．日本語教科書における「よ」の概略  今回調査対象としたのは，以下の 5種 10冊の総合教科書である。   ・『みんなの日本語 初級Ⅰ・初級Ⅱ』本冊（スリーエーネットワーク）   ・『新日本語の中級 本冊』（海外技術者研修協会編，スリーエーネットワーク）   ・『新文化初級日本語Ⅰ・Ⅱ』（文化外国語専門学校，発売：凡人社）   ・『文化中級日本語Ⅰ・Ⅱ』（文化外国語専門学校，発売：凡人社） 
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  ・『Situational Functional Japanese 1～3』（筑波ランゲージグループ編，凡人社）  上記教科書における「よ」の使用数は以下のとおりである（課のまとめの部分でモデル会話中の文を再掲する場合を含む）。 
 表１ 日本語教科書における「よ」の出現数 みんなの日本語 初級Ⅰ（244ページ） 21 みんなの日本語 初級Ⅱ（247ページ） 77 新日本語の中級（308ページ） 215 新文化初級日本語Ⅰ（201ページ） 22 新文化初級日本語Ⅱ（201ページ） 96 文化中級日本語Ⅰ（196ページ） 104 文化中級日本語Ⅱ（226ページ） 89 
Situational Functional Japanese 1（235ページ） 50 
Situational Functional Japanese 2（261ページ） 76 
Situational Functional Japanese 3（271ページ） 107 
 857 
  どの教科書においても，「よ」は比較的早い課で出てくる。『みんなの日本語 初級Ⅰ』では第 5課，『新文化初級日本語Ⅰ』では第７課，『Situational Functional Japanese 1』では第 1 課で最初に「よ」を含む文が出てくる。以下，それぞれの教科書で 1番目から 3番目に示されている例をあげる。 
   (1) サントス：あのう，この電車は甲子園へ行きますか。     男の人：いいえ。次の「普通」ですよ。                     （みんなの日本語初級Ⅰ，第 5課，p.39） 
(2) 管理人：（略）祇園祭はどうでしたか。   ミラー：とてもおもしろかったです。外国人も多かったですよ。         （みんなの日本語初級Ⅰ，第 12課，p.97）   (3) Ａ：北海道はいつがいちばんいいですか。    Ｂ：そうですね。10月がいちばんいいですよ。紅葉の季節ですから。         （みんなの日本語初級Ⅰ，第 12課，p.101） 
   (4) 管理人：おかえりなさい。     小野さん，これは小野さんの財布じゃありませんか。     京子：あっ，そうです。どこにありましたか。     管理人：マンションの入口にありましたよ。                     （新文化初級日本語Ⅰ，第 7課，p.66） 
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  (5) 学生：夜，外出してもいいですか。 
 遠藤：ええ，いいですよ。でも，10時までに帰って来てください。                     （新文化初級日本語Ⅰ，第 9課，p.81）   (6) マリー：木村さんと長井さんは？   山本：さあ…。 
 マリー：あっ，あそこです。池のそばで写真を撮っていますよ。                     （新文化初級日本語Ⅰ，第 10課，p.90） 
   (7) 山下：そうですか。ご専門は。     シャルマ：コンピュータです。     山下：ああ，ぼくもコンピュータなんですよ。              （Situational Functional Japanese 1，第 1課，p.3）   (8) Ａ：きょうはさむいですね。     Ｂ：そうですね。     Ａ：もう４月ですけどね。     Ｂ：ええ。Ａ：けさは０どでしたよ。     Ｂ：そうですか。              （Situational Functional Japanese 1，第 1課，p.19）   (9) 田中：おはよう。どこ行くの。    山下：ちょっと郵便局まで。    田中：あ，私もよ。              （Situational Functional Japanese 1，第 2課，p.28） 
  各教科書で最初に提示される「よ」の用法にはばらつきがある。これらの例では，モデル会話中の「よ」は主としてモデル会話をより話しことばらしくするために用いられていると推察される。「よ」が比較的早い課で出てくるのも，そのことと関係すると思われる。 
 ３．「よ」を使用したほうがよい場合と使用しなくてもよい場合  「よ」は，使用したほうがよい場合と使用しなくてもよい場合とがある（使用してはいけない場合についてはここでは問題にしない）。たとえば，聞き手にとって重要な，しかし聞き手は気づいていない事実を指摘する場合は，「よ」を使用したほうが自然である。   (10) Ａ：あのう…。   Ｂ：はい。 
 Ａ：かばんが開いていますよ（？開いています）。     Ｂ：えっ。あ，どうもすみません。 （みんなの日本語初級Ⅱ，第 29課，p.31）  また，許可や助言を表す文では，「よ」を使用しないと，聞き手に一方的に指示を与えて
177
いるような印象を与える。   (11) Ａ：英語で話してもいいですか。      Ｂ：はい，話してもいいですよ（話してもいいです）。              （Situational Functional Japanese 1，p.186）   (12) マリー：これ，何ですか。     広田：わさびです。辛いから，たくさん入れないほうがいいですよ（たくさん入れないほうがいいです）。                         （新文化初級日本語Ⅱ，p.30）  (10)～(12)の「よ」で想定されているのは上昇調「よ↑」だと思われる。「よ↑」を用いた文は，聞き手がどう反応するかに注目しているという含みを持つ（井上 1997）。(10)のような事実を指摘する文で「よ↑」を用いると，「聞き手が自分の指摘に反応してくれるのを待っている」という態度が示され，その分「聞き手のことを考えての発話である」という含みが生ずる。「よ↑」を用いないと，そのような含みが生じないため，そっけない発話という印象を与える。  また，(11)，(12)のような許可・助言の場面では，話し手の許可や助言を受け入れるかどうかの決定権は聞き手にある。そのような場面で「よ↑」を用いると，話し手が「聞き手の判断を待っている」ということを示すことになり，その分控えめな印象を与える。「よ↑」を用いない場合は「聞き手の判断を待っている」という態度が示されないため，聞き手に一方的に指示を与えているという印象を与える。  これらの例とは異なり，先の(1)～(9)では「よ」を使用しなくてもよいケースが多い。このことから考えても，日本語教科書における「よ」の中には，主としてモデル会話をより話しことばらしくするために用いられているものがあると推察される。 
 ４．日本語教科書における「よ」の使用傾向  もっとも，日本語教科書における「よ」を広く観察すると，そこには一定の傾向が見出される。第一の傾向として，共起要素に一定の偏りが見られる。比較的目につくのが次の表現である。   (13)［5種 10冊の教科書に共通して多く見られるもの］      ・（～）いいですよ／（～）いいよ／（～）いいわよ 136      ・～んですよ／～んだよ／～のよ  134   (14)［Situational Functional Japanese以外の教科書で多く見られるもの］      ・～そうですよ／～そうだよ［伝聞・様態］ 37      ・思いますよ／思うよ 37  (13)は，5種 10冊のいずれの教科書にも多く見られるものである。「～いいですよ／～いいよ／～いいわよ」には，先の(11)(12)のような助言の「～ほうがいい」（30例），許可の「～てもいい」（17例）や，応答表現「いいです／いい」（36例），勧めの「～ばいい」「～といい」（7例）なども含まれる。（「いい」に近い意味を表す「大丈夫だ」「かまわない」に「よ」
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が付加された例も 17例見られる。）   (15) このカタログをもらってもいいですか。     …ええ，いいですよ。どうぞ。                        （みんなの日本語初級Ⅰ，p.122）   (16) Ａ：キャンセルするとき，どうすればいいですか。     Ｂ：電話をすればいいですよ。 （Situational Functional Japanese 3，p.95）  今回調査対象とした教科書は，いずれも「いい」を含む文の多くで「よ」（特に「よ↑」）が用いられている。他の教科書においても同じ傾向が見出されると推察される。前述のように，「よ↑」を用いた文は，聞き手がどう反応するかに注目しているという含みを持つ。承諾表現としての「いいです」も，「よ」を用いないと一方的に許可を与えるような印象を与えるが，「よ↑」を用いると「あとは相手にゆだねる」という含みが生じ，その分控えめな印象を与える。(16)で想定されているのは，非上昇の「よ↓」だと思われるが，この場合も，聞き手の認識に訴える文にすることで，話し手からの一方的な指示という印象を薄めていると思われる。（ノダ文に「よ」がよく用いられる点については後述。）  (14)は，『Situational Functional Japanese』以外の 4種の教科書で比較的多く見られたものである。この点は個別の教科書特徴である可能性がある。   (17) 上着のボタンがとれそうですよ。［様態］     …あ，ほんとうですね。どうもありがとうございます。                          （みんなの日本語初級Ⅱ，p.144）   (18) パワー電気の新しい電子辞書はとても使いやすくていいそうですよ。［伝聞］     …ええ，私はもう買いました。                          （みんなの日本語初級Ⅱ，p.178）   (19) Ａ：うちわがほしいと思っているんですが，どこで買えるでしょうか。 
 Ｂ：デパートへ行けばあると思いますよ。                          （新文化初級日本語Ⅱ，p.49）  ただ，教科書に「～そうです／～そうだ」「思います／思う」に「よ」が多く付加されていることには一定の理由があると思われる。すなわち，様態の「そうだ」に「よ」がつくと，「聞き手にとっての緊急事態を知らせる」という態度が示される。また，伝聞の「そうだ」，推量の「思う」に「よ」がつくと，話し手が得た情報や話し手の個人的見解を述べた上で，「あとの判断は聞き手にゆだねる」という態度が示されるため，一方的な情報や認識の押し付けという印象が薄まる。  日本語教科書における「よ」に見られる第二の傾向として，場面に関する傾向がある。具体的には，先の(10)や，   (20) 奥さん：お帰りなさい。あ，８時ごろ山下さんから電話がありましたよ。 （Situational Functional Japanese 3，p.27） のように，聞き手にとって重要な事実を伝える場面のほか，「補足情報の追加」の際に「よ」
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が用いられるというパターンが目につく。   (21) 管理人：どうもすみません。祇園祭はどうでしたか。     ミラー：とてもおもしろかったです。外国人も多かったですよ。                       （みんなの日本語初級Ⅰ，p.97）   (22) シュミット：アクセスは便利なんですか。      松本：大阪駅から電車で１時間ぐらいです。神戸からは船でも来られますよ。                       （みんなの日本語初級Ⅱ，p.95）   (23) 渡辺：ええ。会員になると，自分の情報や希望がコンピューターに入れられるんです。そして，コンピューターが適当な人を選んでくれるんですよ。 （みんなの日本語初級Ⅱ，p.145）   (24) 不動産屋：このアパートは中野と東中野の間です。      西条敬子：中野と東中野とどちらのほうが近いですか。     不動産屋：東中野のほうがちょっと近いです。でも，どちらもだいたい同じぐらいですよ。                          （新文化初級日本語Ⅰ，p.124）  この場合，「よ」を用いることにより，「関連することがらとして，このこともぜひ聞いてもらいたい」という気持ちが示される。ノダ文で「よ」がよく用いられるのも，ノダ文が一種の補足情報としての「背景事情」（田野村 1990）を述べる表現だからであろう。 
 ５．おわりに  本報告では，日本語教科書における終助詞「よ」について若干の観察をおこなった。現段階では，日本語教科書コーパスを用いて「日本語教科書の日本語」の分析をおこなうための準備的考察の最初の段階にすぎない。日本語教科書において，「よ」は意識的にコントロールされた形で用いられているわけではなさそうだが，その中にも無意識的な（また理にかなった）使用パターンはあるように思われる。今後さらに観察を深めていきたい。 
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井佐原 2004)。それらの中から本稿で採用するのは，対数尤度比（log-likelihood ratio, G2）で
ある。対数尤度比は，英語コーパス学では特定分野コーパスの語彙の特徴度を測る指標と
して一定の評価を与えられており，WordSmith や AntConc といったコンコーダンスソフトで
のキーワード抽出や，大学英語教育学会基本語改訂委員会(2003)といった英語教育のための
語彙表作成に活用されている。 




a：特定分野コーパスでの語 W の頻度 

























































































1 物質 397 22 1377.73 51 液体 57 4 193.04
2 物体 273 1 1047.96 52 出来る 539 1548 189.00
3 電流 226 45 648.31 53 回路 64 12 185.93
4 酸素 197 21 633.63 54 熱 81 34 185.43
5 水 373 289 632.05 55 銅 60 9 182.33
6 図 594 959 539.55 56 熱エネルギー 52 3 179.55
7 実験 182 39 513.10 57 炭素 50 2 177.81
8 観察 229 103 510.35 58 見える 135 149 177.42
9 生物 146 14 476.47 59 顕微鏡 48 1 176.92
10 質量 118 0 458.29 60 気圧 45 0 174.72
11 植物 172 47 454.91 61 雲 74 29 173.88
12 細胞 129 10 432.22 62 動く 108 94 169.46
13 原子 115 3 419.60 63 速い 128 142 167.50
14 気体 113 2 419.31 64 燃焼 47 2 166.40
15 水溶液 93 0 361.16 65 豆電球 44 1 161.56
16 力 212 163 360.57 66 分子 45 2 158.80
17 化学変化 92 0 357.27 67 下図 47 5 151.12
18 調べる 457 838 353.79 68 空気中 50 8 150.08
19 太陽 139 44 351.62 69 様子 155 239 147.83
20 動物 130 38 337.03 70 酸化銅 38 0 147.54
21 光 162 103 307.00 71 温度 81 56 146.54
22 溶ける 97 12 304.83 72 根 62 24 146.34
23 空気 115 33 299.77 73 固体 40 1 146.21
24 向き 103 20 296.98 74 運動エネルギー 37 0 143.66
25 電熱線 74 0 287.35 75 澱粉 41 2 143.63
26 変化 255 336 286.47 75 凸レンズ 41 2 143.63
27 化合 72 0 279.59 77 反応 56 19 138.43
28 葉 112 41 269.80 78 像 50 12 136.93
29 大きい 249 361 254.07 79 抵抗 61 27 136.71
30 電圧 85 17 243.43 80 何の 315 825 135.07
31 作り 76 9 240.48 81 地震 64 33 134.34
32 ページ 147 124 235.60 82 分解 57 23 132.46
33 天気 72 7 234.46 83 種子 45 8 132.22
34 酸化炭素 105 49 230.29 84 熱する 53 18 130.97
35 粒 62 2 223.56 85 化石 35 1 127.06
36 コイル 60 1 223.08 86 岩石 40 5 125.46
37 水素 63 3 221.15 87 養分 43 8 125.12
38 試験管 56 0 217.44 88 運動 132 206 124.18
39 地球 123 91 214.00 89 気温 64 39 123.93
40 周り 133 113 212.13 90 導線 37 3 123.28
41 天体 60 3 209.78 91 アルカリ性 35 2 120.95
42 水蒸気 58 2 208.29 91 酸性 35 2 120.95
43 地層 61 4 208.05 93 繋ぐ 59 33 119.22
44 金属 108 67 207.26 94 取り出す 56 28 119.18
45 磁界 55 1 203.84 95 状態変化 30 0 116.48
46 働く 123 101 200.60 95 台車 30 0 116.48
47 火山 70 15 197.24 97 電気エネルギー 47 16 116.05
48 有機物 55 2 196.85 98 約 118 181 113.17
49 エネルギー 131 123 194.98 99 流す 54 28 113.06
50 流れる 113 85 194.65 100 位置エネルギー 29 0 112.59
100 個体 29 0 112.59
100 重力 29 0 112.59








0 1 2 3 4 5 6 7 
1-100 15 25 11 7 12 11 6 16 103
101-200 28 21 9 13 4 9 3 10 97
201-300 51 14 6 8 5 8 2 6 100
301-400 48 20 10 6 6 2 2 8 102
401-500 64 21 11 11 8 4 4 6 129
501-600 38 9 9 5 1 4 2 5 73
601-700 51 16 13 8 5 8 1 3 105
701-800 82 12 5 6 7 4 6 5 127
801-900 0 23 12 8 6 6 2 10 67
901-1000 133 9 6 4 0 3 3 4 162
合計 510 170 92 76 54 59 31 73 1065
とがほとんど望めないため，理科で特に重点的に学習指導する必要がある。反対に，出現
教科数の多い語は，他教科と関連を見据えた上で学習指導する必要がある。 
そこで，表 1 にあげた 100 語について，出現教科数 0～2，3～5，6～7 の 3 グループに
分けたものを表 3 として示し，グループごとの語の性質について見てゆくこととする。 
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れてきている (辻, 1998, p.226)。
さて、八代集の語彙の転換期は一般的には古今撰者の歌が排除された後拾遺集であると言
われてはいるが、1)千載集から新古今集にかけて歌ことばの使用に急激な変化が認められ
る (辻, 1998, p.227)、2)語彙の転換期はすでに拾遺集あたりに始まっている (浅見, 1986; 上






























2 西尾 (1988, p.20)は、もし１個の事物の名称は１単語であるという意味優先の基準を立てようとすると、「藻
塩草」の別称である「リュウグウノオトヒメノモトユイノキリハズシ」も１語になってしまうことを指摘して
いる。




4 「分類語彙表」は 1964 年に国立国語研究所資料集６、林大担当として刊行された。本研究では 1994 年刊行
のフロッピー版を用いた。














歌集名 勅/院宣 成立 撰者 首
1. 古今集 醍醐天皇 *905 紀友則, 紀貫之, 凡河内躬恒, 壬生忠岑 1111
2. 後撰集 村上天皇 *951 清原元輔, 紀時文, 源順, 大中臣能宣, 坂上望城 1425
3. 拾遺集 花山院 *1007 花山院 1351
4. 後拾遺集 白河法皇 1086 藤原通俊 1218
5. 金葉集 白河院 *1124 源俊頼 712
6. 詞花集 崇徳院 *1144 藤原顕輔 415
7. 千載集 後白河院 1188 藤原俊成 1288
















品詞タグ付けシステム kh (山元, 2007b)で単位分割し、品詞情報を加えた (A)7。次に、そ




















t2c が利用する辞書データには、一般語 (BG)、地名 (CH)、人名 (PN)の３種類がある。
一般語の辞書 (BG) には旧版分類語彙表 (中野他, 1994)の索引データを利用した。分類語彙



























11 自然言語処理でよく用いられる日本語語彙大系 CD-ROM版 NTTコミュニケーション科学基礎研究所 (1999)
は「30 万語の収録語は 3000 種の意味分類を用いて定義されており、最大規模の日本語シソーラスとなって
います」と謳っているが、意味体系の記述は分類語彙表を踏襲している。ただし、日本語語彙大系では固有名
詞が充実している。
12 田島 (1999, p.120–2)による新設コードは、5.接頭辞、6.接中辞,7.接尾辞、8.助詞、9.助動詞、10.補助動
詞・補助形容詞、11. 関係詞、12. 語尾、13. 前置詞・介詞、14. 意味不明、15. 固有名詞 16. 記号であるが、


















































































































01:000002:0001 A00 BG-01-4240-01-0100 袖 そで 袖 02
01:000002:0002 A00 BG-02-5130-01-2100 漬つ ひつ 漬つ 47
01:000002:0003 A00 BG-08-0064-16-0100 て て て 64
01:000002:0004 A00 BG-02-1515-08-0105 掬ぶ むすぶ 掬ぶ 47
01:000002:0005 A00 BG-09-0010-04-0200 き き き 74
01:000002:0006 A00 BG-01-5130-03-0201 水 みづ 水 02
01:000002:0007 A00 BG-08-0061-07-0100 の の の 61
01:000002:0008 A00 BG-02-5160-01-0101 凍る こほる 凍る 47
01:000002:0009 A00 BG-09-0010-03-0300 り り り 74
01:000002:0010 A00 BG-08-0061-10-0100 を を を 61
01:000002:0011 A00 BG-01-1624-02-0100 春 はる 春 02
01:000002:0012 A00 BG-02-1513-01-0100 立つ たつ 立つ 47
01:000002:0012 A10 BG-02-1521-06-0200 立つ たつ 立つ 47
01:000002:0012 A20 BG-02-3330-11-0200 立つ たつ 立つ 47
01:000002:0012 A30 BG-02-3391-02-1100 立つ たつ 立つ 47
01:000002:0013 A00 BG-01-1641-02-1100 今日 けふ 今日 02
01:000002:0014 A00 BG-08-0061-07-0100 の の の 61
01:000002:0015 A00 BG-01-5151-01-0100 風 かぜ 風 02
01:000002:0016 A00 BG-08-0065-14-0100 や や や 65
01:000002:0017 A00 BG-02-1550-05-0200 解く とく 解く 47
01:000002:0017 A10 BG-02-3060-09-0400 解く とく 解く 47



























表 5: シソーラスコード「食料」（BG-01-43）を八代集シソーラスより検索した結果: 先頭の数
字は行番号。次の２桁は歌集を示す。後拾遺 1095番には２品が出現する。
1 01 000708 0005 A00 BG-01-4330-03-0100 塩 しほ 塩
2 01 000758 0005 A00 BG-01-4330-03-0100 塩 しほ 塩
3 01 000894 0009 A00 BG-01-4330-03-0100 塩 しほ 塩
4 02 001095 0001 A00 BG-01-4330-03-0100 塩 しほ 塩
5 02 001095 0014 A00 BG-01-4310-08-0700 蓼水 ただみ 蓼水
6 03 000423 0005 A00 BG-01-4330-03-0100 塩 しほ 塩
7 03 001350 0006 A00 BG-01-4310-02-0201 飯 いゐ 飯
8 04 001203 0005 A00 BG-01-4310-06-0102 餅 もちひ 餅
9 05 000501 0007 A00 BG-01-4321-01-0600 磯干鯛 いそひたひ 磯干鯛
10 08 001115 0004 A00 BG-01-4330-03-0100 塩 しほ 塩
11 08 001590 0007 A00 BG-01-4330-03-0100 塩 しほ 塩
12 08 001592 0005 A00 BG-01-4330-03-0100 塩 しほ 塩






ターミナル環境)で、シソーラスのファイル名を hachidaishu.db とし、これを grep で検
索するなら、







見）の名前を掛けている歌である (片桐, 1990, p.325)。【拾遺 1350】の聖徳太子の歌は「飯
に飢へて」なので美食の歌ではない。【後拾遺 1203】「三日の夜の餅は喰はじ」は「新婚三
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の意味を弁別する手法を提案している．英語の動詞を対象とした同様の試みが Fukumoto and Tsujii
(1994)によって報告されている．Bordag (2006)は，対象単語を含みかつ互いによく共起する単語の
3つ組をコーパスから生成し，それらをクラスタリングすることで単語の意味を推定する手法を提案





















文脈ベクトル ci は，wi の周辺に現われる単語で wi を特徴付けるベクトルである．すなわち，あ





まず，コーパスから，単語 ck を行，文書 dl を列とする共起行列Ac を作成する．Ac の要素 ai,j
は，単語 ck が文書 dl に出現した回数とする．コーパスとして「Yahoo!知恵袋」コーパスを用いた．
このコーパスは Yahoo!知恵袋に掲載された 45,725組の質問と回答から構成される約 500万語のテ
キストである．ここでは，質問と回答の組を 1つの文書とみなした．共起行列Ac の行を構成する
単語 ck として，コーパスにおける出現頻度の上位 20,000個の自立語を選定した．ただし，コーパ
ス全体の 1割以上の文書に出現する単語は一般的すぎるとみなして除いた．次に，行列 Ac に対し
て LDA(Latent Dirichlet Allocation) (Blei et al., 2003) を適用した．LDAは，PLSI(Probabilistic
Latent Semantic Indexing) (Hofmann, 1999) と同様に，トピックと単語の関連性を表わす確率パラ
メタを学習する手法である．ここでは，LDAによって得られる確率パラメタP (ck|zm)を利用する．
zm は隠れ変数であり，直観的にはトピックを表わす．したがって，P (ck|zm) はトピック zmと単語
ckの関連の強さを表わす．LDAでは隠れ変数の数はあらかじめ定める必要があり，本論文では 50と






以上の前処理を経て，インスタンス wi の文脈ベクトル ci を以下のように作成する．文脈ベクト
ルは単語を要素とするベクトルとする．もし，wi の周辺に自立語 cij が出現したなら，ci 中の cij の
重みを 1とする．さらに，cij が Zm に含まれているなら，Zm 中の残りの単語について，ci 中のそ









る単語は一般的すぎるとみなして除く．行列Aaの要素 ai,j は，単語 ciと単語 cj が同じ文書に共起
した回数とする．次に，Aa の各列 (a1,j , · · · , a10000,j)T を単語 cj の共起ベクトル o(cj) とする．す
なわち，頻度の上位 10,000語の単語に対して 10,000次元からなる共起ベクトル o(cj)を得る．





すなわち，ai は，wi の周辺に現われる自立語 cj に対する共起ベクトル o(cj)の和と定義する．ただ









次に，インスタンス wi に対し，wi を含む文書を di とおく．di を PLSIの学習データに含まれな
い未知の文書とみなして，確率パラメタ P (zm|di)を Folding-in (Hofmann, 1999)と呼ばれる EMア
ルゴリズムによって推定する．最後に，wi のトピックベクトル ti を式 (3)のように定義する．
ti = ( P (z1|di), · · · , P (zM |di) )T (3)
すなわち，トピックベクトル ti は，PLSIの隠れ変数 zj を要素とし，P (zj|di) を重みとする特徴ベ





本研究では教師なしクラスタリングアルゴリズムである k-means法 (MacQueen, 1967)を用いて
wi のクラスタリングを行う．k-means法ではあらかじめクラスタの数 kを定義する必要がある．ク
ラスタの数は，ここでは単語の語義の数に相当する．本来なら単語が持つ語義の数も自動的に決定す
るべきであるが，本論文では仮に k = 10とした．語義の数をどのように決定するかは今後の重要な
課題である．また，特徴ベクトル間の類似度はコサイン類似度で測った．
2.2.2 複数の特徴ベクトルの併用
本研究では 2.1 項で述べた 4種類の特徴ベクトルをクラスタリングすることで単語の意味を弁別す
る．ところが，予備実験の結果，意味を最もよく弁別できる特徴ベクトルは単語によって異なること




クラスタリングの結果をC = {Ci}とおく．Ci はひとつのクラスタを表わす．Ci を構成する単語





















るかを定量的に測る尺度である．すなわち，intra(C) は，各クラスタ Ci に対し，クラスタ内の要
素 wij の特徴ベクトル vij とそのクラスタの重心 giの類似度 (sim(vij , gi))の平均を求め，その評価
値を全てのクラスタに対して足し合わせた値と定義する．ただしNiは Ci の要素数を表わす．一方，
式 (6)で定義したクラスタ間類似度 inter(C)は，2つのクラスタがどれだけ互いに類似しているか
を定量的に測る尺度であり，2つのクラスタ Ciと Cj の重心 giと gj の類似度の平均と定義する．こ
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こでN はクラスタの個数を表わす．最後に E(C)を intra(C)と inter(C)の比と定義する (式 (4))．
本研究では，E(C)の大きさが大きければ大きいほど，すなわちクラスタ内の各要素がそのクラスタ
の重心と近い位置にあればあるほど，また生成されたクラスタが互いに遠い位置にあればあるほど，





























式 (8)で定義した rel-intra(C)は相対的に評価したクラスタ内類似度を表わす．式 (5)の intra(C)と
異なり，rel-intra(C)では vij と giの類似度を評価する際，クラスタ内で最も重心との類似度が大き
い特徴ベクトルをまず求め，それと重心との類似度 maxj sim(vij , gi) との比を取ることで，vij と gi
の近さを相対的に評価している．一方，式 (9)で定義した rel-intra(C)は相対的に評価したクラスタ
間類似度を表わす．ここで， Gは各クラスタ Ci の重心 gi の平均ベクトルである．式 (9)と同様に，














て「カバー」の語義を図 1に示す．図 1 において，*は岩波国語辞典にないために新設した語義であ
る．また，[ ]内の数値は，その語義が正解として付与されたインスタンスの数を表わす．










(2) ∗ 楽曲を別の人が演奏または歌ったりすること． [22]
(3) 足りないことを補うこと． [22]


















まず，インスタンス wi を単独の特徴ベクトルで表現したときのクラスタリングの結果を表 1に
示す．
表 1: 特徴ベクトルを単独で用いたときの結果
隣接 文脈 連想 トピック ランダム
Purity 0.775 0.737 0.777 0.764 0.706
I-Purity 0.271 0.220 0.293 0.282 0.158




次に，23個の対象単語について，最も高い Purityまたは Inverse Purityが得られた特徴ベクトル
を調べた．その結果を表 2 に示す．
表 2: 最も良い結果が得られた特徴ベクトルの内訳
隣接 文脈 連想 トピック
Purity 12 0 7 4
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The Annotation Schemes of the Japanese FrameNet 























ム」とは、agent や patient などの、動詞がとることができる抽象的な格を指していた。し
かしながら、このような抽象的な格では、言語的に記号化しうるすべての参与者間のやり
取りを記述することができないことが後に明らかになった（藤井・小原 2003、長谷川・小
原 2006、 Baker 2006）。格文法における agent や patient などの抽象的な「格」のかわ
りに、フレーム意味論ではある意味フレームにおける参与者を「フレーム要素」(Frame 
Element)と呼んでいる。 
JFN は、アメリカ・バークレーで 1997 年以来構築中の英語語彙情報資源 FrameNet
（FN)との共同研究プロジェクトとして 2002 年 7 月に活動を開始した（小原他 2005, 小原










 JFN のアノテーション体系と手法は基本的に FN のものを踏襲している。すなわち、タ
ーゲット（アノテーション対象となる語彙項目）を含む文に対して文単位でアノテーショ
ンを行い、その際英語フレームネット同様に複数の層に対して行う（図 1 参照）。主な層は、
フレーム要素を付与する FE（Frame Element）層、Ext や Obj などの文法機能を付与する GF
（Grammatical Function）層、NP や VP といった句タイプを付与する PT（Phrase Type）層で





























る「聴く」が喚起する Perception_active フレームとは別に、Benefaction フレーム




図 2 フレーム要素の区別 
 





な条件下でゼロ表示が起こるのかを語彙的に記録していくために、JFN では FN の方法を
踏襲しゼロ表示のアノテーションを行っている。すなわち、構文理論におけるゼロ表示の
分析に基づき、ゼロ表示を以下の四種類に区別している。Definite Null Instantiation (DNI、
限定指示的ゼロ表示)、Indefinite Null Instantiation(INI、非限定指示的ゼロ表示)、









（2）平日朝 10 時から正味 6 分 10 秒流れる。 




















































Motion フレーム  




 目下 GF (Grammatical Function) 層のラベルとしては、英語フレームネットの種類と同
じものをアノテーション支援ツール上に表示させているが、実際にターゲット動詞のアノ
テーションに現在使っているラベルは、Ext (External NP、主語)、Obj (Obj、直接目的語)、
Dep (Dependent、主語・直接目的語以外のもの)の三種類である。Obj というラベルは受動
文の主語となるもののみに付与するものなので（cf. Ruppenhofer et al. 2006: 93）、(7)のよ
うに格助詞「を」を伴う名詞句であっても Dep を付与することが多い（cf. 久保谷その他. To 
Appear）。 
 
Perception_active フレーム  
(7) 高瀬 は それとなく ドア の 隙間 から [家 の 内部 を] うかがっ た 。 
（「家の内部を」：GF=Dep）      
Theft フレーム 
(8) 静岡 で 中学 ３ 年生 ら ３ 人 が 民家 から ３ ０ ０ 万 円 入り [金庫 を] 盗む。 
（「金庫を」：GF=Obj）      
 
３．４．後置詞の同定 










 (9)  ５ ２ 歳 の 主婦 が 、 離婚 を きっかけ に すべて を 捨て [愛犬 と] トルコ 
へ 渡る 。 
（[愛犬 と]：格助詞なので Postpos=NP） 
(10) その 、 へん な 子ども が 、 つかつか と は いっ て き た の で 、 たけし く
ん と きみ子 ちゃん が 、 びっくり し て 見 て いる と 、 子ども は 、 たけ
し くん の 前 で 、[ぴたりと] 止まり まし た 。 
（[ぴたり と]：副詞の一部なので Postpos 層のアノテーション不要） 
(11) [ブナ など の 原生 林 の 遊歩道 を 約 ２ ０ 分間 歩く と] 着く 。 
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Automatic News Article Summarization
by Imitating Summary Instances
Kazuhide Yamamoto
(Department of Electrical Engineering, Nagaoka University of Technology)
1 はじめに
自動要約の研究は入力文書からタイトルや文の位置、使われている単語の頻度情報を考慮して
文に対して重要度を計算する重要文抽出 (Zechner 1996) の研究が古くから行われ、現在でも主
流である。また、1文内で語に対して重要度を計算し、その重要度に基づいて 1文を圧縮する文
圧縮の研究 (小黒玲 他 2001)も行われるようになってきた。
これに対し、我々は重要度の設定を行わずに複数文の情報を含んだ 1文要約を行う「用例利用

































































事務所 :: 支店 (0.221)、室 (0.22)、センター (0.21)、· · ·
値上げ :: 引き上げ (0.24)、値下げ (0.22)、引き下げ (0.22)、· · ·
























経路列Wp = {n0, n1, n2, · · · , nm}2に対し、以下のスコアを最大にするような経路を求める問
題を考える。このとき最適経路列 Ŵp は以下で与えられる。












N(ni) = α · particle(ni) + β · NEtag(ni) + γ · MI(ni) (3)





































文を作成するが、1文目→5文目→2文目→10 文目の様に 1つ 1つの文節があまりにも様々な
文を跨いで組合わさるようなものは多くの話題が混在することとなり、連接も悪くなる。そのた
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Research on Semi-supervised Clustering for Collecting  
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Minoru Sasaki (Faculty of Engineering, Ibaraki University)  












































い場合にペナルティを課す方法である（Basu 2002, Basu 2004, Wagstaff 2001, Bilenko 2004）。
２つ目の手法は、制約情報を満たすようにデータ間の距離に変更を加えて、その距離情報

























が可能な TF を利用することとする。しかし、TF を利用した場合、追加する素性として
コサイン類似度を用いていることもあり、追加する素性の値と範囲が大幅に異なる場合が






























図 1 文書関連度を追加した特徴行列の作成 
４．クラスタリング 
クラスタリングの対象となる文書数 n とし、そこから抽出される単語数を m、関連度
を追加するために用いる他の文書集合に含まれる文書数を l とすると、関連度を追加した



























表 1 記事集合の記事数とクラスタ数 
記事集合 記事数 クラスタ数 
A 121 13 
B 119 12 





における 12 種類程度の類似した内容の文書を抽出して、それぞれ 120 件程度の文書集合
を構成した。また、同じ記事内容について書かれているものに対しては同じクラスタに属












表 2 各記事集合におけるエラー数の比較 
記事集合 追加なし A追加 B追加 C追加 
A 39 － 37 24 
B 30 12 － 29 





することができた。また、追加する記事集合について実験結果を分析すると、記事集合 B に 
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Adverbs and Clause-Final Modality Collocations in Various Corpora 
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の共起関係についての詳しい分析結果は Srdanovic ら（2008）参考されたい。Oikawa と NUJCC につい
ては Bekes（2006）を参考されたい。 
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• 理工系教科書：16K（16 冊分の大学理系基礎科目教科書） 
• 白書：KokkenOW（BCCWJ の部分となっている政府系白書のサンプル） 
• 書籍：KokkenBK（BCCWJ の部分となっている書籍サンプル） 
• 新聞記事：Mai2002（一年間の毎日新聞データ） 







３.１ 推量的副詞の分布                       
複数コーパスにおける推量的副詞の分布の相対頻度をパーセントで示している。それぞ
れのコーパスにおける副詞分布はそのコーパスの特徴を現している。 
表 1 複数コーパスにおける推量的副詞の分布34 
   
                                                  
3表中にそれぞれの代表的なモダリティタイプを列挙した。詳細は 3.2 節で述べる。Srdanovic ら（2008）
で明らかになったように、モダリティタイプはコーパスにより変化する場合もある（”kitto”は NEC/EXP） 
4（1）”yohodo”&”yoppodo”は Kudo と Oikawa コーパスでは同一語として分析している。”zettai”&”zettaini”
は Kudo と NUJCC コーパスでは同一語として分析している”moshikashitara”&”moshikasuruto”は
NUJCC コーパスでは同一語として分析している。 

























ついては 4 章で述べる。 























ある Oikawa とウェブの KokkenOC がなすグループである。両方とも同じ特徴を示しており、
主観性を表す EXP に所属する副詞の頻度が最も高く、NEC 系の副詞の頻度が比較的高い。 
 




聞データの Mai2002 が加わっている場合も同様である。JpWaC と KokkenBK は、むしろ、
まず、広く EXP と（それに比べていくらか頻度が低い CON）に所属している主観性を示唆























































































表 3 白書コーパスにおける副詞とモダリティ形式との共起（確信モダリティタイプ） 
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