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DEFINABLE MAXIMAL DISCRETE SETS IN FORCING
EXTENSIONS
DAVID SCHRITTESSER AND ASGER TO¨RNQUIST
Abstract. Let R be a Σ11 binary relation, and recall that a set A is
R-discrete if no two elements of A are related by R. We show that
in the Sacks and Miller forcing extensions of L there is a ∆12 maximal
R-discrete set. We use this to answer in the negative the main question
posed in [5] by showing that in the Sacks and Miller extensions there is
a Π11 maximal orthogonal family (“mof”) of Borel probability measures
on Cantor space. A similar result is also obtained for Π11 mad families.
By contrast, we show that if there is a Mathias real over L then there
are no Σ12 mofs.
1. Introduction
(A) The present paper studies the definability of what in various con-
texts is called either independent sets, orthogonal families, or antichains. To
capture these notions at once, we adopt the nomenclature of [18] and make
the following definition:
Definition 1.1. Let R be a binary relation on a set X. A set A ⊆ X is
called R-discrete iff
(∀x, y ∈ A) x 6= y =⇒ ¬(xR y).
By a maximal R-discrete set we mean an R-discrete set which is maximal
under inclusion among R-discrete sets.
The above definition is familiar in the context of graphs, i.e. symmetric
irreflexive relations, where discrete sets are often also called independent
sets.
Another situation in which maximal discrete sets are of interest is when
R is a compatibility relation, i.e. when R is symmetric and reflexive. Such
relations often arise from a preorder: if  is a preorder, then the associated
compatibility relation R is defined by
x R y ⇐⇒ (∃z)z  x ∧ z  y.
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In this context, an R-discrete set is often called an antichain for .
A straight-forward transfinite induction shows that maximal discrete sets
always exist for any binary relation R. However, the definability of such
maximal discrete sets may be contentious. In Go¨del’s constructible universe
L any Σ11 (i.e. effectively analytic) binary relation admits a ∆
1
2 maximal dis-
crete set, a fact that follows routinely from the existence of a ∆12 wellordering
of the reals in L of order type ω1, with a good coding of initial segments. On
the other hand, if we let Γ be the Fσ (in fact Σ
0
2) graph on 2
ω where x Γ y
iff x and y differ on exactly one bit, then a routine Baire category argument
shows that Γ admits no Baire measurable maximal discrete set, and so by
[10, Theorem 0.10] there is no ∆12 maximal Γ-discrete set if there is a Cohen
real over L. The situation is parallel with random reals.
The first goal of this paper is to show that the above failure does not
persist in all forcing extensions of L with new reals.
Theorem 1.2. Let R be a Σ11 binary relation on an effectively presented
Polish space, and let x be a Sacks or Miller real over L. Then there is a ∆12
maximal R-discrete set in L[x].
A suitably relativized version of the previous theorem applies more gen-
erally to R which are Σ11[a] for some real parameter a.
(B) Our main application of Theorem 1.2 is to the compatibility relation
that comes from absolute continuity of Borel probability measures. Recall
that if µ and ν are (non-trivial) measures on a measurable space X, then
we write µ ≪ ν just in case every set which is null for ν is also null for µ.
Two measures µ and ν that are not compatible in ≪ are called orthogonal,
written µ ⊥ ν. By the Lebesgue decomposition theorem, for Borel probabil-
ity measures this is equivalent to that there exists a Borel set A ⊆ X such
that ν(A) = 1 and µ(A) = 0.
Orthogonal families of measures in the Polish space P (X) of Borel prob-
ability measures on a Polish space X (see [14, Theorem 17.23, p.127]) show
up in many different contexts, including representation theory, ergodic the-
ory and operator algebras, see e.g. [21, 23]. Interest in the definability of
maximal orthogonal families of measures (abbreviated mof s) can be traced
back to the following question posed by Mauldin: If X is a perfect Polish
space, is there an analytic maximal orthogonal family in P (X)? The answer
turns out to be no, as shown by Preiss and Rataj [20]. A new proof of this
fact was provided by Kechris and Sofronidis [15] based on Hjorth’s turbu-
lence theory. Later, it was shown by Fischer and the second author [5] that
if V = L then there is a Π11 (lightface) mof in P (2
ω). On the other hand,
[5] and [3] established that if there is a Cohen or random real over L there
are no Π11 mofs.
The seemingly restrictive nature of Π11 mofs motivated the following ques-
tion in [5]: If there is a Π11 mof in P (2
ω), must all reals be constructible?
Further compounding the intrigue, we will see in §2 below that no Π11 mof
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contained in L remains maximal in any extension of L with new reals. Nev-
ertheless, in this paper we will answer the above question in the negative by
showing:
Theorem 1.3. If x is a Sacks or Miller real over L, then in L[x] there is a
Π11 mof in P (2
ω).
A counterpoint to this is obtained in the last section, where the following
is shown:
Theorem 1.4. There are no Π11 mofs in the Mathias extension of L.
Another application of Theorem 1.2 is to maximal almost disjoint families
(“mad” families) of subsets of ω. Such families are precisely the discrete sets
for the compatibility relation that we get from the preorder ⊆∗, inclusion
modulo a finite set, in [ω]ω. The study of the definability of mad families
has a long history, see e.g. [17, 6, 4, 2, 25]. From Theorem 1.2 and [24] we
get:
Theorem 1.5. If x is a Sacks or Miller real over L, then in L[x] there is a
Π11 mad family in [ω]
ω.
(C) The paper is organized as follows: In §2 we show there can be no
indestructible Σ12 mof in L[a]. In §3, after we review some well-known facts
about Sacks and Miller forcing, we prove a slightly more general version of
Theorem 1.2. We also list some general properties of forcings which allow
the proof to go through. In §4, we apply this to mofs and show that if there
is a Σ12 mof, there is a Π
1
1 mof. §5 presents an argument that a Mathias real
over L[a] rules out the existence of a Σ12[a] mof. Using the same ideas, we
sketch a new proof that there is no analytic mof. We close in §6 with open
questions.
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use in the proof of Corollary 3.5.
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2. There is no indestructible Σ12 mof in L
In this brief section we prove that there is no hope of finding a Σ12 mof
in L that survives in an outer model which has new reals. The proof can
be seen as be a warm-up for Theorem 5.1. The key property of ≪ that we
use is the so-called ccc-below property: If µ ∈ P (X), then any orthogonal
family of measures F such that ν ≪ µ for all ν ∈ F must be countable.
For the following, we view P (2ω) as an effectively presented Polish space
in precisely the manner described in [5].
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Theorem 2.1. Suppose L “A is a Σ12 mof in P (2ω)”, and suppose there
is x ∈ P(ω) \ L. Then A is not maximal (in V ).
Proof. Note that for a Σ12 set A ⊆ P (2ω), the formula expressing ‘A is
orthogonal’ is Π12 and hence absolute. Thus, the theorem has the following
equivalent form: if A is a Σ12 mof in P (2ω) such that A ⊆ L, then P(ω) ⊆ L.
For this, suppose A is a Σ12 mof. From the product measure construction
in [15, p. 1463] it follows easily that there is a Π01 Cantor subset of P (2
ω) of
pairwise orthogonal measures; let Y be such. Define
R = {(µ, ν) ∈ Y ×A : µ 6⊥ ν}.
Then R is Σ12 and we can find a Σ
1
2 function F that uniformizes R. Since
A is maximal, F is a total function from Y to A. Morever, the ccc-below
property of ≪ implies that F is countable-to-one. The Mansfield-Solovay
perfect set theorem (see e.g. [11, Theorem 25.23, p. 492]) now implies that
all reals are constructible: Indeed for every ν ∈ A, the set F−1(ν) is Σ12(ν)
and countable, and so contains only constructible reals. Thus all elements
of Y are constructible, and since Y is ∆11-isomorphic to 2
ω, it follows that
all reals are constructible. 
3. ∆12 maximal discrete sets in the Sacks or Miller extension
In this section, we prove Theorem 1.2 in the following, slightly stronger
form:
Theorem 3.1. Let x be a Sacks or Miller real over L[a], a ∈ ωω. For any
Σ11[a] binary relation R on ωω there is a ∆12[a] predicate which defines a
maximal R-discrete set in both L[a] and L[a][x].
The theorem applies to arbitrary effectively presented Polish spaces, since
any two uncountable such spaces are ∆11 isomorphic. The argument also ap-
plies more generally to arboreal forcing notions satisfying certain conditions,
which we list in Theorem 3.10.
Before delving into the proof, we collect a few preliminaries about Sacks
forcing S and Miller forcing M. Firstly, we need the following elementary
fact about descriptive complexity calculations and the forcing relation. Let
P ∈ {S,M}. In either case, we denote by x˙G the name for the generic real.
Fact 3.2. If ϕ(x, y) is a Π11 formula, the set
{(p, a) ∈ P× ωω : p P ϕ(x˙G, aˇ)}
is Π11.
Proof. We treat the case S in detail. Clearly, p S ϕ(x˙G, aˇ) if and only if
the analytic set
A = {x ∈ [p] : ¬ϕ(x, a)} (3.1)
is countable: if A is uncountable, then by the perfect set theorem there is a
condition q ≤ p with [q] ⊆ A, and q S ϕ(x˙G, aˇ) by Π11-absoluteness; if, on
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the other hand, A is countable, then 1S  x˙G /∈ Aˇ, and by Π11-absoluteness
p  (∀x ∈ [pˇ] \ Aˇ) ϕ(x, aˇ), proving the equivalence.
IfA is countable, the effective perfect set theorem [19, Theorem 4F.1, p. 243]
gives
{x ∈ 2ω : ¬ϕ(x, a)} ⊆ Lωa
1
[a].
In fact, the proof shows that there is a sequence (xn)n∈ω ∈ Lωa
1
[a] such that
{x ∈ 2ω : ¬ϕ(x, a)} = {xn : n ∈ ω}.
Thus p S ϕ(x˙G, aˇ) if and only if
(∃(xn)n∈ω ∈ ∆11[a])(∀x)¬ϕ(x, a) =⇒ (∃n)x = xn,
which is Π11 by [16, Corollary 4.19, p. 53].
For M, p M ϕ(x˙G, aˇ) precisely if {x ∈ 2ω : ¬ϕ(x, a)} is contained in a
Kσ set by [13] (or see [14, Corollary 21.23, p. 178]). The rest of the proof is
analogous to the above. 
Secondly, we will use the following well-known fact to give us a practical
way of talking about names for reals. For the sake of completeness, we
include a proof. For the rest of this section, let A = ω when P = M, and
A = 2 when P = S.
Fact 3.3. Sacks and Miller forcing forcing have continuous reading of names
for reals: If p ∈ P, x˙ is an P-name and p  x˙ ∈ ωω, then there is η : Aω → ωω
continuous and q ≤ p such that q  η(x˙G) = x˙.
Any continuous function η : Aω → ωω arises from a monotone map be-
tween trees ϕ : A<ω → ω<ω; in the notation of [14, Definition 2.5, p. 7],
η = ϕ∗. So we can regard the countable object ϕ as a ‘code’ for η. To say
that ϕ gives rise to a total function is Π11, whence absolute. We adopt the
convention that, when considering the function η in a forcing extension, if
η is coded by ϕ in this sense then η is always identified with the function
defined by the code ϕ. Without this convention the statement itself of Fact
3.3 makes little sense.
Proof of Fact 3.3. For n ∈ ω, the set Dn of p ∈ P which decide a value
for x˙(nˇ) is dense and open. We construct q in a typical fusion argument:
let p0 = p and inductively find pn+1 ≤ pn such that pn+1 ∩ An = pn and
whenever s ∈ An, then (pn+1)s ∈ Dn, where (pn+1)s = {t ∈ pn+1 : s ⊆ t}.
Let q be the greatest lower bound of the sequence p0, p1, . . . (it exists as only
finitely many changes occur on each An).
For each n ∈ ω there are sequences {sn0 , sn1 , . . .} ⊆ An and {kn0 , kn1 , . . .} ⊆
ω such that {sn0 , sn1 , . . .} = q ∩An and
q  sˇni ⊆ x˙G =⇒ x˙(nˇ) = kˇni .
For r ∈ [q], defining η(r)(n) = kni whenever sni ⊆ r, we have that η : [q]→ ωω
is continuous and q  η(x˙G) = x˙. We can easily extend η to a continuous
function defined on all of Aω. 
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Lastly, we need a Ramsey-theoretic statement, Corollary 3.5 below, which
in the Sacks case follows from the following theorem due to Galvin (see [14,
Theorem 19.7, p. 145]).
Theorem 3.4 (Galvin’s Ramsey theorem for Polish spaces). Let X be a
perfect Polish space, and suppose
[X]2 = P0 ∪ P1
is a partition of [X]2 into Baire measurable pieces. Then there is C ⊆ X
perfect and i ∈ {0, 1} such that [C]2 ⊆ Pi.
Given a binary relation R, a set A is called R-complete iff
(∀x, y ∈ A) x 6= y =⇒ xR y.
Corollary 3.5. Let R be an analytic relation on a standard Borel space X,
let η : Aω → X be a Borel function and let p ∈ P. Then there is q ∈ P such
that q ≤ p and either η([q]) is R-complete, or η([q]) is R-discrete.
Proof. For P = S, assume R is symmetric and let X = [p] and
P0 = {{x, y} ∈ [X]2 : η(x)R η(y)},
P1 = [X]
2\P0. Let C be given by Galvin’s theorem and pick q ∈ P such that
q ≤ p and [q] = C. If [C]2 ⊆ P1 then η(C) is R-discrete and if [C]2 ⊆ P0
then η(C) is R-complete.
For P = M, as was pointed out by Stevo Todorcˇevic´, we may use [22,
Corollary 5.68, p. 121] instead of Theorem 3.4 to derive the result. 
Remark 3.6. In the previous corollary, it is perfectly acceptable that η is
constant, say. In that case η(2ω) is both R-complete and R-discrete at the
same time.
Definition 3.7. For R and η as in Corollary 3.5, call q ∈ P a Galvin witness
for η (and R) if η([q]) is either R-complete or η([q]) is R-discrete.
Note that η([q]) being R-discrete is Π11[a] uniformly in η and q, and η([q])
being R-complete is Π12[a]. In particular both are absolute for class models
by Levy-Shoenfield, and thus so is the property of being a Galvin witness.
Now we are ready to prove the main theorem of this section:
Proof of Theorem 3.1. Let R ⊆ (ωω)2 be Σ11[a]; the proof relativizes easily
to the parameter a, so we suppress it below.
It suffices to produce a Σ12 formula ϕ which defines a maximal R-discrete
set in any P-generic extension of L, since if A is Σ12 and maximal R-discrete
set, then A is in fact ∆12, since
x 6∈ A ⇐⇒ (∃y ∈ A) xR y ∧ x 6= y.
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Below we identify P × C(Aω, ωω) with a Π11 subset of ωω, by identifying
both C(Aω, ωω) and P with subsets of ωω (see the remark after Fact 3.3)
and identifying ωω and (ωω)2 via some fixed effective bijection1.
Working in L, fix an enumeration 〈(pξ, ηξ) : ξ < ω1〉 of P × C(Aω, ωω)
such that
ξ < δ =⇒ (pξ, ηξ) <L (pδ, ηδ).
By recursion on ω1, we will define a sequence 〈qξ : ξ < ω1〉, such that the
following are satisfied:
(i) qξ is a (not necessarily perfect) subtree of pξ.
(ii) If pξ 6 (∀δ < ξ)(∀y ∈ [qδ]) ηξ(x˙G) 6R ηδ(y) then qξ = ∅.
(iii) If (ii) fails and q ∈ S is ≤L-least such that q ≤ pξ and
(∀x ∈ [q])(∀δ < ξ)(∀y ∈ [qδ]) ηξ(x) 6R ηδ(y), (3.2)
then
(iv.a) if ηξ([q]) is R-discrete then qξ = q;
(iv.b) if (iv.a) fails then qξ ⊆ q is the pruned subtree whose unique
branch is the left-most branch of q.
(iv) The set A0 = {(qξ, ηξ) : ξ < ω1} is a Σ12.
Above it is implicit in (iii) that q exists; this follows since in case (iii) the
analytic set
{x ∈ [pξ] : (∃δ < ξ)(∃y ∈ [qδ]) ηξ(x)R ηδ(y)}
must be countable, since otherwise (ii) applies.
Suppose for now that 〈qξ : ξ < ω1〉 satisfies (i)–(iv) above. Then let ϕ(y)
be the Σ12 formula
(∃q, η)(∃x ∈ [q])(q, η) ∈ A0 ∧ y = η(x).
Clause (iii) ensures that ϕ defines an R-discrete set in any model. For
maximality, suppose, seeking a contradiction, that
p  (∃x ∈ ωω)(¬ϕ(x) ∧ (∀y)(ϕ(y) =⇒ x 6R y)).
Then there is a total continuous function η : Aω → ωω such that
p  ¬ϕ(η(x˙G)) ∧ (∀y)(ϕ(y) =⇒ η(x˙G) 6R y). (∗)
By Corollary 3.5, we may assume that p is a Galvin witness for η, since we
otherwise can replace p by a stronger condition.
Let δ be such that (p, η) = (pδ, ηδ). Then clause (ii) fails for pδ, and so
clause (iii) applies. Let q ≤ pδ be as in clause (iii).
If ηδ[q] is R-discrete then qδ = q. Since q  xG ∈ [q] it follows that
q  ηδ(x˙G) ∈ A, contradicting that p  ¬ϕ(η(x˙G))).
1For the case A = 2, we could alternatively use that the set of continuous functions
C(2ω, ωω) has an effective presentation as a Polish metric space, and so we can regard it
as a Π02 subset of 2
ω.
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So it must be that η([q]) is not R-discrete, and so clause (iv.b) applies.
Since p is a Galvin witness for η, it follows that η([p]) is R-complete. Let
z ∈ [qδ] be the unique branch through qδ. Then
(∀x ∈ [p]) η(x) = η(z) ∨ η(x)R η(z),
and since this is Π12[z], it follows by Shoenfield’s absoluteness theorem that
p  η(x˙G) = η(z) ∨ η(x˙G)R η(z), contradicting (∗).
It is routine that 〈qξ : ξ < ω1〉 satisfying (i)–(iii) above can be found. In
fact, (i)–(iii) determine the sequence 〈qξ : ξ < ω1〉 uniquely. So proving the
following claim will finish the proof.
Claim 3.8. The set A0 = {(qξ, ηξ) : ξ < ω1} is Σ12.
Proof of claim: The set of sequences ~x = 〈(p∗n, η∗n) : n ∈ α〉, for α ≤ ω,
such that
(∃ξ < ω1) {(p∗n, η∗n) : n ∈ α} = {(pδ , ηδ) : δ < ξ}. (3.3)
is Σ12; since ≤L is a strongly ∆12 well-ordering of ωω (see [8] or [26]) and
P × C(Aω, ωω) was identified with a Π11 subset of ωω, this follows easily by
the proof of [19, Exercise 5A.1, p. 287]. Let Ψ(~x) be a Σ12 formula equivalent
to (3.3).
Now assume Ψ(~x) holds, ~y = 〈q∗n : n ∈ α〉 enumerates {qδ : δ < ξ}, and
suppose for all δ < ξ we have p∗n = pδ ⇐⇒ q∗n = qδ.
Observe that (ii) and (iii) are Σ12 uniformly in (~x, ~y, pξ, ηξ , qξ): (ii) is Π
1
1 in
the parameters (~x, ~y, pξ, ηξ) by 3.2. The property expressed in (3.2) is Π
1
1 in
(~x, ~y, ηξ , q). Thus, that q be minimal with that property is Σ
1
2 in these pa-
rameters, as ≤L is strongly ∆12 (by ‘closure under bounded quantification’).
Clauses (iv.a) and (iv.b) are Boolean combinations of Σ11 formulas in the
parameters (ηξ, qξ, q) by the remarks following Definition 3.7. Thus, (iii) is
easily seen to be Σ12 in (~x, ~y, pξ, ηξ, qξ).
So we may express the conjuction of (ii) and (iii) by a Σ12 formula
Θ(q, pξ, ηξ, ~x, ~y),
i.e. for ~x and ~y as above, Θ(q, pξ, ηξ, ~x, ~y) holds if and only if q = qξ.
Thus ~y = 〈q∗n : n ∈ α〉, with α ≤ ω, enumerates an initial segment of
〈qξ : ξ < ω1〉 exactly if the following formula holds:
(∃~x) Ψ(~x) ∧ [(∀n ∈ α) Θ(q∗n, p∗n, η∗n, ~x↾n, ~y↾n)]
where ~x↾n = 〈(p∗m, η∗m) : m ∈ α, (p∗m, η∗m) ≤L (p∗n, η∗n)〉 (similarly for ~y↾n).
The formula above is easily seen to be equivalent to a Σ12 formula; it follows
that A0 is Σ12. Claim.⊣

We also get the following effective corollary for Σ11 relations:
Corollary 3.9. Under the hypothesis of Theorem 3.1, if a′ ∈ L[x] and R
is a Σ11[a
′] binary relation on a effectively presented Polish space X, then in
L[x] there is a ∆12[a
′] maximal R-discrete set in X.
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Proof. We may assume X = ωω. If a′ ∈ L, then Theorem 3.1 gives a ∆12[a′]
formula ϕ defining a maximal R-discrete set in L[x]. If a′ /∈ L then L[x] =
L[a′] (as x is of minimal degree, see [7]), and Theorem 3.1 provides a ∆12[a
′]
formula ϕ defining a maximal R-discrete set in L[a′]—and, incidentally,
its Sacks (resp. Miller) extension—starting from the strongly ∆12[a
′] well-
ordering of L[a′]. 
It’s simple to axiomatize a class of forcings for which the above proof goes
through. A forcing P is arboreal if and only if its conditions are perfect trees
on A where A ⊆ ω, ordered by inclusion. Any extension of V by a (P, V )-
generic filter G is generated by the single ‘generic’ real
⋂
p∈G[p]; its name
we denote by x˙PG. A real is called (P, V )-generic over if and only if it arises
in this way. For example, Sacks, Miller, Mathias and Laver are (equivalent
to) arboreal forcings (see e.g. [1] and [7]).
Theorem 3.10. Let P be an arboreal forcing such that:
(A) P has Borel reading of names (in the sense of [27, Proposi-
tion 2.3.1, p. 29]).
(B) If ϕ(x, y) is a Π11 predicate then {(p, a) ∈ P× ωω : p  ϕ(x˙PG, aˇ)}
is ∆12.
(C) The analogue of Galvin’s theorem holds for P: for R as in The-
orem 3.1, a Borel function η : Aω → ωω and p ∈ P, there is q ∈ P,
q ≤ p such that q is a Galvin witness for R and η.
Then the analogue of Theorem 3.1 holds when x is a (P, L[a])-generic real.
We mention without proof that (B) can be replaced by: for all countable
transitiveM and p ∈ P∩M there is q ≤ p s.t. any r ∈ [q] is a (P,M)-generic.
Proof of Theorem 3.10. One difference to the proof of Theorem 3.1 is how
we obtain the enumeration 〈pξ, ηξ : ξ < ω1〉 at the beginning. The second
coordinate now has to enumerate all codes for total Borel functions; the
set of such codes is Π11 (to see this, observe that if f is ∆
1
1[a] then f(x) is
∆11[x, a]; now use [16, Corollary 4.19, p. 53]), so the proof goes through as
before. It remains to notice that when even just requiring (B), clauses (ii)
and (iii) remain Σ12. 
4. A co-analytic mof in the Miller and Sacks extensions
Theorem 4.1. If x is a Miller or Sacks real over L[a], then
L[a][x] |= “there is a Π11[a] mof in P (2ω)”.
This follows immediately from Theorem 1.2 together with the following
lemma.
Lemma 4.2. If there is a Σ12[a] mof in P (2
ω), then there is a Π11[a] mof.
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Proof. We suppress the parameter a below.
The proof is based on a slight simplification of the coding method from
[5]. Let Pc(2
ω) denote the set of atomless Borel probability measures on 2ω,
i.e. µ ∈ P (2ω) such that µ({x}) = 0 for any x. This set is Π02 as a subset of
P (2ω), see [5, Lemma 2.1]. Given µ ∈ Pc(2ω), let y be the left-most branch
of the tree
{t ∈ 2<ω : µ(Ny↾n)},
where Ns = {x ∈ 2ω : s ⊆ x} is the basic open neighborhood determined by
s ∈ ωn.
For µ ∈ Pc(2ω) given, let n(0), n(1), . . . enumerate the infinite set of n
such that µ(Ny↾n⌢0) > 0 and µ(Ny↾n⌢1) > 0 and define G(µ) ∈ 2ω by
G(µ)(i) =
{
0 if µ(Ny↾n(i)⌢0) ≥ µ(Ny↾n(i)⌢1)
1 otherwise.
We say G(µ) is “coded” by µ. As in [5], we can find a ∆11 coding function
F : Pc(2
ω) × 2ω → Pc(2ω) such that for all µ ∈ Pc(2ω) and y ∈ 2ω, F (µ, y)
is absolutely equivalent to µ and codes y, that is, G(F (µ, y)) = y.
Now let A be a Σ12 mof. By possibly modifying A slightly, we may as-
sume that A ∩ Pc(2ω) is a maximal orthogonal family among the atomless
measures. Let R be Π11 such that µ ∈ A ⇐⇒ (∃y) R(µ, y). By Π11
uniformization, we can assume R is a functional relation, i.e.
(∀x ∈ dom(R)) (∃!y) R(x, y).
Fix a Σ01 bijection (x, y) 7→ x ⊕ y from (2ω)2 to 2ω, and let x 7→ (x)i, for
i ∈ {0, 1} be the pair of maps such that for all z ∈ 2ω, z = (z)0 ⊕ (z)1 (i.e.
the components of the inverse of our bijection). Let g : 2ω → Pc(2ω) be a
∆11 bijection.
Define A′ ⊆ Pc(2ω) by letting µ′ ∈ A′ just in case µ′ ∈ Pc(2ω) and
(∀z, µ, y) [z = G(µ′) ∧ µ = g((z)0) ∧ y = (z)1] =⇒
µ′ = F (µ, z) ∧R(µ, y). (4.1)
Then A′ is a maximal orthogonal family of measures in Pc(2ω), since every
µ′ ∈ A is of the form F (µ, z) for some µ ∈ A and z ∈ 2ω.
Clearly A′ is Π11. By enlarging A′ to contain all Dirac measures (i.e.
measures concentrating on a single point), we obtain a Π11 mof. 
5. No Π11 mofs in the Mathias extension
The purpose of this section is to complement Theorem 4.1 by showing
that its conclusion fails when x is a Mathias real over L.
Theorem 5.1. If x is a Mathias real over L[a], then
L[a][x] |= “there is no Σ12[a] mof”.
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In the process of proving this we will also obtain a new proof that there
are no analytic mofs, see the end of this section.
The proof of Theorem 5.1 requires multiple steps. We start by defining a
way of assigning to each x ∈ [ω]ω a product measure on 2ω. Let fx : ω → ω
denote the unique increasing function such that x = fx[ω]. Then define a
sequence αx ∈ [14 , 34 ]ω by
αxn =


1
4 +
1
2
√
f−1x (n)+1
n ∈ x,
1
4 n /∈ x,
and define µx ∈ P (2ω) by
µx =
∏
n∈ω
(αxnδ0 + (1− αxn)δ1),
where δi ∈ P ({0, 1}) is the Dirac measure concentrated at i ∈ {0, 1}. For
x, y ∈ [ω]ω, let
ρ(x, y) =
∑
n∈ω
(αxn − αyn)2.
Note that if z ⊆ y ⊆ x then ρ(y, x) ≤ ρ(z, x).
The intention behind the definition of αx is to be able to use Kakutani’s
theorem on equivalence and orthogonality of product measures. Specifically,
[12, Corollary 1, p. 222] gives
µx ∼ µy ⇐⇒ ρ(x, y) <∞ (5.1)
and
µx ⊥ µy ⇐⇒ ρ(x, y) =∞.
Let then
F = {g ∈ [ω]ω : ρ(g, ω) <∞},
and define a binary operation · on [ω]ω by
x · y = fy ◦ fx[ω].
We can think of the operation x ·y as follows: fy identifies ω and y, and x ·y
is the copy of x inside of y under this identification.
Proposition 5.2.
(i) For all x, y, z ∈ [ω]ω√
ρ(x, y) ≤
√
ρ(x, z) +
√
ρ(z, y)
holds, even if ρ(x, y) is infinite. In particular,
√
ρ is finite on F and defines
a complete metric on F , inducing a Polish topology on F . In this topology,
F is a perfect Polish space.
(ii) The operation · is associative and makes [ω]ω a monoid with the unit
being ω.
(iii) For all g ∈ F and x ∈ [ω]ω we have ρ(g·x, x) = ρ(g, ω) and µg·x ∼ µx.
It follows that F is closed under the operation ·, and so is a monoid with
unit ω.
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(iv) If |x△y| <∞ then ρ(x, y) <∞.
(v) For any g ∈ F and k ∈ ω, it holds that g · (ω \ {k}) ∈ F , and
lim
k→∞
ρ(g · (ω \ {k}), g) = 0.
(vi) For any x ∈ [ω]ω, the equivalence relation ∼x, defined in [x]ω by
z ∼x y ⇐⇒ µz ∼ µy, has meagre, dense classes in the Polish topology on
[x]ω.
Proof. (i) Note that
√
ρ(x, y) = ‖αx−αy‖2, where ‖ · ‖2 is the 2-norm. The
norm inequality
‖αx − αy‖2 ≤ ‖αx − αz‖2 + ‖αz − αy‖2
holds in the strong sense that if the left hand side is infinite, then so is the
right hand side (use that ℓ2(ω) is closed under addition). This establishes
the inequality in (i). The map g 7→ αg −αω is then an isometric embedding
of F into the Hilbert space ℓ2(ω). It is straight-forward to check that the
image under g 7→ αg −αω is closed in ℓ2(ω). Finally, (v) implies that F has
no isolated points.
(ii) follows immediately from the definitions. (iii) is follows easily from
(i), eq. (5.1), and the definition of ρ. For (iv) and (v) we need:
Claim: ω \ k ∈ F for any k ∈ ω.
Proof of Claim:
∑
n≥k
(αωn − αω\kn )2 =
∑
n≥k
(
1√
n+ 1
− 1√
n+ 1− k
)2
,
and the right hand side above converges since, using a small amount of
calculus, we have (n−k)− 12 −n− 12 ≤ n− 32 for n > k sufficiently large. Claim.⊣
(iv) Suppose |x△y| <∞ and let z = x∪y. Let k be such that z\k ⊆ x∩y
and k0 = |z ∩ k|. Then
ρ(z, x), ρ(z, y) ≤ ρ(z, x ∩ y) ≤ ρ(z, z \ k) = ρ(z, (ω \ k0) · z) <∞,
with the last inequality following from the previous claim and (iii).
(v) Since ω \ {k} ⊇ ω \ (k + 1) the claim gives ω \ {k} ∈ F for all k ∈ ω.
Now
ρ(g · (ω \ {k}), g) =
∑
n≥k
(αg·(ω\{k})n − αgn)2 =
∑
n≥k
(αg·(ω\{0})n − αgn)2,
and the last sum tends to 0 as k →∞ since ρ(g · (ω \ {0}), g) <∞.
(vi) By eq. (5.1) the relation ∼x is Fσ. (iv) immediately gives that all
∼x classes are dense in [x]ω. On the other hand, it is easy to check that if
y ∈ [x]ω and the complement of f−1x (y) is not in the summable ideal, then
ρ(y, x) = ∞. So ∼x has at least two (necessarily dense) classes. It follows
that the complement of any ∼x class is a dense Gδ set in [x]ω, whence each
∼x class is meagre in [x]ω. 
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Remark 5.3. (v) in the previous proposition intends to say that multiplica-
tion on the right in the monoid F has at least some amount of continuity at
ω (the identity). By contrast, (iii) shows that left multiplication in F is con-
tinuous at ω. We do not know if right multiplication is actually continuous
at the identity, but it seems unlikely.
Let X be a Polish space. Recall that the equivalence relation FX2 on X
ω
is defined by
~xFX2 ~y ⇐⇒ {~xn : n ∈ ω} = {~yn : n ∈ ω}.
Lemma 5.4. Let ϑ : [ω]ω → Xω be a continuous function (w.r.t. the Polish
topologies), and suppose ϑ is (F , FX2 )-equivariant, that is,
(∀g ∈ F)(∀x ∈ [ω]ω) ϑ(g · x) FX2 ϑ(x).
Then there is a non-empty open set U0 such that ϑ0 ↾U0 is constant, where,
in general, ϑl is defined by ϑl(x) = ϑ(x)l for l ∈ ω.
Proof (a` la Hjorth). For the purpose of this proof, we identify [ω]ω with a
Gδ subset of 2
ω in the natural way. Define for each l ∈ ω a closed set
Al = {(g, x) ∈ F × [ω]ω : ϑl(g · x) = ϑ0(x)},
and let l0 be least such that Al0 is non-meagre; this exists because F×[ω]ω =⋃
l∈ω Al. Let V × U ⊆ Al0 be open and non-empty, and fix g0 ∈ V . Using
(v) of Proposition 5.2, find k0 such that
(∀k > k0) g0 · (ω \ {k}) ∈ V.
Let s0 ∈ 2<ω be such that Ns0 ⊆ U . By either making s0 longer or k0
larger, we may assume that s0 is the characteristic function of a set with k0
elements.
Claim: If y, z ∈ Ns0 differ on only one bit then ϑ0(y) = ϑ0(z).
Proof of Claim: Suppose n ∈ y and n /∈ z. Let k = f−1y (n), and note that
z = (ω \ {k}) · y and k > k0. Since g0 · (ω \ {k}) ∈ V we have
ϑ0(z) = ϑ0(ω \ {k} · y) = ϑl0(g0 · (ω \ {k}) · y)) = ϑ0(y).
Claim.⊣
Now U0 = Ns0 works, since the claim implies that the continuous function
ϑ0 is constant on a dense set in Ns0 . 
Proof of Theorem 5.1. Work in L[x], where x is a Mathias real of L. By
Lemma 4.2, it is enough to show that there is no Π11 mof. (For notational
convenience, we suppress the parameter a.)
Suppose for a contradiction that A ⊆ P (2ω) is a Π11 mof. Let Q ⊆
[ω]ω × P (2ω)ω be
Q = {(x, (νn)) : (∀n)(νn ∈ A ∧ νn 6⊥ µx) ∧ (∀µ)(µ 6⊥ µx −→ (∃n)νn 6⊥ µ)}.
14 DAVID SCHRITTESSER AND ASGER TO¨RNQUIST
(Thus (x, (νn)) ∈ Q iff (νn) enumerates the countably many measures in
A that are not orthogonal to µx.) Since A is maximal the sections Qx are
never empty, and by the Π11 uniformization theorem, we can find a function
ϑ : [ω]ω → P (2ω)ω which has a Π11 graph, and such that (x, ϑ(x)) ∈ Q for
all x ∈ [ω]ω. Note that if µx ≃ µy then
{ϑn(x) : n ∈ ω} = {ϑn(y) : n ∈ ω},
so that by (iii) of Proposition 5.2, ϑ is (F , FP (2ω)2 )-equivariant.
It is easy to check that then ϑ−1(U) is ∆12 for every basic open set U ⊆
P (2ω)ω. Since x is a Mathias real over L, every ∆12 set is completely Ramsey
(by [10, Theorem 0.9]). A standard argument [14, Exercise 19.19, p. 134]
then shows that there is x ∈ [ω]ω such that ϑ↾ [x]ω is continuous (w.r.t. the
Polish topology on [x]ω.)
From Lemma 5.4 it follows that there is a non-empty open set U ⊆ [x]ω
and ν ∈ P (2ω) such that ϑ0(x) = ν for all x ∈ U . By (vi) of Proposition 5.2
there is an uncountable (indeed a perfect) set P ⊆ U such that if x, y ∈ P
and x 6= y, then µx ⊥ µy. Now for every x ∈ P we have µx 6⊥ ν, contradicting
the ccc-below property of ≪. 
The above line of argument also gives a new proof of the theorem of Preiss
and Rataj, which we sketch below. Unlike the new proof that was given by
Kechris and Sofronidis in [15], the proof below does not rely directly on
Hjorth’s turbulence theory. All the same, Lemma 5.4 above owes a debt to
[9, Lemma 3.14, p. 42] that can scarcely be ignored.
Theorem 5.5 ([20]). There are no analytic mofs in P (2ω).
Sketch of proof. Suppose A were an analytic mof. By maximality, A would
be Borel, and maximality along with the ccc-below property gives that the
Borel set
Q′ = {(x, ν) ∈ [ω]ω × P (2ω) : µx 6⊥ ν ∧ ν ∈ A}
would have all vertical sections Q′x non-empty and countable. Then we could
find countably many Borel functions ϑl : [ω]
ω → P (2ω) such that
Q′ =
⋃
l∈ω
graph(ϑl).
The equivariance
µx ∼ µy =⇒ {ϑn(x) : n ∈ ω} = {ϑn(y) : n ∈ ω}
is clear. Again, [14, Exercise 19.19, p.134] would allow us to find x ∈ [ω]ω
such that ϑl ↾ [x]
ω is continuous (w.r.t. the Polish topology) for all l. A
contradiction is then obtained in exactly the same way it was in the proof
of Theorem 5.1. 
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6. Open problems
Given the results of this paper, we pose the following questions:
(1) Does the analogue of Theorem 3.1 hold for the Laver extension?
(Note that the analogue of Galvin’s theorem is false for Laver forc-
ing.)
(2) Is there a model with a Π11 mof such that in addition, for any r ∈ 2ω,
there is a Sacks (alternatively, a Miller) real over L[r]?
(3) Is the existence of a Π11 mof consistent with 2
ω = ω2 or even 2
ω = ω3?
(4) Does Theorem 3.1 fail for R which are Π11?
(5) Are there natural forcing notions other than Sacks and Miller to
which the hypothesis of Theorem 3.10 applies?
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