





































































































ここで， ュ ネットワ モデ
による綿布のしわ等級予測の適用性につい
て検討するため，以下のとおり検討した．
1）中間層のユニット数を変化し，全てのデ
ータを学習した結果から，しわの等級を予
測する．
2）２２枚試料の中，１９枚のデータを学習した
結果から，３つの未学習試料のしわ等級を予
測する．
－Pprade０－－>Ｃ
Fig.２Neuralnetworkmodel．
4．結果及び考察
4.1フラクタル次元による標準レプリカの表面形状を解析・評価
図３には，しわ等級とフラクタル次元、sとの対応関係を示す.図中で，横軸はしわの等級
数を示す．縦軸は自然対数軸であり，しわ表面のフラクタル次元を示す．
-382-
各級のフラクタル次元Ｄｓは２～３であ
る．これは，しわ表面の変動がフラクタ
ルであり，面より複雑だが立体ほどでは
ないことを示している.級数が大きくな
るにつれて，Ｄｓは減少していることがわ
かった．また，，級では最大２．５５となり,
フラクタル次元が大きいほど，しわの凹
凸の表面積は大きくなり，しわの凹凸が
激しくなる傾向があることが分かった.
図より，フラクタル次元Ｄ＄の自然対数値
としわ等級の問に高い相関関係(Ｒ＝0.98）
があるその時，しわの等級ＷＧは以下の
式によって求められる．
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4.2綿布の基本力学特性や組織構造的な特徴が布のしわ特性に与える影響
本研究では，各試料のしわ等級値WGに次のパラメータＬＴ，ＷＴ，ＲＴ，EMT,Ｇ'２HG,２HG5,
2HG5/G，Ｂ’２HB，Ｃ，Ｗなど１２種類を導入し，これらの力学量と布構造特徴を変数とし，相
関分析により，それらの単相関係数を表１に示した．
mblelCorrelationcoefficientbetweenwrinklegradeandmechanical＆structuralparameters．
両ゴマ豊戸:ニヨニニ:|:荒；=筈:=霊＝芸:=二一鶚完;i声:：
表より，両者の相関が低かったが，布のしわ等級WGに対しては，カバーファクタＣとの相
関が最も高く，引張り特性パラメータＬＴ，曲げ特性パラメータ２IIB/B，せん断特'性パラメー
タ２HG5/Gおよび自重Ｗとも比較的に高い相関が認められる．
4.3ニューラルネットワークによるしわ等級(防しわ性)の予測
入力層の各ユニットにはＣ，ＬＴ，２HB/B’２HG5/GおよびＷのデータを，出力層のユニットに
は教師データｗＧとして入力した．中間層ユニット数が学習精度に影響を及ぼすため，今回は
中間層ユニット数２，３，４のものを試した．
ここで，ニューラルネットワークに２２枚試料のデータを入力し，誤差関数Ｅｐを０．１から
0.005まで１０段階に分けて，学習させた．図４は，横軸に学習回数を，縦軸にニューラルネ
ットワークの学習過程での教師データと予測値の２乗誤差値をプロットしたものである．図
により，学習回数が増加すると２乗誤差が減少しているのが確認できる．中間層が２ユニッ
トの時，２乗誤差値は０．１０以下では(つまり，誤差関数Epは0.008以下であるとき)，収束で
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きなくなる．２乗誤差値は０．１０のとき，中
間層が３と４ユニットの場合では，学習回
数はそれぞれ9341と３１２８回である．一般
には２乗誤差の値が最も小さくなる中間層
ユニット数が用いられるここで，中間層
ユニット数４のとき，学習の収束率ははや
く，２乗誤差も最も小さいことがわたった．
したがって，中間層ユニット数４はこのニ
ューラルネットワークに最適であること
が分かった．
ここでは，試料１９枚のデータを学習デ
ータとして，誤差関数Epが0.005とし，中
間層ユニット数４で，学習回数８８１１回の
場合の学習結果を綿布のしわ等級予測モ
デルとして用いることにした．
このモデルの再現性を検定するため，
入力層には学習に用いたときと同じ１９枚
試料のデータをしわ等級予測モデルに与
えて計算した．図５から，予測モデルによ
り得た各試料のしわ等級値と実験値の相
関関係は０．９０で，危険率０．１％であると
分かった．図中の直線はしわ等級の実験
値と予測値が等しい場合を示す．各試料
の学習結果が直線から非常に近いことに
よって，このモデルの再現性は良好であ
ることが分かった．
しわ等級予測モデルの有効性を調べる
ため，未学習の３枚綿布のデータを入力し
て，それらのしわ等級を予測した．それ
らの予測値，実験値，両値の差を図６に示
した．図から，３枚の試料に対し，予測値
と実験値の差はそれぞれ0.2,0.21,0.15
であった．予測値は実験値よりやや高い
が，このニューラルネットワークによる綿
布のしわ等級(防しわ性)の予測が良好に
行われていることが確認できた．
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5．おわりに
CCDレーザ勢レーザ変位計という新しい方法を用いて，布のしわの３次元輪郭を測定し，しわの防
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しわ性を定量的に評価することが可能である．得られた結論は次の通りである．
ｌ)フラクタル次元Ｄｓの自然対数値としわ等級の間には高い相関関係(R＝0.98)がある．し
たがって，フラクタル法により，CCD-LDSシステムによる定量的評価の可能性が示された．
２）綿布の力学特性や織物組織の構造特』性中で，しわ等級に対しては，カバーファクタＣと
の相関が最も高く，引張り特性の直線性LT，曲げ剛性Ｂに対する曲げヒステリシス幅2HBの
割合2HB/B，せん断岡Ｉ性Ｇに対するヒステリシス幅2HG5の割合2HG5/Gおよび自重Ｗとも比
較的高い相関が認められた．
３)中間層は４ユニットである予測モデルが最適で，学習後のニューラルネットワークの再
現性が高いことが分かった.この予測モデルを用いて，未学習試料について，しわ等級(防し
わ性)評価を行ったところ，素早く十分精度よく予測することができた．
学位論文審査結果の要旨
当該学位論文に関し、平成１６年１月２７日、第１回学位論文審査委員会を開催し、提出された学位論文及
び関連資料について詳細に検討した｡平成16年１月２８日の口頭発表後､第２回学位論文審査委員会を開催し、
'慎重に協議の結果、以下の通り判定した。
本論文では、ＣＣＤレーザー変位計測定システムにより、布の防しわ性の客観評価方法について詳細に検
討し､光源､布の色､濃淡､花柄､などの影響を受けずに､防しわ性の客観評価が可能となった｡初めに､
しわの標準レプリカに対して、非接触的、自動的測定を行い、従来の画像処理法と比較して、しわ外観の客
観評価法を提案した。画像処理法により従来得られていたしわに関するパラメータでは、不十分であり、実
際のしわ等級との間にはずれが生じることを明らかにした。次に、フラクタル法を用いてしわの形態的特
徴を定量的に解析し、フラクタル次元としわ等級との間に、再現性の高い客観評価式を誘導できた。更に、
綿布の基本力学特性や組織構造的な特徴を定量的に解析し、布の防しわ性に与える影響を検討すると共に、
ニューラルネトワークによる綿布のしわ等級の評価を試み、防しわ性の予測モデルを構築した。以上のよう
に本論文は独創性に富み、得られた成果は新しい布開発へと応用可能であり、その工学的価値は高いと評価
出来る。
以上より、本論文は博士（工学）論文に値すると判定する。
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