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Abstract
We view models of rewrite theories enriched with observations coalgebraically. This
allows us on the one hand to use “oﬀ the shelf” logics for coalgebras to specify and,
on the other hand, to verify properties of rewriting programs and to obtain results
about the expressive power of such languages.
1 Introduction
Rewriting Logic has been proposed as a unifying framework for many diﬀerent
styles of programming language semantics (see [20,19]). The Maude language
(see [4,3]) provides an implementation of (a sublanguage of) rewriting logic.
This puts forward the question of a language, which can be used to specify
properties of rewriting programs and, in turn, to verify these properties.
Diﬀering from [17,5], the approach we propose is based on coalgebraic
modal logic. By separating the statical properties (that is, properties of the al-
gebraic term constructors) from the dynamical properties (given by the rewrite
rules) of a rewrite theory, we are able to use appropriate logics for the speci-
ﬁcation of both.
Given a (one-sorted) rewrite theory Th = (Σ, E, L,R) and a (Σ, E) algebra
A, the set R of rewrite rules determines a transition relation R ⊆ A × A on
the the carrier set of A. Turning this relation into a function γ : A → P(A)
by deﬁning γ(a) = {a′ ∈ A | aRa′}, we obtain a coalgebra structure γ on the
carrier of A.
This suggests that one can specify the behaviour of a rewrite theory by
using a (modal) logic for coalgebras. Considering the transition relation R ⊆
A × A as a Kripke frame, the induced logic is in general not strong enough
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to formulate properties of interest. This is due to the fact that we only have
the set {,⊥} of truth values as atomic propositions at hand, and formulas
which we can build from these and the modal operators ✷ and ✸ only separate
states (terms) with diﬀerent termination properties, regardless of the result of
the computation.
To overcome this lack of expressivity, we introduce additional observers,
which allow us to deal with other properties of interest. Modally speaking,
observers play the role of atomic propositions in Kripke models or of labels in in
labelled transition systems, allowing us to reason about additional properties
(diﬀerent from possible termination at the next step). Eg. modelling bank
accounts with rewriting logic, a possible observer for an account is the account
balance. So the model of a rewrite theory with one observer takes the form
γ = 〈s, o〉 : A→ P(A)× I
where I is the sort representing the integers, s computes successor states as
above and o is the function which determines the observations.
Note that without the observer, the only property which we could observe
(or express logically), is that an operation on bank accounts terminates. Hav-
ing the observer at hand, we also have atomic propositions allowing us to
observe (and, in turn, express logically) the account balance after the opera-
tion has terminated.
We thus extend the algebraic speciﬁcation (Σ, E) with a set of observ-
able sorts and observers protecting the original speciﬁcation. This allows for
equational speciﬁcation of properties of the observation function o on the one
hand, and for a modal speciﬁcation of the behaviour of the transition relation
on the other hand. In the framework presented, the rules of a rewrite theory
have no impact on the structure of the formulas used to specify properties of
the rewrite system. Given a set of term constructors, we view the rules as
implementation of a system. In this light, it is the task of the speciﬁer to
lay down a signature and modal formulas constraining the behaviour of the
rewrite rules, and, in turn the task of the implementor to produce rules which
satisfy the speciﬁcation.
The induced (modal) logic is shown to be strong enough to distinguish non-
bisimilar elements while on the other hand it is weak enough not to distinguish
bisimilar elements.
Apart from this expressivity results, we also show how satisfaction of modal
formulas can be proved in a logical system by means of translating the modal
formulas into ﬁrst order logic. Two classes of models are considered: algebras
for the underlying equational signature of a rewrite theory and reachable al-
gebras, where every element of the carrier can be denoted by a ground term.
In the latter case it turns out that one has to use inﬁnitary logic in order to
prove satisfaction of formulas, as it is the case when the language is extended
with eventually and always operators.
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2 Coalgebraic Modal Logic
2.1 Background on Coalgebras and Modal Logic
We just give the basic deﬁnitions which will be of concern to us in this expo-
sition and refer the reader to [12,23] for a detailed account.
An algebra can be described categorically as a function ΣA
α→ A, where
Σ is an endofunctor on the category Set of sets. Dually, an Ω coalgebra is a
function C
γ→ ΩC, where Ω is an endofunctor on Set.
Deﬁnition 2.1 (Coalgebras, Morphisms and Bisimulations) Suppose Ω :
Set → Set is an endofunctor. An Ω-coalgebra is a pair (C, γ) with C a set
and γ : C → ΩC a function.
Suppose (C, γ) and (D, δ) are Ω-coalgebras. A coalgebra morphism f :
(C, γ)→ (D, δ) is a function f : C → D, such that δ ◦ f = Ωf ◦ γ, that is, the
diagram
C
f 
γ

D
δ

ΩC
Ωf ΩD
commutes.
A relation R ⊆ C×D is a bisimulation, if there exists a transition structure
ρ : R → ΩR such that the projections π1 : R → C and π2 : R → D are
coalgebra morphisms (R, ρ)→ (C, γ) and (R, ρ)→ (D, δ), respectively.
We call two elements c ∈ C and d ∈ D bisimilar (and denote this by
c ↔ d), if there exists a bisimulation relating c and d.
In the sequel we will only be concerned with special types of functors, that
is, functors Ω of the form
ΩY = Pf (Y )×O1 · · · ×Ok × Y l,
where Pf is the covariant ﬁnite powerset functor (mapping a set to the set
of its ﬁnite subsets), O1, . . . , Ok are (constant) sets and Y
l denotes the l-fold
cartesian product of Y for some l ∈ N.
To simplify notation, we write the structure maps γ : Y → ΩY as γ =
〈s, (oi), (pj)〉.
Note that a function oi maps a state y ∈ Y to an element of an “observable
set” Oi diﬀerent from Y . We therefore understand the value oi(y) ∈ Oi as an
observation about the state y ∈ Y and the function oi as an observer function.
This is not the case with the pj’s, mapping a state y ∈ Y to a new state
pj(y) ∈ Y . So the function pj corresponds to a state change. There are two
essentially diﬀerent ways to obtain a new state y′ from a given state y ∈ Y :
Either by applying the successor function s, obtaining a set of states (this
will correspond to the rewriting process in later applications) or by applying
one of the pj’s, obtaining a single new state. One can understand the pj’s as
functions, which observe something of state type (which can then be turned
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into an observation by applying an observer function oi). For this reason, the
pj’s will later be called self-observers.
The notion of bisimulation for functors of this particular shape can be
characterised as follows:
Proposition 2.2 (Characterisation of Bisimulation) Suppose ΩY = PfX×
O1 · · ·×Ok×Y l and γ = 〈s, o1, . . . , ok, p1, . . . , pl〉 : Y → ΩY is an Ω-coalgebra.
A relation R ⊆ Y × Y is a bisimulation on (Y, γ) if and only if
(i) oi(y0) = oi(y1) for all (y0, y1) ∈ R and 1 ≤ i ≤ k.
(ii) (pj(y0), pj(y1)) ∈ R for all (y0, y1) ∈ R and 1 ≤ j ≤ l.
(iii) If (y0, y1) ∈ R, then for all z0 ∈ s(y0) there is a z1 ∈ s(y1) such that
(z0, z1) ∈ R.
(iv) If (y0, y1) ∈ R, then for all z1 ∈ s(y1) there is a z0 ∈ s(y0) such that
(z0, z1) ∈ R.
The conditions (iii) and (iv) are the well known “zig-zag conditions” of
bisimulation in modal logic (see eg. [2], Section 2.10 or [24], Section 5.3).
2.2 Multimodal Languages
We give the general deﬁnition of multimodal languages and their semantics
following [10], Part 1, Section 5. This framework will be instantiated in the
sequel to coalgebraic modal logic (in a way similar to [14]) and modal logic
for rewriting theories with observations.
Deﬁnition 2.3 (Multimodal Logic – Syntax) Let AtProp, ModOp be sets
of atomic propositions and modalities, respectively. The multimodal language
L(AtProp,ModOp) induced by AtProp, ModOp is inductively generated by the fol-
lowing clauses:
• ⊥ and ϕ ∈ AtProp are formulas of L(AtProp,ModOp).
• If ϕ is a formula of L(AtProp,ModOp), then so is and [o]ϕ for o ∈ ModOp.
• If ϕ and ψ are formulas of L(AtProp,ModOp) then so is ϕ→ ψ.
We introduce the propositional connectives ∧, ∨ as well as ⊥ and ¬ in the
usual way and let 〈o〉 = ¬[o]¬ for o ∈ ModOp.
Deﬁnition 2.4 (Multimodal logic – Semantics) Suppose AtProp andModOp
are sets of atomic propositions and modalities, respectively.
A frame (or structure) M = (A, (Ro)o∈ModOp) for L(AtProp,ModOp) is given
by a carrier set A and a family of relations Ro ⊆ A × A for o ∈ ModOp.
Given M, a valuation of the propositional variables AtProp is a function
V : A→ P(AtProp).
Given a structureM = (A, (Ro)o∈ModOp) and a valuation V : A→ P(AtProp),
satisfaction (M, V, a) |= ϕ of a formula ϕ ∈ L(AtProp,ModOp) at a state a ∈ A
relative to a valuation V is inductively given by
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• (M, V, a) |= ⊥.
• (M, V, a) |= ϕ for ϕ ∈ AtProp, if ϕ ∈ V (a)
• (M, V, a) |= ¬ϕ iﬀ (M, V, a) |= ϕ.
• (M, V, a) |= ϕ→ ψ if (M, V, a) |= ψ or (M, V, a) |= ϕ.
• (M, V, a) |= [o]ϕ, if, for all a′ ∈ A with aRoa′, (M, V, a′) |= ϕ.
2.3 Coalgebraic Modal Logic
The material presented in this section summarises some results about coalge-
bras and modal logic and instantiates these results to the framework which
will be the topic of discourse later.
Suppose Ω is a functor on the category of sets given by ΩY = PX ×
O1 · · · ×Ok × Y l.
Deﬁnition 2.5 (Induced Language LΩ) The language LΩ induced by Ω
is the multimodal language over the set {i : o | 1 ≤ i ≤ k ∧ o ∈ Oi} of atomic
propositions and {✷,✷1, . . . ,✷l} of modalities.
The intended meaning of the construct i : o is that the i-th observation
function produces the result o.
Deﬁnition 2.6 (Semantics of LΩ) Suppose
γ = 〈s, o1, . . . , ok, p1, . . . , pl〉 : Y → ΩY
is an Ω-coalgebra (structure).
The coalgebra (Y, γ) gives rise to a frame M = (Y,R, (Rj)1≤j≤l) for the
language by deﬁning
• yRy′ iﬀ y′ ∈ s(y)
• yRjy′ iﬀ y′ = pj(y)
and to a valuation V : Y → P(AtProp) by V (y) = {i : o | oi(y) = o}.
We say that a formula ϕ ∈ LΩ is valid at point y ∈ Y , iﬀ ϕ holds in the
induced relational structure, that is
(γ, y) |= ϕ iﬀ (M, V, y) |= ϕ.
If (γ, y) |= ϕ, we also write y |=γ ϕ.
2.4 Expressive Power of Coalgebraic Modal Logic
Proposition 2.7 (Invariance under Bisimulation) Suppose γ : Y → ΩY
is an Ω-coalgebra and y0, y1 ∈ Y with y0 ↔ y1 and ϕ ∈ LΩ. Then
y0 |=γ ϕ iﬀ y1 |=γ ϕ.
Proof. By induction on the structure of ϕ using Proposition 2.2. ✷
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Proposition 2.8 (Bisimilarity is logical equivalence) Suppose γ = 〈s, (oi), (pj)〉 :
Y → ΩY is an Ω-coalgebra such that s(y) is ﬁnite for every y ∈ Y .
If y0, y1 ∈ Y with y0 ↔ y1, then there exists a formula ϕ ∈ LΩ such that
y0 |=γ ϕ and y1 |=γ ϕ.
Proof. The proof is essentially a simpliﬁcation of [22], 4.7 and 4.8. ✷
3 Application to Rewriting Logic
We disregard the notion of labels in Rewrite Theory and focus on one-sorted
theories with a single sort σ0.
For multisorted signatures Σ with sorts (σi)i∈I and a family X = (Xi)i∈I
of variables for each sort, we denote the freely generated term algebra by TΣX
and the set of terms in TΣX of sort σ by (TΣX)σ.
Given a Σ-algebra A, we denote the carrier set (or interpretation) of a sort
σ of Σ by [[σ]]. The same notation is used for the interpretation of terms: if
t ∈ TΣX, we denote the interpretation of t in A wrt. a valuation β of the free
variables by [[t]]βA, or (if A and β are clear from the context) just by [[t]].
3.1 Rewriting Theories under Consideration
We focus on “bare” rewriting logic, as described in [20,19] and on a variant
which we call “computational” rewriting logic, which omits the reﬂexivity
and the transitivity rule and can hence be considered as keeping track of the
single steps which occur in the rewrite process. To be more exact, we consider
rewriting theories Th = (Σ, E,R) where
• Σ is an algebraic signature with a single sort σ0
• E is a set of Σ equations, and
• R is a set of rewrite rules (see [20], section 2.1).
If we denote the E-equivalence class of a term t by [t], we say that the set
R of rules entails a sequent [t] → [t′] in rewriting logic, if [t] → [t′] can be
obtained by a ﬁnite number of applications of the structural rules of rewriting
logic. This is denoted by R RWL [t]→ [t′].
Thinking of rewriting logic in terms of executable speciﬁcations, as imple-
mented in the Maude language ([4,3]), it is reasonable to keep track of the
intermediate states of a computation. We accomplish this by saying that R
entails a sequent [t]→ [t′] in computational rewriting logic, and denote this by
R CRWL [t]→ [t′], if the sequent [t]→ [t′] can be derived by means of a ﬁnite
number of applications of the rules
(Cong)
[ti1 ]→ [t′i1 ] . . . [tik ]→ [t′ik ]
[ft1 . . . tn]→ [ft′1 . . . t′n]
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for an n-ary function symbol f and 1 ≤ i1 < · · · < ik ≤ n, k ≥ 1 and t′j = tj
for j ∈ {i1, . . . , ik}, and
(Repl)
[si1 ]→ [s′i1 ] . . . [sik ]→ [s′ik ]
[t(s¯/x¯)]→ [t′(s¯′/x)]
for every rewrite rule [t(x1, . . . , xn)]→ [t′(x1, . . . , xn)] ∈ R and {i1, . . . , ik} ⊆
{1, . . . , n}, where s′j = sj for j ∈ {i1, . . . , ik}.
Note that the theory we develop is parametric in the actual notion of
rewriting. One could also decree that R  [t] → [t′], if [t] → [t′] is a one-step
concurrent (or sequential) rewrite.
3.2 Rewriting with Observations and Induced Language
We introduce the concept of obervation in the context of rewrite theories.
The notion of “observational signature” introduced here is very similar to
that considered in [7], who also introduce observations in order to obtain a
logic to reason about and specify properties of rewrite theories. We will discuss
the diﬀerence between the approach taken in loc. cit. and the present one
after introducing the modal language L(Th,E).
Deﬁnition 3.1 (Rewrite Theories with Observations) Suppose Th = (Σ, E,R)
is a rewrite theory. An observational extension of Th is a pair E = (Σo, Eo),
where
• Σo extends Σ with new sorts and unary function symbols
• For all terms t0, t1 ∈ TΣX, Eo  t0 = t1 iﬀ E  t0 = t1.
We call the pair (Th, E) a rewriting theory with observations. In this context,
the set
Obs(Th, E) = {f : σ0 → τ ∈ Σo | τ = σ0}
is the set of observers of (Th, E) and
SelfObs(Th, E) = {f : σ0 → σ0 ∈ Σo | f ∈ Σ}
the set of self-observers of (Th, E).
While observers tell us directly about the outcome of an experiment, given
a state s, self-observers correspond to experiments, whose result is a new state
s′, which cannot be directly observed – one has to apply an observer function
in order to obtain a “visible” result. Self-observers occur naturally in many
places. Consider eg. a component in a state-based system, which implements
an undo-operation. The undo-operation is (necessarily) of type S → S (if S
is the state space of the component). Using the self-observer induced by the
undo-operation, one can formulate statements as “after we have performed
some operation and (immediately afterwards) un-done it, we end up with a
state indistinguishable from the state we set out with.”
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Deﬁnition 3.2 (Induced Language L(Th,E)) Given a rewrite theory with
observations (Th, E) and a family of variables X = (Xσ)σ∈sorts(Σo), the lan-
guage L(Th,E) induced by (Th, E) is the multimodal language over the set
AtProp = {o : v | o : σ0 → σ ∈ Obs(Th, E) ∧ v ∈ (TΣX)σ}
and the set of modalities
ModOp = {✷} ∪ {✷p | p ∈ SelfObs(Th)}.
Remark 3.3 (Relationship to Coalgebraic Modal Logic) Note that
apart from a slightly diﬀerent syntactic presentation (using the name of a
function symbol instead of the position it appears in the coalgebraic signature
functor), the language induced by a rewrite theory with observations is exactly
the language induced by the coalgebraic signature functor
Ω(Th,E)Y = PY ×
∏
o:σ0→σ∈Obs(Th,E)
(TΣX)σ ×
∏
p∈SelfObs(Th,E)
Y.
in the sense of deﬁnition 2.5.
Deﬁnition 3.4 (Semantics of the induced language) Suppose (Th, E) is
a rewriting theory with observations and X is a family of variables for each
sort σ of Σ.
A model of (Th, E) is a (Σo, Eo)-algebra A together with a function s :
[[σ0]] → P([[σ0]]), such that whenever R RWL [t0] → [t1], we have that [[t1]]β ∈
s([[t0]]
β) for all valuations β : X → A.
Given a model M = (A, s) of (Th, E) and a valuation β : X → A, we
obtain a relational structure M = ([[σ0]], R, (Rj)1≤j≤l) by decreeing that
• aRa′ iﬀ a′ ∈ s(a)
• aRpa′ iﬀ a′ = [[p]](a) for p ∈ SelfObs(Th, E).
and a valuation V : A → P(AtProp) given by V (a) = {o : v | [[o]](a) = [[v]]β}.
Now deﬁne validity (M,β, a) |= ϕ of a formula ϕ of L(Th,E) at the point a
relative to the valuation β by
(M,β, a) |= ϕ iﬀ (M, V, a) |= ϕ.
We say that (M,β, t) |= ϕ, if (M,β, [[t]]β) |= ϕ and t |= ϕ, if, for all models
M = (A, s) and all valuations β : X → A, we have (M,β, [[t]]β) |= ϕ.
Note that we can use the same deﬁnition in order to deﬁne the semantics
of the induced language with respect to computational rewriting logic (or any
other form of rewriting deduction) by simply replacing deduction in rewriting
logic RWL by the appropriate rewrite relation.
The approach taken here diﬀers from the one in [7] in the sense that [7]
proposes a modal action logic, where each action is given by a (suitable com-
bination of) rewrite rules. The approach taken here seperates the task of
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speciﬁcation and implementation (that is, providing rewrite rules appropriate
for the problem under consideration). Here rewrite rules (and their labels) do
not enter into the modal language, thus also allowing diﬀerent implementa-
tions to be compared.
3.3 Examples of Rewrite Theories and Modal Formulas
We present two examples of rewrite theories and modal formulas. In the ﬁrst
example, we present a (simple-minded) signature of natural numbers where we
express the property that every ground term of that signature can always be
rewritten to a normal form. The second example is bank account rewriting in
the style of Maude where we assert that the total amount of money deposited
in a bank remains constant (viewing a bank as a closed system).
Termination in computational rewriting logic
In computational rewriting logic without any extra observations, the only
thing which can be expressed is termination of the rewrite process. Note that
in absence of observations, the language is just built from ⊥, propositional
connectives and the ✷-operator. The property that (the equivalence class) of
t cannot be rewritten any longer can be expressed by the formula ✷⊥, that
is, t |= ✷⊥ if (the equivalence class of) t has no successor state. The property
that rewriting of t eventually terminates can be characterised by the formulas
¬A¬✷⊥, using the always operator introduced in Section 5.1.
Evaluation of Terms
Suppose the algebraic signature Σ consists of a single sort N and the set of
function symbols {0 :→ N, s : N → N,+ : N,N → N} and the set E of
equations is empty.
The extension Σo adds the sort B and the function symbols {tt :→ B, ff :→
B,∧ : B,B → B, fe : N → B, cl : N → B}. The intended meaning of the
predicate fe is to denote weather a term is fully evaluated, which is formalised
by the equations Eo = {fe(0) = tt, fe(sx) = fe(x), fe(x+ y) = ff}.
Now suppose (Th, E) is a rewrite theory with observations which realises
the signature Σo, that is Th = (Σ, E,R) and E = (Σo, Eo), the rules of Th
being the (recursive) equations for addition, viewed as rewrite rules.
We obtain an atomic formula fe : tt with the property that t |= fe : tt, if
the term t can be denoted by a term in which the symbol “+” does not occur.
Similarly we can axiomatise a predicate cl stating that a term is closed by
the equations cl(0) = tt, cl(sx) = cl(x) and cl(x + y) = cl(x) ∧ cl(y) and the
obvious equations for ∧. The property that every closed term has a successor
which is fully evaluated can then be expressed by the formula cl : tt→ ✸fe : tt.
Applying this to rewriting logic, we can only express that a term has at least
one successor which is fully evaluated, that is, the rewrite rules R are such
that every closed term has a successor which is fully evaluated. However, in
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computational rewriting logic, the properties that every term will be eventu-
ally fully evaluated and that this evaluation terminates can be only expressed
by extending the language with an always-operator (see section 5.1).
Bank account rewriting
We consider a (simple-minded) speciﬁcation of concurrent bank account rewrit-
ing. The sort we are observing in this example is the sort Bank, while the sorts
Account and Int allow for atomic propositions enabling us to express state-
ments about banks (and not just about termination of operations performed
on banks). We use a Maude-like syntax and consider the rewrite theory given
by
(mod ACCOUNT is
sorts Account Bank Transfer .
op <_:Account|amount:_> : Int Int -> Account .
op transfer_from_to_ : Int Int Int -> Transfer .
op [] : -> Bank .
op [_] : Account -> Bank .
op [_] : Transfer -> Bank .
op _,_ : Bank Bank -> Bank [assoc comm id: [] ] .
vars A1 A2 K K1 K2 : Int .
rl [ transfer ] :
[ < A1 : Account | amount : K1 > ],
[ < A2 : Account | amount : K2 > ],
[ transfer K from A1 to A2 ]
=>
[ < A1 : Account | amount : K1 - K > ],
[ < A2 : Account | amount : K2 + K > ] .
op total : Bank -> Int .
var A : Int .
var B : Bank .
eq total([]) = 0 .
eq total([ < A : Account | amount : K > ], B) = K + total(B) .
eq total([ transfer K from A1 to A2 ], B) = total(B) .
endm)
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Viewing a bank as a closed system, we can thus demand that t |= total :
x → ✷total : x for every term t of sort bank, expressing that the total
amount of money deposited will remain constant.
Here we use the function total as an observer, which allows us to express
a property of terms of sort Bank, revealing information about the term (in
the example the total amount of money deposited). This would have not
been possible without observers, where the information represented by a term
would have been entirely hidden (and thus not usable in the logic).
It can be shown by means of ﬁrst order translation that the rule given
above validates this invariant.
3.4 From Models of Rewrite Theories to Coalgebras
It is worthwhile to note that, given a model M of a rewrite theory with
observations, every valuation of the variables induces a coalgebra structure
on the carrier set of [[σ0]]. On the other hand, every valuation induces a
translation between L(Th,E) and a (suitable) coalgebraic modal logic. This
subsection makes this relationship precise.
Assume that (Th, E) is a rewrite theory with observations, M = (A, s) is
a model of (Th, E) and β : X → A is a valuation.
The coalgebraic signature induced by M is given by the functor
ΩM(Y ) = P(Y )×
∏
o:σ0→σ∈Obs(Th,E)
[[σ]]×
∏
p∈SelfObs(Th,E)
Y,
giving rise to a coalgebra structure
γ(a) = s(a)×
∏
o:σ0→σ∈Obs(Th,E)
[[o]](a)×
∏
p∈SelfObs(Th,E)
[[p]](a).
The translation L(Th,E) → LΩM is given by (o : v)tr = o : [[v]]β, and inductive
extension to the whole of L(Th,E) following deﬁnition 2.3.
The following proposition can be proved by induction on the structure of
formulas ϕ ∈ L(Th,E):
Proposition 3.5 (Validity, Coalgebraically) Let ϕ ∈ L(Th,E). Then
(M,β, a) |= ϕ iﬀ (γ, a) |= (ϕ)tr.
3.5 Expressive Power, revisited
Building on the work of Section 2.4, we can make the claim stated in the
introduction precise and prove that L(Th,E) is strong enough to distinguish
non-bisimilar points, while being weak enough in order not to distinguish
bisimilar points.
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Theorem 3.6 (Bisimilarity, revisited) Suppose M = (A, s) is a model of
a rewrite theory with observations (Th, E).
(i) Suppose a0, a1 ∈ [[σ0]] and a0 ↔ a1 with respect to the induced signature
ΩM . Then
(M,β, a0) |= ϕ iﬀ (M,β, a1) |= ϕ
for all ϕ ∈ L(Th,E).
(ii) Suppose s(a) is ﬁnite for every a ∈ σ0 and a0, a1 ∈ [[σ0]] with a0 ↔ a1.
Then there exists a formula ϕ ∈ L(Th,E) and a valuation β : X → A such
that
(M,β, a0) |= ϕ and (M,β, a1) |= ϕ.
Proof. Combine proposition 3.5, proposition 2.7 and proposition 2.8. ✷
4 Validity of Formulas via First Order Translation
So far we have only argued from a semantical point of view, that is, by deﬁning
a language and studying its semantical properties. This section demonstrates
that we can also give a formal system which allows us to actually prove validity
t |= ϕ of a formula at a particular term (viewed as a state of a system) within
ﬁrst order logic by translating L(Th,E) into ﬁrst order logic following [1], Section
2.1, and using the completeness theorem.
We do this for two classes of models under consideration: algebras with
a transition structure as introduced in 3.4 and reachable algebras, that is,
algebras where every element of the carrier can be denoted by a ground term.
Considering the second class of models, it turns out that we need inﬁnitary
logic to prove validity of formulas.
4.1 First Order Translation
Deﬁnition 4.1 (First Order Translation) We consider the (multisorted)
ﬁrst order language ˆL(Th,E) which consists of the sorts and function symbols of
Σo and a binary relation R : σ0, σ0. Given a term t ∈ (TΣX)σ0 the ﬁrst order
translation ϕ[t] of ϕ ∈ L(Th,E) is deﬁned by induction on L(Th,E) as follows:
• (o : v)[t] ≡ ot = v for o ∈ Obs(Th, E).
• (¬ϕ)[t] ≡ ¬(ϕ[t]), (ϕ→ ψ)[t] ≡ ϕ[t]→ ψ[t].
• (✷ϕ)[t] ≡ ∀y.tRy → ϕ[y], assuming that y is neither free in t nor in ϕ.
• (✷pϕ)[t] ≡ ϕ[pt] for p ∈ SelfObs(Th).
Depending on the notion of rewriting under consideration, one has to ax-
iomatise the properties of the rewrite relation by diﬀerent sets of ﬁrst-order
formulas. We do not make this axiomatisation explicit and take the set
ΦRWL = {tRt′ |R  [t]→ [t′]} ∪ Eo
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as given. Note that entailment “” above can correspond to diﬀerent notions
of rewriting, take for example deduction in rewriting logic or deduction in
computational rewriting logic. This enables us to prove
Theorem 4.2 Let t ∈ (TΣX)σ0 and ϕ ∈ L(Th,E). Then
t |= ϕ iﬀ ΦRWL  ϕ[t]
where “” is entailment in ﬁrst order logic.
Proof. Remember that t |= ϕ means that (M,β, [[t]]β) |= ϕ for every modelM
of (Th, E). By completeness of ﬁrst order logic, we can reduce the statement
to showing that t |= ϕ iﬀ ΦRWL |= ϕ[t]. Note that every model M = (A, s)
of (Th, E) induces a (ﬁrst order) structure Mˆ for ˆL(Th,E) by deﬁning a[[R]]a′ iﬀ
a′ ∈ s(a) (and keeping the interpretation of the sorts and function symbols).
The claim is proved by induction on the structure of ϕ, following the
deﬁnition of validity in ﬁrst order logic. ✷
4.2 Validity in reachable models
We call a model M = (A, s) of a rewrite theory with observations reachable, if
the algebra A is reachable, that is, every point in A is denotable by a ground
term. Having models consisting only of denotable terms, we can pass to a
simpler logic while retaining the same expressive power (cf theorem 3.6).
Proposition 4.3 (Expressiveness with respect to reachable models)
Let M = (A, s) be a reachable model of a rewrite theory with observations
(Th, E) and let Lg(Th,E) be the sublanguage of L(Th,E) which has the same modal-
ities but where the atomic formulas are of the form o : v with v ground.
Then bisimilar points of [[σ0]] cannot be distinguished by formulas of Lg(Th,E)
while non-bisimilar points can be distinguished in case s(a) is ﬁnite for every
a ∈ [[σ0]].
Proof. The ﬁrst part is obvious. For the second part use the fact that diﬀerent
observations from a state a ∈ [[σ0]] can be distinguished by observations o : v
where v is ground. ✷
Since the class of reachable models is smaller than the class of models
for a particular rewrite theory with observations, one expects that the set of
formulas which is valid is larger, so the correspondence between provability in
ﬁrst order logic and validity can no longer be maintained.
If we extend the notion of entailment of ﬁrst order logic by a rule saying
that “universal formulas hold, if they hold for ground terms,” then the corre-
spondence can be maintained. For details on the (inﬁnitary) language Lω1ω
see [21,18].
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To this end, we let
Φ∞RWL = ΦRWL ∪
∧
t ground
ϕ(t/x)→ ∀x.ϕ(x),
implicitly assuming that only terms with the correct sorts are substituted, and
deﬁne
t |=Gen ϕ
iﬀ (M,β, [[t]]) |= ϕ for all reachable models M of Th.
Theorem 4.4 (First order translation and reachable models) Let t ∈
(TΣX)σ0 and ϕ ∈ L(Th,E). Then
t |=Gen ϕ iﬀ Φ∞RWL  ϕ[t]
where “” is entailment in ﬁrst order inﬁnitary logic Lω1ω.
Proof. We use the omitting types theorem (see [21], theorem 3.5.1 or [13],
theorem 6.15 for reference) and adapt the idea of the proof of [25], theorem
3.1.4. Showing that Φ∞RWL  ϕ[t] implies that t |=Gen ϕ, one just needs to show
the validity of the inﬁnitary axiom, which is easy. Now assume that t |=Gen ϕ
and assume for a contradiction that Φ∞RWL  ϕ[t]. Then Φ∞RWL ∪ {¬ϕ[t]} is
consistent and one can show that Φ∞RWL ∪ {¬ϕ[t]} locally omits the set
O =
⋃
σ∈Σ
{xσ = t | t ground term of sort σ}
Thus, by the omitting types theorem, Φ∞RWL∪{¬ϕ[t]} has a model which omits
O, that is, a reachable model. ¿From this model we can construct a model
M = (A, s) of (Th, E) by turning the interpretation of R into a function
[[σ0]] → P [[σ0]]. By construction, we obtain a model which validates ¬ϕ, and
we have reached a contradiction. ✷
4.3 Proof principles for bisimulation
Having established means to prove the validity of modal formulas at a partic-
ular state t ∈ (TΣX)σ0 , we can also formulate a proof principle which allows
us to establish that (the interpretation of) two terms t, t′ are bisimilar in every
model, namely when their ﬁrst order translations ϕ[t] and ϕ[t′] are equivalent
in ﬁrst order logic. This can be seen as a modal analogue of observational
equality ([11], Deﬁnition 3.5) or of behavioural satisfaction ([8], Deﬁnition 5).
Let (Th, E) be a rewrite theory with observations. We call two terms
t, t′ ∈ (TΣX)σ0 bisimilar, if, for every model M = (A, s) of (Th, E) and every
valuation β : X → A, we have [[t0]]β ↔ [[t1]]β, where bisimilarity is wrt the
induced coalgebraic signature (see section 3.4). Using this deﬁnition, we can
prove
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Proposition 4.5 (Proof Principle for Bisimulation) Suppose t, t′ ∈ (TΣX)σ0.
Then t0 is bisimilar to t1 if and only if
∀ϕ ∈ L(Th,E).ΦRWL  ϕ[t0] ⇐⇒ ΦRWL  ϕ[t1].
Proof. Use theorem 3.6 and theorem 4.2. ✷
5 Extensions of the theory
This section sketches two extensions to the theory. Viewing rewriting logic
as an executable speciﬁcation language (as modelled by the rule system of
computational rewriting logic, see section 3.1, the transition relation on states
captures stepwise execution, that is, it is not reﬂexive. In order to express
safety properties, we extend the language with an always-operator (which is
not needed in rewriting logic deduction). In the second part, we show how
the coalgebraic setting can be adapted to incorporate the case of multisorted
rewrite theories.
5.1 Eventually and Always Operators
Let (Th, E) be a rewrite theory with observations.
Deﬁnition 5.1 (Enrichment with always-operator) The language LA(Th,E)
is obtained from L(Th,E) by closing L(Th,E) under the rule
• If ϕ ∈ LA(Th,E), then so is Aϕ.
Given a model M of (Th, E) and a ∈ [[σ0]], we deﬁne a |= Aϕ, iﬀ a |= ✷nϕ
for all n ∈ N, n > 0.
The inﬁnitary ﬁrst order translation (Aϕ)[t] of Aϕ, given t ∈ (TΣX)σ0 is
the inﬁnitary formula
∧
n∈N ✷
n(ϕ[t]).
Since bisimulation can be characterised by means of logical equivalence
(see theorem 3.6), we obtain immediately
Proposition 5.2 (Expressive Power of LA(Th,E)) Suppose M = (A, s) is a
model of a rewrite theory (Th, E) with observations. If a0, a1 ∈ [[σ0]] with
a0 ↔ a1, then a0 and a1 satisfy the same formulas of LA(Th,E).
Since the proof of the formula Aϕ involves reasoning about a possibly
inﬁnite number of successor states, this property cannot be expressed in ﬁrst
order logic any more. We can however extend deﬁnition 4.1 in such a way
that we can prove Aϕ in Lω1ω:
Proposition 5.3 (Validity in the ﬁrst order translation) Let t ∈ LA(Th,E)
and ϕ ∈ LA(Th,E). Then
t |= ϕ iﬀ ΦRWL  ϕ[t] and t |=Gen ϕ iﬀ Φ∞RWL  ϕ[t]
where entailment “” is entailment in the inﬁnitary logic Lω1ω.
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Proof. By 4.2, 4.4 and the completeness theorem for Lω1ω, see [21], theorem
3.2.1. ✷
5.2 Multisorted Rewrite Theories
In order to apply the theory developed to multisorted rewrite theories, we ﬁrst
have to ﬁx the notion of observation, which is done as in the one-sorted case.
An observational extension of a multisorted rewrite theory is given by an ex-
tension of the underlying signature by new sorts, unary function symbols and
a set of equations, which conservatively extend the original signature. How-
ever, one has to pay attention when considering the notions of observational
formulas, in order to avoid that an observer o : σ → τ makes the algebraic
structure of terms of sort τ explicit.
Deﬁnition 5.4 (Coalgebraic Modal Logic for multisorted Theories)
Suppose (Th, E) is an rewrite theory with observations. We deﬁne sets of for-
mulas Lσ(Th,E) for each sort of σ by mutual induction:
• ⊥ is a formula of Lσ(Th,E).
• If o : σ → τ ∈ Obs(Th, E), then τ ∈ Σ and v ∈ (TΣX)τ . then o : v is a
formula of Lσ(Th,E).
• if ϕ, ψ ∈ Lσ(Th,E), then so are ✷σϕ and ϕ→ ψ.
• If p : σ → τ ∈ Σo \ Σ, τ ∈ Σ and ϕ ∈ Lτ(Th,E), then ✷pϕ ∈ Lσ(Th,E).
Every formula ϕ ∈ Lσ(Th,E) can, in the light of the ﬁrst order translation,
be viewed as a formula with one free variable of sort σ. Note the typing of
the formulas which occur after the ✷p for p : σ → τ ∈ Σ.
Semantically, we consider models of the multisorted theory L(Th,E), which
satisfy the rewrite rules on a “sort-by-sort” basis, hence every formula of
Lσ(Th,E) asserts properties of the rewrite process at sort σ. The notion of
bisimulation we consider is then bisimulation “at sort σ”, which can be deﬁned
as section of the global bisimulation relation ↔ ⊆ (∏σ∈Σ[[σ]])2 for any model
of (Th, E), by deﬁnition 2.1 (which can be uniformly lifted to the category
Setn). The expressivity results obtained in this framework then refer to this
notion of bisimulation and can be shown essentially along the same lines as
for one-sorted theories.
6 Conclusions and related work
The aim of this study was to present a logical framework which allows to reason
about the actual process of deduction in rewriting logic. We have presented the
concept of “rewrite theory with observations” which allows for what one might
call behavioural speciﬁcation of rewrite theories. Taking the often emphasised
analogy state ↔ term seriously, we adopted a modal approach which allows
for a language whose expressive power can be characterised to be at the right
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level of abstraction (theorem 3.6) in the sense that observably equivalent states
cannot be distinguished. Validity of observational formulas was characterised
by means of a ﬁrst order translation, which is parametric in the actual notion
of rewriting employed, so the approach can be applied to “pure” rewriting
deduction and to actual implementations of rewrite theories, where one clearly
does not have the reﬂexivity and transitivity rule.
In contrast to [5], we do not focus on a particular setting (concurrent
rewriting of object conﬁgurations), but instead tried to be as general as pos-
sible. We also emphasise the logical properties over the computational prop-
erties of a rewrite theory in the sense that we do not assume a speciﬁc model
of concurrency.
The approach taken in [16,15] is closer to ours. There also coalgebraic tech-
niques are employed to deal with state based systems. The main diﬀerence to
the approach proposed here is that we mainly rely on models to give semantics
to modal formulas and therefore achieve to prove expressivity results. Also,
we do not restrict ourselves to object systems.
Similarities and dissimilarities to [7] have already been discussed in section
3.2. Summarising, one can say that the logic of [7] incorporates the rules of a
rewrite theory into the logic (they give rise to the action terms), whereas the
approach taken here disregards the rules as far as speciﬁcation is concerned.
Finally we compare our approach to that of [6]. There, hidden algebra
techniques and coinduction are used to formulate (and prove) properties of
states. Although there is a close relationship between hidden algebra and
coalgebra, we think that viewing models of rewrite theories enriched with
observations as coalgebras has two slight advantages: First, we can use the by
now well developed machinery of coalgebraic modal logic, and secondly, we can
employ the notion of (coalgebraic) bisimulation to prove expressivity results
for the logics under consideration. Note however, that the model theory used
in [6] is more general than the one presented here, most notably we have not
investigated whether languages (and models) induced satisfy the satisfaction
condition for institutions ([9]). We leave this to further research.
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