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We consider a quantum quench of the trap frequency in a system of bosons interacting through
an inverse-square potential and confined in a harmonic trap (the harmonic Calogero model). We
determine exactly the initial state in terms of the post-quench eigenstates and derive the time
evolution of simple physical observables. Since this model possesses an infinite set of integrals
of motion that allow its exact solution, a generalised Gibbs ensemble (GGE), i.e. a statistical
ensemble that takes into account the conservation of all integrals of motion, can be proposed in
order to describe the values of local physical observables long after the quench. Even though, due
to the presence of the trap, physical observables do not exhibit equilibration but periodic evolution,
such a GGE may still describe correctly their time averaged values. We check this analytically for
the local boson density and find that the GGE conjecture is indeed valid, in the thermodynamic
limit.
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Introduction. – Sparked by experimental findings in
the field of ultracold atoms out-of-equilibrium [1–8], ques-
tions about the time evolution of quantum systems have
become the subject of intense study. Without doubt,
the investigation of whether thermalization or some more
general equilibration occurs when starting from an out-
of-equilibrium initial state, has been established as the
main objective ([9] for a review). A common protocol for
the preparation of the initial state is a quantum quench,
i.e. an instantaneous change of the parameters of the
Hamiltonian of the system so that the initial state is
the ground state of the pre-quench Hamiltonian. In in-
tegrable systems, i.e. 1d systems possessing an infinite
number of local integrals of motion (IoM), the evolution is
constrained by the extra conservation laws and thermal-
ization is prevented. However a generalized relaxation
incorporating the extra constraints is still possible and
in fact it has been demonstrated that such a generalized
Gibbs ensemble (GGE) describes the large time values of
local physical observables in various settings [10–28].
Most analytical demonstrations of the validity of the
GGE refer to non-interacting systems or systems that
can be mapped into non-interacting ones via some suit-
able nontrivial transformation [12, 13, 17] with the few
exceptions that refer to genuine interacting systems (i.e.
described by nontrivial scattering phase shifts), restrict-
ing to special classes of initial states [24]. For such gen-
uinely interacting systems even the derivation of GGE
predictions is a difficult task that has been accomplished
for some models only recently [29]. A common obsta-
cle in the study of quantum quenches in these systems is
the derivation of the expansion of the initial state on the
eigenstates of the post-quench Hamiltonian [30]. Despite
the technical difficulties, testing the GGE conjecture for
a quantum quench in a genuinely interacting system is
necessary, especially since in a non-interacting system the
verification is somewhat expected because all observables
can typically be derived by the IoM themselves. More-
over, unlike the physics of ground state or thermal equi-
librium of an interacting system which is governed by its
low energy properties that usually can be effectively de-
scribed by a non-interacting model, this is certainly not
true after a quantum quench, as far as the question of
equilibration is concerned, since the high energy excita-
tions play in general a significant role.
In this letter we consider the harmonic Calogero model
(HCM) [31, 32], i.e. a system of harmonically trapped
particles interacting via an inverse-square potential. We
restrict our attention to the case of bosonic elementary
particles. The Calogero model in infinite space and its
variants in a harmonic trap or on a circle (Calogero-
Moser-Sutherland models [31–33]) possess an infinite set
of IoM and, even though genuinely interacting, are well-
known for exhibiting effectively free behaviour with gen-
eralized particle statistics [34]. In the harmonic trap, the
spectrum is equidistant and the Hamiltonian can be di-
agonalised by means of creation-annihilation operators
satisfying generalised canonical commutation relations
(CCR) [35]. This allows the exact derivation of the initial
state after a quench of the trap frequency and the study
of the subsequent time evolution.
The existence of an infinite set of IoM suggests that a
GGE may be applicable. However, due to the presence
of the trap, the excitation levels are equidistant and the
periodicity of the evolution does not allow equilibration
of observables, even in the thermodynamic limit [36]. In
this case one may still apply a weak version of the GGE
conjecture (cf. [37]) stating that it describes the time
averages of local observables. Despite the fact that in
a trapped system the locality of the IoM (which is a
characteristic feature of quantum integrability [38] and
is typically considered as a condition for the validity of
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2the GGE [27]) is lost or ambiguous, this conjecture has
been recently verified in the case of the essentially non-
interacting Tonks-Girardeau gas in a quenched trap [36].
We derive analytically the GGE predictions for the
time averaged values of the local density of particles and
compare them with their actual values. We show that
the GGE predicts correctly the actual values, when the
thermodynamic limit is taken into account.
The model. – The HCM is described by the Hamilto-
nian
H =
N∑
i=1
1
2
p2i +
N∑
i=1
1
2
ω2x2i + g
∑
i<j
1
(xi − xj)2 (1)
where N is the number of particles and ω the trap fre-
quency. The interaction constant is more conveniently
parametrized as g = `(` − 1). Its ground state is given
by the wavefunction
ψgs(ω; {xi}) = NN,` ωN [1+`(N−1)]/4e− 12ω
∑
i x
2
i∆({xi})`
(2)
where ∆({xi}) ≡
∏
j<k(xj − xk) is the Vandermonde
determinant and NN,` a normalisation constant. The
ground state energy is Egs = 12Nω[1 + `(N − 1)].
The local density in the ground state ρgs(ω;x) ≡∫ |ψgs(ω;x, {xi}i 6=1)|2∏i 6=1 dxi is given for large N by
the Wigner semicircle distribution [39]
%gs(ω;x) =
2N
pix0
√
1−
(
x
x0
)2
if |x| ≤ x0 ≡
√
2N`
ω
(3)
and zero otherwise. Notice that the density is indepen-
dent of `, except through the cloud radius x0.
One method to study this model and derive its en-
ergy eigenstates is by using the Dunkl or exchange oper-
ator formalism [35, 40], in which the interaction term
is written as
∑
i<j `(`−Mij)/(xi − xj)2 where Mij is
the so-called exchange operator that permutes the co-
ordinates of two particles i and j. Assuming that all
particles are bosonic, the introduction of the exchange
operator does not alter the physics. Mij satisfies the
properties Mij = M−1ij = M
†
ij = Mji, [Mij ,Mkl] = 0
if i, j, k, l distinct, MijMjk = MikMij if i, j, k distinct
and MijAk = AkMij if i, j, k distinct, MijAi = AjMij
for any operator Ai. Now defining creation-annihilation
operators
ai =
√
ω/2 (xi + ipii/ω)
a†i =
√
ω/2 (xi − ipii/ω) (4)
where pii ≡ pi +
∑
j 6=i
i`
xij
Mij , we find that they satisfy
generalized canonical commutation relations (CCR)
[ai, aj ] = [a
†
i , a
†
j ] = 0
[ai, a
†
i ] = 1 + `
∑
j 6=iMij
[ai, a
†
j ] = −`Mij if i 6= j (5)
Using the above definitions, the Hamiltonian can be cast
in the diagonal form H =
∑
i
1
2ω(a
†
iai + aia
†
i ).
There are several alternative but equivalent ways to
write the set of commuting IoM for this model. A com-
mon choice is [35]
Is =
N∑
i=1
(a†iai)
s (6)
with s = 1, 2, ..., N . These constitute a minimal com-
plete set of IoM since all higher ones are algebraically
dependent on the lowest N . Another choice is [41]
Ji = a
†
iai + `
∑i−1
j=1(Mij − 1). It should be emphasised
that none of these sets of IoM are local nor manifestly
equivalent to local ones, as typically required by the GGE
conjecture [27]. To the best of our knowledge, no defini-
tion of a set of local IoM exists for the HCM.
Trap quench and the initial state. – Now we consider
a quantum quench of the trap frequency from ω0 to ω
and wish to write the initial ground state |Ψ〉 in terms
of the post-quench eigenstates. From (4) we find that
the post-quench creation-annihilation operators ai, a
†
i are
related to the pre-quench ones a0i, a
†
0i by a Bogoliubov
transformation, as in the non-interacting case [11]
a0i =
1
2
[(√
ω0
ω
+
√
ω
ω0
)
ai +
(√
ω0
ω
−
√
ω
ω0
)
a†i
]
(7)
which means that |Ψ〉 satisfies the equation (ai +
κa†i )|Ψ〉 = 0 where κ ≡ (ω0−ω)/(ω0+ω), from which we
can find its expansion on post-quench eigenstates. Re-
markably, regardless the nontrivial form of the CCR (5),
the initial state turns out to be of the same squeezed co-
herent form as in the non-interacting case [42]
|Ψ〉 = Nκ exp
(
− 1
2
κ
∑
i
a†2i
)
|0〉 (8)
where |0〉 is the post-quench ground state (ai|0〉 = 0).
Written in this form, the state can be readily evolved in
time
e−iHt|Ψ〉 = Nκ exp
(
− 1
2
κe−2iωt
∑
i
a†2i
)
|0〉. (9)
States of the form above are well-known as squeezed
vacua, they are produced by the action of the squeeze
operator S(ξ) ≡ exp
[∑
i(ξ
∗a2i −ξa†2i )/2
]
on the vacuum
[43] and, equivalently, have the characteristic property
of being annihilated by a squeezed annihilation opera-
tor S†aS, like the one of (7). Indeed, as shown in [44],
the state (9) can also be written in the form S(ξ)|0〉 for
ξ ≡ ξ(t) = 12e−2iωt log(ω0/ω).
Coordinate space representation of the wavefunction. –
Squeezed coherent states, like coherent states too, have
a simple interpretation when seen as wavefunctions in
3coordinate (or in phase) space. Obviously by its def-
inition, the initial state |Ψ〉 corresponds in coordinate
space to the wavefunction of the post-quench ground
state rescaled by a factor ω0/ω. An elegant way to see
this from (8) is by using its alternative form |Ψ〉 = S(ξ)|0〉
and noticing that ξ(0) is real and 12
∑
i(a
2
i − a†i
2
) =
N/2 +
∑
i xi∂xi is essentially the generator of uniform
coordinate scalings [44].
For the evolved state (9) the amplitude κe−2iωt ≡ η(t)
is complex and the calculation is more elaborate. The
final result [44] is
ψ({xi}, t) = NN,`
[
ω
1− |η(t)|2
(1− η(t))2
]N [1+`(N−1)]/4
×
× exp
[
−1
2
ω
(
1 + η(t)
1− η(t)
)∑
i
x2i
]
∆({xi})` (10)
This expression is in agreement with and can be derived
in a completely different way by using a scaling trans-
formation to solve the problem of a system confined in
a time-dependent harmonic trap [45, 46] and specialising
to the quench protocol (cf. [47] for the Tonks-Girardeau
limit).
Time evolution of observables. – Knowing the evo-
lution of the system’s state we proceed to calculate the
expectation values of physical observables. Since our aim
is to compare with the GGE predictions, we will focus on
the density profile %(x, t) ≡ ∫ |ψ(x, {xi}i 6=1, t)|2∏i 6=1 dxi
which is a local observable, and calculate its time av-
erage %¯(x) ≡ ω/pi ∫ pi/ω
0
%(x, t)dt in the thermodynamic
limit. However we will also derive its moments 〈x2n〉, i.e.
the expectation value of the operators x2ni of any of the
particles, which are nonlocal observables but related to
%(x, t) through 〈x2n〉 ≡ ∫ x2n%(x, t)dx, so that the lat-
ter can be reconstructed when all of 〈x2n〉 are known.
The thermodynamic limit for trapped systems is defined
so that the system size and number of particles tend to
infinity, but the density (at any point in the bulk or av-
eraged over all space) remains finite. This requirement
is fulfilled when the trap frequency (in our case both ω0
and ω) scales like 1/N [28, 36]. Since the density does
not scale with N in this limit, the moments scale like
〈x2n〉 ∼ N2n and this leading order is the only one we
are interested in.
Since the evolved state wavefunction (10) is a scaling
transformation of that of the ground state, we can readily
show that the corresponding density profile %(x, t) is also
given by the Wigner semicircle (3) after replacing ω in
x0 by
Ω(t) ≡ 2Re
(
1 + η(t)
1− η(t)
)
ω =
2ω(1− κ2)
1 + κ2 − 2κ cos 2ωt (11)
i.e. %(x, t) = %gs(Ω(t);x) = %gs(ω;x
√
Ω(t)/ω)
√
Ω(t)/ω
(cf. [45]). As expected, the density profile exhibits oscil-
latory (“breathing”) behaviour. The time averaged den-
sity profile %¯(x) is evaluated numerically and plotted in
Fig. 1 for several values of κ. From the above results it
is easy to calculate explicitly the moments of %(x, t) and
their time averaged values [44].
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Figure 1: Top: Time-averaged density profile %¯(x) (in units
N−1) as a function of the position x (in units (N`)−1/2) for
fixed pre-quench trap frequency ω0 = 1 and variable post-
quench trap frequency ω = 0.2, 0.4, 0.6, 0.8. The dashed
curve indicates the initial Wigner-semicircle density profile
%gs(ω0;x). Bottom: Time evolution of the cloud edges
±x0(t) = ±
√
2N`/Ω(t) for the corresponding values of ω.
The vertical dotted lines indicate the positions of the extrema
of x0(t).
Generalised Gibbs Ensemble. – Having found the time
averages of observables we can now compare them with
the corresponding GGE predictions. It is convenient to
use as test observables the moments 〈x2n〉 from which
the local observable ρ¯(x) can be reconstructed.
To construct the GGE density matrix we use the IoM
Is given by (6). This choice of IoM corresponds to the
ones used in the exact solution of the classical version of
the HCM [48]. Besides, it is a natural generalisation [44]
of the set considered in [28] which is the only other ex-
isting demonstration of the GGE conjecture in a trapped
system. The corresponding GGE density matrix is
ρGGE =
e−
∑N
s=1 βsIs
Z =
1
Z exp
(
−
N∑
s=1
N∑
i=1
βs(a
†
iai)
s
)
(12)
where Z ≡ Tr exp(−∑Ns=1 βsIs) and the Lagrange mul-
tipliers βs are determined by the condition that the GGE
values of the IoM are equal to their values in the initial
state, i.e. 〈Ψ|Is|Ψ〉 = Tr (ρGGE Is) = −∂(logZ)/∂βs.
4However deriving the βs is not a necessary step, since it
is possible to directly express the moments in terms of
the IoM and their products, which can be calculated in
the GGE without explicit knowledge of the βs.
Indeed, by expanding the operator x2ni = (ai +
a†i )
2n/(2ω)n and evolving in time (in the Heisenberg pic-
ture) we realise that only terms with equal number of
ai and a
†
i ’s contribute to the time averaged expectation
values, since only those are unaccompanied by oscillatory
phase factors. But these terms can be recast as powers
and products of the operators a†iai using the commuta-
tion relations (5) so that in the end we find [44]
〈x2n〉 = 1
N
1
(2ω)n
(
n∑
m=0
dn,m〈Im〉0+
+
n−1∑
m=2
∑
all possible
partitions of m
en,m,{ks}〈
∏r
s=1 Iks〉0
)
(13)
for suitable coefficients dn,m and en,m,{ks}, where {ks} is
a partition ofm in terms of r numbers, i.e.
∑r
s=1 ks = m.
Obviously the expectation values of the IoM and their
products are calculated in the initial state, as the index
“0” indicates. Note that the presence of correlators of
IoM products is an effect of the non-trivial form of the
CCR (5) for ` 6= 0.
On the other hand, using the same expansion to cal-
culate the GGE averages 〈x2ni 〉GGE = Tr
(
x2ni ρGGE
)
we
find that it is exactly those same terms with equal num-
ber of ai and a
†
i ’s that contribute, since only those have
non-zero traces in the basis of post-quench eigenstates.
Therefore 〈x2n〉GGE is given by the RHS of (13) but with
the expectation values of the IoM and their products cal-
culated now in the GGE instead of the initial state.
The values of the IoM in the initial state and in the
GGE are by definition equal to each other 〈Im〉0 =
〈Im〉GGE . On the other hand, their products are un-
correlated in the GGE in the thermodynamic limit, i.e.
〈∏rs=1 Iks〉GGE = ∏rs=1 〈Iks〉GGE . This statement is
based on the fundamental concept of statistical physics
that, in the thermodynamic limit, the expectation value
of some operator in a statistical ensemble equals its value
on a single eigenstate (microstate) that is representa-
tive of the ensemble [26, 49, 50] (the relative fluctuations
about these values scale to zero with N). Since the IoM
are diagonal on the eigenstates, their products factorise.
Therefore what determines the validity of the GGE con-
jecture is whether this property holds also in the initial
state. This turns out to be true, when we consider the
thermodynamic limit. To see this [44], we first have to
calculate the values of the IoM and their products in the
initial state by using the inverse of the Bogoliubov trans-
formation (7) and normal-ordering according to the CCR
(5). Keeping only terms that contribute to leading order
in N we verify that for an arbitrary product of IoM we
have 〈∏rs=1 Iks〉0 = ∏rs=1 〈Iks〉0 [44]. According to the
above, it finally follows that the GGE predicts correctly
the values of 〈x2n〉 and therefore of ρ¯(x).
Conclusions. – The above analysis shows that the
GGE conjecture is valid for a quantum quench of the
trap frequency in the HCM. It should be stressed that the
thermodynamic limit was an essential step in the course
of this verification. Finite size corrections coming from
lower order contributions in N would spoil the crucial
property of the IoM products to have uncorrelated val-
ues in the initial state.
The same could happen if a different initial state was
considered, since this property is not necessarily true for
any initial state. In this case the GGE would not predict
correctly the 〈x2n〉 since it would miss information about
the initial correlations between the IoM. In order to cor-
rect the GGE, one would have to generalise it so that (12)
includes not only the IoM but also all products of them,
with the values of the corresponding additional β’s fixed
independently from the initial condition [13, 51, 52]. Also
note that the above refer to the general case ` 6= 0; in the
trivial case of noninteracting bosons, i.e. ` = 0, the GGE
is correct anyway, since all terms involving products of
IoM in (13) disappear and the equality of the values of
the IoM in the initial state and in the GGE is sufficient
to ensure its validity.
Another remark based on (13) is that in order to cor-
rectly predict 〈x2n〉 it is sufficient to use a truncated GGE
[27] with only the lowest n IoM fixed by the initial condi-
tions. In particular, a measurement of 〈x2〉 only, would
lead to the misconception that the system is described
by a Gibbs ensemble. This is not in contradiction with
the GGE conjecture, since the latter refers to local ob-
servables while the moments are global ones. In order
to correctly predict the time averaged local density pro-
file %¯(x) instead, we need all of its moments 〈x2n〉 and
therefore the full GGE is required, i.e. including all infi-
nite IoM. Notice that in (12) we used only the N lowest
IoM: including all higher ones as well would be equiva-
lent to including all products of the N lowest ones, since
the higher are algebraically dependent on the lower ones.
However, as discussed above, in the thermodynamic limit
the products of IoM do not need to be included in the
GGE, because their values in the initial state become un-
correlated and therefore are already predicted correctly
by the GGE (12).
Even though an experimental implementation of the
HCM remains elusive so far, we expect that the gen-
eral conclusions drawn above will serve as guidelines to
experimentalists working on the verification of the GGE
conjecture, since the need of a confining trap (that breaks
the integrability of other models, like the Lieb-Liniger)
in experimental systems seems inevitable.
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6SUPPLEMENTAL MATERIAL
Squeezed states and su(1, 1) algebra
In this section we will derive some properties of squeezed states, mentioned in the main text, using algebraic
properties of the creation-annihilation operators. First we will show the equivalence of the two alternative forms of
squeezed states and second we will derive their coordinate space representation.
1. To see that the state (9) can also be written in the form S(ξ)|0〉 for a suitable value ξ and vice versa, one may
notice that, due to the commutation relations (5), the operators
K− ≡
∑
i
a2i /2
K+ ≡
∑
i
a†i
2
/2
K0 ≡
∑
i
(a†iai + aia
†
i )/4 = H/(2ω) (14)
satisfy the su(1, 1) algebra: [K0,K±] = ±K± and [K−,K+] = 2K0, i.e. they are generators of the SU(1, 1) group.
This allows us to “disentangle” the exponential operator S(ξ) = exp(ξ∗K− − ξK+), i.e., to write it as a product
of exponential operators S(ξ) = exp(α(ξ)K+) exp(β(ξ)K−) exp(γ(ξ)K0). The values of the coefficients α, β and γ
as functions of ξ ≡ reiφ can be derived, for example, by considering a finite matrix representation of the SU(2)
group (whose algebra is trivially related to that of SU(1, 1) which, being a non-compact Lie group, has no finite
representation) and simply solving a small set of equations [1]
α(ξ) = − tanh r eiφ
β(ξ) = sinh r cosh r e−iφ
γ(ξ) = −2 log (cosh r) (15)
It is then trivial to see that the disentangled operator acting on |0〉 yields
S(ξ)|0〉 = (1− |α(ξ)|2)N(1+`(N−1))/4 exp
(
α(ξ)K+
)
|0〉 (16)
which is exactly (9) for ξ given by
ξ ≡ ξ(t) = 1
2
e−2iωt log
(
1 + κ
1− κ
)
=
1
2
e−2iωt log(ω0/ω) (17)
For the initial state wavefunction ψ({xi}), noticing that the amplitude κ is real, and therefore so is ξ(0), and that
1
2
∑
i(a
2
i − a†i
2
) = N/2 +
∑
i xi∂xi is essentially the generator of uniform coordinate scalings, we find from (2) and the
above results
ψ({xi}) = eξN/2ψgs(ω; {eξxi})
= NN,` ωN [1+`(N−1)]/4eξN [1+`(N−1)]/2− 12ωe2ξ
∑
i x
2
i∆({xi})`
= NN,` ωN [1+`(N−1)]/40 e−
1
2ω0
∑
i x
2
i∆({xi})`
= ψgs(ω0; {xi}) (18)
which verifies that the squeezed vacuum state (8) gives the correct pre-quench ground state wavefunction.
2. We saw that the initial state |Ψ〉 corresponds, in coordinate space, to the wavefunction of the post-quench ground
state rescaled by a factor ω0/ω. For the evolved state (9) the amplitude κe−2iωt/2 ≡ η is complex and the calculation
of its coordinate space wavefunction is more elaborate. We first write the squeeze operator as
S(ξ) = eReξ(K−−K+)−iImξ(K++K−+2K0)+2iImξ K0 (19)
and apply the disentanglement procedure to split it into separate exponential operators
eα(K++K−+2K0) eβ(K−−K+) eγK0 = eαω
∑
i x
2
i eβ(N/2+
∑
i xi∂xi ) eγH/(2ω) (20)
7whose action on a coordinate space wavefunction is transparent. We find
α(ξ) = − i
2
sinφ sinh 2r
cosh 2r − sinh 2r cosφ
β(ξ) = −1
2
log (cosh 2r − sinh 2r cosφ)
γ(ξ) = log
(
1− e−iφ tanh r
1− e+iφ tanh r
)
(21)
from which the evolved wavefunction turns out to be
ψ({xi}, t) = NN,` (ωe2β+γ)N(1+`(N−1))/4e− 12 (e2β−2α)ω
∑
i x
2
i∆({xi})`
= NN,`
[
ω
1− |η(t)|2
(1− η(t))2
]N [1+`(N−1)]/4
e−
1
2 (
1+η(t)
1−η(t) )ω
∑
i x
2
i∆({xi})` (22)
with η(t) ≡ κe−2iωt, i.e. (10) in the main text.
Time evolution of the density moments
From the definition 〈x2n〉 ≡ ∫ x2n%(x, t)dx of the density moments and our result (11) for the density %(x, t), we
can derive their evolution in time
〈x2n〉 = 1
n+ 1
(
2n
n
)(
N`
Ω(t)
)n
(23)
as well as the corresponding time averages
〈x2n〉 = 1
n+ 1
(
2n
n
)( N`
2ω(1− κ2)
)n
Bn (24)
where Bn ≡ (ω/2pi)
∫ 2pi/ω
0
(κ2 − 2κ cos 2ωt+ 1)ndt. The Bn’s can be calculated explicitly
Bn =
1
2
[
(1− κ)2n 2F1
(
1
2
,−n, 1, −4κ
(1− κ)2
)
+ (1 + κ)2n 2F1
(
1
2
,−n, 1, 4κ
(1 + κ)2
)]
(25)
where 2F1 is the hypergeometric function. Note that 〈x2n〉 scales as N2n in the thermodynamic limit, as expected.
Another interesting observable is the correlation of the positions of different particles 〈x1...x2m〉 ≡∫
x1...x2n|ψ({xi}, t)|2
∏n
i=1 dxi which is [2]
〈x1...x2n〉 = (2n)!
2nn!
( −`
Ω(t)
)n
(26)
After time averaging we have
〈x1...x2n〉 =
( −`
2ω(1− κ2)
)n
Bn (27)
In contrast to the moments 〈x2n〉 the above correlations do not depend explicitly on N therefore they are relatively
unimportant in the thermodynamic limit.
Derivation of the expansion of time averaged moments in terms of the IoM
We will show that in the harmonic Calogero model the set of time averaged observables 〈x2n〉 can be expressed
in terms of the integrals of motion 〈Im〉 with m = 1, 2, ..., n and their products 〈
∏
k Ik〉 with
∑
k ≤ n − 1. It is
instructive to start with the single harmonic oscillator case first, i.e. ` = 0 and N = 1.
8The operator x2n is
x2n =
1
(2ω)n
(
a+ a†
)2n
=
1
(2ω)n
∑
{σr=±}
2n∏
r=1
aσr (28)
where a+ ≡ a† and a− ≡ a. Evolving the operators in time (in the Heisenberg picture) according to eiHtaie−iHt =
aie
−iωt and eiHta†ie
−iHt = a†ie
+iωt and taking the time average, we notice that only the ((2n)!/(n!)2 in number) terms
with equal number of a and a† operators contribute
〈x2n〉 = 1
(2ω)n
∑
{σr=±}∑
σr=0
〈
2n∏
r=1
aσr
〉
0
(29)
These terms can be re-ordered, using the CCR, as alternating sequences of a† and a, therefore giving
〈x2n〉 = 1
(2ω)n
n∑
m=0
cn,m〈(a†a)m〉0 (30)
for some appropriate combinatorial coefficients cn,m. One way to derive the latter is by first normal-ordering the
terms in (29) and then re-expressing them in terms of (a†a)m. Both steps are known in the literature [1]
〈x2n〉 = 1
(2ω)n
n∑
l=0
(2n)!
2n−l(n− l)!(l!)2 〈a
†lal〉0 (31)
and
a†
l
al =
l∑
m=0
s(l,m) (a†a)m (32)
where s(l,m) are the Stirling numbers of the first kind, so that
〈x2n〉 = 1
(2ω)n
n∑
l=0
l∑
m=0
(2n)!
2n−l(n− l)!(l!)2 s(l,m) 〈(a
†a)m〉0 (33)
from which we can read off the coefficients cn,m introduced above
cn,m =
n∑
l=m
(2n)!
2n−l(n− l)!(l!)2 s(l,m) (34)
We can easily generalise to the case of N > 1 noninteracting bosons, for which the above results give
〈x2n〉 ≡ 1
N
∑
i
〈x2ni 〉
=
1
N
1
(2ω)n
n∑
m=0
cn,m
∑
i
〈(a†iai)m〉0
=
1
N
1
(2ω)n
n∑
m=0
cn,m〈Im〉0 (35)
Note that the knowledge of the values 〈Im〉 is equivalent to the information of how many particles occupy each of
the excitation levels of the trap, since from their generating function
∑
j exp (isa
†
jaj) =
∑∞
m=0(is)
mIm/m! one can
derive the occupation number operator of the n-th level as
∑
j Pˆj(n) =
∫ 2pi
0
ds/(2pi) e−ins
∑
j exp (is a
†
jaj) where
Pˆj(n) = |n〉j j〈n| is the projector on the n-th level eigenstate of the j-th boson. In [3] the set of IoM used in
the construction of the GGE is the free fermion analogue of these occupation number operators of the trap levels.
9Therefore for the GGE in the interacting case, it is natural to choose the set (6) which is the generalisation of the
free boson or fermion sets.
The interacting case ` 6= 0 is however different: due to the non-trivial commutation relations (5), each time a
swapping of two adjacent operators is needed in order to bring a term of (29) into the required alternating form,
additional lower order terms appear that involve a sum over the exchange operator Mij . For example, let us consider
the term a†iaiaia
†
ia
†
iaia
†
iai which needs only one swap of the 3rd and 4th operators in order to be brought into the
right form. By doing so we get the extra term 〈a†iai(
∑
j 6=iMij)a
†
iaia
†
iai〉. Moving the exchange operator to the left
or right i.e. to the bra or ket, on which its action gives simply 1, we change the particle index of the intermediate
string of operators from i to j and as a result the final expression is
∑
i
∑
j 6=i〈(a†iai)(a†jaj)2〉 = 〈I1I2〉, instead of∑
i〈(a†iai)3〉 = 〈I3〉 as it would be if there was no exchange operator. In general we now have, apart from all previous
terms, also all possible products 〈∏s Iks〉 where {ks} is any partition of the integer m ≤ n− 1, thus leading to (13) in
the main text. The combinatorial coefficients dn,m and en,m,{ks} at leading order in N for the first few moments are
〈x2〉 = (2〈i1〉0 + `N) /(2ω)
〈x4〉 = (6〈i2〉0 + 6`N〈i1〉0 + 2`2N2) /(2ω)2
〈x6〉 = (20〈i3〉0 + 20`N〈i2〉0 + 20`2N2〈i1〉0 + 5`3N3 + 10`N〈i21〉0) /(2ω)3
〈x8〉 = (70〈i4〉0 + 70`N〈i3〉0 + 70`2N2〈i2〉0 + 70`3N3〈i1〉0 + 14`4N4 + 70`2N2〈i21〉0 + 70`N〈i1i2〉0) /(2ω)4 (36)
where is ≡ Is/N .
In order to calculate the values of the IoM Is in the initial state |Ψ〉 we could use the expansion (8) of the latter
in terms of the post-quench excitations on which the Is are diagonal. However the eigenvalues of Is on a general
eigenstate are given only implicitly in the literature [4]. An alternative route is instead to express the Is in terms of the
pre-quench creation-annihilation operators using the inverse of the Bogoliubov transformation (7), then normal-order
the result using the pre-quench version of the CCR (5) and act on |Ψ〉. We can omit all terms that would be impossible
to contribute to the final expressions for the expectation values at leading order in N . We observe that the leading
order in N contribution to the expectation values comes from all terms that when normal-ordered give the maximal
power s of the operator
∑
j 6=iMij (like e.g. the alternating term (a0ia
†
0i)
s|Ψ〉) which in turn when acting on |Ψ〉 give
simply Ns. In other words, we find that
(a†iai)
s|Ψ〉 = `sNsfs(κ)|Ψ〉+ ... (37)
for a suitable function fs(κ). In the last equation the dots “...” denote pre-quench excitations that are accompanied
by coefficients of lower order in N and do not contribute to the leading order expressions when we apply the state
〈Ψ| on the left. According to the above, the leading order expectation values of the IoM on the initial state are
〈Is〉0 = `sNs+1fs(κ) (38)
Next we consider the products of IoM. If we start with a product of two IoM IsIr we can readily see that, always
to leading order in N
IsIr|Ψ〉 =
∑
i
(a†iai)
s
∑
j
(a†jaj)
r|Ψ〉 =
∑
i
(a†iai)
s
(∑
jMij
)
(a†iai)
r|Ψ〉 (39)
i.e. in general, products of IoM can be constructed by introduction of
∑
jMij between (a
†
iai)
s operators. Therefore
their study too reduces to a direct application of the previous observation and we have
〈
∏
k
Isk〉0 = N
∑
k(sk+1)
∏
k
fsk(κ) (40)
which proves the factorisation of the IoM in the initial state at leading order in N .
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For the IoM and their products appearing in (36) we obtain explicitly
〈i1〉0 = κ2 1
1− κ2 `N,
〈i2〉0 = κ2 1 + κ
2
(1− κ2)2 `
2N2,
〈i3〉0 = κ2 1 + 3κ
2 + κ4
(1− κ2)3 `
3N3,
〈i4〉0 = κ2 1 + 6κ
2 + 6κ4 + κ6
(1− κ2)4 `
4N4,
〈i5〉0 = κ2 1 + 10κ
2 + 20κ4 + 10κ6 + κ8
(1− κ2)5 `
5N5,
〈i21〉0 = κ4
1
(1− κ2)2 `
2N2,
〈i1i2〉0 = κ4 1 + κ
2
(1− κ2)3 `
3N3. (41)
As a verification of the consistency of our results, we compare the GGE values of the first four moments, as given
by (36) along with (41), with the actual time averaged values, as given by (24) and (25) from which we have
B1 = 1 + κ
2,
B2 = 1 + 4κ
2 + κ4,
B3 = 1 + 9κ
2 + 9κ4 + κ6,
B4 = 1 + 16κ
2 + 36κ4 + 16κ6 + κ8. (42)
The agreement between these two independently derived results is indeed exact.
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