Abstract. Using stochastic gradient search and the optimal filter derivative, it is possible to perform recursive (i.e., online) maximum likelihood estimation in a non-linear state-space model. As the optimal filter and its derivative are analytically intractable for such a model, they need to be approximated numerically. In [26] , a recursive maximum likelihood algorithm based on a particle approximation to the optimal filter derivative has been proposed and studied through numerical simulations. Here, this algorithm and its asymptotic behavior are analyzed theoretically. We show that the algorithm accurately estimates maxima to the underlying (average) log-likelihood when the number of particles is sufficiently large. We also derive (relatively) tight bounds on the estimation error. The obtained results hold under (relatively) mild conditions and cover several classes of non-linear state-space models met in practice.
Introduction
State-space models (also known as continuous-state hidden Markov models) are a class of stochastic processes capable of modeling complex time-series data and stochastic dynamical systems. These models can be viewed as a discrete-time Markov process which can be observed only through noisy measurements of its states.
In many applications, a state-space model depends on a parameter whose value needs to be estimated given a set of state-observations. Due to its (practical and theoretical) importance, the parameter estimation in state-space and hidden Markov models has extensively been studied in the engineering and statistics literature, where a number of methods have been proposed (see [10] , [15] and references cited therein). Among them, the methods based on maximum likelihood principle have (probably) gained the highest attention. Their asymptotic properties (convergence, convergence rate and asymptotic normality) have thoroughly been analyzed in a number of papers (see [6] , [13] , [14] , [22] , [25] , [27] , [28] , [29] ; see also [10] , [15] and references cited therein). Unfortunately, to the best of our knowledge, the existing results do not offer much information about recursive (online) maximum likelihood estimation in non-linear state-space models. However, in a number of different scenarios, the parameter indexing a state-space model needs to be estimated recursively. 1 In the maximum likelihood approach, this can be achieved using stochastic gradient search and the optimal filter derivative. Since the optimal filter and its derivative are not analytically tractable for a non-linear state-space model, they need to be approximated numerically. Recently, in [26] , a recursive maximum likelihood algorithm based on a particle approximation to the optimal filter derivative has been proposed. Through numerical simulations carried out in the same paper, it has been shown that this algorithm is stable and efficient. Here, the numerical results presented in [26] are theoretically substantiated. We show that the algorithm proposed in [26] produces asymptotically accurate estimates of maximima to the underlying (average) log-likelihood. More specifically, we show that these estimates converge almost surely to a close vicinity of stationary points of the underlying log-likelihood. We also derive (relatively) tight bounds on the radius of this vicinity. The bounds are expressed in terms of the number of particles (in the particle approximation to the optimal filter and its derivative) and directly characterize the (asymptotic) error of the recursive maximum likelihood algorithm proposed in [26] . The obtained results hold under (relatively) mild conditions and apply to a (relatively) broad class of non-linear state-space models met in practice. To the best of our knowledge, the results presented here are the first to offer a rigorous analysis of recursive maximum likelihood estimation in non-linear state-space models.
The paper is organized as follows. In Section 2, non-linear state-space models and the corresponding recursive maximum likelihood algorithm are specified. In the same section, the main results of the paper are presented. In Section 3, a non-trivial example illustrating the main results is provided. The main results are proved in Sections 4 -6.
Main Results

State-Space Models and Parameter Estimation
To define state-space models, we use the following notation. (Ω, F , P ) is a probability space. d x ≥ 1 and d y ≥ 1 are integers, while X ⊆ R dx and Y ⊆ R dy are Borel sets. P (x, dx ′ ) is a transition kernel on X , while Q(x, dy) is a conditional probability measure on Y given x ∈ X . Then, a state-space model can be defined as the X × Y-valued stochastic process {(X n , Y n )} n≥0 (i.e., X n ∈ X , Y n ∈ Y) which is defined on (Ω, F , P ) and satisfies P ((X n+1 , Y n+1 ) ∈ B|X 0:n , Y 0:n ) = I B (x, y)Q(x, dy)P (X n , dx) almost surely for each n ≥ 0 and any Borel set B ⊆ X × Y. {X n } n≥0 are the (unobservable) model states, while {Y n } n≥0 are the state-observations. Y n can be interpreted as a noisy measurement of state X n . States {X n } n≥0 form a Markov chain, while P (x, dx ′ ) is their transition kernel. State-observations {Y n } n≥0 are mutually independent conditionally on {X n } n≥0 , while Q(X n , dy) is the conditional distribution of Y n given X 0:n . For more details on state-space and hidden Markov models, see [10] , [15] and references cited therein.
In this paper, we assume that the model {(X n , Y n )} n≥0 , can accurately be approximated by a parameterized family of state-space models. To define such a family, we rely on the following notation. d ≥ 1 is an integer, while Θ ⊂ R
d is an open set. P(X ) is the set of probability measures on X . µ(dx) and ν(dy) are measures on X and Y (respectively). p θ (x ′ |x) and q θ (y|x) are functions which map θ ∈ Θ, x, x ′ ∈ X , y ∈ Y to [0, ∞) and satisfy
for all θ ∈ Θ, x ∈ X . Then, a parameterized family of state-space models can be defined as a collection of X × Y-valued stochastic processes (X θ,λ n , Y θ,λ n ) n≥0 (i.e., X θ,λ n ∈ X , Y θ,λ n ∈ Y) which are defined on (Ω, F , P ), parameterized by θ ∈ Θ, λ ∈ P(X ) and satisfy P (X In the context of state-space models, one of the most important problems is the identification of model parameters. This problem can be formulated as the estimation of the transition kernel P (x, dx ′ ) and the conditional probability Q(x, dy) given a realization of state-observations {Y n } n≥0 (or its subsequence). If the identification is based on the maximum likelihood principle and the parameterized model (X θ,λ n , Y θ,λ n ) n≥0 , the estimation of P (x, dx ′ ) and Q(x, dy) reduces to the maximization of the average log-likelihood associated with models {(X n , Y n )} n≥0 and (X θ,λ n , Y θ,λ n ) n≥0 . Here, model {(X n , Y n )} n≥0 is considered as the true system, while parameterized model (X θ,λ n , Y θ,λ n ) n≥0 is regarded to as the candidate model. For more details on the identification of state-space and hiddem Markov models, see [10] , [15] and references cited therein.
To define the average log-likelihood associated with models {(X n , Y n )} n≥0 and (X θ,λ n , Y θ,λ n ) n≥0 , we use the following notation. For θ ∈ Θ, λ ∈ P(X ), y 1:n = (y 1 , . . . , y n ) ∈ Y n , n ≥ 1, let q n θ (y 1:n |λ) = · · · n k=1 q θ (y k |x k )p θ (x k |x k−1 ) µ(dx n ) · · · µ(dx 1 )λ(dx 0 ).
For θ ∈ Θ, λ ∈ P(X ), n ≥ 1, let l n (θ, λ) = E 1 n log q n θ (Y 1:n |λ) .
Then, the average log-likelihood for models {(X n , Y n )} n≥0 and (X θ,λ n , Y θ,λ n ) n≥0 can be defined as the limit lim n→∞ l n (θ, λ). Under relatively mild conditions (including the assumptions adopted in this paper), lim n→∞ l n (θ, λ) exists and does not depend on λ (see Theorem 2.1, below). Throughout this paper, l(θ) denotes the average log-likelihood for models {(X n , Y n )} n≥0 and (X for θ ∈ Θ, λ ∈ P(X ).
Recursive Maximum Likelihood Algorithm
Recursive maximum likelihood estimation in state-space models can be described as an online process of maximizing average log-likelihood l(θ). As l(θ) and its gradient do not admit close-form expressions for any non-linear state-space model, they need to be approximated numerically. We analyze here the recursive maximum likelihood algorithm proposed in [26] . In this algorithm, ∇l(θ) is approximated by a particle method (i.e., by sequential Monte Carlo sampling), while l(θ) is maximized by stochastic gradient search.
The recursive maximum likelihood algorithm proposed in [26] is defined by the difference equations W n+1,i = N j=1 p θn (X n+1,i |X n,j )∇ θ q θn (Y n |X n,j ) + ∇ θ p θn (X n+1,i |X n,j )q θn (Y n |X n,j ) N j=1 p θn (X n+1,i |X n,j )q θn (Y n |X n,j ) + N j=1 p θn (X n+1,i |X n,j )q θn (Y n |X n,j )W n,j N j=1 p θn (X n+1,i |X n,j )q θn (Y n |X n,i ) ,
for n ≥ 0, 1 ≤ i ≤ N . Here, N ≥ 1 is an integer and {α n } n≥0 is a sequence of positive real numbers. X n+1,i : 1 ≤ i ≤ N are the random variables generated through the sequential Monte Carlo schemê
for n ≥ 0, 1 ≤ i ≤ N . In (3), X n+1,i : 1 ≤ i ≤ N are sampled independently one from another and independently from
Remark. Recursion (2) usually involves a device which keeps {θ n } n≥0 within a compact subset of Θ. This device is based on the projection to a compact domain or on the optimization of step-sizes {α n } n≥0 (for details, see [16] , [23] are references cited therein). As algorithm (1) - (3) is already a very complex procedure, this aspect of recursive maximum likelihood estimation in state-space models is not considered here.
Remark. Sequential Monte Carlo scheme (3) is always implemented through a resampling procedure (for details, see [11] , [10] , [15] are references cited therein). As the distribution of θ n , Y n , X n ,X n,i : n ≥ 0, 1 ≤ i ≤ N is not affected by resampling, this ingredient of sequential Monte Carlo methods is not included explicitly in the description of algorithm (1) -(3).
The variables appearing in algorithm (1) - (3) have the following meaning. θ 0 ,X 0,1 , . . . ,X 0,N and W 0,1 , . . . , W 0,N are the initial conditions.X n,1 , . . . ,X n,N are particles in the particle approximations to the optimal filter and its derivative, while W n,1 , . . . , W n,N are (vector-valued) weights in the particle approximation to the optimal filter derivative.
2 θ n is an estimate of maxima to the average log-likelihood l(θ). α n is the step-size in recursion (1) . N is the number of particles in the particle approximations to the optimal filter and its derivative. Recursion (1) is stochastic gradient search through which l(θ) is maximized.
3 Recursions (2) and (3) are procedures through which the particle approximations to the optimal filter and its derivative are updated. For more details on the recursive maximum likelihood algorithm (1) -(3) (including its derivation), see [26] .
Convergence Results
The almost sure asymptotic properties of algorithm (1) - (3) are analyzed here. To formulate the assumptions under which the analysis is carried out, we introduce further notation. N 0 is the set of nonnegative integers, while
The asymptotic properties of algorithm (1) - (3) are analyzed under the following assumptions.
Assumption 2.1.
Assumption 2.2. There exist a probability measure π(dx) and real numbers ρ ∈ (0, 1),
for all x ∈ X , n ≥ 0 and any Borel-set B ⊆ X .
2 Let δx(dx ′ ) be the Dirac measure centered at x ∈ X . Then, empirical measures
can be considered as particle approximations (respectively) to the optimal filter and its gradient at discrete-time n. 3 The fraction on the right-hand side of (1) can be interpreted as a Monte Carlo estimate of l(θ).
Assumption 2.3. For any compact set Q ⊂ Θ, there exists a real number ε Q ∈ (0, 1) such that
Assumption 2.4. For any compact set Q ⊂ Θ, there exists a real number
Assumption 2.5. p θ (x ′ |x) and q θ (y|x) are p-times differentiable in θ for each θ ∈ Θ, x, x ′ ∈ X , y ∈ Y, where p > d. Moreover, for any compact set Q ⊂ Θ, there exists a real number
Assumption 2.1 corresponds to the step-size sequence {α n } n≥0 and its asymptotic properties. In this or similar form, Assumption 2.1 is included in any asymptotic analysis of stochastic gradient search and stochastic approximation (see e.g., [5] , [8] , [19] ). It holds when α n = 1/n a for n ≥ 1, where a ∈ (1/2, 1]. Assumption 2.2 is related to the stability of the true system {(X n , Y n )} n≥0 . It requires stochastic process {X n } n≥0 to be geometrically ergodic. Assumption 2.2 holds for several practically relevant classes of state-space models. It is also an ingredient of many asymptotic results on optimal filtering and maximum likelihood estimation in such models (for details see [10] , [11] , [15] and references cited therein). Assumption 2.3 corresponds to the stability of the optimal filter for candidate model (X θ,λ n , Y θ,λ n ) n≥0 . It ensures that the optimal filter forgets initial conditions exponentially fast. Assumption 2.3 is restrictive from the theoretical point of view as it (implicitly) requires state-space X and observation-space Y to be bounded. However, as shown in Section 3, Assumption 2.3 covers several classes of state-space models met in practice. In this or a similar form, Assumption 2.3 is involved in a number of results on optimal filtering and maximum likelihood estimation in state-space models (for details see [10] , [11] , [15] and references cited therein).
Assumptions 2.4 -2.6 are related to the parameterization of the candidate models (X θ,λ n , Y θ,λ n ) n≥0 and its analytical properties (i.e, to the analytical properties of conditional densities p θ (x ′ |x) and q θ (y|x)). The purpose of Assumption 2.4 is to ensure that the Poisson equation associated with algorithm (1) -(3) has a locally Lipschitz solution (see Lemma 5.4) . Assumption 2.4 also ensures that the average loglikelihood l(θ) is Lipschitz continuously differentiable (see Theorem 2.1, Part (i)). The Poisson equation associated with algorithm (1) -(3) plays a crucial role in the analysis of the asymptotic error in the Monte Carlo estimation of ∇l(θ) (see Lemma 6.1 and (134)), while the Lipschitz continuity of ∇l(θ) allows us to analyze algorithm (1) -(3) using the results on Lipschitz gradient flows (see Theorem 2.2, Part (i)). The purpose of Assumption 2.5 is to provide for l(θ) to be at least (d + 1)-times differentiable (see Theorem 2.1, Part (ii)), while Assumption 2.6 ensures for l(θ) to be real-analytic (see Theorem 2.1, Part (iii)). These analytical properties of l(θ) allows us to derive (relatively) tight upper bounds on the asymptotic error in the estimation of maxima to l(θ) (see Theorem 2.2, Parts (ii), (iii)). As discussed in Section 3, Assumptions 2.4 -2.6 include several practically relevant classes of state-space models.
In order to state the main results of the paper, we need further notation. For a compact set Q ⊂ Θ, Λ Q is the event defined by
S and l(S) are the sets of stationary points and critical values of l(θ) (respectively), i.e.,
π : R × Θ → Θ is the solution to the ODE dθ/dt = ∇l(θ) which satisfies the initial condition π(0, θ) = θ for θ ∈ Θ, i.e., π(t, θ) is the function which maps t ∈ R, θ ∈ Θ to Θ and satisfies
for all t ∈ R, θ ∈ Θ. R is the set of chain-recurrent points of the ODE dθ/dt = ∇l(θ), i.e., θ ∈ R if and only if for any δ, t ∈ (0, ∞), there exist an integer n ≥ 1, real numbers t 1 , . . . , t n ∈ [t, ∞) and vectors ϑ 1 , . . . , ϑ n ∈ Θ (each of which can depend on θ, δ, t) such that
Remark. Chain-recurrent points R can be considered as limits to slightly perturbed solutions to the ODE dθ/dt = ∇l(θ). As the piecewise linear interpolation of sequence {θ n } n≥0 falls into the category of such solutions (see (134) and Lemma 6.1), the concept of chain-recurrence is closely related to the asymptotic behavior of algorithm (1) -(3). Regarding stationary and chain-recurrent points, the following relationship can be established. If l(θ) is Lipschitz continuously differentiable, then all stationary points S are chain-recurrent for the ODE dθ/dt = ∇l(θ) (i.e., S ⊆ R). If additionally l(S) is of a zero Lebesgue measure (which holds when l(θ) is d-times continuously differentiable), then all chain-recurrent points R are stationary for the ODE dθ/dt = ∇l(θ) (i.e., S = R). Unfortunately, if l(θ) is only Lipschitz continuously differentiable, then S = R does not necessarily hold and R \ S = ∅ is quite possible (for details, see [17, Section 4] ). For more details on chain-recurrence, see [2] , [8] and references cited therein.
The main results of the paper are contained in next theorems. 
almost surely on Λ Q .
(ii) If Assumption 2.5 holds (in addition to Assumptions 2.1 -2.4), then for any compact set Q ⊂ Θ, there exists a real number L 1,Q ∈ [1, ∞) (independent of N and depending only on l(θ),
If Assumption 2.6 holds (in addition to Assumptions 2.1 -2.4), then for any compact set Q ⊂ Θ, there exist real numbers r Q ∈ (0, 1), L 2,Q ∈ [1, ∞) (independent of N and depending only on l(θ), p θ (x ′ |x),
Theorem 2.1 is related to the existence and the analytical properties of the average log-likelihood l(θ). It is a direct consequence of Lemmas 4.3, 7.2 and 7.3. Theorem 2.2 corresponds to the almost sure asymptotic behavior of algorithm (1) - (3) . It is proved in Section 7.
, an upper bound of ∇l(θ) and the geometric properties of R. Real numbers L 1,Q , L 2,Q depend on l(θ) through a Lipschitz constant of ∇l(θ), an upper bound of ∇l(θ) and constants
, see the proofs of Lemmas 5.5, 7.4 -7.7 and Theorem 2.2.
As algorithm (1) - (3) is a stochastic gradient search maximizing the average log-likelihood l(θ), the asymptotic properties of sequences {θ n } n≥0 , {l(θ n )} n≥0 and {∇l(θ n )} n≥0 provide a natural way to characterize the asymptotic behavior of this algorithm. If the estimation of ∇l(θ) in algorithm (1) -(3) were based on the (exact) optimal filter (instead of its particle approximation), the corresponding estimator would be asymptotically consistent. Then, according to the existing results on stochastic optimization, sequences {θ n } n≥0 , {l(θ n )} n≥0 and {∇l(θ n )} n≥0 would exhibit the following behavior. If ∇l(θ) were estimated using the (exact) optimal filter and if l(θ) were Lipschitz continuously differentiable, then the limits
would hold almost surely on the event {sup n≥0 θ n < ∞, inf n≥0 d(θ n , Θ c ) > 0} (see e.g., [2, Proposition 4.1, Theorem 5.7]). If ∇l(θ) were estimated using the (exact) optimal filter and if l(θ) were (d + 1)-times differentiable, then the limits
would hold almost surely on {sup n≥0 θ n < ∞, inf n≥0 d(θ n , Θ c ) > 0} (see e.g., [2, Corollary 6.7] ). Since algorithm (1) -(3) estimates ∇l(θ) using a particle approximation to the optimal filter and its derivative, the corresponding estimator is biased. Consequently, the limits (7), (8) do not hold for algorithm (1) -(3). Instead, limits lim sup
take strictly positive values. These limits directly depend on the accuracy of the particle approximations to the optimal filter and its derivative. Since the accuracy of such approximations increases as the number of particles N increases, it is natural to expect limits (9) to tend to zero as N → ∞. Hence, limits (9) and their dependence on N provide a sensible way to characterize the asymptotic behavior and asymptotic error of algorithm (1) - (3). This characterization is the subject of Theorem 2.2. More specifically, Theorem 2.2 provides (relatively) tight, explicit bounds on the limits (9) in terms of the number of particles N and the analytical properties of the average log-likelihood l(θ). Due to its practical and theoretical importance, various theoretical and algorithmic aspects of maximum likelihood estimation in state-space and hidden Markov models have extensively been studied in a number of papers and books (see [10] , [15] and references cited therein). In [26] , recursive maximum likelihood algorithm (1) -(3) and the corresponding particle approximations to the optimal filter derivative have been proposed and studied through numerical simulations. In [12] , the mean-square error and the asymptotic normality of these approximations have been analyzed. Although algorithm (1) -(3) has attracted considerable attention of the engineering and statistics communities, the existing results on maximum likelihood estimation in state-space and hidden Markov models do not offer any theoretical result on the asymptotic behavior of this (or any similar) algorithm. Theorem 2.2 fills this gap in the literature on state-space and hidden Markov models.
Example
To illustrate the main results and their applicability, we use them to study recursive maximum likelihood estimation in the following non-linear state-space model:
Here, θ ∈ Θ, λ ∈ P(X ) are the parameters indexing the state-space model (10) (Θ, P(X ) have the same meaning as in Section 2). A θ (x) and B θ (x) are functions which map θ ∈ Θ, x ∈ R dx (respectively) to R dx and R dx×dx (d x has the same meaning as in Section 2). C θ (x) and D θ (x) are functions which map θ ∈ Θ, x ∈ R dx (respectively) to R dy and R dy×dy (d y has the same meaning as in Section 2). For θ ∈ Θ, λ ∈ P(X ), X θ,λ 0 is an R dx -valued random variable defined on a probability space (Ω, F , P ) and distributed according to λ. {V n } n≥0 are R dx -valued i.i.d. random variables which are defined on (Ω, F , P ) and have (marginal) probability density v(x) with respect to the Lebesgue measure. {W n } n≥0 are R dy -valued i.i.d. random variables which are defined on (Ω, F , P ) and have (marginal) probability density w(y) with respect to the Lebesgue measure. We also assume that X λ 0 , {V n } n≥0 and {W n } n≥0 are (jointly) independent. In this section, we rely on the following notation.p θ (x ′ |x) andq θ (y|x) are the functions defined bỹ
and q θ (y|x) are the functions defined by
the same meaning as in Section 2). It is easy to show that
It is also easy to notice that p θ (x ′ |x) and q θ (y|x) accurately approximatep θ (x ′ |x) andq θ (y|x) when domains X and Y are sufficiently large (i.e., when X , Y contain balls of sufficiently large radius). p θ (x ′ |x) and q θ (y|x) can be interpreted as truncations ofp θ (x ′ |x) andq θ (y|x) to domains X and Y (i.e., state-space model specified in (11) can be viewed as a truncated version of the model (10)). This kind of truncation is involved (explicitly or implicitly) in the implementation of any numerical approximation to the optimal filter for state-space model (10) (for details see e.g., [10] , [11] , [15] and references cited therein).
In this section, we rely on the following assumptions.
Assumption 3.1. X and Y are compact sets with non-empty interiors.
Assumption 3.3. v(x) and w(y) are differentiable for each x ∈ R dx , y ∈ R dy . The first order derivatives of v(x) and w(y) are locally Lipschitz continuous on
Assumption 3.4. v(x) and w(y) are p-times differentiable for each x ∈ R dx , y ∈ R dy , where p > d. The p-th order derivatives of v(x) and w(y) are locally bounded on
Regarding Assumptions 2.3 -2.6 and 3.1 -3.5, the following relationships can be established. Assumptions 3.1 -3. (10) and Assumptions 3.1 -3.5, see [10] , [11] , [15] and references cited therein.
As a direct consequence of the relationships between Assumptions 2.3 -2.6 and 3.1 -3.5, we get the following corollaries to Theorems 2.1 and 2.2. 
Results Related to Optimal Filter and Average Log-Likelihood
In this section, we study the stability and analytical properties of the optimal filter and its derivative. We also study the analytical properties of the average log-likelihood. The results presented here are a prerequisite for Theorem 2.1, Part (i) and Lemma 5.5. (Needless to say, we consider here only the results which are essential for the proof of Theorems 2.1, 2.2 and not well-covered in the existing literature on optimal filtering.)
Throughout this section and the whole paper, we use the following notation. B(X ) is the collection of Borel-sets in X . P(X ) is the set of probability measures on X , while M s (X ) is the collection of signed measures on
, |ξ|(dx) and ξ denote (respectively) the total variation and the total variation norm of ξ. For ζ ∈ M d s (X ), |ζ|(dx) and ζ denote (respectively) the total variation and the total variation norm of ζ induced by l 1 vector norm.
4 r θ (x ′ |y, x) andr θ (y, x ′ |x) are the functions defined by
for θ ∈ Θ, x, x ′ ∈ X , y ∈ Y. h θ,y (x|ξ, ζ) andh θ,y (x|ξ, ζ) are the functions defined by
where ξ ∈ P(X ), ζ ∈ M d s (X ) (θ, x, y have the same meaning as in (12)). H θ,y (ξ, ζ) andH θ,y (ξ, ζ) are the functions defined by
(θ, y, ξ, ζ have the same meaning as in (12) - (14)).f θ,y (x|ξ) andg θ,y (x|ξ, ζ) are the functions defined bỹ
(θ, x, y, ξ, ζ have the same meaning as in (12) - (14)).F θ,y (dx|ξ) andG θ,y (dx|ξ, ζ) are the measures defined byF
for B ∈ B(X ) (θ, y, ξ, ζ have the same meaning as in (12) - (14)). Throughout this paper, measures
Besides the notation introduced in this and the previous sections, we rely here on the following notation, too. δ x (dx ′ ) is the Dirac measure centered at x ∈ X . r
for n > m ≥ 0 (θ, x, x ′ , y have the same meaning as in (16)). h
where ξ ∈ P(X ), ζ ∈ M 
for n > m ≥ 0 (θ, x, ξ, y have the same meaning as in (16) - (18) for n > m ≥ 0 (θ, x, ξ, ζ, y have the same meaning as in (16) - (18) for B ∈ B(X ), n > m ≥ 0 (θ, ξ, y have the same meaning as in (16) - (18) 
for B ∈ B(X ), n > m ≥ 0 (θ, ξ, ζ, y have the same meaning as in (16) - (18)). Throughout this paper, measures 
for each θ ∈ Θ, B ∈ B(X ), λ ∈ P(X ), n ≥ 1 and any sequence y = {y n } n≥0 in Y (here, 0 is the ddimensional zero-measure, i.e., 0 ∈ M (21)). Moreover, it is straightforward to verifỹ
y have the same meaning as in (21)).
Lemma 4.1. Let Assumptions 2.3 and 2.4 hold. Then, for any compact set Q ⊂ Θ, there exists a real number C 1,Q ∈ [1, ∞) (independent of N and depending only on p θ (x ′ |x), q θ (y|x)) such that
Proof. Throughout the proof, the following notation is used. Q ⊂ Θ is any compact set, while θ, θ ′ , θ ′′ are any elements of Q. x, x ′ are any elements of X , while y is any element of Y. ξ, ξ ′ , ξ ′′ are any elements of P(X ), while ζ, ζ
Consequently, we get
On the other side, due to Assumptions 2.3, 2.4, we have
Therefore, we get
Hence, we have
LetC 2,Q = 6ε
Owing to Assumptions 2.3, 2.4, we also have
Then, using (23), (27), we conclude
Similarly, relying on (23), (25) , (27) , (28), we deduce
On the other side, (22) - (25) imply
LetC 3,Q = 2C 1,QC2,Q (1 + µ ). Then, (23), (25), (29), (30) imply
On the other side, (30) yields
Similarly, (31) implies
Let C 1,Q =C 3,Q (1 + µ ). Then, using (29), we conclude
. Similarly, relying on (32), we deduce
On the other side, combining (33) , (34), we get
Lemma 4.2. Let Assumptions 2.3 and 2.4 hold. Then, the following is true: (i) For any compact set Q ⊂ Θ, there exist real numbers ρ 1,Q ∈ (0, 1), C 2,Q ∈ [1, ∞) (independent of N and depending only on p θ (x ′ |x), q θ (y|x)) such that
, n ≥ m ≥ 0 and any sequence y = {y n } n≥0 in Y. (ii) For any compact set Q ⊂ Θ, there exists a real number C 3,Q ∈ [1, ∞) (independent of N and depending only on p θ (x ′ |x), q θ (y|x)) such that (ii) Throughout this part of the proof, the following notation is used. Q ⊂ Θ is any compact set, while θ ′ , θ ′′ are any elements of Q. ξ, ζ are any elements of P(X ), M d s (X ) (respectively). y = {y n } n≥0 is any sequence in Y.
It is straightforward to verifỹ
for n > m ≥ 0. It is also easy to show
Relying on Lemma 4.1 and (36), (38), we deduce
for n > m ≥ 0. Similarly, using Lemma 4.1 and (35), (37), (39), we conclude
Lemma 4.3. Let Assumptions 2.2 -2.4 hold. Then, the following is true: (i) l(θ) is well-defined and differentiable on Θ.
(ii) ∇l(θ) is locally Lipschitz continuous on Θ and satisfies
for all θ ∈ Θ, ξ ∈ P(X ), ζ ∈ M d s (X ), where Y = {Y n } n≥0 . (iii) For any compact set Q ⊂ Θ, there exists a real number C 4,Q ∈ [1, ∞) (independent of N and depending only on p θ (x ′ |x), q θ (y|x)) such that
for all θ ∈ Q, ξ ∈ P(X ), ζ ∈ M (ii) and (iii) Let Q ⊂ Θ be any compact set. Then, due to [31, Proposition 7.2], there exist real numbers β Q ∈ (0, 1),C 1,Q ∈ [1, ∞) (independent of N and depending only on p θ (x ′ |x), q θ (y|x)) such that
for all θ ∈ Q, x ∈ X , y ∈ Y, ξ ∈ P(X ), ζ ∈ M d s (X ), n ≥ 1. Throughout these parts of the proof, the following notation is used. θ, θ ′ , θ ′′ are any elements of Q. x, y are any elements of X , Y (respectively), while ξ, ζ are any elements of P(X ), M d s (X ) (respectively). y = {y n } n≥0 is any sequence in Y.α θ,y (dx|ξ),β θ,y (dx|ξ, ζ) are the measures defined bỹ
for B ∈ B(X ).
It is straightforward to verify
for B ∈ B(X ), n ≥ 1 (for a detailed derivation of (42), (43), see [33, Lemma 4.1]). Then, using (12) - (15), we conclude
for n ≥ 1. Hence, we have
for n ≥ 1.
Owing to Assumptions 2.3, 2.4, we have
Consequently, Assumption 2.4, Lemma 4.2 and (43) yield
for n ≥ 1. Hence, (iii) holds.
Combining (41), (44), (45), we get
for n ≥ 1. Therefore, we have
for n ≥ 1. Consequently, (40) holds.
Owing to Lemmas 4.1, 4.2, we have
for n ≥ 1. On the other side, due to (41), we have
for n ≥ 1. Therefore, we get
Since Q is any compact set in Θ, we deduce that (ii) holds.
Results Related to Sequential Monte Carlo Approximations
In this section, we study the asymptotic properties of particles {X n,i : 
e is the N -dimensional vector whose all elements are one (i.e., e = (1, . . . , 1) T ∈ R N ). I is the N × N unit matrix, while Λ is the N × N matrix defined as
A θ (v, v ′ ) and B θ (v, v ′ ) are (respectively) R N ×N -valued and R d×N -valued functions defined by
where C i θ (v) is the i-th element of C θ (v) (θ, v have the same meaning as in (47)). H(θ, z) is the function defined by
for θ ∈ Θ, v ∈ V, W ∈ R d×N and z = (v, W ). {X n } n≥0 , {V n } n≥0 , {W n } n≥0 and {Z n } n≥0 are the stochastic processes defined bŷ
for n ≥ 0 (notice that W n is the d × N matrix whose j-th column is W n,j ). Then, it is straightforward to verify
It is also easy to show
for n ≥ 0. Besides the previously introduced notation, we rely here on the following notation, too. B(V) and B(Z) denote the collections of Borel-sets in V and Z (respectively). s θ (x|y,x) is the function defined by
is the conditional probability measure on X N defined as
where B ∈ B(X N ) (θ, y,x have the same meaning as in (53)). T θ (v, dv ′ ) is the kernel on V defined by
where B ∈ B(V) and v = (y, x,x) (θ, x, y,x have the same meaning as in (53)). Π θ (z, dz ′ ) is the kernel on Z defined by
where v ∈ V, W ∈ R d×N , B ∈ B(Z) and z = (v, W ) (θ has the same meaning as in (53)). Then, it is straightforward to verify
almost surely for B ∈ B(Z), n ≥ 0.
Remark. Owing to (54), (51), algorithm (1) -(3) falls into the category of stochastic approximation with Markovian dynamics.
Lemma 5.1. Let Assumptions 2.2 -2.4 hold. Then, the following is true: (i) {V θ n } n≥0 is geometrically ergodic for each θ ∈ Θ. (ii) For any compact set Q ⊂ Θ, there exist real numbers ρ 2,Q ∈ (0, 1), C 5,Q ∈ [1, ∞) (possibly depending on N ) such that
for all θ, θ ′ , θ ′′ ∈ Q, v ∈ V, B ∈ B(V), n ≥ 0.
Proof. Using Assumption 2.2 and well-known results in the Markov chain theory (see [24, Theorem 16 .0.2]), we conclude that there exist an integer n 0 ≥ 1, a real number γ ∈ (0, 1) and a probability measure ξ(dx) on X such that P n0 (x, B) ≥ γξ(B) for all x ∈ X , B ⊆ B(X ). Throughout the proof, the following notation is used. Q ⊂ Θ is any compact set, while θ, θ ′ , θ ′′ are any elements of Q. x, x 1 , . . . , x N are any elements of X , whilex = (x 1 , . . . , x N ) (notice thatx is any element of X N ). y is any element of Y, while v = (y, x,x) (notice that v is any element of Y). ζ(dx) is the probability measure on X N defined by
N . Relying on Assumption 2.3, we deduce
for B ∈ B(X N ). Hence, we have
for B ∈ B(V) (notice that v = (y, x,x)). Therefore, we get
for B ∈ B(V), n ≥ 1 (notice that v = (y, x,x)). Since P n0 (x, B) ≥ γξ(B) for any B ⊆ B(X ), we get
for B ∈ B(V). Let ρ 2,Q = (1 − β Q γ) 1/(2n0) . As v is any element in V, well-known results in the Markov Chain Theory (see [24, Theorem 16 .0.2]) and (65) imply that {V θ n } n≥0 is geometrically ergodic. The same arguments also imply
for B ∈ B(V), n ≥ 0. Since Q is any compact set in Θ, we conclude that (i) is true.
LetC 1,Q = 3ε
2,Q . Owing to Assumptions 2.3, 2.4, we have
. 5 Hence, we have
for B ∈ B(X N ). Therefore, we get
for B ∈ B(V) (notice that v = (y, x,x)).
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LetC 4,Q ∈ [1, ∞) be an upper bound of sequence {nρ
5 Here, we use the convention that the product l i=k is one whenever k > l. 6 Here, |S θ ′ − S θ ′′ |(dx ′ |y,x) denotes the total variation of the signed measure S θ ′ (dx ′ |y,x) − S θ ′′ (dx ′ |y,x).
for B ∈ B(V), n ≥ 0. Similarly, we deduce
for B ∈ B(V), n ≥ 0. Combining (66), (68), we get
for B ∈ B(V), n ≥ 1. Letting n → ∞ in (70) and using (66), (67), (69), we conclude that (61) - (63) hold.
Lemma 5.2. Let Assumptions 2.3 and 2.4 hold. Then, the following is true: (i) For any compact set Q ⊂ Θ, there exists a real number ρ 3,Q ∈ (0, 1) (independent of N and depending only on
Proof. Throughout the proof, the following notation is used. Q ⊂ Θ is any compact set, while θ, θ ′ , θ ′′ are any elements of Q. 
Then, we get
On the other side, using Assumptions 2.3, 2.4, we conclude
Relying on the same assumptions, we deduce
Then, (50), (75), (76) imply
Due to Assumptions 2.3, 2.4, we have
for 1 ≤ i ≤ N (notice that v = (y, x, x 1 , . . . , x N )). Combining Assumptions 2.3, 2.4 and the first part of (80), we get
7 Notice that (50) implies
for 1 ≤ i ≤ N . On the other side, using Assumptions 2.3, 2.4 and the second part of (80), we get
Let C 6,Q = 12ε 
Proof. Throughout the proof, the following notation is used. Q ⊂ Θ is any compact set, while θ, θ ′ , θ ′′ are any elements of Q. v is any element of V, while {v n } n≥0 is any sequence in V.
4,QC 2,Q C 6,Q . Owing to Lemmas 5.2, A.2 (see Appendix) and (50), we have
for n ≥ 0. Consequently, Lemma 5.2 implies
for n ≥ 1. On the other side, due to Lemmas 5.2, A.2 (see Appendix), we have
Lemma 5.4. Let Assumptions 2.2 -2.4 hold. Then, the following is true:
for all θ ∈ Θ, z ∈ Z.
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(iv) For any compact set Q ⊂ Θ, there exists a real number C 8,Q ∈ [1, ∞) (possibly depending on N ) such that
Proof. Throughout the proof, the following notation is used. Q ⊂ Θ is any compact set, while θ, θ ′ , θ ′′ are any elements of Q. v, W are any elements of V, R d×N (respectively), while z = (v, W ) (notice that z is any element of Z).
Owing to (50), we have
for n ≥ 0. On the other side, it is straightforward to verify
for n ≥ 1. Combining this with (92), we get
for n ≥ 1. Consequently, we have
for n ≥ 1 (notice that z = (v, W )).
9
Let β Q = max{ρ
for n ≥ 1. Consequently, Lemma 5.2 yields
Hence, h(θ) is well-defined and satisfies h(θ) ≤C 2,Q . Since Q is any compact set in Θ, we conclude that (i) holds. On the other side, using (93), we deduce
10
LetC 3,Q ∈ [1, ∞) be an upper bound of sequence {nβ
Owing to Lemmas 5.1, 5.2, we have
for n ≥ 1. Similarly, due to Lemmas 5.1, 5.3, we have
for n ≥ k ≥ 1. Combining Lemma 5.3 and (94), (95) -(97), we get
for n ≥ 1 (notice that z = (v, W )). Since h(θ) ≤C 2,Q , Lemma 5.2 and (50) yield
(notice that z = (v, W )).
9 Here, (Π n H)(θ, z) denotes
for n ≥ 1. On the other side, Lemmas 5.1, 5.3 imply
for n ≥ k ≥ 1. The same lemmas also yield
for n ≥ 1. Combining Lemma 5.3 and (95), (100) - (102), we get
for n ≥ 1 (notice that z = (v, W )). Hence, we have
(notice that z = (v, W )). LetH(θ, z) be the function defined bỹ
Then, (99) implies thatH(θ, z), (ΠH)(θ, z) are well-defined and satisfy
Consequently, (91) holds. Since Q is any compact set in Θ, we conclude that (iii) is true, too. On the other side, using (99), (103), we deduce that (iv) is also true.
As Q is any compact set in Θ, we conclude that (ii) is true.
Lemma 5.5. Let Assumptions 2.2 -2.4 hold. Then, for any compact set Q ⊂ Θ, there exists a real number M Q ∈ [1, ∞) (independent of N and depending only on p θ (x ′ |x), q θ (y|x)) such that
for all θ ∈ Q.
Proof. Throughout the proof, the following notation is used.
for n ≥ 0 (θ, B have the same meaning as in (105)).
11 Throughout the proof, we assume (without loss of generality) thatX 
almost surely for all θ ∈ Q, n ≥ 0. Similarly, using [12, , we deduce that there exists a real numberC 2,Q ∈ [1, ∞) (independent of N and depending only on
almost surely for all θ ∈ Q, n ≥ 0. On the other side, due to [33, Lemma 5.1]), there exists a real number C 3,Q ∈ [1, ∞) (independent of N and depending only on p θ (x ′ |x), q θ (y|x)) such that ζ θ n ≤C 3,Q for all θ ∈ Q, n ≥ 0.
In addition to the previously introduced notation, the following notation is used in the rest of the proof, too. θ is any element of Q. y is any element of Y, while ξ, ζ are any elements of P(X ), M 
11 Here, Y denotes stochastic process {Yn} n≥0 (i.e., Y = {Yn} n≥0 ), while F 0:n θ,y (dx|ξ), G 0:n θ,y (dx|ξ, ζ) are defined in (19) , (20) .
for n ≥ 1. On the other side, (50) implies e T A k,n Λ = e T Λ = 0 for n ≥ k ≥ 0. Consequently, we have
Combining this with (131), we get
for n ≥ 1. Let Q ⊂ Θ be any compact set, while β Q = 1 − ρ 3,Q ,C 1,Q = 4β
Then, Lemmas 5.2, A.2 (see Appendix) and (50) imply
for n ≥ 0, k ≤ n + 1. 13 Consequently, Lemma 5.2 yields
for n ≥ 0, k ≤ n + 1. Combining this with (132), we get
for n ≥ 0.
Results Related to Estimation of Log-Likelihood Gradient
In this section, the asymptotic error in the estimation of the gradient of average log-likelihood l(θ) is analyzed. The results presented here are a crucial ingredient in the proof of Theorem 2.2. Throughout the section, the following notation is used. {ζ n } n≥0 , {η n } n≥0 and {ξ n } n≥0 are the stochastic processes defined by (49), (59)). Then, using (51), it is straightforward to verify
Remark. Due to (134), algorithm (1) - (3) is stochastic gradient search which maximizes the average loglikelihood l(θ). On the other side, {ξ n } n≥0 can be interpreted as an error in the (Monte Carlo) estimation of ∇l(θ). 
hold almost surely on Λ Q .
Proof. Let Q ⊂ Θ be any compact set, while τ Q is the stopping time defined in Lemma 5.6. Moreover, let Λ Q be the event defined byΛ Q = ∞ n=0 {θ n ∈ Q}. Then, using Lemma 5.5, we conclude that the second part of (135) holds almost surely on Λ Q .
14 Let F n be the σ-algebra defined by F n = σ{θ 0 , Z 0 , · · · , θ n , Z n } for n ≥ 0. Moreover, let ζ 1,n , ζ 2,n and ζ 3,n be the random variables defined by
for n ≥ 1. Then, it is straightforward to verify
for 1 < n ≤ k.
As a direct consequence of Lemmas 5.4, 5.6, we have
for n ≥ 1. Consequently, Assumption 2.1 yields
almost surely (notice that W 0 is measurable with respect to F 0 ). On the other side, we have {τ Q > n} ∈ F n for n ≥ 0. Therefore, we get
almost surely for n ≥ 1. Then, Doob theorem and (137) imply that ∞ n=1 α n ζ 1,n I {τQ>n} is almost surely convergent. AsΛ Q ⊆ {τ Q > n} for n ≥ 0, ∞ n=1 α n ζ 1,n converges almost surely onΛ Q . Due to Lemmas 5.4, 5.6 and (51), we have
for n ≥ 1. Combining this with Assumption 2.1, we get
Notice that on Λ Q , θn ∈ Q for all, but finitely many n ≥ 0.
(notice that α n α n+1 ≤ (α 2 n + α 2 n+1 )/2). Hence, ∞ n=0 α n ζ 2,n I {τQ>n} converges almost surely. Therefore, ∞ n=0 α n ζ 2,n is convergent almost surely onΛ Q . As a direct consequence of Lemmas 5.4, 5.6, we have
Owing to (138), we have lim n→∞ α n+1 ζ 3,n I {τQ>n} = 0 almost surely. Hence, lim n→∞ α n+1 ζ 3,n = 0 almost surely onΛ Q . On the other side, due to (139),
is almost surely convergent. Thus,
α n ζ 2,n are almost surely convergent onΛ Q , (136) implies that ∞ n=0 α n ζ n converges almost surely onΛ Q , too. As Q is any compact set in Θ, we conclude that ∞ n=0 α n ζ n is almost surely convergent on {sup n≥0 θ n < ∞, inf n≥0 d(θ n , Θ c ) > 0}. Therefore, the first part of (137) holds almost surely on Λ Q .
Proof of Main Results
In this section, we rely on the following notation. For a set A ⊆ Θ, let m(A) be the Lebesgue measure of A. For a set A ⊆ Θ and ε ∈ (0, ∞), let V ε (A) be the ε-vicinity of A, i.e., V ε (A) = {θ ∈ Θ : d(θ, A) ≤ ε}. For a compact set Q ⊂ Θ and ε ∈ (0, ∞), let A Q,ε be the set of ε-critical points of l(θ) contained in l(Q), i.e.,
For θ ∈ Θ and ε ∈ [0, ∞), let L ε (θ) be the set defined by
, let L ε be the family of solutions to the differential inclusion dθ/dt ∈ L ε (θ), i.e., L ε is the collection of absolute continuous functions λ : [0, ∞) → Θ satisfying dλ(t)/dt ∈ L ε (λ(t)) almost everywhere (in t) on [0, ∞). For a compact set Q ⊂ Θ and ε ∈ [0, ∞), let H Q,ε be the largest invariant set of the differential inclusion dθ/dt ∈ L ε (θ) contained in Q, i.e., H Q,ε is the largest set H with the following property: For any θ ∈ H, there exists a solution λ ∈ L ε such that λ(0) = θ and λ(t) ∈ H for all t ∈ [0, ∞). For a compact set Q ⊂ Θ and ε ∈ [0, ∞), let R Q,ε be the set of chain-recurrent points of the differential inclusion dθ/dt ∈ L ε (θ) contained in Q, i.e., θ ∈ R Q,ε if and only if for any δ, t ∈ (0, ∞), there exist an integer n ≥ 1, real numbers t 1 , . . . , t n ∈ [t, ∞) and solutions λ 1 , . . . , λ n ∈ L ε (each of which can depend on θ, δ, t) such that λ k (0) ∈ H Q,ε for 1 ≤ k ≤ n and
For more details on differential inclusions and their solutions, invariant sets and chainrecurrent points, see [1] and references cited therein. Besides the previously introduced notation, we use here the following notation, too. η and λ are the random variable defined by
λ 1,n (t), λ 2,n (t), λ n (t) are the random variables defined by
for t ∈ (0, ∞) and n ≥ 0. a(n, t) is the integer defined by a(n, t) = max k ≥ n :
for t ∈ (0, ∞) and n ≥ 0. Then, it is straightforward to verify
for t ∈ (0, ∞), n ≥ 0. On the other side, Assumption 2.1 implies that a(n, t) is well-defined and finite for t ∈ (0, ∞), n ≥ 0. The same assumption also yields lim n→∞ a(n,t)−1
for t ∈ (0, ∞).
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Lemma 7.1. Let Assumptions 2.2 -2.4 hold. Then, for any compact set Q ⊂ Θ, there exists a non-
Proof. Let Q ⊂ Θ be any compact set. Moreover, let φ Q : [0, ∞) → [0, ∞) be the function defined by φ Q (0) = 0 and
for γ ∈ (0, ∞). Then, it is easy to show that φ Q (γ) is well-defined and satisfies
is non-decreasing. 16 On the other side, [4, Theorem 3.1] implies that given ε ∈ (0, ∞), there exists a real number
17 Consequently, lim γ→0 φ Q (γ) = φ Q (0) = 0.
15 Notice that t ≥ a(n,t)−1 i=n
i=n α i − α a(n,t) ≥ t − α a(n,t) for t ∈ (0, ∞), n ≥ 0. 16 Notice that {d(θ, R) : θ ∈ R Q,γ } ⊆ {d(θ, R) : θ ∈ R Q,δ } whenever γ ≤ δ. 17 Notice that d(θ, R) ≤ ε whenever θ ∈ R Q,γ , γ ∈ [0, γ Q (ε)). Lemma 7.2. Let Assumption 2.2, 2.3 and 2.5 hold. Then, the following is true:
(i) l(θ) is well-defined and p-times differentiable on Θ.
(ii) For any compact set Q ⊂ Θ, there exists a real number M 1,Q ∈ [1, ∞) (independent of N and depending only on l(θ)) such that m(A Q,ε ) ≤ M 1,Q ε q for all ε ∈ [0, ∞). (ii) For any compact set Q ⊂ Θ, there exists a real number M 2,Q ∈ [1, ∞) (independent of N and depending only on l(θ)) such that m(A Q,ε ) ≤ M 2,Q ε for all ε ∈ [0, ∞).
(iii) For any compact set Q ⊂ Θ, there exist real numbers r Q ∈ (0, 1), M 3,Q , M 4,Q ∈ [1, ∞) (independent of N and depending only on l(θ)) such that
Proof. (i) Using [32, Theorem 2.1], we conclude that l(θ) is well-defined and real-analytic on Θ.
(ii), (iii) Let Q ⊂ Θ be any compact set. Then, owing to Lojasiewicz (ordinary) inequality (see [7, Theorem 6 .4, Remark 6.5]), there exist real numbers r Q ∈ (0, 1), M 3,Q ∈ [1, ∞) such that the first inequality in (143) holds for all θ ∈ Q. On the other side, due to Lojasiewicz gradient inequality (see [18, Theorem LI, Page 775]), we have the following: For any a ∈ l(Q) = {l(θ) : θ ∈ Q}, there exist real
Now, we show by contradiction that l(S ∩ Q) = {l(θ) : θ ∈ S ∩ Q} has finitely many elements. Suppose the opposite. Then, there exists a sequence {ϑ n } n≥0 in S ∩ Q such that {l(ϑ n )} n≥0 contains infinitely many different elements. Since S ∩ Q is compact, {ϑ n } n≥0 has a convergent subsequence {θ n } n≥0 such that {l(θ n )} n≥0 also contains infinitely many different elements. Let ϑ = lim n→∞θn , a = l(ϑ). As δ Q,a > 0, there exists an integer n 0 ≥ 0 such that |l(θ n ) − a| ≤ δ Q,a for n ≥ n 0 . Since ∇l(θ n ) = 0 for n ≥ 0, (143) implies l(θ n ) = a for n ≥ n 0 . However, this is impossible, since {l(θ n )} n≥0 has infinitely many different elements.
Let n Q be the number of elements in l(S ∩ Q), while {a i : 1 ≤ i ≤ n Q } are the elements of l(S ∩ Q).
(notice that ∇l(θ) < 1, ν Q,ai > 1). On the other side, if θ ∈ Q \ B Q , we get
(notice that ∇l(θ) ≥ β Q ). Hence, the second inequality in (142) holds for all θ ∈ Q.
Let M 2,Q = 2M 4,Q n Q . Owing to the second inequality in (142), we have
Part (ii) of Lemma 7.3 and Part (ii) of Lemma 7.4 can be unified (in a natural way) through the next corollary.
Corollary 7.1. Suppose that Assumptions 2.2 and 2.3 hold. Moreover, suppose that one of Assumptions 2.5 and 2.6 is satisfied. Let s = 1 if Assumption 2.6 holds, and let s = q otherwise (i.e., s = q when Assumption 2.5 is satisfied and Assumption 2.6 does not hold). Then, for any compact set Q ⊂ Θ, there exists a real number M 5,Q ∈ [1, ∞) (independent of N and depending only on l(θ)) such that m(A Q,ε ) ≤ M 5,Q ε s for all ε ∈ (0, ∞).
Lemma 7.4. Let Assumptions 2.1 -2.4 hold. Then, the following is true: (i) There exist an event N 0 ∈ F such that P (N 0 ) = 0 and
(ii) For any compact set Q ⊂ Θ, there exists a real number M 6,Q ∈ [1, ∞) (independent of N and depending only on l(θ)) such that
lim sup
Proof. Owing to Lemma 6.1, there exists N 0 ∈ F such that the following holds: (a) P (N 0 ) = 0, and (b) η < ∞ and the first part of (135) are satisfied on {sup n≥0 θ n < ∞, inf n≥0 d(θ n , Θ c ) > 0} \ N 0 . On the other side, we have
Moreover, let M 6,Q = 2M Q , while ω is an arbitrary sample from Λ Q \ N 0 . In order to prove the lemma, it is sufficient to show that (144) -(147) hold for ω and any t ∈ (0, ∞). Notice that all formulas which follow in the proof correspond to ω.
Let ε, t ∈ (0, ∞) be any real numbers. Then, there exists n 0 ≥ 0 (depending on ω, ε) such that θ n ∈ Q, ∇l(θ n ) ≤ λ + ε for n ≥ n 0 (notice that these relations hold for all but finitely many n). Therefore, 
Then, the limit process ε → 0 yields lim sup n→∞ max n≤k≤a(n,t)
(notice that ε ∈ (0, ∞) is any real number). As
for sufficiently large n (notice that a(n, t) ≥ n + 1 for sufficiently large n), we conclude
Then, the limit process t → 0 implies (145). On the other side, we have
Hence,
Lemma 7.5. Let Assumptions 2.1 -2.4 hold. Moreover, let one of Assumptions 2.5 and 2.6 be satisfied. Then, for any compact set Q ⊂ Θ, there exists a real number M 7,Q ∈ [1, ∞) (independent of N and depending only on l(θ)) such that
on Λ Q \ N 0 (s is specified in the statement of Lemma 7.1).
Proof. Let Q ⊂ Θ be any compact set, whileM Q is an upper bound of ∇l(θ) on Q. Moreover, let 
on Λ Q \ N 0 for all ε ∈ (0, ∞). Then, (148) follows directly from (149) by letting ε → 0.
Inequality (149) is proved by contradiction: Suppose that there exist a sample ω ∈ Λ Q \ N 0 and a real number ε ∈ (0, ∞) such that (149) does not hold for them. Notice that all formulas which follow in the proof correspond to ω.
Let γ = 2(ε + η), δ = M 5,Q γ s , while µ = δ/(M 6,Q (M Q + η)), ν = γ 2 /(4M 6,Q (M Q + η) 2 ), τ = min{µ, ν/2}.
Since {θ n } n≥0 is bounded and (149) is not satisfied, there exist real numbers a, b ∈ R (depending on ω, ε) such that b − a > 2δ and such that inequalities l(θ n ) < a, l(θ k ) > b hold for infinitely many n, k ≥ 0 (notice that M 7,Q (ε + η) s ≥ 2δ). As m(A Q,γ ) ≤ M 5,Q γ s = δ, there exists a real number c such that c ∈ A Q,γ and a + δ < c < b (otherwise, (a + δ, b) ⊂ A Q,ε , which is impossible as b − (a + δ) > δ).
Let n 0 = 0, while
for k ≥ 1. It can easily be deduced that sequences {m k } k≥1 , {n k } k≥1 , {n ′ k } k≥1 are well-defined and satisfy n ′ k < m k < n k < n 
(to get (152), notice that θ n ∈ Q for all but finitely many n and that λ ≤M Q ). Owing to (152) and the second inequality in (150), there exists k 0 ≥ 1 such that a(m k , τ ) ≤ n k for k ≥ k 0 . Proof. Let Q ⊂ Θ be any compact set, while M 8,Q = 1/(64M 6,Q ) and τ = 1/(16M 6,Q ). Moreover, let ω be an arbitrary sample from (Λ Q \ N 0 ) ∩ {λ > 2η}. In order to prove the lemma's assertion, it is sufficient to show that (153) holds for ω. Notice that all formulas which follow in the proof correspond to ω.
Let n 0 = 0 and n k = min{n > n k−1 : ∇l(θ n ) ≥ φ − 1/k} for k ≥ 1. Obviously, sequence {n k } k≥0 is well-defined and satisfies lim k→∞ ∇l(θ n k ) = λ. Then, Lemma Proof. Let Q ⊂ Θ be any compact set, whileM Q ∈ [1, ∞) is an upper bound of ∇l(θ) on Q. Moreover, let M 9,Q = max{2,M Q , M 7,Q }. Obviously, it is sufficient to show λ ≤ M 9,Q η s/2 on Λ Q \ N 0 (notice that the second inequality in (154) is a direct consequence of Lemma 7.5).
Owing to Lemmas 7.5, 7.6, we have M 8,Q λ 2 ≤ M 7,Q η s on (Λ Q \ N 0 ) ∩ {λ > 2η}. Therefore, λ ≤ (M 7,Q /M 8,Q ) 1/2 η s/2 ≤ M 9,Q η s/2 on (Λ Q \ N 0 ) ∩ {λ > 2η}. On the other side, λ ≤ 2η ≤ M 9,Q η s/2 on (Λ Q \N 0 )∩{λ ≤ 2η, η ≤ 1} (notice that s/2 < 1), while λ ≤M Q ≤ M 9,Q η s/2 on (Λ Q \N 0 )∩{λ ≤ 2η, η > 1}. Thus, λ ≤ M 9,Q η s/2 holds on Λ Q \ N 0 .
Proof of Theorem 2.2. (i) Let Q ⊂ Θ be any compact set. Moreover, let ψ Q : [0, ∞) → [0, ∞) be the function defined by ψ Q (t) = φ Q (2M Q t 1/2 ) for t ∈ [0, ∞) (M Q , φ Q (t) are specified in the statement of Lemma A.2. Let {A n } n≥1 , {B n } n≥1 and {C n } n≥1 be sequences in P N ×N . Moreover, let a, b, c ∈ R N . Assume the following:
(i) There exists a real number α ∈ (0, 1) such that min{A n,i,j , B n,i,j , C n,i,j } ≥ α/N for each 1 ≤ i, j ≤ N , n ≥ 1, where A n,i,j , B n,i,j , C n,i,j are the (i, j) entries of A n , B n , C n (respectively).
(ii) e T a = e T b = e T c = 0. Then, we have 
for l ≥ k ≥ 0. Thus, we have A 1 · · · A n a = Ã 0,n a ≤ 2N 1/2 β n a ≤ Kβ n a 22 Notice that e i , e/N ∈ P N . Notice also that (155) is trivially satisfied for l = k. 23 Notice thatÃ k,l e i − e N is the i-th column ofÃ k,l Λ.
for n ≥ 1. It is straightforward to verify Λ(B n − C n ) = B n − C n − e N (e T B n − e T C n ) = B n − C n for n ≥ 1 (notice that e T B n = e T C n = e T ). Therefore, 
