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We propose an optimization algorithm to compute the optimal sensor locations in experimen-
tal design in the formulation of Bayesian inverse problems, where the parameter-to-observable
mapping is described through an integral equation and its discretization results in a continu-
ously indexed matrix whose size depends on the mesh size n. By approximating the gradient
and Hessian of the objective design criterion from Chebyshev interpolation, we solve a se-
quence of quadratic programs and achieve the complexity O(n log2(n)). An error analysis
guarantees the integrality gap shrinks to zero as n → ∞, and we apply the algorithm on
a two-dimensional advection-diffusion equation, to determine the LIDAR’s optimal sensing
directions for data collection.
Keywords: optimal experimental design; sequential quadratic program; Chebyshev
interpolation; advection-diffusion equation; sum-up rounding;
AMS Subject Classification: 65C60, 90-08, 65C20
1. Introduction
An important branch of experimental design attempts to compute the optimal sensor
locations given a set of available measurement points ([4, §7.5] and [11, §9, §12]), with
the aim to give the most accurate estimation of parameters or maximize the information
about a system. Naturally it arises in many infrastructure networks (oil, water, gas, and
electricity) in which large amounts of sensor data need to be processed in real time in
order to reconstruct the state of the system or to identify leaks, faults, or attacks (see
[3], [8], [13] and [15]).
We consider the same setting as in [14], where the statistical setup consists of a Bayesian
framework for linear inverse problems for which the direct relationship is described by
discretized integral equation. Specifically, the parameter u0 is a function that maps the
input domain Ωin to R, the observable u is a function from the output domain Ωout to R,
and the parameter-to-observable mapping F : u0 → u is given by an integral equation:
u(x) =
∫
Ωin
f(x, y)u0(y) dy, for x ∈ Ωout.
Both Ωin and Ωout are rectangular domains. The two sets of points {x1, x2, · · · , xn} ⊂ Ωout
and {y1, y2, · · · , ym} ⊂ Ωin are the discretized mesh points, and the goal is to estimate the
parameter vector uˆ0 = (u0(y1), · · · , u0(ym)) as a proxy for the unknown function u0. The
observable vector uˆ = (u(x1), · · · , u(xn)) represents data points that can be potentially
observed by sensors. The number of sensors is limited and we need to select the optimal
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locations from the candidate set {x1, · · · , xn}.
Following [14], we use a Bayesian framework with Gaussian priors and likelihood, assign
the weight wi to each candidate location xi, and formulate the optimal sensor placement
as a convex integer program:
minw φ(Γpost(w))
s.t. wi ∈ {0, 1},
∑n
i=1wi = n0
(1)
where φ can be either A-, D- or E-optimal design criterion, corresponding to the trace,
log determinant and largest eigenvalue respectively, of the posterior covariance matrix
Γpost for the parameter uˆ0. Γpost is computed from Bayes’ rule and is given by
Γpost = (F
TW 1/2Γ−1noiseW
1/2F + Γ−1prior)
−1.
where W = diag(w1, w2, · · · , wn). F is the discretized parameter-to-observable mapping,
and F (i, j) = f(xi, yj)∆y, where ∆y is the size of unit rectangle on Ωin, i.e. ∆y =
µ(Ωin)/m. It has been shown in [14] that, if Γnoise and Γprior are multiples of identity
matrices (Γprior = σ
2
priorIm,Γnoise = σ
2
noiseIn), and the ratios m/n, n0/n are constants,
then by solving the relaxed optimization
minw φ(Γpost(w))
s.t. 0 ≤ wi ≤ 1,
∑n
i=1wi = n0
(2)
and applying the sum-up rounding (SUR) strategy (see Appendix A), the integrality gap
between an upper bound of (1) obtained from the SUR solution, and a lower bound of
(1) obtained from the relaxed solution to (2), converges to zero as the mesh sizes n→∞.
In this paper, we provide an optimization algorithm to solve the relaxation (2), based
on Chebyshev interpolation and sequential quadratic programming (SQP). While the
relaxed problem is not NP-hard, computing its gradient requires O(n3) operations, and
finding the Hessian is even more expensive. Given that f(x, y) typically comes from a
mathematical model described by a system of partial differential equations (PDEs), and
the parameters to be estimated are initial or boundary conditions, the discretization of
an increasingly refined mesh can easily explode the problem size to thousands and even
millions. A O(n3) algorithm is intractable in practice, and we need a scalable algorithm
to solve (2) both fast and accurately.
Several efficient algorithms have been proposed to alleviate the computation burden
for specific design criteria (see [1, 2, 10]), all of which exploit the low-rank structure of
the parameter-to-observable mapping F in some way. In [2], randomized methods, such
as randomized singular value decomposition (rSVD) and randomized trace estimator, are
employed to evaluate the A-optimal design objective, i.e. the trace of Γpost, and its gra-
dient. Its approximation error depends on the threshold chosen in rSVD and the sample
size in randomized estimations. In [1], similar approaches (truncated spectral decomposi-
tion, randomized estimators for determinants) are investigated for the D-optimal design,
and the related error bounds are derived explicitly. In addition to the numerical results,
a general study on the optimal low-rank update from the prior covariance matrix to the
posterior covariance matrix, is available over a broad class of loss functions (see [12]).
We make use of the integral operator assumption and the fact F is continuously indexed
i.e., F (i, j) is evaluated from a smooth function f(x, y), and propose an interpolation-
based method to approximate both the gradient and Hessian for A- and D-optimal de-
signs. Classical interpolation theory is well established for function approximations with
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function evaluations only at a subset of points, and it is known that polynomial interpo-
lation at Chebyshev points is optimal in the minimax error for continuously differentiable
functions (see [7, §8.5]). We apply Chebyshev interpolation to extract the gradient and
Hessian information, and implement sequential quadratic programming to compute the
relaxed solution, where each quadratic program is solved by an interior-point algorithm.
The advantage of SQP is threefold: in contrast to previous methods, we incorporate
Hessian to accelerate the convergence rate in the optimization algorithm; we are able to
prove the zero convergence of the approximation error in the objective as the problem
size approaches infinity; the overall complexity is O(n log2(n)).
In the numerical experiment, we apply this algorithm to a two-dimensional LIDAR
problem, aiming to select the optimal sensing directions for the LIDAR to send beams
and collect data along those beams, in order to infer the initial condition of the advection-
diffusion equation. While the designs rely on the constants in the system, we can safely
conclude more sensing directions should be chosen towards the velocity field in the equa-
tion. We demonstrate the algorithm efficiency by providing the computation time and
the shrinkage of the integrality gap.
We focus on A-optimal design in the paper, and save results on D-optimal design to
the Appendix, which are derived very similarly. In summary, we discuss the gradient and
Hessian approximations for the trace objective in §2, and provide details of the SQP
algorithm in §3. An error analysis on the zero convergence of integrality gap is given in
§4, and in §5 we introduce and illustrates the designs for a LIDAR problem. Finally in
§6 we discuss ways to improve the current algorithm.
2. Gradient and Hessian Approximations with Chebyshev Interpolation
Since m/n is a constant, without loss of generality we assume m = n, and rewrite the
posterior covariance matrix:
Γpost =
(
σ−2noiseF
TWF + σ−2priorIn
)−1
= σ2noise
(
F TWF + αIn
)−1
where α = σ2noise/σ
2
prior. We ignore the constants σ
−2
prior, σ
−2
noise at the moment and add
them back in the numerical section. In the A-optimal design, φ(Γpost) = tr(Γpost), and
we provide the analytical form of the derivatives below, and then approximate them by
exploiting the continuously indexed structure.
2.1 Gradient and Hessian for A-optimal Design
Here are the component-wise gradient and Hessian of the objective function tr(Γpost):
• Gradient Denote fi as the i-th column of F T and we have
F TWF =
n∑
i=1
wifif
T
i ⇒
∂F TWF
∂wi
= fif
T
i .
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Therefore the ith component in the gradient is:
∂tr(Γpost)
∂wi
= −tr
(
(F TWF + In)
−1fifTi (F
TWF + In)
−1
)
= −‖(F TWF + In)−1fi‖2.
(3)
• Hessian Following the previous steps, the (i, j)th entry of Hessian matrix is:
Hij =
∂2tr(Γpost)
∂wi∂wj
= 2
(
fTi (F
TWF + In)
−1fj
)(
fTi (F
TWF + In)
−2fj
)
. (4)
Note that fi is discretized from a smooth function f(xi, ·), so both fi and F are continu-
ously indexed. In addition, H is the Schur product of two positive semi-definite matrices
F (F TWF+In)
−1F T and F (F TWF+In)−2F T , so H is also positive semi-definite (see [16,
§1.5]). Next we explain an approximation of the gradient and Hessian with Chebyshev
interpolation.
2.2 Chebyshev Interpolation in One Dimension
The N Chebyshev interpolation points on [−1, 1] are
x˜i = cos
(pi(i− 1)
N − 1
)
, i = 1, 2, .., N.
Given a smooth function h : [−1, 1] → R, and evaluations at the interpolation points
{(x˜1, h(x˜1)), (x˜2, h(x˜2)), .., (x˜N , h(x˜N ))}, then for any x ∈ [−1, 1], we approximate h(x)
with Lagrange basis polynomials:
h˜(x) =
N∑
i=1
(∏
j 6=i
x− x˜j
x˜i − x˜j
)
h(x˜i).
Chebyshev interpolation points achieve the minimal error ‖h − h˜‖∞ among polynomial
approximations, and we will discuss its accuracy in §4. We choose the number of inter-
polation points as N = O(log(n)) for both computational and accuracy purposes, and
create the coefficient vector associated with x as
c(x) =
(∏
j 6=1
x− x˜1
x˜i − x˜1 ,
∏
j 6=2
x− x˜2
x˜i − x˜2 , ...,
∏
j 6=N
x− x˜N
x˜i − x˜N
)T ∈ RN .
To construct a low-rank approximation of F , we create a matrix F˜ ∈ RN×N with
F˜ (i, j) = f(xi, yj)∆y
where x˜i and y˜j are interpolation points in Ωout and Ωin respectively. Define the coefficient
matrix Cx =
(
cx(x1), cx(x2), ..., cx(xn)
) ∈ RN×n for each mesh point xi ∈ Ωin, and define
Cy in similar way. Then F is approximated by
Fs := C
T
x F˜Cy. (5)
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To approximate the gradient and Hessian in (3) and (4), we construct M ∈ Rn×N with
its i-th column mi given by (
F Ts WFs + In
)−1
f˜i, (6)
where f˜i is the i
th column of CTy F˜
T , as an approximation of the column in F T evaluated
at x˜i. We then define M1,M2 ∈ RN×N where the (i, j)th entry is 〈f˜i,mj〉 and 〈mi,mj〉
respectively, that is, for i, j = 1, 2, ..., N ,
M1(i, j) = f˜
T
i
(
F Ts WFs + In
)−1
f˜j , M2(i, j) = f˜
T
i
(
F Ts WFs + In
)−2
f˜j .
• Approximate gradient in (3). Let g ∈ Rn be the true gradient, i.e.
g = (
∂φ
∂w1
,
∂φ
∂w2
, ...,
∂φ
∂wn
)T .
and we approximate each component by gi ≈ −cx(xi)TM2cx(xi).
• Approximate Hessian in (4). We construct another matrix H˜ where H˜(i, j) =
2M1(i, j)M2(i, j), then H(i, j) is approximated by cx(xi)
T H˜cx(xj). Equivalently,
H ≈ Hs = CTx H˜Cx.
Note H˜ is the Schur product of two positive semi-definite matrices M1 and M2, so Hs
is positive semi-definite (see [16, §1.5]).
The above interpolation-based approximation can be generalized for any interval do-
main [a, b] by defining a one-to-one mapping between [a, b] and [−1, 1].
2.3 Chebyshev Interpolation in Two Dimensions
After we understand the interpolation approximation in one dimension, it is not difficult
to extend it to multiple dimensions by tensor product, although the notation would be
slightly more complicated.
Consider the domain Ω = [−1, 1] × [−1, 1], and let neach and Neach be the number of
mesh points and interpolation points respectively on each side. We have n = n2each mesh
points and N = N2each interpolation points in total and they are related by
N2each = N = O(log(n)) = O
(
log(n2each)
)
.
Suppose {(xi, xj)}neachi,j=1 are mesh points, and {(x˜i, x˜j)}
Neach
i,j=1 are interpolation points,
and we construct F˜ ∈ RN×N in a similar way as in one dimension. The n mesh points
are ordered as follows: for an index k ∈ {1, 2, .., n}, we write
k = (i− 1) · neach + (j − 1),
and it corresponds to the mesh point (xi, xj) in Ω. In other words, we arrange these mesh
points “column by column”, and the index k is associated with (xi, xj). We apply the
same ordering to interpolation points. Next we find the coefficient vector c(xi, xj) ∈ RN ,
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i.e. how a general function h(xi, xj) depends on the values at interpolation points. Based
on results from one dimension, let c(xi), c(xj) ∈ RNeach be the one-dimensional coefficient
vector for xi and xj , and k ∈ {1, 2, .., N} with
k = (k1 − 1) ·Neach + (k2 − 1),
then the kth coefficient is given by
c(xi, xj)k = c(xi)k1c(xj)k2 .
The kth component in c(xi, xj) ∈ RN is the product of kth1 component in c(xi) and kth2
component in c(xj). We calculate the coefficient vector for each mesh point, and create
matrices C, M , M1 and M2 in a similar fashion (details omitted). Gradient and Hessian
are approximated in the same way as in one dimension.
3. Sequential Quadratic Program
Given the (approximated) gradient and Hessian in the previous section, we solve a se-
quence of quadratic program until convergence, where at each step, the objective is a
quadratic Taylor polynomial evaluated at the current iterate. We mainly adopt the al-
gorithm from [9, §18.1], and before that, we instead look at an equivalent version to the
relaxed optimization (2):
min φ(Γpost(w))
s.t. 0 ≤ wi ≤ 1,
∑n
i=1wi ≤ n0.
(7)
Claim 3.1 This program and the original program has the same minimal point.
Proof. If w  w′ (wi ≤ w′i for each i), then
(
F TWF + In
)−1  (F TW ′F + In)−1. 
3.1 A Framework for SQP
We give the details on the SQP algorithm: suppose at the k-th iteration, (wk, λk) are the
primal and dual variable, we solve the following quadratic program
min φk +∇φTk · pk + 12(pk)T · ∇2wwLk · pk
s.t. −wki ≤ pki ≤ 1− wki , , i = 1, 2, ..., n,∑n
i=1 p
k
i ≤ n0 −
∑n
i=1w
k
i
(8)
where ∇φk is the gradient of the objective and ∇2wwLk is the Hessian of the Lagrangian,
both evaluated at the current iterate wk. As there are only linear constraints, we have
∇2wwLk = ∇2wwφk = Hk. The problem (8) can be simplified as:
min gT · pk + 12(pk)T ·H · pk
s.t. A · pk ≥ b. (9)
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where g = ∇φk, H = ∇2wwφk, A =
 In−In
−1T
 ∈ R(2n+1)×n, b =
 −wkwk − 1
1Twk − n0
 ∈ R2n+1.
Both g and H are from Chebyshev approximations. The new iterate wk+1 is updated
by wk + αkp
k where pk is the solution to the quadratic program (9), and αk is the step
length determined by backtracking line search (see [9, Algorithm 3.1]). We discuss details
on solving the program (9) and getting its Lagrangian multipliers in the next subsection,
but provide the SQP framework now in Algorithm 1.
Algorithm 1 SQP with line search for Solving (7) (c = 0.5, ξ = 10−3,  is user defined)
1: choose an initial state (w0, λ0); set k ← 0
2: repeat until φ(Γpost(w
k))− φ(Γpost(wk+1)) < 
3: evaluate ∇φk,∇2wwφk from Chebyshev interpolation;
4: solve the quadratic program (9) to obtain (pk, λk+1);
5: αk = 1
6: while φ(Γpost(w
k + αpk)) > φ(Γpost(x
k)) + ξαk∇φTk pk
7: αk = c ∗ αk
8: end (while)
9: set wk+1 ← wk + αk · pk, λk+1 ← λk + αk(λk+1 − λk);
10: end (repeat);
In the backtracking line search step, we need to evaluate φ(Γpost(w)) which involves
the trace of an inverse matrix of size n × n, and we propose a SVD-based method
with complexity O(n log2(n)) for the evaluation. Recall that Fs = CTx F˜Cy in (5) where
Cx, Cy ∈ RN×n, F˜ ∈ RN×N and N = O(log(n)), then
F Ts WFs = C
T
y F˜
TCxWC
T
x F˜Cy.
To compute φ(Γpost(w)), we only need to find the eigenvalues {λi}ni=1 of F Ts WFs since
φ(Γpost(w)) = tr
(
(F Ts WFs + In)
−1) = n∑
i=1
1
1 + λi
.
We apply SVD decompositions to both CTy F˜ ∈ Rn×N and CxW 1/2 ∈ RN×n, and get
CTy F˜ = U1Σ1V
T
1 , CxW
1/2 = U2Σ2V
T
2 ⇒ F Ts WFs = U1
(
Σ1V
T
1 U2Σ
2
2U
T
2 V1Σ1
)
UT1 .
Because Σ1V
T
1 U2Σ
2
2U
T
2 V1Σ1 ∈ RN×N is of small size, another SVD decomposition (or
eigenvalue decomposition) of this matrix directly gives us the eigenvalue decomposition of
F Ts WFs, and thus the value of φ(Γpost(w)). Moreover, once we know F
T
s WFs = QΛQ
T ,
where Q ∈ Rn×N has orthonormal columns and Λ ∈ RN×N is diagonal, then(
F Ts WFs + In
)−1
= In −QΛ˜QT
and Λ˜i = λi/(1 + λi). It only requires matrix vector products with a cost of O(n log(n))
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to compute (6) in the construction of Chebyshev approximation,(
F Ts WFs + In
)−1
f˜i = f˜i −QΛ˜QT f˜i.
3.2 Solve QP with Interior Point Method
In this subsection, we focus on solving the QP (9) with an interior point method, following
the procedure in [9, §16.6]. First we introduce slack variable s  0 and write down the
KKT condition for (9): 
H · pk + g −ATλ = 0
A · pk − s− b = 0
si · λi = 0, i = 1, 2, ..., 2n+ 1
(s, λ)  0.
We then define a complementarity measure µ = sT ·λ/(2n+1), and solve a linear system:H 0 −ATA −I 0
0 Λ S
∆pk∆s
∆λ
 =
 −rd−rp
−Λ · S1+ σ · µ1
 (10)
where
rd = H · pk −ATλ+ g, rp = A · pk − s− b
and
Λ = diag(λ1, .., λ2n+1), S = diag(s1, .., s2n+1), 1 = (1, 1, .., )
T .
A more compact “normal equation” form of the system (10) is(
H +ATS−1ΛA
)
∆pk = −rd +ATS−1Λ
(− rp − s+ σµΛ−11) (11)
Next we solve the linear system (11). Note that once ∆pk is known, ∆s and ∆λ can be
derived easily. Let S−1Λ = diag(d1, d2, .., d2n+1), we have from (9) that
ATS−1ΛA = D + d2n+1 · 1 · 1T
where D = diag(d1 + dn+1, d2 + dn+2, .., dn + d2n). We apply Sherman-Morrison formula
to calculate (H +D + d2n+1 · 1 · 1T )−1. Since H ≈ Hs = CT H˜C and it is less expensive
to compute H˜−1, we have(
Hs +D
)−1
=
(
CT H˜C +D
)−1
= D−1 −D−1CT
(
H˜−1 + CD−1CT
)−1
CD−1. (12)
Note H˜ is positive semi-definite, but not necessarily positive definite. We use a truncated
eigenvalue decomposition of H˜ and only considers eigenvalues above a threshold, and then
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compute the Moore-Penrose inverse. Next let X := Hs +D, and we apply (12) to get
(H+D+d2n+1·1·1T )−1 =
(
X+d2n+11·1T
)−1
= X−1−X−111TX−1/
(
1TX−11+d−12n+1
)
.
To summarize, we only need H˜−1 and matrix vector products to solve for ∆pk in (11).
They are of complexity O(log3(n)) and O(n log(n)) respectively, and both are affordable
to compute. We implement Algorithm 16.4 in [9] to solve (9), and because the num-
ber of iterations with increasing variable dimensions is usually stable for interior point
algorithms, our SQP algorithm has an overall complexity of O(n log2(n)).
4. Error Analysis - Convergence in Integrality Gap
In this section, we analyze the accuracy of our algorithm from the interpolation-based
approximations. Specifically, let wN be the solution from SQP (Algorithm 1), wN,int be
the integer solution constructed from SUR (see Appendix A), and wn be the true solution
to the relaxed program (7), we show that with the full F matrix, as n→∞∣∣∣φ(Γpost(wn))− φ(Γpost(wN,int))∣∣∣→ 0.
Note N = O(log(n)) also increases to infinity. It tells us if we solve the optimization with
the low-rank approximation matrix Fs, the objective value of the SUR integer solution
converges to the true minimum. We address this problem in the following two subsections.
4.1 Connection Between Two Optimization Problems
Algorithm 1 returns a solution to the following convex program:
min φs(Γpost(w))
s.t. 0 ≤ wi ≤ 1,
∑n
i=1wi ≤ n0.
(13)
where φs(Γpost(w)) = φ
(
(F Ts WFs + In)
−1). The program differs from the original relax-
ation (7) only in F , and for simplicity, we use the abbreviation φs(w) for φs(Γpost(w)),
and φ(w) for φ(Γpost(w)).
Claim 4.1 Let wN , wn be the solution to (13) and (7) respectively. If |φ(w)−φs(w)| < 
for any w ∈ Rn, then
|φ(wN )− φ(wn)| < 2.
In other words, if φs is close to φ for any w, then the objective value of w
N is close to
the true minimum φ(wn).
Proof. Because wN and wn minimizes φs(w) and φ(w) respectively, we have
φs(w
N ) ≤ φs(wn), φ(wn) ≤ φ(wN ). (14)
From the assumption |φ(w)− φs(w)| < , we know
|φ(wN )− φs(wN )| < , |φ(wn)− φs(wn)| < ,
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and together with (14), we get
φ(wN ) ≤ φs(wN ) +  ≤ φs(wn) +  < φ(wn) + 2. (15)
The result follows directly from (14) and (15). 
Next we show |φ(w)−φs(w)| is small for any w ∈ Rn. Because 1∆yFs(i, j) is an approx-
imation of 1∆yF (i, j) which equals f(xi, yj), their difference is determined by the error in
Chebyshev approximtaion (see [7]), and we quantify |φ(w)− φs(w)| now.
We use the notation ‖X‖ = ‖X‖F (Frobenius norm) for any matrix X from now on.
Claim 4.2 If 1∆y |F (i, j)− Fs(i, j)| < , then for any w ∈ Rn,
|φ(w)− φs(w)| ≤ C ·N · ,
where C is a positive constant independent of n and N .
Note Fs is defined in (5) with N interpolation points, and  represents the interpolation
error which we will discuss in the next subsection.
Proof. Because |F (i, j)− Fs(i, j)| < ∆y for i, j = 1, 2, .., n, we have
‖F − Fs‖ <
√√√√ n∑
i=1
n∑
j=1
2∆2y = n∆y ·  = µ(Ωin) · . (16)
Similarly because | 1∆yF (i, j)| = |f(xi, yj)| ≤ max |f(x, y)|,
‖F‖ =
√√√√ n∑
i=1
n∑
j=1
F (i, j)2(∆y)2 ≤ n∆y ·max |f(x, y)| = µ(Ωin) ·max |f(x, y)|. (17)
Moreover, we can show ‖Fs‖ is also bounded
‖Fs‖ = ‖Fs + F − F‖ ≤ ‖F‖+ ‖F − Fs‖ ≤ µ(Ωin) ·max |f(x, y)|+ µ(Ωin) · .
When  is small (e.g.  < max |f(x, y)|), we get
‖Fs‖ ≤ 2µ(Ωin) ·max |f(x, y)|. (18)
Because W is a diagonal matrix with each component between 0 and 1, the matrix
product WF results in multiplying the ith row of F by wi and thus ‖WF‖ ≤ ‖F‖. For
similar reasons, we have ‖FW‖ ≤ ‖F‖ and get∥∥F TWF − F Ts WFs∥∥ ≤ ∥∥F TW (F − Fs)∥∥+ ∥∥(F − Fs)TWFs∥∥
≤ ‖F TW‖ · ‖(F − Fs)‖+ ‖F − Fs‖ · ‖WFs‖
≤ ‖F‖ · ‖(F − Fs)‖+ ‖F − Fs‖ · ‖Fs‖
< c
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where the postive constant c = 3 · µ2(Ωin) ·max |f(x, y)| from (16), (17) and (18). Let
λn1 ≥ λn2 ≥ · · · ≥ λnn, λn,s1 ≥ λn,s2 ≥ · · · ≥ λn,sn
be the eigenvalues of F TWF and F Ts WFs respectively. In [14], it has been proved
|λni − λn,si | < ‖F TWF − F Ts WFs‖ < c. (19)
Because the rank of Fs is at most N , we have λ
n,s
N+1 = .. = λ
n,s
n = 0. In the trace case,
|φ(w)− φs(w)| =
∣∣ n∑
i=1
1
1 + λni
−
n∑
i=1
1
1 + λn,si
∣∣
≤ ∣∣ N∑
i=1
( 1
1 + λni
− 1
1 + λn,si
)∣∣+ ∣∣ n∑
i=N+1
( 1
1 + λni
− 1
1 + λn,si
)∣∣
=
N∑
i=1
|λni − λn,si |
(1 + λni )(1 + λ
n,s
i )
+
N∑
i=N+1
λni
1 + λni
≤
N∑
i=1
|λni − λn,si |+
n∑
i=N+1
λni .
We control the two terms separately. The first term
∑N
i=1 |λni − λn,si | is bounded by
c ·N from (19), and for the other, we first notice that∣∣tr(F TWF )− tr(F Ts WFs)∣∣ = ∣∣∆2y∑
i,j
wif
2(xi, yj)−∆2y
∑
i,j
wif
2
s (xi, yj)
∣∣
=
∣∣∆2y∑
i,j
wi
(
f(xi, yj) + fs(xi, yj)
)(
f(xi, yj)− fs(xi, yj)
)∣∣
≤ ∆2y
∑
i,j
(2cf · )
= 2(n∆y)2cf ·  =: c˜
where cf is the uniform bound for both |f(xi, yj)| and |fs(xi, yj)|. The constant c˜ depends
on cF and µ(Ωin). The last by two step is due to the claim assumption and f(xi, yj) −
fs(xi, yj) =
1
∆y (F (i, j) − Fs(i, j)). Because the trace function can be expressed as the
sum of eigenvalues, we have
∣∣tr(F TWF )− tr(F Ts WFs)∣∣ = ∣∣ n∑
i=1
λni −
N∑
i=1
λn,si |
=
∣∣ N∑
i=1
(λni − λn,si ) +
∑
i>N
λni
∣∣
≥ −
N∑
i=1
|λni − λn,si |+
∑
i>N
λni
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which implies
∑
i>N
λns ≤
∣∣tr(F TWF )− tr(F Ts WFs)∣∣+ N∑
i=1
|λni − λn,si | ≤ c˜+ c ·N.
Therefore,
|φ(w)− φs(w)| ≤ (c˜+ 2cN), (20)
where c˜ and c are constants free of n and N . When N > c˜, we get for any w ∈ Rn,
|φ(w)− φs(w)| ≤ (2c+ 1)N ·  =: C ·N · .
which completes the proof. 
4.2 Chebyshev Interpolation Error
Claim 4.2 suggests that to get accurate approximation, we should make N small where
 is the error in Chebyshev polynomial approximation, which depends on the number
of interpolation points N and the smoothness of f(x, y). Classical theory on Chebyshev
interpolation error is well developed (e.g. see [7]) and gives the following result: Let f
be a continuous function on [−1, 1], hn be its degree n polynomial interpolant at the
Chebyshev nodes, ε = ‖f − hn‖∞,
• if f has a kth derivative of bounded variation, then ε = O(N−k);
• if f is analytical in a neighborhood of [−1, 1], then ε = O(ρN ) for some 0 < ρ < 1.
We are now ready to bound 1∆y |F (i, j)−Fs(i, j)| to satisfy the condition in Claim 4.2.
Note that 1∆yF (i, j) = f(xi, yj) and
1
∆y
Fs(i, j) =
N∑
p=1
N∑
q=1
lp(xi)lq(yj)f(x˜p, y˜q)
where
lp(x) =
N∏
k=1
k 6=p
x− x˜k
x˜p − x˜k , lq(y) =
N∏
k=1
k 6=q
y − y˜k
y˜q − y˜k
and {x˜p}Ni=1 and {y˜q}Ni=1 are interpolation points in Ωout and Ωin respectively. In one
dimension, if for ∀x ∈ Ωout, ∀y ∈ Ωin,
∣∣∣f(x, y)− N∑
p=1
lp(x)f(x˜p, y)
∣∣∣ ≤ 0, ∣∣∣f(x, y)− N∑
q=1
lq(y)f(x, y˜q)
∣∣∣ ≤ 0,
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then
1
∆y
|F (i, j)− Fs(i, j)|
=
∣∣∣f(xi, yj)− N∑
p=1
N∑
q=1
lp(xi)lq(yj)f(x˜p, y˜q)
∣∣∣
=
∣∣∣f(xi, yj)− N∑
p=1
lp(xi)f(x˜p, yj) +
N∑
p=1
lp(xi)
(
f(x˜p, yj)−
N∑
q=1
lq(yj)f(x˜p, y˜q)
)∣∣∣
≤
∣∣∣f(xi, yj)− N∑
p=1
lp(xi)f(x˜p, yj)
∣∣∣+ N∑
p=1
|lp(xi)|
∣∣∣f(x˜p, yj)− N∑
q=1
lq(yj)f(x˜p, y˜q)
∣∣∣
≤ 0 + 0
N∑
p=1
|lp(xi)|
≤ 0 + ΛN ∗ 0 (21)
where ΛN is called the Lebesgue constant and it is the opeator norm of Lagragian inter-
polation polynomial projection at Chebyshev nodes. It is known (see [5]) that
2
pi
log(N) + a < ΛN <
2
pi
log(N) + 1, a = 0.9625....
• If f(x, y) is kth order continuously differentiable, in the one-dimensional case, we have
0 = O(N−k) (21)==⇒ 1
∆y
|F (i, j)− Fs(i, j)| = O(N−k log(N))
(20)
==⇒ |φ(w)− φs(w)| = O(N1−k log(N)).
We conclude that when f(x, y) is at least 2nd order differentiable, |φ(w)− φs(w)| will
diminish as n→∞. The decay gets slower in multiple dimensions intuitively because
if Ωin,Ωout ⊂ Rd, there are only N1/d interpolation points on each dimension. For the
purpose of easy presentation, let’s still assume there are N interpolation points on each
dimension. To derive an error bound, we define the Chebyshev interpolation operator
IN that maps a function h ∈ C([−1, 1]) to a degree-N polynomial:
INh(x) =
N∑
p=1
lp(x)h(x˜p).
Since ΛN is the operator norm, we have ‖INh‖∞ ≤ ΛN‖h‖∞. For x, y ∈ Rd, we now
define the double d-th order tensor product interpolation operator:
Id,dN f(x, y) = I1N,x × · · · × IdN,x × I1N,y × · · · × IdN,yf(x, y),
where IiN,x denotes the single interpolation operator along the i-th dimension in the
output domain Ωout, and similarly IjN,y is the single interpolation operator along the
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j-th dimension in Ωin.
|f(x, y)− Id,dN f(x, y)| = |f(x, y)− I1N,xf(x, y) + I1N,xf(x, y)− INf(x, y)|
≤ |f(x, y)− I1N,xf(x, y)|+ |I1N,xf(x, y)− INf(x, y)|
≤ |f(x, y)− I1N,xf(x, y)|+ |I1N,xf(x, y)− I1N,xI2N,xf(x, y)|
+ |I1N,xI2N,xf(x, y)− INf(x, y)|
≤ |f(x, y)− I1N,xf(x, y)|+ ΛN |f(x, y)− I2N,xf(x, y)|
+ · · ·+ Λ2d−1N |f(x, y)− IdN,yf(x, y)|
≤ 0(1 + ΛN + Λ2N + · · ·+ Λ2d−1N )
= 0
Λ2dN − 1
ΛN − 1 ≤ 0 · Λ
2d
N (22)
for any ΛN > 2. We implicitly assume here 0 is the uniform bound of the interpolation
error on any single dimension in Ωin and Ωout. Now we go back to the case where there
are N interpolation points in total, so there are N1/d interpolations on each side and
if f(x, y) is k-th order continuously differentiable,
0 = O(N−k/d) (22)==⇒ 1
∆y
|F (i, j)− Fs(i, j)| = O(N−k/d log2d(N))
(20)
==⇒ |φ(w)− φs(w)| = O(N1−k/d log2d(N)).
In order to guarantee the convergence of |φ(w) − φs(w)| to zero, f(x, y) should be at
least (d+ 1)-th continuously differentiable.
• If f(x, y) is analytical, then 0 = O(ρN1/d) for some 0 < ρ < 1 , then
|φ(w)− φs(w)| = O
(
N log2d(N)ρN
1/d)
. (23)
which converges to zero for any dimension d.
Theorem 4.3 If f(x, y) is an analytical function on Ωout × Ωin, then as n→∞,∣∣∣φ(Γpost(wn))− φ(Γpost(wN,int))∣∣∣→ 0. (24)
Proof. From (23) we have |φ(w)− φs(w)| → 0 for any w ∈ Rn, and then by Claim 4.1,∣∣∣φ(Γpost(wn))− φ(Γpost(wN ))∣∣∣→ 0. (25)
From [14, Theorem 3] on the zero convergence of integrality gap, we know∣∣∣φ(Γpost(wN ))− φ(Γpost(wN,int))∣∣∣→ 0.
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Combine the above inequalities, we have the convergence of SQP integer solution∣∣∣φ(Γpost(wn))− φ(Γpost(wN,int))∣∣∣
≤
∣∣∣φ(Γpost(wn))− φ(Γpost(wN ))∣∣∣+ ∣∣∣φ(Γpost(wN ))− φ(Γpost(wN,int))∣∣∣
→ 0
and the proof is complete. 
In §2, we choose N = c log(n) to achieve the computational complexity O(n log2(n)),
but an important question is how to choose the constant c. One practical suggestion is
to solve for problems with moderate sizes and get the exact solution (true minimum),
and then adjust the constant c by doubling it until the error in (25) falls below a preas-
signed threshold. The trade off in the choice of c should be clear: when c is larger, the
approximation is more accurate, but it is more computationally expensive.
5. Temporal and Two-Dimensional LIDAR Problem
In this section, we apply the sequential quadratic programming in §3 to solve a Bayesian
inverse problem driven by partial differential equations. Specifically, our goal is to infer
the initial condition of an advection-diffusion equation on a spatial and temporal domain,
where the observable can be expressed as a truncated sum of integral equations so that
all the convergence results would apply.
5.1 Extend Convergence Results to Space-time Models
Because we are adding an extra time domain, theorems need to be extended for time-
dependent measurements. For this extension, we require that the measurements be taken
at a fixed frequency.
5.1.1 Parameter-to-observable Map
Consider a compact domain V in RP and a time interval [0, T ]. Suppose the measurement
without noise has the integral-equation form: for x ∈ Ωout
u(x, t) =
∫
Ωin
f(x, y, t)u0(y) dy. (26)
In our example, u(x, t) is the solution to a partial differential equation describing a dy-
namical system, and f(x, y, t) is derived from solving the equation. We discretize the inte-
gral equation (26) as before, construct a matrix F from f(x, y, t), and divide the domain
Ωout (Ωin and [0, T ]) into nx (ny and nt) equally spaced intervals (∆x = µ(Ωout)/nx,∆y =
µ(Ωout)/ny,∆t = T/nt). Then, uˆ = Fuˆ0 ∈ Rnxnt×1, F ∈ Rnxnt×ny , and
uˆ =
(
u(x1, t1), u(x1, t2), ..., u(x1, tnt), u(x2, t1), ..., u(x2, tnt), ..., u(xnx , t1), u(xnx , tnt)
)T
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F =

f(x1, y1, t1) f(x1, y2, t1) · · · f(x1, yny , t1)
f(x1, y1, t2) f(x1, y2, t2) · · · f(x1, yny , t2)
...
...
...
f(x1, y1, tnt) f(x1, y2, tnt) · · · f(x1, yny , tnt)
f(x2, y1, t1) f(x2, y2, t1) · · · f(x2, yny , t1)
...
...
...
f(xnx , y1, tnt) f(xnx , y2, tnt) · · · f(xnx , yny , tnt)

∆y
and uˆ0 ∈ Rny is a discretization of u0(x) with uˆ0,j = u0(yj) (j = 1, 2, ..., ny). To figure
out the (i, j)th entry of F , let i=(i1 − 1)nt + i2 (i1 ∈ {1, 2, ..., nx}, i2 ∈ {1, 2, ..., nt}) and
j = 1, 2, ..., ny, we have
F (i, j) = f(xi1 , yj , ti2)∆y.
If Ωin = Ωout, we use the same discretization, i.e. xj = yj (j = 1, 2..., nx) and nx = ny.
Remark 1 f(x, y, t) in (26) is not always continuous as a solution to PDEs, for example,
f(x, y, t) in a one-wave system is a delta function δ(x−at, y) where a is the wave speed.
5.1.2 Convexity of the Objective Function
In our Bayesian framework, the posterior covariance matrix is given by
Γpost =
(
F TW 1/2Γ−1noiseW
1/2F + Γ−1prior
)−1
.
where Γnoise is the noise covariance matrix among measurements. We assume the mea-
surement noise is only correlated in time, not in space, so Γnoise is block diagonal and
the number of blocks equals the number of discrete points on the spacial domain Ωout.
Lemma 5.1 tr(Γpost) and log det(Γpost) are convex functions in the weight vector w.
Proof. We construct the matrix W from the weight vector w=(w0, w1, .., wnx) as follows:
W = diag{w1, w1, ..., w1, w2, w2, .., w2, .., wnx , wnx , ..., wnx} ∈ Rnxnt×nxnt .
Note that Γ−1noise is also block diagonal, and we write Γ
−1
noise, F and W as
Γ−1noise =

P1 · · · · · · · · ·
· · · P2 · · · · · ·
...
...
. . .
...
· · · · · · · · · Pnx
 F =

F1
F2
...
Fnx
 W =

w1Int · · · · · · · · ·
· · · w2Int · · · · · ·
...
...
. . .
...
· · · · · · · · · wnxInt

where Pk ≡ P ∈ Rnt×nt is the precision matrix for each location and Fk ∈ Rnt×ny .
Γpost =
( nx∑
k=1
wkF
T
k PkFk + Γ
−1
prior
)−1
The desired results follow because tr(X−1) and log det(X−1) are both convex in X (see
[4, Exercise 3.26]), and X is linear in w. 
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5.1.3 Extend the Convergence Theory
The inverse of Γpost is
Γ−1post =
nx∑
k=1
wkF
T
k PFk + Γ
−1
prior,
and if we denote fi,j,s = f(xi, yj , ts), the matrix F
T
k PFk can be written as
∑nt
s1,s2=1
fk,1,s1Ps1,s2fk,1,s2 · · ·
∑nt
s1,s2=1
fk,1,s1Ps1,s2fk,ny,s2
...
. . .
...∑nt
s1,s2=1
fk,ny,s1Ps1,s2fk,1,s2 · · ·
∑nt
s1,s2=1
fk,ny,s1Ps1,s2fk,ny,s2
 (∆y)2.
Therefore, the (i, j)th entry in Γ−1post is
Γ−1post(i, j) = ∆y
nx∑
k=1
nt∑
s1=1
nt∑
s2=1
wkf(xk, ts1 , yi)Ps1,s2f(xk, ts2 , yj)∆x.
If measurements are collected every few seconds or minutes within a time range, i.e. nt
is a fixed integer, then for any precision matrix P , we are in the same setting as [14],
and all the convergence proofs can be extended trivially.
5.2 Two-dimensional Advection-diffusion Equation with External Source
The advection-diffusion equation is a combination of diffusion and advection equations,
and we first solve the diffusion equation (or heat equation), which lays the foundation
to solving the advection-diffusion equation. We add an external force to the equation to
keep the system from entering a stationary state. Later we shall see this external force
has no effect on the design when the goal is to infer the initial condition.
5.2.1 Two-dimensional Heat Equation with External Source
Consider the heat equation on a two-dimensional domain [−1, 1]× [−1, 1] with homoge-
neous Dirichlet boundary conditions, i.e. u(x, y, t) = 0 for (x, y) on the boundary, and
an external force f(x, y, t):
ut − µ∇u = ut − µ
(∂2u
∂x2
+
∂2u
∂y2
)
= f(x, y, t) (27)
The initial condition u(x, y, 0) = u0(x, y) is the parameter of interest. Using a variant of
separation of variables, we assume the solution u(x, y, t) has the following form
u(x, y, t) =
∑
k
Tk(t)Xk(x, y)
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and then apply the tensor product of Fourier basis {sin(kpix2 ), cos(kpix2 )}k≥0 in one dimen-
sion, and rewrite u(x, y, t) as
u(x, y, t) =
∑
k1≥0
∑
k2≥0
{
T
(1)
k1,k2
(t) sin(
k1pix
2
) sin(
k2piy
2
) + T
(2)
k1,k2
(t) sin(
k1pix
2
) cos(
k2piy
2
)
+ T
(3)
k1,k2
(t) cos(
k1pix
2
) sin(
k2piy
2
) + T
(4)
k1,k2
(t) cos(
k1pix
2
) cos(
k2piy
2
)
}
.
We treat the four terms separately, and exemplify it with sin(k1pix2 ) sin(
k2piy
2 ). Results for
the other three terms can be derived similarly. Let
u(1)(x, y, t) =
∑
k1≥0
∑
k2≥0
T
(1)
k1,k2
(t) sin(
k1pix
2
) sin(
k2piy
2
),
and apply the diffusion dynamics to u(1)(x, y, t)
∂u(1)
∂t
−µ(∂
2u(1)
∂x2
+
∂2u(1)
∂y2
) =
∑
k1≥0
∑
k2≥0
(∂T (1)k1,k2(t)
∂t
+µ
k21 + k
2
2
4
pi2T
(1)
k1,k2
(t)
)
sin(
k1pix
2
) sin(
k2piy
2
).
The external force also has a Fourier expansion, and we solve the following equation:
∂T
(1)
k1,k2
(t)
∂t + µ
k21+k
2
2
4 pi
2T
(1)
k1,k2
(t) = fk1,k2(t)
T
(1)
k1,k2
(0) = ck1,k2
(28)
where fk1,k2(t) and ck1,k2 are the Fourier coefficients for the external force f(x, y, t) and
the initial condition u0(x, y) respectively, with respect to the basis sin(
k1pix
2 ) sin(
k2piy
2 ):
fk1,k2(t) =
∫∫
[−1,1]×[−1,1]
f(x, y, t) sin(
k1pix
2
) sin(
k2piy
2
) dxdy,
ck1,k2 =
∫∫
[−1,1]×[−1,1]
u0(x, y) sin(
k1pix
2
) sin(
k2piy
2
) dxdy.
The solution to (28) is given by
T
(1)
k1,k2
(t) = exp{−µk
2
1 + k
2
2
4
pi2t}ck1,k2 +
∫ t
0
exp{−µk
2
1 + k
2
2
4
pi2(t− s)}fk1,k2(s) ds.
After working out the other three terms, we get the solution to (27):
u(t, x, y) =
∑
k1≥0
∑
k2≥0
Ak1,k2(t) sin(
k1pix
2
) sin(
k2piy
2
) +Bk1,k2(t) sin(
k1pix
2
) cos(
k2piy
2
)
+Ck1,k2(t) cos(
k1pix
2
) sin(
k2piy
2
) +Dk1,k2(t) cos(
k1pix
2
) cos(
k2piy
2
)(29)
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where
Ak1,k2(t) = exp{−µ
k21 + k
2
2
4
pi2t}
∫∫
Ωin
u0(x, y) sin(
k1pix
2
) sin(
k2piy
2
) dxdy
+
∫ t
0
exp{−µk
2
1 + k
2
2
4
pi2(t− s)}f (1)k1,k2(s) ds
Bk1,k2(t) = exp{−µ
k21 + k
2
2
4
pi2t}
∫∫
Ωin
u0(x, y) sin(
k1pix
2
) cos(
k2piy
2
) dxdy
+
∫ t
0
exp{−µk
2
1 + k
2
2
4
pi2(t− s)}f (2)k1,k2(s) ds
Ck1,k2(t) = exp{−µ
k21 + k
2
2
4
pi2t}
∫∫
Ωin
u0(x, y) cos(
k1pix
2
) sin(
k2piy
2
) dxdy
+
∫ t
0
exp{−µk
2
1 + k
2
2
4
pi2(t− s)}f (3)k1,k2(s) ds
Dk1,k2(t) = exp{−µ
k21 + k
2
2
4
pi2t}
∫∫
Ωin
u0(x, y) cos(
k1pix
2
) cos(
k2piy
2
) dxdy
+
∫ t
0
exp{−µk
2
1 + k
2
2
4
pi2(t− s)}f (4)k1,k2(s) ds.
From boundary conditions, Ak1,k2 is for k1 even and k2 even, Bk1,k2 is for k1 even and k2
odd, Ck1,k2 is for k1 odd and k2 even, Dk1,k2 is for k1 odd and k2 odd.
5.2.2 Advection-diffusion Equation with External Source
The two-dimensional advection-diffusion equation with external source is
∂u
∂t
+ c1
∂u
∂x
+ c2
∂u
∂y
− µ(∂2u
∂x2
+
∂2u
∂y2
)
= f(x, y, t), −1 < x, y < 1, t ∈ [0, T ]. (30)
where c = (c1, c2) is the velocity constant and µ is the diffusivity. A change of variables
u(x, y, t) = v(x, y, t)eαx+βy+γt transforms (30) into a diffusion equation that we already
solved, and here are the details: We rewrite the equation (30) in terms of v(x, y, t):
∂v
∂t
+ (c1 − 2µα)∂v
∂x
+ (c2 − 2µβ)∂v
∂y
+ (γ + c1α+ c2β − µα2 − µβ2)v − µ
(∂2v
∂x2
+
∂2v
∂x2
)
= f(x, y, t) exp{−αx− βy − γt}.
Set some coefficients to zero:
c1 − 2µα = 0
c2 − 2µβ = 0
γ + c1α+ c2β − µα2 − µβ2 = 0
⇒

α = c1/2µ
β = c2/2µ
γ = −(c21 + c22)/4µ.
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Now v(x, y, t) satisfies the heat equation with homogeneous Dirichlet conditions:
vt − µ(vxx + vyy) = f˜(x, y, t)
v(x, y, t) = 0, for (x, y) on the boundary.
v0(x, y) = exp{−c1x/2µ− c2y/2µ}u0(x, y),
where f˜(x, y, t) = exp{(c21 + c22)t/4µ− c1x/2µ− c2y/2µ}f(x, y, t). Its relation to u(x, y, t)
is given by
u(x, y, t) = exp{−(c21 + c22)t/4µ+ c1x/2µ+ c2y/2µ}v(x, y, t).
Based on the result (29) on heat equation, the solution u(x, y, t) is:
u(x, y, t) = exp{−(c21 + c22)t/4µ+ c1x/2µ+ c2y/2µ}
∑
k1≥0
∑
k2≥0
(31)
{
Ak1,k2(t) sin(
k1pix
2
) sin(
k2piy
2
) +Bk1,k2(t) sin(
k1pix
2
) cos(
k2piy
2
)
+ Ck1,k2(t) cos(
k1pix
2
) sin(
k2piy
2
) +Dk1,k2(t) cos(
k1pix
2
) cos(
k2piy
2
)
}
.
where
Ak1,k2(t) = φ
(1)
k1,k2
+
∫ t
0
exp{−µk
2
1 + k
2
2
2
pi2(t− s)}f˜ (1)k1,k2(s) ds, for k1 even, k2 even;
Bk1,k2(t) = φ
(2)
k1,k2
+
∫ t
0
exp{−µk
2
1 + k
2
2
2
pi2(t− s)}f˜ (2)k1,k2(s) ds, for k1 even, k2 odd;
Ck1,k2(t) = φ
(3)
k1,k2
+
∫ t
0
exp{−µk
2
1 + k
2
2
2
pi2(t− s)}f˜ (3)k1,k2(s) ds, for k1 odd, k2 even;
Dk1,k2(t) = φ
(4)
k1,k2
+
∫ t
0
exp{−µk
2
1 + k
2
2
2
pi2(t− s)}f˜ (4)k1,k2(s) ds, for k1 odd, k2 odd;
{φ(i)k1,k2} is related to the Fourier coefficients of the initial condition v0 (or equivalently,
u0) as in (29). We see that the solution u(x, y, t) is an additive sum of two components:
one from the initial condition u0(x, y), and the other from the external source f(x, y, t).
The two sources act independently on the solution, so the external source does not play
a role in the selection of sensor locations, when we use a Bayesian framework of Gaussian
distributions to infer the initial condition from time-space measurements.
5.3 Numerical Results
We provide numerical results on selecting the optimal sensing directions to estimate the
initial condition of the advection-diffusion equation. Here is the problem description:
suppose a lidar is sitting at the origin of a unit circle (Ωout), and it collects data u(x, y, t)
by sending out laser beams and detects the reflections; we need to determine the optimal
directions for the lidar to release the beams and collect data. Our parameter-to-observable
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mapping is directly from the solution to (30), which is an integral equation
u(x, y, t) = F(u0) =
∫∫
[−1,1]×[−1,1]
F(x, y, t)u0(x, y) dxdy
where F is given in the solution (31). For discretizations, we divide the angle of 2pi into
nd parts so that the circle has nd sectors with the same area, and each beam goes across
the center of each sector. We also discretize the radius into nr parts with equal length.
A weight variable is attached to each sector, and discretization points along the same
radius have the same weight. The goal is to select a proportion of sectors and measure
data on those radiuses, in order to best infer u0 which is defined on a slightly larger
square domain [−1, 1]× [−1, 1] (Ωin), which is discretized by regular grid of size nx×nx.
Figure 1.: Relaxed solution (with full F ) for p = 1, 2, 3 respectively
Figure 2.: SQP solution (with low-rank F ) for p = 1, 2, 3 respectively
Figure 3.: Sum-up Rounding for p = 1, 2, 3 respectively (based on relaxed solutions)
The constants we choose in the equation (30) are c1 = 0.1, c2 = 0, µ = 1.0, T = 1, nt =
5, r = 0.2, and the noise ratio α = σ2noise/σ
2
prior is 0.01. We remind the meaning of these
constants: c1, c2 are the velocities along the x and y axis respectively, µ is the diffusivity
constant, nt is a fixed integer denoting the number of measurements in [0, T ], and r is
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the proportion of selected sectors. The covariance matrix in time is set to be identity at
the moment. For the results below, nd = nr = nx = 30, and the velocity (c1, c2) is going
from left to right (the advection term can be thought of as air movement or wind when u
is the concentration of a substance in the air). the problem and the design are symmetric
to the x axis (see Figure. 1). The  in the stopping criterion of Algorithm 1 is 10−3.
Because the solution to advection-diffusion equation in (31) is an integral of an infinite
sum, we truncate the sum by specifying a hyperparameter p and take the dominating
terms with k1, k2 ≤ p. We can determine the value of p from a sanity check (see Figure.
4), where we try to recover the initial state by looking at the truncated solution at t = 0.
We observe that when p = 3, the values do not change further, and we use p = 3. Note
this choice of p is subject to the choice of c1, c2 and µ in the equation, especially when µ
is small, a larger value of p is required.
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Figure 4.: (a) Initial state: u0(x, y) = sin(pix)(piy) on [−1, 1] × [−1, 1]; (b) Recover the
initial state using dominant terms with k1, k2 ≤ 1; (c) Recover the initial state using
dominant terms with k1, k2 ≤ 2; (d) Recover the initial state using dominant terms with
k1, k2 ≤ 3.
We examine the performance of SQP by looking at the computation time in comparison
with the Ipopt package in Julia, and its integrality gap in the objective, i.e. the difference
in (24) with the full F and the approximated Fs respectively. We use different numbers of
interpolation points c·log(n) by choosing the constant c = 1, 2, 4, 8, and let nd = nr = nx.
When nr = 30, it takes Ipopt about 1.5 hours to compute the solution (see Figure 5),
while SQP needs less than a minute to get a sufficiently good approximation. We would
like to mention that the stopping criterion in the Ipopt package is 10−6 in order to get
the true minimum, and it is “unfair” to compare the computation time directly with the
SQP algorithm ( = 10−3). However, as the stopping criterion only affects the number
of iterations, the computation time of the exact method is still proportional to what we
have seen in Figure 5, and it is much slower than SQP.
In Figure 7, the result for c = 1 is missing because the gap is identically zero which
implies the relaxed problem (13) has an integer solution, and SUR found it. However,
this does not suggest we should choose c = 1, because there are few interpolation points
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and Fs is not a good approximation of F , so the design is not necessarily good (see Figure
6), and actually the design it returns is uniform everywhere. When we increase c or the
number of interpolation points, the integrality gap becomes smaller. In §4, we show the
integrality gap in the objective with the full F converges to zero, which is illustrated in
Figure 6. We observe the gap decreases faster for larger c, but it is not monotone.
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Figure 5.: Computation time
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(full F )
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(low rank F )
To see the effect of c1, c2 and µ on the optimal sensing directions, we conduct more
experiments with the Ipopt package in Julia. The following figures give the exact relaxed
solution for varying values of c1 and µ, but fixed c2 = 0 and p = 3. Again, nd = nr = 30.
Figure 8.: Dependence of sensing direction on c1 and µ when wind blows →. From left
to right: (1) c1 = 0.1, µ = 0.1; (2) c1 = 0.1, µ = 1.0; (3) c1 = 1.0, µ = 1.0.
Figure 9.: Dependence of sensing direction on µ when c1 = 0.1 and wind blows →. From
left to right: µ = 5.0, 7.0, 8.0, 10.0.
Based on Figure. 8 and Figure. 9, we find that
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• when the wind (with velocity (c1, c2)) moves faster, more sensing directions are chosen
towards the wind;
• when it is less diffusive (small values of µ), the sensing directions spread out more;
• when the diffusivity µ is large, the relaxed sensing weights gets blurred.
With SQP, we are able to run problems of larger sizes (nd = nr = 80) and we change
the wind direction form → to ↗. The relaxed sensing directions are given below, which
confirms that more sensing directions should be selected towards the wind when it moves
faster.
Figure 10.: Sensing direction for increasing wind speed with µ = 0.1, wind direction↗.
From left to right: (1) c1 = c2 = 0.1; (2) c1 = c2 = 0.5; (3) c1 = c2 = 1.0.
From the solution to the advection-diffusion equation, we know that for a larger value
of µ, p imposes less effect on the sensing directions. But when µ is small, such as 0.1, the
design is likely to depend on p, and adding p makes the design more “diffusive”, and the
selected directions covers a wider range of angles, see Figure 11.
Figure 11.: Sensing direction for increasing p with c1 = c2 = 1.0 and µ = 0.1, wind
direction↗. From left to right: p = 3, 5, 10.
6. Discussion
We present an interpolation-based SQP algorithm to solve a convex optimization problem
stemming from optimal sensor placement. Most of the algorithm is implemented by hand
in Julia, except the singular value decomposition and eigenvalue decomposition.
The algorithm returns a reasonably good solution after the first several iterations. In
the Hessian approximation, Hs is positive semi-definite, which ensures the step returned
by each iteration is a descent direction of the objective. However, the decay in the ob-
jective can be slow after several initial iterations due to the low-rank structure of Hs.
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We encounter this in the LIDAR problem, if we use a more stringent tolerance  in the
stopping criterion, the iteration number can increase significantly, although the gain in
the objective is very limited. This user-defined  depends on the particular setting of the
problems we are trying to solve.
One way to improve the current algorithm is to incorporate high performance com-
puting, since the algorithm involves lots of matrix-vector and vector-vector multiplica-
tions. For example, we construct the F matrix, (large size, low-rank, dense) on different
processors and run the linear algebra in parallel. The parallel algorithm will consider
partitioning the matrix and related computations and how to share information across
the processors (see [6]), which is the main direction for future work.
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Appendix A. Sum-up Rounding (SUR) Strategy
The basic SUR strategy to construct a binary vector wint = (w
1
int, · · · , wnint) from wrel =
(w1rel, · · · , wnrel) is given by:
wiint =
1, if
i∑
k=0
wirel −
i−1∑
k=0
wiint ≥ 0.5
0, otherwise.
for i = 1, ..., n. For the extension of SUR to multiple dimensions, see a compatible two-
level decomposition scheme in [14, §3.2].
Appendix B. The SQP Algorithm for D-optimal Design
The algorithm is very similar to the one for A-optimal design, except that the gradient
and Hessian for D-optimal design objective function are different.
Gradient of log det objective
First we find the derivatives to the log det of Γpost:
∂ log det(Γpost)
∂wi
= −tr
(
(F TWF + In)
−1fifTi
)
= −fTi (F TWF + In)−1fi
B.1 Hessian of log det objective
The (i, j)th entry of the Hessian matrix is
Hij =
∂2 log det(Γpost)
∂wi∂wj
=
(
fTi (F
TWF + In)
−1fj
)2
.
B.2 Approximation of gradient and Hessian
We give details for the one-dimensional case, and the procedure can be extended trivially
to rectangle domains in multiple dimensions using tensor product. For the input domain,
let {x¯i}Ni=1 be the N Chebyshev interpolation points, {xi}ni=1 be the n discretization
points on the mesh and note N = O(log(n)), and Cx ∈ Rn×N be the matrix of interpola-
tion coefficients. Similarly, we can construct Cy for the output domain. We approximate
F by
Fs = C
T
x F¯Cy
where F¯ ∈ RN×N is the matrix of f(x¯i, x¯j) evaluated at interpolation points. Next, we
construct M ∈ RN×N by setting its (i, j)th entry to be
f¯Ti (F
T
s WFs + In)
−1f¯j
26
where f¯i is the i
th column of CTy F
T
s . The i
th gradient is approximated by
gi ≈ cx(xi)TMcx(xi).
To approximate the Hessian H, let H¯ ∈ RN×N and H¯(i, j) = M(i, j)2, and then
H ≈ CTx H¯Cx.
Once we figure out the gradient and Hessian approximations, it should be clear on the
implementation of the SQP Algorithm 1 in §3.
B.3 Error analysis
All the error analysis in §4 applies to the log-determinant case, and we will only need to
modify one step in Claim 4.2:
|φ(w)− φs(w)| =
∣∣ n∑
i=1
log
1
1 + λni
−
n∑
i=1
log
1
1 + λn,si
∣∣
≤ ∣∣ N∑
i=1
(
log
1
1 + λni
− log 1
1 + λn,si
)∣∣+ ∣∣ n∑
i=N+1
(
log
1
1 + λni
− log 1
1 + λn,si
)∣∣
=
N∑
i=1
∣∣ log(1 + λn,si )− log(1 + λni )∣∣+ N∑
i=N+1
log(1 + λni )
≤
N∑
i=1
|λni − λn,si |+
n∑
i=N+1
λni .
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