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Abstract 
If a Markov chain satisfies a certain condition that is slightly weaker than ~b-mixing, then it 
also satisfies (with exponential mixing rate) the "interlaced p-mixing" condition. © 1997 Elsevier 
Science B.V. 
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1. Introduction 
In the development of central limit theory for weakly dependent random sequences, 
five mixing conditions have clearly emerged as the most prominent ones: strong mix- 
ing, ~b-mixing, ~b-mixing, p-mixing, and absolute regularity. Their definitions will be 
taken for granted without being given here; those definitions can be found in e.g. 
Bradley (1986) or Doukhan (1994). Instead, this paper will focus on two other mixing 
conditions that are also well known. They are referred to here as "~'-mixing" and 
"p*-mixing", and the main purpose of this paper is to prove that every (real-valued) 
~b'-mixing Markov chain is p*-mixing. 
Suppose (~,Y ,P )  is a probability space, and ~4 and ~ are a-fields c ,~.  Define 
the maximal correlation coefficient 
p( -&, :~):= sup[Corr(f,g)[, fE~q($2(~4), gC5~('2(,~). 
Also define the quantity 
P(A n B) 
~(~,~) := in fp (A) .P (B  ), AE ,~,  BC,~, P(A).P(B)>O. 
Note that 0 ~< ~9'(~, ~)  ~< 1. ( I f  P(A n B) > P(A).  P(B) then P(A c n B) < P(A c). P(B).) 
Also, the equations p (~,  ~)= 0 and q/(.~', ~)= 1 each hold if and only if the a-fields 
,~ and ~ are independent. 
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In this paper, all random variables are real-valued. For any family (Xk, k E S) of 
random variables defined on this probability space (O ,~,P) ,  the a-field of events 
generated by these random variables will be denoted by ~r(Xk, k E S). 
Suppose X := (Xk, k E 7/) is a (not necessarily Markovian, not necessarily stationary) 
sequence of random variables. For each positive integer n, define the following two 
mixing coefficients: 
~p'(n):=lp'(X,n):= inf O'(a(Xk, k~j), a(X~, k>~j +n)) 
jEg 
and 
p*(n):=p*(X,n):= supp(a(Xk, kES), a(Xk, kET) ) ,  
where this supremum is taken over all pairs of nonempty disjoint sets S, T C Y such 
that 
dist(S, T) := min I s -  tl>~n. (1.1) 
sES, tET 
Clearly, 0~<~9'(1)~<~k'(2)~<~9'(3)~<--.~<1 and l>~p*(1)>.p*(2)>~p*(3)>~...>~O. 
The random sequence X is said to be "~9~-mixing '' if ff~(n)--~ 1 as n---~cx~, and "p*- 
mixing" if p*(n)---~0 as n---~cx~. 
It is easily seen that for a given random sequence, ~-mixing implies ~9~-mixing, and 
¢~-mixing implies ~b-mixing. The converses of these two implications are both false; 
this can be seen e.g. from the examples in Bradley (1983, Theorem 2). 
Of course for a given random sequence, p*-mixing implies p-mixing. The converse 
is false, as one can see e.g. by comparing Ibragimov and Rozanov (1978, pp. 179- 
180, Example 1) with Bradley (1992, Theorem 1). The p*-mixing condition has a 
long history in the study of random fields; see e.g. Gaposhkin (1991), Bradley (1992), 
Miller (1994, 1995), Doukhan (1994), and the references therein. 
Remark 1.1. If X := (Xk, k E 7/) is a (not necessarily stationary) Markov chain, then 
for each n ~> 1, 
~'(n)= inf ~k'(a(Xj), a(Xj+.)); (1.2) 
jE~ 
and if also there exists m ~> 1 such that ~9'(rn)> 0, then tp ' (n)~ 1 as n---* e~, and there 
exists a>0 such that 1 -~9 ' (n)=o(e  -an) as n--~ oe. 
This remark seems to be pretty well known. It is a minor variation on certain 
analogous results of Blum et al. (1963, Lemma 8 and Theorem 5) that implicitly dealt 
with the ~b-mixing condition for Markov chains. (See the last paragraph of Section 2 
below.) For similar information on other mixing conditions for Markov chains, see, 
e.g. Rosenblatt (1971, Ch. 7). 
Remark 1.1 serves as background information for the next statement, which is the 
main result of this paper. 
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Theorem 1.2. Suppose X:=(Xk, kEZ)  is a Markov chain such that 0 ' (m)>0 Jot 
some m >~ 1. Then p*(n)---~O as n--~oc, and there exists c>0 such that p*(n)= 
o(e -cn) as n ~ cx~. 
In Theorem 1.2 there is no assumption of stationarity. The following statement is an 
immediate corollary of Theorem 1.2 and standard limit theorems for stationary Markov 
chains. 
Theorem 1.3. Suppose X := (Xk, k E ~) is a strictly stationary, finite-state, irreduci- 
ble, aperiodic Markov chain. Then p*(n)-+ 0 as n - ,  oc, and there exists c>0 such 
that p*(n)=o(e  -c") as n -+~.  
The proof of Theorem 1.2 will be given in Section 5, and will be based on the 
material in Sections 2-4. The indicator function of an event A will be denoted I(A); 
and a subscript or superscript of the form ab will be written as a(b), for typographical 
convenience. 
Remark 1.4. In the theory of large deviations, much attention has been given implicitly 
to Markov chains which are ~b-mixing; see, e.g. Stroock (1984), Deuschel and Stroock 
(1989), or Ellis (1988, Hypothesis l(b) and Theorems 1.2 and 1.4). (For strictly sta- 
tionary Markov chains, hypothesis l(b) there implies 0-mixing; see Bradley (1983, 
Theorem 1 and p. 56, lines 17-26).) Bryc and Smolenski (1993b, Proposition 2.1) 
gave a large deviation result involving strictly stationary 01-mixing (not necessarily 
0-mixing) Markov chains. It is based on a large deviation result of Bryc (1992, Theo- 
rem 2 with Eqs. (1.10) and (1.11)) for (not necessarily Markovian) strictly stationary 
0'-mixing random sequences. Bryc and Dembo (1996, pp. 565-566, Example I and 
Proposition 5) gave an example of a strictly stationary q~-mixing Markov chain for 
which (for nontrivial reasons) a certain standard large deviation principle .fails to hold. 
From these works, it seems that the 0'-mixing condition may be quite natural for large 
deviation theory for Markov chains. 
Remark 1.5. There are fairly natural Markov chains which are 0'-mixing but not 
0-mixing. Consider, e.g. a strictly stationary Markov chain X := (Xk, k E •) for which 
the marginal distribution of X0 is uniform on the unit interval [0, l] and the one-step 
transition probabilities are as follows: For each x C [0, 1], 
I I P(X l=x lXo=x)=~ and P(X IE iB[Xo=x)~(~) ) . (B )  
for every Borel set BC [0, 1 ] -  {x}. Here )o denotes Lebesgue measure on [0, 1]. It 
is easy to verify that 0 ' (1)=½, and hence, by Remark 1.1, this Markov chain is 
0~-mixing (and hence, also p*-mixing, by Theorem 1.2). 
It is also easy to see that for each n >~ 1 and each x ¢ [0, 1 ], 
P(Xn =x IXo =x)  ---- 1.  
Hence, for each n >~ 1, the joint distribution of X0 and Xn has a component which is 
singular relative to the product of the marginal distributions. It follows by a simple 
argument that the Markov chain X fails to be O-mixing. 
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Remark 1.6. The p*-mixing condition might be described as an "interlaced" version 
of the classic p-mixing condition. That is, the two index sets can be "interlaced"; they 
do not have to be (say) { .... j -2 ,  j - l ,  j} and { j+n,  j+n+l ,  j+n+2 . . . .  }, 
as in the p-mixing condition. 
If one uses various measures of dependence and imposes restrictions on the cardi- 
nalities of one or both index sets, one obtains a broad spectrum of "interlaced" mixing 
conditions that are not equivalent to each other, even under strict stationarity; see, e.g. 
the results and discussions in Dobrushin (1968) or Bradley (1993b). 
However, if no restrictions are imposed on the index sets (other than the distance be- 
tween them), then for random sequences that are strictly stationary, p*-mixing appears 
to be (up to equivalence) the primary nontrivial "interlaced" strong mixing condi- 
tion. By Bradley (1993a, Theorem 1 and Remarks 1-3), under strict stationarity, the 
"interlaced" version of the (Rosenblatt) strong mixing condition is equivalent to p*- 
mixing. Also, under strict stationarity, the "interlaced" versions of absolute regularity, 
q~-mixing, ~9-mixing, and ~b~-mixing are each equivalent to m-dependence; see Bradley 
(1989, Theorem 1 and Remarks 1-3). For strictly stationary sequences, the p*-mixing 
condition appears to be in a certain sense the unique natural "interlaced" strong mixing 
condition that does not involve extra restrictions (e.g. involving cardinalities) on the 
two index sets. 
The p*-mixing condition also gives excellent leverage in the development of cen- 
tral limit theory. In Bradley (1992) and Miller (1994) various central imit theorems 
were proved under p*-mixing, without any "extra" assumptions involving mixing rates, 
higher-order moments, or "uniform integrability" conditions on the sums. (See also the 
results in Miller (1995).) Bryc and Smolenski (1993a) proved a powerful moment in- 
equality under the condition p*(n)< 1; and that was used by Peligrad (1996) to prove 
a central imit theorem under the combination of strong mixing and l imn_~ p*(n)< 1, 
again without "extra" assumptions of the kinds mentioned above. 
It would be of interest o see what strictly stationary random sequences are p*- 
mixing. Rosenblatt (1985, p. 73, Theorem 7 and p. 74, Lemma 2) adapted an argument 
of Kolmogorov and Rozanov (1960) and thereby showed (in the broader context of ran- 
dom fields) that any stationary Gaussian sequence with a continuous positive spectral 
density is p*-mixing. The p*-mixing property automatically carries over to a random 
sequence which is an "instantaneous function" of a stationary Gaussian sequence with 
a continuous positive spectral density. Other (non-Gaussian, on-Markovian) strictly 
stationary p*-mixing sequences were constructed by Bradley (1993b, Theorem 3). 
Strictly stationary Markov chains which are p*-mixing have already been identified 
in Theorems 1.2 and 1.3 and Remark 1.5; and another is identified in Remark 1.7 
below. 
Jagers (1997) used an analog of the dependence coefficients p*(n) in his study of 
branching processes in connection with questions involving population genetics. 
Remark 1.7. Theorem 1.3 can be used to identify a strictly stationary real Markov 
chain which is p*-mixing but not absolutely regular. Rosenblatt (1971, Ch. 7, pp. 214- 
215) identified a class of strictly stationary real Markov chains which are p-mixing but 
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not absolutely regular. One of those examples was presented (in a different way) in 
Bradley (1986, Example 4.4). That example is in fact p*-mixing, by the following 
simple argument: 
In Bradley (1986, Example 4.4), the "building block" Markov chain (Wk) a 
strictly stationary, 2-state, irreducible, aperiodic Markov chain - satisfies p*-mixing by 
Theorem 1.3. Hence, by Lemma 2.2 in Section 2 below, the (strictly stationary real) 
Markov chain (Xk) constructed in that example is also p*-mixing (with the same de- 
pendence coefficients p*(n) as for (Wk)). (The proof that that Markov chain (Xk) is 
not absolutely regular is also given there.) 
Remark 1.8. From the proof in Section 5, one can see that for every ~: > 0, there exists. 
6 >0 (depending only on e, not on the Markov chain (Xk) or the positive integer n',, 
such that if 1 - ~t(n)<~6 then 
p*(n)~<(1 - ~t(n))(1/2) ~:. (1.3) 
It does not seem to be clear whether this is essentially sharp. 
The following paragraph was suggested by a referee: For certain classes of strictly 
stationary, finite-state, irreducible, aperiodic Markov chains, various researchers such 
as Sinclair and Jerrum (1989) and Diaconis and Saloff-Coste (1996a, b) have obtained 
strong results on the rates of convergence (to the stationary distribution) of the n-- 
step transition probabilities. Explicitly or implicitly, some of those results give bounds 
on ~/(n) (or rather on 1 - 0'(n)), and by (1.3) one obtains bounds on p*(n) as a 
corollary. For example, for certain "walled in" random walks on lattices, Diaconis 
and Saloff-Coste (1996a, Theorem 1.1) give strong bounds on the n-step transition 
probabilities in connection with a certain "threshold" time that allows thorough "ran-- 
domization". With a little work, one of the inequalities in that theorem can be tran-- 
scribed (via (1.3)) to a somewhat similar bound on p*(n). The details are left to the 
reader. 
The p*-mixing condition is not yet well understood for Markov chains. According 
to Dobrushin (1995), for strictly stationary Markov chains, it is not known whether 
p-mixing or even (h-mixing implies p*-mixing. (In that conversation, Dobrushin even 
said that it was not known to him whether a strictly stationary, finite-state, irreducible, 
aperiodic Markov chain would be p*-mixing (as in Theorem 1.3).) 
Remark 1.9. Theorem 1.2 probably does not extend to random fields in any significant 
way, for reasons discussed in examples in Dobrushin (1968, p. 205) and Zhurbenko 
(1986, p. 8) and in the results in Bradley (1989). The argument for Theorem 1.2 given 
here apparently might extend to some O'-mixing non-Markovian random sequences that 
satisfy a stringent version of the "almost Markov regularity" conditions discussed by 
Statulyavichus (1983). (In formulating such conditions, one needs to avoid a pitfall 
pointed out by Rosenblatt (1979) and Bradley (1980).) If so, then perhaps that could 
be used to extend Theorem 1.2 to some special classes of non-Markovian strictly sta- 
tionary sequences that are known to be 0-mixing with exponential mixing rate; see, 
e.g. Iosifescu (1980), Denker and Philipp (1984), and also Berbee (1987). 
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We do not see any further prospects for extending Theorem 1.2. Yet it seems unlikely 
that Theorem 1.2 really requires its present rather stringent hypothesis. We conjecture 
that every ~b-mixing random sequence (Markovian or not, stationary or not) is p*- 
mixing. If this conjecture is true then, by Peligrad (1985, Corollary 2.2) and Bradley 
(1992, Theorem 3), the Ibragimov conjecture would follow, and so would one of the 
related conjectures of Iosifescu (1980, p. 131), involving the weak invariance principle. 
(The result of Peligrad (1985, Corollary 2.2) shows that these two conjectures are 
true at least in spirit. The only difference between her result and these conjectures i
a technical condition on the variances of the partial sums; that difference would be 
resolved if it were proved that ~b-mixing implies p*-mixing.) 
2. Preliminary lemmas 
In this section, several emmas will be stated. They will be used in the subsequent 
sections. 
For two events F and G, the notation F -- G will mean that P(FAG)  = 0, where /k 
denotes the symmetric difference. 
Lemma 2.1. Suppose d and ~ are a-fields, and D is an atom of  d .  Then for  every 
event F E d V ~,  the following holds: There exists B C ~ such that F A D - B N D. 
This is elementary. One defines the family ~ of all events F E~CV:~ with the stated 
property. One shows that ~ itself is a a-field, and that ~¢ C ~ and M C 9.  Lemma 
2.1 follows. 
Next, let us turn our attention to the maximal correlation coefficient p (d ,  ~).  
Lemma 2.2. Suppose dn  and :~n, n = 1,2, 3,.. . ,  are a-fields, and the a-fields (d ,  V 
:~) ,  n= 1,2,3 . . . . .  are independent. Then 
p d~, M~ = sup p(d , ,  ~n) .  
n=l n~>l 
This theorem is due to Csfiki and Fischer (1963). A short proof of it is given by 
Witsenhausen (1975, Theorem 1). 
The next lemma will require another definition. For any two a-fields d and M, 
define the following measure of dependence: 
I P(A A B) - P(A )P(B)I 
2(d, ,~' ) := sup [p (A) ] l /2 [p (B) ] l /2  , AGd,  B C ~,  P(A)P(B)>O. (2.1) 
Lemma 2.3. For any two a-fields ~¢ and ~,  one has that 
p(~, ~)  ~< 52)o(d, ~)[1 - log),(=4, ~)]. 
Here of course "log" denotes the natural ogarithm, and 0(1 - log  0) := 0. Except for 
the constant factor, Lemma 2.3 is taken from Bradley and Bryc (1985, Theorem 4. l(vi)) 
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or Bulinskii (1985). Lemma 2.3 with the larger constant 104 is a direct application 
of Bradley (1996, Theorem 1) and simple arithmetic, in the case ~ = 0 and p=q-  2 
there. However, the constant C in that theorem can be cut in half with a simple use 
of the fact that for any r.v. W and any p, 1 < p < oc, 
II w ÷ II p + II w - l ip  ~ 2~-~/P(ll w÷ II~ + II w-t l  ~)~"P = 21-  L,'p II Wllp. 
(See Proposition 2 of that paper.) Lemma 2.3 with the constant 52 follows. 
Now let us quickly review a standard concept hat is central to the study of Markov 
chains. Let .~ denote the Borel o.-field on the real number line ~, and let ~$2 de- 
note the Borel o.-field on the Euclidean plane [R 2. Suppose Q is a probability mea- 
sure on (IR2,~2). Let its marginals be denoted by Q1 and Q2. (That is, VBE~,  
Q~(B) := Q(Bx ~) and Qz(B) := Q(~xB) . )  A function q : ~x .~ ~ [0, 1] will be called 
a "transition function" for the probability measure Q if it has these three properties: 
(a) For each xEO~, q(x,.) is a probability measure on (~,.~). 
(b) For each BE~,  q(.,B) is a Borel function on ~. 
(c) For each AC~,  each BE~,  Q(A ×B)=- fx~Aq(X,B)Ql(dx). 
For a given probability measure Q on (~2,~2),  the existence of a transition func- 
tion q is of course well known. It is, e.g. a variant of Billingsley (1995, p. 439. 
Theorem 33.3), with essentially the same proof. Of course, if (V, W) is a random vec- 
tor whose distribution on (~2, g~2) is Q, then for each B E ~,  P(W E B Io.(V)) = q( V, B) 
a.s. The next lemma gives some information on transition functions that we will need 
later on. 
Lemma 2.4. Suppose Q is a probability measure on (~2,~2). Let its maryinals be 
denoted by Q1 and Q2,  respectively. Suppose 0 <~ t: <~ 1, and that VA C :~, VB E :~, 
Q(A x B)>~(1 - ¢) • QI(A) • Qz(B). Then for this probability measure Q there ex- 
ists a transition Junction q : ~ x ~--+ [0, 1] such that 
VxE~,  VBEJ~, q(x,B)>~(1 - -  8)Q2(B). 
This is elementary. Its proof is omitted. 
Lemma 2.5. Suppose (U, V, W) is' a Markov chain, i.e. the random variables U and W 
are conditionally independent given o.( V ). Then ~p' (o.( U, V ), o.( m ) ) ~- ~y (o.( V ), o.( W ) ). 
Suppose in addition that O<~E<~ 1, and that ~'(o.(U),o.(V))>jl - r .  and ~'(o.(V), 
o-(W))j> 1 - e. Then ~'(o.(U),o.(W))>jl  - 82. 
The proof is simply a version of arguments given by Blum et al, (1963, Lemma 8 
and Theorem 5) in connection with ~-mixing Markov chains. It will be omitted here. 
In Remark 1.1, Eq. (1.2) follows from two applications of the first paragraph of 
Lemma 2.5 (in an obvious extended form). The rest of  Remark 1.1 then follows from 
the second paragraph of Lemma 2.5 and a simple argument. The details are omitted 
here. 
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3. A lemma on absorbing states 
In this section we shall deal with random sequences that have an "absorbing state." 
It will be convenient to designate 0 as that state (after a relabelling if necessary). Thus, 
for a given random sequence (X1,X2,X3,...) we shall say that 0 is an "absorbing state" 
if P(Xk+I = 0 ]Xk = 0)  = 1 holds for all k/> 1 such that P(Xk = O) > O. 
Refer to Eq. (2.1). We will need the following definition: For any given sequence 
X := (XbX2,X3 .... ) of random variables, 
Podd/even(X ) := ,o(~7(X1,X3,X5,X 7 . . . .  ), (7(X2,X4,X6,X8 . . . .  )) 
and 
~odd/even(X)  :~--~-/~(o-(g 1 ,S3,X5,X7 . . . .  ), ff(X2,X4,X6,X8 . . . .  )). 
This section is devoted to the proof of the following lemma: 
(3.1) 
Lemma 3.1. Suppose X := 0(1 ,X2,X3 ....  ) is a sequence of random variables for which 
0 is an absorbing state. Suppose that 0<~<~ 1, and that 
Vk~>2, e(xk=o[a(Xl  ..... X~_ l ) )~>l -e  a.s. 
Then 2odd/even(X) ~< 3e U2. 
In this lemma, a "Markov" assumption is not necessary and is avoided. Perhaps this 
lemma will be useful for non-Markovian sequences (see Remark 1.9.). 
In applying this lemma later on, we shall work with the quantity Podd/even(X). The 
quantity 2odd/even(X) is used here because it is easier to work with. The disparity 
between these two quantities is small enough (see Lemma 2.3) that it will be of no 
real significance later on. 
1 Let Proof of Lemma 3.1. This is trivial if e=0.  Therefore, assume 0<e~<5, 
AEa(X1,X3,X5 . . . .  ) and B~a(X2,X4,X6 . . . .  ) be arbitrary but fixed. Referring to (2.1), 
it suffices to prove that 
]P(A fq B) - P(A)P(B)[ ~<3e U2 .PU2(A).pI/2(B). (3.2) 
The L.H.S. of (3.2) does not change if A (resp. B) is replaced by its complement 
A ¢ (resp. Be). Hence, in proving (3.2) we assume, without loss of generality, that 
1 (3.3) 1 and P(B)<<.g. P(A) <~ 
By an elementary argument, using the fact that 0 is an absorbing state, one has that 
the event {X2--0} is an atom of the a-field a(X2,X4,X6 .... ). Also, from the hypothesis 
of Lemma 3.1 one has that P(X2 =0)~> l -e~> 2. Hence, by (3.3), one has that 
P(B N {)(2 = 0}) = O. (3.4) 
Hence, P(B)<~P(X2 ¢ 0)~<e. Hence, 
P(A).P(B) <~p1/2(A).PUe(B).PUZ(B) <~ e 1/2 .PUZ(A).pU2(B). 
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Hence, to prove (3.2) (and thereby complete the proof of Lemma 3.1), it suffices to 
prove that 
P(A N B) ~< 3e 1/2 pl/2(A), pl/2(B). (3.5) 
By the hypothesis of Lemma 3.1 and a simple induction argument, one has that 
Vk)2,  P(Xk ~: 0)~<~ k-l. Hence, 
P(3 n ) l  such that Vk)n, Xk =0)= 1. 
Define the event AI :=A N {X1 =0}. For each odd integer k )3 ,  define the event 
Ak :=A 7/{Xk-2 ¢0} N {Xk =0}. (3.6) 
These events AI,A3,As,... are disjoint modulo null-sets, and A -A l  UA3 UA5 U.-. .  
Define the event B2 := B n {)(2 = 0 }. For each even integer k )  4, define the event 
8~ :=8 n {xk_2 ¢0} n {Xk =0} f3.7) 
These  events B2, B4, 86  . . . .  a re  disjoint modulo null-sets, and B - B2 U B4 I.J B 6 U - - -. 
Now, P(B2)=0 by (3,4). Also, it is easy to see that for any positive odd integer 
j and any positive even integer k such that ]k -  j ] )3 ,  one has that P(A/N Bk) O. 
Hence, 
P(ANB)= Z P(AkNBk+,)+ ~ P(BkNAk+~). (3.8) 
k--3,5,7,.., k-4,6,8 .... 
Next, we need to prove that 
Vk = 3, 5, 7 ..... P(Ak C~ Bk+l ) ~< (3e,/2)- P(Ak ) (3.9) 
and 
Vk = 4, 6, 8 . . . . .  P(Bk N Ak+j ) <~ (3e/2). P(Bk ). (3.10) 
Here is the proof of (3.9). Let k be an arbitrary fixed odd integer )3 .  If P(Ak f? 
Bk+l)=0 then we are done; therefore, we assume P(Ak A Bk+l)>0. Since 0 is an 
absorbing state, it follows that the event {Xk=0} is an atom of a(Xk ,Yk+z ,Xk+ 4 . . . .  ). 
Hence, by (3.6) and Lemma 2.1, there exists an event A* E a(X~,X3,Xs,. ,Xk 2 ) such 
that Ak --A* C? {Xk =0}. By (3.7) and the hypothesis of Lemma 3.1, 
P(Ak N Bk+l) ~< P(A* N {Xk-1 ¢0})  
= P(A*).P(Xk_,/=0 IA* ) 
<~ e.P(A*). 
Also by the hypothesis of Lemma 3.1, 
P(Ak)=P(A*).P(Xk =0 ]A*) ) (1  - e).P(A*)) (5) P(A*). 
(One can do better, but this will suffice.) Hence (3.9) holds. 
The proof of (3.10) is analogous to that of (3.9), and is therefore omitted. 
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~< (3e/2). [P(A) + P(B)]. (3.11 ) 
Now, we are ready to prove (3.5) (and thereby complete the proof of Lemma 3.1). 
The argument will be divided into five cases: (i) 0 <P(A)~< e.P(B); (ii) e.P(B)<P(A) 
~<P(B); (iii) e.P(A)<P(B)<P(A);  (iv) O<P(B)<<,e.P(A); and (v) P(A)=0 or 
P(B)=0. In case (v), (3.5) holds trivially. Also, the arguments for cases (iii) and 
(iv) are analogous to those of cases (ii) and (i), respectively. Hence, it suffices to 
prove (3.5) for just cases (i) and (ii). 
In case (i), (3.5) holds because 
P(A N B) <~ P(A):P1/Z(A).pI/2(B). [pI/2(A)/p1/2(B)] 
<~ p1/2(A).p1/2(B).~I/2. 
In case (ii), one has by (3.11) that 
P(A A B) <~ (3e/2). [P(A) + P(B)] 
~< 3e.P(B) 
= 3e.p1/2(A).P1/Z(B). [PU2(B)/PU2(A)] 
<~ 3~.pI/2(A).pI/2(B).e-1/2, 
which is (3.5). 
This completes the proof of Lemma 3.1. [] 
4. The main step 
This section is devoted to the proof of a statement (Proposition 4.1 below) which 
is the main step in the proof of Theorem 1.2. In Section 5, the (completion of the) 
proof of Theorem 1.2 will follow as just a quick formality. 
Proposition 4.1. Suppose X:=(X1,X2,X3 .... ) is a Markov chain, O<~e<~, and 
~b'(X, 1 ) >. 1 - e. Then 
Podd/even(X)<~ 156~1/2(1 _ (1) (1oge)). (4.1) 
The R.H.S. of (4.1) is understood to be 0 if 5=0. 
Proof of Proposition 4.1. If ~ = O, then that forces ~(X, 1) = 1, which implies that 
the r.v.'s X1,X2,X3 .... are independent, and (4.1) holds trivially. Therefore, let us now 
assume 
1 (4.2) 0<~<~.  
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Without loss of generality, we assume that the state space of the Markov chain X 
is (0, co). ( If  necessary, one can first replace Xk by expXk for each k.) 
2 Let ~(0,~) (resp. ~(0,~), resp. ~'.(0,oo)J°~ ~ denote the usual a-field of Borel subsets of 
(0, oc) (resp. (0, o0)2 :=(0 ,c~)  x (0, at) ,  resp. (0, oc) v :=(0,  oc) x (0, oc) x (0,~c) x 
• -.). Analogous notations will be used with [0, ~c). The term "transition function" in 
Section 2 will be used in the obvious analogous ways in connection with probability 
measures on ((0, OO) 2, ~0,  oc)) or ([0, 00) 2,.~0,~)). 
For each k~> 1, let Qk denote the distribution of the r.v. Xa on ((0,~),; 'A(0.~t). 
For each k>~ 1, let Qk, k+l denote the distribution of the random vector (X~,Xk_,) on 
2 ~2 ((0, oc) ,.-(0,~)). Applying (the obvious analog of) Lemma 2.4, for each k >~1 let 
qa.a+~ :(0, oc) × ~#(0.oo)---+ [0,1] be a transition function for the probability measure 
Qk.a.~l such that 
VxC(0, oc), VBE~(0,oo), qk, a+l(x,B)>~(l--e).Qk+l(B). (4.3) 
For each k~> 1, define the nonnegative real function rk.k+l on (0, oc) × :~(o.~) by 
rk,k+~(x,B):=qk, k+~(x,B) - (1 - e).Qk+~(B). (4.4/ 
It is easy to verify that for each x~(0,  oc), ra.k+~(x, .) is a positive measure on 
((0, oc), ?A(o, oo)), and that r~,~+l (x, (0, oc)) = e. 
For each k~> 1, define the nonnegative real function sk.k+~ on [0, oc) × -#[0 ~ as 
follows: 
and 
sk, k+l(x,B) :=rk, k+l(x,B) for x C (0,~c), B~.~(0,o~), 
sk, k+l(x,{O}):= 1 -- ~: for x C (0, oc), 
s~.~+t(O,B):=O for BE~(0,~),  
sk, k+l(0, {0}) := 1 
Sk, k+l (X, {0} U 8)  :=  S~,k+l(X, {0})  + ~'k,~+ ~ (X,B) 
for xE[0, oc), BC~(0,oo). (4.5) 
Let Y:--(YI,Y2, Y3 . . . .  ) be a Markov chain with state space [0, oc), such that (a) 
P(Y1 >0)= 1, and the distribution of Y1 is the same as that of Xi, and (b) for each 
k~> 1, sk, k+l is the transition function for the distribution of (Yk, Yk+l) on ([0, o c) 2, 
oe2 ~ The existence of such a Markov chain (after the probability space is enlarged 
. . . .  [0 ,oo)  J" 
if necessary) is well known. (It is easy to check that each of the functions Sk.k+l has 
the properties necessary for transition functions.) 
Lemma 4.2. (a) For each k >~ 1, one has that 
P(Yk =0)  = 1 - ~:k-l 
al'/d 
VBE:~(0,~), P(Yk EB) =e k-l .P(XkEB). 
(4.6) 
(4.7) 
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(b) For each k >~ 1, each BE ~(o,~), one has that for almost every o9c {Yk >0}, 
P(Yk+I EB l (r(Yk ) )(og) =qk, k+l(Yk(~o),B) - (1 - e)Qk+l(B). 
(c) For each k >~l, one has that for almost every (oE{Yk >0}, 
P(Yk+I = 0 [ cr(Yk))(~o) = 1 -- e. 
(d) For each k>~2, P(Yk =0)>0 andP(Yk+l =0l  Yk=0) = 1. 
Here, of course, the phrase "almost every" is used with respect o the probability 
measure P. 
Proof of Lemma 4.2. For each k~> 1, each BE~[0,~), one has that P(Yk+I EBI(r(Yk)) 
=sk, k+l(Yk,B) a.s. Hence, by (4.4) and (4.5), we have properties (b) and (c). Property 
(d) follows from (4.2), (4.6), and (4.5). Eq. (4.6) follows from (4.7) with B := (0, oc). 
Thus, all that remains is to prove (4.7). This will be done by induction on k. 
Obviously, (4.7) holds for k = 1. Now, suppose that k is any positive integer such 
that (4.7) holds. We need to verify (4.7) with k replaced by k+ 1. Suppose Bc~(0,~).  
From (4.5) we have that P(Yk = 0 and Yk+l EB)= 0. Hence, we just need to show 
that 
P(Yk >0 and Yk+~ EB) = e, k "P(Xk+I CB). (4.8) 
Now, by (4.5), (4.4) and our induction assumption, letting Sk denote the distribution 
of Yk on ([0, oc),~[0,~)), we have 
[L.H.S. of (4.8)] = ~>0 rk, k+l(x,B)Sk(dx) 
= [ [qk, k+l(x,B) -- (1 -- e)Qk+l(B)]'ek-lQk(dx) 
Jx >o 
=~k-~ f qk, k+l(x,B)Qk(dx)--~k-l(1 ~ ~ ~ ° Qk ~ l ~B ~ fQk ~ ~ O ~ o())) 
dr x>0 
= ek-lQk, k+l((0, ~)  × B) - ek-l(1 - e)-Qk+l(B). 1
= e k .P(Xk+l EB). 
That is (4.8) holds. This completes the proof of (4.7), and of Lemma 4.2. [] 
For each j=  1,2,3 .... let Y(J):=(Y(J),Y(J), Y(J) .... ) be a Markov chain with state 
space [0, oc), with the same distribution on ([0, oc)~,~0,~))  as the Markov chain Y. 
Further, assume that these sequences y(l), y(2), y(3),.., are independent of each other. 
To avoid some trivial technicalities, we assume, without loss of generality, (after delet- 
ing a null-set from the probability space t2 if necessary) that Vj~> 1,{Y(J)>0} =I2; 
that Vj'~>I, Vk~>2, {Y(J)>~0}=f2; that Vj'~>I, Vk~>l, {Yk(J)=0, Y(J] ¢0}=~b (the 
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empty set); and that gk~> 1, {Y(k j) =0 V j> 1} = qS. The last condition is justified be- 
cause P(Yk >0)>0 for all k~> 1 by (4.2) and Lemma 4.2(a). Of course for each i~> l, 
Lemma 4.2 holds with the sequence Y replaced by y(Jl. 
For each k >~1, define the r.v. Tk, also denoted T(k), by 
Tk := min{j  >~ 1: v(j) >0}. (4.9) *k 
These random variables take their values in the positive integers, and (at every o)~ Q) 
satisfy 
I=TI<.T2<.T3 <. . . .  <oo. (4.10) 
Define the random sequence Z := (ZI,Z2,Z3 . . . .  ) as follows: 
, y(r(k)) (4.11) Vk = 1,2,3 . . . .  Zk:= k • 
Note that (at every coEQ) one has that Zk >0 for all k>~ 1. 
Our next major task is to show that this sequence Z is a Markov chain with the 
same distribution on ((0, oc)~, J~0,~))  as the sequence X. The intuition behind this is 
quite simple. However, the measure-theoretic details require a little patience. The hearl 
of the argument will be the next lemma. Recall that qk, k+l, k = 1,2,3,. . .  denote the 
one-step transition functions for the Markov chain X. 
Lemma 4.3. For each k = 1,2,3 .. . .  , each B E ~(o,~), one has that 
P(Zk+I c B ] a(Z1 . . . . .  Zk ) ) =qk, k ~l(Zk,B) a.s. (4.12) 
Proof  of Lemma 4.3. Let BE~(0,o~) and k~{1,2 ,3  .. . .  } be arbitrary but fixed. 
Throughout he proof of this lemma, various definitions will implicitly depend on this 
fixed integer k, but that dependence will be suppressed in the notations. 
For each J >~ 1 le ~ j  denote the a-field of events generated by the random variables 
(Y)J), 1 <~j<<.J, 1 ~f  <.k). Note that 
Vj>~I, {Tk=j}E J~ ). (4.13) 
That is, Tk is a stopping time relative to the ~r-fields .;~'i, Jr2, ,#3 ..... 
Let ,;4(oo denote the ~r-field of events generated by (Y(J), ./ >~ 1, 1 ~<k) .  
Let ff denote the family of all events F E .;4{~ such that 
Vj>~I, FA{Tk=j}  E Jt~,j. (4.14) 
By a standard argument, ff is a a-field (on f2). 
Later on, we will need the standard observation that 
w>l ,  {T~=f} c~. 
Our next task is to show that 
(4.15) 
a(Zi,Z2 ... .  ,Zk ) C ~. (4.16) 
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Suppose A is any Borel subset of (0,oo), and • is any integer such that l~<f~<k. 
It suffices to show that {Z+ EA} E f#. Consider first the case 1 ~<E<k. For each j~> 1, 
each i = 1 .. . . .  j, 
{Z/ CA} N {Tt.=i} N {Tk =j}  
= {~1)  . . . . .  ~ i -1 )  ---- 01 n {Y((i) EA} 
n {r2  ) . . . . .  <+-') =01 n 
which is a member of ~jj. (For i=  1, of course, interpret {Y+<') . . . . .  Yc5 i-') =0} as 
a, and for j=  1 interpret {y~l) . . . . .  Y~J-~)= 0} as a.)  By (4.10), for each j~> 1, 
J 
{Z+ C A} n {Tk = j}  = U ({Z+ E A} N {T+ = i} n {Vk =j}),  
i=1 
which is a member of J~j. Hence, {Z/EA} E ff (for l ~</<k). By a shorter argument, 
{Zk 6A} E ~ as well. Eq. (4.16) follows. 
Suppose we can show that 
P(Zk+I E B [ ~)=qk, k+l(Zk,B) a.s. (4.17) 
Then it would follow by (4.16) and a simple argument that (4.12) holds. Hence, to 
complete the proof of Lemma 4.3, it suffices to prove (4.17). 
Let GCf# be arbitrary but fixed. Referring to (4.16) again, we see that to prove 
(4.17) it suffices to prove that 
fc P(Zk+I E B , f~)dP = ~ qk, k+,(Zk,B)dP. (4.18) 
Suppose we can show that for each j ~> 1, one has that 
f6 P(Zk+l ~B I fC)dP= fc, qk,~+l(Zk,B)dP. (4.19) 
M { T(k )=j} fq { r(k)=j} 
Then, one would obtain (4.18) by summing both sides of (4.19) over all j~> 1. 
Let j~> 1 be arbitrary but fixed. To prove (4.17) and thereby complete the proof of 
Lemma 4.3, it suffices to prove (4.19) for this fixed j. 
Now, the event GN{T(k)=j} is a member of ff (by (4.15)) as well as ~j  (by 
definition of the (r-field f¢). Hence, 
P(Zk+, cBI~)dP= ~ '(Zk+, EB)dP 
N{ T(k )=jt N{ T(k )=j} 
= fc P(Zk+l cB[ ~ j )dP  
n{T(k)=j} 
= fc I(Tk =j) "  P(Zk+I EB I J~j)dP 
= fc P({Tk =j}  n {/k+l EB} [ ~j)  dP, 
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where the last equation holds because {Tk = j}  ~ ,~j. Also, of course, 
fG qk'~+l(Zk'B)dP=ff(; I ( I 'k=j) 'qkA+'(Zk'B)dP" 
n{T(~)=j} 
Hence, to prove (4.19) and thereby complete the proof of Lemma 4.3, it suffices to 
prove that 
P({Tk =j} n {Zk+, EB}I ~)  =I(Tk ==j). qk.k+l(Zk, B) a.s. (4.20) 
Now, by (4.10), 
oc, 
{Tk = j} N {Z~+, ~B} = U ({ Tk =j}  N {Zk+l E B} ~ { Tk+l = #}). (4.21) 
{- j  
We shall examine the R.H.S. of (4.21) for each [~>j. 
Consider first the value (= j .  Since B C (0,~c), one has by a simple argument the 
equality of events 
~Y(J) B}. {Tk j} fq{Zk+l~B}N{Tk+l=j}={Tk=j}At  k+~ E
We need to show that the following string of equalities of random variables holds with 
probability 1: 
P({Tk = Vk+~ =j} n {Zk+~ c B} I~) )= 
=l(Tk=j )  
= I(Tk =j)  
=l(Tk =j)  
=l(Tk =j)  
= I(Tk =j)  
. pty( J  ) ~, k+l ~BI~ j )  
• P ( rL" ,  . . . . .  
.pry(J)  ~ B ] a(yk(J))) 
~- 'k+¿  
• [qk, k+L(Y(kJ),B) -- (1 -- ~:). Qk+I(B)] 
• [qk, k+l(Zk,B) -- (1 - ~)- Qk+I(B)]. (4.22) 
Here the first equality holds (with probability 1) because {Tk =j} E ,~). The second 
equality holds because the sequence Y(J) is independent of the sequences Y(I),...,Y( i t, 
(if j>~2). The third equality holds because the sequence Y(J) is a Markov chain. 
For each o9 ~ {Tk =j},  the fourth and fifth equalities hold trivially (0 = 0 = 0). For each 
(~ E { Tk =j},  one has that Y(J)(og)> 0, and that Zk(~o)= Y~;)(co); and by Lemma 4.2(b) 
the fourth and fifth equalities hold (with probability 1). This completes the proof 
of (4.22). 
Referring back to the R.H.S. of (4.21) again, consider now an arbitrary fixed value 
(>j.  One has the equality of events 
.¢y(J) =0}NDN{V(I) B}, {T~ =j}  A {Zk+l GS}A{rk+l =E} = {Tk----j}A t k+l "k+l E 
IY (i) =0V i= j+ 1, #-  1} (with D:=f2 i f#=j+ l). where O := t k+l " " " ' 
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Hence, 
P({Tk =j}  A {Zk+l EB} A {Tk+~ = (} I~j )  
=P(D)  .P(Y(~+] CB) 'P({Tk =j}A{Y (j] =0} ] 54~j) a.s. (4.23) 
since the event D, the event {Y(+~] EB} and the (r-field ~r(Y (~) . . . . .  Y(J)) are indepen- 
dent. Now by Lemma 4.2 (Eqs. (4.6) and (4.7) with k replaced by k+ 1), 
P(D) . PtY(l)~ k+l 6 B) = (1 _ f.k)#-l--j~k . P(Xk+I E B) (4.24) 
(even if ( = j  + 1 ). Next, one has with probability 1, 
P({Tk =j}  n {Y(J] = 0} I ~J) = I(Tk =j) .  P(Y(J)1 = 0 [ ~J) 
_ -  t(v  = j ) .  = o I 
= I(Tk =j) .  P(Y(J] = 0 1 a(r(J>)) 
=I(Vk =j) .  (1 - ~). (4.25) 
Here (with probability 1), the first three equalities hold for the same reasons as the 
first three equalities in (4.22), the fourth is trivial (0=0)  for co~ {Tk=j}, and the 
fourth holds for almost every 09 E {Tk = j}  by Lemma 4.2(c). 
Substituting (4.24) and (4.25) into (4.23), we have, for ~>j  + 1, 
P({Tk =j}  fq {Zk+l EB} fq {Tk+l = #} [~j)  
-----(1 -- ek) ~-l J~k(1 - e)'P(Xk+I EB) . I (Tk  -----j) a.s. (4.26) 
Summing both sides of (4.26) over all (~>j + 1, one obtains that with probability 1, 
P({Vk =j}  fq {Zk+l CB} N {Vk+~ >j+ 1}[~j)  
1 
-- 1 - (1 - ek) ek(1 - e)" P(Xk+I EB) .  I(Tk =j)  
= (1 - e)Qk+l(B)" I(Tk =j) .  
Adding this to (4.22) (and referring to (4.21)), we obtain (4.20). This completes the 
proof of Lemma 4.3. 
Now, by Lemma 4.3 and an elementary argument, for each k/> 1, each B C ~(o,~), 
P(Zk+I E B t a(Zk ) ) = qk, k+l(Zk,B) 
=P(Zk+l EB[a(Zl ..... Zt))  a.s. 
Hence, the random sequence Z is a Markov chain with the same transition functions 
qk, k+l as the Markov chain X. Also, Z1 = YI (~) by (4.10) and (4.11), and hence, the 
distribution of Z1 is the same as that of ]11, which is the same as that of)(1. Hence, the 
random sequence Z has the same distribution on ((0, oQ) ~, ~(o,~)) as the sequence X. 
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It follows by a standard elementary argument (see e.g. Billingsley (1995, 
Theorem 20.1 )) that 
Podd/'even (Z)  =- Podd/even (X) .  (4.2 7 ) 
Now, for each k>~ 1, Zk is a measurable function of (Yk (I), y~2), yk(3) .. . .  ). Hence, by 
Lemmas 2.2 and 2.3, 
Podd/even(Z) ~ sup Podd/even(YU)) 
= Podd/even(Y) 
52 • , ,~odd/even(Y) • [1 - log Jkodd/even( Y ) ] -  (4.28) 
By (4.2) and Lemma 4.2(c)(d), the Markov chain Y satisfies the hypothesis of 
Lemma 3.1. By that lemma, 2odd/even(Y)<<3el/2. Also, the function x(1 - log  x) is 
increasing on [0, 1]. Hence, by (4.2), (4.27), and (4.28), one has that 
Podd/even(X) ~ 52- (3 e t/2) [ 1 -- log(3 e t/2 ) ] .  
By simple arithmetic, Proposition 4.1 holds. 
5. Proof of Theorem 1.2 
Let the Markov chain X := (Xk, k E ~) be as in the hypothesis of Theorem 1.2. By 
Remark 1.1 and some elementary arithmetic, to prove Theorem 1.2 it suffices to prove 
that for each n t>1 such that e~ := 1 - O'(X,n)-< !"-~ 9, one has that 
ro*(X,n) <~ 156e)/2(1 -- (½))(log c,,~)). (5.11 
1 Let n~>l be arbitrary but fixed such that e,,:= 1 -O ' (X ,n )<~.  Let S and T be 
arbitrary fixed nonempty disjoint finite subsets of Z such that Eq, ( l . l )  (in Section 1) 
holds. To prove (5.1), it suffices to prove that 
1 p(a(Xk, k ~ S), a(Xk, k E T))<~ 156~1,/2(1 - (2)( loge,)) .  (5.2} 
By an elementary argument, there exist an even positive integer m, and integers 
al ~<bl <a2 ~<b2 < . . .  <am~bm, 
with a/+l -bi>~n for all j=-1 ,2  . . . . .  m - 1, such that 
sos*:= U . . . .  ,b j}  
]=1 3.5,...,m-- 1
and 
r c r *  :=  U . . . . .  bj}. 
j=2,4, 6,...,m 
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To prove (5.2) it obviously suffices to prove that 
p(a(Xk, k c S*), a(Xk, k E T*))<~ 156e~/2(1 - ( l ) ( log en)). (5.3) 
For each integer j = 1 . . . . .  m, let q~j: ~b( j ) -a( j )+l  ___+ ~ be a bimeasurable one-to-one 
correspondence. (Such functions q~j are well known to exist.) For each j -= 1 . . . . .  m, 
define the real-valued random variable 
:=  CAXa</), Xa(;~+l, Xa<;~+ 2 .... ,Xb< j~ ). 
For j>~rn + 1 define the (constant) r.v. Yj. := 0. For this random sequence Y :-- (Y~, Y2, 
Y3 ... .  ), one has that 
Podd/even(Y) = p(a(Xk, k E S* ), o'(Xk, k E T* )). 
Hence, to prove (5.3), and thereby complete the proof of Theorem 1.2, it suffices to 
prove that 
Podd/even(Y) ~< 156 gl/2( 1 -- ( ½ )(log en ))- (5.4) 
Now by standard arguments, the sequence Y is itself a Markov chain, and it satisfies 
~b'(Y, 1) ~>~bt(X,n) = 1 - en. 
Since en ~< 3, one has by Proposition 4.1 that Eq. (5.4) holds. This completes the proof 
of Theorem 1.2. [] 
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