I. Introduction
Digital Signal processing (DSP) is an area of science and engineering which has developed quickly over last few years [1, 2] . Very Large Scale Integration (VLSI) is very popular and interesting integrated circuit (IC) technology in the area of electronics engineering for more than last 3-4 decades [3] . The importance of DSP systems have expanded significantly because of their wide class of applications in electronic design which includes video compression, digital set-top box television & , cable modems, DVDs players, portable video systems/computers, multimedia & wireless communications, digital radio, digital still & network cameras, speech processing, transmission systems, radar imaging, acoustic beam-formers, GPS, biomedical signal processing, video conferencing systems, digital telephony, sonar, just to name a few [1, 2, 4, 5, 6, 7, 8] .
The power consumption of VLSI devices has gaining attention in recent years, largely because of the use of battery operated portable products goes on increasing [3] . Power consumption has become the uncertain barrier for the applications of portable communication and computing DSP systems. In such systems DSP devices are of more interest. These DSP devices are used widely for complex functions such as data compression, and speech processing [1] . The increasing requirements for portable systems to incorporate complex functions has led to increased demand for low-power DSP devices.The increasing importance of portable electronics and consumer-oriented devices has become a fundamental driving factor in the design of new computational elements in CMOS VLSI systems on a chip [7] .
In DSP architectures, the folding algorithm is used to systematically determine the control circuits where multiple algorithm operations are time multiplexed to a single functional unit. This folding technique can be used for synthesis of DSP architectures that can be operated using single or multiple clocks. In synthesizing DSP architectures, it is important to minimize the silicon area of the integrated circuits, which is achieved by reducing the number of functional units (such as multipliers and adders), registers, multiplexers, and interconnection wires. For example, executing N addition operations using a single adder [2] . This means executing multiple operations on a single functional unit and the number of functional units in the implementation is reduced, thus resulting with low silicon area in integrated circuits [2] .In this paper folding algorithm is applied on fast Fourier transform (FFT) algorithms. The FFT algorithm is one of the fundamental processing elements in any DSP system [1, 2] . The FFT are widely used in various areas such as telecommunications, speech & image processing and filters, medical electronics and seismic processing, frequency analysis of the signals generated by vibration sensors, spectrum analyzers, etc [1, 2, 4, 5, 6, 7, 8] . FFT is used as one of the key component in OFDM-based wide-band communication systems [9] and wireless mobile terminals which demands high-speed and low-power FFT designs [10] .The requirement for low-power FFT architectures for telecommunication systems in portable form is becoming more and more important.
II. Folding Transformation
The folding transformation is introduced by K.K. Parhi which is described in detail in [7, 11, 12] . The folding transformation is a technique used to minimise the silicon area of an Integrated circuit by time multiplexing multiple operations to a signal functional units like multipliers, adders, registers, multiplexers and interconnection wires [7] . The folding transformation technique can be used for synthesis of DSP architectures that can be operated using single or multiple clocks [7] . A brief review of folding transformation is given here before applying it to any DSP algorithm. The folding transformation technique is explained by the Fig. 1 (a) and (b) [7] . [7] . Fig. 1 (a) shows an edge e from the source node U to the destination node V with weight D i.e. the edge e have w(e) delay value on it. Figure 2 .1 (b) shows the corresponding folded edge. The functional source unit of node U is H U which is pipelined by P U stages must pass through delays is given by equation 1 [7] :
The edge switched at destination node V whose functional unit is H V at instance Nl+v, where N is a folding factor. Folding factor is defined as the number of algorithmic operations folded to or executed by a single functional unit in hardware and is denoted by N while u and v are the folding orders of nodes U and V respectively [7] . The folding order of a node is the time partition to which the node is scheduled to execute in hardware. A folding set, S, is defined as an ordered set of operations executed by the same functional unit [7] . Each folding set contains N entries, some of which may be null operations. The operation in the i th position within the folding set which goes from 0 to N-1 is executed by the functional unit during time position i. For a complete folded system to be possible, must hold for all of the edges in the DFG. Once valid folding sets have been assigned, retiming can be used to satisfy this property or determine that the folding sets are not feasible [7] .
III. Retiming Transformation
Retiming is a transformation technique used to change the location delay elements in a circuit without affecting the input-output characteristics of the circuit [7, 13, 14] . Retiming has many applications in synchronous digital circuit design. These applications include reducing the clock period of the circuit, reducing the number of the registers in the circuit, reducing the power consumption of the circuit and logic synthesis [7] . Cutset retiming is used in this thesis which is the special case of retiming. A cutset is a set of edges that can remove from the graph to create two disconnected subgraphs [7] . Cutset retiming only affects the weights of the edges in the cutset. If the two disconnected subgraph are denoted by S1 and S2, then using cutset retiming d delays can add to the edges going from S1 to S2 and removing d delays from each edge going from S2 to S1.Sometimes pipelining is also used which is a special case of cutset retiming. In this case there are no edges from subgraph S2 to S1 i.e. Pipelining applies to the graph without loops.
IV. Folding Transformation Technique
The complete procedure for folding transformation technique is described stepwise below [7] . 1. Selection of appropriate folding order and accordingly folding set. 5. Use the folding equations to construct Lifetime table. 6. Draw the Lifetime chart and find out the minimum number of registers. 7. Carry out the data allocation using forward and backward register allocation technique. 8. Draw the folded architecture. 
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V. Fast Fourier Transform
The discrete Fourier transform (DFT) plays a central role in the implementation of various DSP algorithms and systems [1, 16] . It transforms a signal from the time domain into the frequency domain, providing information about the spectrum of the signal [1, 2] . The computation of an N-point DFT using direct methods requires N 2 arithmetic number of operations. The Fast Fourier Transform (FFT) is simply a mathematical algorithm to speed up the DFT calculation by reducing the necessary number of multiplications and additions [1, 2, 4, 15] . The FFT algorithms are based on the principle of decomposing the computation of DFT into sequences of smaller DFTs. DFT is identical to samples of the Fourier transform at equally spaced frequencies. Consequently, computation of the N-point DFT corresponds to the computation of N samples of the Fourier transform at N equally spaced frequencies ωk = 2πk/N. The FFT utilizes some clever algorithms to do the same thing as the DFT, but in much less time. While a DFT computation of length N takes N 2 arithmetic operations, a FFT for the same length takes only NlogN operation [1, 2, 4, 5] . FFT was first discussed by J. W.Cooley and J. W. Tukey in the 1960s and was in fact a rediscovery of an idea of the German mathematician Karl Friedrich Gauss (1777 -1855). This is the most common FFT algorithm called as the Cooley-Tukey algorithm, named after J.W.Cooley and John Tukey [16] . These scientists are given credit for bringing the FFT to the world from their paper: "An algorithm for the machine calculation of complex Fourier Series," Mathematics Computation, Vol. 19, 1965, pp 297-301 [16] . This publication of the Cooley-Tukey Fast Fourier transform (FFT) algorithm in 1965 has opened a new area in DSP by reducing the order of complexity of computational tasks in DFT and convolution from N 2 to N log 2 N, where N is the problem OR transform size. The Cooley and Tukey FFT algorithm is a turning point to computation of DFT. FFTs are used to speed up the computations of DFTs [2] . FFT plays an important role in modern digital signal communications such as digital video broadcasting and OFDM systems [1, 2] . Because the FFT is everywhere, different methods for calculating FFT of a signal have been studied extensively, and continue to be an active research topic.The FFT algorithm decomposes a DFT of length N into two half length DFTs of size N/2. The DFT is split into even index terms and odd index terms. The decomposition process is repeated M = logrN times, where r is the radix. A number of FFT architectures have been proposed in the literature. Based on the Cooley-Tukey (CT) decomposition [1, 2] [5, 6] , split-radix as well as radix-4 algorithms, have been proposed using the complex mathematical relationship to reduce the hardware complexity. These algorithms are based on decomposing an N-point DFT recursively into smaller DFTs, leading to a reduction of the computational complexity. Most FFT algorithms and architectures have focused on power-of-two size DFTs. High-speed and low-power FFT design is the need of time. Hence, it is important to design high-performance and low-power FFT for various applications.
The FFT operates by decomposing an N point time domain signal into N time domain signals each composed of a single point. The second step is to calculate the N frequency spectra corresponding to these N time domain signals. Lastly, the N spectra are synthesized into a single frequency spectrum. The basic computational step of the FFT algorithm is a butterfly [1, 2] . The most commonly used decomposition methods of FFT algorithm are decimation-in-time (DIT) and decimation-in-frequency (DIF) [1, 2, 15] . Both of these rely on the recursive decomposition of an N point transform into 2 (N/2) point transforms. The method is particularly simple if N is divisible by 2 and if N is a regular power of 2, the decomposition can be applied repeatedly until the trivial '1 point' transform is reached. DIT is based on decomposing the input sequence into smaller subsequences while in DIF the output sequence is decomposes into smaller sub-sequences [1, 2] .
VI. Radix-3 FFT Algorithm: Introduction
The common applications of DSP uses radix-2 FFT algorithms where N i.e. FFT sizes are power of 2. In this paper, FFT algorithms where N is not power of 2 are considered which works for other input sizes. It is always beneficial to use different radix FFT algorithms depends on the application with different input sample sizes N. When N is power of 3 FFT algorithm based on radix-3 can be implemented. For example considered N = 9 = 3 2 then input sequence samples can be divided into 3 sets of sequences where each sequence is of length N/3 [2] . The DFT of the finite duration sequence {x(n)} where 0 ≤ n ≤ N-1 can be expressed as:
Where k=0, 1, 2, ----, N-1.
. The radix-3 DIT FFT algorithm can be derived by considering 3 input samples as
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The butterfly structure for radix-3 FFT algorithm is shown in Fig. 2 .
x (0) x (1) x (2) X (0) X (1) X(2) 
VII. Folding Of 9-Point DIT FFT Using Radix-3 Algorithm.
The signal flow graph for N = 9 using decimation-in-time using radix-3 FFT algorithm is shown in Fig. 3 . The DFG for the 9-point DIT FFT using radix-3 algorithm is shown in Fig. 4 . In Fig. 4 A0, A1 , A2, B0, B1, B2 are nodes which represents the 3-point butterfly structures shown in Fig 2. x (0) x (3) x (6) x (1) x (4) x (7) x (2) x (5) x (8) X (0) X (1) X (2) X (3) X (4) X (5) X (6) X (7) X (8) Figure 3: 9-point DIT FFT using radix-3 algorithm.
x (0) x (3) x (6) x (1) x (4) x (7) x (2) x (5) Step 1: Select Folding order N=8 and folding sets are as follows A={A0,ɸ,ɸ,A1,ɸ,ɸ,A2,ɸ} B={B0,ɸ,ɸ,B1,ɸ,ɸ,B2,ɸ} Where symbol ɸ shows the null operation i.e. for the folding order of ɸ symbol the arithmetic unit will not perform any operation.
Step 2: The Folding Equations for DFG in Fig. 4 using folding equation D F (U→V) = N w (e) -P U + v -u In the above folding edge equation P U is the of the source node U. Here for simplification, assumed that the P A , P B = 0 i.e. all these nodes don't have pipelining stage Step 3: If needed perform retiming for folding. The cutset retiming is used here which is a special case of retiming. In the cutest retiming apply cutest to the edges in the DFG with all are in forward direction. Then one delay or latch is to be placed on each and every edge under cutest. The DFG with cutset and after cutest retiming are shown below in Fig. 5 and 6 respectively. (6) x (1) x (4) x (7) x (2) x (5) x(8) Figure 5 : DFG of 9-point DIT FFT using radix-3 algorithm with cutset.
x(0) x (3) x (6) x (1) x (4) x (7) x (2) x (5) x ( Register Minimization Technique Performing folding transformation technique on any DSP algorithm reduces the number of function unit for example adder and multipliers in the folded architecture but at the same time increases the number of registers in the folded architecture. To avoid the folded architecture with excessive number of registers techniques are proposed by [7, 11, 12] to design the folded architecture with minimum number of registers and to allocate the data to these registers which is achieved by performing the following steps.
Step 4: Rewrite the folding Equation.
For proper folding none of the edge of the DFG should have negative delay value.
•
Step 5: Lifetime table is shown in Table 1 where T input is the input clock cycle for each node and T output is the clock cycle from where output can be read.
Step 6: Draw the Lifetime chart and find out the minimum number of registers. The linear lifetime chart is shown in Fig. 7 is based on [7] , where each horizontal line represents a clock cycle and each vertical line represents the lifetime of a variable. From the lifetime chart, the minimum numbers of registers that can be used to implement the architecture of FFT is the maximum number of live variables at any clock cycle [7] . The minimum number of registers to implement the FFT is maximum number of live variables =max {0, 1, 2, 3, 4, 5, 6, 7, 8, 9} = 9. 
Figure 7:
Lifetime chart for 9-point DIT FFT using radix-3 algorithm.
Step 7: Carry out data allocation using forward and backward register allocation technique. The registers are denoted as R1, R2, R3, R4, R5, R6, R7, R8, R9 in the allocation table shown in Fig. 8 . The variables are allocated forward register first and then to an appropriate backward register, thus the name "forward-backward" [7] . Figure 8: Register allocation table for 9-point DIT FFT using radix-3 algorithm.
Step 8: Draw the folded architecture. Folded Architecture of 9-point DIT FFT using radix-3 algorithm is shown in Fig 9. In this BF I and BF II are 3-point butterfly units. BF I will perform operations of A0 to A2 & BF II will perform operations of B0 to B2 3-point butterfly units respectively from DFG of 9-point DIT FFT using radix-3 algorithm shown in Fig 4 .
Figure 9: Folded Architecture of 9-point DIT FFT using radix-3 algorithm.
VIII. Folding Of 9-Point DIF FFT Using Radix-3 Algorithm.
Signal flow graph for N = 9 using decimation-in-frequency using radix-3 FFT algorithm is shown in Fig. 10 .
x (2) x (3) x (4) x (5) x (6) x (7) x ( Figure 10: 9-point DIF FFT using radix-3 algorithm.
Step 8: Draw the folded architecture. Folded Architecture of 9-point DIF FFT using radix-3 algorithm is shown in Fig 11. BFI BFII
Figure 11: Folded Architecture of 9-point DIT FFT using radix-3 algorithm. Table 2 shows comparison between conventional and folded 9-point DIT & DIF FFT using radix-3 algorithm in terms of number of butterfly units. The original and folded FFT algorithm are modelled in Verilog HDL and synthesized using ISE-Xilinx tool. Both the designs were synthesized using Vertex-5 FPGA and the results are shown in the table 3. 
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IX. Implementation Of Proposed Work And Results
X. Conclusion
VLSI DSP is very fast growing technology in field of today's wireless communication. Most common algorithms used in DSP are Fast Fourier Transforms. The major purpose of this manuscript was to design efficient structures of FFT algorithms in terms of area, power and speed. For this the different transformation techniques were performed on the data flow graphs of FFT algorithms like pipelining, parallel processing, folding and retiming. Folding transformation technique is used to reduce the silicon area for any algorithm. And retiming is used to reduce the number of delays in the circuit so that the speed of the circuit will increase. For any DSP algorithms multiplier and adders are the significant blocks. Therefore folded structures were designed with minimum number of butterfly units. When input samples are not in the range of power of 2 it is very much beneficial to use the different radix algorithms. Therefore folded structure for 9-point DIT and DIF FFT using radix-3 algorithms is designed. The folded structure was efficient in power consumption, area and performance. The power consumption can be reduced from 37% up to 50% in the proposed folded architectures. These folded structures are very suitable for applications in implantable or portable devices due to their low area and power consumption.
