Modern biological experiments are becoming increasingly complex, and designing these experi-25 ments to yield the greatest possible quantitative insight is an open challenge. Increasingly, compu-26 tational models of complex stochastic biological systems are being used to understand and predict 27 biological behaviors or to infer biological parameters. Such quantitative analyses can also help 28 to improve experiment designs for particular goals, such as to learn more about specific model 29 mechanisms or to reduce prediction errors in certain situations. A classic approach to experiment 30 design is to use the Fisher information matrix (FIM), which quantifies the expected information a 31 particular experiment will reveal about model parameters. The Finite State Projection based FIM 32 (FSP-FIM) was recently developed to compute the FIM for discrete stochastic gene regulatory 33 systems, whose complex response distributions do not satisfy standard assumptions of Gaussian 34 variations. In this work, we develop the FSP-FIM analysis for a stochastic model of stress response 35 genes in S. cerevisae under time-varying MAPK induction. We verify this FSP-FIM analysis and 36 use it to optimize the number of cells that should be quantified at particular times to learn as 37 much as possible about the model parameters. We then extend the FSP-FIM approach to explore 38 how different measurement times or genetic modifications help to minimize uncertainty in the sens-39 ing of extracellular environments, and we experimentally validate the FSP-FIM to rank single-cell 40 experiments for their abilities to minimize estimation uncertainty of NaCl concentrations during 41 yeast osmotic shock. This work demonstrates the potential of quantitative models to not only 42 make sense of modern biological data sets, but to close the loop between quantitative modeling 43 and experimental data collection.
and Supplementary Tables I and II .
The Finite State Projection analysis of stochastic gene expression
where J D is the set of states observed in the data, M is a combinatorial prefactor (i.e., from 168 a multinomial distribution) that comes from the arbitrary reordering of measured data, and 169 p(x L i ; t, θ) is the marginalized probability mass of the observable species, 
where the vector log p(θ) contains the log-probabilities of each potential observation, and the 189 expectation is taken over the probability distribution of states p(θ) assuming the specific 190 parameter set θ. As the number of measurements, N c , is increased such that maximum 191 likelihood estimates (MLE) of parameters are unbiased, the distribution of MLE estimates 192 is known to approach a multivariate Gaussian distribution with a covariance given by the 193 inverse of the FIM, i.e.,
In [6], we developed the FSP-based Fisher information matrix (FSP-FIM), which allows one 195 to use the FSP solution p(t), and its sensitivity s θ j ≡ dp dθ j , to find the FIM for stochastic 196 gene expression systems. For a general FSP model, the dynamics of the sensitivity to each 197 j th kinetic parameter dp dθ j can be calculated according to:
where A θ j = ∂A ∂θ j . Solving Eq. 5 requires integrating a coupled set of ODEs that is twice as 199 large as the original FSP system. The FSP-FIM at a single time t is then given by: The FIM for a sequence of measurements taken independently (e.g., for smFISH data) 208 at times t = [t 1 , t 2 , . . . , t Nt ] can be calculated as the sum across the measurement times:
where c = [c 1 , c 2 , . . . , c Nt ] is the number of cells measured at each l th measurement time.
210
For smFISH experiments, the vector c plays an important role in the design of the study.
211
By optimizing over all vectors c that sum to N total , one can find how many cells should be 212 measured at each time point and which time points should be skipped entirely, (i.e., c l = 0).
213
In the next subsection, we verify the FSP-FIM for this stochastic model with a time-214 varying parameter, and later find the optimal c for STL1 mRNA in yeast cells.
215
The FSP-FIM can quantify experimental information for stochastic gene expression Fig. 2a and S1), which we define as θ * . These reference parameters were used to generate 225 50 unique and independent simulated data sets, and each n th simulated data set was fit to 226 find the parameter set,θ n , that maximizes the likelihood for that simulated data set. This 2b and S1b). For comparison, the angles between rank-matched eigenvectors of the FIM and 243 Σ MLE were all less than 12 • , whereas non rank-matched eigenvectors were all greater than 244 79.9 • . With the FSP-FIM verified for the HOG1-MAPK induced gene expression model, 245 we next explore how the FSP-FIM can be used to optimally allocate the number of cells to 246 measure at each time after osmotic shock.
247
Designing optimal measurements for the HOG1-MAPK pathway in S. cerevisae
248
To explore the use of the FSP-FIM for experiment design in a realistic context of MAPK-249 activated gene expression, we again utilize simulated time-course smFISH data for the os-250 motic stress response in yeast.
251
We start with a known set of underlying model parameters that were taken from simulta- experiments for the 0.2M (black) and 0.4M (gray) conditions. To generate these random 288 experiment designs, we selected a random subset of the measurement times, and allocated 289 the total 1,000 cells among chosen time points using a multinomial distribution with equal 290 probability for each time point. Figure 4a shows that the intuitive experiment is more 291 informative than most random experiments, but is still substantially less informative than 292 the optimal experiment.
293
In many practical applications, a scientist would be unlikely to have precise a priori parameters or input dynamics prior to designing the experiment, we asked how well an ex-301 periment design optimized using parameters from one gene at a given level osmotic shock 302 (e.g., STL1 at 0.2M NaCl) would do to estimate parameters for another gene in a different 303 osmotic shock condition (e.g., CTT1 at 0.4M NaCl). Figure 4b The D s -metric for different experiment designs (different rows) when applied to different genes or different experimental levels of osmotic shock (different columns). Lighter shades (higher D smetrics) indicate experimental designs that are more suitable to identify parameters.
or optimized experiment design (i.e., a specific allocation of cells to be measured at each 306 time), and each column corresponds to a specific gene and specific osmotic shock condition 307 to which that design could be applied. In all cases, the much simpler FIM-based optimal 308 experiment designs perform as well or better than the more difficult intuitive designs, even 309 when these FIM designs were computed assuming different environmental conditions and 310 assuming genes whose parameters differ considerably from one another (see Supplemental   311 Tables I and II for parameter sets). In other words, these results suggest that if one can 312 compute a simple yet optimal experiment design based on one well-analyzed gene in a pre-313 viously studied environmental condition, then that design may be equally valuable when 314 applied to student a new, but related gene in a similar, yet slightly different context. Using the FSP-FIM to design optimal biosensor measurements 316 Thus far, and throughout our previous work in [6], we have sought to find the optimal 317 set of experiments to reduce uncertainty in the estimates of model parameters. In this 318 section, we discuss how the FSP-FIM allows for the optimization of experiment designs to 319 address a more general problem of inferring environmental variables from cellular responses.
320
Toward this end, we assume a known and parametrized model (i.e., the model defined above, Higher salt concentrations delay the time at which k 21 (t) returns to its nonzero value. The 332 function in Eq. 1 can be coarsely approximated by the sum of three Heaviside step functions, 333 u(t − τ i ) as:
where τ 1 is the fixed delay of the time it takes for nuclear kinase levels to reach the k 21 335 deactivation threshold (about 1 minute or less, [9, 10]), and τ 2 is the variable time it takes 336 for the nuclear kinase to drop back below that threshold. In practice, the threshold-crossing 337 time, τ 2 , should be directly related to the salt concentration experienced by the cell under 338 reasonable salinity levels. This relationship is shown in Fig. 1b and 5b , where a 0.2M NaCl 339 input exhibits a shorter τ 2 than does a 0.4M input. For our analyses, we assume a prior 340 uncertainty such that time τ 2 can be any value uniformly distributed between τ min 2 = 6 and 341 τ max 2 = 31 minutes, and our goal is to find the experiment that best reduces the posterior 342 uncertainty in τ 2 (and therefore could provide an estimate for the concentration of NaCl).
343
To reformulate the FSP-FIM to estimate uncertainty in τ 2 given our model, the first 344 step is to compute the sensitivity of the distribution of mRNA abundance to changes in the 345 variable τ 2 using Eq. 5, in which A θ j (t) is replaced with A τ 2 (t) = ∂A ∂τ 2 as follows:
As k 21 (t) is the only parameter in A that depends explicitly on τ 2 , all entries of ∂A ∂τ 2 are zero 347 except for those which depend on k 21 (t), and
and therefore A τ 2 = ∂A ∂τ 2 is non-zero only at t = τ 2 . Using this fact, the equation for the 349 sensitivity dynamics is uncoupled from the FSP dynamics for t = τ 2 , and can be written .
[f 1 , f 2 , . . . , f Nt ] (noting that the Fisher information at any time t l is the scalar quantity, 
Our goal is to find an experiment that is optimal to determine the value of τ 2 , given an 
For later convenience, we define the integral in Eq. 14 (i.e., the objective function of the 361 minimization) by the symbol J , which corresponds to the expected uncertainty about the 362 value of τ 2 for a given c.
363
Next, we apply the greedy search from above to solve the minimization problem in Eq. 15 364 to find the experiment design c opt that minimizes the estimation error of τ 2 . Figure 6 shows 365 examples of seven different experiments to accomplish this task, ranked according to the by random chance, they still provided several orders of magnitude lower Fisher information
