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Abstract
From ancient times, people have been worried about the possibility of their lineages
and surnames being extinguished. This question affected, above all, to the highest
classes. Even though they looked for social and/or biologycal conditions at the
beginning, the problem was focused from a statistic perspective during the 18th
and 19th centuries.
The main objective of our work is studying the mathematical model behind this
question, known as the branching process of Galton-Watson. Once the main results
of this theory have been developed, we will be able to calculate the extinction
probability of a population or family, though also we will be able to estimate it
from a set of empyrical observations.
Resum
Des de l’antiguitat les persones han estat preocupades per la possible desaparicio´
dels seus llinatges i cognoms. Aquesta qu¨estio´ afectava sobretot a les famı´lies de
classes socials me´s elevades. Tot i que al principi se’n van voler buscar els motius
en les condicions socials i/o biolo`giques, en els segles XVIII i XIX es va comenc¸ar
a enfocar aquest problema des d’una vessant estad´ıstica i matema`tica.
L’objectiu principal del nostre treball e´s estudiar el model matema`tic que hi ha
darrere d’aquesta qu¨estio´, conegut com el proce´s de ramificacio´ de Galton-Watson.
Un cop desenvolupats els resultats principals d’aquesta teoria podrem calcular la
probabilitat d’extincio´ d’una poblacio´ o famı´lia, o be´ estimar-la a partir d’un conjunt
d’observacions emp´ıriques.
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1 Introduccio´
Els processos de ramificacio´ ofereixen un model matema`tic per a l’estudi de pobla-
cions en les que els seus membres es reprodueixen i moren, subjectes a unes lleis
de canvi. Els objectes poden ser de molts tipus diferents, depenent de la seva edat,
energia, posicio´, o altres factors. No obstant, han de complir una premissa: no
poden interferir els uns amb els altres. E´s a dir, objectes diferents es reprodueixen
independentment l’un de l’altre. Aquesta hipo`tesi, que unifica la teoria matema`tica,
sembla garantida per a algunes poblacions de part´ıcules f´ısiques, com ara els neu-
trons o els raigs co`smics, pero` nome´s sota circumsta`ncies molt restrictives en el cas
de poblacions biolo`giques.
El proce´s de ramificacio´ me´s senzill e´s el de Galton-Watson, el qual estudiarem en
aquesta treball. Te´ la peculiaritat que cadascun dels objectes que formen part de
la poblacio´ tenen una distribucio´ de probabilitat comuna. Un cop desenvolupada
la teoria ba`sica d’aquest model matema`tic, l’aplicarem a la resolucio´ del problema
de l’extincio´ dels cognoms.
La memo`ria esta` dividida en dues parts. A la primera part farem l’estudi cla`ssic del
proce´s, per despre´s aplicar-lo a la qu¨estio´ original que pretenia resoldre aquesta teo-
ria, calcular la probabilitat d’extincio´ d’una cognom o del llinatge dels homes d’una
famı´lia. A la segona part ens centrarem en l’estudi de l’estimacio´ dels para`metres
del proce´s de Galton-Watson, a partir d’un conjunt d’observacions d’una poblacio´.
Abans de comenc¸ar amb els resultats, pero`, explicarem com i perque` es va originar
aquest problema, per despre´s presentar-ne els principals precursors i pioners.
1.1 L’extincio´ de famı´lies
El declivi de les famı´lies amb homes que havien ocupat posicions destacades en el
passat ha estat un tema de frequ¨ent observacio´, i ha donat lloc a diverses conjectures.
Els estudis i treballs sobre aquest problema han estat interessats en l’evide`ncia
estad´ıstica de l’extincio´ de famı´lies, aix´ı com en les consideracions sobre els motius
de l’extincio´. Els casos so´n molt nombrosos quan es tracta de cognoms que van ser
comuns fa un temps i s’han tornat escassos o han desaparegut en la seva totalitat.
A l’antiguitat nome´s es mostrava intere`s en l’extincio´ de les classes socials me´s altes.
Al mateix temps es creia que les famı´lies extingides eren reemplac¸ades cont´ınuament
per famı´lies dels estrats socials me´s baixos.
Me´s tard es va fer evident que el fenomen tambe´ ocorria en els altres estrats de
la poblacio´. En els segles XVIII i XIX aixo` va ser demostrat en pobles i ciutats.
Aparentment no es va fer cap investigacio´ de la poblacio´ rural, pero` ja en el 1762
el pastor rural dane`s Westenholtz es va adonar que moltes famı´lies de pagesos
s’extingien. Pero`, com que vivien ”en la foscor”, e´s a dir, sense ser coneguts i sense
tenir un cognom, no es notava ni es sentia.
Les raons per a l’extincio´ de famı´lies van ser buscades en condicions socials o bi-
olo`giques, o en combinacions de les dues. La principal de les raons biolo`giques era
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la ”degeneracio´”, i les raons socials es centraven en l’efecte de les guerres, la solteria
i els estils de vida refinats.
No obstant, el problema de l’extincio´ de famı´lies te´ tambe´ una vessant matema`tica
i estad´ıstica. Breument la podem expressar de la forma segu¨ent. Si sabem la
probabilitat que un home tingui 0, 1, 2, ... fills, e´s possible calcular la probabilitat
que la seva famı´lia s’extingeixi? Aquesta idea e´s tant simple que s’ha ocorregut de
forma independent a una se`rie d’investigadors. Tot seguit farem una descripcio´ de
com s’ha formulat matema`ticament el problema en diversos moments de la histo`ria,
com s’ha oblidat en algunes e`poques i com altres investigadors l’han repre`s me´s
endavant.
1.2 La histo`ria del problema
Els primers indicis sobre l’u´s dels processos de ramificacio´ es troben en el segle
XVIII, en el famo´s llibre de tres volums de l’investigador Thomas Malthus (1766-
1834), titulat An Essay on the Principle of Population. En aquest llibre Malthus
va establir la idea fonamental per la qual una poblacio´ no controlada ha de cre´ixer
exponencialment. En les seves pro`pies paraules, la poblacio´ es duplica en intervals
regulars, e´s a dir, augmenta en una proporcio´ geome`trica. Cap al final del primer
volum, Malthus relata que, a la ciutat de Berna, d’un total de 487 famı´lies burgeses
existents, 379 es van extingir en un per´ıode de dos segles, del 1583 al 1783. Es
pot dir que la teoria dels processos de ramificacio´ neix del fet de recone`ixer que
un descens tan notable no e´s una estranya coincide`ncia. Al contrari, reflexa una
ant´ıpoda ba`sica i paradoxal al ra`pid creixement del total, i tambe´ reflexa un principi
d’extincio´ de l´ınies familiars independents frequ¨ent.
El primer en tractar d’explicar el fenomen relatat per Malthus fou l’estad´ıstic france`s
Ire´ne´e-Jules Bienayme´ (1796-1878). Bienayme´ va ser capac¸ de determinar correc-
tament la probabilitat d’extincio´ d’una famı´lia o, en qualsevol cas, la relacio´ entre
aquesta probabilitat i el nombre mitja` de descendents mascles per pare. No obstant,
Bienayme´ no va donar la solucio´ en forma matema`tica, sino´ una explicacio´ verbal
del seu treball. L’obra anunciada que anava a exposar els seus pensaments mai
va ser publicada, fet que va provocar que el seu treball romangue´s ocult fins l’any
1972, quan Heyde i Seneta van descobrir un article datat del 1845 on Bienayme´
considerava el problema de l’extincio´ de famı´lies. Aix´ı doncs, sembla que Bienayme´
havia empre`s una investigacio´ completa sobre el problema i ja coneixia la solucio´
que va ser publicada per primer cop l’any 1930 per Steffensen.
El 1869, l’angle`s Francis Galton (1822-1911) va publicar el llibre Hereditary genius,
en el qual tractava l’extincio´ de diferents grups socials, centrant-se sobretot en el
declivi de la noblesa anglesa i d’altres famı´lies notables del moment. Galton va
atribuir-ne l’extincio´ als motius socials i biolo`gics, que causaven una reduccio´ de
la fertilitat. L’aparicio´ del bota`nic su´ıs Alphonse de Candolle (1806-1893), que va
publicar l’any 1873 el llibre Histoire des sciences et des savants, va fer girar l’atencio´
de Galton cap a la possibilitat que hi hague´s una interpretacio´ probabil´ıstica. En
el llibre d’Alphonse de Candolle, el su´ıs va comenc¸ar un ana`lisi de la bibliografia
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del moment sobre les famı´lies nobles i burgeses, presentant les dades nume`riques
disponibles. De Candolle creia que, aparentment, tots els cognoms s’havien d’extin-
gir, pero` no ho va poder confirmar. No obstant, en el seu treball ja va indicar que
havia de ser possible calcular la probabilitat que una famı´lia s’exting´ıs si les seves
circumsta`ncies de fertilitat eren conegudes. Ell no va tractar aquest problema en el
seu llibre, i la seva formulacio´ del problema descartava un coneixement del treball
anterior de Bienayme´.
Abans inclu´s de la publicacio´ del llibre de de Candolle, Galton ja s’havia adonat
de la naturalesa estad´ıstica del problema i havia intentat resoldre alguns exemples
nume`rics, pero` els ca`lculs de seguida es van fer complicats i va haver de desistir.
Pero` l’aparicio´ del llibre de de Candolle va provocar que Galton torne´s a revisar
el problema de l’extincio´ de famı´lies. El mateix any 1873, Galton va publicar el
segu¨ent problema per als lectors de la revista Educational Times :
”Problema 4001. Una nacio´ gran, de la qual nome´s ens preocuparem dels mascles
adults, que sumen un total de N individus i on cadascun te´ un cognom diferent,
colonitzen un districte. La seva llei de poblacio´ e´s tal que, en cada generacio´,
a0% dels mascles adults no tenen descendents mascles que arribin a la vida adulta,
a1% en tenen nome´s un, i aix´ı fins a5%, pels que en tenen cinc. Trobar (1) quina
proporcio´ dels cognoms s’haura` extingit despre´s de r generacions; i (2) quants casos
hi haura` del mateix cognom estant retingut per n persones.”
Com que no va obtenir cap resposta satisfacto`ria al seu problema, va consultar
un amic matema`tic angle`s, el Reverend Henry William Watson (1827-1903). Uns
mesos despre´s Watson va publicar la resposta a Educational Times. Watson va
transformar el problema en un d’iteracio´ de funcions generadores. No obstant,
simplement a causa d’un error algebraic, Watson va concloure erro`niament que cada
famı´lia s’extingiria, inclu´s quan el tamany de la poblacio´, en mitjana, augmentava
d’una generacio´ a la segu¨ent. Ell era molt conscient que la seva resposta estava en
desacord amb el principi del creixement exponencial de la poblacio´ total de Malthus,
i va argumentar, subtilment i extensament, que la poblacio´ total be´ podia cre´ixer
tot i que cada cognom espec´ıfic es pogue´s perdre eventualment.
Al cap de dos anys, el 1875, Galton i Watson van publicar un article conjunt titulat
On the probability of extinction of families, amb el problema plantejat per Galton i
la resolucio´ per part de Watson.
Durant mig segle despre´s aproximadament, el model matema`tic de Galton-Watson
semblava haver estat descuidat. Pero` el 1922, el cient´ıfic, matema`tic i estad´ıstic
Ronald Aylmer Fisher (1890-1962) va mencionar el tema de passada en un context
gene`tic. Fisher va usar un model matema`tic ide`ntic al de Galton-Watson per estu-
diar la supervive`ncia de la descende`ncia d’un gen mutant i per estudiar variacions
aleato`ries en les frequ¨e`ncies dels gens. Cinc anys despre´s, John Burdon Sander-
son Haldane (1892-1964) va aplicar igualment el model a la gene`tica. Haldane va
ser capac¸ d’esbossar la resposta correcta al problema, ja que va trobar que la pro-
babilitat d’extincio´ era 1 quan la reproduccio´ mitjana era me´s petita o igual que
1.
Va ser un matema`tic, estad´ıstic i actuari dane`s, Johan Frederik Steffensen (1873-
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1961), el primer a publicar, l’any 1930, un ana`lisi complet i correcte de la proba-
bilitat d’extincio´ del proce´s de Galton-Watson. Steffensen va provar que la tant
desitjada probabilitat d’extincio´ d’una famı´lia depe`n del nombre mitja` de descen-
dents per individu, i tambe´ va justificar com calcular-la. I ho va fer responent a
un repte per part del matema`tic i estad´ıstic Agner Krarup Erlang (1878-1929), que
va publicar el problema per a ser solucionat en el seu llibre Matematik Tidskrift.
Erlang no era conscient de les notes angleses sobre el tema, pero` estava interessat
en el problema per motius personals, ja que la seva mare pertanyia a una famı´lia
danesa molt coneguda que havia desaparegut.
El problema tambe´ va ser tractat per Andrei Nikola`ievitx Kolmogo´rov (1903-1987),
que el 1938 va determinar la forma asimpto`tica de la probabilitat que la famı´lia
segu´ıs existint despre´s d’un gran nombre finit de generacions.
D’altra banda, ja en el 1875 Galton i Watson havien manifestat que un progre´s
me´s gran en aquest problema seria impossible fins que no hi haguessin dades es-
tad´ıstiques sobre la probabilitat que un home tingue´s 0, 1, 2, . . . fills. Doncs be´,
nome´s 56 anys despre´s, els resultats d’un co`mput basat en dades emp´ıriques fou
publicat pel matema`tic i estad´ıstic america` Alfred James Lotka (1880-1949). Lotka
va dur a terme la idea de Galton usant dades de fertilitat americanes per a de-
terminar la probabilitat d’extincio´ de la poblacio´ blanca americana de l’any 1920,
restringint-se u´nicament als individus varons.
A me´s, les aplicacions dels processos de ramificacio´ a problemes del mo´n real re-
quereixen estimacions dels seus para`metres. En consequ¨e`ncia, l’estad´ıstica de la
ramificacio´ s’ha estat desenvolupant durant les u´ltimes 3 de`cades.
Actualment, la teoria matema`tica que va ser desenvolupada a partir de la base de
la solucio´ de Watson al problema de Galton sobre l’extincio´ dels cognoms es coneix
com el proce´s de ramificacio´ de Galton-Watson.
Despre´s d’aquesta introduccio´ histo`rica ja podem centrar-nos en l’ana`lisi del proce´s.
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2 El proce´s de ramificacio´ de Galton-Watson
En aquest cap´ıtol estudiarem el proce´s de ramificacio´ de Galton-Watson, amb temps
i espai d’estats discrets (els naturals junt amb el 0). Donarem una definicio´ formal
del proce´s, junt amb les seves hipo`tesis ba`siques, i ens ajudarem de molts resultats
teo`rics sobre les funcions generadores de probabilitats que aplicarem al nostre pro-
blema. Aixo` ens portara` a trobar la funcio´ generadora del nostre proce´s, junt amb
unes expressions per la seva mitjana i varia`ncia, per finalment calcular-ne la proba-
bilitat d’extincio´. Un cop vistos tots els resultats del proce´s, comentarem l’exemple
me´s destacat del proce´s, el cas lineal fraccionari. Aquest va ser usat per Lotka per
a determinar, per primera vegada, la probabilitat d’extincio´ d’una poblacio´ a partir
de dades emp´ıriques. Tambe´ veurem un seguit de resultats sobre el comportament
asimpto`tic del proce´s.
En general, la nostra l´ınia de treball de l’estudi del proce´s estara` basada en els
llibres de Harris [8], Jagers[10] i Athreya-Ney[3].
2.1 Definicio´ del proce´s de Galton-Watson
Imaginem-nos objectes o individus que poden generar nous objectes o individus del
mateix tipus. Un conjunt inicial d’objectes, que anomenem la generacio´ 0, tenen
descendents que conformen la primera generacio´; els descendents d’aquesta donen
lloc a la segona generacio´, i aix´ı successivament. Per exemplificar aquesta situacio´
podem pensar en bacteris, persones, gens, neutrons en una reaccio´ en cadena, entre
d’altres.
El model matema`tic me´s simple per modelar aquesta situacio´ e´s el model de Galton-
Watson.
En primer lloc, nome´s fem un seguiment de les mides de les successives generacions.
No registrem els moments (en el temps) en els quals cada individu neix, ni tampoc
les seves relacions familiars individuals.
Aix´ı, denotem per Z0, Z1, Z2, ... el nombre d’individus a la generacio´ zero, primera
generacio´, segona generacio´,... A me´s, es consideren les tres hipo`tesis segu¨ents:
(i) Si coneixem la mida de la generacio´ n-e`ssima, aleshores la llei de probabilitat
que governa les generacions posteriors no depe`n de les mides de les generacions
que precedeixen a la n-e`ssima. En altres paraules, Z0, Z1, Z2, ... formen una
cadena de Markov.
(ii) Aquestes cadenes de Markov tenen una propietat especial, que consisteix en
assumir que individus diferents no interfereixin l’un amb l’altre. E´s a dir,
el nombre de descendents d’un individu no depe`n de la quantitat d’altres
individus presents, i les famı´lies de cada progenitor es desenvolupen indepen-
dentment les unes de les altres.
(iii) La funcio´ de probabilitat de la descende`ncia e´s la mateixa per a cada individu,
e´s a dir, tots els descendents de totes les generacions tenen una distribucio´ de
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probabilitat comuna.
2.1.1 Definicio´ formal
Definicio´ 2.1.1. Sigui {Zn}n≥0 un proce´s estoca`stic en un espai de probabilitat
(Ω,F ,P), on Z0, Z1, Z2, ... e´s una sequ¨e`ncia de variables aleato`ries que prenen va-
lors enters no negatius, definida recursivament per
Z0 = N ∈ Z+ i, per n ≥ 1, Zn+1 =

Zn∑
i=1
Xni si Zn > 0,
0 si Zn = 0,
on {Xni : n, i ∈ {0, 1, 2, 3, ...}} e´s una famı´lia de variables aleato`ries independents
i ide`nticament distribu¨ıdes que prenen valors enters k ≥ 0 i tenen una distribucio´
de probabilitat comuna {pk}k≥0, independent de Z0, on pk = P (Xni = k), k =
0, 1, 2, ...,
∞∑
k=0
pk = 1. Xni representa el nombre de descendents que te´ l’individu i
de la generacio´ n, Zn representa el nombre d’individus que hi ha a la generacio´ n-
e`ssima i pk e´s la probabilitat que un individu de qualsevol generacio´ tingui k fills, que
pertanyeran a la generacio´ segu¨ent. Sota aquestes condicions, el proce´s estoca`stic a
temps discret {Zn}n≥0 s’anomena un proce´s de ramificacio´ de Galton-Watson amb
una distribucio´ de la descende`ncia {pk}k≥0 i Z0 progenitors.
De la definicio´ e´s obvi que el proce´s {Zn}n≥0 e´s una cadena de Markov, e´s a dir,
P (Zn+1 = jn+1|Z0 = j0, Z1 = j1, Z2 = j2, ..., Zn = jn) = P (Zn+1 = jn+1|Zn = jn).
En particular, e´s una cadena de Markov on el 0 e´s un estat absorbent, ja que si
Zn = 0 aleshores Zm = 0 ∀m ≥ n amb probabilitat 1. En aquest cas diem que el
proce´s ha mort o s’ha extingit.
Si denotem per Fn = σ(Z0, Z1, ..., Zn) la σ-a`lgebra generada per Z0, Z1, ..., Zn, ales-
hores, per la definicio´ de Zn,
P (Zn+1 = k|Fn) = P
(
Zn∑
i=1
Xni = k|Zn
)
.
D’aquesta manera {Zn}n≥0 e´s una cadena de Markov homoge`nia amb probabilitats
de transicio´
pij = P (Zn+1 = j|Zn = i), i, j, n ≥ 0.
Per tant la matriu de transicio´ ve donada per
1 0 0 ...
p10 p11 p12 . . .
p20 p21 p22 . . .
...
...
...
...
 .
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2.1.2 Hipo`tesis ba`siques
A menys que establim el contrari, sempre assumirem les 3 hipo`tesis segu¨ents:
(a) Hem definit que Z0 = N ∈ Z+, pero` sempre suposarem que Z0 = 1 a menys que
establim el contrari. De l’assumpcio´ que els diferents individus no interfereixen
l’un amb l’altre (ho hem comentat a la hipo`tesi (ii)), e´s ben clar que el proce´s
de Galton-Watson amb N progenitors es comporta com la suma de N processos
de Galton-Watson independents, tots comenc¸ant amb un progenitor.
(b) Prendrem pk < 1 ∀k ∈ {0, 1, 2, ...}, p0 > 0 i p0 + p1 < 1.
(c) El valor esperat E(Z1) =
∞∑
k=0
kpk ha de ser finit. Com que Z0 = 1, notem que
Z1 = X01 i, per tant, Z1 te´ la mateixa distribucio´ de probabilitat {pk}k≥0 que
X01.
2.2 La funcio´ generadora de probabilitat i els moments del
nombre d’individus a la n-e`ssima generacio´
L’eina principal que tenim per estudiar els processos de Galton-Watson e´s la funcio´
generadora de probabilitat. Primer en farem un estudi general, per despre´s aplicar-
ho al nostre proce´s de Galton-Watson {Zn}n≥0, amb l’objectiu d’obtenir la funcio´
generadora de Zn, aix´ı com les expressions de la seva mitjana i varia`ncia.
2.2.1 La funcio´ generadora de probabilitat
Definicio´ 2.2.1. Considerem una variable aleato`ria X que pren valors en el conjunt
{0, 1, 2, ...}. Aleshores, la funcio´ generadora de probabilitat de X ve donada per
fX(s) = E(s
X) =
∞∑
k=0
skP (X = k),
definida per a valors complexos de s tals que |s| ≤ 1, tot i que normalment consi-
derarem que s ∈ [0, 1] ⊂ R.
Si X te´ la distribucio´ de probabilitat {pk}k≥0 del nombre de descendents del proce´s
de Galton-Watson escriurem f(s) en lloc de fX(s). En aquest cas,
f(s) =
∞∑
k=0
skpk, s ∈ [0, 1] ⊂ R.
Observacio´. La funcio´ generadora de probabilitat (f.g.p.) e´s una se`rie de pote`ncies
en s. Com que, per |s| ≤ 1,
|f(s)| = |
∞∑
k=0
skpk| ≤
∞∑
k=0
|skpk| =
∞∑
k=0
|sk|pk ≤
∞∑
k=0
pk = 1,
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i, per |s| = 1,
|f(s)| ≤
∞∑
k=0
pk = 1,
aleshores la se`rie de pote`ncies e´s absolutament convergent per |s| ≤ 1. Aixo` implica
que la se`rie de f(s) convergeix per tot valor complex s tal que |s| ≤ 1 i, per tant,
f(s) e´s una funcio´ anal´ıtica per |s| < 1.
Normalment considerarem la funcio´ fX(S) a l’interval real [0, 1], on presenta un bon
comportament ∀s < 1. No obstant, si X no esta` acotada, aleshores fX(s) podria
fallar en el fet de ser anal´ıtica, o inclu´s diferenciable en els reals, a s = 1.
Proposicio´ 2.2.1. (Propietats de la f.g.p.). Sigui X una variable aleato`ria discreta
que pren valors en els enters no negatius, amb f.g.p. fX(s).
1. fX(s) i totes les seves derivades existeixen i so´n no negatives en [0, 1).
2. Si l’n-e`ssim moment factorial de X existeix llavors
lim
s↗1
dn
dsn
fX(s) = E(X(X − 1) . . . (X − n+ 1)).
3. fX(s) e´s cont´ınua, creixent i convexa a [0, 1].
4. fX(0) = P (X = 0) i fX(1) = 1.
5. E(X) = f ′X(1), o +∞ si f ′X(1) no existeix.
6. V ar(X) = f ′′X(1) + f
′
X(1)− (f ′X(1))2, o +∞ si f ′′X(1) no existeix.
Demostracio´:
1. Del fet que fX(s) e´s anal´ıtica per |s| < 1, totes les derivades estan definides
per una se`rie de pote`ncies
f
(n)
X (s) =
∞∑
k=n
k(k − 1) . . . (k − n+ 1)sk−nP (X = k),
amb tots els termes no negatius quan s ∈ [0, 1).
2. Com que les se`ries de pote`ncies es poden derivar terme a terme conservant el
mateix radi de converge`ncia, es te´ que
f ′X(s) =
∞∑
k=0
ksk−1P (X = k)⇒ lim
s↗1
f ′X(s) =
∞∑
k=0
kP (X = k).
Com que per hipo`tesi l’esperanc¸a existeix, aleshores
lim
s↗1
f ′X(s) = E(X).
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Si tornem a derivar,
f ′′X(s) =
∞∑
k=0
k(k − 1)sk−2P (X = k)⇒ lim
s↗1
f ′X(s) =
∞∑
k=0
k(k − 1)P (X = k).
Com que per hipo`tesi el moment de segon ordre existeix, llavors
lim
s↗1
f ′X(s) = E(X(X − 1)).
Ana`logament, si derivem un total de n cops,
f
(n)
X (s) =
∞∑
k=0
k(k − 1) . . . (k − n+ 1)sk−nP (X = k)⇒
⇒ lim
s↗1
f
(n)
X (s) =
∞∑
k=0
k(k − 1) . . . (k − n+ 1)P (X = k).
Com que per hipo`tesi el moment d’ordre n existeix, llavors
lim
s↗1
f
(n)
X (s) = E(X(X − 1) . . . (X − n+ 1)).
3. Per la propietat 1, fX(s) e´s cont´ınua en [0, 1). Pel Teorema de converge`ncia
mono`tona,
fX(s) = E(s
X)
s→1−−→ E(1X) = f(1),
de manera que fX(s) e´s cont´ınua a s = 1. La monotonia i la convexitat queden
provades ja que, per 1, f ′X(s), f
′′
X(s) ≥ 0 en [0, 1).
4. fX(0) =
∞∑
k=0
0kpk = P (X = 0) i fX(1) =
∞∑
k=0
1kpk = 1.
5. Pel Teorema de converge`ncia mono`tona,
f ′X(s) =
∞∑
k=0
ksk−1P (X = k) = E(XsX−1) s→1
−−→ E(X).
D’aquesta manera, E(X) = f ′X(1), o E(X) = +∞ si f ′X(1) no existeix.
6. Pel Teorema de converge`ncia mono`tona,
f ′′X(s) =
∞∑
k=0
k(k − 1)sk−2P (X = k) = E(X(X − 1)sX−2) s→1−−→ E(X(X − 1)).
Aix´ı, E(X(X − 1)) = f ′′X(1), o +∞ si f ′′X(1) no existeix. Per tant,
V ar(X) = E(X2)−(E(X))2 = E(X(X−1))+E(X)−(E(X))2 = f ′′X(1)+f ′X(1)−(f ′X(1))2,
si f ′′X(1) existeix, o V ar(X) = +∞, en cas contrari. 
9
Lema 2.2.1. Siguin X1, X2, ..., Xy variables aleato`ries independents, que prenen va-
lors en {0, 1, 2, ...}, amb funcions generadores de probabilitat respectives fX1(s), fX2(s), ..., fXy(s).
Aleshores,
fX1+X2+...+Xy(s) = fX1(s)fX2(s)...fXy(s).
En particular, si a me´s de ser independents les variables aleato`ries X1, X2, ..., Xy
so´n ide`nticament distribu¨ıdes amb f.g.p. fX(s), aleshores
fX1+X2+...+Xy(s) = (fX(s))
y.
Demostracio´:
SiguinX1, X2, ..., Xy variables aleato`ries independents, que prenen valors en {0, 1, 2, ...},
amb funcions generadores de probabilitat respectives fX1(s), fX2(s), ..., fXy(s). Lla-
vors,
fX1+X2+...+Xy(s) = E(s
X1+X2+...+Xy) = E(sX1sX2 . . . sXy) = E(sX1)E(sX2) . . . E(sXy) =
= fX1(s)fX2(s) . . . fXy(s).
Aix´ı, si les variables aleato`ries X1, X2, ..., Xy so´n ide`nticament distribu¨ıdes amb
f.g.p. fX(s),
fX1+X2+...+Xy(s) = fX1(s)fX2(s) . . . fXy(s) = (fX(s))
y.

Ara suposem que y no e´s un nombre fixat, sino´ una variable aleato`ria Y . Aleshores
tenim el resultat segu¨ent.
Lema 2.2.2. Siguin Y,X1, X2, ..., variables aleato`ries independents que prenen va-
lors en {0, 1, 2, ...}. Assumim que les variables X1, X2, ..., estan ide`nticament dis-
tribu¨ıdes amb funcio´ generadora de probabilitat fX(s), esperanc¸a E(X) i varia`ncia
V ar(X). Considerem tambe´ que Y te´ f.g.p. fY (s). Aleshores, si Z =
Y∑
j=1
Xj (si
Y = 0 llavors Z = 0),
fZ(s) = fY (fX(s)).
A me´s,
E(Z) = E(X)E(Y ) i V ar(Z) = V ar(X)E(Y ) + (E(X))2V ar(Y ),
on les dues u´ltimes igualtats es conserven en el sentit que si una banda e´s finita
llavors l’altra tambe´ ho e´s i so´n iguals.
Demostracio´:
Usant el Teorema de probabilitats totals, podem escriure
P (Z = k) =
∞∑
y=0
P (Z = k|Y = y)P (Y = y).
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D’altra banda, si Y = y e´s una constant, pel lema 2.2.1 tenim que
fZ(s) =
∞∑
k=0
P (Z = k|Y = y)sk = (fX(s))y.
Aix´ı, usant aquestes dues consideracions resulta
fZ(s) = E(s
Z) =
∞∑
k=0
skP (Z = k) =
∞∑
k=0
∞∑
y=0
skP (Z = k|Y = y)P (Y = y) =
=
∞∑
y=0
P (Y = y)
∞∑
k=0
skP (Z = k|Y = y) =
∞∑
y=0
P (Y = y)(fX(s))
y = fY (fX(s)).
Ens falta provar les expressions per l’esperanc¸a i la varia`ncia de Z. Les demostrarem
diferenciant l’expressio´ que ja hem provat i avaluant-la en s = 1.
fZ(s) = fY (fX(s))⇒ f ′Z(s) = f ′Y (fX(s))f ′X(s)⇒ f ′Z(1) = f ′Y (fX(1))f ′X(1).
Sabem que
fX(s) =
∞∑
x=0
sxP (X = x)⇒ fX(1) =
∞∑
x=0
P (X = x) = 1⇒ f ′Y (fX(1)) = f ′Y (1).
Ara, per la propietat 5 de la proposicio´ (2.2.1) tenim que
f ′Z(1) = E(Z), f
′
Y (1) = E(Y ) i f
′
X(1) = E(X) i,
per tant,
E(Z) = E(Y )E(X).
Ens falta provar l’expressio´ de V ar(Z).
Tornant a derivar l’expressio´ f ′Z(s) = f
′
Y (fX(s))f
′
X(s) i avaluant en s = 1 obtenim
f ′′Z(s) = f
′′
Y (fX(s))(f
′
X(s))
2+f ′Y (fX(s))f
′′
X(s)⇒ f ′′Z(1) = f ′′Y (1)(E(X))2+E(Y )f ′′X(s).
Ara, per la propietat 6 de la proposicio´ (1.2.1) tenim que
f ′′Z(1) = E(Z(Z − 1)), f ′′Y (1) = E(Y (Y − 1)) i f ′′X(1) = E(X(X − 1)).
Per tant,
E(Z2)− E(Z) = (E(Y 2)− E(Y ))(E(X))2 + E(Y )(E(X2)− E(X))⇒
⇒ E(Z2)− E(Z) = E(Y )(E(X2)− (E(X))2) + E(Y 2)(E(X))2 − E(Y )E(X)
Usant que E(Z) = E(Y )E(X), resulta
E(Z2) = E(Y )V ar(X) + E(Y 2)(E(X))2 ⇒
⇒ E(Z2)− (E(Z))2 = E(Y )V ar(X) + E(Y 2)(E(X))2 − (E(Y )E(X))2 ⇒
⇒ V ar(Z) = E(Y )V ar(X) + (E(X))2(E(Y 2)− E(Y ))2 =
= E(Y )V ar(X) + (E(X))2V ar(Y ).

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2.2.2 La funcio´ generadora de probabilitat i els moments de Zn
Ara apliquem la idea de les funcions generadores al nostre proce´s de Galton-Watson
{Zn}n≥0.
Com que les variables aleato`ries {Xni : n, i ∈ {0, 1, 2, 3, ...}} tenen la distribucio´ de
probabilitat comuna {pk}k≥0, podem escriure la seva funcio´ generadora com
f(s) =
∞∑
k=0
skpk, s ∈ [0, 1] ⊂ R.
D’altra banda, si ∀n ∈ Z, n ≥ 0, denotem per fn(s) la funcio´ generadora de Zn,
aleshores
fn(s) = fZn(s) = E(s
Zn) =
∞∑
k=0
skP (Zn = k), on s ∈ [0, 1] ⊂ R.
Com que per hipo`tesi tenim que P (Z0 = 1) = 1, aleshores
f0(s) =
∞∑
k=0
skP (Z0 = k) = s.
Notant que la variable aleato`ria Z1 es distribueix igual que la variable aleato`ria X01,
observem que
f1(s) =
∞∑
k=0
skP (Z1 = k) =
∞∑
k=0
skP (X01 = k) =
∞∑
k=0
skpk = f(s).
A partir d’aquestes dues observacions, podem intuir que la funcio´ generatiu de Zn
e´s la composicio´ de la funcio´ generadora f(s) n vegades. Efectivament, aixo` e´s ben
cert. Abans de provar-ho, pero`, hem de definir dos conceptes que ens seran u´tils en
la caracteritzacio´ dels moments de Zn.
Definicio´ 2.2.2. Anomenarem reproduccio´ mitjana (nombre mitja` de descendents
per individu) a
m = E(Z1) =
∞∑
k=0
kpk = f
′(1).
E´s a dir, m denota el nombre esperat de fills per individu. Recordem que, per la
tercera hipo`tesi ba`sica del nostre model de Galton-Watson, m e´s finita. En con-
sequ¨e`ncia, si f ′′(1) e´s finita podem definir la varia`ncia de reproduccio´ com
σ2 = V ar(Z1) =
∞∑
k=0
k2pk −m2 = E(Z21)−m2 = f ′′(1) + f ′(1)− (f ′(1))2.
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Observacio´. Com que m e´s el nombre mitja` de fills per individu i les variables
aleatories Xni so´n ide`nticament distribu¨ıdes, e´s obvi que E(Xni) = m, ∀n, i ∈
{0, 1, 2, 3, ...}.
Per tant, directament de la definicio´ del proce´s de Galton-Watson i usant que les
variables Xni so´n independents i ide`nticament distribu¨ıdes, tenim que
E(Zn+1|Zn = k) = E
(
Zn∑
i=1
Xni|Zn = k
)
= E(Xn1 + ...+Xnk) = km = mZn.
Observacio´. Notem que, per n = 0, P (Z0 = 1) = 1 ⇒ E(Z0) = 1. A me´s,
V ar(Z0) = 0.
Aix´ı, ja estem en condicions de donar la funcio´ generadora de probabilitat de Zn,
junt amb la seva mitjana i varia`ncia.
Teorema 2.2.1. ∀n ∈ N, la funcio´ generadora de Zn e´s la composicio´ de la funcio´
f n vegades, e´s a dir,
fn = f ◦ . . . ◦ f.
A me´s, la seva mitjana e´s E(Zn) = m
n i, si a me´s, σ2 e´s finita, la varia`ncia de Zn
e´s
V ar(Zn) =

σ2mn−1(mn − 1)
m− 1 , si m 6= 1,
nσ2, si m = 1,
Demostracio´:
Les variables aleato`ries {Xni : n, i ∈ {0, 1, 2, 3, ...}} so´n independents ide`nticament
distribu¨ıdes amb f.g.p. f i independents de Zn−1. A me´s, Zn =
Zn−1∑
i=1
Xni. En
aquestes condicions podem aplicar el lema 2.2.2 al nostre proce´s de Galton-Watson
{Zn}n≥0, obtenint que, ∀n ∈ N,
• fn = fn−1 ◦ f = . . . = f ◦ fn−1. Partint d’aquesta igualtat, i tenint en compte
que f1 = f , per recursivitat tenim que fn = fn−1 ◦ f = f ◦ . . . ◦ f .
• E(Zn) = mE(Zn−1). Com que aquesta igualtat e´s certa ∀n ∈ N i, a me´s,
m = E(Z1),
E(Zn) = mE(Zn−1) = m2E(Zn−2) = . . . = mn−1E(Z1) = mn.
• Si σ2 e´s finita, V ar(Zn) = σ2E(Zn−1)+m2V ar(Zn−1). Com que E(Zn) = mn,
aleshores
V ar(Zn) = σ
2mn−1 +m2V ar(Zn−1).
A partir d’aqu´ı, distingim dos casos.
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1. Si m = 1, llavors V ar(Zn) = σ
2 + V ar(Zn−1). Com que V ar(Z0) = 0,
aleshores
V ar(Zn) = σ
2+V ar(Zn−1) = 2σ2+V ar(Zn−2) = . . . = nσ2+V ar(Z0) = nσ2.
2. Si m 6= 1, usant que V ar(Zn) = σ2mn−1 + m2V ar(Zn−1) i pel me`tode
d’induccio´ provarem que V ar(Zn) =
σ2mn−1(mn − 1)
m− 1 .
Cas inicial: n = 1. V ar(Z1) =
σ2m0(m− 1)
m− 1 = σ
2.
Suposem que es compleix la fo´rmula de la varia`ncia per Zn−1. Volem
comprovar que la fo´rmula es compleix per Zn, partint del fet que
V ar(Zn−1) =
σ2mn−2(mn−1 − 1)
m− 1 .
V ar(Zn) = σ
2mn−1+m2V ar(Zn−1) = σ2mn−1+m2
σ2mn−2(mn−1 − 1)
m− 1 =
=
σ2mn−1(m− 1)
m− 1 +
σ2mn(mn−1 − 1)
m− 1 =
−σ2mn−1 + σ2mnmn−1
m− 1 =
=
σ2mn−1(mn − 1)
m− 1 ,
com vol´ıem veure.

Aquest teorema e´s de gran relleva`ncia en l’estudi del proce´s, ja que ens permet
calcular la funcio´ generadora de Zn (i per tant la distribucio´ de probabilitat de Zn)
de forma rutina`ria, computant simplement els iterats de f . No obstant, rarament
podrem trobar l’n-e`ssim iterat en una forma expl´ıcita senzilla.
2.3 La probabilitat d’extincio´
Ara considerem el problema que va plantejar originalment Galton: trobar la pro-
babilitat d’extincio´ d’una famı´lia (equivalentment, trobar la probabilitat d’extincio´
d’un cognom). Abans, pero`, hem de definir que` entenem per extincio´ i per proba-
bilitat d’extincio´.
Definicio´ 2.3.1. Es coneix com extincio´ del proce´s {Zn}n≥0 a l’esdeveniment
Q =
∞⋃
n=1
∞⋂
k=n
{Zk = 0} = {Zn → 0} .
A me´s, com que P (Zn+1 = 0|Zn = 0) = 1 (ja que el 0 e´s un estat absorbent), tenim
que
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P (Q) = P (Zn → 0) = P (Zn = 0 per algun n) = P [(Z1 = 0) ∪ (Z2 = 0) ∪ . . .] =
= lim
n→∞
P [(Z1 = 0) ∪ . . . ∪ (Zn = 0)] = lim
n→∞
P (Zn = 0) = lim
n→∞
fn(0).
Escriurem q = P (Q) per la probabilitat d’extincio´. E´s a dir,
q = P (Q) = P (Zn → 0) = lim
n→∞
fn(0).
E´s obvi que fn(0) e´s una funcio´ no decreixent respecte n. Aixo` e´s degut al fet que
el 0 e´s un estat absorbent, de manera que {Zn = 0} ⊂ {Zn+1 = 0}, ∀n ≥ 1. De fet,
0 = f0(0) ≤ f1(0) ≤ f2(0) ≤ . . . ≤ q = lim
n→∞
fn(0).
Observacio´. Recordem que una de les hipo`tesis ba`siques del nostre model de Galton-
Watson e´s que pk < 1 ∀k ∈ {0, 1, 2, ...}, p0 > 0 i p0 + p1 < 1. Hem assumit aquesta
hipo`tesi ja que, en vas contrari, comporta implicacions trivials.
• Si p0 = 1, e´s obvi que q = 1, ja que Z1 = 0.
• Si p0 = 0, llavors q = 0, ja que cada individu sempre tindra` descende`ncia.
• Si ∃k ≥ 1 tal que pk = 1, aleshores q = 0, ja que cada individu sempre tindra`
k fills.
• Si p0 + p1 = 1, llavors q = 1.
Un cop fet aquest apunt ja podem passar a caracteritzar la probabilitat d’extincio´
del sistema en funcio´ del valor de la reproduccio´ mitjana m. Abans, pero`, enunciem i
demostrem el segu¨ent lema, que ens fara` falta a la demostracio´ del teorema posterior.
Lema 2.3.1. Si p0 + p1 < 1 aleshores la funcio´ generadora de probabilitat f e´s
estrictament convexa a l’interval unitat.
Demostracio´:
Sigui f la funcio´ generadora de probabilitat de les variables Xni,
f(s) =
∞∑
k=0
skpk = p0 + p1s+ p2s
2 + p3s
3 + . . .
Observem que
f ′(s) = p1 + 2p2s+ 3p3s2 + . . . i f ′′(s) = 2p2 + 6p3s+ . . .
Com que p0 + p1 < 1 i
∞∑
k=0
pk = 1, aleshores alguna de les probabilitats p2, p3, . . . ha
de ser estrictament positiva i, per tant, f ′′(s) > 0 a l’interval unitat. 
Teorema 2.3.1. Si m ≤ 1, la probabilitat d’extincio´ q val 1. Si m > 1, la probabi-
litat d’extincio´ e´s la u´nica solucio´ no negativa menor que 1 de l’equacio´ f(s) = s.
A la Figura 1 podem veure la representacio´ gra`fica d’aquest teorema.
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Figura 1: Funcio´ generadora de probabilitat i probabilitat d’extincio´.
Demostracio´:
Comencem veient que q e´s una solucio´ de l’equacio´ f(s) = s.
Com que fn+1 = f ◦ fn ∀n ≥ 1, fn(0) ↑ q, i f e´s cont´ınua en [0, 1], aleshores
f(q)
n→∞←− f ◦ fn(0) = fn+1(0) n→∞−→ q.
Aix´ı, f(q) = q, amb 0 ≤ s ≤ 1.
Ara hem de comprovar que q e´s la menor solucio´ de f(s) = s en [0, 1].
Sigui a ∈ [0, 1] un nombre real arbitrari tal que f(a) = a. Usant la monotonia de
totes les fn en [0, 1], obtenim que, ∀n ≥ 1,
a = f(a) = fn(a) ≥ fn(0).
En consequ¨e`ncia,
a ≥ lim
n→∞
fn(0) = q.
D’aquesta manera, hem provat que q e´s, en efecte, el punt fix me´s petit de f en
[0, 1].
Per acabar la demostracio´, ens falta distingir entre els casos on m ≤ 1 o m > 1.
• Si m ≤ 1, llavors, ∀s ∈ [0, 1),
(f(s)− s)′ = f ′(s)− 1 < f ′(1)− 1 = m− 1 ≤ 0.
Aix´ı, f(s) − s decreix estrictament. Com que f(1) = 1 es segueix que, ∀s ∈
[0, 1), f(s) > s. Per tant, en aquest cas q = 1.
• D’altra banda, si m > 1, considerem la funcio´ g(s) = f(s)− s, amb s ∈ [0, 1].
Tenim que g′(s) = f ′(s) − 1 i, per tant, g′ e´s cont´ınua. A me´s, g′(1) =
f ′(1) − 1 = m − 1 > 0, e´s a dir, g′(1) e´s estrictament creixent. Com que
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g(1) = f(1) − 1 = 0, ∃s0 < 1 tal que g(s0) < 0. D’altra banda, g(0) =
f(0) − 0 = p0 > 0. Aix´ı, podem aplicar el Teorema de Bolzano, que ens
assegura que hi haura` almenys una solucio´ de g(s) = 0 en [0, 1).
Per u´ltim, ens falta veure que aquesta solucio´ e´s u´nica. Considerem que hi
hague´s dues solucions s1 i s2 de f(s) = s, e´s a dir, f(s1) = s1 i f(s2) = s2,
amb 0 ≤ s1 < s2 < 1. Aleshores, tindr´ıem que g(s1) = g(s2) = g(1) = 0. Pel
Teorema de Rolle, haurien d’existir a, b ∈ (0, 1), amb s1 < a < s2 < b < 1 tals
que g′(a) = g′(b) = 0, de manera que f ′(a) = f ′(b). Aquesta u´ltima igualtat
contradiria el fet que f e´s estrictament convexa en [0,1]. En consequ¨e`ncia, q
e´s l’u´nic punt fix de f en [0,1). 
Combinant aquest teorema amb els resultats de la seccio´ anterior, observem que tot
i que Zn → 0 quan m = 1, V ar(Zn) → ∞, indicant una inestabilitat substancial.
En consequ¨e`ncia, tenim una bona rao´ per diferenciar entre tres tipus de processos
de Galton-Watson segons el valor de la reproduccio´ mitjana m.
• Si m < 1, {Zn}n≥0 sera` un proce´s de Galton-Watson subcr´ıtic.
• Si m = 1, {Zn}n≥0 sera` un proce´s de Galton-Watson cr´ıtic.
• Si m > 1, {Zn}n≥0 sera` un proce´s de Galton-Watson supercr´ıtic.
A l’apartat 2.6 veurem alguns resultats asimpto`tics per cadascun dels tres casos que
acabem d’esmentar.
Observacio´. Abans de seguir notem que per 0 ≤ s ≤ q, fn(0) ≤ fn(s) ≤ fn(q) = q.
Com que f(s) ≥ s quan 0 ≤ s ≤ q, per induccio´ tenim que fn+1 ≥ fn en [0, q].
Aix´ı, fn(s) ↑ q. De forma similar, fn+1 < fn en (q, 1), mostrant que, per q ≤ s < 1,
fn(s) ↓ cap a algun nombre estrictament me´s petit que 1. Com que aquest nombre
ha de ser solucio´ de f(s) = s, realment fn(s) ↓ q per q ≤ s < 1. D’aquesta manera,
lim
n→∞
fn(s) = q, 0 ≤ s < 1.
Aix´ı, observem que tenim dues maneres de calcular la probabilitat d’extincio´ d’un
proce´s de Galton-Watson. La primera consisteix en iterar infinites vegades la funcio´
generadora de probabilitat fn de Zn avaluada en qualsevol valor s ∈ [0, 1), mentre
que l’altre opcio´ e´s calcular la solucio´ me´s petita i no negativa q ≤ 1 de l’equacio´
f(s) = s.
2.3.1 Inestabilitat del nombre d’individus a la n-e`ssima generacio´
La sequ¨e`ncia {Zn}n≥0 o be´ va a∞ o be´ a 0. No roman positiva ni afitada sigui quin
sigui el valor de m, com ara veurem.
Teorema 2.3.2. Independentment del valor finit que prengui m = E(Z1), tenim
que
lim
n→∞
P (Zn = k) = 0, k = 1, 2, ...
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A me´s, Zn → ∞ amb probabilitat 1 − q i Zn → 0 amb probabilitat q. E´s a dir, el
proce´s {Zn}n≥0 o be´ s’extingeix o be´ explota.
Demostracio´:
En primer lloc hem de provar que cadascun dels estats k = 1, 2, . . . e´s transitori. E´s
a dir, si notem com rk = P (Zn+j = k per algun j ≥ 1|Zn = k), hem de veure que
rk < 1 per k = 1, 2, . . .. Per veure-ho hem de distingir dos casos.
• Si p0 = 0, la u´nica possibilitat que permet tornar a l’estat k e´s que cadascun
dels k membres de la generacio´ n tingui exactament un descendent. Per tant,
per k = 1, 2, . . ., rk = p
k
1 < 1.
• Si p0 > 0, aleshores rk ≤ P (Zn+1 > 0|Zn = k) = 1 − P (Zn+1 = 0|Zn = k) =
1− pk0 < 1.
D’aquesta manera, tenim que
lim
n→∞
P (Zn = k) = 0 ∀k ∈ N
i P (Zn = k per un nu´mero infinit de valors de n) = 0. Com que Zn no pren el
mateix valor positiu infinites vegades, Zn ha d’anar o be´ a 0 o be´ a ∞. Per tant,
P (Zn → 0) + P (Zn → ∞) = 1, i com que abans ja hem vist que q = P (Zn → 0),
aleshores P (Zn →∞) = 1− q. 
2.4 Un exemple important. El cas lineal fraccionari
Essencialment nome´s hi ha un exemple no trivial pel qual tots els iterats fn(s)
poden ser calculats de forma expl´ıcita. S’anomena cas lineal fraccionari a causa de
la forma que pren la seva funcio´ generadora, com ara veurem.
Suposem que les probabilitats p1, p2, ... formen una se`rie geome`trica. E´s a dir,
considerem
pk = bp
k−1 per k ∈ N i p0 = 1−
∑
k≥1
pk =
1− b− p
1− p ,
on els para`metres b, p ∈ (0, 1) so´n tals que b+ p ≤ 1.
Observem que si b = p(1 − p), aleshores tenim la familiar distribucio´ geome`trica
amb para`metre 1− p.
E´s fa`cil de veure que la funcio´ generadora f de {pk}k≥0 e´s de la forma
f(s) =
∑
k≥0
skpk = 1− b
1− p +
bs
1− ps.
A me´s,
m = f ′(1) =
b
(1− p)2 .
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Notem que, com a se`rie de pote`ncies, f te´ radi de converge`ncia
1
p
> 1, ja que el
radi de converge`ncia R de la se`rie
∑
k≥0
skpk ve donat per l’expressio´
1
R
= lim
k→∞
|pk+1|
|pk| =
bpk
bpk−1
= p < 1.
Com que l’expressio´ de la funcio´ generadora f(s) encara no e´s l’apropiada per a
calcular-ne els seus iterats fn(s), procedirem a fer algunes transformacions. Per a
valors arbitraris u, v <
1
p
, tenim que
f(s)− f(u)
f(s)− f(v) =
(
s− u
s− v
)(
1− pv
1− pu
)
.
El que hem de fer a continuacio´ e´s escollir aquests u i v de forma adequada. Amb
aquesta finalitat, denotem per 1 i s0 els dos possibles punts fixos de f, tenint en
compte que poden ser iguals segons el valor de m. De fet, si m > 1 aleshores
s0 = q < 1; si m = 1 llavors s0 = 1 = q; i si m < 1 aleshores s0 > 1 = q.
Hem de distingir dos casos, segons si m = 1 o m 6= 1.
• Suposem primer que m 6= 1. Aleshores, si prenem u = s0 i v = 1 i els substitu¨ım
a l’expressio´ de
f(s)− f(u)
f(s)− f(v) obtenim que
f(s)− f(s0)
f(s)− f(1) =
f(s)− s0
f(s)− 1 =
(
s− s0
s− 1
)(
1− p
1− ps0
)
.
Aix´ı,
1− p
1− ps0 =
(
f(s)− s0
f(s)− 1
)(
s− 1
s− s0
)
=
(
f(s)− s0
s− s0
)(
s− 1
f(s)− 1
)
.
Aplicant el l´ımit quan s tendeix a 1 a tota la igualtat obtenim que
1− p
1− ps0 = lims→1
(
f(s)− s0
s− s0
)(
s− 1
f(s)− 1
)
= lim
s→1
(
f(s)− s0
s− s0
)
lim
s→1
(
s− 1
f(s)− 1
)
=
= lim
s→1
1
f ′(s)
=
1
f ′(1)
=
1
m
,
on hem hagut d’usar la regla de L’Hoˆpital en el ca`lcul del segon l´ımit.
D’aquesta manera, tenim que
f(s)− s0
f(s)− 1 =
s− s0
m(s− 1) .
Iterant aquesta expressio´ obtenim que
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fn(s)− s0
fn(s)− 1 =
s− s0
mn(s− 1) ∀n ≥ 1.
Si solucionem aquesta expressio´ per fn(s),
fn(s) =
s0 − s− s0
mn(s− 1)
1− s− s0
mn(s− 1)
=
1− s− s0
mn(s− 1) + s0 − 1
1− s− s0
mn(s− 1)
= 1− 1− s0
1− s− s0
mn(s− 1)
=
= 1− (1− s0)m
n(s− 1)
mn(s− 1)− s+ s0 = 1 +
mn − s0
mn − s0
mn(1− s0)(s− 1)
mn − s0 − s(mn − 1) =
= 1+
mn(1− s0)
mn − s0
mn(s− 1)− s0(s− 1)
mn − s0 − s(mn − 1) = 1+
mn(1− s0)
mn − s0
mn(s− 1)− s0(s− 1) + s− s
mn − s0 − s(mn − 1) =
= 1 +
mn(1− s0)
mn − s0
(1− s0)s− (mn −mns− s0 + s)
mn − s0 − s(mn − 1) =
= 1 +
mns(1− s0)2
mn − s0 −m
n(1− s0)m
n −mns− s0 + s
mn − s0
mn − s0 − s(mn − 1) =
= 1− m
n(1− s0)
mn − s0 +
smn(1− s0)2
(mn − s0)(mn − s0 − s(mn − 1)) =
= 1−mn (1− s0)
mn − s0 +
mn(1− s0)2s
(mn − s0)2 − s(mn − s0)(mn − 1) =
= 1−mn
(
1− s0
mn − s0
)
+
mn
(
1− s0
mn − s0
)2
s
1−
(
mn − 1
mn − s0
)
s
.
Aix´ı doncs, ja hem trobat l’expressio´ expl´ıcita de la funcio´ generadora de Zn quan
tenim una distribucio´ de la descende`ncia lineal fracciona`ria i m 6= 1. En resum,
Lema 2.4.1. Sigui f la funcio´ generadora d’una distribucio´ lineal fracciona`ria amb
mitjana m 6= 1 i punts fixos 1, s0. Aleshores,
fn(s) = 1−mn
(
1− s0
mn − s0
)
+
mn
(
1− s0
mn − s0
)2
s
1−
(
mn − 1
mn − s0
)
s
∀n ≥ 1.
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A me´s, del fet que m =
b
(1− p)2 , tenim, en el cas m > 1,
1− p
1− ps0 =
1
m
=
(1− p)2
b
⇒ 1− ps0 = b
1− p ⇒ q = s0 =
1− b− p
p(1− p) =
p0
p
< 1.
De fet, hi ha una corresponde`ncia entre els parells (m, q) ∈ (1,+∞) × [0, 1) i
(p, b) ∈ (0, 1) × (0, 1), p + b ≤ 1. E´s a dir, per cada reproduccio´ mitjana m i
probabilitat d’extincio´ q < 1, existeix exactament una distribucio´ lineal fracciona`ria
amb mitjana m i probabilitat d’extincio´ q. Concretament,
p =
m− 1
m− q i b =
m(1− q)2
(m− q)2 .
• Ens falta trobar l’expressio´ expl´ıcita de la funcio´ generadora quan ens trobem en
el cas cr´ıtic. Suposem doncs que m = 1. Aleshores,
m =
b
(1− p)2 = 1⇒ b = (1− p)
2 i s0 = 1.
Aix´ı,
f(s) =
p− (2p− 1)s
1− ps .
A difere`ncia dels casos no cr´ıtics, podem iterar directament aquesta relacio´ per a
trobar l’expressio´ de fn(s), obtenint el segu¨ent resultat.
Lema 2.4.2. Sigui f la funcio´ generadora d’una distribucio´ lineal fracciona`ria amb
mitjana m = 1. Aleshores,
fn(s) =
np− ((n+ 1)p− 1)s
(n− 1)p+ 1− nps ∀n ≥ 1.
Tant en el cas cr´ıtic com en el no cr´ıtic, es poden trobar les probabilitats P (Zn =
k) ∀n ≥ 1 a partir de les expressions respectives que hem trobat per fn(s). Aques-
tes probabilitats seran de nou una se`rie geome`trica, excloent possiblement el primer
terme.
Al segu¨ent apartat veurem la relleva`ncia que va tenir aquest tipus de distribucio´ en
el estudi de Lotka, que va calcular la probabilitat d’extincio´ de les famı´lies blanques
americanes, restringint-se als membres masculins.
2.5 El problema de l’extincio´ dels cognoms
Tot i que el problema de l’extincio´ dels cognoms va ser la motivacio´ principal per a
crear i desenvolupar la teoria dels processos de ramificacio´, hi ha poques aplicacions
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publicades que tractin aquest tema. Una explicacio´ so´n les limitades circumsta`ncies
sota les quals el model de ramificacio´ simple de Galton-Watson e´s aplicable a les
dades humanes. Aquest model simple e´s aplicable nome´s sota la hipo`tesi que indi-
vidus diferents es reprodueixin independentment uns dels altres, de manera que les
interaccions indu¨ıdes per les diverses classes d’aparellament so´n ignorades. A me´s,
en aquest model s’assumeix que la reproduccio´ e´s asexual, e´s a dir, tenim homes
que per si mateixos generen altres descendents del sexe mascul´ı. En definitiva, el
proce´s esta`ndard no te´ lloc per a les dones en el proce´s de reproduccio´, tot i que
e´s evident que si no fossin prou nombroses aleshores limitarien la descende`ncia dels
homes.
Com a curiositat i com a possible l´ınia futura d’investigacio´, comentar que els darrers
anys ja s’han donat casos d’estudis on es reconsidera el Problema original de Galton
usant una poblacio´ dels dos sexes. Aquest nou model es coneix com el proce´s de
Galton-Watson bisexual. Es pot trobar informacio´ sobre aquest model a l’article de
Hull [9].
Pero` nosaltres ens centrem en el proce´s de Galton Watson tradicional. El primer
estudi a aplicar aquest model a la interpretacio´ de dades demogra`fiques emp´ıriques
va ser dut a terme per Lotka, l’any 1931.
2.5.1 L’estudi de Lotka
El matema`tic i estad´ıstic america` Alfred James Lotka (1880-1949) va ser el primer a
completar la idea de Galton, usant dades de fertilitat americanes per a determinar la
probabilitat d’extincio´ de la poblacio´ blanca americana de l’any 1920, restringint-se
u´nicament als individus varons. A me´s, se’l considera el fundador de la demografia
matema`tica. Va estudiar l’evolucio´ de poblacions i va ser el primer a definir els
conceptes de poblacio´ estable, poblacio´ estaciona`ria i taxa de creixement natural.
Recordem que l’any 1930, el matema`tic i estad´ıstic dane`s Steffensen va ser el primer
a publicar un ana`lisi complet i correcte de la probabilitat d’extincio´ del proce´s. Just
un any despre´s de la publicacio´ d’Steffensen, Lotka va publicar el primer de dos
articles il·lustrant la validesa del treball del dane`s. En el tercer para`graf del primer
dels dos articles, Lotka estableix el seu propo`sit. En primer lloc, comenta que el
tractament teo`ric del problema ja esta` disponible a la literatura del moment. No
obstant, remarca que el que falta e´s establir una connexio´ entre la fo´rmula anal´ıtica
i dades estad´ıstiques emp´ıriques.
Aleshores, Lotka va procedir a confrontar el model de Galton-Watson amb les dades
del cens de la poblacio´ blanca dels Estats Units de l’any 1920, convertint-se en la
primera persona en realitzar un ca`lcul significatiu de la probabilitat d’extincio´ d’un
proce´s de Galton-Watson. Concretament, Lotka es va restingir als individus varons
del cens. De les dades estad´ıstiques disponibles va calcular la distribucio´ dels fills
varons que un recent nascut del sexe mascul´ı podria tenir amb el temps. E´s a dir,
va calcular les probabilitats pk que un recent nascut tingue´s k = 0, 1, 2, ... fills en
un futur, i aix´ı va ser capac¸ de determinar la probabilitat d’extincio´ d’una l´ınia
masculina de descende`ncia (extincio´ d’un cognom). Lotka va trobar que aquesta
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probabilitat valia 0.8797.
Me´s endavant, pero`, va descobrir que les probabilitats de reproduccio´ emp´ıriques
estaven ben aproximades per una distribucio´ lineal fracciona`ria amb para`metres
b = 0.2126 i p = 0.5892, els quals impliquen que p0 = 0.4825 i m = 1.2598. Amb
aquestes noves consideracions va tornar a calcular la probabilitat d’extincio´, prenent
el nou valor 0.819.
Fent un senzill programa amb el programa estad´ısticR, usant els valors dels para`metres
que va agafar Lotka, podem veure que donat un valor inicial s, a mesura que n
augmenta fn(s) s’acosta me´s i me´s al valor q de la probabilitat d’extincio´. Per
a exemplificar-ho gra`ficament, prenem un valor inicial s = 0.05 i una tolera`ncia
igual a 10−8, que significa que deixarem d’iterar la funcio´ generadora quan tro-
bem que la difere`ncia en valor absolut entre dos valors consecutius de fn(0.05)
sigui me´s petita que 10−8. Aleshores, a la generacio´ 67 les iteracions s’aturen, i
f67(0.05) = 0.8188615 ≈ 0.819, com vol´ıem veure. El gra`fic del valor de fn(0.05) en
funcio´ de n e´s el segu¨ent.
2.6 Resultats asimpto`tics
En aquest apartat estudiarem la distribucio´ l´ımit de Zn quan n e´s gran, i tambe´
el comportament de la sequ¨e`ncia aleato`ria Z0, Z1, . . .. En general, la distribucio´
limit no pot ser obtinguda expl´ıcitament, excepte quan m=1. O`bviament, ens
centrarem en el cas supercr´ıtic, puig que e´s l’u´nic cas on la poblacio´ te´ opcions de
sobreviure. De forma natural, la segu¨ent qu¨estio´ que tractarem e´s el comportament
del creixement d’un proce´s de Galton-Watson quan aquest sobreviu.
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2.6.1 Resultats asimpto`tics quan m>1. Cas supercr´ıtic
Ja hem demostrat que quan m > 1, la famı´lia amb un sol progenitor te´ una pro-
babilitat positiva de sobreviure indefinidament. En cas de sobreviure, pel teorema
2.3.2 sabem que la mida de la famı´lia augmenta indefinidament. Aleshores, d’acord
a la llei de creixement de Malthus haur´ıem d’esperar que, amb el temps, la poblacio´
augmente´s a un ritme geome`tric.
Mantenim la notacio´ dels apartats anteriors. Aix´ı doncs, {Zn}n≥0 denota un proce´s
de ramificacio´ de Galton-Watson amb una distribucio´ de la descende`ncia {pk}k≥0,
reproduccio´ mitjana m i varia`ncia de reproduccio´ σ2. Recordem tambe´ que a
l’apartat 1.2.1 hem denotat per Fn = σ(Z0, Z1, ..., Zn) a la σ-a`lgebra generada
per Z0, Z1, ..., Zn. Usarem la teoria de martingales per establir el comportament
asimpto`tic de Zn en el cas supercr´ıtic.
Amb aquesta notacio´, i com a consequ¨e`ncia del fet que E(Zn) = m
n, e´s natural
estudiar el proce´s normalitzat
Wn :=
Zn
E(Zn)
=
Zn
mn
, ∀n ∈ Z, n ≥ 0.
Teorema 2.6.1. Si 0 < m <∞, Wn = Zn
mn
i Fn = σ(Z0, Z1, ..., Zn) e´s la σ-a`lgebra
generada per Z0, Z1, ..., Zn, aleshores la sequ¨e`ncia {Wn,Fn;n = 0, 1, 2, ...} e´s una
martingala. A me´s, com que Wn ≥ 0, existeix una variable aleato`ria no negativa
W tal que
lim
n→∞
Wn = W q.s.
Demostracio´:
Comencem veient que {Wn,Fn;n = 0, 1, 2, ...} e´s una martingala. Per tant, hem de
verificar les 3 condicions segu¨ents:
(i) Wn e´s Fn-mesurable ∀n ∈ Z tal que n ≥ 0.
Aixo` e´s cert per defincio´ de Fn, ja que Fn e´s la σ-a`lgebra generada per
Z0, Z1, ..., Zn i Wn =
Zn
mn
∈ Fn.
(ii) E(|Wn|) <∞.
En efecte, E(|Wn|) = E(|m−nZn|) = |m−n|E(|Zn|) = 1 < ∞, ja que m > 0 i
Zn ≥ 0.
(iii) E(Wn+1|Fn) = Wn.
Tenim que
E(Wn+1|Fn) = E(m−(n+1)Zn+1|Fn) = m−(n+1)E(Zn+1|Fn) =
= m−(n+1)E(Zn+1|σ(Z0, Z1, ..., Zn)) = m−(n+1)E(Zn+1|Zn = kn, ..., Z0 = k0) =
= m−(n+1)E(Zn+1|Zn = kn),
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ja que {Zn}n≥0 e´s una cadena de Markov. Ara, usant que E(Zn+1|Zn = k) =
mZn,
m−(n+1)E(Zn+1|Zn = kn) = m−(n+1)mZn = m−nZn = Wn.
Aix´ı, ja hem vist que (Wn)n≥0 e´s una martingala adaptada a (Fn)n≥0. Per acabar
la demostracio´ usarem el Teorema de Converge`ncia de Martingales.
Teorema 2.6.2. (Teorema de Converge`ncia de Martingales). Sigui (Wn)n≥0 una
martingala relativa a (Fn)n≥0 de tal manera que existeix un C <∞ amb E(|Wn|) <
C ∀n ≥ 0, amb n entera. Aleshores existeix una variable aleato`ria W tal que
lim
n→∞
Wn = W q.s.
Demostracio´: Ometem la demostracio´. Es pot veure a Lawler [11, cap´ıtol 5, pa`gines
117-118]. 
Aix´ı doncs, nome´s ens cal veure que existeix un C <∞ amb E(|Wn|) < C ∀n ≥ 0.
Com que Wn e´s no negativa per tot n,
E(|Wn|) = E(Wn) = E
(
Zn
mn
)
=
1
mn
E(Zn) = 1, ∀n ≥ 0.
Per tant, agafant qualsevol valor de C tal que 1 < C < ∞, existeix una variable
aleato`ria no negativa W tal que limn→∞Wn = W q.s.

De la converge`ncia que acabem de provar tenim que Zn creix com m
nW , si W 6= 0.
Aixo` e´s l’ana`leg estoca`stic de la la llei Malthusiana del creixement geome`tric de la
poblacio´. Tot i que aquest teorema 2.6.1 ens do´na un resultat clar a partir d’una
u´nica hipo`tesi molt de`bil, el resultat no e´s gaire satisfactori en el sentit que que no
ens explica res sobre W. Naturalment, usant el lema de Fatou podem concloure que
E(W ) ≤ lim inf E(Wn) = E(Z0) = 1.
No obstant, aixo` no descarta la possibilitat que W ≡ 0, i en aquest cas el Teorema
2.6.1 simplement ens diu que mn creix me´s ra`pid que Zn. De fet, si m ≤ 1, sabem
que amb probabilitat 1 Zn e´s 0 per un n suficientment gran, aix´ı que, de fet, W e´s
degenerada en 0. E´s a dir, P (W = 0) = 1 si m ≤ 1. D’aquesta manera, el teorema
podria ser significatiu, en tot cas, nome´s quan m > 1. Pero` inclu´s en aquest cas
podria passar que P (W = 0) = 1. No obstant, que la varia`ncia de reproduccio´ σ2
sigui finita e´s suficient per poder assegurar que W e´s no degenerada, e´s a dir, per a
tenir que P (W = 0) < 1. De fet, tenim el segu¨ent resultat.
Teorema 2.6.3. Suposem que {Zn}n≥0 e´s un proce´s de ramificacio´ de Galton-
Watson supercr´ıtic amb un progenitor i varia`ncia de reproduccio´ finita σ2. Alesho-
res,
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(i) lim
n→∞
E((Wn −W )2) = 0,
(ii) E(W ) = 1 i V ar(W ) =
σ2
m2 −m ,
(iii) P (W = 0) = q.
Demostracio´:
Pel Teorema 2.2.1, i ∀n ≥ 0,
E(W 2n) =
E(Z2n)
m2n
=
σ2(1−m−n)
m2 −m + 1.
Per acabar de provar (i) hem de fer u´s del teorema de converge`ncia en Lp.
Teorema 2.6.4. (Teorema de Converge`ncia en Lp). Sigui (Wn)n≥0 una martingala
relativa a (Fn)n≥0 de tal manera que sup
n∈N
E(|Wn|p) < ∞ ∀n ≥ 0, on p > 1.
Aleshores existeix una variable aleato`ria W tal que Wn
n→∞−→ W en Lp.
Demostracio´: Ometem la demostracio´. Es pot veure a Durrett [5, cap´ıtol 4, pa`gines
252-253]. 
Com que E(W 2n) e´s una funcio´ creixent en n,
sup
n∈N
E(W 2n) = lim
n→∞
E(W 2n) =
σ2
m2 −m + 1 <∞,
i, pel teorema de Converge`ncia en Lp, Wn convergeix en L
2 a W . Aix´ı, ja tenim
que lim
n→∞
E((Wn −W )2) = 0.
Com que Wn convergeix en L
2 a W, E(Wn) → E(W ), i E(Wn) = 1 ∀n ≥ 0, de
manera que E(W ) = 1. A me´s,
V ar(W ) = lim
n→∞
V ar(Wn) = lim
n→∞
σ2(1−m−n)
m2 −m =
σ2
m2 −m.
Nomes ens falta veure (iii). Si notem r = P (W = 0), com que E(W ) = 1 llavors
r < 1. A me´s, condicionant per Z1 observem que r ha de satisfer
r =
∑
k
P (W = 0|Z1 = k)P (Z1 = k) =
∑
k
(P (W = 0))kpk =
∑
k
rkpk = f(r),
aix´ı que r ha de coincidir amb q. Per tant, P (W = 0) = q.

Levinson (1959) va ser el primer a adonar-se que si σ2 = ∞ aleshores P (W = 0)
podia ser 1, pero` cap condicio´ tant forta com σ2 < ∞ e´s necessa`ria per a garantir
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la no degeneracio´ de W . Al teorema segu¨ent veurem una condicio´ necessa`ria i
suficient que nome´s e´s una mica me´s forta que l’existe`ncia de la mitjana. Respecte
a la distribucio´ de W , resulta ser absolutament cont´ınua en els reals positius i te´,
de fet, una funcio´ de densitat cont´ınua estrictament positiva (veure Athreya i Ney
[3, cap´ıtol 1, pa`gina 24]).
El resultat segu¨ent va ser donat enfocant-se a una situacio´ me´s general (el proce´s
de Galton-Watson multidimensional) per Kesten i Stigum.
Teorema 2.6.5. Si E(Z1log(Z1)) < ∞, aleshores E(W ) = 1. Si E(Z1log(Z1)) =
∞, aleshores E(W ) = 0 o, equivalentment, P (W = 0) = 1.
Demostracio´: Ometem la demostracio´. Es pot veure a Athreya i Ney [3][cap´ıtol 1,
pa`gines 24-29]. 
En vista del resultat del teorema 2.6.3, podem usar la distribucio´ de W per estudiar
la distribucio´ de Zn quan n e´s gran. Per estudiar la distribucio´ de W haur´ıem de
derivar, de l’expressio´ dels iterats de la funcio´ generadora
fn+1(s) = f(fn(s)), n = 1, 2, ...,
una equacio´ funcional per a la seva funcio´ generatriu de moments φ(s) = E(e−sW ).
Notem que e´s habitual definir la funcio´ generatriu de moments com, en la nostra
notacio´, φ(−s), pero` aquesta expressio´ ens forc¸aria a tractar amb el semipla` Re(s) ≥
0, que e´s inadequat.
Definicio´ 2.6.1. Sigui φn(s), n = 0, 1, 2, ..., i φ(s) les funcions generatrius de
moments respectives de Wn i W ,
φn(s) = E(e
−sWn) = fn(e−s/m
n
), φ(s) = E(e−sW ), Re(s) ≥ 0.
Sigui K(u) = P (W ≤ u) la distribucio´ de W . Aleshores, l’equacio´ dels iterats de la
funcio´ generatiu es converteix en
φn+1(ms) = f(φn(s)), Re(s) ≥ 0; n = 0, 1, ...
.
Com que les variables aleato`ries Wn convergeixen en probabilitat a W , les seves
distribucions convergeixen a la de W i φn(s) → φ(s) quan Re(s) ≥ 0. Com que f
e´s cont´ınua per |s| ≤ 1, observem que f(φn(s)) → f(φ(s)). Aix´ı tenim el segu¨ent
resultat, que va ser provat per primera vegada amb menys generalitat per Hawkins
i Ulam (1944).
Teorema 2.6.6. Sota les condicions del teorema 2.6.3, la funcio´ generatriu de
moments φ(s) = E(e−sW ) satisfa` les relacions
φ(ms) = f(φ(s)), Re(s) ≥ 0,
amb φ′(0) = −1. La funcio´ caracter´ıstica φ(−it), −∞ < t <∞, e´s la u´nica funcio´
caracter´ıstica satisfent les relacions anterios, corresponent a una distribucio´ amb
primer moment 1.
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Demostracio´: Ometem la demostracio´. Es pot veure a Harris [8, cap´ıtol 1, pa`gines
15-16]. 
2.6.2 Resultats asimpto`tics quan m<1. Cas subcr´ıtic
En aquest cas, com que sabem que la poblacio´ s’extingeix amb probabilitat 1, la
distribucio´ l´ımit de Zn no e´s interessant. Per descriure el comportament asimpto`tic
del proce´s quan m < 1 Kolmogorov (1938) i Yaglom (1947) van introduir el recurs
de condicionar el proce´s Zn per la no extincio´, e´s a dir, per l’esdeveniment {Zn > 0}.
La funcio´ generatriu resultant de condicionar ve donada per
∞∑
k=0
P (Zn = k|Zn > 0)sk =
∞∑
k=1
P (Zn = k)
P (Zn > 0)
sk =
∞∑
k=1
P (Zn = k)s
k
P (Zn > 0)
=
fn(s)− fn(0)
1− fn(0) .
El segu¨ent resultat, que e´s degut a Yaglom, mostra que aquesta funcio´ convergeix
a una funcio´ generatriu.
Teorema 2.6.7. Suposem que m < 1 i E(Z21) <∞. Aleshores, per cada k ∈ N,
lim
n→∞
P (Zn = k|Zn > 0) = bk
existeix, i
∞∑
k=0
bk = 1. A me´s, la funcio´ generatiu g(s) =
∞∑
k=0
bks
k satisfa` l’equacio´
funcional
g(f(s)) = mg(s) + 1−m, |s| ≤ 1.
Demostracio´: Ometem la demostracio´. Es pot veure a Harris [8, cap´ıtol 1, pa`gines
18-19]. 
2.6.3 Resultats asimpto`tics quan m=1. Cas cr´ıtic
La inestabilitat del cas cr´ıtic es pot veure clarament en el fet que, quan m = 1,
E(Zn) = 1 ∀n, V ar(Zn) n→∞−→ ∞ i P (Zn n→∞−→ 0) = 1.
No obstant, els processos cr´ıtics tenen el comportament l´ımit me´s fa`cil de descriure
dels 3 casos, com ara veurem.
En aquest cas, les probabilitats l´ımits bk de la sequ¨e`ncia de distribucions condici-
onals de {Zn|Zn > 0} so´n 0 (veure Athreya i Ney [3, cap´ıtol 1, pa`gines 15-18]), de
manera que aquest proce´s divergeix a∞ en distribucio´. Una idea pel que fa al ritme
de diverge`ncia ve donada per un ca`lcul simple del moment de primer ordre de Zn:
1 = E(Zn) = E(Zn|Zn > 0)P (Zn > 0) + 0 · P (Zn = 0),
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implicant que
E(Zn|Zn > 0) = 1
P (Zn > 0)
.
Aix´ı doncs, fa falta una normalitzacio´ addicional per aconseguir que el proce´s con-
dicionat convergeixi a un l´ımit no degenerat.
El segu¨ent lema sera` important per a veure els resultats posteriors.
Lema 2.6.1. Assumim que m = 1 i σ2 <∞. Aleshores,
lim
n→∞
1
n
{
1
1− fn(s) −
1
1− s
}
=
σ2
2
uniformement per 0 ≤ s < 1.
Demostracio´: Ometem la demostracio´. Es pot veure a Athreya i Ney [3, cap´ıtol 1,
pa`gines 20-23]. 
Ja sabem que P (Zn > 0)→ 0 quan n→∞ quan m = 1. Prenent s = 0 en el lema
2.6.1, i notant que P (Zn > 0) = 1− fn(0), obtenim la segu¨ent estimacio´ del ritme
de converge`ncia cap a 0.
Aquest resultat va ser provat per primera vegada per Kolmogorov (1938) sota una
hipo`tesi del moment de tercer ordre.
Teorema 2.6.8. Si m = 1 i σ2 <∞ aleshores
lim
n→∞
nP (Zn > 0) =
2
σ2
.
Demostracio´:
Usant el lema anterior,
nP (Zn > 0) = n(1− fn(0)) =
{
1
n
(
1
1− fn(0) − 1
)
+
1
n
}−1
−→
n→∞
2
σ2

Amb anterioritat ja hem remarcat que el proce´s condicionat {Zn|Zn > 0} divergeix.
El teorema 2.6.8 pot ser usat per donar una primera idea del seu ritme de creixement.
Com ja hem observat abans que
E(Zn|Zn > 0) = 1
P (Zn > 0)
,
aleshores, aplicant el teorema 2.6.8 tenim que
lim
n→∞
E(Zn|Zn > 0) = nσ
2
2
.
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Aixo` ens diu que si el proce´s encara no s’ha extingit i n e´s gran, aleshores el proce´s
te´ un creixement lineal.
Com que l’esperanc¸a del proce´s condicionat esta` creixent a ritme n, e´s raonable con-
siderar el proce´s condicionat
{
Zn
n
> z|Zn > 0
}
. Aixo` ens porta al segu¨ent resultat,
provat per Yaglom (1947), tambe´ sota una hipo`tesi del moment de tercer ordre.
Abans de donar-lo pero`, ens cal definir el concepte de transformada de Laplace, que
usarem a la demostracio´.
Definicio´ 2.6.2. La transformada de Laplace d’una funcio´ f(t) definida per a tots
els nombres reals t ≥ 0 e´s la funcio´ F (s) definida per
F (s) = L{f(t)} =
∫ ∞
0
e−stf(t)dt,
sempre que la integral estigui definida.
Teorema 2.6.9. Si m = 1 i σ2 <∞ aleshores
lim
n→∞
P
(
Zn
n
≤ z|Zn > 0
)
= 1− e−2z/σ2 , z ≥ 0.
Demostracio´:
Agafem un t ∈ R arbitrari . Observem que
E
(
e−sZn/n|Zn > 0
)
=
1
P (Zn > 0)
(
E(e−sZn/n − P (Zn = 0))
)
=
fn(e
−s/n)− fn(0)
1− fn(0) = 1−
n(1− fn(e−s/n))
n(1− fn(0)) .
Pel lema 2.4.1,
lim
n→∞
1
n(1− fn(0)) =
σ2
2
,
i, usant la converge`ncia uniforme i el desenvolupament de Taylor de la funcio´ expo-
nencial, aleshores
lim
n→∞
1
n(1− fn(e−s/n)) =
σ2
2
+ lim
n→∞
1
n(1− e−s/n) =
σ2
2
+
1
s
=
2 + sσ2
2s
.
Aix´ı,
lim
n→∞
E
(
e−sZn/n)|Zn > 0
)
= 1− 2s
2 + sσ2
· σ
2
2
=
2
2 + sσ2
=
1
1 +
sσ2
2
.
Aquest resultat e´s suficient per a provar el resultat del teorema gra`cies al teorema
de continu¨ıtat per a transformades de Laplace (veure Feller[6]) i al fet que
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L
(
2
σ2
e−2z/σ
2
)
=
(
1 +
sσ2
2
)−1
,
e´s a dir,
(
1 +
sσ2
2
)−1
e´s la transformada de Laplace de la distribucio´ exponencial
amb para`metre 2/σ2. 
El que ens diu aquest resultat e´s que el decreixement d’una poblacio´ que es com-
porta com un proce´s de Galton-Watson cr´ıtic e´s exponencial. Aix´ı, tenim que la
distribucio´ asimpto`tica del proce´s
{
Zn
n
}
condicionat per la no extincio´ del proce´s
e´s una exponencial de para`metre 2/σ2.
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3 Estimacio´ dels para`metres del proce´s de Galton-
Watson
Com ja hem vist, el proce´s de ramificacio´ de Galton-Watson {Zn}n≥0 esta` carac-
teritzat per les probabilitats {pk}k≥0 d’un individu qualsevol de tenir k fills. Si
coneixem els valors d’aquestes probabilitats per a la nostra poblacio´, aleshores se-
rem capac¸os de calcular el nombre mitja` de descendents per individu m, i tambe´
podrem computar la probabilitat d’extincio´ q del sistema.
A la pra`ctica, pero`, si observem una poblacio´ fins la generacio´ n les dades que
tindrem seran les els valors observats
{Zj; j = 0, ..., n} i {Xji; j = 0, 1, ..., n− 1; i = 1, ..., Zj} .
En consequ¨e`ncia, el propo`sit d’aquest cap´ıtol e´s estimar els diversos para`metres d’un
proce´s de Galton-Watson, pk, m i q, a partir de les dades observades de la poblacio´.
En particular, els estimarem pel me`tode de ma`xima versemblanc¸a, basant-nos en
l’estudi de Jagers [10].
Aix´ı doncs, suposem que observem l’evolucio´ del nombre d’individus d’una poblacio´
amb Z0 progenitors fins la generacio´ n. E´s a dir, coneixem els valors {Zj; j = 0, ..., n}
i {Xji; j = 0, 1, ..., n− 1; i = 1, ..., Zj}.
Definicio´ 3.0.3. El nombre d’individus de la j-e`ssima generacio´ amb exactament
k descendents es defineix com
Zjk =
Zj∑
i=1
I{Xji=k}, j = 0, 1, ..., n− 1, k = 0, 1, 2, ...
D’aquesta definicio´ es dedueix que Zj =
∞∑
k=0
Zjk.
Amb aquesta notacio´ i en aquestes condicions tenim els segu¨ents resultats.
Teorema 3.0.10. En un proce´s de Galton-Watson amb Z0 progenitors, l’estimador
de ma`xima versemblanc¸a de pk basat en l’observacio´ de
{Zjk; j = 0, 1, ..., n− 1; k = 0, 1, 2, ...}
e´s
p̂k =
n−1∑
j=0
Zjk
n−1∑
j=0
∞∑
k=0
Zjk
.
Demostracio´:
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Per un Zj donat tenim que
P (Zj0 = i0, Zj1 = i1), ...|Zj) = Zj!∞∏
k=0
ik!
∞∏
k=0
pikk ,
amb
∞∑
k=0
ik = Zj. En cas contrari la probabilitat e´s zero. Com que
Zj =
∞∑
k=0
kZj−1k,
la funcio´ de versemblanc¸a L basada en {Zjk; j = 0, 1, ..., n − 1; k = 0, 1, 2, ...}
e´s
L =
Z0!
∞∏
k=0
Z0k!
∞∏
k=0
pZ0kk
( ∞∑
k=0
kZ0k
)
!
∞∏
k=0
Z1k!
∞∏
k=0
pZ1kk . . .
( ∞∑
k=0
kZn−2k
)
!
∞∏
k=0
Zn−1k!
∞∏
k=0
p
Zn−1k
k .
Escollir una distribucio´ {pk} per a maximitzar la funcio´ de versemblanc¸a L e´s equi-
valent a la maximitzacio´ del seu logaritme, on l’u´nic terme que depe`n de pk e´s
ln
( ∞∏
k=0
pZ0kk . . .
∞∏
k=0
p
Zn−1k
k
)
=
n−1∑
j=0
ln
( ∞∏
k=0
p
Zjk
k
)
=
n−1∑
j=0
∞∑
k=0
ln
(
p
Zjk
k
)
=
=
n−1∑
j=0
∞∑
k=0
(lnpk)Zjk.
Per tant hem de maximitzar aquesta expressio´, i ho farem usant el me`tode dels
multiplicadors de Lagrange. Sigui
f(pk) =
n−1∑
j=0
∞∑
k=0
(lnpk)Zjk,
on pk, k = 0, 1, 2, ..., e´s tal que g(pk) =
∞∑
k=0
pk = 1.
Primerament constru¨ım la funcio´ de Lagrange, que e´s
h(pk, λ) = f(pk)− λ(g(pk)− 1) =
n−1∑
j=0
∞∑
k=0
(lnpk)Zjk − λ
( ∞∑
k=0
pk − 1
)
,
amb λ 6= 0. Derivant l’expressio´ de Lagrange respecte pk i λ i igualant a 0 obtenim
que
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∂∂pk
(
n−1∑
j=0
∞∑
k=0
(lnpk)Zjk − λ
( ∞∑
k=0
pk − 1
))
=
n−1∑
j=0
Zjk
pk
− λ = 0⇒ pk =
n−1∑
j=0
Zjk
λ
i
∂
∂λ
(
n−1∑
j=0
∞∑
k=0
(lnpk)Zjk − λ
( ∞∑
k=0
pk − 1
))
= −
( ∞∑
k=0
pk − 1
)
= 0.
Substituint el valor de pk a la segona expressio´ obtenim que
∞∑
k=0
pk =
∞∑
k=0
n−1∑
j=0
Zjk
λ
= 1.
Aleshores,
λ =
∞∑
k=0
n−1∑
j=0
Zjk =
n−1∑
j=0
∞∑
k=0
Zjk =
n−1∑
j=0
Zj i,
per tant,
p̂k =
n−1∑
j=0
Zjk
n−1∑
j=0
Zj
.

Observem que l’estimador de ma`xima versemblanc¸a p̂k e´s intu¨ıtivament molt rao-
nable, ja que e´s el quocient de la suma dels individus que tenen k fills de les n− 1
primeres generacions entre el total d’individus d’aquestes n− 1 generacions.
Corol·lari 3.0.1. L’estimador de ma`xima versemblanc¸a de la reproduccio´ mitjana
m =
∞∑
k=0
kpk d’un proce´s de Galton-Watson amb Z0 progenitors e´s
m̂ =
n−1∑
j=0
Zj+1
n−1∑
j=0
Zj
.
Demostracio´:
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A partir de l’estimacio´ p̂k de la distribucio´ de probabilitat del proce´s podem estimar
la reproduccio´ mitjana m. E´s a dir,
m̂ =
∞∑
k=0
kp̂k =
∞∑
k=0
k
n−1∑
j=0
Zjk
n−1∑
j=0
Zj
=
∞∑
k=0
n−1∑
j=0
kZjk
n−1∑
j=0
Zj
=
n−1∑
j=0
∞∑
k=0
kZjk
n−1∑
j=0
Zj
=
n−1∑
j=0
Zj+1
n−1∑
j=0
Zj

Per tant, l’estimador de ma`xima versemblanc¸a d’m e´s el quocient del nombre total
de fills observats entre el nombre total d’avantpassats. Com l’estimador anterior,
tambe´ e´s intu¨ıtivament raonable. A me´s, al llibre de Jagers [10, cap.1, pa`g 48]
es pot veure que si condicionem per la no extincio´ del proce´s aquest estimador e´s
fortament consistent.
Per u´ltim, ens falta estimar la probabilitat d’extincio´ del problema de Galton-
Watson. Per a estimar-la canviarem lleugerament la situacio´ inicial. Assumim que
hem observat la reproduccio´ d’n individus. Aixo` ens dona una mostra x1, x2, ..., xn
de variables aleato`ries independents, cadascuna amb distribucio´ {pk}. Pel teorema
3.0.10 e´s clar que l’estimador de ma`xima versemblanc¸a de pk e´s
p̂k(n) =
n∑
i=1
I{xi=k}
n
, k = 0, 1, ...
Per la llei dels grans nombres p̂k(n) e´s fortament consistent. A me´s e´s no esbiai-
xat. El mateix s’aplica a la funcio´ generadora emp´ırica i les seves derivades: amb
probabilitat 1,
f̂ (j)n (s) =
∞∑
k=j
k!p̂k(n)
sk−j
(k − j)! → f
(j)(s)
uniformement per 0 ≤ s ≤ 1 si f (j)(1−) < ∞ i sino´, uniformement en qualsevol
subconjunt tancat de [0, 1). A me´s,
E(f̂ (j)n (s)) = f
(j)(s).
Per obtenir una converge`ncia normal fem una mica me´s prec´ıs l’argument anterior.
Notem eik = I{xi=k}. Per qualsevol 0 ≤ s ≤ 1,
f̂n(s) =
n∑
i=1

∞∑
k=0
eiks
k
n
 .
Les variables aleato`ries ∞∑
k=0
eiks
k, 1 ≤ i ≤ n,
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so´n independents i ide`nticament distribu¨ıdes amb esperanc¸a f(s) i varia`ncia
E
( ∞∑
k=0
eiks
k
)2
− f 2(s) =
∞∑
k=0
E(eik)s
2k − f 2(s) = f(s2)− f 2(s),
ja que eijeik = 0 per j 6= k. La varia`ncia e´s zero si i nome´s si la llei de reproduccio´
e´s generada. D’aquesta manera, si aquest no e´s el cas,
√
n(f̂n(s)− f(s))√
f(s2)− f 2(s)
e´s asimpto`ticament, quan n → ∞, una N(0, 1). De la mateixa manera la con-
verge`ncia normal es mante´ per les derivades.
De tots aquests resultats que hem vist sobre f̂n es segueix que q̂n, on
q̂n = inf{s ≥ 0; f̂n(s) = s}
e´s un estimador de ma`xima versemblanc¸a consistent de q. A me´s,
Teorema 3.0.11. Si m > 1 i p0 > 0, aleshores (q̂n − q)
√
n e´s asimpto`ticament
normal amb mitjana 0 i varia`ncia
f(q2)− q2
(1− f ′(q))2 .
Si m = 1 i 0 < σ2 <∞, aleshores
lim
n→∞
P
(
(1− q̂n)
√
n ≤ u) = {Φ(u/2), si u ≥ 0,
0, si u < 0,
i on Φ e´s la funcio´ de distribucio´ normal estandarditzada.
Si m < 1 aleshores amb probabilitat 1 q̂n val en realitat 1 a partir d’un cert ı´ndex.
Demostracio´: Ometem la demostracio´. Es pot veure a Jagers [10, cap´ıtol 2, pa`gina
51]. 
Per acabar, donarem una altra estimacio´, no parame`trica, de la probabilitat d’ex-
tincio´ q basant-nos en el treball de Mart´ın [12].
Siguin Zr, Zr+1, ..., Zn les mides de les generacions successives r, r + 1, ..., n obser-
vades, on es suposa que Xn > 0. D’ara en endavant tambe´ suposem que m > 1,
doncs sino´ la poblacio´ s’extingeix amb probabilitat 1. Crump i Howe proposen com
a estimador no parame`tric de q el segu¨ent:
q̂ = e−2(m¯−1)/σ̂
2
,
on
m¯ =
∑n
j=r+1 Zj∑n−1
j=r Zj
36
iσ̂2 =
1
n− r − 1
n∑
k=m+1
Zk−1
(
Zk
Zk−1 − m¯
)2
,
de manera que per a cone`ixer q̂ fan falta almenys tres generacions successives.
En el mateix treball de Mart´ın[12] es proposen alguns estimadors me´s de q diferents
dels que ja hem vist, i despre´s so´n comparats.
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4 Conclusions
El proce´s de ramificacio´ de Galton-Watson a temps i espai d’estat discrets te´ un bon
nu´mero d’aplicacions pra`ctiques en a`rees com la biologia, la f´ısica, la demografia, la
medicina, etc. No obstant, la hipo`tesi que els objectes o individus es reprodueixen
independentment els uns dels altres causa una limitacio´ considerable a qualsevol
aplicacio´ a problemes biolo`gics. Una possible solucio´ e´s tenir en compte el proce´s
de Galton-Watson bisexual.
L’enfocament del treball en el primer cap´ıtol s’ha centrat en un marc teo`ric. Hem
vist com a partir de la definicio´ del proce´s, i ajudant-nos de la funcio´ generadora de
probabilitat (que ve determinada per la distribucio´ del proce´s), hem sigut capac¸os de
provar els resultats me´s importants del proce´s. A destacar sobretot el teorema que
ens diu com calcular la probabilitat d’extincio´ si coneixem el valor del para`metre de
reproduccio´. Tot i que els resultats pels casos no cr´ıtics semblen evidents, el del cas
cr´ıtic resulta me´s sorprenent, ja que comporta l’extincio´ segura de la poblacio´. Aix´ı,
el proce´s nome´s por explotar o extingir-se a mesura que augmenten les generacions.
Un cop desenvolupada la teoria ba`sica, hem tractat l’exemple me´s senzill possible
i el me´s important del proce´s, el cas lineal fraccionari. I ho e´s perque` la seva
distribucio´ de probabilitat ens permet calcular expl´ıcitament les iteracions de la
funcio´ generadora de probabilitat. Lotka va aprofitar aquesta distribucio´ per a dur
a terme el primer estudi que confrontava el model correctament validat de Galton-
Watson amb dades emp´ıriques observades en una poblacio´ americana.
En consequ¨e`ncia, com que pra`cticament mai podem calcular de forma expl´ıcita els
iterats de la funcio´ generadora, hem dedicat el cap´ıtol 2 a l’estimacio´ dels para`metres
del model. Aix´ı, hem trobat una estimacio´ de la distribucio´ de probabilitat, a
partir de la qual hem trobat la de la reproduccio´ mitjana. Despre´s hem estimat la
probabilitat d’extincio´ de dues maneres diferents.
Com a l´ınies de treball futures per a seguir estudiant aquest proce´s en senyalaria
dues. La primera, fer un ana`lisi detallat del proce´s de ramificacio´ de Galton-Watson
a temps continu. La segona, estudiar el proce´s de Galton-Watson bisexual, la teoria
del qual s’esta` comenc¸ant a desenvolupar des de fa uns anys.
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