Massively parallel all-atom, explicit solvent molecular dynamics simulations were used to explore the formation and existence of local structure in two small -helical proteins, the villin headpiece and the helical fragment B of protein A. We report on the existence of transient helices and combinations of helices in the unfolded ensemble, and on the order of formation of helices, which appears to largely agree with previous experimental results. Transient local structure is observed even in the absence of overall native structure. We also calculate sets of residue-residue pairs that are statistically predictive of the formation of given local structures in our simulations.
Introduction
Recent years have seen great advances in both experimental and computational methods for studying protein folding. Molecular dynamics simulation is among the techniques that have been at the vanguard of this wave of progress. In the years since Duan and Kollman's (1998) landmark supercomputer trajectory for the villin headpiece, small peptides and proteins have been folded with molecular dynamics and initial comparisons with experiments made (Zagrovic et al., 2002b; García and Onuchic, 2003; Snow et al., 2004; Rhee et al., 2004) .
The use of model systems has been central to our progress in elucidating protein folding. Of particular utility have been proteins whose sizes and folding time scales are accessible to experiment and computation both. As noted, villin has been one of these systems. Zagrovic et al. (2002b) reported folding the 36-residue protein in implicit solvent using massively parallel simulation. We have recently achieved this with explicit solvent . Recent experiments have shed some light on the existence of structure in the denatured state of villin (Tang et al., 2004; Brewer et al., 2005) . The B domain of protein A has been another important target for both experiment (Bai et al., 1997; Myers and Oas, 2001; Vu et al., 2004; Sato et al., 2004) and computation-ranging from weighted histogram analysis and use of minimalist or simpliWed models to high temperature unfolding and replica exchange (Olszewski, 1996; Guo et al., 1997; Alonso and Daggett, 2000; Berriz and Shakhnovich, 2001; Favrin et al., 2002; Ghosh et al., 2002; Linhananta and Zhou, 2002; García and Onuchic, 2003) . Great interest exists in the manner in which local structure elements within the protein, sometimes termed "foldons" (Panchenko et al., 1997) , may form independently.
As protein folding is a stochastic process, we believe that it is important to examine it statistically, with ensembles of trajectories. The combination of unbiased molecular dynamics with detailed simulation models and massive parallelism allows us to make quantitative measurements, of kinetics for example. While we have previously focused on trajectories that reach the folded state, we can also use it to examine the unfolded ensemble and transient local structure.
ARTICLE IN PRESS
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Simulations
We previously simulated tens of thousands of trajectories of the 36-residue C terminal domain of the villin headpiece with molecular dynamics and now have also obtained several thousand trajectories of the larger 10-55 helical fragment B of protein A (which we will refer to simply as "Protein A"). Conformations were sampled at a 100 ps frequency in all simulations. Villin trajectories were generally 25 ns long while Protein A trajectories generally reached 35 ns. All of the analyses we describe later make use of sets of trajectories rather than individual trajectories. Also, any consideration of dynamics within trajectories is over times that are short compared to the trajectories. Therefore, the analysis techniques are relatively insensitive to the exact lengths of trajectories. The villin data set is discussed thoroughly in Jayachandran et al. (2006) , in regards to methodology, native state data, and folding trajectories. (Two simulation models were used in that work-the ensemble obtained using reaction Weld is the one utilized here.) The Protein A simulations are described below.
Molecular dynamics details
All simulations were conducted with the Folding@Home distributed computing project, utilizing processors around the world (Shirts and Pande, 2000) . Single precision GROMACS 3.1.4 (van der Spoel et al., 2005) , adapted to the distributed environment, was used. The details of the Protein A molecular dynamics were as follows. The sequence used was the same as that used in García and Onuchic (2003) , with N-acetyl and C-amino caps, and we follow the same numbering scheme as in that work, with our Gln 2 corresponding to Gln 10 in the Protein Data Bank (PDB) structure 1BDB (Gouda et al., 1992) . The protein was solvated in approximately 5000 TIP3P water molecules (Jorgensen et al., 1983) in a cubic box, approximately 160 nm 3 , with periodic boundary conditions. Protein parameters were from the García-Sanbonmatsu modiWed version of AMBER94 (Cornell et al., 1995; García and Sanbonmatsu, 2002) .
A 2 fs time step was used with a 20 fs neighbor list update frequency. Berendsen temperature and pressure coupling were used, with time constants of 0.1 and 1 ps, respectively (Berendsen et al., 1984) . The temperature was 300 K and the pressure was 1.01 bar. Simulations with Berendsen controls have previously yielded accurate protein folding rates despite the method's unphysical scaling of kinetic energies (Rhee et al., 2004; Jayachandran et al., 2006) . The LINCS algorithm was used to constrain all bonds (Hess et al., 1997) . The van der Waals neighbor list went up to 8 Å, with van der Waals interactions smoothed from 6 Å and an external dielectric of 80. The Coulombic neighbor list went up to 10 Å. Generalized reaction Weld was enabled in GRO-MACS for long-range electrostatics (Tironi et al., 1995) (equivalent to reaction Weld given the absence of ions).
Starting structures, stability, and kinetics
For Protein A, 2129 trajectories started from the native structure each reached a length of 35 ns. Considering the conformations at that time point, 98% were within 2 Å -carbon distance root mean square deviation (DRMSD) of the native 1BDB, and this was taken to indicate that the native structure is stable within the simulation model. Henceforth, the "DRMSD" of a conformation will refer its -carbon DRMSD relative the native PDB, unless otherwise qualiWed.
One hundred trajectories were started from each of 49 unfolded structures. These initial structures were randomly chosen from a set of conformations that García and Onuchic (2003) identiWed from their replica exchange simulations as sampling the unfolded state. Among the 49 initial conformations, the lowest DRMSD with the native PDB was 3.3 Å. Only one other initial conformation was under 4.2 Å DRMSD (at 3.8 Å) and the mean DRMSD over all starting conformations was 5.9 § 1.4 Å.
Of the 4900 trajectories started from the 49 initial conformations, 10 reached a DRMSD below 2 Å. Table 1 shows statistics on the number of trajectories to reach other DRMSD values. We see that certain initial conformations have more trajectories reaching low DRMSD on the simulation timescale than others. For example, 5 of the 10 trajectories to reach a DRMSD of 2 Å started from the same conformation, the one which had the lowest initial DRMSD. The lowest DRMSD reached by any trajectory was 1.5 Å.
Taking DRMSD < 2 Å as a very rough deWnition of the "folded" state and computing the maximum likelihood folding rate (Zagrovic and Pande, 2003; Jayachandran et al., 2006) for the data yields a result of 10 § 3.3 s. The rate estimated excluding data from simulations started from the two lowest DRMSD initial conformations, described above, agrees within error, at 11 § 5.6 s. The TIP3P solvent model used is known to have an anomalous diVusion constant (Jorgensen et al., 1983) , estimated to be 0.33 of true water. If we assume that this impacts the folding rate of a protein linearly, then an approximate correction would be to divide the above rates by 0.33. Deviation from the experimental full B domain rate measurement of approximately 10 s (Myers and Oas, 2001; Vu et al., 2004; Sato et al., 2004 ) is likely due to limitations of our models, systematic error from the native state deWnition, and possibly the truncation of the protein. Vu et al. (2004) proposed that Protein A folding includes a rapidly formed intermediate state, achieved in 90 ns, characterized by the presence of nascent helices. It is unclear how to translate this into a quantitative single-molecule based deWnition for our simulations, which we could then use to compute a rate to the putative intermediate. However, we note that if we roughly approximate the state deWnition as all three individual helix DRMSDs under 2 Å, then the rate estimated (by the same method as above and including the anomalous diVusion correction) is 270 ns, on the same order as the experimental value.
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Results
We will Wrst discuss the existence of native-like elements in the unfolded ensemble. Then, we will discuss the order of formation of elements. Finally, we will present a calculation of the particular limited local structures (residue pairs) that are most predictive of the formation of given structural elements over various short time scales.
In the analyses below, we will deWne the three helices in villin as residues Asp 5 to Val 11, Arg 16 to Asn 21, and Leu 24 to Glu 33. For Protein A, the three helices are taken to be Gln 2 to Ile 9, Glu 17 to Asp 29, and Ser 34 to Asp 46. Where a binary decision is required on whether or not a substructure is native-like (as in the transition diagrams below), we make the judgment by whether or not the substructure is within a given DRMSD of the corresponding substructure in the native conformation as deWned by the PDB structure. The DRMSD thresholds were chosen based on the Xexibility seen in simulations of the native state , which demonstrate the native well within the simulation model. For villin, the DRMSD threshold for all three helical segments was 0.8 Å . For Protein A, the thresholds were taken to be 0.8, 1.3, and 0.7 Å for each of the three helices respectively. We also tested alternative Protein A local structure criteria. In particular, this alternative deWnition judged a given segment deWned above to be structured if at least 75% of residues within the segment were identiWed as helical by the DSSP program (Kabsch and Sander, 1983) . DSSP distinguishes between 3/10, -, and -helices. We found little diVerence to arise from which of these were included in the helical deWnition. For 99.5% of Protein A conformations sampled, a deWnition requiring 75% of residues in a segment be classiWed as -helical yielded an identical judgment on which segments were helical and which were not as a deWnition that counted residues identiWed as either -orhelical. For 99.6% of conformations sampled, a criterion permitting all three types of helical assignments yielded an identical judgment as one counting only residues classiWed as -or -helical. Comparing to the DRMSD criteria, the -/ -helical DSSP criteria and the DRMSD criteria yielded an identical judgment on which segments were structured and which were not for 81.7% of conformations sampled. We Wnd DRMSD to be more intuitive than DSSP classiWcations in conveying the degree of structure. Therefore, we primarily use DRMSD rather than DSSP in the analysis below (even for binary decisions on whether a segment is structured, in the interest of consistency). The DSSP criteria ( -or ) are used in certain Protein A analyses as a check of sensitivity to the speciWc criteria. For villin, we do not present results with alternate criteria here, but rates and other analyses using several diVerent structural criteria were presented in Jayachandran et al. (2006) . The ends of the villin chain are frayed, meaning that native-like structure does not necessarily imply helical DSSP structure at the end residues.
Helices in the unfolded ensemble
For the unfolded ensembles sampled, we computed joint distributions of helix DRMSDs relative the native PDBs.
One can see that all combinations of low DRMSD helices are represented, and that certain combinations are more probable than others. For two pairs of helices (1 versus 2 and 2 versus 3) in villin, we see relatively two-state distributions: helix 1 and helix 3 are each most likely to have low DRMSD only with helix 2 in existence ( Fig. 1a and b) . The Wnding relates to the somewhat distinct experimental observation of Tang et al. (2004) that each of the three helices do not form when individually isolated from the rest of the amino acid sequence, but that some structure does form in the Wrst two helices even if helix 3 is removed from the sequence. We see four distinct favored populations when plotting the DRMSD of helix 1 versus the DRMSD of helix 3 (Fig. 1c) . Populations for all combinations of those two helices exist: both exist, neither exist, or one or the other exists.
We also see that each of the three villin helices can form even in the absence of overall native structure (Fig. 1d-f ). It appears, however, that each of the helices is most likely to exist only when the overall structure is somewhat nativelike. This is also in agreement with Tang et al.'s (2004) conclusion-based on their experimental observation that individual secondary structure elements do not fold in isolation-that long range contacts play a key role in overall folding.
For Protein A, we see low DRMSD populations for each of the helices independent of the DRMSD of the other helices (Fig. 2a-c) . Experimentally, Bai et al. (1997) found that only helix 3 was stable, marginally so, when isolated. Combined with the observations here, this suggests that long range contacts are important but can form even with participating elements not completely folded. Unlike for villin, we see a large spread in the populations of each helix in terms of their overall native character (Fig. 2d-f) each of the helix population plots exhibits a low DRMSD state even when the overall structure is highly nonnative. This agrees with the diVusion collision model of the protein's secondary structure elements forming independently (Karplus and Weaver, 1994; Myers and Oas, 2001; Islam et al., 2002) .
The average existence time of the transient structured segments is listed in Table 2 . For Protein A, times are listed using both the DRMSD and DSSP criteria and show agreement quantitatively and in qualitative ordering. All lifetimes are very short, on the nanosecond scale. Generally, combinations of helices appeared to be structured for equal or less time as any individual constituent of the combination. The second helix had the longest individual lifetime for villin and the third helix had the longest lifetime for Protein A. This agrees with experimental Wndings about the relative individual helix stabilities in each protein, discussed earlier.
Helix formation order
Considering those trajectories that formed more than one helix, we constructed transition diagrams showing the order of formation of the helices (Fig. 3) . We computed the fraction of conformations of a given helix conWguration that were observed to transition to each other conWguration. We also computed the fraction of conformations of each helix conWguration that transitioned from each other conWguration. In both these calculations, we required a trajectory to retain a given helix conWguration for at least 1 ns to consider it to have transitioned to that conWguration, to reduce noisy Xuctuations above and below the helix DRMSD thresholds.
For villin, we observed the middle helix forming Wrst 95% of the time (Fig. 3a) . It was also most often lost before any additional helices reached low DRMSD, agreeing with the short lifetimes computed for the transient local structure. When either helix 1 or helix 3 was present alone, then helix 2 was seen to additionally form next 38 and 51% of the time, respectively. All low overall DRMSD structures that unfolded were observed to maintain the second two helices longer than the Wrst. All trajectories that reached low overall DRMSD did so from states that contained the middle helix; the third helix was also present 75% of the time (Fig. 3b) .
For Protein A, like for villin, we observed the middle helix most commonly (approximately 60% of time) transiently forming Wrst (Fig. 3c) . The other two helices roughly evenly divided the remaining Wrst helix transitions. If the third helix existed in isolation, it was observed to be lost in under 60% of cases and to gain the second helix in nearly 30% of cases. If either the Wrst or second helix existed in isolation, it was most often lost-in 80 and 90% of cases, respectively-before any additional helices formed. Indeed, for each helix combination in Protein A, the majority of observed transitions involved loss of a helix rather than gain of an additional one. The less frequent helix gain events chained together constitute folding in our diagram. Similar results were found when considering the DSSP criteria for helices as the DRMSD criteria (Fig. 3c) , with the only qualitative diVerence arising in relation to the low DRMSD state (N), where fractions were based on the fewest observations.
When a state with only the second two helices was reached, approximately 70% of the time the third helix had existed Wrst and was then joined by the second (Fig. 3d) . This observation was independent of the helix criteria used. The state with a low overall DRMSD was reached 75% of the time from a state where the second two helices were present, utilizing the DRMSD criteria. This Wgure was 91% if utilizing the DSSP criteria. Sato et al. (2004) concluded that the transition state for Protein A, late in the folding process, includes a well formed second helix, agreeing with our simulation result. There is also support from the results of García and Onuchic (2003) , who inferred from free energy diagrams that the Wnal stages of folding involved formation of helix 1 and its interactions with helix 2, and packing of an already formed helix 3 into the bundle.
Interresidue distances
We now move away from discussion of time ordering of helix formation to a statistical analysis of which residueresidue interactions best predict given helix formations in our data set, ahead of their formation by various times. A given residue-residue distance being predictive does not mean that the interaction between the two residues is itself necessarily strong, but that the distance is at least correlated with signiWcant interactions. Beyond simply identifying the speciWc residue pairs, we can assess how much those local structures diVer between when they precede a helix formation and they do not, and how much (or little) variation there is within those structures when a helix is going to be formed.
To identify interresidue distances predictive of a given helix forming in a given amount time ("precedence time"), we did the following. First, we computed all residue-residue -carbon distances for each sampled conformation, obtaining vectors of length 630 for villin and 1035 for Protein A. Then, for each trajectory, we identiWed the Wrst sampled conformation having the helix of interest. If this conformation was at least the precedence time into the trajectory, 1.1 § 1.6 0.9 § 1.7 1.9 § 3.5 0.6 § 0.8 1.0 § 1.7 1.0 § 1.4 0.6 § 0.8
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Please cite this article in press as: Jayachandran, G. et al., Local structure formation in simulations of two small proteins, J. Struct. Biol. then we put the conformation preceding it by the precedence time into a positive set of conformations. If the trajectory never formed the given helix of interest, then we put the conformation preceding the end of the trajectory by the precedence time into a negative set of conformations. We now had a positive set and a negative set of conformations, each conformation associated with a vector of feature values (interresidue distances). The sizes of the sets ranged from several hundred to several thousand members. We performed forward selection, as implemented in PCP 2.0 (Buturovic, 2005 (Buturovic, , 2006 , using 250 randomly selected elements of each set (this makes the calculation more tractable). Forward selection is a standard, heuristic feature selection technique that identiWes a subset of the features in a high dimensional space that together well explains class membership (in our case, whether a conformation is in the positive or negative set). It operates by starting with an empty set of features and then repeatedly adding the feature that optimizes a given criterion, until the set has the desired number of features. We selected feature sets of cardinality two and used as the criterion the cross validation error rate of the nearest neighbor (Euclidean distance) classiWer constructed using the selected features. For an identiWed feature pair, we tested the accuracy of the nearest neighbor classiWer that considered just those two dimensions of the feature vectors. The accuracy was taken to be the fraction of conformations in the overall positive and negative sets that the classiWer properly classiWed as positive or negative.
We repeated the above computation for a range of precedence times. For villin, as the middle helix tends to form very early in the trajectory and is present in nearly 70% of Fig. 3 . Transition diagrams for villin and Protein A. For each protein, one diagram is shown where each edge is labeled by the fraction of conformations in its source state that were observed to transition directly to its target state (outgoing normalized) and one diagram is shown where each edge is labeled by the fraction of conformations in its target state that were observed to transition directly from its source state (incoming normalized). For Protein A, two fractions are listed per edge-the Wrst corresponds to the DRMSD criteria for helices and the second to the DSSP criteria. N indicates a state deWned by DRMSD < 2 Å. all conformations sampled, we conducted the analysis only for the Wrst and third helices. For Protein A, we conducted it for all three helices. Table 3 shows the identiWed residue pairs, sizes of the positive and negative sets, and prediction accuracy rates for villin. Unsurprisingly, the prediction accuracy rates decrease with increased precedence time-it is harder to predict whether a helix will form the further ahead we try to make the prediction. The table also shows the mean partial DRMSD between members of the negative set and the mean of positive set. By "partial DRMSD," we mean the root mean square deviation between two distances vectors that each include only the two interresidue distances selected. By the "mean of the positive set," we signify the distances vector where each element i is the mean of i among all vectors within the positive set (Zagrovic et al., 2002a) . The mean partial DRMSD reported thus gives a sense of how much the positive set diVers from the negative set in regards to the positioning of the predictive residue pairs identiWed. Table 4 shows the same information for Protein A.
Residue pairs in Tables 2 and 3 are italicized if in the native PDB the center of mass of the pair's Wrst member or one of its immediate neighbor residues in sequence is within 6 Å of the center of mass of the pair's second member or one of its immediate neighbor residues. For villin, most of the residue pairs identiWed as predictive of a given helix through a precedence time of 2 ns are native contacts according to the preceding deWnition. Val 11 (Val 50 in the overall villin sequence) is identiWed as involved in key distances for the Wrst helix on short precedence times and is a key residue in stabilizing villin overall (McKnight et al., 1996 (McKnight et al., , 1997 Tang et al., 2004) . For Protein A, 50% of the interresidue distances identiWed correspond to native contacts (in general, one of the two identiWed distances per helix/precedence time combination). We note that the residue pairs identiWed are those that are observed to be most statistically signiWcant within the obtained data set, which is why there is variation in the identiWed residue pairs with precedence time-all those residue pairs play a role, or have correlation with important interactions, in reality.
Besides examining the diVerence between the negative and positive sets with mean partial DRMSDs, we also examined how much variation there was within each set. In particular, we computed the standard deviation for each of the two identiWed predictive features (interresidue distances), across each of the two sets, and then calculated the ratio of the maximum of the two feature standard deviations from the negative set to the maximum of the two feature standard deviations from the positive set (Fig. 4) . This ratio conveys how much more or less variability there is in the predictive residue distances ahead of helix formation versus ahead of no helix formation. One can see that, for all helices of villin and Protein A, the ratio was around 2 for a Table 3 For various precedence times, information on identiWed helix-predictive residue pairs for villin a a Each table cell lists the residue-residue pairs, the cardinalities of the negative and positive sets, the predictive accuracy of a nearest neighbor classiWer based only on the two distances, and the mean partial DRMSD between members of the negative set and the mean of the positive set.
200 ps 1000 ps 2000 ps 5000 ps Fig. 4 . For various precedence times and helices, the ratio of the maximum standard deviation over the negative set in a predictive feature to the maximum standard deviation over the positive set in a predictive feature (black) and the ratio of the mean over all feature standard deviations for the negative set to that quantity for the positive set (white). Ratios above 1 (at which a horizontal line is drawn as a guide) indicate greater variability in the negative set than in the positive set. 
Please cite this article in press as: Jayachandran, G. Finally, we can also consider how much the positive and negative sets compare in internal variation for their overall structures, not just for the predictive residues. We computed the standard deviation in each residue-residue distance, for the negative and positive sets, and computed the mean of those standard deviations for each set. We then calculated the ratio of those two means (Fig. 4) . One can see that there is not the diVerence between the negative and positive sets that was seen when considering just the selected predictive residues previously-the ratio is close to 1 in all cases. Even though the predictive residue pairs were less variable preceding formation of a helix, residue-residue distances over the entire structure appear just as variable whether or not a helix is to form. This supports the previous analyses that particular helices could form or not whether or not the protein was native-like overall.
Conclusion
Large ensembles of unbiased molecular dynamics trajectories for villin and Protein A were obtained and analyzed in regards to local structure formation. For villin, we saw that helices could form when the overall structure was nonnative, but were most likely to form when there was overall structure. The Wrst helix and third helix usually formed only if the second one was present. The second helix had the longest lifetime and was required to be formed to complete folding. For Protein A, each helix could (and frequently did) transiently exist even when the overall structure was nonnative and regardless of whether any other helix was present. Experimental results suggest the third helix to form Wrst. We observed the middle helix to be the most likely to transiently form Wrst, but the third helix to be the most likely to lead to addition of another helix, rather than loss of the existing one, when alone. The folded state was most often reached from one with the second and third helical segments already native-like.
We performed a statistical calculation of which sets of residue-residue distances were predictive of the formation of given helices over various time periods. We saw that the key distances usually but not always involved residues within or near the given helix of interest. We also observed that the helix-correlated-distances were more restricted shortly before a structural element formed than otherwise, and that for the third helix of Protein A, this diVerence in relative position variability persisted to several ns ahead of formation. Interresidue distances overall in villin and Protein A did not exhibit this diVerence.
With increases in computational power, simulations with detailed models are becoming more and more accessible. Larger proteins are being pursued, as are longer time scales. This should allow for more comparisons to be made with experiment, and thus allow for more grounds for vital reWnement of simulation methods. With large scale simulation comes large amounts of data. Statistical analyses will be crucial, especially given that folding, and molecular processes in general, involve variability. Together, powerful ways of generating data and methods for analyzing it should make possible new insights into the mysteries of protein motion and function.
