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Nonlocal H-convergence
Marcus Waurick
Abstract
We introduce the concept of nonlocal H-convergence. For this we employ the theory
of abstract closed complexes of operators in Hilbert spaces. We show uniqueness of
the nonlocal H-limit as well as a corresponding compactness result. Moreover, we
provide a characterisation of the introduced concept, which implies that local and
nonlocal H-convergence coincide for multiplication operators. We provide applications
to both nonlocal and nonperiodic fully time-dependent 3D Maxwell’s equations on
rough domains. The material law for Maxwell’s equations may also rapidly oscillate
between eddy current type approximations and their hyperbolic non-approximated
counter parts. Applications to models in nonlocal response theory used in quantum
theory and the description of meta-materials, to fourth order elliptic problems as well
as to homogenisation problems on Riemannian manifolds are provided.
Keywords: homogenisation, H-convergence, nonlocal coefficients, complexes of operators,
evolutionary equations, equations of mixed type, Maxwell’s equations, plate equation, partial
differential equations on manifolds
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1 Introduction
The theory of homogenisation studies the asymptotic properties of heterogeneous materials
with a macroscopic and a microscopic scale for the fictitious limit of the ratio of microscopic
over macroscopic scale tending to 0. When one is to model this problem mathematically,
the mentioned ratio is introduced with a parameter say ε = 1/n, n ∈ N. For any n ∈ N one
is then given a partial differential equation, e.g.,
− div an grad un = f (1)
for fixed f ∈ H−1(Ω), Ω ⊆ Rd open and bounded, un ∈ H10 (Ω) and an ∈ L(L2(Ω)d) (i.e.,
a bounded linear operator from L2(Ω)d into L2(Ω)d) satisfying Re〈anϕ, ϕ〉 > α〈ϕ, ϕ〉 for
all n ∈ N and ϕ ∈ L2(Ω)d and some α > 0. Then one addresses the question, whether the
(uniquely) determined sequence of solutions (un)n has a (weak) limit. Assuming that un ⇀ u
weakly in H10 (Ω), one furthermore asks, whether there exists a ∈ L(L2(Ω)d) (independent of
f) such that
− div a gradu = f. (2)
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There is a vast amount of literature concerning this or related subjects. We shall only
refer to the standard references [3, 18, 10, 39] for some introductory material. In almost
all discussions of the subject, the attention is restricted to local coefficient sequences (an)n
(in this sense the approach in [14] is still considered to be local), that is, one focusses on
multiplication operators being elements of the set
M(α, β,Ω) := {a ∈ L∞(Ω)d×d; ∀ξ ∈ Cd : α‖ξ‖2 6 Re〈a(x)ξ, ξ〉,
Re〈a(x)−1ξ, ξ〉 > 1
β
‖ξ‖2 for a.e. x ∈ Ω} (3)
for some 0 < α < β.
Particularly focussing on the model problem (1), Tartar and Murat have introduced and
studied the notion of H-convergence (see also [24]), which we call local H-convergence in
order to avoid possible misunderstandings later on. The notion reads as follows.
Definition (local H-convergence, [24, Section 5], [39, Definition 6.4]). A sequence (an)n in
M(α, β,Ω) is said to be locally H-convergent to a ∈ M(α, β,Ω), if the following conditions
hold: For all f ∈ H−1(Ω) = H10 (Ω)∗ and (un)n in H10 (Ω) given by (1), we obtain
• (un)n weakly converges in H10 (Ω) to some u ∈ H10(Ω),
• an gradun ⇀ a gradu,
• − div a gradu = f .
a is called local H-limit of (an)n.
Some by now standard properties of local H-convergence have been shown by their in-
ventors. For instance, it is possible to associate a topology τlocH with the above notion of
local H-convergence (see [39, p 82]). We shall state a remarkable property of this topology:
Theorem 1.1 (see e.g. [39, Theorem 6.5]). (M(α, β,Ω), τlocH) is a metrisable and (sequen-
tially) compact Hausdorff space.
As a consequence of the latter theorem, the local H-limit is unique and any sequence
(an)n in M(α, β,Ω) has a locally H-convergent subsequence. The arguments used to show
the latter result are based on localisation techniques. Further characterising properties for
instance as the one in [38, p 10] and concrete formulas for the limit a in case of periodic
coefficients use Tartar’s method of oscillating test functions as well as the celebrated div-curl
lemma (see [23]). We shall also refer to the techniques in [18] or [10], which are in turn local
in nature.
In recent years the interest in so-called meta-materials has emerged. Although it is
generally rather difficult to find a precise definition for meta-materials physicists have been
dealing with this notion for quite a while for coining materials with properties that are not
known for so-called ‘classical’ materials. In fact, meta-materials do not occur in nature and
have to be manufactured artificially. A subclass of these meta-materials are best described by
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non-local constitutive relations, where integral operators rather than multiplication operators
are used as coefficients, see e.g. [16, 9, 21].
Other nonlocal constitutive relations can be found in nonlocal response theory related to
quantum theory, see [20, Chapter 10]. Furthermore, we shall refer to the so-called McKean–
Vlasov equations, see [5] and Example 2.7 below. For an account on nonlocal elasticity we
refer to the recent preprint [13].
Also, if the oscillations of the coefficients are ‘perpendicular’ to the differential operators
occurring in the differential equation nonlocal effects result after a homogenisation process.
For this we refer to [37, 44, 43] as paradigmatic examples where ordinary differential equations
with infinite-dimensional state space have been considered. We also refer to [51, 45, 47] where
memory effects have been derived due to a homogenisation process.
Nonlocal material models also occur, when homogenising materials with ‘soft’ and ‘stiff’
components, which in turn is modelled by non-uniform coercivity estimates in the coeffi-
cients with respect to n. A prominent example are equations with high-contrast or singular
coefficients, see e.g. [8, eq. (4.3)].
In certain cases nonlocal homogenisation procedures have been carried out, see e.g. [16,
9, 52, 42]. We shall also refer to [28, 12] for non-pde type homogenisation problems.
A general theory, however, describing highly oscillatory nonlocal material models has been
missing so far. Thus, the aim of the present article is to introduce the notion of nonlocal
H-convergence. As mentioned above, the notion of nonlocal H-convergence will become
important, when one analyses iterated homogenisation schemes of local models that result in
nonlocal limit models or, if one discusses homogenisation problems for certain meta-materials
so that nonlocal partial differential equations occur right from the start.
We shall argue that local H-convergence cannot capture nonlocal coefficients. Indeed,
assume in (1) we allow for general an ∈ L(L2(Ω)d) satisfying (suitable) uniform coercivity and
boundedness conditions. In order to be consistent with local H-convergence, the nonlocal
H-convergence needs to coincide, when applied to sequences in M(α, β,Ω). So, assume that
(an)n in L(L
2(Ω)d) locally H-converges to a, that is, apply the above definition to general
operators in L2(Ω)d. Let b ∈ L(L2(Ω)d) with a = b on ran( ˚grad) = {q ∈ L2(Ω)d; ∃u ∈
H10 (Ω) : gradu = q}. Then (an)n locally H-converges to b, as well. Since ran( ˚grad)⊥ =
ker(div) = {q ∈ L2(Ω)d; div q = 0} is infinite-dimensional as long as d > 2, we infer that
local H-convergence is clearly not sufficient to uniquely identify nonlocal limit operators.
When introducing any notion of nonlocal H-convergence, we cannot expect properties
of local H-convergence like independence of the attached boundary conditions ([39, Lemma
10.3]) to carry over to nonlocal H-convergence. On the contrary, for the proper functional
analytic setting the attached boundary conditions are of prime importance. We refer to
Example 4.3 below for the precise argument showing that nonlocal H-convergence depends
on the boundary conditions attached.
However, we shall obtain a result analogous to Theorem 1.1 for the newly introduced
notion (see Proposition 5.4 and Theorem 5.5), which is one of the main results of the present
exposition. Furthermore, we shall show that on M(α, β,Ω) nonlocal H-convergence and
local H-convergence coincide (see Theorem 5.11).
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We provide an overview of the contents of this article, next.
In Section 3, we will introduce nonlocal H-convergence. For the definition of nonlocal
H-convergence, one observes that a certain elliptic problem with div and grad both replaced
by curl with appropriate boundary conditions leads to the same homogenised limit as for
the original divergence form type equation (see (1)). Thus, quite naturally, for nonlocal
H-convergence, we shall use the theory of closed complexes of operators in Hilbert spaces,
which is a generalisation of the operators grad, curl, and div and will be specified in Section
2. In this section, we will also recall a more detailed version of the Lax–Milgram lemma (see
Theorem 2.9 and [41]), which is crucial for our later analysis. Note that the core observation
that it is possible to formulate kernels of differential operators via the application of other
differential operators has been employed already in the context of Picard’s extended Maxwell
system in order to discuss low-frequency asymptotics for the time-harmonic Maxwell’s equa-
tions, see [31].
The emergence of nonlocal or memory effects during the homogenisation process is rooted
in the lack of continuity of the inversion mapping for linear operators in the weak operator
topology, see [43] and Proposition 2.13. It is easy to see that also multiplication is not
jointly continuous in the weak operator topology either. However, a suitable combination
of projection, multiplication and inversion of the operator sequence (an)n does characterise
nonlocal H-convergence. This is the subject of Section 4 with its main result Theorem 4.1.
The results of Section 4 will be used in order to obtain the announced variant of The-
orem 1.1 in the context of nonlocal H-convergence. From the compactness statement for
nonlocal H-convergence, we may then deduce Theorem 5.11 – the relationship of local and
nonlocal H-convergence. This in turn yields a homogenisation result for static Maxwell type
equations under the hypothesis of H-convergence for local coefficients, see Corollary 5.14,
which is interesting on its own.
Using the global div-curl lemma obtained in [49], we provide a characterisation of nonlocal
H-convergence in terms of (abstract) ‘div-curl quantities’ in Section 6. This characterisation
is an abstract variant of [18, Lemma 4.5] and should be remindful of [38, p. 10]. Note that
the main result of Section 6, Theorem 6.2, provides a nice way of practically computing
the nonlocal H-limit in applications. We will use Theorem 6.2 for the computation of the
nonlocal H-limit for a linear variant of the McKean–Vlasov equation, see Example 6.7.
The range of applicability of the main theoretical results is further touched upon in the
two concluding Sections 7 and 8. In Section 7 we shall revisit some ideas from [47] and
discuss a homogenisation problem for the fully time-dependent, 3D Maxwell’s equations. In
fact, the main result of Section 7 generalises the main results in [1, 51] to both non-periodic
and nonlocal (in both space and time) settings. We note that non-uniformly dielectric media
as occurring for eddy current type approximations are admitted in the general homogeni-
sation scheme. In fact, the underlying media may even rapidly oscillate between strictly
positive and vanishing dielectricity on different spatial domains. This oscillatory behaviour
between hyperbolic and parabolic type problems has only recently been accessible for 1 + 1-
dimensional periodic model problems, see [7, 15, 48].
In Section 8 we will provide applications to a homogenisation problem of fourth order and
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an adapted perspective to nonlocal homogenisation on Riemannian manifolds. The latter
provides the nonlocal counterpart of [17].
2 On closed operator complexes and abstract elliptic
pdes
Throughout this section, we let H0, H1, H2 be Hilbert spaces. Furthermore, we let
A0 : dom(A0) ⊆ H0 → H1,
A1 : dom(A1) ⊆ H1 → H2
be densely defined and closed linear operators.
Definition. We say that (A0, A1) is a complex or sequence, if ran(A0) ⊆ ker(A1). We
call a complex (A0, A1) closed, if both ran(A0) ⊆ H1 and ran(A1) ⊆ H2 are closed. A
complex (A0, A1) is exact, if ran(A0) = ker(A1). A complex (A0, A1) is called compact, if
dom(A∗0) ∩ dom(A1) →֒ H1 compactly.
For short reference, we shall often address ‘exact’ for complexes, just by saying ‘(A0, A1)
is exact’ and imply the meaning ‘(A0, A1) is an exact complex’ (similarly for ‘compact’ and
‘closed’).
We recall some elementary properties of the theory of complexes of operators in Hilbert
spaces, which we state without proof. We refer to [27, Section 2] for the proofs. The
assertions, however, follow from the closed range theorem (see e.g. [41, Corollary 2.5]) and
the orthogonal decomposition H0 = ker(C) ⊕ ran(C∗) for C : dom(C) ⊆ H0 → H1 densely
defined, closed. The assertion relating compactness follows from the fact that compact
operators are compact if and only if their adjoints are. Moreover, the last statement follows
from a contradiction argument and the fact that compact unit balls characterise finite-
dimensionality.
Proposition 2.1. (a) (A0, A1) is a complex if and only if (A
∗
1, A
∗
0) is a complex;
(b) (A0, A1) is closed if and only if (A
∗
1, A
∗
0) is closed;
(c) Assume (A0, A1) is closed. Then (A0, A1) is exact if and only if (A
∗
1, A
∗
0) is exact;
(d) (A0, A1) is compact if and only if (A
∗
1, A
∗
0) is compact;
(e) Let (A0, A1) be compact. Then (A0, A1) is closed and ker(A
∗
0) ∩ ker(A1) is finite-
dimensional.
Before we treat differential and, thus, particularly, unbounded operators, we shall state
a rather trivial example of an exact complex.
Example 2.2. Denote by H a Hilbert space and let {0} = lin ∅ be the trivial Hilbert space
consisting of 0, only. Let ι0 : lin ∅ → H, 0 7→ 0 and 1: H → H,ϕ 7→ ϕ. With the setting
H0 = {0}, H1 = H , H2 = H together with A0 = ι0 and A1 = 1, we are in the situation
of the beginning of this section. Indeed, since A0 and A1 are bounded linear operators,
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they are densely defined and closed. Moreover, their ranges are closed and ran(A0) = {0} =
ker(A1), so that (A0, A1) is exact. A1 is obviously self-adjoint and A
∗
0 = ι
∗
0 is the (orthogonal)
projection onto {0}. By Proposition 2.1 (or direct verification), (A∗1, A∗0) is closed and exact,
as well.
For the time being, we focus on the 3-dimensional model case. Note that, however, the
theory carries over to the higher-dimensional setting. For this, we refer for instance to [49,
Theorem 3.5] for an account on higher-dimensional situations. Other examples are treated
in Section 8. Note that exactness of the considered complexes is an incarnation of Poincare´’s
lemma (see also Section 8 below).
Example 2.3. Let Ω ⊆ R3 open. We define
gradc : C
∞
c (Ω) ⊆ L2(Ω)→ L2(Ω)3, ϕ 7→ (∂jϕj)j∈{1,2,3},
divc : C
∞
c (Ω)
3 ⊆ L2(Ω)3 → L2(Ω), (ϕj)j∈{1,2,3} 7→
d∑
j=1
∂jϕj,
curlc : C
∞
c (Ω)
3 ⊆ L2(Ω)3 → L2(Ω)3, (ϕj)j∈{1,2,3} 7→
(
∂2ϕ3−∂3ϕ2
∂3ϕ1−∂1ϕ3
∂1ϕ2−∂2ϕ1
)
.
We set ˚grad := gradc and, similarly, d˚iv,
˚curl. Furthermore, we put div := − ˚grad∗, grad :=
− d˚iv∗, and curl := ˚curl∗.
Before we state several examples of complexes, we shall highlight the domains of the
operators introduced and the differences between them. It is almost immediate from the
definition of the adjoint and the distributional gradient that we have
dom(grad) = H1(Ω).
Since the domain of ˚grad is the closure of C∞c (Ω) with respect to the H
1(Ω)-scalar product,
we obtain that
dom( ˚grad) = H10 (Ω),
which, in turn, for Ω with Lipschitz continuous boundary (so that the boundary trace
γ : H1(Ω)→ H1/2(∂Ω), u 7→ u|∂Ω is a well-defined, continuous operator) reads
dom( ˚grad) = {u ∈ H1(Ω); γ(u) = 0}.
Similarly, we obtain
dom(curl) = {u ∈ L2(Ω)3; curlu ∈ L2(Ω)3} =: H(curl,Ω).
Again, if we restrict ourselves to the setting of Ω with Lipschitz boundary, we may define the
tangential trace by (continuous extension of) γ× : H
1(Ω) ⊆ H(curl,Ω) → H−1/2(∂Ω), u 7→
γ(u)× n, where n denotes the unit outward normal of ∂Ω, which exists almost everywhere,
see also [4]. In particular, we obtain
dom( ˚curl) = {u ∈ H(curl,Ω); γ×(u) = 0} =: H0(curl,Ω).
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Finally, by definition, we obtain
dom(div) = {u ∈ L2(Ω)3; div u ∈ L2(Ω)} =: H(div,Ω).
Similarly, we obtain for Ω admitting a strong Lipschitz boundary ∂Ω with unit outward
normal n that using the normal trace operator γn : H
1(Ω) ⊆H(div,Ω)→H−1/2(∂Ω), q 7→ n·q
again obtained by continuous extension. With this we may also write
dom(d˚iv) = {u ∈ H(div,Ω); γn(u) = 0} =: H0(div,Ω).
(a1) If Ω is bounded in one direction, then, by Poincare`’s inequality, (ι0, ˚grad), where
ι0 : {0} →֒ L2(Ω), is closed and exact (here H0 = {0}, H1 = L2(Ω) and H2 = L2(Ω)3).
Consequently, by Proposition 2.1, so is (div, ι∗0). In particular, this implies that div
maps onto L2(Ω).
(b1) If Ω is bounded with continuous boundary, by the Rellich–Kondrachov theorem, the
complex (ι0, grad) is compact (here H0 = {0}, H1 = L2(Ω) and H2 = L2(Ω)3). The
same applies to (d˚iv, ι∗0), by Proposition 2.1.
For the next examples we refer to [2] for the asserted compactness properties as a general
reference. We shall also refer to the references therein for a guide to the literature.
(a2) If Ω is a bounded weak Lipschitz domain, that is, if Ω is a Lipschitz manifold, then
( ˚grad, ˚curl) is compact (here H0 = L
2(Ω), H1 = H2 = L
2(Ω)3). In particular, so is
(curl, div) (Weck’s selection theorem, see also [50] or [30]).
(b2) If Ω is a bounded weak Lipschitz domain, then (grad, curl) is compact (here H0 =
L2(Ω), H1 = H2 = L
2(Ω)3). In particular, so is ( ˚curl, d˚iv).
We refer to [2] also for mixed boundary conditions and the respective complex and/or com-
pactness properties.
Example 2.4. In the situation of the previous example, let Ω be a bounded weak Lipschitz
domain. The exactness of the considered complexes (grad, curl) and ( ˚grad, ˚curl) can be
guaranteed by topological properties of the domain and its complement. In fact, using the
complex property (ran( ˚curl) ⊆ ker(d˚iv) and ran(curl) ⊆ ker(div)) we can decompose L2(Ω)3
as follows
L2(Ω)3 = ran(grad)⊕ ker(d˚iv) = ran(grad)⊕ ( ker(d˚iv) ∩ ker(curl))⊕ ran( ˚curl)
and
L2(Ω)3 = ran( ˚grad)⊕ ker(div) = ran( ˚grad)⊕ ( ker(div) ∩ ker( ˚curl))⊕ ran(curl).
Next, by Proposition 2.1, (grad, curl) is exact, if and only if ( ˚curl, d˚iv) is exact, if and only
if ker(d˚iv) = ran( ˚curl), if and only if dim(ker(d˚iv) ∩ ker(curl)) = {0}. Thus,
(grad, curl) exact ⇐⇒ HN := {q ∈ H(d˚iv,Ω) ∩H(curl,Ω); div q = 0, curl q = 0} = {0}.
Similarly,
( ˚grad, ˚curl) exact ⇐⇒ HD := {q ∈ H(div,Ω) ∩H( ˚curl,Ω); div q = 0, curl q = 0} = {0}.
7
The space HN describes the space of harmonic Neumann fields and HD are the harmonic
Dirichlet fields. Next, [30, Remark 3(a)] in conjunction with [29, Theorem 1] leads to the
following characterisations:
(grad, curl) exact ⇐⇒ Ω simply connected
and
( ˚grad, ˚curl) exact ⇐⇒ R3 \ Ω connected.
Next, we recall a result on the well-posedness of abstract divergence form equations.
This result is the Lax–Milgram lemma with a slight twist. We shall, however, emphasise this
twist in the argument and the result. Due to the particular variational form of the considered
problem class, one can identify elliptic problems in divergence form as the composition of
three continuously invertible mappings. This observation is the key for the derivations to
come. For this reason we present the full proof.
For the statement of the next result, we introduce for a densely defined, closed linear
operator C : dom(C) ⊆ H0 → H1 the canonical embedding
ιr,C : ran(C) →֒ H1.
We note that ι∗r,C is the orthogonal projection onto ran(C), see [33, Lemma 3.2] for the
elementary argument.
Theorem 2.5 ([41, Theorem 3.1]). Let B : dom(B) ⊆ H0 → H1 be densely defined and
closed. Assume that
B is one-to-one, ran(B) ⊆ H1 closed.
Let a ∈ L(H1) be such that
Re
(
ι∗r,Baιr,B
)
= (1/2)ι∗r,B(a+ a
∗)ιr,B > αι
∗
r,Bιr,B
for some α > 0. Then for all f ∈ dom(B)∗ there exists a unique u ∈ dom(B) such that
〈aBu,Bv〉 = f(v) (v ∈ dom(B)).
More precisely, we have
u = B−1(ι∗r,Baιr,B)−1(B⋄)−1f,
where B : dom(B)→ ran(B), ϕ 7→ Bϕ and B⋄ : ran(B)→ dom(B)∗ is given by
ϕ 7→ ( dom(B) ∋ v 7→ 〈ϕ,Bv〉ran(B)).
Example 2.6. Let Ω ⊆ R3 be open and bounded. Then, by Example 2.3(a1), the operator
˚grad has closed range (Poincare´‘s inequality). Moreover, since dom( ˚grad) = H10 (Ω), we have
that ˚grad is one-to-one. Moreover, let b ∈ L(L2(Ω)3) satisfy
Re〈bq, q〉L2(Ω)3 > α〈q, q〉L2(Ω)3
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for all q ∈ ran( ˚grad) and some α > 0. In this setting we may apply Theorem 2.5 to H0 =
L2(Ω), H1 = L
2(Ω)3, B = ˚grad and a = b. Then, by Theorem 2.5, for all f ∈ dom( ˚grad)∗ =
H−1(Ω) there exists a unique u ∈ H10 (Ω) such that
〈a ˚gradu, ˚grad v〉 = f(v) (v ∈ H10(Ω)).
Using the notation from Theorem 2.5, we realise that B : H10 (Ω) → ran( ˚grad), u 7→ gradu.
It is furthermore easy to see that B⋄ = − div : ran( ˚grad)→ H−1(Ω).
We shortly elaborate on a nonlocal differential equation of the form of the previous
example. It is a linear, static variant of the so-called McKean–Vlasov equation, see e.g. [5]
Example 2.7. Let Ω ⊆ R3 be open and bounded. Let k : Ω × Ω → C measurable and
bounded, α > 0. Furthermore let c ∈ L(L2(Ω)3) satisfy
Re〈cq, q〉L2(Ω)3 > 2α〈q, q〉L2(Ω)3
for all q ∈ ran( ˚grad). For q ∈ L2(Ω)3 define
k ∗ q := (x 7→ ∫
Ω
k(x, y)q(y)dy
)
.
Assume that ‖k ∗ ‖L(L2(Ω)3) 6 α. Then b := c + k∗ satisfies the conditions imposed on b in
Example 2.6. Indeed, for all q ∈ ran( ˚grad) we have
Re〈bq, q〉 = Re〈cq, q〉+ Re〈k ∗ q, q〉
> 2α〈q, q〉 − α‖q‖2 = α〈q, q〉.
It is worth noting that using the expressions for B and B⋄, we obtain as a resulting differential
equation for any f ∈ H−1(Ω), where we assume that k is such that k∗ commutes with the
distributional gradient (we refer the reader also to Remark 2.11):
f = − div b ˚gradu = − div c ˚gradu− div k ∗ ˚gradu = − div c ˚gradu− div grad k ∗ u,
which is of a form similar to [5] in a static, linear case.
Before we turn to the proof of Theorem 2.5, we provide some particular insight for the
case a = 1.
Proposition 2.8. Let B : dom(B) ⊆ H0 → H1 be densely defined and closed. Assume that
B is one-to-one and has closed range. Then B and B⋄ are Banach space isomorphisms. More
precisely, we have
B⋄ = B′Rran(B),
where B′ : ran(B)∗ → dom(B)∗ is the dual operator of B and Rran(B) is given by
Rran(B) : ran(B)→ ran(B)∗, ϕ 7→ (v 7→ 〈ϕ, v〉ran(B)).
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Proof. B is one-to-one and onto. Hence, an isomorphism. Thus, so is B∗. By unitary
equivalence using the Riesz map, we obtain that B′ is an isomorphism, as well. Finally,
Rran(B) is the inverse of the Riesz isomorphism. Thus, we are left showing that B⋄ = B′Rran(B)
holds. For this, let ϕ ∈ ran(B). Then we have for all v ∈ dom(B)(B⋄(ϕ))(v) = 〈ϕ,Bv〉ran(B)
=
(
Rran(B)(ϕ)
)
(Bv)
=
(B′Rran(B)(ϕ))(v).
Proof of Theorem 2.5. We shall reformulate the left-hand side of the equation to be solved,
first. For this, let πr,B be the orthogonal projection on ran(B). Note that πr,B = ιr,Bι
∗
r,B.
Let u, v ∈ dom(B). Then we have
〈aBu,Bv〉 = 〈aπr,BBu, πr,BBv〉
= 〈aιr,Bι∗r,BBu, ιr,Bι∗r,BBv〉
= 〈ι∗r,Baιr,BBu,Bv〉
=
(B⋄ι∗r,Baιr,BBu)(v),
where we used that ι∗r,BB(u) = B(u) for all u ∈ dom(B). Thus, the equation to be solved
reads
B⋄ι∗r,Baιr,BBu = f.
Under the hypotheses on a using Proposition 2.8 and Lemma 2.12(a) below, we infer both
the uniqueness and the existence result as well as the solution formula.
The next result deals with the case when B is not one-to-one.
Theorem 2.9 ([41, Theorem 3.1]). Let C : dom(C) ⊆ H0 → H1 be densely defined and
closed. Assume that
ran(C) ⊆ H1 closed.
Let a ∈ L(H1) be such that for some α > 0
Re
(
ι∗r,Caιr,C
)
> αι∗r,Cιr,C .
Then for all f ∈ dom(Cιr,C∗)∗ there exists a unique u ∈ dom(Cιr,C∗) with the property
〈aCu, Cv〉 = f(v) (v ∈ dom(Cιr,C∗)).
More precisely, we have
u = C−1(ι∗r,Caιr,C)−1(C⋄)−1f,
where C : dom(Cιr,C∗)→ ran(C), ϕ 7→ Cϕ.
Proof. The assertion follows from Theorem 2.5 applied to B = Cιr,C∗ .
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Example 2.10. Let Ω ⊆ R3 be open, bounded with continuous boundary. Recall the
differential operators from Example 2.3.
(a) A standard application of Theorem 2.9 would be the homogeneous Neumann bound-
ary value problem, that is,
〈a gradu, gradϕ〉 = f(ϕ) (ϕ ∈ H1⊥(Ω)),
for a ∈ L(L2(Ω)3) with Re a > α for some α > 0 in the sense of positive definiteness and
H1⊥(Ω) := {u ∈ H1(Ω);
∫
Ω
u = 0} and f ∈ (H1⊥(Ω))∗. In fact, in order to solve this equa-
tion for u ∈ H1⊥(Ω) one applies Theorem 2.9 to H0 = L2(Ω), H1 = L2(Ω)3 and C = grad
with dom(C) = H1(Ω). Note that the positive definiteness condition for a is trivially satis-
fied. Moreover, since Ω has continuous boundary, by Example 2.3(b1) in conjunction with
Proposition 2.1(e), we obtain that ran(grad) ⊆ L2(Ω)3 is closed. It remains to show that
dom(Cιr,C∗) = H
1
⊥(Ω). For this we observe that
ran(C∗) = ran(grad∗) = ran(− d˚iv)
= ker(grad)⊥ = {u ∈ L2(Ω); 〈u, 1〉 = 0} = {u ∈ L2(Ω);
∫
Ω
u = 0} =: L2⊥(Ω).
Hence, dom(Cιr,C∗) = H
1(Ω) ∩ L2⊥(Ω) = H1⊥(Ω). We emphasise, using the notation from
Theorem 2.9, that C : H1⊥(Ω)→ ran(grad), u 7→ gradu is a topological isomorphism.
(b) Assume in addition that Ω is simply connected, and that Ω is a bounded, weak
Lipschitz domain. Let again a ∈ L(L2(Ω)3) be strictly positive definite. By Example 2.3(b1),
we may apply Theorem 2.9 to H0 = L
2(Ω)3, H1 = L
2(Ω)3 and C = curl with dom(C) =
H(curl,Ω). We define
Hsol(curl,Ω) := {q ∈ H(curl,Ω); d˚iv q = 0}
endowed with the norm from H(curl,Ω). Now, by Theorem 2.9, for all g ∈ Hsol(curl,Ω)∗
there exists a unique v ∈ Hsol(curl,Ω) such that
〈a curl v, curlψ〉 = g(ψ) (ψ ∈ Hsol(curl,Ω)).
Indeed, the only thing to prove is that dom(Cιr,C∗) = Hsol(curl,Ω). For this, we compute
ran(C∗) = ran( ˚curl) = ker(d˚iv),
where in the last equality we have used that Ω is simply connected in order that (grad, curl)
and, hence, ( ˚curl, d˚iv) is exact, see also Examples 2.3 and 2.4. So, dom(Cιr,C∗) =H(curl,Ω)∩
ker(d˚iv) = Hsol(curl,Ω). In the situation discussed here, we have with the notation from
Theorem 2.9, C : Hsol(curl,Ω) → ran(curl), q 7→ curl q, which again yields a topological iso-
morphism. By construction, it follows that C⋄ : ran(curl)→ Hsol(curl,Ω)∗ is an extension of
˚curl |dom( ˚curl)∩ran(curl) to the whole of ran(curl). Moreover, recall that also C⋄ is a topological
isomorphism.
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(c) The example in (b) applies verbatim also to C = ˚curl. In this case, however, one has
to assume that R3 \ Ω is connected in order to obtain
dom(Cιr,C∗) = H0,sol(curl,Ω) := {q ∈ dom( ˚curl); div q = 0}.
(d) The connectedness assumptions in (b) and (c) can be dispensed with to the effect
that the respective expressions of dom(Cιr,C∗) are less explicit. In fact, in case of (b), one
has
dom(Cιr,C∗) = {q ∈ H(curl,Ω); q ∈ ran( ˚curl)}
and in case of (c), one has
dom(Cιr,C∗) = {q ∈ H0(curl,Ω); q ∈ ran(curl)}.
Remark 2.11. We note that the variational formulation in Theorem 2.9 is (trivially) equiv-
alent to
〈aCu, Cv〉 = f(v) (v ∈ dom(C)).
Moreover, we see that due to the solution formula and Proposition 2.8, we obtain a third
formulation of the latter variational equation:
C⋄ι∗r,Caιr,CCu = f.
We conclude this section with some additional elementary results needed for the analysis
to come.
Lemma 2.12. (a) Let a ∈ L(H1) with Re a > c for some c > 0 in the sense of positive
definiteness. Then a−1 ∈ L(H1), ‖a−1‖ 6 1/c and Re
(
a−1
)
> c/‖a‖2.
(b) Let (an)n in L(H1) with Re an > c for all n ∈ N and some c > 0. Assume that an → a
converges in the weak operator topology to some a ∈ L(H1). Then Re a > c.
(c) Let (an)n in L(H1) bounded with Re an > c for all n ∈ N and some c > 0. Assume
that a−1n → b converges in the weak operator topology to some b ∈ L(H1). Then b−1 ∈ L(H1)
with ‖b−1‖ 6 supn∈N ‖an‖2/c, and Re
(
b−1
)
> c.
(d) Let (an)n in L(H1) with Re an > α and Re
(
a−1n
)
> 1/β for all n ∈ N and some
α, β > 0. Assume that a−1n → b in the weak operator topology. Then we have for a := b−1
that Re a > α and Re
(
a−1
)
> 1/β.
Proof. (a) is a straightforward consequence of the Cauchy–Schwarz inequality. (b) is easy.
The assertion in (d) is a straightforward consequence of (c). Thus, we are left with showing
(c). By part (a), we deduce that Re a−1n > c/supn∈N ‖an‖2. By (b), we deduce that Re b >
c/supn∈N ‖an‖2. This ensures b−1 ∈ L(H1) and that ‖b−1‖ 6 supn∈N ‖an‖2/c. Finally, let
ϕ ∈ H1 and put ψ := b−1ϕ as well as ϕn := a−1n ψ. Then we compute
Re〈bϕ, ϕ〉 = Re〈ψ, b−1ψ〉
= lim
n→∞
Re〈ψ, a−1n ψ〉
= lim inf
n→∞
Re〈anϕn, ϕn〉
> lim inf
n→∞
c〈ϕn, ϕn〉
> c〈ϕ, ϕ〉,
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where in the last step we used that ϕn ⇀ ϕ and so ‖ϕ‖ 6 lim infn→∞ ‖ϕn‖.
The following result will be of importance later on, when we compare localH-convergence
to nonlocal H-convergence.
Proposition 2.13. Let H be a Hilbert space. Then the following conditions are equivalent:
(i) H is finite-dimensional.
(ii) For any bounded sequence (an)n in L(H) such that Re an > α for all n ∈ N and some
α > 0, a ∈ L(H) invertible, we have the following equivalence:
(an)n → a in the weak operator topology
⇐⇒ (a−1n )n → a−1 in the weak operator topology.
Proof. The statement (i) implies (ii) since then the weak operator topology on L(H) coincides
with the norm topology.
For the statement (ii) implies (i), it suffices to provide a counterexample for H = L2(0, 1).
Furthermore, it is elementary to see that if we identify any a ∈ L∞(0, 1) with the corre-
sponding multiplication operator on L2(0, 1), that the weak operator topology on L∞(0, 1)
coincides with σ(L∞, L1), that is, the weak*-topology on L∞(0, 1). With these preparations
let b := 1(0,1/2) +
1
2
1(1/2,1), where 1K denotes the characteristic function of a set K. Period-
ically extending b to the whole of R, we put an := (x 7→ b(n · x)). By [10, Theorem 2.6],
we deduce that an → (
∫
b)1(0,1) =
3
4
1(0,1) =: a in σ(L
∞, L1) as n→∞. On the other hand,
a−1n →
( ∫
(0,1)
1
b
)
1(0,1) =
3
2
1(0,1) 6= a−1, which shows that (ii) is false.
3 Nonlocal H-convergence for exact sequences
As in the previous section, we assume that A0 and A1 are densely defined, closed linear
operators from H0 to H1 and H1 to H2, respectively. We shall assume that (A0, A1) is
closed and exact. Note that then by Proposition 2.1 (A∗1, A
∗
0) is closed and exact, as well.
Furthermore, we have the following orthogonal decompositions for H1:
H1 = ran(A0)⊕ker(A∗0) = ran(A0)⊕ ran(A∗1) = ker(A1)⊕ ran(A∗1) = ker(A1)⊕ker(A∗0). (4)
For the example cases treated in Example 2.3, the decompositions expressed in (4) are
abstract variants of Helmholtz decompositions, as it will be exemplified next.
Example 3.1. Let Ω ⊆ R3 be a bounded weak Lipschitz domain.
(a) Assume in addition that Ω is simply connected. Then by Example 2.3, we obtain that
(A0, A1) = (grad, curl) is exact and closed. Thus, we obtain from (4)
L2(Ω)3 = ran(grad)⊕ ker(d˚iv) = ran(grad)⊕ ran(curl∗) = ran(grad)⊕ ran( ˚curl).
As a consequence, any q ∈ L2(Ω)3 decomposes into q = gradϕ + ˚curlψ for some ϕ ∈
H1⊥(Ω) and ψ ∈ H0,sol(curl,Ω). Note that ϕ and ψ are uniquely determined and depend
continuously on q.
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(b) If the complement of Ω is connected, we infer by Example 2.3 that (A0, A1) = ( ˚grad, ˚curl)
is closed and exact. As a consequence of equation (4), we obtain
L2(Ω)3 = ran( ˚grad)⊕ ker(div) = ran( ˚grad)⊕ ran(curl).
Thus, similar to (a), for any q ∈ L2(Ω)3, we find uniquely determined ϕ ∈ H10 (Ω) and
ψ ∈ Hsol(curl,Ω) such that q = ˚gradϕ + curlψ. The ‘potentials’ ϕ and ψ depend
continuously on q.
(c) Let Ω be simply connected with C1-boundary and R3 \Ω connected. Then, by (a) and
(b), we have
L2(Ω)3 = ran( ˚grad)⊕ ran(curl) = ran(grad)⊕ ran( ˚curl).
Denoting V := ran( ˚grad)⊥ ∩ ran(grad), we obtain
L2(Ω)3 = ran(grad)⊕ ran( ˚curl) = ran( ˚grad)⊕ V ⊕ ran( ˚curl) = ran( ˚grad)⊕ ran(curl),
which implies that V ⊕ran( ˚curl) = ran(curl). For later use, we shall describe V in more
detail as follows. Our main aim is to show that V is infinite-dimensional. For this, let
q ∈ ran(grad). Then we find a uniquely determined ψq ∈ H1⊥(Ω) such that q = gradψq.
In fact, this follows from Example 2.10(a) since H1⊥(Ω) → ran(grad), u 7→ gradu is a
topological isomorphism. Hence, q ∈ V if and only if for all ϕ ∈ H10 (Ω)
〈 ˚gradϕ, gradψq〉 = 0,
which in turn is equivalent to
div gradψq = 0.
Thus,
V = {gradψ;ψ ∈ H1⊥(Ω),∆ψ = 0}.
Recall γn : H(div,Ω)→H−1/2(Ω) to be the normal trace. Since Ω has C1-boundary, we
find an infinite set W ⊆ C2(Ω) with the property that for any v, w ∈W with v 6= w we
have spt∂Ω(n ·grad v), spt∂Ω(n ·gradw) 6= ∅ and spt∂Ω(n ·grad v)∩ spt∂Ω(n ·gradw) = ∅,
where spt∂Ω f denotes the support of a (continuous) function f on ∂Ω. Next, using
Example 2.10(a) for any v ∈ W , we may solve for w ∈ H1⊥(Ω) such that
〈gradw, gradϕ〉 = 〈grad v, gradϕ〉 (ϕ ∈ H1⊥(Ω)). (5)
Then gradw ∈ dom(d˚iv) and so γn(gradw) = 0. We put uv := v−w. Then γn(graduv) =
γn(grad v) = n · grad v|∂Ω. Moreover, (5) (trivially) extends to all ϕ ∈ H1(Ω) ⊇ H10 (Ω).
Hence, for all ϕ ∈ H10 (Ω)
〈graduv, gradϕ〉 = 〈grad(v − w), gradϕ〉 = 〈grad v, gradϕ〉 − 〈grad v, gradϕ〉 = 0.
Thus, graduv ∈ V . Since lin{n · grad v; v ∈ W} is infinite-dimensional, we infer the
same for lin{graduv; v ∈ W} ⊆ V . Hence, V is infinite-dimensional, which concludes
this example.
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Using the notation ιr,C for densely defined closed linear operators C : dom(C) ⊆ H0 →
H1 from the previous section, we may define a00 := ι
∗
r,A0
aιr,A0 ∈ L(ran(A0)) and a11 :=
ι∗r,A∗1aιr,A
∗
1
∈ L(ran(A∗1)). The set of admissible (nonlocal) coefficients for which we discuss
the notion of nonlocal H-convergence is described next. For α, β > 0, we define
M(α, β, (A0, A1)) := {a ∈ L(H1); Re a00 > α1A0,Re a−100 > (1/β)1A0,
a continuously invertible,
Re(a−1)11 > (1/β)1A∗1,Re(a
−1)−111 > α1A∗1},
where 1A0 and 1A∗1 are the identity operators in ran(A0) and ran(A
∗
1), respectively.
We shall present a possibly nonlocal coefficient in the following example.
Example 3.2. Let Ω ⊆ R3 be a bounded, simply connected, weak Lipschitz domain with
connected complement, 0 < α 6 1 6 β. Then using Example 2.3 and 2.4 both ( ˚grad, ˚curl)
and (grad, curl) are exact. Moreover, according to Example 3.1(c), we have for some V the
decomposition
L2(Ω)3 = ran( ˚grad)⊕ V ⊕ ran( ˚curl).
Denote by b ∈ L(V ) an operator with Re b > α and Re b−1 > 1/β. Then a := πV ⊥ + ιV bι∗V ∈
M(α, β, ( ˚grad, ˚curl)) ∩M(α, β, (grad, curl)), where πV ⊥ denotes the orthogonal projection
onto V ⊥ and ιV : V →֒ L2(Ω)3
Indeed, for (A0, A1) = ( ˚grad, ˚curl) we have a00 = a
−1
00 = 1 ˚grad,
(a−1)11 = πran( ˚curl) + ι
∗
r,curlιV b
−1ι∗V ιr,curl > (1/β)1curl,
and (a−1)−111 > α1curl.
For (A0, A1) = (grad, curl) we have (a
−1)11 = (a
−1)−111 = 1 ˚curl,
a00 = πran( ˚grad) + ι
∗
r,gradιV bι
∗
V ιr,grad > α1grad,
and, similarly, a−100 > (1/β)1grad. We shall revisit this example in Example 4.3 below.
Note that since (A0, A1) is closed and exact, both A0 and A1 satisfy the conditions
imposed on C in Theorem 2.9. Thus, the equations in the following definitions are uniquely
solvable by Theorem 2.9. We will use
A0 : dom(A0ιr,A∗0)→ ran(A0), u 7→ A0u
and, similarly,
A∗1 : dom(A∗1ιr,A1)→ ran(A∗1), v 7→ A∗1v.
Example 3.3. We shall specify the operators A0 and A∗1 in two particular cases. Recall
that ιr,A∗0 is the canonical embedding from ran(A
∗
0) = ker(A0)
⊥ into H0.
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(a) Let Ω ⊆ R3 be a bounded, weak Lipschitz domain with connected complement. Then,
we recall that (A0, A1) = ( ˚grad, ˚curl) withH0 = L
2(Ω), H1 =H2 = L
2(Ω)3 is closed and exact;
see Examples 2.3 and 2.4. In particular, using the results from Example 2.6, we obtain that
A0 : H10 (Ω)→ ran( ˚grad), u 7→ grad u
and with Example 2.10(b) we get
A∗1 : Hsol(curl,Ω)→ ran(curl), q 7→ curl q.
Recall that we also have ran( ˚curl) = ker(d˚iv) ⊇ Hsol(curl,Ω). Thus, A0 and A∗1 act the same
way as A0 and A
∗
1, they are however arranged in the way that the domain and co-domain
is restricted in order to make the calligraphic variants of the operators A0 and A
∗
1 be both
topological isomorphisms.
(b) Let Ω ⊆ R3 be a bounded, simply connected, weak Lipschitz domain. Then recall
(A0, A1) = (grad, curl) is closed and exact. In this case, we have
A0 : H1⊥(Ω)→ ran(grad), u 7→ gradu
and
A∗1 : H0,sol(curl,Ω)→ ran(curl), q 7→ curl q.
Definition. Let (A0, A1) be exact and closed. Let (an)n in M(α, β, (A0, A1)), a ∈ L(H1)
continuously invertible. Then (an)n is called nonlocally H-convergent to a with respect to
(A0, A1), if the following statement holds: For all f ∈ dom(A0)∗ and g ∈ dom(A∗1)∗ let (un)n
in dom(A0) and (vn)n in dom(A∗1) satisfy
〈anA0un, A0ϕ〉 = f(ϕ), 〈a−1n A∗1vn, A∗1ψ〉 = g(ψ) (n ∈ N).
for all ϕ ∈ dom(A0), ψ ∈ dom(A∗1). Then
• un ⇀ u in dom(A0) for some u ∈ dom(A0);
• vn ⇀ v in dom(A∗1) for some v ∈ dom(A∗1);
• anA0un ⇀ aA0u; a−1n A∗1vn ⇀ a−1A∗1v;
• u and v satisfy
〈aA0u,A0ϕ〉 = f(ϕ) and 〈a−1A∗1v, A∗1ψ〉 = g(ψ)
for all ϕ ∈ dom(A0), ψ ∈ dom(A∗1).
a is called nonlocal H-limit of (an)n. If the choice of the exact complex (A0, A1) is clear from
the context, we shall also say that (an)n nonlocally H-converges to a, for short.
Using the Examples 2.3 and 2.4 together with the descriptions of the Hilbert spaces in
Example 2.10, we shall formulate the notion of nonlocal H-convergence in the special case
of ( ˚grad, ˚curl):
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Example 3.4. Let Ω ⊆ R3 be an open, bounded, weak Lipschitz domain with connected
complement. Then withH0 = L
2(Ω), H1 =H2 = L
2(Ω)3, we have that (A0, A1) = ( ˚grad, ˚curl)
is closed and exact. Let α, β > 0 and (an)n in M(α, β, ( ˚grad, ˚curl)). Then (an)n nonlocally
H-converges to a ∈M(α, β, ( ˚grad, ˚curl)) with respect to ( ˚grad, ˚curl), if the following holds:
For all f ∈ H−1(Ω) and g ∈ Hsol(curl,Ω)∗ let (un)n in H10 (Ω) and (vn)n in Hsol(curl,Ω)
satisfy
〈an gradun, gradϕ〉 = f(ϕ) 〈a−1n curl vn, curlψ〉 = g(ψ) (n ∈ N).
for all ϕ ∈ H10 (Ω), ψ ∈ Hsol(curl,Ω). Then
• un ⇀ u in H10 (Ω) for some u ∈ H10 (Ω);
• vn ⇀ v in H(curl,Ω) for some v ∈ H(curl,Ω);
• an gradun ⇀a gradu; a−1n curl vn ⇀ a−1 curl v both convergences hold weakly in L2(Ω)3;
• u and v satisfy
〈a gradu, gradϕ〉 = f(ϕ) and 〈a−1 curl v, curlψ〉 = g(ψ)
for all ϕ ∈ H10 (Ω), ψ ∈ Hsol(curl,Ω).
Remark 3.5. We have formulated the notion of nonlocalH-convergence for exact and closed
complexes only. There are two desirable steps of generalisation. A first one is to consider
finite-dimensional ‘cohomology groups’ ker(A∗0) ∩ ker(A1). A prime application of this are
compact complexes. Thus, the definition of nonlocal H-convergence needs to take into
account coefficient sequences (an)n acting on or mapping into the finite-dimensional space
ker(A∗0) ∩ ker(A1). In applications to concrete complexes, this setting allows for compact
complexes and in particular for more general topologies of the underlying domain Ω in
Example 2.3 and Example 2.4. A second step is to consider non-closed complexes. In the
light of Example 2.3, this would pave the way to unbounded Ω.
We shall analyse the relationship to local H-convergence of multiplication operators in
Section 5. This requires further theoretical insight. However, before we discuss more abstract
theory for the notion just introduced, we explicitly consider the particular case of (periodic)
multiplication operators, which perfectly fits into the scheme above. In the following, we
will identify a ∈M(α, β, Y ) (see (3) for the definition) with the corresponding multiplication
operator acting on L2(Y )3.
Example 3.6. Let Y = [0, 1)3 and let a ∈ L∞(R3)3×3 be Y -periodic. Assume there is
α, β > 0 such that a ∈M(α, β, Y ). For n ∈ N we put an := (y 7→ a(n · y)).
Let A0 = ι0 and A1 = 1 as in Example 2.2 with H = L
2(Y )3. Then it is easy to see that
an ∈ M(α, β, (ι0, 1)) (n ∈ N).
Next, let f ∈ dom(A0)∗ = {0}∗ = {0} and g ∈ dom(A∗1)∗ = L2(Y )3 and let un ∈ dom(A0) ∩
ker(A0)
⊥ = {0} and vn ∈ dom(A∗1) ∩ ker(A∗1)⊥ = L2(Y )3 satisfy
A⋄0anA0un = f, (A
∗
1)
⋄a−1n A
∗
1vn = g.
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Note that the first equation is trivially satisfied, as un = 0 and f = 0. Moreover, note that
anA0un = 0 for all n ∈ N. The second equation implies a−1n vn = g and so
vn = ang.
By [10, Theorem 2.6], we deduce that vn = ang ⇀ (
∫
Y
a)g =: v. Moreover,
a−1n vn = g → g =
(∫
Y
a
)−1
v (n→∞).
Hence, (an)n nonlocally H-converges with respect to (ι0, 1) to
∫
Y
a.
A simple modification of Example 3.6 shows that nonlocal H-convergence with respect
to (ι0, 1) is precisely convergence of (an)n in the weak operator topology.
Proposition 3.7. Let H be a Hilbert space. Let ι0 : {0} →֒ H, 0 7→ 0, 1H : H → H, x 7→ x
and let α, β > 0. Let (an)n in M(α, β, (ι0, 1H)). Let a ∈ L(H) invertible. Then the following
conditions are equivalent:
(i) an → a in the weak operator topology as n→∞,
(ii) an → a H-nonlocally with respect to (ι0, 1H) as n→∞.
Proof. The proof of (i)⇒(ii) follows almost literally the arguments outlined in Example 3.6.
If (ii) holds, the conditions on nonlocal H-convergence imply that vn = ang converges weakly
to v = ag for all g ∈ H . This, however, implies (i).
The next example is a standard result in homogenisation, see e.g. [18, Lemma 4.5] and
[10, Theorem 6.1].
Example 3.8. Let Y = [0, 1)3 and let a ∈ L∞(R3)3×3 be Y -periodic. Assume there is
α, β > 0 such that a ∈M(α, β, Y ) with a = a∗. For n ∈ N we put an :=
(
y 7→ a(n · y)). Note
that this particularly implies that both (an)n and (a
−1
n )n are bounded. Let H0 = L
2(Y ),
H1 = H2 = L
2(Y )3 and let A0 = ˚grad, A1 = ˚curl, and div as well as curl as in Example 2.3
with Ω = Y˚. We may also use the results of the Examples 2.6 and 2.10. Then (A0, A1) is
exact and closed. (Note that exactness also follows directly with a Fourier series argument.)
Moreover, it is plain that an ∈ M(α′, β ′, ( ˚grad, ˚curl)) for some 0 < α′ 6 α 6 β 6 β ′. Let
f ∈ H−1(Y ), g ∈ Hsol(curl, Y )∗. Let (un)n in H10 (Y ) and (vn)n in Hsol(curl, Y ) satisfy the
following equations
− div an ˚gradun = f, ˚curl a−1n curl vn = g,
where in the latter equation, we slightly abused notation, also cf. Remark 2.11 and the
concluding comments in Example 2.10(b). By [10, Theorem 6.1], we have that (un)n weakly
converges to some u ∈ H10 (Ω) and there exists a constant coefficient matrix ahom with the
property that
− div ahom ˚grad u = f.
Moreover, we have an ˚gradun ⇀ ahom ˚grad u in L
2(Y )3.
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Next, we set wn := a
−1
n curl vn. Note that by the solution formula in Theorem 2.9 applied
to C = curl (see also Example 2.10(b)), the sequence (vn)n is bounded in Hsol(curl, Y ) and
by the boundedness of (a−1n )n, the sequence (wn)n is bounded in L
2(Y )3. Take a weakly
convergent subsequence of (wn)n (in L
2(Y )3) and (vn)n (in Hsol(curl, Y )). Denote the cor-
responding limits by w and v. We do not relabel the sequences. From ˚curlwn = g and
div anwn = 0, it follows with [18, Lemma 4.5] that anwn ⇀ ahomw = curl v. Hence,
g = w- lim
n→∞
˚curlwn = ˚curlw = ˚curl a
−1
hom curl v.
Uniqueness of v follows from Theorem 2.9 and the coercivity of ahom, see [10, Section 6.3].
All in all, we have shown that an → ahom H-nonlocally with respect to ( ˚grad, ˚curl).
We will show in Section 6 that a result analogous to [18, Lemma 4.5] characterises nonlocal
H-convergence.
Example 3.9. Let Ω ⊆ R3 be an open, bounded weak Lipschitz domain with connected
complement. Let (kn)n be bounded in L
∞(Ω× Ω) and assume that there is 0 6 θ < 1 such
that ‖kn ∗ ‖L(L2(Ω)3) 6 θ for all n ∈ N, where we refer to Example 2.7 for a definition. With
an argument similar to that in Example 2.7 it follows that
Re(1− kn∗) > (1− θ)1L2(Ω)3 (n ∈ N).
In particular, one has Re
(
(1 − kn∗)−1
)
> (1/β ′)1L2(Ω)3 for some β
′ > 0. Thus (an)n =
(1− kn∗)n is an eligible sequence inM(α, β, ( ˚grad, ˚curl)) for some α, β > 0. So the question
is, under which circumstances can we show that
1− kn∗ → a H-nonlocally with respect to ( ˚grad, ˚curl) as n→∞
for some a ∈ M(α, β, ( ˚grad, ˚curl))? Note that this question particularly deals with the
operator (1− kn∗)−1 =
∑∞
ℓ=0(kn∗)ℓ. For now, however, this operators is too complicated an
object to deal with. In Section 6, we shall revisit such kind of coefficients using a criterion
for nonlocal H-convergence detouring the computation of the inverse.
Remark 3.10. A quick comparison of the Examples 3.6 and 3.8 shows that the nonlocal H-
limit is not independent of the underlying exact complex. In this line of reasoning it might
not be expected that nonlocal H-convergence is independent of the considered boundary
conditions either. In fact, we will show that nonlocal H-convergence indeed depends on
the choice of boundary condition. This will be discussed in Example 4.3. We refer also to
Remark 5.12 below on this matter.
4 Block matrix representation of nonlocal
H-convergence
As in the previous section, we shall assume throughout that A0 and A1 are densely defined,
closed linear operators from H0 to H1 and H1 to H2, respectively, with (A0, A1) closed and
exact.
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Our first aim of this section is to characterise nonlocal H-convergence by means of con-
vergence of operators in a block matrix representation. For this, we employ the orthogonal
decomposition mentioned in (4). For a ∈ L(H1) we obtain
a =
(
ιr,A0 ιr,A∗1
)(ι∗r,A0
ι∗r,A∗1
)
a
(
ιr,A0 ιr,A∗1
)(ι∗r,A0
ι∗r,A∗1
)
=
(
ιr,A0 ιr,A∗1
)(ι∗r,A0aιr,A0 ι∗r,A0aιr,A∗1
ι∗r,A∗1aιr,A0 ι
∗
r,A∗1
aιr,A∗1
)(
ι∗r,A0
ι∗r,A∗1
)
=:
(
ιr,A0 ιr,A∗1
)(a00 a01
a10 a11
)(
ι∗r,A0
ι∗r,A∗1
)
.
We shall also define the unitary operator
U :=
(
ιr,A0 ιr,A∗1
) ∈ L(ran(A∗1)⊕ ran(A0), H1) (6)
In particluar, we then obtain
a = U
(
a00 a01
a10 a11
)
U∗
With this notation at hand, we can state the first major result of this article. Keep in mind
that the block operator matrix representation rests on the generalised Helmholtz decompo-
sition in equation (4).
Theorem 4.1 (Characterisation of nonlocal H-convergence). Let α, β > 0, a ∈ L(H1), and
(an)n in M(α, β, (A0, A1)). Then the following conditions are equivalent:
(i) a is continuously invertible and (an)n nonlocally H-converges to a;
(ii) (a−1n,00)n,
(
an,10a
−1
n,00
)
n
,
(
a−1n,00an,01
)
n
, and
(
an,11−an,10a−1n,00an,01
)
n
converge in the respec-
tive weak operator topologies to a−100 , a10a
−1
00 , a
−1
00 a01, and a11 − a10a−100 a01. Moreover,
we have a ∈M(α, β, (A0, A1)).
Remark 4.2. We emphasise that due to the lack of continuity of inversion (see also Proposi-
tion 2.13) and the lack of joint continuity of multiplication under the weak operator topology
the second item in Theorem 4.1 does neither imply nor is implied by convergence of any of
the sequences (an,00)n, (an,01)n, (an,10)n, or (an,11)n under the weak operator topology.
Example 4.3. Let Ω ⊆ R3 be a bounded, open, simply connected C1-domain with con-
nected R3 \ Ω. We shall revisit Example 3.2 and recall that for b ∈ L(V ) with Re b > α and
Re
(
b−1
)
> 1/β we have that a(b) = πV ⊥ + ιV bι
∗
V belongs to both M(α, β, (grad, curl)) and
M(α, β, ( ˚grad, ˚curl)). Written as a 3-by-3 block operator matrix according to the decompo-
sition
L2(Ω)3 = ran( ˚grad)⊕ V ⊕ ran( ˚curl),
a(b) maybe written as 
1 0 00 b 0
0 0 1

 .
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Hence, written as a 2-by-2 block operator matrix in the way introduced at the beginning of
this section, we have for (A0, A1) = ( ˚grad, ˚curl)
U∗a(b)U =

 1
(
0 0
)(
0
0
) (
b 0
0 1
)
and for (A0, A1) = (grad, curl)
U∗a(b)U =


(
1 0
0 b
) (
0
0
)
(
0 0
)
1

 .
In both cases, we have a(b)01 = 0 and a(b)10 = 0.
Let now (bn)n be a sequence in L(V ) with Re bn > α,Re
(
b−1n
)
> 1/β, and b ∈ L(V )
invertible. Then, by Theorem 4.1, we obtain that
a(bn)→ a(b) H-nonlocally w.r.t. ( ˚grad, ˚curl) ⇐⇒ bn → b in the weak operator topology.
Again by Theorem 4.1, we see that
a(bn)→ a(b) H-nonlocally w.r.t. (grad, curl)
⇐⇒ b−1n → b−1 in the weak operator topology.
By Example 3.1(c), V is infinite-dimensional. Hence, by Proposition 2.13, the nonlocal H-
convergence with respect to ( ˚grad, ˚curl) and with respect to (grad, curl) are not comparable.
In particular, the nonlocal H-limit depends on the attached boundary conditions.
Corollary 4.4. The nonlocal H-limit is unique.
Proof. Let (an)n nonlocally H-converge to invertible a and b. By Theorem 4.1, we obtain
a, b ∈ M(α, β, (A0, A1)). Moreover, again by Theorem 4.1, we deduce that a−100 = b−100 ; thus
a00 = b00. Hence,
a10a
−1
00 = lim
n→∞
an,10a
−1
n,00 = b10b
−1
00 = b10a
−1
00 and
a−100 a01 = lim
n→∞
a−1n,00an,01 = b
−1
00 b01 = a
−1
00 b01.
This implies
a10 = b10 and a01 = b01.
Finally,
a11 = a11 − a10a−100 a01 + a10a−100 a01
= lim
n→∞
(
an,11 − an,10a−1n,00an,01
)
+ a10a
−1
00 a01
= b11 − b10b−100 b01 + a10a−100 a01 = b11.
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By Theorem 4.1 and the continuity of computing the adjoint in the weak operator topol-
ogy as well as the fact that computing the inverse and computing the adjoint are com-
mutative operations, we obtain that computing the adjoint is continuous under nonlocal
H-convergence. We will provide more details of this line of reasoning in the following. First
of all, we shall observe that the set M(α, β, (A0, A1)) is invariant under computing the
adjoint.
Proposition 4.5. Let a ∈ L(H1), α, β > 0. Then
a ∈M(α, β, (A0, A1)) ⇐⇒ a∗ ∈M(α, β, (A0, A1)).
Proof. By a∗∗ = a, it suffices to just prove one implication. Assume that a ∈M(α, β, (A0, A1)).
Since a is continuously invertible, so is a∗. We have U∗aU =
(
a00 a01
a10 a11
)
with this we observe
U∗a∗U = (U∗aU)∗ =
(
a∗00 a
∗
10
a∗01 a
∗
11
)
and, using U∗ = U−1 as U is unitary, we obtain
U∗(a∗)−1U = (U∗a−1U)∗ =
(
(a−1)∗00 (a
−1)∗10
(a−1)∗01 (a
−1)∗11
)
.
Thus,
Re(a∗)00 = Re a
∗
00 = Re a00 > α,
Re
(
(a∗)00
)−1
= Re(a∗00)
−1 = Re((a00)
−1)∗ = Re(a00)
−1
> 1/β,
and, similarly,
Re
(
(a∗)−1
)
11
= Re
(
a−1
)∗
11
> 1/β,
Re
(
(a∗)−1
)−1
11
= Re
((
a−1
)∗
11
)−1
> α,
completing the proof.
Corollary 4.6. Let α, β > 0, a ∈ L(H1), (an)n in M(α, β, (A0, A1)). Then the following
conditions are equivalent:
(i) a is continuously invertible and (an)n nonlocally H-converges to a;
(ii) a∗ is continuously invertible and (a∗n)n nonlocally H-converges to a
∗;
Proof. It suffices to prove ‘(i)⇒(ii)’. First of all note that by Proposition 4.5, (bn)n := (a∗n)n
is a sequence in M(α, β, (A0, A1)). Moreover, denote b := a∗. By Theorem 4.1, it suffices to
show that the sequences
(b−1n,00)n,
(
bn,10b
−1
n,00
)
n
,
(
b−1n,00bn,01
)
n
, and
(
bn,11 − bn,10b−1n,00bn,01
)
n
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converge in the respective weak operator topologies to b−100 , b10b
−1
00 , b
−1
00 b01, and b11− b10b−100 b01.
This, in turn, is implied by the convergence of the respective adjoints in the weak operator
topology. Using U∗bnU = (U
∗anU)
∗ similarly to the proof of Proposition 4.5 we have for all
n ∈ N
(b−1n,00)
∗ = a−1n,00(
bn,10b
−1
n,00
)∗
=
(
b−1n,00
)∗(
bn,10
)∗
= a−1n,00an,01(
b−1n,00bn,01
)∗
= an,10a
−1
n,00(
bn,11 − bn,10b−1n,00bn,01
)∗
= b∗n,11 − b∗n,01(b∗n,00)−1b∗n,10
)∗
= an,11 − an,10(an,00)−1an,01
and similarly for b and a replacing bn and an. Since (an)n nonlocally H-converges to a, by
Theorem 4.1, we thus obtain that (a∗n)n nonlocally H-converges to a
∗.
The latter result implies the self-adjointness of the nonlocal H-limit given the self-
adjointness of the sequence converging to it.
Corollary 4.7. Let α, β > 0, a ∈ L(H1) continuously invertible, (an)n in M(α, β, (A0, A1)).
Assume that (an)n nonlocally H-converges to a. If an = a
∗
n for all n ∈ N, then a = a∗.
The proof of Theorem 4.1 needs some preparations.
Lemma 4.8. Let a ∈ L(H1) with a00 continuously invertible. Then
(a) (
a00 a01
a10 a11
)
=
(
1 0
a10a
−1
00 1
)(
a00 0
0 a11 − a10a−100 a01
)(
1 a−100 a01
0 1
)
(b) If, in addition, a is continuously invertible, then a11 − a10a−100 a01 is and((
a−1
)
00
(
a−1
)
01(
a−1
)
10
(
a−1
)
11
)
=
(
1 −a−100 a01
0 1
)(
a−100 0
0
(
a11 − a10a−100 a01
)−1)( 1 0−a10a−100 1
)
=
(
a−100 + a
−1
00 a01
(
a11 − a10a−100 a01
)−1
a10a
−1
00 −a−100 a01
(
a11 − a10a−100 a01
)−1
−(a11 − a10a−100 a01)−1a10a−100 (a11 − a10a−100 a01)−1
)
In particular, we have
(
a−1
)−1
11
=
(
a11 − a10a−100 a01
)
and
(
a−1
)
01
= −a−100 a01
(
a−1
)
11
.
Proof. The first assertion follows from a direct computation. The statement in (b) is in turn
a straightforward consequence of the formula in (a).
Proof of Theorem 4.1. For the proof, we refer to the solution formula for elliptic type prob-
lems in Theorem 2.9. So, let n ∈ N and let f and g be as in the definition of nonlocal
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H-convergence and let un and vn be the corresponding solutions. Then we have
un = A−10 a−1n,00(A⋄0)−1f (7)
vn = (A∗1)−1(a−1n )−111 ((A∗1)⋄)−1g
= (A∗1)−1
(
an,11 − an,10a−1n,00an,01
)
((A∗1)⋄)−1g (8)
where the last equation follows from Lemma 4.8(b). With this, we infer
anA0un = anUU
∗A0un
= U
(
an,00 an,01
an,10 an,11
)(A0un
0
)
= U
(
an,00 an,01
an,10 an,11
)(
a−1n,00(A⋄0)−1f
0
)
= U
(
(A⋄0)−1f
an,10a
−1
n,00(A⋄0)−1f
)
and so
anA0un = U
(
(A⋄0)−1f
an,10a
−1
n,00(A⋄0)−1f
)
. (9)
Similarly, we compute
a−1n A
∗
1vn = a
−1
n UU
∗A∗1vn
= U
(
(a−1n )00 (a
−1
n )01
(a−1n )10 (a
−1
n )11
)(
0
(a−1n )
−1
11 ((A∗1)⋄)−1g
)
= U
(
(a−1n )01(a
−1
n )
−1
11 ((A∗1)⋄)−1g
((A∗1)⋄)−1g
)
.
Next, from Lemma 4.8(b), we deduce that
(a−1n )01(a
−1
n )
−1
11 = a
−1
n,00an,01.
Thus,
a−1n A
∗
1vn = U
(
a−1n,00an,01((A∗1)⋄)−1g
((A∗1)⋄)−1g
)
. (10)
Next, we observe that A0, A∗1, A⋄0, (A∗1)⋄ are all isomorphisms by Proposition 2.8. Hence,
the left-hand sides of (7), (8), (9), and (10) converge weakly in dom(A0), dom(A∗1), H1, and
H1 for all admissible f and g to the corresponding expression with an replaced by a, if and
only if an,00,
(
an,11− an,10a−1n,00an,01
)
, an,10a
−1
n,00, and a
−1
n,00an,01 converge in the respective weak
operator topologies to the corresponding expression without the additional index n.
Remark 4.9. We shall note here that the restriction to sequences (an)n is not necessary. In
fact, the corresponding notion of nonlocal H-convergence for nets (aι)ι∈I (I some directed
set), is equivalent to the convergence of the corresponding operator nets in (ii) of Theorem
4.1. We will exploit this fact in Section 5.
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A closer inspection of the proof of Theorem 4.1 reveals the following more detailed version.
Theorem 4.10. Let (an)n in M(α, β, (A0, A1)), a ∈ L(H1).
Consider the following statements:
(a) For all f ∈ dom(A0)∗ let (un)n in dom(A0) be such that
〈anA0un, A0ϕ〉 = f(ϕ) (n ∈ N, ϕ ∈ dom(A0)).
Then un ⇀ u ∈ dom(A0) and
〈aA0u,A0ϕ〉 = f(ϕ) (ϕ ∈ dom(A0)).
(b) As (a) with the additional conclusion that anA0un ⇀ aA0u ∈ H1.
(c) Let a be invertible. For all g ∈ dom(A∗1)∗ let (vn)n in dom(A∗1) be such that
〈a−1n A∗1vn, A∗1ψ〉 = g(ψ) (n ∈ N, ψ ∈ dom(A∗1)).
Then vn ⇀ v ∈ dom(A∗1) and
〈a−1A∗1v, A∗1ψ〉 = g(ψ) (ψ ∈ dom(A∗1)).
(d) As (c) with the additional conclusion that a−1n A0vn ⇀ a
−1A0v ∈ H1.
(a’) Re a00 > α, and a
−1
n,00 → a−100 in the weak operator topology.
(b’) As in (a’) and an,10a
−1
n,00 → a10a−100 in the weak operator topology.
(c’) a00 is continuously invertible, Re
((
a11 − a10a−100 a01
)−1)
> 1/β, and
an,11 − an,10a−1n,00an,01 → a11 − a10a−100 a01
in the weak operator topology.
(d’) As in (c’) with the additional conclusion that a−100,na01,n → a−100 a01 in the weak operator
topology.
Then (a)⇔(a’), (b)⇔(b’), (c)⇔(c’), and (d)⇔(d’).
Proof. Most of the things are immediate from the reformulations (7), (8), (9), and (10). The
invertibility statements follow from Lemma 2.12.
Remark 4.11. Let Ω ⊆ R3 be such that (A0, A1) = ( ˚grad, ˚curl) is compact and exact; see
again Examples 2.3, 2.4. Let (an)n in M(α, β,Ω) and a ∈M(α, β,Ω).
(a) If an = a
∗
n, a = a
∗, and let the statement (a) of Theorem 4.10 be satisfied. This is
equivalent to (an)n G-converging to a (as defined in [39, Definition 6.1]). Thus, we
obtain the characterisation of G-convergence given in (a’) and recover the main result
in [46].
(b) Condition (b) in Theorem 4.10 is equivalent to (an)n H-converging to a (as defined
in [39, Definition 6.4]). Hence, Theorem 4.10(b’) is an operator-theoretic description
of H-convergence. Note that, if in addition an = a
∗
n and a = a
∗ and assuming Theo-
rem 4.10(b), we also obtain
a−1n,00an,01 =
(
an,10a
−1
n,00
)∗ → (a10a−100 )∗ = a−100 a01.
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(c) Even though assuming both self-adjointness and local H-convergence, a suitable char-
acterisation of the convergence of an,11 − an,10a−1n,00an,01 does not follow from the refor-
mulations outlined in the proof of Theorem 4.1. However, it is possible to show that
an,11 − an,10a−1n,00an,01 does converge to the expected limit. In Theorem 5.11 we shall
see that local H-convergence and nonlocal H-convergence are the same concepts for
multiplication operators and will, thus, show the remaining convergence result even for
non-selfadjoint sequences.
5 Metrisability and compactness
In this section, we shall attach a topology to nonlocal H-convergence and show that bounded
subsets of M(α, β, (A0, A1)) are precisely the relatively compact ones under this topology.
Furthermore, if H1 is separable, we will show that bounded subsets are metrisable, so that
the nonlocal H-closure of bounded subsets of M(α, β, (A0, A1)) are both compact and se-
quentially compact. Again let (A0, A1) be exact and closed.
We recall a well-known result for the weak operator topology. Since this result is the basis
for our metrisability and compactness statement for nonlocal H-convergence, we sketch the
short proof.
Theorem 5.1. Let H0, H1 be Hilbert spaces. Then
BL(H0,H1) := {T ∈ L(H0, H1); ‖T‖ 6 1}
is compact under the weak operator topology of L(H0, H1). If, in addition, both H0 and H1
are separable, then the weak operator topology of L(H0, H1) on BL(H0,H1) is metrisable.
Proof. Denoting the unit ball of H1 endowed with the weak topology by B
w
H1
, we obtain that
K :=
∏
ϕ∈H0
‖ϕ‖BwH1
is compact under the product topology by Tikhonov’s theorem and the compactness of BwH1 .
It is elementary to show that BL(H0,H1) ⊆ K is closed, when BL(H0,H1) is endowed with the
weak operator topology. If H1 is separable, then B
w
H1
is metrisable. If H0 is separable as
well, it is then standard to prove that
K ×K ∋ (T, S) 7→
∑
n∈N
2−nmin{d(T (ϕn), S(ϕn)), 1}
metrises the topology on K, where d metrises the topology on BwH1 and (ϕn)n∈N is an or-
thonormal basis for H0.
We denote by τH the initial topology on M(α, β, (A0, A1)) such that
a 7→ a−100 ∈ Lw(ran(A0))
a 7→ a10a−100 ∈ Lw(ran(A0), ran(A∗1))
a 7→ a−100 a01 ∈ Lw(ran(A∗1), ran(A0))
a 7→ a11 − a10a−100 a01 ∈ Lw(ran(A∗1))
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are continuous, where for Hilbert spaces K0 and K1, Lw(K0, K1) denotes the set of bounded
linear operators endowed with the weak operator topology.
Remark 5.2. We note that τH is readily seen to be weaker than both the norm and the
strong operator topology on M(α, β, (A0, A1)). Examples 3.6 and 3.8 show that the weak
operator topology on M(α, β, (A0, A1)) and τH cannot be compared in general.
The following is a reformulation of Theorem 4.1.
Theorem 5.3. Let (an)n in M(α, β, (A0, A1)), a ∈ L(H1) invertible. Then the following
conditions are equivalent:
(i) (an)n nonlocally H-converges to a;
(ii) an
τH→ a ∈M(α, β, (A0, A1)).
Theorem 5.3 shows that nonlocal H-convergence (of sequences) is actually induced by the
topology τH . Next, we show that τH is a Hausdorff topology. Together with Theorem 5.3,
this yields another proof of Corollary 4.4, the uniqueness of the nonlocal H-limit.
Proposition 5.4. τH is a Hausdorff topology.
Proof. Let a, b ∈M(α, β, (A0, A1)) with a 6= b. It follows that (at least) one of the equalities
a−100 = b
−1
00
a10a
−1
00 = b10b
−1
00
a−100 a01 = b
−1
00 b01
a11 − a10a−100 a01 = b11 − b10b−100 b01
cannot be true. Since the weak operator topology is a Hausdorff topology, we find a suitable
continuous semi-norm p such that one of the following 4 statements is true
p
(
a−100
) 6= p(b−100 )
p
(
a10a
−1
00
) 6= p(b10b−100 )
p
(
a−100 a01
) 6= p(b−100 b01)
p
(
a11 − a10a−100 a01
) 6= p(b11 − b10b−100 b01).
This implies the assertion.
The following result is the announced compactness statement.
Theorem 5.5. The set
M1(α, β, (A0, A1)) := {a ∈ M(α, β, (A0, A1)); ‖a−100 a01‖, ‖a10a−100 ‖ 6 β}
is compact under τH .
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Proof. Let (aι)ι be a net in M1(α, β, (A0, A1)). By Theorem 5.1, we may choose a subnet
(aϕ(ι′))ι′ such that a
−1
ϕ(ι′),00 → b−100 for some b00 ∈ L(ran(A0)) with Re b00 > α and Re
(
b−100
)
>
1/β. By the boundedness of (aι)ι, we infer that (aι,01)ι and (aι,10)ι are bounded. Again using
Theorem 5.1, we find a subnet such that
aϕ′(ι′′),10a
−1
ϕ′(ι′′),00b00 → b10 and b00a−1ϕ′(ι′′),00aϕ′(ι′′),01 → b01
for some b10 ∈ L(ran(A∗1), ran(A0)) and b01 ∈ L(ran(A0), ran(A∗1)). Finally, we find a subnet
such that
aϕ′′(ι′′′),11 − aϕ′′(ι′′′),10a−1ϕ′′(ι′′′),00aϕ′′(ι′′′),01 + b10b−100 b01 → b11
for some b11 ∈ L(ran(A∗1)). It is easy to see that Re b00 > α and Re
(
b−100
)
> 1/β (see also
Lemma 2.12(d)). Similarly, using Lemma 4.8 for (a−1ι )
−1
11 = aι,11 − aι,10a−1ι,00aι,01, it follows
that Re(b11−b10b−100 b01) > α and Re
(
(b11−b10b−100 b01)−1
)
> 1/β (see also Lemma 2.12). Next,
using Lemma 4.8(a), we obtain(
b00 b01
b10 b11
)
=
(
1 0
b10b
−1
00 1
)(
b00 0
0 b11 − b10b−100 b01
)(
1 b−100 b01
0 1
)
.
Thus, we deduce that b is continuously invertible. Hence, b ∈M(α, β, (A0, A1)). Moreover, it
is now easy to see that aϕ′′(ι′′′)
τH→ b. It remains to show that ‖b−100 b01‖ 6 β, ‖b10b−100 ‖ 6 β. For
this, we use lower semi-continuity of the operator norm under the weak operator topology.
Thus, writing ι instead of ϕ′′(ι′′′) for simplicity, we obtain
‖b−100 b01‖ = ‖ lim
ι
a−1ι,00aι,01‖ 6 lim inf
ι
‖a−1ι,00aι,01‖ 6 β
‖b01b−100 ‖ = ‖ lim
ι
aι,01a
−1
ι,00‖ 6 lim inf
ι
‖aι,01a−1ι,00‖ 6 β.
Hence, b ∈M1(α, β, (A0, A1)).
Remark 5.6. Let B ⊆M(α, β, (A0, A1)) be bounded in L(H1). Then we find α′, β ′ ∈ R such
that B ⊆M1(α′, β ′, (A0, A1)). Indeed, α′ = α and β ′ = sup{‖b01b−100 ‖ ∨ ‖b−100 b01‖; b ∈ B} ∨ β
are possible choices. As a consequence, we obtain with Theorem 5.5 that B is relatively
compact under τH .
Let us revisit Examples 4.3 and 3.9.
Example 5.7. We shall use the notation and operators introduced in Example 3.9. We have
already seen that there exists α, β > 0 such that 1−kn∗ ∈M(α, β, ( ˚grad, ˚curl)) for all n ∈ N.
Moreover, we have assumed that (1− kn∗)n is a bounded sequence in L(L2(Ω)3). Thus, by
Theorem 5.10, we find a strictly increasing sequence of positive integers κ : N→ N such that
(1 − kκ(n)∗)n is nonlocally H-convergent to some a ∈ M(α, β, ( ˚grad, ˚curl)). We emphasise
that the used compactness statement does not lead to the statement that a = (1 − k∗) for
some convolution-type kernel k ∈ L∞(Ω×Ω). More refined arguments (or assumptions) are
needed to actually deduce that a has the desired form.
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Example 5.8. Use the assumptions and operators introduced in Example 4.3. We have
seen that for a sequence (bn)n in L(V ) satisfying Re bn > α and Re
(
b−1n
)
> 1/β for all n ∈ N
and an invertible b ∈ L(V ) that
a(bn)→ a(b) H-nonlocally w.r.t. ( ˚grad, ˚curl) ⇐⇒ bn → b in the weak operator topology
and
a(bn)→ a(b) H-nonlocally w.r.t. (grad, curl)
⇐⇒ b−1n → b−1 in the weak operator topology.
Thus, in these special cases, with an application of Theorem 5.10, we obtain special cases of
Theorem 5.1 for H0 = H1 = V in the separable case.
Remark 5.9. (a) We have M(α, β, (A0, A1)) * {a ∈ L(H1); Re a > α′,Re
(
a−1
)
> 1/β ′} for
any α′, β ′ > 0. Indeed, a = U
(
1 1
2 (9−ε)/4
)
U∗ for any ε ∈ (0, 1) with U as in (6) belongs to
M(α, β, (A0, A1)) for some α, β > 0 but fails to satisfy Re a > 0.
(b) Let b = b∗ ∈M(α, β, (A0, A1)). Then Re b = b > α′ for some α′ > 0 (and consequently
Re
(
b−1
)
> 1/β ′ for some β ′ > 0). Indeed, we have for all ψ :=
(
1 0
−b−100 b01 1
)
ϕ:
〈(b11 b10
b01 b00
)
ψ, ψ
〉
=
〈(b11 − b10b−100 b01 0
0 b00
)
ϕ, ϕ
〉
> α〈ϕ, ϕ〉 > (α/(1 + ‖b−100 b01‖)2) ‖ψ‖2.
Theorem 5.10. Assume H1 to be separable. Then (M1(α, β, (A0, A1)), τH) is metrisable
and sequentially compact.
Proof. Since ran(A0) ⊆ H1 and ran(A∗1) ⊆ H1 both these subsets are separable. We abbre-
viate M :=M1(α, β, (A0, A1)). We put
Φ00 : M∋ a 7→ a−100 ∈ βBL(ran(A0))
Φ01 : M∋ a 7→ a−100 a01 ∈ βBL(ran(A∗1),ran(A0))
Φ10 : M∋ a 7→ a10a−100 ∈ βBL(ran(A0),ran(A∗1))
Φ11 : M∋ a 7→ a11 − a10a−100 a01 ∈ βBL(ran(A∗1)).
By Theorem 5.1 there exists metrics d00, d01, d10, and d11 inducing the weak operator topology
on βBL(ran(A0)), βBL(ran(A∗1),ran(A0)), βBL(ran(A0),ran(A∗1)), and βBL(ran(A∗1)). We define
dH : M×M→ [0,∞)
(a, b) 7→
∑
j,k∈{0,1}
djk(Φjk(a),Φjk(b)).
As in the proof of Proposition 5.4, we verify that (M, dH) is a metric space. Moreover, by
definition, the identity mapping
(M, τH) →֒ (M, dH)
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is continuous and onto. Since (M, dH) is a Hausdorff space and (M, τH) is compact by
Theorem 5.5, we infer that (M, τH) →֒ (M, dH) is a homeomorphism. Hence, (M, τH)
is metrisable. Sequential compactness is now immediate since compact metric spaces are
sequentially compact.
We draw an important consequence of the compactness result, which establishes the
connection from local to nonlocal H-convergence. We recall Example 2.3(a2) and Example
2.4 in order to deduce ( ˚grad, ˚curl) is compact and exact, if the underlying domain Ω is a
bounded weak Lipschitz domain with R3\Ω connected. In fact, due to our abstract reasoning,
the assumption of ( ˚grad, ˚curl) being compact and exact is the assumption, we actually need
in the next statement.
Theorem 5.11. Let Ω⊆ R3 be a bounded weak Lipschitz domain with connected complement.
Let (an)n in M(α, β,Ω), a ∈M(α, β,Ω). Then the following conditions are equivalent:
(i) (an)n locally H-converges to a, that is, for all f ∈ H−1(Ω) and corresponding solutions
(un)n in H
1
0 (Ω) of
〈an grad un, gradϕ〉 = f(ϕ) (ϕ ∈ H10 (Ω))
we have un ⇀ u ∈ H10 (Ω), an gradun ⇀ a gradu, where u in H10 (Ω) satisfies
〈a gradu, gradϕ〉 = f(ϕ) (ϕ ∈ H10 (Ω)).
(ii) (an)n nonlocally H-converges to a with respect to ( ˚grad, ˚curl).
Proof. The implication ‘(ii)⇒(i)’ has been settled in Remark 4.11(b) together with Theo-
rem 4.1 (see also Theorem 4.10). We shall assume (i). By Theorem 5.5, we may choose a
subsequence (aκ(n))n of (an)n, which nonlocally H-converges to some b. From the implica-
tion ‘(ii)⇒(i)’ it follows that (aκ(n))n locally H-converges to b. Since local H-convergence
is induced by a topology, see [39, p. 82], we deduce that (aκ(n))n locally H-converges to a.
By uniqueness of the local H-limit (see again [39, p. 82]), we obtain a = b. A subsequence
principle concludes the proof.
Remark 5.12. Given Ω ⊆ R3 a simply connected bounded weak Lipschitz domain in order
that (grad, curl) is compact and exact; see Examples 2.3 and 2.4. Let (an)n and a belong to
M(α, β,Ω). By [39, Lemma 10.3] local H-convergence is independent of the attached bound-
ary conditions. Thus, in particular, with an analogous proof to the one in Theorem 5.11,
it is possible to show that (an)n locally H-converges to a, if and only if (an)n nonlocally
H-converges to a with respect to (grad, curl).
Remark 5.13. Another way of stating Theorem 5.11 is the following. Let τlocH be the
(metrisable) topology induced on M(α, β,Ω) by local H-convergence. Then
(M(α, β,Ω), τH) →֒ (M(α, β,Ω), τlocH)
is a homeomorphism. Note that [39, Theorem 6.5] states that (M(α, β,Ω), τlocH) is sequen-
tially compact. Hence, so is (M(α, β,Ω), τH).
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An immediate corollary is a homogenisation result for elliptic equations involving the
curl-operator. We also refer to the explicit descriptions of the domain of the curl-operator
derived in Example 2.10(b).
Corollary 5.14. Let Ω ⊆ R3 be a bounded weak Lipschitz domain with connected comple-
ment. Let (an)n in M(α, β,Ω), a ∈ M(α, β,Ω). Assume that (an)n locally H-converges to
a.
Then, for all g ∈ Hsol(curl,Ω)∗ and solutions (vn)n in Hsol(curl,Ω) of
〈a−1n curl vn, curlψ〉 = g(ψ) (ψ ∈ Hsol(curl,Ω)),
we have vn ⇀ v ∈ Hsol(curl,Ω), a−1n curl vn ⇀ a−1 curl v ∈ L2(Ω)3, where v ∈ Hsol(curl,Ω)
satisfies
〈a−1 curl v, curlψ〉 = g(ψ) (ψ ∈ Hsol(curl,Ω)).
Remark 5.15. (a) In the light of Remark 4.11, we note that Corollary 5.14 particularly
settles the convergence of an,11 − an,10a−1n,00an,01 → a11 − a10a−100 a01 as n → ∞ in the weak
operator topology.
(b) As a consequence of Remark 5.12, we deduce that a similar results hold, where we
replace curl by ˚curl.
6 A div-curl type characterisation
Throughout this section, we shall again assume that (A0, A1) is closed and exact.
In this section, we want to prove another characterisation of nonlocal H-convergence.
In fact, this is the characterisation one uses in applications and can thus be viewed as the
main abstract result, when characterising nonlocal H-convergence. We need variants of the
operators A⋄0 and (A∗1)⋄ that are defined on the whole of H1. We put for all ϕ ∈ H1
A⋄0,k(ϕ) = A⋄0(π0ϕ) and (A∗1)⋄k(ϕ) = (A∗1)⋄(π1ϕ),
where π0 and π1 are the orthogonal projections on ran(A0) = ker(A
∗
0)
⊥ and ran(A∗1) =
ker(A1)
⊥. Note that this definition is consistent with A∗0 and A1 in the sense that we have
A⋄0,k = A∗0 on dom(A∗0)
and
(A∗1)⋄k = A1 on dom(A1).
Example 6.1. Recall the setting of Example 3.3(a). We have realised that A0 : H10 (Ω) →
ran( ˚grad), u 7→ gradu. Then it is not hard to see that
A⋄0 : ran( ˚grad)→ H−1(Ω), q 7→ div q.
On the other hand div q = 0 for all q ∈ ran( ˚grad)⊥ = ker(div) ⊆ L2(Ω)3, we deduce that
A⋄0,k : L2(Ω)3 → H−1(Ω), q 7→ div q.
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Theorem 6.2. Let (an)n in M(α, β, (A0, A1)) be bounded, a ∈ L(H1), H1 separable. Then
the following statements are equivalent:
(i) a ∈M(α, β, (A0, A1)), and (an)n nonlocally H-converges to a;
(ii) for all (qn)n in H1 weakly convergent to some q in H1 and for all κ : N → N strictly
monotone we have: Given the two conditions
(a) (A⋄0,k(aκ(n)qn))n is relatively compact in dom(A0)∗,
(b) ((A∗1
)⋄
k
(qn))n is relatively compact in dom(A∗1)∗,
then aκ(n)qn ⇀ aq as n→∞.
Remark 6.3. In the proof of Theorem 6.2 the separability of H1 is used only in the im-
plication ‘(ii)⇒(i)’, where we employ sequential compactness of M(α, β, (A0, A1)) under
the topology induced by nonlocal H-convergence. We included the separability assumption
for convenience. For the seemingly relatively rare occasions, where non-separable Hilbert
spaces are considered, we note that the corresponding reformulation of Theorem 6.2 invokes
(sub)nets rather than (sub)sequences.
Remark 6.4. (a) For the particular case of periodic multiplication operators in L2(Ω)3 with
an = a
∗
n so that (an)n locally H-converges to ahom, where ahom is the usual homogenised
constant coefficient matrix, the implication ‘(i)⇒(ii)’ is contained in [18, Lemma 4.5].
(b) In case of local H-convergence a variant of Theorem 6.2 has been stated in [38, p.
10].
An application of Theorem 5.11 yields another characterisation of local H-convergence.
To the best of the author’s knowledge this characterisation has not been pointed out in the
literature, yet. In any case, the only important point is that ( ˚grad, ˚curl) is closed and exact;
see Examples 2.3 and 2.4.
Theorem 6.5. Let Ω ⊆ R3 be an open, bounded weak Lipschitz domain with connected
complement. Let (an)n in M(α, β,Ω), a ∈ M(α, β,Ω). Then the following statements are
equivalent:
(i) (an)n locally H-converges to a;
(ii) for all (qn)n in L
2(Ω)3 weakly convergent to some q in L2(Ω)3 and κ : N → N strictly
monotone we have: Given the conditions
(a) (div(aκ(n)qn))n is relatively compact in H
−1(Ω),
(b) ( ˚curl(qn))n is relatively compact in Hsol(curl,Ω)
∗,
then aκ(n)qn ⇀ aq as n→∞.
Remark 6.6. We note that in Theorem 6.5 (with Ω that admit a continuous extension
operator H2(Ω) → H2(R3); by Calderon’s extension theorem strong Lipschitz boundary is
enough), it is possible to replace Hsol(curl,Ω)
∗ by H−1(Ω). We refer to [49, (the proof of)
Proposition 3.10] for the details.
The next example revisits the Examples 3.9 and 5.7, which is used in the already men-
tioned McKean–Vlasov model ([5]) and in the so-called nonlocal response theory, see [20,
Chapter 10] as well as [16, 9, 21]. Ω is assumed to be bounded and such that ( ˚grad, ˚curl)
32
is closed and exact, which by Examples 2.3 and 2.4 for instance corresponds to Ω being a
bounded Lipschitz domain with connected complement.
We furthermore note that Theorem 6.5 provides the desired characterisation for nonlocal
H-convergence, which avoids explicitly computing the inverses of the operators considered.
In fact, this solves the problem we have encountered at the end of Example 3.9. Moreover,
assuming more regularity of the integral kernels, we are also in the position to answer a part
of the question raised in Example 3.9 and specified at the end of Example 5.7.
Example 6.7. Let Ω ⊆ R3 be bounded and such that ( ˚grad, ˚curl) is exact and closed.
Let (an)n be nonlocally H-converges to a with respect to ( ˚grad, ˚curl). Let kn ∗ϕ := (x 7→∫
Ω
kn(x − y)ϕ(y)dy) for some bounded sequence (kn)n in W 1,∞(R3). Assume that (kn)n
converges in the weak*-topology to some k ∈ L∞(R3). Assume further that there exists
c > 0 such that
an + kn∗ = (an + kn∗)∗ > c
Note that then we find α, β > 0 such that an + kn∗ ∈ M(α, β, ( ˚grad, ˚curl)) for all n ∈ N.
Then (an + kn∗)n nonlocally H-converges to a + k∗.
In order to establish the claim, we will apply the div-curl type characterisation from
Theorem 6.2 (Theorem 6.5). So, let (qn)n be a weakly convergent sequence in L
2(Ω)3 with
limit q. Further, let κ : N→ N be strictly monotone and assume that
(a) (div(aκ(n) + kκ(n)∗)qn)n is relatively compact in H−1(Ω),
(b) ( ˚curl qn)n is relatively compact in Hsol(curl,Ω)
∗.
Note that since ∂jkn ∈ L∞(R3) for all j ∈ {1, 2, 3}, we obtain that
div(kκ(n) ∗ qn) =
3∑
j=1
∂jkκ(n) ∗ qn,j ∈ L2(Ω),
uniformly in n. By the compactness of the embedding H10 (Ω) →֒ L2(Ω), we deduce that
(div kκ(n)∗qn)n is relatively compact inH−1(Ω). Thus, condition (a), yields that (div(aκ(n)qn))n
is relatively compact in H−1(Ω). Thus, by nonlocal H-convergence of (an)n to a and Theo-
rem 6.2, we infer that aκ(n)qn ⇀ aq. Thus, we are left with proving that
kκ(n) ∗ qn ⇀ k ∗ q.
For this, let ϕ ∈ L2(Ω)3 and consider
〈kκ(n) ∗ qn, ϕ〉 = 〈qn, kκ(n) ∗ ϕ〉.
Next, we see that (div kκ(n) ∗ ϕ)n is bounded in L2(Ω) and so relatively compact in H−1(Ω)
by the boundedness of Ω. Moreover, we compute for ψ ∈ L2(Ω)3
〈kκ(n) ∗ ϕ, ψ〉 =
∫
Ω
〈kκ(n) ∗ ϕ(x), ψ(x)〉dx
=
∫
Ω
〈∫
Ω
kκ(n)(x− y)ϕ(y), ψ(x)
〉
dx.
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Since Ω is bounded, we infer that ϕ ∈ L1(Ω)3. Moreover, it is easy to see that kn converging
weakly* to k implies that kn(x − ·) converging weakly* to k(x − ·). Thus, we infer by
dominated convergence
〈kκ(n) ∗ ϕ, ψ〉 → 〈k ∗ ϕ, ψ〉.
By condition (b) and Theorem 6.8 below, we thus infer
〈kκ(n) ∗ qn, ϕ〉 = 〈qn, kκ(n) ∗ ϕ〉 → 〈q, k ∗ ϕ〉 = 〈k ∗ q, ϕ〉,
which shows the assertion.
The proof of Theorem 6.2 needs some prerequisites. The first one is a global div-curl
type result, see [49, Theorem 2.4]; see also [26] for several applications and [6, Theorem 3.1]
for a Banach space setting. We shall furthermore refer to [22] and the references therein for
a guide to the literature for other results and approaches to the div-curl lemma.
Theorem 6.8 ([49, Theorem 2.4]). Let (qn)n, (rn)n be weakly convergent in H1. Assume
that
(A⋄0,kqn)n and
(
(A∗1)⋄krn
)
n
are relatively compact in dom(A0)∗ and dom(A∗1)∗, respectively.
Then
lim
n→∞
〈qn, rn〉H1 =
〈
w- lim
n→∞
qn,w- lim
n→∞
rn
〉
H1
.
For easy reference, we will use π0 and π1 for the orthogonal projections in H1 projecting
on ran(A0) and ran(A
∗
1), respectively.
Lemma 6.9. Let a ∈ M(α, β, (A0, A1)). Let v, w ∈ H1. Then the following conditions are
equivalent:
(i) w = av;
(ii) π0w = π0av and π1v = π1a
−1w.
Proof. Note that (i) trivially implies (ii). For the other implication, we use the block matrix
representation worked out in Lemma 4.8. Condition (ii) is equivalent to(
a00 a01
0 0
)(
π0v
π1v
)
=
(
π0w
0
)
(11)
and(
0
π1v
)
=
(
0 0
0 1
)((
a−1
)
00
(
a−1
)
01(
a−1
)
10
(
a−1
)
11
)(
π0w
π1w
)
=
(
0 0
−(a11 − a10a−100 a01)−1a10a−100 (a11 − a10a−100 a01)−1
)(
π0w
π1w
)
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This equation implies (
a11 − a10a−100 a01
)
π1v = π1w − a10a−100 π0w.
Next, from (11), we obtain π0w = a00π0v + a01π1v. Hence,(
a11 − a10a−100 a01
)
π1v = π1w − a10a−100
(
a00π0v + a01π1v
)
= π1w − a10π0v − a10a−100 a01π1v.
Thus,
π1w = a11π1v + a10π0v.
This equation together with (11) implies (i).
Lemma 6.10. Let a ∈ L(H1) and b ∈M(α, β, (A0, A1)). Then the following conditions are
equivalent
(i) a = b;
(ii) b−1aπ0 = π0 and ab
−1π1 = π1.
Proof. The implication (i)⇒(ii) is evidently true. Thus, we assume (ii) to hold. We aim for
showing a = b. For this, we note that b−1aπ0 = π0 implies aπ0 = bπ0. Thus, using the block
matrix representation from Section 4, we infer(
a00 a01
a10 a11
)(
1 0
0 0
)
=
(
b00 b01
b10 b11
)(
1 0
0 0
)
,
which implies
a00 = b00 and a10 = b10. (12)
Next, from ab−1π1 = π1, we obtain(
0 0
0 1
)
=
(
a00 a01
a10 a11
)(
(b−1)00 (b
−1)01
(b−1)10 (b
−1)11
)(
0 0
0 1
)
=
(
a00 a01
a10 a11
)(
0 (b−1)01
0 (b−1)11
)
=
(
0 a00(b
−1)01 + a01(b
−1)11
0 a10(b
−1)01 + a11(b
−1)11
)
Thus, using (12), we infer
−b00(b−1)01 = a01(b−1)11
1− b10(b−1)01 = a11(b−1)11.
Multiplying both equations by (b−1)−111 from the right and using the expressions stated in
Lemma 4.8(b), we obtain
a01 = −b00(b−1)01(b−1)−111 = −b00
(− b−100 b01(b−1)11)(b−1)−111 = b01 (13)
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and, similarly,
a11 = (b
−1)−111 − b10(b−1)01(b−1)−111 = b11 − b10b−100 b01 + b10b−100 b01 = b11. (14)
Thus, the equations (12) together with (13) and (14) imply a = b and, hence, the assertion.
We like to point out that in the implication ‘(ii)⇒(i)’ of Lemma 6.10, the invertibility of
a is implied rather than assumed.
We may now present the proof of Theorem 6.2. We note that the implication ‘(i)⇒(ii)’
should be seen as an abstract implementation of Tartar’s method of oscillating test functions.
Proof of Theorem 6.2. We shall assume that a ∈M(α, β, (A0, A1)) and that (an)n nonlocally
H-converges to a and let (qn)n and q be as in (ii). By Theorem 4.1, we shall assume without
loss of generality that κ(n) = n since any subsequence of (an)n also nonlocally H-converges
to a. By Corollary 4.6, (a∗n)n nonlocally H-converges to a
∗. Let v ∈ dom(A0) and define vn
to be the solution of
〈a∗nA0vn, A0ϕ〉 = f(ϕ) (ϕ ∈ dom(A0)),
where f ∈ dom(A0)∗ is given by
f(ϕ) = 〈a∗A0v,A0ϕ〉 (ϕ ∈ dom(A0)).
Since (a∗n)n nonlocally H-converges to a
∗, we obtain that (vn)n weakly converges to some
w ∈ dom(A0) satisfying
〈a∗A0w,A0ϕ〉 = 〈a∗A0v,A0ϕ〉 (ϕ ∈ dom(A0)),
which, by Theorem 2.5, leads to
w = A−10 (a∗)−100 (A⋄0)−1f = A−10 (a∗)−100 (A⋄0)−1(A⋄0)(a∗)00A0v = v.
Moreover, by nonlocal H-convergence, we deduce a∗nA0vn ⇀ a
∗A0v in H1 as n → ∞. We
note, in particular, that A⋄0,k(a∗nA0vn) = f and (A∗1)⋄kA0vn = 0, by the complex property. For
the latter note that ker((A∗1)⋄k) = ker(A1). Without loss of generality, we may assume that
(anqn)n weakly converges to some r ∈ H1. For n ∈ N we have
〈anqn,A0vn〉 = 〈qn, a∗nA0vn〉. (15)
Using Theorem 6.8 together with the assumptions (a) and (b) imposed on q, we infer from
equation (15) by letting n→∞
〈r,A0v〉 = 〈q, a∗A0v〉 = 〈aq,A0v〉.
Since v ∈ dom(A0) can be chosen arbitrarily, we obtain
π0r = π0aq, (16)
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where π0 is the orthogonal projection on ran(A0).
Next, let s ∈ dom(A∗1). Let (sn)n be the sequence in dom(A1) satisfying
〈(a−1n )∗A∗1sn, A∗1ψ〉 = 〈(a−1)∗A∗1s, A∗1ψ〉
By the nonlocal H-convergence of (a∗n)n to a
∗ it follows (invoking Theorem 2.5 again) that
sn ⇀ s ∈ dom(A0), and (a−1n )∗A∗1sn ⇀ (a−1)∗A∗1s.
Moreover, we have that
(A∗1)⋄k(a−1n )∗A∗1sn = (A∗1)⋄k(a−1)∗A∗1s
as well as
A⋄0,kA∗1sn = 0.
Next, for n ∈ N, we have
〈qn, A∗1sn〉 = 〈anqn, (a−1n )∗A∗1sn〉.
By Theorem 6.8 together with the assumptions on qn, we may let n→∞ and obtain
〈q, A∗1s〉 = 〈r, (a−1)∗A∗1s〉.
As s ∈ dom(A∗1) was arbitrary, this yields
π1q = π1a
−1r, (17)
where π1 is the orthogonal projection onto ran(A
∗
1). Applying Lemma 6.9 to w = r and
v = q, we obtain aq = r.
We shall now assume that (ii) holds. By Theorem 5.5, we may choose a κ : N→ N strictly
monotone such that of (aκ(n))n nonlocally H-converges to some b ∈M(α, β, (A0, A1)). Next,
let f ∈ dom(A0)∗ and g ∈ dom(A∗1)∗ and let (un)n as well as (vn)n satisfy
〈aκ(n)A0un, A0ϕ〉 = f(ϕ), 〈a−1κ(n)A∗1vn, A∗1ψ〉 = g(ψ),
for all ϕ ∈ dom(A0) and ψ ∈ dom(A∗1). By nonlocal H-convergence, we obtain
un ⇀ u ∈ dom(A0), aκ(n)A0un ⇀ bA0u
vn ⇀ v ∈ dom(A∗1), a−1κ(n)A0vn ⇀ b−1A0v,
where u and v satisfy
〈bA0u,A0ϕ〉 = f(ϕ), 〈b−1A∗1v, A∗1ψ〉 = g(ψ),
for all ϕ ∈ dom(A0) and ψ ∈ dom(A∗1). We observe that
A⋄0,k(aκ(n)A0un) = f,
(A∗1)⋄kA0un = 0,
A⋄0,kA∗1vn = 0,
(A∗1)⋄ka−1κ(n)A∗1vn = g.
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Hence, by the assumption applied to qn = A0un or qn = a
−1
κ(n)A
∗
1vn, we obtain
aκ(n)A0un ⇀ aA0u, and aκ(n)a
−1
κ(n)A
∗
1vn ⇀ ab
−1A∗1v.
Thus, b−1aA0u = A0u and A
∗
1v = ab
−1A∗1v. As f and g are arbitrary, as in the proof of
‘(i)⇒(ii)’ we infer that u ∈ dom(A0) and v ∈ dom(A∗1) are arbitrary, as well. Hence,
b−1aπ0 = π0 and ab
−1π1 = π1.
By Lemma 6.10, we obtain a = b. The subsequence principle concludes the proof.
7 An application to Maxwell’s equations
In this section, we shall consider a homogenisation problem for Maxwell’s equations. In
contrast to many other discussions of homogenisation problems for the Maxwell system, we
shall treat the full 3-dimensional time-dependent problem. Moreover, the setting is arranged
in a way that we may allow for the homogenisation of highly oscillatory mixed type problems,
where several regions of the underlying material are considered to have no dielectricity at
all. That is to say, at certain regions of the underlying domain, one may or may not use the
eddy current approximation. This goes well beyond the available results in the literature.
Equations having highly oscillatory change of type have also been analysed in [48, 15, 7].
In these references, however, the attention is restricted to 1+1-dimensional model examples.
For other treatments of the homogenisation of the full time-dependent 3D-Maxwell’s
equations we refer to [51] and [1]. In these references, the coefficients are assumed to be
periodic. We shall furthermore refer to [35, 11], where the periodicity of the problem is
exploited with the help of the Floquet–Bloch or Gelfand transformation. In particular, we
refer to the seminal work [36] and the references therein.
In an open set Ω ⊆ R3, Maxwell’s equations are formulated as follows. Find E,H : R ×
Ω→ R3 for a given J : R× Ω→ R3 such that
∂tεE + σE − curlH = J
∂tµB + ˚curlE = 0,
where for simplicity, we assume zero initial conditions. Moreover, ε, µ, σ ∈ L(L2(Ω)3) (di-
electricity, permeability, conductivity) are given bounded linear operators with ε, µ being
selfadjoint.
In the Hilbert space framework, we shall apply next, we will favour the following block-
operator-matrix form
(
∂t
(
ε 0
0 µ
)
+
(
σ 0
0 0
)
+
(
0 − curl
˚curl 0
))(E
H
)
=
(
J
0
)
. (18)
Before turning to a homogenisation result for Maxwell’s equations (see in particular Exam-
ple 7.12 below), we shall shortly recall the well-posedness result, which will be used in the
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following. For a Hilbert space H and ν > 0 we define
L2ν(R;H) := {f ∈ L2loc(R;H);
∫
R
‖f(t)‖2H exp(−2νt)dt <∞}.
We recall from [19, Corollary 2.5] that the Fourier–Laplace transformation
Lνϕ(ξ) := 1√
2π
∫
R
ϕ(t) exp(−itξ − νt)dt (ϕ ∈ Cc(R;H))
can be extended unitarily as an operator from L2ν(R;H) onto L
2(R;H). Moreover, we have
that the weak derivative ∂t realised as an operator with maximal domain in L
2
ν(R;H) enjoys
the spectral representation
∂t = L∗ν(im+ ν)Lν ,
where im + ν is the multiplication operator of multiplying by x 7→ ix + ν with maximal
domain. We denote for µ > 0
H∞(CRe>µ;L(H)) := {M : CRe>µ → L(H);M analytic and bounded}.
For the well-posedness of Maxwell’s equations we shall employ the following theorem.
Theorem 7.1 ([32, Solution Theory]). Let c > 0, µ > 0, M ∈ H∞(CRe>µ;L(H)), ν > µ.
Assume that
ReλM(λ) > c (λ ∈ CRe>µ).
Let A be a skew-self-adjoint operator in H. Then the operator
B := ∂tM(∂t) + A := L∗ν
(
(im+ ν)M(im + ν) + A
)Lν ,
where (im + ν)M(im + ν) + A
)
is the (abstract) multiplication operator of multiplying by
x 7→ (ix+ ν)M(ix + ν) + A, is continuously invertible in L2ν(R;H); we have ‖B−1‖ 6 1/c.
Recall from the spectral representation for ∂t that for ν > 0, the operator ∂t is continu-
ously invertible.
Remark 7.2. Theorem 7.1 applies to (18) with the setting
H = L2(Ω)3 ⊕ L2(Ω)3, M(∂t) =
(
ε 0
0 µ
)
+ ∂−1t
(
σ 0
0 0
)
, A =
(
0 − curl
˚curl 0
)
.
Note that the positive definiteness requirement translates into
ReλM(λ) = Reλ
((
ε 0
0 µ
)
+
1
λ
(
σ 0
0 0
))
= Re
(
λ
(
ε 0
0 µ
)
+
(
σ 0
0 0
))
> c,
for some c > 0 and all λ with Reλ large enough. Thus,
ReλM(λ) > c ⇐⇒ (λε+ Re σ > c) ∧ (µ > c).
39
For the main homogenisation theorem we shall apply to Maxwell’s equations, we will
need the following construction principle for complexes.
Proposition 7.3. Let B0 : dom(B0)⊆K0→K1, B1 : dom(B1)⊆K1 →K2, B2 : dom(B2)⊆
K2 → K3 be densely defined and closed linear operators acting in the Hilbert spaces K0, K1,
K2, and K3. Assume that (B0, B1), (B1, B2) are compact and exact. Define (A0, A1) :=((
0 B∗2
B0 0
)
,
(
0 B1
−B∗1 0
))
with dom(A0) = dom(B0) ⊕ dom(B∗2) and dom(A1) = dom(B∗1) ⊕
dom(B1) with H0 = K0 ⊕K3, H1 = H2 = K2 ⊕K1.
Then (A0, A1) is compact and exact.
Proof. We frequently use Proposition 2.1 in the following. Since (B1, B2) is compact, (B1, B2)
is closed. As (B1, B2) is also exact, we obtain that (B
∗
2 , B
∗
1) is exact, as well. Hence,
ran(A0) = ran(B
∗
2)⊕ ran(B0) = ker(B∗1)⊕ ker(B1) = ker(A1),
which shows that (A0, A1) is exact. We are left with showing that (A0, A1) is compact. For
this, we realise that dom(A∗0) = dom(B2)⊕ dom(B∗0). Hence,
dom(A∗0) ∩ dom(A1) =
(
dom(B2) ∩ dom(B∗1)
)⊕ ( dom(B∗0) ∩ dom(B1))
Since (B1, B2) is compact, so is (B
∗
2 , B
∗
1). Hence,
(
dom(B2) ∩ dom(B∗1)
) →֒ K2 compactly.
The compactness of (B0, B1), thus, implies that dom(A
∗
0) ∩ dom(A1) →֒ H1 = K2 ⊕ K1
compactly, that is, (A0, A1) is compact.
Example 7.4. Let Ω ⊆ R3 be an open bounded simply connected weak Lipschitz domain
with connected complement. Then the typical situation for Maxwell’s equations for applying
Proposition 7.3 is as follows: B0 = grad, B1 = curl, and B2 = div with dom(grad) = H
1(Ω),
dom(curl) = H(curl,Ω) and dom(div) =H(div,Ω), K0 = L
2(Ω), K1 = L
2(Ω)3, K2 = L
2(Ω)3,
and K3 = L
2(Ω). The assumptions on Ω render (grad, curl) and (curl, div) exact and
compact. Indeed, the compactness of the complexes follows from Example 2.3 (a2) and
(b2). Thus, Proposition 2.1(e) implies closedness of the complexes. Next, by Example 2.4,
(grad, curl) is exact as Ω is simply connected. Moreover, (curl, div) is exact, if and only if
( ˚grad, ˚curl) is exact, by Proposition 2.1 and the closedness of (curl, div). By Example 2.4,
(curl, div) is, thus, exact since R3 \ Ω is connected.
Theorem 7.5 (Homogenisation theorem). Let B0 : dom(B0) ⊆ K0 → K1, B1 : dom(B1) ⊆
K1 → K2, B2 : dom(B2) ⊆ K2 → K3 be densely defined and closed linear operators acting
in the Hilbert spaces K0, K1, K2, and K3. Assume that (B0, B1), (B1, B2) are compact
and exact. Define H := K2 ⊕ K1. Let (Mn)n in H∞(CRe>µ;L(H)) be bounded and let
M ∈ H∞(CRe>µ;L(H)) for some µ > 0.. Assume
ReλMn(λ) > c (λ ∈ CRe>µ)
as well as for all λ ∈ R>µ
Mn(λ)→ M(λ)
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H-nonlocally with respect to
((
0 B∗2
B0 0
)
,
(
0 B1
−B∗1 0
))
as n→∞.
Then (
∂tMn(∂t) +
(
0 B1
−B∗1 0
))−1
→
(
∂tM(∂t) +
(
0 B1
−B∗1 0
))−1
in the weak operator topology of L(L2ν(R;H)) for all ν > µ.
Proof. (A0, A1) :=
((
0 B∗2
B0 0
)
,
(
0 B1
−B∗1 0
))
is compact and exact, by Proposition 7.3. Let
λ ∈ R>µ. We write Mn,ij(λ) ∈ L(ran(Aj), ran(Ai)) according to the decomposition induced
by ran(A0)⊕ ran(A1) for all i, j ∈ {0, 1}. Let F ∈ H . We define
Un :=
(
λMn(λ) +
(
0 B1
−B∗1 0
))−1
F.
Writing Fj, Uj,n for the components in ran(Aj) for j ∈ {0, 1}, we obtain the following equiv-
alent formulation for the equation defining Un:
λ
(
Mn,00(λ) Mn,01(λ)
Mn,10(λ) Mn,11(λ)
)(
U0,n
U1,n
)
+
(B 0
0 0
)(
U0,n
U1,n
)
=
(
F0
F1
)
, (19)
where B denotes the operator acting as
(
0 B1
−B∗1 0
)
which is domain-wise restricted to the
orthogonal complement of the null space of
(
0 B1
−B∗1 0
)
and co-domain-wise restricted to the
range of
(
0 B1
−B∗1 0
)
. A straightforward computation shows that equation (19) equivalently
reads as(
λMn,00(λ)− λMn,01(λ)Mn,11(λ)−1Mn,10(λ) 0
Mn,11(λ)
−1Mn,10(λ) 1
)(
U0,n
U1,n
)
+
(B 0
0 0
)(
U0,n
U1,n
)
=
(
F0 −Mn,01(λ)Mn,11(λ)−1F1
1
λ
Mn,11(λ)
−1F1
)
or(
U0,n
U1,n
)
=(
(λ (Mn,00(λ)−Mn,01(λ)Mn,11(λ)−1Mn,10(λ)) + B)−1 (F0 −Mn,01(λ)Mn,11(λ)−1F1)
−Mn,11(λ)−1Mn,10(λ)U0,n + 1λMn,11(λ)−1F1
)
. (20)
By Theorem 4.1, we have that
λ
(
Mn,00(λ)−Mn,01(λ)Mn,11(λ)−1Mn,10(λ)
)→ λ (M00(λ)−M01(λ)M11(λ)−1M10(λ))
Mn,01(λ)Mn,11(λ)
−1 →M01(λ)M11(λ)−1
Mn,11(λ)
−1Mn,10(λ)→M11(λ)−1M10(λ)
Mn,11(λ)
−1 →M11(λ)−1
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as n → ∞ with convergence in the respective weak operator topologies. We note that, by
the identity theorem the convergence of the just mentioned operator sequences does actually
hold for all λ ∈ C provided Reλ is large enough.
Next, by the compactness of the complex (A0, A1), the operator B has compact resolvent.
By Lemma 7.6 below applied to B = B, Tn = λ (Mn,00(λ)−Mn,01(λ)Mn,11(λ)−1Mn,10(λ)) and
ϕn = (F0 −Mn,01(λ)Mn,11(λ)−1F1), we deduce that (U0,n)n converges in norm to some U0.
Hence, (U1,n)n weakly converges to some U1. Letting n→∞ in (20) thus leads to(
U0
U1
)
=
(
(λ (M00(λ)−M01(λ)M11(λ)−1M10(λ)) + B)−1 (F0 −M01(λ)M11(λ)−1F1)
−M11(λ)−1M10(λ)U0 + 1λM11(λ)−1F1
)
.
Rearranging terms, we obtain with U = (U0, U1)(
λM(λ) +
(
0 B1
−B∗1 0
))
U = F.
This settles the proof.
We complete the latter proof by stating and proving Lemma 7.6.
Lemma 7.6. Let B : dom(B) ⊆ H → H be skew-self-adjoint in the Hilbert space H and
assume that dom(B) →֒ H is compact. Assume furthermore that (Tn)n is a sequence in
L(H) such that ReTn > c for all n ∈ N. If Tn → T in the weak operator topology for some
T ∈ L(H) as n→∞, then
(Tn +B)
−1ϕn → (T +B)−1ϕ
in H for all (ϕn)n weakly convergent to some ϕ ∈ H.
Proof. Let ϕn, ϕ be as in the statement. We define
un := (Tn +B)
−1ϕn.
We obtain that (un)n is bounded in dom(B); see also [40, Lemma 2.12] for the precise
argument. Possibly choosing a subsequence (not relabelled) of (un)n, we may assume that
un ⇀ u in dom(B) for some u. In particular, we obtain that un → u in H . Hence, in the
equality ϕn = Tnun +Bun, we let n→∞ and obtain
ϕ = Tu+Bu.
The continuous invertibility of T + B identifies u and thus the whole sequence converges
weakly in dom(B) and strongly in H , which is the assertion.
Remark 7.7. A contradiction argument yields that the convergence implied in Lemma 7.6
together with the compactness assumption is sufficient for operator norm convergence of
(Tn +B)
−1 → (T +B)−1 as n→∞.
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Remark 7.8. The proof of Theorem 7.5 is a variant of the rationale employed in the proof of
[47, Theorem 5.5]. However, we note that the conditions in [47] are more restrictive than the
ones here. Indeed, in [47] only a compactness statement for ‘G-convergence’ was obtained.
Moreover, in order to prove well-posedness of the limit equation, the class of sequences Mn
was more restrictive in the sense that a change of type was not permitted.
Since we have discussed nonlocal H-convergence with respect to operator complexes like
(grad, curl) and ( ˚grad, ˚curl) only, it might be of interest to put the convergence assumed in
Theorem 7.5 into perspective of nonlocal H-convergence of simpler complexes. This is done
in the following result and the subsequent example.
Proposition 7.9. Let the assumptions and definitions of Proposition 7.3 be in effect, α, β >
0. Let (εn)n in M(α, β, (B0, B1)) and (µn)n in M(α, β, (B∗2, B∗1)) be bounded sequences,
ε ∈ L(K2), µ ∈ L(K1) be continuously invertible. Then for all n ∈ N(
εn 0
0 µn
)
∈M(α, β, (A0, A1)).
Moreover, the following conditions are equivalent.
(i) (εn)n → ε H-nonlocally w.r.t. (B0, B1) and (µn)n → µ H-nonlocally w.r.t. (B∗2 , B∗1).
(ii)
( (
εn 0
0 µn
) )
n
→ ( ε 00 µ ) H-nonlocally w.r.t. (A0, A1).
Example 7.10. With the setting given in Example 7.4, we obtain for operator sequences
(εn)n and (µn)n in L(L
2(Ω)3) satisfying suitable positive definiteness constraints and for
ε, µ ∈ L(L2(Ω)3) that ( ( εn 00 µn ) )n → ( ε 00 µ ) H-nonlocally w.r.t. (A0, A1) if and only if (εn)n →
ε H-nonlocally w.r.t. (grad, curl) and (µn)n → µ H-nonlocally w.r.t. ( ˚grad, ˚curl).
Proof of Proposition 7.9. By Proposition 7.3 and (4), we have the decomposition H1 =
ran(A0) ⊕ ran(A∗1). Moreover, we obtain from the exactness of (B0, B1) and (B∗2 , B∗1) the
decomposition
H1 = K2 ⊕K1 =
(
ran(B∗2)⊕ ran(B1)
)⊕ ( ran(B0)⊕ ran(B∗1)).
Next, from ran(A0) = ran(B
∗
2)⊕ ran(B0) and ran(A∗1) = ran(B1)⊕ ran(B∗1), we deduce using
the operators
U :=
(
ιr,A0 ιr,A∗1
)
U1 :=
(
ιr,B0 ιr,B∗1
)
U0 :=
(
ιr,B∗
2
ιr,B1
)
,
(see also (6)) that for any ε ∈ L(K2) and µ ∈ L(K1), we have
U∗
(
ε 0
0 µ
)
U =


(
ε00 0
0 µ00
) (
ε01 0
0 µ01
)
(
ε10 0
0 µ10
) (
ε11 0
0 µ11
)

 ,
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where
U∗0 εU0 =
(
ε00 ε01
ε10 ε11
)
and
U∗1µU1 =
(
µ00 µ01
µ10 µ11
)
.
These representations of ε and µ applied to εn and µn instead yield the first assertion of
the present proposition; the equivalence then follows from Theorem 4.1 in a straightforward
manner.
Remark 7.11. The main result in [1] is contained in Theorem 7.5. In fact, it suffices to take
the setting as outlined in Example 7.4; we also refer to Example 7.10. We also recall that
local H-convergence implies nonlocal H-convergence with respect to both ( ˚grad, ˚curl) and
(grad, curl) (see also Theorem 5.11 and Remark 5.12). Moreover, we note that the coefficients
treated in [1] are arranged in a way that their Fourier–Laplace transformed images locally
H-converge. We also refer to the subsequent example.
A more concrete example with change of type, that is, where the underlying problem
is such that the Maxwell’s equations rapidly oscillate between the parabolic eddy current
problem and the hyperbolic full Maxwell’s equations, is considered next.
Example 7.12. Let Ω ⊆ R3 be such that both ( ˚grad, ˚curl) and (grad, curl) are compact
and exact sequences; e.g. Ω being an open, simply connected and bounded weak Lipschitz
domain with connected R3 \ Ω.
(a) Let ε, µ, σ ∈ L∞(R3)3×3 be [0, 1)3-periodic with ε, µ attaining values in the (possibly
complex) self-adjoint matrices. Define εn(x) := ε(nx) for a.a. x ∈ R3 and similarly for µn,
and σn. Assume that there exists η > 0 such that for all λ ∈ CRe>η we have
Re (λε+ σ) , µ > c (n ∈ N) (21)
for some c > 0 almost everywhere in the sense of positive definiteness. We emphasise that
if ε(x) > c1 for a.a. x ∈ Ω1 and Reσ(x) > c1 for a.a. x ∈ Ω2 := R3 \ Ω1 for some c1 > 0
that ε on Ω2 and σ on Ω1 are allowed to vanish, while the positive definiteness condition in
(21) can still be warranted. This introduces a highly oscillatory change of type. Then by
Theorem 7.5 (see also Remark 7.11 and Example 7.10)
(
∂t
(
εn 0
0 µn
)
+
(
σn 0
0 0
)
+
(
0 − curl
˚curl 0
))−1
→

∂t


〈
ε+ (·)σ
〉
hom
(∂t) 0
0
〈
µ
〉
hom

 + ( 0 − curl˚curl 0
)
−1
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in the weak operator topology of L
(
L2ν(R;L
2(Ω)6)
)
as n→∞, where
〈
µ
〉
hom
is the standard
homogenised matrix associated with µ and〈
ε+ (·)σ
〉
hom
(∂t) :=
(
λ 7→
〈
ε+ λ−1σ
〉
hom
)
(∂t).
This is a memory term that occurs during the homogenisation process. We note here that
such an effect has been observed already in [18, p. 144], but also in [51, Theorem 3.2].
(b) Let ε, σ as in (a) and µn := an+kn∗ as in Example 6.7 (we shall also re-use the notation
a and k∗ for the operators mentioned in that example). Then the results in Example 6.7,
Example 7.10, and Theorem 7.5 yield
(
∂t
(
εn 0
0 an + kn∗
)
+
(
σn 0
0 0
)
+
(
0 − curl
˚curl 0
))−1
→
(
∂t
(〈
ε+ (·)σ
〉
hom
(∂t) 0
0 a+ k∗
)
+
(
0 − curl
˚curl 0
))−1
in the weak operator topology of L
(
L2ν(R;L
2(Ω)6)
)
as n → ∞. We emphasise that the
convolution k∗ is computed with respect to the spatial variables. Thus, the limit model is
both nonlocal in space and time.
8 More examples
In this section, we shall provide two more applications. In fact, since our results has been
developed for the abstract setting of closed complexes in Hilbert spaces and suitable operators
as coefficients, this section may also be read as the versatility of the notion of complexes in
the analysis of partial differential equations.
Homogenisation problems for fourth order elliptic equations
In this section, we shall revisit the homogenisation problem for thin plates (see e.g. [25])
In that reference, the author studied operator norm error estimates for the homogenisation
problem associated to the differential expression∑
i,j,s,h∈{1,2,3}
∂i∂jaijsh∂s∂h,
where the coefficients aijsh are highly oscillatory. It is easy to see that the latter differential
expression can be reformulated as
div Div aGradgrad,
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where Grad is the Jacobian matrix and Div the row-wise divergence and a acts as a mapping
from 2-tensors to 2-tensors. The variational formulation is then given by
〈aGradgradu,Grad gradϕ〉 = f(ϕ)
for ϕ belonging to a suitable test-function space. If we assume Grad grad to be endowed
with full homogeneous boundary conditions (i.e. the L2-closure of Grad grad restricted to test
functions compactly supported in Ω), it is possible to derive the second variational problem
to be discussed for nonlocal homogenisation problems, which we will do in the following.
In fact, it will turn out that the closed and exact complex involving Grad grad bases on
( ˚grad, ˚curl). For more aspects of this (and an extension of this complex) we refer to the
Pauly–Zulehner complex ([27]; see also [34]).
We introduce the following differential operators:
Definition. Let Ω ⊆ R3 be open and bounded. We define
H˚e : H20 (Ω) ⊆ L2(Ω)→ L2sym(Ω)3×3
ϕ 7→ (∂i∂jϕ)i,j∈{1,2,3}
C˚urlsym : dom( ˚curl)
3 ∩ L2sym(Ω)3×3 ⊆ L2sym(Ω)3×3 → L2trf(Ω)3×3
(ϕij)i,j∈{1,2,3} 7→

 ˚curl(ϕ1j)j∈{1,2,3}˚curl(ϕ2j)j∈{1,2,3}
˚curl(ϕ3j)j∈{1,2,3}

 ,
where L2sym(Ω)
3×3 is the set of symmetric 3-by-3 matrices with entries from L2(Ω) and
L2trf(Ω)
3×3 is the set of 3-by-3 matrices with vanishing matrix trace and entries from L2(Ω).
For convenience of the reader, we show exactness of (H˚e, C˚urlsym) with a proof inde-
pendent of [27]. Recall that ( ˚grad, ˚curl) is closed and exact, for instance, if Ω is an open,
bounded weak Lipschitz domain with connected complement.
Theorem 8.1. Let Ω ⊆ R3 open and bounded with ( ˚grad, ˚curl) exact and closed. Then
(H˚e, C˚urlsym) is an exact and closed complex.
Lemma 8.2. Let Ω ⊆ R3 open and bounded. Then the graph norm of H˚e and the H2-norm
are equivalent on H20 (Ω).
Proof. Let ϕ ∈ C∞c (Ω). Then we have for all i, j ∈ {1, 2, 3}
‖ϕ‖L2(Ω) 6 c‖∂jϕ‖L2(Ω) 6 c2‖∂i∂jϕ‖L2(Ω) 6 c2‖ H˚e ϕ‖L2(Ω) 6 c2‖ϕ‖H2(Ω)
where the last and second last inequalities are trivial and the first and the second one follow
from Poincare´’s inequality for some suitable constant c > 0. Thus, the graph norm of H˚e and
the H2-norm are equivalent on C∞c (Ω). Since H
2
0 (Ω) = C
∞
c (Ω)
H2
we obtain the assertion.
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Note that Lemma 8.2 particularly implies that H˚e is closed and that C∞c (Ω) is an operator
core for H˚e.
Proof of Theorem 8.1. Let us start with the complex property. So, let ϕ ∈ C∞c (Ω). Then
C˚urlsym H˚eϕ =

 ˚curl(H˚eϕ1j)j∈{1,2,3}˚curl(H˚eϕ2j)j∈{1,2,3}
˚curl(H˚eϕ3j)j∈{1,2,3}

 =

 ˚curl( ˚grad ∂1ϕ)˚curl( ˚grad ∂2ϕ)
˚curl( ˚grad ∂3ϕ)

 = 0.
By Lemma 8.2, C∞c (Ω) is an operator core for H˚e. Thus, ran(H˚e) ⊆ ker(C˚urlsym).
Next, we show closedness of the complex. For this we note that H20 (Ω) embeds compactly
into L2(Ω). Hence, by Lemma 8.2, we deduce that ran(H˚e) is closed.
Since ˚curl has closed range – by the closed graph theorem – we find c > 0 such that for
all ϕ ∈ dom( ˚curl) ∩ ker( ˚curl)⊥ we have
‖ϕ‖2L2 6 c‖ ˚curlϕ‖2L2.
It is easy to see that ker(C˚urlsym) = ker( ˚curl)
3 ∩ L2sym(Ω)3×3. Hence, if Φ ∈ dom(C˚urlsym) ∩
ker(C˚urlsym)
⊥ we obtain
‖Φ‖2L2sym =
∑
i∈{1,2,3}
‖(Φij)j∈{1,2,3}‖2 6
∑
i∈{1,2,3}
c‖ ˚curl (Φij)j∈{1,2,3}‖2 = c‖ C˚urlsym Φ‖2L2 .
This yields closedness of the range of C˚urlsym.
We are left with showing the exactness of the complex. More precisely, it remains to
prove
ran(H˚e) ⊇ ker(C˚urlsym).
For this let Φ ∈ ker(C˚urlsym). Then there exists ϕi ∈ dom( ˚grad) such that ˚grad ϕi =
(Φij)j∈{1,2,3} for all i ∈ {1, 2, 3} since ( ˚grad, ˚curl) is exact. Since Φ is symmetric, we de-
duce that ∂jϕi = ∂iϕj. Thus, (ϕi)i∈{1,2,3} ∈ ker(curl) ∩ dom( ˚grad)3 ⊆ ker( ˚curl). Hence, by
the exactness of ( ˚grad, ˚curl) we find ψ ∈ dom( ˚grad) such that ˚gradψ = (ϕi)i∈{1,2,3}. It follows
that ψ ∈ dom(H˚e). Moreover, we obtain
H˚e ψ =
(
( ˚grad ∂iψ)
T
)
i∈{1,2,3}
=
(
( ˚grad ϕi)
T
)
i∈{1,2,3}
= Φ.
This shows the assertion.
Remark 8.3. It is an easy exercise to show that C˚url
∗
sym = symCurltrf , where symM =
1
2
(M +MT ) and Curltrf is the distributional row-wise curl operator with no boundary con-
ditions acting on trace-free matrices. It is remarkable that the equations for the description
of nonlocal H-convergence of (an)n to some a with respect to the complex (H˚e, C˚urlsym) are
of different order. Indeed, one equation is
〈anGrad gradun,Grad gradϕ〉 = f(ϕ)
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for suitable test functions ϕ and given right-hand side f . This corresponds to the 4th order
equation mentioned above. The second variational problem reads
〈a−1n symCurltrfvn, symCurltrfψ〉 = g(ψ),
which leads to a 2nd order problem, only.
An H-compactness result for Riemannian manifolds
The general setting developed in the previous sections allows for H-compactness results also
on manifolds. We shall refer to the fairly recent result in [17], where the corresponding local
problem has been discussed.
We refer to [50] or [30] for the precise functional analytic setting to be sketched below.
Let Λ be a d-dimensional C∞-manifold and let Ω ⊆ Λ be an open submanifold of Λ. For
any q ∈ {0, . . . , n} this induces L2q(Ω), the completion of the space of compactly supported
q-forms on Ω endowed with the scalar product
〈ω, η〉 =
∫
Ω
ω ∧ ∗η,
where ∗ denotes the Hodge duality and ∧ the alternating product.
Next, using the thus defined scalar product, we let d be the (distributional) exterior
derivative on L2q(Ω) with values in the L
2
q+1(Ω). The adjoint of this operator is set to be δ˚.
Similarly, we let d˚ be the closure of d restricted to C1-forms with compact support in Ω;
with adjoint δ. In order to stress the dimension of the underlying spaces, we write dq→q+1
(similarly for other operators).
Assume that
(
d˚q→q+1, d˚q+1→q+2
)
is exact and compact. Then the translation of our
compactness theorem to the present setting reads as follows.
Theorem 8.4. Let (an)n be a sequence in M(α, β, (˚dq→q+1, d˚q+1→q+2)).
Then there is a convergent subsequence of (an)n, which H-nonlocally converges with re-
spect to (˚dq→q+1, d˚q+1→q+2).
The nonlocal H-limit is unique.
It might be worth explicitly writing down the definition of nonlocal H-convergence in
this particular setting.
(an)n nonlocally H-converges to some a with respect to (˚dq→q+1, d˚q+1→q+2), if and only if
for all f ∈ dom(˚dq→q+1 |ker(˚dq→q+1)⊥)∗ and g ∈ dom(δq+2→q+1|ker(δq+2→q+1)⊥)∗ and corresponding
un and vn such that
〈an d˚ un, d˚ϕ〉 = f(ϕ) and 〈a−1n δvn, δϕ〉 = g(ψ)
for ϕ ∈ dom(˚dq→q+1 |ker(˚dq→q+1)⊥) and ψ ∈ dom(δq+2→q+1|ker(δq+2→q)⊥) implies un ⇀ u and
vn ⇀ v as well as andun ⇀ adu and a
−1
n δvn ⇀ a
−1δv, where u and v satisfy
〈adu, dϕ〉 = f(ϕ) and 〈a−1δv, δψ〉 = g(ψ).
Of course also the div-curl type characterisation in Theorem 6.2 carries over to the special
case discussed here.
48
9 Concluding Remarks
The present article discussed a generalisation of the well-known concept of H-convergence
for nonlocal operator coefficients. This generalised concept, nonlocal H-convergence, yields
another characterisation of local H-convergence for local operators. In particular, this auto-
matically implies convergence of a different partial differential equation (in an appropriate
sense). With this observation in mind we realise that local H-convergence of multiplication
operators readily implies a homogenisation result for Maxwell’s equations with nonperiodic
coefficients.
Yet there is more, the rationale in this article provides a way of identifying the nonlocal
coefficients completely from certain solution operators of elliptic partial differential equations.
Indeed, the above arguments imply that knowledge of the solution operator associated to
div a ˚gradu = f, and ˚curl a−1 curl v = g
together with all the ‘fluxes’
a ˚gradu and a−1 curl v
for sufficiently many f and g are needed to uniquely identify a. The above arguments also
show that in order to use less data than the mentioned ones, more information on a has to
be assumed a priori.
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