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Abstract
Given a càdlàg process X on a filtered measurable space, we con-
struct a version of its semimartingale characteristics which is measur-
able with respect to the underlying probability law. More precisely,
let Psem be the set of all probability measures P under which X is a
semimartingale. We construct processes (BP , C, νP ) which are jointly
measurable in time, space, and the probability law P , and are versions
of the semimartingale characteristics of X under P for each P ∈ Psem.
This result gives a general and unifying answer to measurability ques-
tions that arise in the context of quasi-sure analysis and stochastic
control under the weak formulation.
Keywords Semimartingale characteristics; Semimartingale property; Doob–Meyer
decomposition
AMS 2010 Subject Classification 60G44; 93E20
1 Introduction
We study the measurability of semimartingale characteristics with respect
to the probability law. For the purpose of this introduction, consider the
coordinate-mapping process X on the Skorohod space Ω = D[0,∞); that is,
the set of right-continuous paths with left limits. If P is a law on Ω such
that X is a P -semimartingale, we can consider the corresponding triplet
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(BP , CP , νP ) of predictable semimartingale characteristics. Roughly speak-
ing, BP describes the drift, CP the continuous diffusion, and νP the jumps
of X. This triplet depends on P and is defined P -almost surely; for in-
stance, if P ′ is equivalent to P , the characteristics under P ′ are in general
different from the ones under P , whereas if P and P ′ are singular, it is a
priori meaningless to compare the characteristics. In standard situations of
stochastic analysis, the characteristics are considered under a fixed proba-
bility, or one describes their transformation under an absolutely continuous
change of measure as in Girsanov’s theorem.
There are, however, numerous applications of stochastic analysis and dy-
namic programming where we work with a large set P of semimartingale
laws, often mutually singular. For instance, when considering a standard
stochastic control problem based on a controlled stochastic differential equa-
tion, it is useful to recast the problem on Skorohod space by taking P to
be the set of all laws of solutions of the controlled equation; see e.g. [18].
This so-called weak formulation of the control problem is advantageous be-
cause the Skorohod space has a convenient topological structure; in fact,
control problems are often stated directly in this form (cf. [11, 13] among
many others). A similar weak formulation exists in the context of stochastic
differential games; here this choice is even more important as the existence
of a value may depend on the formulation; see [24, 26] and the references
therein. Or, in the context of a nonlinear expectation E(·), the set P of all
measures P such that EP [·] ≤ E(·) plays an important role; see [20, 22, 23].
For instance, the set of all laws of continuous semimartingales whose drift
and diffusion coefficients satisfy given bounds is related to G-Brownian mo-
tion. Other examples where sets of semimartingale laws play a role are
path-dependent PDEs [10], robust superhedging as in [16, 25] or nonlinear
optimal stopping problems as in [21], to name but a few. It is well known
that the dynamic programming principle is delicate as soon as the regularity
of the value function is not known a priori; this is often the case when the
reward/cost function is discontinuous or in the presence of state constraints.
In this situation, the measurability of the set of controls is crucial to estab-
lish the dynamic programming and the measurability of the value function;
see [12, 20, 30] for recent developments related to the present paper.
As a guiding example, let us consider the set P that occurs in the prob-
abilistic construction of nonlinear Lévy processes [17] and which was our
initial motivation. The starting point is a collection Θ ⊆ Rd×Sd+×L, where
L denotes the set of Lévy measures; the collection plays the role of a gen-
eralized Lévy triplet since the case of a singleton corresponds to a classical
Lévy process with corresponding triplet. In this application, the set P of
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interest consists of all laws of semimartingales whose differential characteris-
tics take values in Θ, and since a dynamic programming principle is crucial
to the theory, we need to establish the measurability of P. After a moment’s
reflection, we see that the fundamental question underlying such issues is
the measurability of the characteristics as a function of the law P ; indeed,
P is essentially the preimage of Θ under the mapping which associates to
P the characteristics of X under P . There are of course many situations
where a set P is specified not only in terms of semimartingale characteristics
but with additional conditions whose form is specific to the problem at hand
(e.g. [16]). However, in view of the fact that intersections of measurable sets
are measurable, it makes sense to analyze in general the measurability of the
characteristics and check other conditions on a case-by-case basis. Moreover,
let us mention that the set P often fails to be closed (e.g., because pure jump
processes can converge to a continuous diffusion), so that it is indeed natural
to examine the measurability directly.
Our main result (Theorem 2.5) states that the setPsem of all semimartin-
gale laws is Borel-measurable and that there exists a Borel-measurable map
Psem × Ω× R+ → R
d × Sd+ × L, (P, ω, t) 7→ (B
P
t (ω), Ct(ω), ν
P (ω))
such that (BP , C, νP ) are P -semimartingale characteristics of X for each
P ∈ Psem, where L is the space of Lévy measures on R+×R
d. A similar result
is obtained for the differential characteristics (Theorem 2.6). The second
characteristic C can be constructed as a single process not depending on P ;
roughly speaking, this is possible because two measures under which X has
different diffusion are necessarily singular. By contrast, the first and the third
characteristic have to depend on P as they are predictable compensators.
Our construction of the characteristics proceeds through versions of the
classical results on the structure of semimartingales, such as the Doob–Meyer
theorem, with an additional measurable dependence on the law P . This sit-
uation is somewhat unusual because the objects of interest are probabilistic
in nature and at the same time the underlying measure P itself plays the role
of the measurable parameter; we are not aware of a similar problem in the
literature. The starting point is that for discrete-time processes, the Doob
decomposition can be constructed explicitly and of course all adapted pro-
cesses are semimartingales. Thus, the passage to the continuous-time limit
is the main obstacle, just like in the classical theory of semimartingales. A
variety of related compactness arguments have emerged over the years; for
our purposes, we have found the recent proofs of [2, 3] for the Doob–Meyer
and the Bichteler–Dellacherie theorem to be particularly useful as they are
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built around a compactness argument for which we can provide a measurable
version.
The remainder of this paper is organized as follows. In Section 2, we de-
scribe the setting and terminology in some detail (mainly because we cannot
work with the “usual assumptions”) and proceed to state the main results.
Section 3 contains some auxiliary results, in particular a version of Alaoglu’s
theorem for L2(P ) which allows to choose convergent subsequences that de-
pend measurably on P . The measurability of the set of all semimartingale
laws is proved in Section 4. In Section 5, we show that the Doob–Meyer
decomposition can be chosen to be measurable with respect to P and de-
duce corresponding results for the compensator of a process with integrable
variation and the canonical decomposition of a bounded semimartingale. Us-
ing these tools, the jointly measurable version of the characteristics is con-
structed in Section 6, whereas the corresponding results for the differential
characteristics are obtained in the concluding Section 7.
2 Main Results
2.1 Basic Definitions and Notation
Let (Ω,F) be a measurable space and let F = (Ft)t≥0 be a filtration of sub-σ-
fields of F . A process X = (Xt) is called right-continuous if all its paths are
right-continuous. In the presence of a probability measure P , we shall say
that X is P -a.s. right-continuous if P -almost all paths are right-continuous;
the same convention is used for other path properties such as being càdlàg,
of finite variation, etc.
We denote by F+ := (Ft+) the right-continuous version of F, defined
by Ft+ = ∩u>tFu. Similarly, the left-continuous version is F− = (Ft−).
For t = 0, we use the convention F0− = F(0+)− = {∅,Ω}. As a result, the
predictable σ-field P of F on Ω×R+, generated by the F−-adapted processes
which are left-continuous on (0,∞), coincides with the predictable σ-field of
F+; this fact will be used repeatedly without further mention. Given a
probability measure P , the augmentation FP+ = (F
P
t+) of F+, also called the
usual augmentation of F, is obtained by adjoining all P -nullsets of (Ω,F) to
Ft+ for all t, including t = 0−. The corresponding predictable σ-field will
be denoted by PP .
Finally, P(Ω) is the set of all probability measures on (Ω,F). In most
of this paper, Ω will be a separable metric space and F its Borel σ-field.
In this case, P(Ω) is a separable metric space for the weak convergence of
probability measures and its Borel σ-field B(P(Ω)) coincides with the one
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generated by the maps P 7→ P (A), A ∈ F . Unless otherwise mentioned, any
metric space is equipped with its Borel σ-field. Similarly, product spaces are
always equipped with their product σ-fields and measurability then refers to
joint measurability.
It will be convenient to define the integral of any (appropriately measur-
able) function f taking values in the extended real line R = [−∞,∞], re-
gardless of its integrability. For instance, the expectation under a probability
measure P is defined by EP [f ] := EP [f+] − EP [f−]; here and everywhere
else, the convention
∞−∞ = −∞
is used. Similarly, conditional expectations are also defined for R-valued
functions.
Definition 2.1. Let (Ω,G,G, P ) be a filtered probability space. A G-
adapted stochastic process X : Ω × R+ → R
d with càdlàg paths is a P -
G-semimartingale if there exist right-continuous, G-adapted processes M
and A with M0 = A0 = 0 such that M is a P -G-local martingale, A has
paths of (locally) finite variation P -a.s., and
X = X0 +M +A P -a.s.
The dimension d ∈ N is fixed throughout. Fix also a truncation function
h : Rd → Rd; that is, a bounded measurable function such that h(x) = x
in a neighborhood of the origin. The characteristics of a semimartingale X
on (Ω,G,G, P ) are a triplet (B,C, ν) of processes defined as follows. First,
consider the càdlàg process
X˜t := Xt −X0 −
∑
0≤s≤t
(
∆Xs − h(∆Xs)
)
,
which has bounded jumps. This process has a (P -a.s. unique) canonical
decomposition X˜ =M ′ +B′, where M ′ and B′ have the same properties as
the processes in Definition 2.1, but in addition B′ is predictable. (See [29,
Theorem 7.2.6, p. 160] for the existence of the canonical decomposition in a
general filtration.) Moreover, let µX be the integer-valued random measure
associated with the jumps of X,
µX(ω, dt, dx) =
∑
s≥0
1{∆Xs(ω)6=0}1(s,∆Xs(ω))(dt, dx).
Processes (B,C, ν) with values in Rd, Rd×d, and the set of measures on
R+×R
d, respectively, will be called characteristics of X (relative to h) if B =
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B′ P -a.s., C equals the predictable covariation process of the continuous local
martingale part of M ′ P -a.s., and ν equals the predictable compensator of
µX P -a.s. All these notions are relative to the given filtration G which, in the
sequel, will be either the basic filtration F, its right-continuous version F+, or
its usual augmentation FP+. Our first observation is that the characteristics
do not depend on this choice.
Proposition 2.2. Let X be a càdlàg, Rd-valued, F-adapted process on a
filtered probability space (Ω,F ,F, P ). The following are equivalent:
(i) X is an F-semimartingale,
(ii) X is an F+-semimartingale,
(iii) X is an FP+-semimartingale.
Moreover, the semimartingale characteristics associated with these filtrations
are the same.
The proof is stated in Section 4. In order to study the measurability of
the third characteristic ν, we introduce a σ-field on the set of Lévy measures;
namely, we shall use the Borel σ-field associated with a natural metric that
we define next. Given a metric space Ω′, let M(Ω′) denote the set of all (non-
negative) measures on (Ω′,B(Ω′)). We introduce the set of Lévy measures
on Rd,
L =
{
ν ∈M(Rd)
∣∣∣∣
∫
Rd
|x|2 ∧ 1 ν(dx) <∞ and ν({0}) = 0
}
,
as well as their analogues on R+ × R
d,
L =
{
ν ∈M(R+ × R
d)
∣∣∣∣
∫ N
0
∫
Rd
|x|2 ∧ 1 ν(dt, dx) <∞ ∀N ∈ N,
ν({0} × Rd) = ν(R+ × {0}) = 0
}
. (2.1)
The spaceMf (Rd) of all finite measures on Rd is a separable metric space un-
der a metric dMf (Rd) which induces the weak convergence relative to Cb(R
d);
cf. [6, Theorem 8.9.4, p. 213]; this topology is the natural extension of the
more customary weak convergence of probability measures. With any µ ∈ L,
we can associate a finite measure
A 7→
∫
A
|x|2 ∧ 1µ(dx), A ∈ B(Rd),
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denoted by |x|2 ∧ 1.µ for brevity. We can then define a metric dL on L via
dL(µ, ν) = dMf (Rd)
(
|x|2 ∧ 1.µ, |x|2 ∧ 1.ν
)
, µ, ν ∈ L.
We proceed similarly with L. First, given N > 0, let LN be the restriction
of L to [0, N ]× Rd. For any µ ∈ LN , let |x|
2 ∧ 1.µ be the finite measure
A 7→
∫
A
|x|2 ∧ 1µ(dt, dx), A ∈ B([0, N ]× Rd);
then we can again define a metric
dLN (µ, ν) = dMf ([0,N ]×Rd)
(
|x|2 ∧ 1.µ, |x|2 ∧ 1.ν
)
, µ, ν ∈ LN .
Finally, we can metrize L by
dL(µ, ν) =
∑
N∈N
2−N
(
1 ∧ dLN (µ, ν)
)
, µ, ν ∈ L.
Lemma 2.3. The pairs (L, dL), (LN , dLN ), (L, dL) are separable metric
spaces.
This is proved by reducing to the properties of Mf ; we omit the details.
The above metrics define the Borel structures B(L), B(LN ) and B(L). Al-
ternatively, we could have defined the σ-fields through the following result,
which will be useful later on.
Lemma 2.4. Let (Y,Y) be a measurable space and consider a function κ :
Y → L, y 7→ κ(y, dt, dx). The following are equivalent:
(i) κ : (Y,Y)→ (L,B(L)) is measurable,
(ii) for all measurable functions f : R+ × R
d → R,
(Y,Y)→ (R,B(R)), y 7→
∫ ∞
0
∫
Rd
(|x|2 ∧ 1)f(t, x)κ(y, dt, dx)
is measurable.
Corresponding assertions hold for L and LN .
Proof. A similar result is standard, for instance, for the set of probability
measures on a Polish space; cf. [4, Proposition 7.25, p. 133]. The arguments
in this reference can be adapted to the space LN by using the facts stated
in [6, Chapter 8]. Then, one can lift the result to the space L. We omit the
details.
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2.2 Main Results
We can now state our main result, the existence of a jointly measurable ver-
sion (P, ω, t) 7→ (BPt (ω), Ct(ω), ν
P (ω)) of the characteristics of a process X
under a family of measures P . Here the second characteristic C is a single
process not depending on P ; roughly speaking, this is possible because two
measures under which X has different diffusion are necessarily singular. By
contrast, the first and the third characteristic have to depend on P in all
nontrivial cases: in general, two equivalent measures will lead to different
drifts and compensators, so that the families (BP )P and (ν
P )P are not con-
sistent with respect to P and cannot be aggregated into single processes. We
write Sd+ for the set of symmetric nonnegative definite d× d-matrices.
Theorem 2.5. Let X be a càdlàg, F-adapted, Rd-valued process on a filtered
measurable space (Ω,F ,F), where Ω is a separable metric space, F = B(Ω)
and each σ-field Ft of the filtration F = (Ft)t≥0 is separable. Then the set
Psem = {P ∈ P(Ω) |X is a semimartingale on (Ω,F ,F, P )} ⊆ P(Ω)
is Borel-measurable and there exists a Borel-measurable map
Psem × Ω× R+ → R
d × Sd+ × L, (P, ω, t) 7→ (B
P
t (ω), Ct(ω), ν
P (ω))
such that for each P ∈ Psem,
(i) (BP , C, νP ) are P -semimartingale characteristics of X,
(ii) BP is F+-adapted, F
P
+-predictable and has right-continuous, P -a.s. fi-
nite variation paths,
(iii) C is F-predictable and has P -a.s. continuous, increasing paths1 in Sd+,
(iv) νP is an FP+-predictable random measure on R+ × R
d.
Moreover, there exists a decomposition
νP (·, dt, dx) = KP (·, t, dx) dAPt P -a.s.,
where
(v) (P, ω, t) 7→ APt (ω) is Borel-measurable and for all P ∈ Psem, A
P is an
F+-adapted, F
P
+-predictable, P -integrable process with right-continuous
and P -a.s. increasing paths,
1Alternately, one can construct C such that all paths are continuous and increasing,
at the expense of being predictable in a slightly larger filtration. See Proposition 6.6.
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(vi) (P, ω, t) 7→ KP (ω, t, dx) is a kernel on (Rd,B(Rd)) given (Psem ×Ω×
R+,B(Psem)⊗F⊗B(R+)) and for all P ∈ Psem, (ω, t) 7→ K
P (ω, t, dx)
is a kernel on (Rd,B(Rd)) given (Ω ×R+,P
P ).
The measurability of Psem is proved in Section 4, whereas the charac-
teristics are constructed in Section 6. We remark that the conditions of the
theorem are satisfied in particular when X is the coordinate-mapping pro-
cess on Skorohod space and F is the filtration generated by X. This is by
far the most important example—the slightly more general situation in the
theorem does not cause additional work.
Of course, we are particularly interested in measures P such that the
characteristics are absolutely continuous with respect to the Lebesgue mea-
sure dt on R+; that is, the set
Pacsem =
{
P ∈ Psem
∣∣ (BP , C, νP )≪ dt, P -a.s.}.
(Absolute continuity does not depend on the choice of the truncation func-
tion h; cf. [14, Proposition 2.24, p. 81].) Given a triplet of absolutely con-
tinuous characteristics, the corresponding derivatives (defined dt-a.e.) are
called the differential characteristics of X and denoted by (bP , c, FP ).
Theorem 2.6. Let X and (Ω,F ,F) be as in Theorem 2.5. Then the set
Pacsem =
{
P ∈ Psem
∣∣ (BP , C, νP )≪ dt, P -a.s.}
is Borel-measurable and there exists a Borel-measurable map
Pacsem × Ω× R+ → R
d × Sd+ × L, (P, ω, t) 7→ (b
P
t (ω), ct(ω), F
P
ω,t)
such that for each P ∈ Pacsem,
(i) (bP , c, FP ) are P -differential characteristics of X,
(ii) bP is F-predictable,
(iii) c is F-predictable,
(iv) (ω, t) 7→ FPω,t(dx) is a kernel on (R
d,B(Rd)) given (Ω× R+,P).
In applications, we are interested in constraining the set Pacsem via the
values of the differential characteristics. Given a collection Θ ⊆ Rd×Sd+×L
of Lévy triplets, we let
Pacsem(Θ) =
{
P ∈ Pacsem
∣∣ (bP , c, FP ) ∈ Θ, P ⊗ dt-a.e.}.
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Corollary 2.7. Let X and (Ω,F ,F) be as in Theorem 2.5. Then Pacsem(Θ)
is Borel-measurable whenever Θ ⊆ Rd × Sd+ × L is Borel-measurable.
The proofs for Theorem 2.6 and Corollary 2.7 are stated in Section 7.
Remark 2.8. The arguments in the subsequent sections yield similar results
when X is F+-adapted (instead of F-adapted), or if X is replaced by an
appropriately measurable family (XP )P as in Proposition 5.1 below—we
have formulated the main results in the setting which is most appropriate
for the applications we have in mind.
3 Auxiliary Results
This section is a potpourri of tools that will be used repeatedly later on; they
mainly concern the possibility of choosing L1(P )-convergent subsequences
and limits in a measurable way (with respect to P ). Another useful result
concerns right-continuous modifications of processes.
Throughout this section, we place ourselves in the setting of Theorem 2.5;
that is, Ω is a separable metric space, F = B(Ω) and F = (Ft) is a filtration
such that Ft is separable for all t ≥ 0. Moreover, we fix a measurable set
P ⊆ P(Ω); recall that P(Ω) carries the Borel structure induced be the weak
convergence. (The results of this section also hold for a general measurable
space (Ω,F) if P(Ω) is instead endowed with the σ-field generated by the
maps P 7→ P (A), A ∈ F .)
As P plays the role of a measurable parameter, it is sometimes useful to
consider the filtered measurable space(
Ω̂, F̂
)
:=
(
P× Ω,B(P)⊗F
)
, F̂ = (F̂t)t≥0, F̂t := B(P)⊗Ft (3.1)
and its right-continuous filtration F̂+; a few facts can be obtained simply by
applying standard results in this extended space.
Lemma 3.1. Let t ≥ 0 and let f : Ω̂→ R be measurable. Then the function
P → R, P 7→ EP [f(P, ·)] is measurable. Moreover, there exist versions of
the conditional expectations EP [f(P, ·) | Ft] and E
P [f(P, ·) | Ft+] such that
Ω̂→ R, (P, ω) 7→ EP [f(P, ·) | Ft](ω), (P, ω) 7→ E
P [f(P, ·) | Ft+](ω)
are measurable with respect to F̂t and F̂t+, respectively, while for fixed P ∈ P,
Ω→ R, ω 7→ EP [f(P, ·) | Ft](ω), ω 7→ E
P [f(P, ·) | Ft+](ω)
are measurable with respect to Ft and Ft+, respectively.
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Proof. It suffices to consider the case where f is bounded. We first show that
P 7→ EP [f(P, ·)] is measurable. By a monotone class argument, it suffices
to consider a function f of the form f(P, ω) = g(P )h(ω), where g and h are
measurable. In this case, P 7→ EP [f(P, ·)] = g(P )EP [h], and P 7→ EP [h] is
measurable due to [4, Proposition 7.25, p. 133].
The construction of the conditional expectation follows the usual scheme.
Fix t ≥ 0, let (An)n∈N be a sequence generating Ft and let (A
m
n )m be a
finite partition generating An := σ(A1, . . . , An). Using the supermartingale
convergence theorem as in [9, V.56, p. 50] and the convention 0/0 = 0, we
can define a version of the conditional expectation given Ft by
EP [f(P, ·) | Ft] := lim sup
n→∞
∑
m
EP [f(P, ·)1Amn ]
P [Amn ]
1Amn .
In view of the first part, this function is F̂t-measurable, and Ft-measurable
for fixed P . Finally, using the backward martingale convergence theorem,
EP [f(P, ·) | Ft+] := lim sup
n→∞
EP [f(P, ·) | Ft+1/n]
is a version of the conditional expectation given Ft+ having the desired
properties.
In what follows, we shall always use the measurable versions of the con-
ditional expectations as in Lemma 3.1.
Lemma 3.2. Let fn : Ω̂→ R
d
be measurable functions such that fn(P, ·) is
a convergent sequence in L1(P ) for every P ∈ P. There exists a measurable
function f : Ω̂ → R
d
such that f(P, ·) = limn f
n(P, ·) in L1(P ) for every
P ∈ P. Moreover, there exists an increasing sequence (nPk )k ⊆ N such that
P 7→ nPk is measurable and limk f
nP
k (P, ·) = f(P, ·) P -a.s. for all P ∈ P.
Proof. For P ∈ P, let nP0 := 1 and define recursively
n˜Pk := min
{
n ∈ N
∣∣ ‖fu(P, ·)− f v(P, ·)‖L1(P ) ≤ 2−k for all u, v ≥ n},
nPk := max
{
n˜Pk , n
P
k−1 + 1
}
.
It follows from Lemma 3.1 that P 7→ nPk is measurable, and so the composi-
tion (P, ω) 7→ fn
P
k (P, ω) is again measurable. Moreover, we have∑
k≥0
‖fn
P
k+1(P, ·)− fn
P
k (P, ·)‖L1(P ) <∞, P ∈ P
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by construction, which implies that (fn
P
k (P, ·))k∈N converges P -a.s. Thus,
we can set (componentwise)
f(P, ω) := lim sup
k→∞
fn
P
k (P, ω)
to obtain a jointly measurable limit.
The next result is basically a variant of Alaoglu’s theorem in L2 (or the
Dunford–Pettis theorem in L1, or Komlos’ lemma) which yields measura-
bility with respect to the underlying measure. It will be crucial to obtain
measurable versions of the compactness arguments of semimartingale theory
in the later sections. We denote by convA the convex hull of a set A ⊆ Rd.
Proposition 3.3. (i) Let fn : P × Ω → Rd be a sequence of measurable
functions such that
sup
n∈N
‖fn(P, ·)‖L2(P ) <∞, P ∈ P. (3.2)
Then there exist measurable functions P 7→ NPn ∈ {n, n + 1, . . . } and P 7→
λP,ni ∈ [0, 1] satisfying
∑NPn
i=n λ
P,n
i = 1 and λ
P,n
i = 0 for i /∈ {n, ...,N
P
n } such
that
(P, ω) 7→ gP,n(ω) :=
NPn∑
i=n
λP,ni f
i(P, ω) ∈ conv{fn(P, ω), fn+1(P, ω), ...}
is measurable and (gP,n)n∈N converges in L
2(P ) for all P ∈ P.
(ii) For each m ∈ N, let (fnm)n∈N be a sequence as in (i). Then there
exist NPn and λ
P,n
i as in (i) such that
(P, ω) 7→ gP,nm (ω) :=
NPn∑
i=n
λP,ni f
i
m(P, ω) ∈ conv{f
n
m(P, ω), f
n+1
m (P, ω), ...}
is measurable and (gP,nm )n∈N converges in L
2(P ) for all P ∈ P and m ∈ N.
(iii) Let fn : P× Ω→ Rd be measurable functions such that
{fn(P, ·)}n∈N ⊆ L
1(P ) is uniformly integrable, P ∈ P.
Then the assertion of (i) holds with convergence in L1(P ) instead of L2(P ).
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Proof. (i) For n ∈ N, consider the sets
GP,n = conv{fn(P, ·), fn+1(P, ·), ...}, P ∈ P.
Moreover, for k ∈ N, let Λnk be the (finite) set of all λ = (λ1, λ2, . . . ) ∈ [0, 1]
N
such that
∑
i λi = 1,
λi =
ai
bi
for some ai ∈ {0, 1, . . . , bi}, bi ∈ {1, 2, . . . , k}
and λi = 0 for i /∈ {n, . . . , n+ k}. Thus,
gP (λ) :=
∑
i≥1
λi f
i(P, ·) ∈ GP,n
for all λ ∈ Λnk . Let
αP,nk = min
{
‖gP (λ)‖L2(P )
∣∣λ ∈ Λnk}, αP,n = inf {‖g‖L2(P ) ∣∣ g ∈ GP,n}
and αP = limn α
P,n; note that (αP,n)n is increasing. We observe that any se-
quence gP,n ∈ GP,n such that ‖gP,n‖L2(P ) ≤ α
P,n+1/n is a Cauchy sequence
in L2(P ). Indeed, if ε > 0 is given and n is large, then ‖(gP,k+gP,l)/2‖L2(P ) ≥
αP − ε for all k, l ≥ n, which by the parallelogram identity yields that
‖gP,k − gP,l‖2L2(P ) ≤ 4(α
P,n + 1/n)2 − 4(αP − ε)2.
As αP,n tends to αP , this shows the Cauchy property. To select such a
sequence in a measurable way, we first observe that (αP,nk )k decreases to
αP,n, due to (3.2). Thus,
kP,n := min
{
k ∈ N
∣∣ |αP,nk − αP,n| ≤ 1/n}
is well defined and finite. As a consequence of Lemma 3.1, P 7→ (αP,nk , α
P,n)
is measurable, and this implies that P 7→ kP,n is measurable. Applying a
selection theorem in the Polish space [0, 1]N (e.g., [1, Theorem 18.13, p. 600]),
we can find for each n a measurable minimizer P 7→ λ̂P,n in the (finite) set
Λn
kP,n
such that
‖gP (λ̂P,n)‖L2(P ) = α
P,n
kP,n
≡ min
{
‖gP (λ)‖L2(P )
∣∣λ ∈ ΛnkP,n}.
According to the above, gP (λ̂P,n) is Cauchy and so the result follows by
setting NPn = n+ k
P,n.
(ii) This assertion follows from (i) by a standard “diagonal argument.”
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(iii) For m,n ∈ N, define the function fnm : P× Ω→ R
d by
fnm(P, ω) := f
n(P, ω)1{|fn(P,ω)|≤m}.
Then supn∈N ‖f
n
m(P, ·)‖L2(P ) < ∞ for each m. Thus, for each m, (ii) yields
an L2(P )-convergent sequence
gP,nm =
NPn∑
i=n
λP,ni f
i
m(P, ·)
with suitably measurable coefficients. We use the latter to define
gP,n :=
NPn∑
i=n
λP,ni f
i(P, ·).
By the assumed uniform integrability, we have
lim
m→∞
sup
n≥1
‖fnm(P, ·) − f
n(P, ·)‖L1(P ) = 0, P ∈ P;
thus, the Cauchy property of (gP,n)n in L
1(P ) follows from the corresponding
property of the sequences (gP,nm )n.
The last two lemmas in this section are observations about the measur-
ability of processes and certain right-continuous modifications.
Lemma 3.4. Let f : P×Ω×R+ → R be such that f(·, ·, t) is F̂t-measurable
for all t and f(P, ω, ·) is right-continuous for all (P, ω). Then f is measurable
and f |P×Ω×[0,t] is F̂t ⊗ B([0, t])-measurable for all t ∈ R+.
The same assertion holds if F̂t is replaced by F̂t+ throughout.
Proof. This is simply the standard fact that a right-continuous, adapted
process is progressively measurable, applied on the extended space Ω̂.
Finally, we state a variant on a regularization for processes in right-
continuous but non-complete filtrations. As usual, the price to pay for the
lack of completion is that the resulting paths are not càdlàg in general.
Lemma 3.5. Let f : P × Ω × R+ → R be such that f(·, ·, t) is F̂t+-
measurable for all t. There exists a measurable function f¯ : P × Ω ×
R+ → R such that f¯ is F̂+-optional, f¯(P, ω, ·) is right-continuous for all
(P, ω), and for any P ∈ P such that f(P, ·, ·) is an F+-adapted P -F+-
supermartingale with right-continuous expectation t 7→ EP [f(P, ·, t)], the pro-
cess f¯(P, ·, ·) is an F+-adapted P -modification of f(P, ·, ·) and in particular
a P -F+-supermartingale.
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Proof. Let D be a countable dense subset of R+. For any a < b ∈ R and
t ∈ R+, denote by M
b
a(D ∩ [0, t], P, ω) the number of upcrossings of the
restricted path f(P, ω, ·)|D∩[0,t] over the interval [a, b]. Moreover, let
τ ba(P, ω) = inf
{
t ∈ Q+
∣∣M ba(D ∩ [0, t], P, ω) =∞},
σ(P, ω) = inf
{
t ∈ Q+
∣∣ sup
s≤t, s∈D
|f(P, ω, s)| =∞
}
,
ρ(P, ω) = σ(P, ω) ∧ inf
a<b∈Q
τ ba(P, ω)
and define the function f¯ by
f¯(P, ω, t) :=
(
lim sup
s∈D, s↓t
f(P, ω, s)
)
1{t<ρ(P,ω)}.
Using the arguments in the proof of [9, Remark VI.5, p. 70], we can verify
that f¯ has the desired properties.
4 Semimartingale Property and Psem
In this section, we prove Proposition 2.2 and the measurability of Psem.
Proof of Proposition 2.2. Let X be a càdlàg, F-adapted process on a filtered
probability space (Ω,F ,F, P ). We begin with the equivalence of
(i) X is an F-semimartingale,
(ii) X is an F+-semimartingale,
(iii) X is an FP+-semimartingale.
To see that (i) implies (iii), let X = X0 +M + A be an F-semimartingale,
whereM is a right-continuous F-local martingale and A is a right-continuous
F-adapted process with paths of P -a.s. finite variation. The same decom-
position is admissible in FP+; to see this, note that any right-continuous
F-martingale N is also an FP+-martingale: by the backward martingale con-
vergence theorem, Ns = E
P [Nt|Fs] for s ≤ t implies
Ns = Ns+ = E
P [Nt|Fs+] = E
P [Nt|F
P
s+] P -a.s., s ≤ t.
Next, we show that (iii) implies (i). We observe that the process
X˜t := Xt −X0 −
∑
0≤s≤t
∆Xs 1{|∆Xs|>1},
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is a semimartingale if and only if X is. Thus, we may assume that X0 = 0
and that X has jumps bounded by one. In particular, X then has a canonical
decomposition X =M +B, where M is a right-continuous FP+-local martin-
gale and B is a right-continuous FP+-predictable process of finite variation.
We can decompose the latter into a difference B = B1 − B2 of increasing,
right-continuous FP+-predictable processes. By [29, Lemma 6.5.10, p. 143],
there exist right-continuous, P -a.s. increasing and F-predictable processes
Bˆ1 and Bˆ2 which are indistinguishable from B1 and B2, respectively. Define
Bˆ = Bˆ1 − Bˆ2; then Bˆ is F-predictable, right-continuous and P -a.s. of finite
variation, and of course indistinguishable from B.
As a consequence, Mˆ := X− Bˆ is right-continuous, F-adapted and indis-
tinguishable from M ; in particular, it is still an FP+-local martingale. By [7,
Theorem 3], there exists an FP+-predictable localizing sequence (τ˜n) for Mˆ .
For any τ˜n, there exists an F-predictable stopping time τn such that τ˜n = τn
P -a.s.; cf. [8, Theorem IV.78, p. 133]. Thus, the sequence (τn) is a localizing
sequence of F-stopping times for the FP+-local martingale Mˆ . Since Mˆ is F-
adapted, we deduce from the tower property of the conditional expectation
that Mˆ is an F-local martingale. As a result, X = Mˆ+ Bˆ is a decomposition
as required and we have shown that (iii) implies (i).
The equivalence between (ii) and (iii) now follows because we can apply
the equivalence of (i) and (iii) to the filtration F′ := F+.
It remains to show the indistinguishability of the characteristics. Let
(B,C, ν) be F-characteristics of X and let (B′, C ′, ν ′) be FP+-characteristics.
The second characteristic is the continuous part of the quadratic variation
[X], which can be constructed pathwise P -a.s. (see the proof of Proposi-
tion 6.6) and thus is independent of the filtration. As a result, C = C ′
P -a.s. To identify the first characteristic, consider the process
X˜t := Xt −
∑
0≤s≤t
(
∆Xs − h(∆Xs)
)
.
As X˜ has uniformly bounded jumps, it is an F-special semimartingale. Let
X˜ = X0+ M˜ +B be the canonical decomposition with respect to F (cf. [29,
Theorem 7.2.6, p. 160]). By the arguments in the first part of the proof, this
is also the canonical decomposition with respect to FP+ and thus B = B
′
P -a.s. by the definition of the first characteristic.
Next, we show that ν = ν ′ P -a.s. To this end, we may assume that ν is
already the F-predictable compensator of µX . (The existence of the latter
follows from [14, Theorem II.1.8, p. 66] and [9, Lemma 7, p. 399].) Let us
check that ν is also a predictable random measure with respect to FP+. Let
16
WP =WP (ω, t, x) be a PP ⊗B(Rd)-measurable function; we claim that WP
is indistinguishable from a P ⊗ B(Rd)-measurable function W , in the sense
that the set {ω ∈ Ω |W (ω, t, x) 6= WP (ω, t, x) for some (t, x)} is P -null.
To see this, consider first the case where WP (ω, t, x) = HP (ω, t)J(x) with
HP being PP -measurable and J being B(Rd)-measurable. By [9, Lemma 7,
p. 399], there exists a P-measurable process H indistinguishable from HP
and thus W (ω, t, x) = H(ω, t)J(x) has the desired properties. The general
case follows by a monotone class argument. Since ν is a predictable random
measure with respect to F, the process defined by
(W ∗ ν)t :=
∫ t
0
∫
Rd
W (s, x) ν(ds, dx)
is P-measurable. As a result, the indistinguishable process (WP ∗ ν) is PP -
measurable, showing that ν is a predictable random measure with respect
to FP+.
To see that ν is the compensator of the jump measure µX of X with
respect to FP+, suppose that W
P is nonnegative. Then by the indistinguisha-
bility of W and WP and [14, Theorem II.1.8, p. 66],
EP [(WP ∗ ν)∞] = E
P [(W ∗ ν)∞] = E
P [(W ∗ µX)∞] = E
P [(WP ∗ µX)∞].
Now the uniqueness of the FP+-compensator as stated in the cited theo-
rem shows that ν = ν ′ P -a.s. This completes the proof that (B,C, ν) =
(B′, C ′, ν ′) P -a.s.
Again, the argument for F+ is contained in the above as a special case,
and so the proof of Proposition 2.2 is complete.
To study the measurability of Psem, we need to express the semimartin-
gale property in a way which is more accessible than the mere existence of
a semimartingale decomposition. To this end, it will be convenient to use
some facts which were developed in [2] to give an alternative proof of the
Bichteler–Dellacherie theorem.
We continue to consider a càdlàg, Rd-valued, F-adapted process X on an
arbitrary filtered space (Ω,F ,F), but fix a finite time horizon T > 0. Let
(X˜t)t∈[0,T ] be the process defined by
X˜t := Xt −X0 −
∑
0≤s≤t
∆Xs 1{|∆Xs|>1}
and consider the sequence of F-stopping times
Tm := inf
{
t ≥ 0
∣∣ |X˜t| ≥ m or |X˜t−| ≥ m}.
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Moreover, for any m ∈ N, define the process (X˜mt )t∈[0,T ] by
X˜mt := (m+ 1)
−1X˜Tm∧t.
Given P ∈ P(Ω), we can consider the Doob decomposition of X˜m sampled
on the n-th dyadic partition of [0, T ] under P and F+; namely, A
m,P,n := 0
and
Am,P,nkT/2n :=
k∑
j=1
EP
[
X˜mjT/2n − X˜
m
(j−1)T/2n
∣∣F(j−1)T/2n+], 1 ≤ k ≤ 2n,
Mm,P,nkT/2n := X˜
m
kT/2n −A
m,P,n
kT/2n , 0 ≤ k ≤ 2
n.
Furthermore, given c > 0, we define the F+-stopping times
σm,n(c) := inf
{
kT
2n
∣∣∣∣
k∑
j=1
∣∣∣X˜mjT
2n
− X˜m(j−1)T
2n
∣∣∣2 ≥ c− 4},
τm,P,n(c) := inf
{
kT
2n
∣∣∣∣
k∑
j=1
∣∣∣Am,P,njT
2n
−Am,P,n(j−1)T
2n
∣∣∣ ≥ c− 2}.
Proposition 4.1. Let P ∈ P(Ω). The process (Xt)t∈[0,T ] is a P -F-semi-
martingale if and only if for all m ∈ N and ε > 0 there exists a constant
c = c(m, ε) > 0 such that
P
[
σm,n(c) <∞
]
<
ε
2
and P
[
τm,P,n(c) <∞
]
<
ε
2
for all n ≥ 1. (4.1)
Proof. Clearly X is a P -F-semimartingale if and only if X˜m has this property
for all m. Moreover, by Proposition 2.2, this is equivalent to X˜m being a
P -FP+-semimartingale.
If X˜m is a P -FP+-semimartingale, [2, Theorem 1.6] implies that it sat-
isfies the property “no free lunch with vanishing risk and little investment”
introduced in [2, Definition 1.5]. As supt∈[0,T ] |X˜
m
t | ≤ 1, we deduce from [2,
Proposition 3.1] that for any ε > 0 there exists a constant c = c(m, ε) > 0
such that (4.1) holds. Conversely, suppose that there exist such constants;
then, as supt∈[0,T ] |X˜
m
t | ≤ 1, the proof of [2, Theorem 1.6] shows that X˜
m is
a P -FP+-semimartingale.
Corollary 4.2. Under the conditions of Theorem 2.5, the set
Psem,T = {P ∈ P(Ω) | (Xt)0≤t≤T is a semimartingale on (Ω,F ,F, P )}
is Borel-measurable for every T > 0, and so is Psem = ∩T∈NPsem,T .
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Proof. Let T > 0; then Proposition 4.1 allows us to write Psem,T as⋂
m,k∈N
⋃
c∈N
⋂
n∈N
{
P ∈ P(Ω)
∣∣∣P [σm,n(c) <∞]+ P [τm,P,n(c) <∞] < 1/k};
hence, it suffices to argue that the right-hand side is measurable. Indeed,
ω 7→ σm,n(c)(ω) and (P, ω) 7→ τm,P,n(c)(ω) are measurable by Lemma 3.1,
so the required measurability follows by another application of the same
lemma.
5 Measurable Doob-Meyer and Canonical Decom-
positions
In this section, we first obtain a version of the Doob–Meyer decomposition
which is measurable with respect to the probability measure P . Then, we
apply this result to construct the canonical decomposition of a bounded
semimartingale with the same measurability; together with a localization
argument, this will provide the first semimartingale characteristic BP in the
subsequent section. The conditions of Theorem 2.5 are in force; moreover,
we fix a measurable set P ⊆ P(Ω). As the results of this section can be
applied componentwise, we consider scalar processes without compromising
the generality.
There are various proofs of the Doob–Meyer theorem, all based on com-
pactness arguments, which use a passage to the limit from the elementary
Doob decomposition in discrete time. The latter is measurable with respect
to P by Lemma 3.1. Thus, the main issue is to go through a compactness
argument while retaining measurability. Our Proposition 3.3 is tailored to
that purpose, and it combines naturally with the proof of the Doob–Meyer
decomposition given in [3].
Proposition 5.1 (Doob–Meyer). Let (P, ω, t) 7→ SPt (ω) be a measurable
function such that for all P ∈ P, SP is a right-continuous, F+-adapted P -
FP+-submartingale of class D. There exists a measurable function (P, ω, t) 7→
APt (ω) such that for all P ∈ P,
SP − SP0 −A
P is a P -FP+-martingale,
AP is right-continuous, F+-adapted, F
P
+-predictable and P -a.s. increasing.
Proof. It suffices to consider a finite time horizon T > 0; moreover, we may
assume that SP0 = 0. For each P ∈ P and n ∈ N, consider the Doob
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decomposition of the process (SPjT/2n)j=0,...,2n, defined by A
P,n
0 = 0 and
AP,nkT/2n =
k∑
j=1
EP
[
SPjT/2n − S
P
(j−1)T/2n
∣∣∣F(j−1)T/2n+], 1 ≤ k ≤ 2n,
MP,nkT/2n = S
P
kT/2n −A
P,n
kT/2n , 0 ≤ k ≤ 2
n.
Note that (AP,njT/2n)j=0,...,2n has P -a.s. increasing paths and that (P, ω) 7→
AP,nkT/2n(ω) is measurable by Lemma 3.1. As a consequence, (P, ω) 7→M
P,n
T (ω)
is measurable as well. We deduce from [3, Lemma 2.2] that for each P ∈ P
the sequence (MP,nT )n∈N ⊆ L
1(P ) is uniformly integrable. Therefore, we
can apply Proposition 3.3 to obtain an L1(P )-convergent sequence of convex
combinations
MP,nT :=
NPn∑
i=n
λP,ni M
P,i
T
which are measurable in (P, ω). By Lemma 3.2, we can find a version MPT
of the limit which is again jointly measurable in (P, ω).
On the strength of Lemma 3.1 and Lemma 3.5, we can find a measurable
function (P, ω, t) 7→MPt (ω) such that for each P ∈ P, (M
P
t )t∈[0,T ] is a right-
continuous P -F+-martingale and a P -modification of (E
P [MPT | Ft+])0≤t≤T .
We define AP by
APt := S
P
t −M
P
t ;
then AP is right-continuous and F+-adapted and (P, ω, t) 7→ A
P
t (ω) is mea-
surable. Following the arguments in [3, Section 2.3], we see that AP is P -a.s.
increasing and P -indistinguishable from a P-measurable process, hence pre-
dictable with respect to FP+.
We can now construct the compensator of a process with integrable vari-
ation. We recall the filtration F̂ on P× Ω introduced in (3.1).
Corollary 5.2 (Compensator). Let (P, ω, t) 7→ SPt (ω) be a right-continuous
F̂+-adapted process such that for all P ∈ P, S
P is an F+-adapted process of
P -integrable variation. There exists a measurable function (P, ω, t) 7→ APt (ω)
such that for all P ∈ P,
SP − SP0 −A
P is a P -FP+-martingale,
AP is right-continuous, F+-adapted, F
P
+-predictable and P -a.s. of finite vari-
ation.
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Proof. We may assume that SP0 = 0. By Lemma 3.4, (P, ω, t) 7→ S
P
t (ω) is
measurable. Thus, if SP is P -a.s. increasing for all P ∈ P, Proposition 5.1
immediately yields the result. Therefore, it suffices to show that there exists
a decomposition
SP = S1,P − S2,P P -a.s.
into F+-adapted, P -integrable processes having right-continuous and P -a.s.
increasing paths such that (P, ω, t) 7→ Si,Pt (ω) is measurable. Let Var(S
P )
denote the total variation process of SP . By the right-continuity of SP , we
have
Var(SP )t(ω) = lim
n→∞
2n∑
k=1
∣∣SPkt/2n(ω)− SP(k−1)t/2n(ω)∣∣ for all (P, ω, t).
In particular, Var(SP ) is F+-adapted and (P, ω, t) 7→ Var(S
P )t(ω) is F̂+-
adapted. For each P ∈ P, we define
σP := inf
{
t ≥ 0
∣∣ Var(SP )t =∞}.
The identity
{σP < t} =
⋃
q∈Q, q<t
{Var(SP )q =∞}
shows that (P, ω) 7→ σP (ω) is an F̂+-stopping time and in particular mea-
surable. As SP is of P -integrable variation, we have σP = ∞ P -a.s. Using
Lemma 3.4 and the fact that Var(SP )1[[0,σP [[ is right-continuous, it follows
that the processes
S1,P :=
Var(SP ) + SP
2
1[[0,σP [[, S
2,P :=
Var(SP )− SP
2
1[[0,σP [[
have the required properties.
In the second part of this section, we construct the canonical decom-
position of a bounded semimartingale. Ultimately, this decomposition can
be obtained from the discrete Doob decomposition, a compactness argu-
ment and the existence of the compensator for bounded variation processes.
Hence, we will combine Proposition 3.3 and the preceding Corollary 5.2.
The following lemma is an adaptation of the method developed in [2] to our
needs; it contains the mentioned compactness argument. We fix a finite time
horizon T > 0.
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Lemma 5.3. Let S = (St)t∈[0,T ] be a càdlàg, F+-adapted process with S0 = 0
and supt∈[0,T ] |St| ≤ 1 such that S is a P -F
P
+-semimartingale for all P ∈ P.
For all ε > 0 and P ∈ P there exist
(i) a [0, T ] ∪ {∞}-valued F+-stopping time α
P such that (P, ω) 7→ αP (ω)
is an F̂+-stopping time and
P [αP <∞] ≤ ε,
(ii) a constant cP and right-continuous, F+-adapted processes A
P , MP
with AP0 = M
P
0 = 0 such that (P, ω, t) 7→ (A
P
t (ω),M
P
t (ω)) is F̂+-
adapted,
MP is a P -F+-martingale and Var(A
P ) ≤ cP P -a.s.
such that
MPt +A
P
t = SαP∧t, t ∈ [0, T ].
Proof. This lemma is basically a version of [2, Theorem 1.6] with added
measurability in P ; we only give a sketch of the proof. The first step is to
obtain a version of [2, Proposition 3.1]: For P ∈ P and n ∈ N, consider
the Doob decomposition of the discrete-time process (SjT/2n)j=0,...,2n with
respect to P and F+, defined by A
P,n
0 = 0 and
AP,n
kT/2n
:=
k∑
j=1
EP
[
SjT/2n − S(j−1)T/2n
∣∣∣F(j−1)T/2n+], 1 ≤ k ≤ 2n,
MP,nkT/2n := SkT/2n −A
P,n
kT/2n , 0 ≤ k ≤ 2
n.
By adapting the proof of [2, Proposition 3.1] and using Lemma 3.1, one shows
that for all ε > 0 and P ∈ P there exist a constant cP ∈ N and a sequence of{
T/2n, ..., (2n − 1)T/2n, T
}
∪{∞}-valued F+-stopping times (ρP,n)n∈N such
that (P, ω) 7→ ρP,n(ω) is an F̂+-stopping time,
P [ρP,n <∞] < ε
and
2n
T
(ρP,n∧T )∑
j=1
∣∣AP,njT/2n −AP,n(j−1)T/2n ∣∣ ≤ cP , ∥∥MP,nT∧ρP,n∥∥2L2(P ) ≤ cP
for all n ∈ N. The second step is to establish the following assertion: for
all ε > 0 and P ∈ P there exist a constant cP ∈ N, a [0, T ] ∪ {∞}-valued
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F+-stopping time α
P such that (P, ω) 7→ αP (ω) is an F̂+-stopping time,
and a sequence of right-continuous, F+-adapted processes (A
P,k)k∈N and
(MP,k)k∈N on [0, T ] which are measurable in (P, ω, t), such that (M
P,k
t )0≤t≤T
is a P -F+-martingale and(
MP,k
)αP
t
+
(
AP,k
)αP
t
= Sα
P
t , P
[
αP <∞
]
≤ ε,
2k∑
j=1
∣∣∣(AP,k)αPjT/2k − (AP,k)αP(j−1)T/2k ∣∣∣ ≤ cP P -a.s., ∥∥∥(MP,k)αPt ∥∥∥2L2(P ) ≤ cP .
Here the first equality holds for all ω rather than P -a.s. and the usual nota-
tion for the “stopped process” is used; for instance, Sα
P
t = SαP∧t. To derive
this assertion from the first step, we combine the arguments in the proof
of [2, Proposition 3.6] with Lemma 3.1, Lemma 3.2, Proposition 3.3 and
Lemma 3.5.
Finally, to derive Lemma 5.3 from the preceding step, we adapt the proof
of [2, Theorem 1.6], again making crucial use of Lemma 3.2 and Proposi-
tion 3.3.
Proposition 5.4 (Canonical Decomposition). Let S be a càdlàg, F+-adapted
process with S0 = 0 and supt≥0 |St| ≤ 1 such that S is a P -F
P
+-semimartingale
for all P ∈ P. There exists a measurable function (P, ω, t) 7→ BPt (ω) such
that for all P ∈ P,
S −BP is a P -FP+-martingale,
BP is right-continuous, F+-adapted, F
P
+-predictable and P -a.s. of finite vari-
ation.
Proof. We first fix T > 0 and consider the stopped process Y = ST . For
each n ∈ N, let αP,n, MP,n and AP,n be the stopping times and processes
provided by Lemma 5.3 for the choice ε = 2−n; that is, P [αP,n <∞] < 2−n
and
Y α
P,n
=MP,n +AP,n.
By Corollary 5.2, we can construct the compensator of AP,n with respect
to P -FP+, denoted by {A
P,n}P , such that {AP,n}P is right-continuous, F+-
adapted and P -a.s. of finite variation, and (P, ω, t) 7→ {AP,n}Pt (ω) is mea-
surable. We define the process M
P,n
by
M
P,n
=MP,n +AP,n − {AP,n}P .
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By construction, M
P,n
is a right-continuous, F+-adapted P -F
P
+-martingale
and (P, ω, t) 7→ M
P,n
t (ω) is measurable. Furthermore,
Y α
P,n
=M
P,n
+ {AP,n}P
is the canonical decomposition of the P -FP+-semimartingale Y
αP,n .
We have
∑
n∈N P{α
P,n < ∞} < ∞ for each P ∈ P. By the Borel–
Cantelli Lemma, this implies that limn→∞ α
P,n =∞ P -a.s. Let
βP,n := inf
k≥n
αP,k.
Then βP,n are F+-stopping times increasing to infinity P -a.s. for each P and
(P, ω) 7→ βP,n(ω) is an F̂+-stopping time for each n. As β
P,n+1∧αP,n = βP,n,
we have
Y β
P,n
=
(
Y α
P,n)βP,n+1
=
(
M
P,n)βP,n+1
+
(
{AP,n}P
)βP,n+1
,
which is the canonical decomposition of Y β
P,n
. Thus, by uniqueness of the
canonical decomposition,
Y =
∞∑
n=1
(
M
P,n)βP,n+1
1[[βP,n−1,βP,n[[ +
∞∑
n=1
(
{AP,n}P
)βP,n+1
1[[βP,n−1,βP,n[[
is the canonical decomposition of Y , where we have set βP,0 := 0. Denote
the two sums on the right-hand side by MP,T and BP,T , respectively, and
recall that Y = ST . The decomposition of the full process S is then given
by
S =MP +BP :=
∞∑
T=1
MP,T 1[[T−1,T [[ +
∞∑
T=1
BP,T 1[[T−1,T [[.
By construction, these processes have the required properties.
6 Measurable Semimartingale Characteristics
In this section, we construct a measurable version of the characteristics
(BP , C, νP ) of X as stated in Theorem 2.5. The conditions of that theo-
rem are in force throughout; in particular, X is a càdlàg, F-adapted process.
We recall that the set Psem of all P ∈ P(Ω) under which X is a semimartin-
gale is measurable (Corollary 4.2) and that a truncation function h has been
fixed. When we refer to the results of Section 3, they are to be understood
with the choice P = Psem.
As mentioned in the preceding section, the existence of the first charac-
teristic BP is a consequence of Proposition 5.4.
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Corollary 6.1. There exists a measurable function Psem × Ω × R+ → R
d,
(P, ω, t) 7→ BPt (ω) such that for all P ∈ Psem, B
P is an F+-adapted, F
P
+-
predictable process with right-continuous, P -a.s. finite variation paths, and
BP is a version of the first characteristic of X with respect to P .
Proof. We may assume that X0 = 0. Let
X˜t := Xt −
∑
0≤s≤t
(
∆Xs − h(∆Xs)
)
,
T0 = 0 and Tm = inf{t ≥ 0 | |X˜t| > m}. As X˜ has càdlàg paths, each Tm is
an F+-stopping time and Tm →∞. Define
X˜m = X˜·∧Tm ;
then X˜m is a càdlàg, F+-adapted P -F
P
+ semimartingale for each P ∈ Psem
and |X˜m| ≤ m+ ‖h‖∞. We use Proposition 5.4 to obtain the corresponding
predictable finite variation process Bm,P of the canonical decomposition of
X˜m, and then
BP =
∑
m≥1
Bm,P 1[[Tm−1,Tm[[
has the desired properties.
The next goal is to construct the third characteristic of X, the com-
pensator νP of the jump measure of X, and its decomposition as stated in
Theorem 2.5. (The second characteristic is somewhat less related to the
preceding results and thus treated later on.) To this end, we first provide
a variant of the disintegration theorem for measures on product spaces. As
it will be used for the decomposition of νP , we require a version where the
objects depend measurably on an additional parameter (the measure P ). We
call a kernel stochastic if its values are probability measures, whereas finite
kernel refers to the values being finite measures. A Borel space is (isomorphic
to) a Borel subset of a Polish space.
Lemma 6.2. Let (G,G) be a measurable space, (Y,Y) a separable measurable
space and (Z,B(Z)) a Borel space. Moreover, let κ
(
g, d(y, z)
)
be a finite
kernel on (Y × Z,Y ⊗ B(Z)) given (G,G) and let κ̂(g, dy) be its marginal
on Y ,
κ̂(g,A) := κ(g,A × Z), A ∈ Y.
There exists a stochastic kernel α
(
(g, y), dz
)
on (Z,B(Z)) given (G×Y,G⊗Y)
such that
κ(g,A ×B) =
∫
A
α
(
(g, y), B
)
κ̂(g, dy), A ∈ Y, B ∈ B(Z), g ∈ G.
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Proof. This result can be found e.g. in [4, Proposition 7.27, p. 135], in the
special case where Y is a Borel space (and κ
(
g, d(y, z)
)
is a stochastic ker-
nel). In that case, one can identify Y with an interval and the proof of [4,
Proposition 7.27, p. 135] makes use of dyadic partitions generating Y. In the
present case, we can give a similar proof where we use directly the separa-
bility of Y; namely, we can find a refining sequence of finite partitions of
Y which generates Y and apply martingale convergence arguments to the
corresponding sequence of finite σ-fields. The details are omitted.
In order to apply the disintegration result with (Y,Y) = (Ω×R+,P), we
need the following observation.
Lemma 6.3. The predictable σ-field P is separable.
Proof. The σ-field P is generated by the sets
{0} ×A, A ∈ F0− and (s, t]×A, A ∈ Fs−, 0 < s < t ∈ Q;
cf. [8, Theorem IV.67, p. 125]. Since F0− is trivial and Fs is separable for
s ≥ 0, it follows that each Fs− is separable as well. Let (A
n
s )n≥1 be a
generator for Fs−; then
{0} ×An0 and (s, t]×A
n
s , 0 < s < t ∈ Q, n ≥ 1
yield a countable generator for P.
We can now construct the third characteristic and its decomposition.
For the following statement, recall the set L from (2.1) and that it has been
endowed with its Borel σ-field.
Proposition 6.4. There exists a measurable function
Psem × Ω→ L, (P, ω) 7→ ν
P (ω, dt, dx)
such that for all P ∈ Psem, the F
P
+-predictable random measure ν
P (·, dt, dx)
is the P -FP+-compensator of µ
X . Moreover, there exists a decomposition
νP (·, dt, dx) = KP (·, t, dx) dAPt P -a.s.
where
(i) (P, ω, t) 7→ APt (ω) is measurable and for all P ∈ Psem, A
P is an F+-
adapted, FP+-predictable, P -integrable process with right-continuous and
P -a.s. increasing paths,
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(ii) (P, ω, t) 7→ KP (ω, t, dx) is a kernel on (Rd,B(Rd)) given (Psem ×Ω×
R+,B(Psem)⊗F⊗B(R+)) and for all P ∈ Psem, (ω, t) 7→ K
P (ω, t, dx)
is a kernel on (Rd,B(Rd)) given (Ω ×R+,P
P ).
Proof. We use the preceding results to adapt the usual construction of the
compensator, with P ∈ Psem as an additional parameter. By a standard
fact recalled in Lemma 6.5 below, there is a P ⊗ B(Rd)-measurable func-
tion V > 0 such that 0 ≤ V ∗ µX ≤ 1; recall the notation V ∗ µX :=∫ ·
0
∫
Rd
V (s, x)µX(ds, dx). Define A := V ∗ µX . We observe that A is a
càdlàg, F+-adapted process, uniformly bounded and increasing; thus, it is a
P -FP+-submartingale of class D for any P ∈ Psem. By Proposition 5.1, we
can construct the predictable process of the Doob-Meyer decomposition of A
with respect to P and FP+, denoted by A
P , such that AP is P -integrable, FP+-
predictable, F+-adapted with right-continuous, P -a.s. increasing paths and
(P, ω, t) 7→ APt (ω) is measurable. Define a kernel on (Ω×R+×R
d,P⊗B(Rd))
given
(
Psem,B(Psem)
)
by
mP (C) := EP
[(
V 1C ∗ µ
X
)
∞
]
, C ∈ P ⊗ B(Rd).
Note that each measure mP (·) is a sub-probability. Consider the set
G :=
{
(P, ω) ∈ Psem × Ω
∣∣ t 7→ APt (ω) is increasing}
=
⋂
s<t∈Q
{
(P, ω) ∈ Psem ×Ω
∣∣APs (ω) < APt (ω)};
the second equality is due to the right-continuity of AP and shows that
G ∈ B(Psem)⊗F . Moreover, the sections of G satisfy
P{ω ∈ Ω
∣∣ (P, ω) ∈ G} = 1, P ∈ Psem.
Thus, the (everywhere increasing, but not F+-adapted) process
A¯Pt (ω) := A
P
t (ω)1G(P, ω)
is P -indistinguishable from AP and in particular FP+-predictable, while the
map (P, ω, t) 7→ A¯Pt (ω) is again measurable. We define another finite kernel
on (Ω× R+,P) given
(
Psem,B(Psem)
)
by
m̂P (D) = EP
[ ∫ ∞
0
1D(t, ω) dA¯
P
t (ω)
]
, D ∈ P.
As in the proof of [14, Theorem II.1.8, p. 67], we have m̂P (D) = mP (D×Rd)
for any D ∈ P; that is, m̂P (dω, dt) is the marginal of mP (dω, dt, dx) on
(Ω ×R+,P).
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Since (Ω × R+,P) is separable by Lemma 6.3, we may apply the disin-
tegration result of Lemma 6.2 to obtain a stochastic kernel αP (ω, t, dx) on
(Rd,B(Rd)) given (Psem × Ω×R+,B(Psem)⊗ P) such that
mP (dω, dt, dx) = αP (ω, t, dx) m̂P (dω, dt).
Define a kernel K˜P (ω, t, dx) on (Rd,B(Rd)) given (Psem×Ω×R+,B(Psem)⊗
P) by
K˜P (ω, t, E) :=
∫
E
V (ω, t, x)−1 αP (ω, t, dx), E ∈ B(Rd). (6.1)
Moreover, let ν˜P (ω, dt, dx) := K˜P (ω, t, dx) dA¯Pt (ω) and define the set
G′ :=
{
(P, ω) ∈ G
∣∣∣ ∫ N
0
∫
Rd
|x|2 ∧ 1 ν˜P (ω, dt, dx) <∞∀N ∈ N,
ν˜P (ω,R+, {0}) = 0 = ν˜
P (ω, {0},Rd)
}
.
We observe that G′ ∈ B(Psem)⊗F . Moreover, by [14, Theorem II.1.8, p. 66]
and its proof,
P{ω ∈ Ω | (P, ω) ∈ G′} = 1, P ∈ Psem. (6.2)
Define the kernelKP (ω, t, dx) on (Rd,B(Rd)) given (Psem×Ω×R+,B(Psem)⊗
F ⊗ B(R+)) by
KP (ω, t, E) := K˜P (ω, t, E)1G′ (P, ω), E ∈ B(R
d).
We see from (6.2) that for fixed P ∈ Psem, K
P (ω, t, dx) is also a kernel on
(Rd,B(Rd)) given (Ω× R+,P
P ). Finally, we set
νP (ω, dt, dx) := KP (ω, t, dx) dA¯Pt (ω),
which clearly entails that νP (·, dt, dx) = KP (·, t, dx) dAPt P -a.s. By con-
struction, νP (ω, dt, dx) ∈ L for each (P, ω) ∈ Psem×Ω. Moreover, we deduce
from [14, Theorem II.1.8, p. 66] that νP (ω, dt, dx) is the P -FP+-compensator
of µX for each P ∈ Psem. It remains to show that (P, ω) 7→ ν
P (ω, dt, dx) is
measurable. By Lemma 2.4, it suffices to show that given a Borel function
f on R+ × R
d, the map
(P, ω) 7→ f(t, x) ∗ νP (ω, dt, dx)
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is measurable. Suppose first that f is of the form f(t, x) = g(t)h(x), where
g and h are measurable functions. Then
f(t, x) ∗ νP (ω, dt, dx) =
∫ ∞
0
∫
Rd
f(t, x)KP (ω, t, dx) dA¯Pt (ω)
=
∫ ∞
0
g(t)
∫
Rd
h(x)KP (ω, t, dx) dA¯Pt (ω)
is measurable in (P, ω). The case of a general function f follows by a mono-
tone class argument, which completes the proof.
The following standard fact was used in the preceding proof.
Lemma 6.5. Let S be a càdlàg, F+-adapted process. There exists a strictly
positive P ⊗ B(Rd)-measurable function V such that 0 ≤ V ∗ µS ≤ 1.
Proof. Let Hn := {x ∈ R
d | |x| > 2−n} for n ∈ N; then ∪nHn = R
d \ {0}.
Define Tn,0 = 0 and
Tn,m := inf
{
t ≥ Tn,m−1
∣∣ |St − STn,m−1 | > 2−(n+1)}.
As S is càdlàg, each Tn,m is an F+-stopping time. Set Gn,0 := Ω×R+×{0}
and
Gn,m := [[0, Tn,m]]×Hn ∈ P ⊗ B(R
d);
recall that the predictable σ-field associated with F+ coincides with P. Then,
∪n,mGn,m = Ω× R+ × R
d and
V (ω, t, x) :=
∑
n≥1
2−n
(
1Gn,0(ω, t, x) +
∑
m≥1
2−m
m
1Gn,m(ω, t, x)
)
has the required properties.
The final goal of this section is to establish an aggregated version of
the second characteristic; that is, a single process C rather than a family
(CP )P∈Psem . By its definition, C is the quadratic variation of the continuous
local martingale part of X under each P ∈ Psem; however, the martingale
part depends heavily on P and thus would not lead to an aggregated process
C. Instead, we shall obtain C as the continuous part of the (optional)
quadratic variation [X] which is essentially measure-independent. For future
applications, we establish two versions of C: one is F-predictable but its
paths are irregular on an exceptional set; the other one, denoted C¯, has
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regular paths and is predictable for the augmentation of F by the collection
of F-measurable Psem-polar sets. More precisely, we let
Nsem = {A ∈ F |P (A) = 0 for all P ∈ Psem}
and consider the filtration F ∨ Nsem = (Ft ∨ Nsem)t≥0. Note that this
is still much smaller than the augmentation with all Psem-polar sets (or
even the P -augmentation for some P ∈ Psem), because we are only adding
sets already included in F . In particular, all elements of Ft ∨ Nsem are
Borel sets and an F∨Nsem-progressively measurable process is automatically
F⊗B(R+)-measurable. For the purposes of the present paper, both versions
are sufficient.
Proposition 6.6. (i) There exists an F-predictable, Sd+-valued process C
such that
C = 〈Xc,P 〉(P ) P -a.s. for all P ∈ Psem,
where Xc,P denotes the continuous local martingale part of X under P and
〈Xc,P 〉(P ) is its predictable quadratic variation under P . In particular, the
paths of C are P -a.s. increasing and continuous for all P ∈ Psem.
(ii) There exists an F ∨Nsem-predictable, S
d
+-valued process C¯ with con-
tinuous increasing paths such that
C¯ = 〈Xc,P 〉(P ) P -a.s. for all P ∈ Psem.
Proof. We begin with (ii). As a first step, we show that there exists an
F∨Nsem-optional process [X] with values in S
d
+, having all paths càdlàg and
of finite variation, such that
[X] = [X](P ) P -a.s. for all P ∈ Psem,
where [X](P ) is the usual quadratic covariation process of X under P . To
this end, we first apply Bichteler’s pathwise integration [5, Theorem 7.14],
see also [15] for the same result in modern notation, to
∫
Xi− dX
j , for fixed
1 ≤ i, j ≤ d. This integration was also used in [19, 27, 28] in the context of
continuous martingales; however, we have to elaborate on the construction
to find a Borel-measurable version.
Define for each n ≥ 1 the sequence τn0 := 0,
τnl+1 := inf
{
t ≥ τnl
∣∣ |Xit −Xiτn
l
| ≥ 2−n or |Xit− −X
i
τn
l
| ≥ 2−n
}
, l ≥ 0.
Since X is càdlàg, each τnl is an F-stopping time and liml τ
n
l (ω) = ∞ holds
for all ω ∈ Ω. In particular, the processes defined by
Int := X
i
τn
k
(
Xjt −X
j
τn
k
)
+
k−1∑
l=0
Xiτn
l
(
Xjτn
l+1
−Xjτn
l
)
for τnk < t ≤ τ
n
k+1, k ≥ 0
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are F-adapted and càdlàg, thus F-optional. Finally, we define
It(ω) := lim sup
n→∞
Int (ω);
then I is again F-optional. Moreover, it is a consequence of the Burkholder-
Davis-Gundy inequalities that
sup
0≤t≤N
∣∣∣∣Int −
(P )∫ t
0
Xis− dX
j
s
∣∣∣∣→ 0 P -a.s., N ≥ 1 (6.3)
for each P ∈ Psem, where the integral is the usual Itô integral under P . For
two càdlàg functions f, g on R+, let
d(f, g) =
∑
N≥1
2−N (1 ∧ ‖f − g‖N ),
where ‖ · ‖N is the uniform norm on [0, N ]. Then d metrizes locally uniform
convergence and a sequence of càdlàg functions is d-convergent if and only
if it is d-Cauchy. Let
G = {ω ∈ Ω | In(ω) is d-Cauchy}.
It is elementary to see that G ∈ F . Since (6.3) implies that P (G) = 1 for all
P ∈ Psem, we conclude that the complement of G is in Nsem. On the other
hand, we note that the d-limit of a sequence of càdlàg functions is necessarily
càdlàg. Hence,
J ij := I1G
defines an F ∨ Nsem-optional process with càdlàg paths. Define the R
d×d-
valued process Q = (Qij) by
Qij := XiXj − J ij − J ji.
Then Qij = XiXj − (P )
∫
Xi− dX
j − (P )
∫
Xj− dX
i = ([X](P ))ij holds P -a.s.
for all P ∈ Psem; this is simply the integration-by-parts formula for the Itô
integral. In particular, Q has increasing paths in Sd+ P -a.s. for all P ∈ Psem.
Since Q is càdlàg, the set G′ = {ω ∈ Ω |Q(ω) is increasing in Sd+} is F-
measurable and we conclude that
[X] := Q1G′
is an F∨Nsem-optional process having càdlàg, increasing paths and satisfying
[X] = [X](P ) P -a.s. for all P ∈ Psem.
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The second step is to construct C¯ from [X]. Recall that a càdlàg func-
tion f of finite variation can be (uniquely) decomposed into the sum of a
continuous part f c and a discontinuous part fd; namely,
fdt :=
∑
0≤s≤t
(fs − fs−), f
c
t := ft − f
d
t ,
where f0− := 0. Since all paths of [X] are càdlàg and of finite variation,
we can define C¯ := [X]c. Then C¯ is F ∨ Nsem-optional (e.g., by [14, Propo-
sition 1.16, p. 69]), C¯0 = 0 and all paths of C¯ are increasing in S
d
+ and
continuous. Hence, C¯ is also F∨Nsem-predictable. Let P ∈ Psem and recall
(see [14, Theorem 4.52, p. 55]) that
[X](P ) = 〈Xc,P 〉(P ) +
∑
0≤s≤·
(∆Xs)
2 P -a.s.
By the uniqueness of this decomposition, we have that C¯ = 〈Xc,P 〉(P ) P -a.s.,
showing that C¯ is indeed a second characteristic of X under P .
For the F-predictable version (i), we construct [X] as above but with
G = G′ = Ω; then [X] is F-optional (instead of F ∨ Nsem-optional) while
lacking the path properties. On the other hand, all paths of X are càdlàg
and hence the process
C ′ := [X]−
∑
0≤s≤·
(∆Xs)
2
is well-defined and F-optional. Next, define C ′0 := 0 and (componentwise)
C ′′t := lim sup
n→∞
C ′t−1/n, t > 0;
then C ′′ is F-predictable. Finally, the process C := C ′′1C′′∈Sd+
has the re-
quired properties, because for given P ∈ Psem the paths of C
′ are already
continuous P -a.s. and thus C = C ′ = C ′′ = 〈Xc,P 〉(P ) P -a.s.
7 Differential Characteristics
In this section, we prove Theorem 2.6 and its corollary. The conditions of
Theorem 2.6 (which are the ones of Theorem 2.5) are in force. We recall the
set of semimartingale measures under which X has absolutely continuous
characteristics,
Pacsem =
{
P ∈ Psem
∣∣ (BP , C, νP )≪ dt, P -a.s.}.
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Lemma 7.1. The set Pacsem ⊆ P(Ω) is measurable.
Proof. Let (BP , C, νP ) and AP be as stated in Theorem 2.5. For all P ∈
Psem, let R
P be the [0,∞]-valued process
RP :=
∑
1≤i≤d
Var(BP,i) +
∑
1≤i,j≤d
Var(Cij) + |AP |,
where the indices i, j refer to the components of the Rd- and Rd×d-valued
processes BP , C and
Var(f)t := lim
n→∞
2n∑
k=1
∣∣fkt/2n − f(k−1)t/2n ∣∣
for any real function f on R+. (If f is right-continuous, this is indeed the
total variation up to time t, as the notation suggests.) This definition and the
properties stated in Theorem 2.5 imply that (P, ω, t) 7→ RPt (ω) is measurable
and that for each P ∈ Psem, R
P is finite valued P -a.s. and has P -a.s. right-
continuous paths. Moreover, we have P -a.s. that (componentwise)
dAP ≪ dRP , dBP ≪ dRP and dC ≪ dRP .
Let
ϕP,nt (ω) :=
∑
k≥0
2n
(
RP(k+1)2−n(ω)−R
P
k2−n(ω)
)
1(k2−n,(k+1)2−n](t)
for all (P, ω, t) ∈ Psem × Ω× R+ and
ϕPt (ω) := lim sup
n→∞
ϕP,nt (ω), (P, ω, t) ∈ Psem × Ω× R+.
Clearly (P, ω, t) 7→ ϕPt (ω) is measurable. Moreover, ϕ
P is P -a.s. the density
of the absolutely continuous part of RP with respect to the Lebesgue mea-
sure; cf. [9, Theorem V.58, p. 52] and the subsequent remark. That is, there
is a decomposition RPt (ω) =
∫ t
0 ϕ
P
s (ω) ds + ψ
P
t (ω), t ∈ R+ for P -a.e. ω ∈ Ω,
with a function t 7→ ψPt (ω) that is singular with respect to the Lebesgue
measure. In particular, Pacsem can be characterized as
Pacsem =
{
P ∈ Psem
∣∣EP [1G(P, ·)] = 1}
with the set
G :=
{
(P, ω) ∈ Psem × Ω
∣∣∣∣RPt (ω) =
∫ t
0
ϕPs (ω) ds for all t ∈ Q+
}
.
As G is measurable, we conclude by Lemma 3.1 that Pacsem is measurable.
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Next, we prove the remaining statements of Theorem 2.6.
Proof of Theorem 2.6. Let BP , C, νP ,KP , AP be as in Theorem 2.5 and let
P ∈ Pacsem. Let
ÂPt := lim sup
n→∞
AP(t−1/n)∨0;
then ÂP is F−-adapted and hence F-predictable. Moreover, since we know
a priori that AP has continuous paths P -a.s., we have ÂP = AP P -a.s.
Consider
a˜Pt := lim sup
n→∞
n(ÂPt − Â
P
(t−1/n)∨0).
If we define aP := a˜P1R+(a˜
P ), then (P, ω, t) 7→ aPt (ω) is measurable and a
P
is an F-predictable process for every P ∈ Pacsem. Moreover, since A
P
t ≪ dt
P -a.s., we also have aPt dt = dA
P
t P -a.s. We proceed similarly with B
P and
C to define processes bP and c with values in Rd and Sd+, respectively, having
the properties stated in Theorem 2.6.
Let K˜P (ω, t, dx) be the B(Psem) ⊗ P-measurable kernel from (6.1) and
let F˜Pω,t(dx) be the kernel on R
d given Pacsem × Ω× R+ defined by
F˜Pω,t(dx) := K˜
P (ω, t, dx) aPt (ω).
It follows from Fubini’s theorem that F˜Pω,t(dx) ∈ L holds P × dt-a.e. for all
P ∈ Pacsem. To make this hold everywhere, let
G =
{
(P, ω, t) ∈ Pacsem×Ω×R+
∣∣∣ ∫
Rd
|x|2∧1 F˜Pω,t(dx) <∞ and F˜
P
ω,t({0}) = 0
}
.
Then G ∈ B(Pacsem)⊗F ⊗B(R+) and the complements of its sections,
GP :=
{
(ω, t) ∈ Ω× R+
∣∣ (P, ω, t) /∈ G},
satisfy
GP ∈ P and (P ⊗ dt)(GP ) = 0, P ∈ Pacsem.
Thus, if we define the kernel FPω,t(dx) on R
d given Pacsem × Ω×R+ by
FPω,t(E) := 1G(P, ω, t) F˜
P
ω,t(E), E ∈ B(R
d);
then FPω,t(dx) ∈ L for all (P, ω, t) ∈ P
ac
sem ×Ω× R+, while (ω, t) 7→ F
P
ω,t(dx)
is a kernel on (Rd,B(Rd)) given (Ω× R+,P) for all P ∈ P
ac
sem and
FPω,t(dx) dt = K˜
P (ω, t, dx) dAPt (ω) = K
P (ω, t, dx) dAPt (ω) = ν
P (ω, dt, dx)
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P -a.s. for all P ∈ Pacsem. Moreover, (P, ω, t) 7→
∫
E |x|
2∧1FPω,t(dx) is measur-
able for any E ∈ B(Rd). Thus, by Lemma 2.4, the map (P, ω, t) 7→ FPω,t(dx)
is measurable with respect to B(L). Finally, it is clear from the construction
that (bP , c, FP ) are indeed differential characteristics of X under P for all
P ∈ Pacsem.
It remains to prove the measurability of the sets Pacsem(Θ).
Proof of Corollary 2.7. Let Θ ⊆ Rd×Sd+×L be a Borel set and let (b
P , c, FP )
be a measurable version of the differential characteristics for P ∈ Pacsem as in
Theorem 2.6; then
G :=
{
(P, ω, t)
∣∣ (bPt , ct, FPt )(ω) /∈ Θ} ∈ B(Pacsem)⊗F ⊗ B(R+).
Thus, by Fubini’s theorem, G′ := {(P, ω) |
∫∞
0 1G(P, ω, t) dt = 0} is again
measurable. Since G′ consists of all (P, ω) such that (bPt , ct, F
P
t )(ω) ∈ Θ
holds P ⊗ dt-a.e., we have
Pacsem(Θ) =
{
P ∈ Pacsem
∣∣EP [1G′(P, ·)] = 1},
and the set on the right-hand side is measurable due to Lemma 3.1.
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