Abstract-A new uncalibrated eye-to-hand visual servoing based on inverse fuzzy modeling is proposed in this paper. In classical visual servoing, the Jacobian plays a decisive role in the convergence of the controller, as its analytical model depends on the selected image features. This Jacobian must also be inverted online. Fuzzy modeling is applied to obtain an inverse model of the mapping between image feature variations and joint velocities. This approach is independent from the robot's kinematic model or camera calibration and also avoids the necessity of inverting the Jacobian online. An inverse model is identified for the robot workspace, using measurement data of a robotic manipulator. This inverse model is directly used as a controller. The inverse fuzzy control scheme is applied to a robotic manipulator performing visual servoing for random positioning in the robot workspace. The obtained experimental results show the effectiveness of the proposed control scheme. The fuzzy controller can position the robotic manipulator at any point in the workspace with better accuracy than the classic visual servoing approach.
I. INTRODUCTION

I
NDUSTRIAL robotic manipulators use sensor-based control to perform tasks, either in structured or unstructured environments. Traditional sensors are, e.g., encoders and tachometers, which are located at the robot links. A satisfactory control action for high-precision robots with less demanding tasks is achieved in most applications, under structured environments. Vision sensors provide a vast amount of information on the environment in which robots move [1] . Thus, vision is essential for robots working in unstructured environments. In structured environments, vision is important to give a certain flexibility or looseness for consolidating the working environment. This type of sensors definitely enlarges the potential applications of the actual robotic manipulators. Although this fact was recognized decades ago [2] , only recently has its effectiveness reached the real world thanks to the technological improvement in cameras and dedicated hardware for image processing [3] .
Visual servoing can be defined as a method to control dynamic systems using the information provided by visual sensors. In this paper, the control of a robot manipulator end-effector using a single camera looking to the robot (eye-to-hand) is addressed [4] . The main focus on the visual servoing research community has been related to kinematic control [5] . In this approach, it is assumed that the joints or end-effector velocities are calculated by a visual control law. This velocity is then applied as reference to an inner control loop that drives the robot manipulator, i.e., the robot is assumed to be a perfect positioning device. This type of control does not take into account the dynamics of the system, so it is not well suited for fast robot motions. Considering the full nonlinear dynamics of the system, other types of controllers can be designed, where the joint actuator torques are computed using the visual control law. This type of control is called dynamic visual servoing [6] , [7] . The derivation of this type of model is usually very difficult, and kinematic visual servoing is usually preferred, due to its simplicity, and also because most robot manufacturers only provide robots with access to kinematic controllers.
Within the visual servoing framework there are three main categories to obtain the visual control law, which are related to how the information from the image, i.e., the features, is interpreted:
• image-based visual servoing [4] , [8] , which uses direct information from the object in the image, i.e., image features; • position-based visual servoing [4] , which uses 3-D information of the object from the image(s), i.e., rotation and translation between the camera and object frames, obtained using a computer-aided design (CAD) model of the object to perform an online pose estimation; • hybrid visual servoing [5] , [9] , which combines the first two approaches, and it is a possible solution to some drawbacks of image-based and position-based methods [10] . The previous visual servoing approaches are based on a model already known, i.e., the robot-camera model, from which the relation between the features and the robot kinematics is analytically obtained. In visual servoing, the Jacobian (relation between features and robot velocities) plays a decisive role in the convergence of the control, due to its analytical model dependency on the selected features [8] . Moreover, in these approaches the Jacobian must be inverted online, at each iteration of the control scheme. Nowadays, the research community tries to find the right features to obtain a diagonal Jacobian [9] , [11] - [15] . The obtained results only guarantee the decoupling from the position and the orientation of the velocity screw. This is still a hot research topic, as stated very recently by Chaumette [16] .
Apart from the previous approaches where the robot-camera model is already known, it can also be estimated. This type of visual servoing system can deal with unknown robot kinematics and/or unknown camera parameters. They are based on an online or offline estimation, prior to the execution of the task, and can be estimated analytically or by learning. Examples of obtaining the robot-camera model analytically are presented in [17] - [20] , while by learning they are presented in [21] . This type of system is also defined in the previous referenced literature as uncalibrated. By using this type of robot-camera model, the system becomes independent of robot type, camera type, or even camera location.
In this paper, the robot-camera model estimation by learning is addressed, using fuzzy techniques to obtain a controller capable of controlling the system. An inverse fuzzy model is used to derive the inverse robot-camera model in order to compute the joints and end-effector velocities in a straightforward manner. The inverse fuzzy model is applied directly as a real-time controller.
From the modeling techniques based on soft computing, fuzzy modeling is one of the most appealing. Some applications of model-based fuzzy control in robotics can be found in [22] and [23] . In visual servoing, fuzzy logic has been used to learn the robot-camera model [21] , [24] . As the robotic manipulator together with the visual system is a nonlinear system, which is only partly known, it is advantageous to use fuzzy modeling as a way to derive a model (or an inverse model, as in this case) based only on measurements. Various techniques can be applied to derive such models, fuzzy clustering, neural learning methods, or orthogonal least squares (see, e.g., [25] for an overview). Fuzzy clustering is most often used to derive fuzzy models based on the data obtained from measurements of dynamic systems. This approach is used in this paper, following closely the product-space fuzzy identification method presented in [26] , [27] . The proposed approach is applied to a PUMA 560 robotic manipulator, based on eye-to-hand image-based visual servoing. This paper is organized as follows. Section II describes briefly the concept of visual servoing, where visual information from the work environment is used to control a robotic manipulator. The problem statement for the control problem tackled in this paper is presented in Section III. Section IV presents very briefly fuzzy modeling and discusses the problem of identifying inverse fuzzy models directly from data measurements. Section V describes the experimental setup, where both the robotic manipulator and the control system integration are presented. Experimental results are presented in Section VI, where the identified inverse fuzzy models and the control performance are discussed. Finally, Section VII presents the conclusions and the possible future research.
II. CLASSIC VISUAL SERVOING
Machine vision and robotics can be used together to control a robotic manipulator. This type of control, which is defined as visual servoing, uses visual information from the work environment to control a robotic manipulator performing a given task.
The visual information can be obtained from the 2-D image space, i.e., image features. Three-dimensional information of the object, in the Cartesian space, can also be obtained from the image(s), using a CAD model of the object to perform an online pose estimation. Combining the previous two approaches, 2.5-D visual servoing, nowadays also called hybrid visual servoing, was proposed in [9] . This type of visual servoing does not need a CAD model of the object. However, it requires the calibration of the system and the computation of a homography matrix at each control iteration.
Considering that the robot-camera model must be estimated and that we are pursuing a controller independent from the model of the system, image-based visual servoing is chosen to be applied in this paper since the features are the simplest to obtain from the image. Any other type of visual servoing methods, position-based or hybrid, could be applied since the system is able to learn from any type of data obtained from the image. In fact, the inverse fuzzy model can be identified from any input-output data, as long as the conditions to invert the model presented in Section IV are fulfilled.
Some visual servoing systems obviate the calibration step and estimate the robot-camera model either online or offline. The robot-camera model may be estimated:
• analytically, using nonlinear least square optimization [18] - [20] ; • by learning or training, using fuzzy theory and neural networks [21] , [24] . In addition, the control system may estimate an image Jacobian and use the known robot model, or a coupled robot-camera Jacobian may be estimated. This paper proposes the estimation of the robot-camera model using fuzzy modeling.
In image-based visual servoing, the controlled variables are the image features extracted from the image containing the object. Some image features must be chosen, such as points, lines, cylinders, and ellipses [11] or, more recently, moment invariants [16] . The choice of different image features induces different control laws, and its number depends also on the number of degrees of freedom (DOFs) of the robotic manipulator under control. The robotic manipulator with six DOFs used as a testbed in this paper is depicted in Fig. 1 . In our experiments, only three DOFs were set to move (joints 2, 3, and 5). Thus, at least three image features are needed to perform the control. The image features used for each image point are the correspondent coordinates and . In the following, the classical approaches to modeling and control of image-based visual servoing are presented.
A. Modeling the Image-Based Visual Servoing System
In this paper, the image-based visual servoing system used is the eye-to-hand system [4] , where the camera is fixed and looking to the robotic manipulator. The kinematic modeling of the transformation between the image features velocities and the joints velocities must be found.
The kinematic modeling of the transformation between the image features' velocities and the joints' velocities is defined as follows [28] : (1) where is the total Jacobian, defined as (2) where and are the metric coordinates of the features in the 2-D image space, is the depth between the camera and object frames, is the image Jacobian, is defined as the transformation between the camera and world frames velocities, and is the robot Jacobian for the robotic manipulator.
B. Controlling the Image-Based Visual Servoing System
One of the classic control scheme of robotic manipulators using information from the vision system is presented in [8] . The global control architecture is shown in Fig. 2 , where the block Robot inner loop is a proportional derivative (PD) control law [29] , which has a sample time of 1 ms. The dashed lines represent the variables needed to compute the total Jacobian, which are , , and in (2). The robot joint velocities to move the robot to a predefined point in the image are derived from the use of the Visual control law. To achieve this goal, the error between the desired and the actual image features position in the image should be zero. Further, the image feature's velocity at the desired position should also be zero, to guarantee that the robot manipulator stops. Thus, the image features error velocity is related to the image features velocity as follows:
In this paper, an exponential decaying of the image features error during the servoing is chosen to be applied, as suggested in [8] ( 4) where is a positive gain that is used to increase or decrease the decayingt of the velocity error. From (2) and (4), the proportional visual control law is defined as [28] (5)
When the number of image features and robot joint coordinates are equal, i.e., , the Jacobian is a square matrix and its inverse can be computed at each iteration of the video rate. When redundant features are used, , a pseudoinverse Jacobian must be estimated. In closed loop, the image features error decreases if the exponential decayment is specified and if the Jacobian is nonsingular. When , the following condition must be satisfied to assure the convergence of the image-based control law [8] : (6) As must be estimated at each visual sample time and depends on , the global convergence is not assured. Local convergence can only be assured in the neighborhood of the desired position if the value of at that position is used.
III. PROBLEM STATEMENT
In order to apply image-based visual servoing, it is crucial to have a good estimation of the image Jacobian , the transformation between the camera and the world frames , and the robot Jacobian related to the world frame . The product of these three matrices gives the global Jacobian as defined in (2) . To derive an accurate global Jacobian , a perfect modeling of the camera, the chosen image features, the position of the camera related to the end-effector, and the depth of the target related to the camera frame must be accurately determined.
Even when a perfect model of the Jacobian is available, it can contain singularities, which hampers the application of a control law. Note that the Jacobian must be inverted to send joint velocities to the robot inner control loop in Fig.2 . When the Jacobian is singular, the control cannot be correctly performed. During the past decade researchers have tried to achieve a diagonal image Jacobian matrix with little success [9] , [11] - [15] . The obtained results only guarantee the decoupling of the position and the orientation of the velocity screw. The research on this topic is still continuing, as stated recently in [16] .
Another problem is related to the depth estimation . Some researchers use the depth computed at each visual sample step, but this procedure can lead to possible local minima and singularities. Better results appear when the depth is available at the desired position [10] . This value is estimated at each control iteration using a homography matrix [9] when the depth at the desired position is known, or calculated using other sensors than cameras, such as lasers [30] .
To overcome the difficulties regarding the Jacobian, a new type of differential relationship between the features and camera velocities was proposed in [21] and [24] . This approach estimates the variation of the image features, when an increment in the camera position is given by using a relation . This relation is divided into , which relates the position of the robot joints and the image features, and , which relates their respective variation
Considering only the variations in (7) (8) the inverse function is given by (9) and it states that the joint variation depends on the image features variation and the previous position of the robot manipulator . Equation (9) can be discretized as (10) In image-based visual servoing, the goal is to obtain a joint variation , capable of driving the robot according to a desired image feature position 1 , with an also desired image feature variation 1 , from any position in the joint spaces. This goal can be accomplished by modeling the inverse function , using inverse fuzzy modeling as presented in Section IV. This new approach to image-based visual servoing allows one to overcome the problems stated previously regarding the Jacobian inverse, the Jacobian singularities, and the depth estimation .
IV. INVERSE FUZZY MODELING
A. Fuzzy Modeling
Fuzzy modeling often follows the approach of encoding expert knowledge expressed in a verbal form in a collection of if-then rules, creating the model structure. Parameters in this structure can be adapted using input-output data. When no prior knowledge about the system is available, a fuzzy model can be constructed entirely on the basis of systems measurements. In the following, we consider data-driven modeling based on fuzzy clustering, which is described in [26] and [27] . This approach proved to be better than other well-known methods, such as adaptive-network-based fuzzy inference system (ANFIS), which was presented in [31] .
Assume that data from an unknown system are observed. The aim is to use these data to construct a deterministic function that can approximate . The function is represented as a collection of fuzzy if-then rules. Depending on the form of the propositions and on the structure of the rule base, different types of rule-based fuzzy models can be distinguished.
For the robot under control, the direct robot-camera model states that the image features move in the image space with variation 1 , given a predefined joint velocity and knowing its joint position . In this paper, rule-based models of the Takagi-Sugeno (TS) type are considered. This type of model is described next, followed by a brief description of the identification procedure using fuzzy clustering.
1) The Takagi-Sugeno Fuzzy Model: We consider the rulebased model of the TS type [32] .
The rules of a TS fuzzy model describe local input-output relations, typically in a linear form is is (11) Here is the th rule, is the input (antecedent) variable, are fuzzy sets defined in the antecedent space, and is the rule output variable. denotes the number of rules in the rule base. The aggregated output of the model is calculated by taking the weighted average of the rule consequents (12) where is the degree of activation of the th rule (13) and is the membership function of the fuzzy set in the antecedent of .
2) Identification by Fuzzy Clustering:
To identify the model in (11), the regression matrix and an output vector are constructed from the available data (14) Here is the number of samples used for identification. In this paper, is computed as the result of the time to perform a predefined trajectory divided by the sampling time. The objective of identification is to construct the unknown nonlinear function from the data, where is the TS model in (11) .
The number of rules and the antecedent fuzzy sets are determined by means of fuzzy clustering in the product space of the inputs and the outputs. Hence, the data set to be clustered is composed from and (15) Given and an estimated number of clusters , the Gustafson-Kessel clustering algorithm [33] is applied to compute the fuzzy partition matrix . This provides a description of the system in terms of its local characteristic behavior in regions of the identified data by the clustering algorithm, and each cluster defines a rule. Unlike the popular fuzzy c-means algorithm [34] , the Gustafson-Kessel algorithm applies an adaptive distance measure. As such, it can find hyperellipsoid regions in the data that can be efficiently approximated by hyperplanes described by the TS fuzzy rules.
The fuzzy sets in the antecedent of the rules are obtained from the partition matrix , whose th element is the membership degree of the data object in cluster . One-dimensional fuzzy sets are obtained from the multidimensional fuzzy sets defined point-wise in the th row of the partition matrix by projections onto the space of the input variables proj (16) where "proj" is the point-wise projection operator [35] . The point-wise defined fuzzy sets are approximated by suitable parametric functions in order to compute for any value of .
The consequent parameters for each rule are obtained as a weighted ordinary least squares estimate. Let , denote the matrix , and denote a diagonal matrix in having the degree of activation , as its th diagonal element. Assuming the columns of are linearly independent and for , the weighted least squares solution of becomes (17)
B. Inverse Modeling
Two main methods can be used to obtain an inverse model of a given process using intelligent techniques [36] : 1) identification of the inverse model from input-output data; 2) exact (analytical) inversion of the original model. The first method is perhaps the most intuitive approach to inverse modeling, and it tries to fit the data in an inverse function using inverse fuzzy models [37] or inverse neural models [38] . The second method can only be applied in fuzzy systems and for models with only one input [27] , [39] . As this paper intends to apply multiple-input multiple-output (MIMO) controllers, the exact inversion of the original model is not applicable. Therefore, this paper uses direct inverse learning [38] . In this type of learning, the process is excited with a training signal and the system reconstructs the input signal of the process from the given output signal. Although the inverse model is identified directly from data, the data permutation is not a straightforward process. One could simply feed the outputs as inputs and the inputs as outputs. However, the output vector has to be changed because the inversion of the direct model can be inaccurate. Note that this model is noncausal, so it is necessary to shift the output of the inverse model (the systems input) in order to keep the causality of the model that one wants to obtain [40] .
Two major drawbacks can be found in this approach. First, the dynamics of the system can be a many-to-one mapping, and several values for the control actions are possible for the same output of the process. Secondly, it could be difficult to obtain an appropriate training signal for direct inverse learning because the inverse model is supposed to work over a wide range of input amplitudes on the outputs of the system and for a large bandwidth. These problems will be addressed in the following.
For the robotic application in this paper, the inverse model (10) is identified using input-output data from the inputs , the outputs , and the state of the system . In the remainder of this paper and without lack of generality, the variations described in the variables and 1 are related to the desired positions and . With this choice, a wide range of variations for those variables is guaranteed. The joint variation will be expressed over time, to obtain the joint velocity . These variables will be defined as (18) (19) where is the video rate. A commonly used procedure in robotics is to learn the trajectory that must be followed by the robot. From an initial position, defined by the joint positions, the robotic manipulator moves to the predefined end position, following an also predefined trajectory, by means of a proportional-derivative-integral (PID) joint position controller. This specialized procedure has the drawback of requiring the identification of a new model for each new trajectory. This procedure was implemented in [41] and revealed to be quite simple and fast.
In this paper, a different approach is proposed to obtain the training set that enables the identification of the inverse model. The training set is obtained in the robot workspace visible by the camera, when the robot manipulator performs a spiral trajectory with a constant velocity, as proposed in [42] . The model obtained is then valid for all the workspace used in the training set, and the drawback of the approach presented in [41] is suppressed. The identification data are obtained using the robotcamera configuration shown in Fig. 3 , where the dashed lines represent the robot and object configurations needed to obtain the image features.
Note that we are interested in the identification of the inverse model in (10) . Thus, fuzzy modeling is used to identify an inverse model as, e.g., in [40] . In this technique, only one of the states of the original model becomes an output of the inverted model and the other state , together with the original output 1 , are the inputs of the inverted model; see Fig. 4 . This model is then used as the main controller in the visual servoing control scheme. Therefore, the inverse model must be able to find a joint velocity, , capable of driving the robot to follow a desired image feature velocity in the image space 1 departing from previous joint positions .
V. EXPERIMENTAL SETUP
The experimental setup can be divided into two subsystems: the vision system and the robotic system. These systems are connected as depicted in Fig. 5 . The control algorithms for the robotic manipulator are developed in the host PC, which also runs the vision algorithms. An executable file containing the control algorithms is created for running in the target PC. This executable file is downloaded to the target PC via TCP/IP, where all the control is performed. After the execution of the task, all the results are uploaded to the host PC for analysis. During execution, the vision system in the host PC sends to the target PC the actual image features as visual feedback for the visual servoing control algorithm. In the following, the vision system and the robotic system are described in more detail. 
A. Vision System
The vision system is composed by the camera and the host PC. The vision system performs image acquisition and processing under software developed in Visual C++ and running on an Intel Pentium IV, at 1.7 GHz, using a PCI-LVDS card to interface with a the CMOS camera, Vector CCi4. The vision system acquires and processes images at 12.5 Hz and sends image features, in pixels, to the robotic system via an RS-232 serial port, also at 12.5 Hz. The CMOS camera is fixed, outside the robot workspace, looking to the robotic manipulator. The camera optical axis is perpendicular to the plane where the PUMA 560 robot moves. The planar target is parallel to the image plane. This configuration allows defining the variable as premeasured constant in the Jacobian (2) calculation (in our case m). The target consists of eight light-emitting diodes (LEDs). The LEDs facilitate the image processing by diminishing its processing time. The image-processing routines extract the centroid of the eight LEDs in the image. Heuristics to track the centroids, using a search window, can be applied in a straightforward way [43] . The rotation of the robot's joint 5 can be determined using the target. A rotation of the eight LEDs is depicted in Fig. 6 , which presents the eight LEDs before, which are represented by the symbols " ," and after, which are represented by the symbols " ," a rotation. The centroid of the eight points before the rotation, which are depicted as " ," is represented in Fig. 6 by the symbol . Further, the centroid of the eight points after the rotation, which are depicted as " ," is represented in Fig. 6 by the symbol . The center of rotation is represented by a square, and it is the center of rotation of joint 5. The rotation angle is represented by . The image-processing routines require less than 80 ms to run in the proposed system. The RS-232 serial port is set to transmit at 115 200 bits/s. When a new image is acquired, the previous one was already processed and the image data are sent via RS-232 to the robotic system.
B. Robotic System
This system is composed by the robotic manipulator and by the target PC. The robotic system controls the PUMA 560 robot, presented in Fig. 1 , using the image data sent from the vision system. The PUMA 560 robotic manipulator moves in a horizontal plane, i.e., only joints 2, 3, and 5 move. The signals in the target PC are processed through a TRC-004 I/O card. The I/O board device drivers for Matlab xPC were developed at the Department of Mechanical Engineering, Instituto Superior Téc-nico, Technical University of Lisbon. The target PC receives the image data from the vision system each 80 ms and performs the visual servoing algorithms developed in the host PC.
VI. EXPERIMENTAL RESULTS
This section presents the experimental results obtained through the use of the robotic manipulator. First, the identification of the inverse fuzzy model of the robot-camera system is described. Then, the control results using the fuzzy model-based controller introduced in this paper are presented.
A. Inverse Fuzzy Modeling
In order to apply the controller described in this paper, first an inverse fuzzy controller must be identified. Recall that the model is identified in the robot workspace visible by the camera. To obtain the identification data, the robot swept the camera field of view in a spiral path, starting in the spiral center, see Fig. 7 . An inverse fuzzy model as in (10) is identified for the spiral path, using the fuzzy modeling procedure described in Section IV. The measurements data are obtained from the experimental setup, which was described in Section V.
1) Identification of Inverse Fuzzy Model in the Plane:
First, an inverse fuzzy model for joints 2 and 3 was identified, using a spiral trajectory, which allows one to obtain the model for the end-effector position. The variables needed for identification and are obtained from the spiral when setting the desired position to the spiral center. This allows one to cover a wide range of values for and . The spiral also allows one to control the precision of the model by increasing or decreasing the radius increment. The input data of the inverse fuzzy model are the image features , which are computed as in (18) and are depicted in Fig. 8 . The obtained joint velocities defined in (19) are shown in Fig. 9 . Note that two fuzzy models are identified, one for each joint velocity. In Fig. 9 , it is hard to see the difference between the real output data and the output of the inverse fuzzy model because they are very similar. In order to measure modeling accuracy, this paper uses the variance accounted for (VAF), which is defined as VAF cov cov % (20) where "cov" is the covariance of the respective vector. The two fuzzy models have a VAF value of 99.8%. When a perfect match occurs, this measure has the value of 100%. Then, the obtained inverse models are very accurate. In terms of parameters, four rules (clusters) are revealed to be sufficient for each output, and thus the inverse fuzzy model has eight rules, four for each output, , and . The clusters are projected into the product space of the space variables and the fuzzy sets are determined, with and . The rules identified for each joint velocity and the corresponding membership functions are presented in the Appendix. The inverse fuzzy model was validated using a straight line trajectory within the robot workspace and the camera field of view, defined earlier by the spiral; see Fig. 7 . The initial point is in the center of the spiral and the final point is marked with the symbol " . " The obtained velocities are depicted in Fig. 10 . The validation results have VAF values of 99.7%, which reveal again to be very accurate.
2) Identification of Inverse Fuzzy Model for Joint 5:
The previous section used a spiral to obtain the model for the end-effector position (joints 2 and 3 of the robot). For the end-effector orientation, which is the position of the fifth joint, a new model must be identified. Again, the input data of the inverse fuzzy model are the image features 1 , which are computed as in (18) and are depicted in Fig. 11 . The obtained joint velocities defined in (19) are presented in Fig. 12 . The image feature is the angle represented previously in Fig. 6 . In terms of parameters, two rules (clusters) revealed to be sufficient for each output, and thus the inverse fuzzy model has two rules for the output . The clusters are projected into the product space of the space variables and the fuzzy sets are determined, with . The rules identified for each joint velocity and the corresponding membership functions are presented in the Appendix. The VAF obtained for this model was 99.8%, revealing that the inverse fuzzy model is again very accurate for joint 5.
B. Control Results
This section presents the obtained control results, using the classical image-based visual servoing presented in Section II and the inverse fuzzy model based control scheme presented in Section IV. The implementation was developed in the robotic manipulator described in Section V. A large number of experiments were performed in the developed experimental setup that aimed to cover the robot workspace (spiral) used to identify the inverse model. Fig. 13 presents some of the obtained results, where seven different initial positions were used for two different final positions. The figure clearly shows that inverse fuzzy control is able to move the robot to the desired final positions. Note that even when the initial or the final positions are outside the spiral used for model identification, the inverse fuzzy control scheme is still able to control the robot.
The comparison of the image feature trajectories in the image plane with both the classic and the fuzzy visual servoing controllers is presented in Fig. 14 . In this figure, it is shown that both controllers can achieve the vicinity of the desired position. However, the fuzzy controller is more precise. Fig. 15 presents the trajectories of the robot end-effector in the Cartesian space. The maximum positioning error was 2 mm for the inverse fuzzy controller and 10 mm for the classical controller. The joint velocities of the two control approaches are presented in Fig. 16 . This figure allows a better comparison between the two approaches and to check the smoothness of the velocities. The figure shows that the classical controller presents more oscillations in the joint velocities, especially at the initial steps.
The position of the end-effector in the or coordinates, which is generally defined as , is used to compute the final position error. The final target is defined as . With these values it is possible to define the final position error as (21) Table I presents the values obtained for the final position errors in experiments 1 and 2 defined in Fig. 13 , for both the classical and the fuzzy controllers. It is clear that the fuzzy controller has much smaller errors. In order to test the robustness of the fuzzy controller, five other experiments were performed. Hence, trajectories 3 up to 7 in Fig. 13 were tested. Table II presents the results obtained for the final position error (21) . The obtained errors are consistently small and similar to the previous ones in experiments 1 and 2, even when the final target is outside the spiral used for identification.
Summarizing, it can be concluded that the fuzzy approach achieves the desired position with smaller error than the classical approach, with smoother joint velocities (recall Figs. 15  and 16 ). VII. CONCLUSION This paper introduces an inverse controller in eye-to-hand image-based visual servoing, based on fuzzy modeling to obtain an uncalibrated system. The fuzzy modeling approach was applied to obtain an inverse model of the mapping between image features variations and joints velocities. This inverse model is directly used as controller of a robotic manipulator performing visual servoing. The mapping between image feature variations and joint velocities obtained by the inverse fuzzy modeling promotes a new approach to the classic Jacobian modeling. This approach is independent from the robot's kinematic model or camera calibration and also avoids the necessity of inverting the Jacobian online. The model obtained is valid for the robot workspace seen by the camera. It was also shown that the inverse fuzzy model controller can be applied in regions slightly outside the trained workspace due to the characteristics of the inputs and outputs used to identify the models.
The obtained experimental results showed that both the classical and the fuzzy controllers can achieve the desired image features position, which demonstrates the usefulness of the uncalibrated approach. However, the joint velocities' behavior during the control and the precision achieved lead us to the conclusion that the inverse fuzzy control proposed in this paper has a better performance.
As future work, the proposed inverse fuzzy model based control scheme will be implemented for all the robot's six degrees of freedom dealing with trajectories in the 3-D space. Note that an offline identification of the inverse fuzzy model must first be performed.
APPENDIX
The rules identified for joint velocity are the following. 
The membership functions are obtained from the projection of the clusters and are shown in Fig. 17 
The membership functions are obtained from the projection of the clusters and are shown in Fig. 18 for the output . The rules identified for joint velocity are the following. 1) If is , then 
The membership functions are obtained from the projection of the clusters and are shown in Fig. 19 for the output .
