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INTRODUCCION
Muchos problemas en Matemâticas se pueden reducir al estudlo 
del conjunto de soluciones de. la mruarlôn f(x)*y, siendo f un? 
apllcaclôn entre espaclos X e Y. obtenldos a partir del problema 
que se estudla. e y un elemento de Y.
La teoria del grado topolôglco es una de las herramlentas màs 
Importantes, conocldas hasta la fecha, para obtener informaclôn 
sobre las soluciones de la ecuaclôn planteada.
Esta teoria se utlllza en demostraclones de resultados 
topolôglcos (Invariancia del domlnlo, teorema de separaclôn de 
Jordan. teoremas del punto fljo, etc.), en el estudlo de 
ecuaclones dlferenclales ordlnarlas y en derlvadas parclales, 
ecuaclones Intégrales, teoria de la blfurcaclôn, teoria de Juegos 
y economia maternâtIca.
Los origenes de la teoria del grado se remontan a las 
demostraclones del Teorema Fundamental del Algebra dadas por 
C.F.Gauss en 1799, de cuyas Ideas deflnlô L.Kronecker, en 1869, 
una teoria del indice. Esta teoria se Introduce por procedlmlentos 
analitlcos (medlante una Integral). Una construcclôn completaaente 
nueva de la teoria del grado (con técnlcas de topologia 
combinatorial se debe a L.E. Brouwer en 1912. En 1934 J.Leray y 
J.Schauder extlenden las construcclones anterlores a 
perturbaclones compactas de la Identldad de espaclos de Banach. 
Flnalmente en 1973 H.Amann y S.Uelss conslguen una caracterlzaclôn 
axlomâtlca de la teoria del grado topolôglco de Leray-Schauder.
El grado clàslco de Brouwer, es una funclôn d:{(f,n,y):Q es 
un ablerto acotado de R", f:(l es una apllcaclôn continua e
y€F”\f(ô£î))-----------»Z, que veriflca las slguientes propledades:
1) d(Idjj,n,y)»l para cada yeO.
2) Si n es un subconjunto ablerto y acotado de r", f : Ô---- »r"
es una apllcaclôn continua y U es un subconjunto ablerto de Q
taies que /‘{n\U)cR"\{y> se veriflca que d(f.n,y)»d(fIg.U.y).
3) SI 0 es un subconjunto ablerto y acotado de r”. y 0^ son
dos subconjuntos ablertos y dlsjuntos de Q y f:D »r" es una
apllcaclôn continua taies que /(Ô\n^\^^)cR"\{y} se veriflca que 
d(f.n.y)-d(/|g .Qj.y) + d(f|g .n .^y).
4) Si Q es un ablerto y acotado de r" y f:Ô--->r" es una
apllcaclôn continua con f(ÔQjcR"\{y} y d(f.0.y)#0 se veriflca que
5) SI 0 es un subconjunto ablerto y acotado de r" y
#:5x[0,Il »r" y r:[0,1]----- )R" son apllcaclones continuas
taies que y(t)eH(ÔQ. t) para todo tc[0,1], se tlene que 
d(ffj,Q.y(t)) es Independlente de te[0,1].
6) SI Q es un ablerto y acotado de r" y f:Ô--- ïR“ es una
apllcaclôn continua, d(f.O, ) es constante en cada components 
conexa de R"\f(3Q).
7) Sean Q un subconjunto ablerto y acotado de R",
f:5----)R" y g:R" jR" apllcaclones continuas. Sean [Ki :lel)
las componentes conexas acotadas de R"\f(dO). Supongamos que 
yS(g«f)(ôQ). Entonces, d(g«f,n,y)=E d(f,n,Ki) dCglj^ .^Ki.y). donde
solo una cantldad flnlta de térmlnos son diferentes de cero.
8) Sean y ablertos conexos y acotados de r“,
un dlfeomorflsmo,  )R" una apllcaclôn continua e
y^"\f(aOg).Se tlene que d(/,n^,y)=±d(/«p*fo^,y) dependlendo de
que p conserve o Invlerta la orlentaclôn de r".
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9) Sean Q un ablerto acotado de R", f.g:5----)R" apllcaclones
continuas taies que * y^'N/(aQ). Entonces.
d(f.n.y) » dtg.Q.y).
10) Sean Q un ablerto acotado de r", f:£î >r " una
apllcaclôn continua e y«R'\f(ÔO). Entonces, para toda apllcaclôn
continua, g:Q >R" tal que If(x)-g(x)Kdlst(y,f(ÔQ) ) para todo
xeS, se veriflca que d(f,IÎ,y) ■ d(g,Q,y).
Como hemos anticlpado, en 1973 H.Amann y S.Uelss demostraron 
que se puede dar una deflnlclôn axlomâtlca del grado topolôglco. 
El los probaron que existe una ünlca funclôn
d: {(/,Q,y):QcR''ablerto y acotado, f;5 iR“ apllcaclôn continua
yeRNf(ÔQ)) >Z que satlsface las propledades 1,3 y 5
anterlores. La demostraclôn de la exlstencla no es estàndar y se 
puede recurrlr a técnlcas de topologia dlferenclal o de topologia 
algebralca para hacerla.
La deflnlclôn del grado topolôglco d(f,Q,y) para una
apllcaclôn continua f:Q >R° con yd)"\f(dQ) con técnlcas de
topologia dlferenclal se reallza esquemà11camente como slgue:
Se considéra una apllcaclôn de clase c", g;9— — iR®, tal que
y es un valor regular de g y lf(x)-g(x)i < dlst(y,f(ÔQ)) para cada
xeS. Por tanto, g(ôO)cR"\{y}, g”*(y) es un conjunto flnlto de 
puntos .....a }cQ y J(g)(a^)eO para todo
i€{l,2 ,r>.Se define d(f,Q,y)-d(g,Q,y)«][ slg(J(g)(a ))cZ. El
1-1
grado topolôglco deflnldo de esta forma veriflca las propledades 
anterlormente enuncladas.
En cuanto a las deflnlclones altematlvas, usando técnlcas de 
topologia algebralca, se pueden reallzar medlante los grupos de 
homologia, cohomologia o homotopla de esferas. Centràndonos en
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estos ûltlmos y dados Q, un subconjunto ablerto y acotado de R ,
f : Ô >R®, una apllcaclôn continua tal que OeR'Xf (30) (sln
pérdlda de generalIdad se puede suponer que y=0). si p y q son los
polos Sur y Morte respectivamente de S" y R" »s"\{q> la
Inversa de la proyecclôn estereogràfica desde q (p^(0)«p) se
tlene que (Ô), 5p^(n)-)----- >(sN{q>,S®\{p,q}), en
consecuencla, se puede extender f a una apllcaclôn continua
f:S" »S" de forma que f(S"\p^(fi))cS\{p}. Por tanto, IflelInCS")
no depende de la extenslôn f de ? eleglda y se define el grado de 
f en Q, d(/,Û), como [f]eïï^ (S”). En vlrtud del IsomorfIsmo
p:II^ (S") >Z tal que p(Idgm)»l se puede conslderar d(f,Q) como
un elemento de Z Es fàcll comprobar que con esta deflnlclôn 
tamblén se verlflcan las propledades 1,3 y 5 anterlores. Del 
teorema de unlcldad de Amann y Uelss se concluye la coincidencia 
de las construcclones Indlcadas.
Esta ûltlma Idea fue aprovechada por K.Geba, I.Massabô y 
A. Vignoll en 1986 en su artlculo ''Generalized topologlcel 
degree end bifurcation" (151 para generalIzar el grado topolôglco 
a apllcaclones continuas deflnldas sobre la adherencla de un 
subconjunto ablerto y acotado 0 de R®** y con valores en R® que no 
se anulan en dQ. Slgulendo un razonamlento anàlogo al anterior se
define el grado generallzado de una apllcaclôn continua f:Q »R®
con OeR®\f(dO), d(f,tî), como un elemento de II^ ^^ CS®). Con esta 
construcclôn los autores antes menclonados probaron que se 
verlflcan las propledades de esclslôn, soluclôn e Invariancia por 
homotoplas. Ademàs se demostrô que la propiedad adltiva se cumple 
si nmk+4 aunque no se conslgulô dar una respuesta satlsfactorla en 
el caso general.
Por otra parte, L. Pontryagln habla caracterlzado los grupos
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) por técnlcas de topologia dlferenclal medlante las
Una k-subvarledad normalmente referenclada de es un par 
donde M** es una subvarledad compacta de r"*** y 
,u^} es una famllla de secclones de clase c" llnealmente
Independlentes del flbrado normal de en r"*^ . Dos k-varledades 
normalmente referencladas de R®*^ , y se dice que
son homôlogas, si existe una subvarledad compacta hf ** de
R®^ '‘x[0,l] y existe G*{v^,v^ v } famllla de secclones de
clase c" llnealmente Independlentes del flbrado normal de if** en 
R®*''x(0,11 tales que:
1) aif**"M^x<0}uM^x{l}.
2) lf**n(R®*\<(l)=M^x<t} para cada t€(0,1/3) y
if**n(R®*\{t ) )=M^x{t) para cada 16(2/3,1].
®'m^«<o)*'’o y ='M,
Esta relaciôn de homologia es una relaciôn de equlvalencla y
permlte définir el conjunto g^ (R®*'‘) como el conjunto coclente
cuyos elementos son las clases de equlvalencla, por homologia, de
las k-subvarledades compactas normalmente referencladas de R®**.
L. Pontryagln demostrô que existe una apllcaclôn blyectlva
lf:n^^^(S")---- »g‘(R®*'') deflnlda por
if ( [f) )*( ( (g»p )"*(p),F )1 donde p :R®*"'----»S®*\(q'} es
n n*k ^*^n+k ®*
la Inversa de la proyecclôn estereogràf Ica desde el polo Morte q'
de s"***, g:S®*^ »S® es una apllcaclôn de clase c" homôtopa a f,
con p valor regular de g y q'«g'*(p) y F^^^..=<u^,u^..... u^) es
una referenda normal de (g»p^^) *(p) en R®*** taies que 
^)(*)(u (*))«e. para cada x€(g*p ^)"*(p) y cada
n ^ K  n ^ k  J  J n * k
j€{l,2 n) siendo (e^,e^,... ,e ) la base canônlca de R®.
Ademàs, L. Pontryagln dlo una estructura de grupo a g^ (R"*'‘)
de forma que if es un Isomorf Ismo. Este punto de vlsta nos ha
permltldo dar, en el capltulo I de esta Memoria, una deflnlclôn 
alternativa del grado generallzado para apllcaclones continuas
f:5cR"*'‘----)R" OifldQ), medlante técnlcas de topologia
dlferenclal.
Slgulendo un proceso de aproxlmaclôn anàlogo al anterlormente 
expuesto para establecer la verslôn dlferenclal de la deflnlclôn 
del grado topolôglco de Brouwer, dada una apllcaclôn
continua f:DcR"*’‘----*R®, OeR'Xf (ÔO) se define
d(/,Q)-d(g,n)»(lf )‘*[(g'*(0),F )^)€n^^i^ (S"), donde g:Ô jR" es
una apllcaclôn de clase c", 0 es un valor regular de g y
llf (x)-g(x) B<dlst(0, f (5fi) ) para todo xeÔ. Se demuestra que esta 
deflnlclôn y la dada por K.Geba, I.Massabô y A.Vignoll colnclden. 
Esta nueva forma de obtener el grado generallzado présenta 
numerosas ventajas, entre ellas cabe destacar el estudlo de la 
propiedad adltiva e Invariancia por dlfeomorfIsmos con una mayor 
preclslôn. En este sentldo queremos resaltar que conslderando la 
estructura de grupo de (R®*^ ) hemos podldo demostrar que la 
propiedad adltiva se veriflca si nak+2 a partir de la relaciôn que 
probamos que existe entre la Inyectlvldad del homomorflsmo
suspenslôn Z: n (S®)----(S®**) y que se cumpla dlcha
propiedad (PROP.1.1.12 y COROLARIO 1.1.13). Ademàs, tamblén 
demostramos que la acotaclôn n&k+2 es la mejor poslble y se dan 
ejemplos en los que la propiedad adltiva no se cumple, para 
dlmenslones arbltrarlamente altas (EJEMPLO 1.1.14).
En cuanto a la propiedad de Invariancia por dlfeomorf Ismos, 
se da un ejemplo en el que la propiedad no se cumple (1.1. 10) y 
se dan condlciones suficlentes para que se verlf Ique (PROP.
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I. 1.11). Este hecho es de vital laportancla para una posterior 
extenslôn del grado generallzado a apllcaclones deflnldas en 
espaclos vectorlales normados de dlmenslôn Infinite.
El capitule I flnallza extendlendo la deflnlclôn del grado
generallzado para apllcaclones proplas f;Û >r", donde il es un
ablerto de r"*^  y oéf(Sn), slgulendo el proceso estàndar utlllzado 
para extender el grado de Brouwer a este tlpo de apllcaclones. 
Esta extenslôn tamblén nos ha sldo ûtll para trabajar. en el 
capltulo II, con la mayor generalIdad poslble.
Como en un principle se ha Indlcado en 1934 J. Leray y 
S.Schauder extendleron la deflnlclôn del grado topolôglco para 
perturbaclones compactas de la Identldad de espaclos de Banach. 
Para ello se utlllzan aproxlmaclones fInlto-dlmenslonales de 
dlchas apllcaclones compactas. Posterlormente se ha ampllado la 
deflnlclôn para clases mas générales de apllcaclones 
(perturbaclones y-condensantes de la identldad de espaclos de 
Banach etc.) y de espaclos (localmente convexos). El capltulo II 
se dedlca a la deflnlclôn. slgulendo sendas semejantes a las 
anterlormente cltadas, y estudlo de las propledades del grado 
generallzado en espaclos normados de dlmenslôn Inflnlta. Dado un 
espaclo normado E, un ablerto Q de R^ 'xE tal que p^(0) es acotado y
f:Cl--- >E una apllcaclôn continua de la forma f(A,x)»x-F(X,x) con
f:0--- »E apllcaclôn compacta, se define el grado de f en 0,
d(f,0) como un elemento de 11^ (el k-éslmo grupo estable de 
homotopia de S^ ) y ademàs este grado veriflca las propledades de 
esclslôn, soluclôn, invariancia por homotoplas y adltivldad en 
toda su generalIdad. Posterlormente , medlante los resultados 
obtenldos en estas condlciones y slgulendo el procedlmlento que se 
usa para extender el grado de Leray-Schauder a las perturbaclones
VII
y-condensantes de la identldad en espaclos de Banach se amplia la 
clase de apllcaclones para las que deflnlmos el grado generallzado:
Dado un espaclo de Banach E, DcR^xE un subconjunto ablerto
con Pj(0) acotado y f - .n >E una apllcaclôn continua tal que
f(X,x)=x-F(X,x) donde F:0 »E es una apllcaclôn y-condensante se
tlene Igualmente deflnldo d ( f , y  se cumplen las alsmas 
propledades que en el caso anterior.
Una generalIzaclôn obvia de las deflnlclones y resultados 
désarroilados por L. Pontryagln en [29] a los que ya nos hemos 
referldo. permlte. sustltuyendo s“*^  por una varledad rlemannlana 
compacta, sln borde, orlentada, de dlmenslôn n+k, M®*'*, définir 
los conceptos de k-subvarledad normalmente referenclada de 
asl como la relaciôn de equlvalencla de homologia entre ellas para 
obtener el conjunto coclente asoclado g^ 'lM®*'*). Ademàs, en estas 
condlciones tamblén se tlene una apllcaclôn blyectlva
if : [M"*\S®]----- hS'tM®**)
deflnlda de manera anàloga al caso S®*"'=M®*'', esto es: dada una
apllcaclôn continua f:M®*'‘----- >S" , if ( [f] )*((g”*(p),F^) ] donde g
es una apllcaclôn de clase c" homôtopa a f, p es un valor regular 
de g y F^»{u^,u^,... ,u^ } es una referenda normal para g *(p) tal
que rxg(u^(x) )=e^(e^) para cada x€g"*(p) y je{l,2 n}, siendo
c=(ü,f»,R®) una carta de la orlentaclôn usual de S® con peU.
Usando estas Ideas, en el pàrrafo 1 del capltulo III, si 
ahora M®*'‘ es una varledad rlemannlana, orlentada, de dlmenslôn 
n+k, poslblemente con borde ,se deflnen los slguientes conjuntos:
S.N.R. (M®*'‘)*{ (ïf ,F):M’' es una subvarledad sln borde y cerrada de 
M®*'', contenlda en el Interior de M®**, y F es una referenda
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normal para if} y S. N. R. e(M®*'')»{ (if ,f )€S. N. R. (m"*‘‘) y if es 
compacta}.
Se dice que dos elementos (if.F^ ) y df.F^) de S. N. R. (M®**) 
(lesp. de s. N.R. cîH®**') )■ son homôlogos si existe una subvarledad 
cerrada (resp. compacta) if** de dlmenslôn k+1, contenlda en 
Int(M®*'‘)xlO, 1] tal que 3lf **»l^x{0}vX^x(l> y ademàs
lf**n(Int(M®**‘)x(t>)»lfx{t} para cada te [0.1/3),
if **n(Int(M®*'‘)x{t>)*lfx{t> para cada te(2/3,1] y existe C, 
referenda normal para if**, tal que ^ ®*lfx{l>“^i‘
Ambas relaclones son de equlvalencla y permiten obtener los 
con Juntos coclentes g'‘(M®*'‘,aM"*'‘) y g*(M®**,ÔM®**).
Tamblén en esta sltuadôn se tlene una apllcaclôn blyectlva
if: [M"*'‘.ÔM"*‘';S®,q]-------»g‘'(M®*'‘.aM"*'‘) dada por
n|^( [/))»[ (g"*(p),F^)l donde g: (M®*‘, 3M®*'‘)----- »(s",q) es una
apllcaclôn de clase C*. homôtopa a f, (por una homotopla continua
(M®*\l,aM®*\l)----- »(s",q)) con p valor regular de g y es
la referenda normal para g’*(p), F^=(u^,u^,... ,u^ ) tal que
r^(u^(x)»e^(ej) para cada xeg’*(p) y Je(l,2, ...,n> siendo 
c=(U, f,R®) una carta de la orlentaclôn usual de S® con pet/.
Es bien conoddo que si M®**' es compacta y ntk+2 el conjunto 
[M®*'‘, aM®**'; S®, q) puede ser dotado de una estructura de grupo
abellano, el n-éslmo grupo de cohomotopfa del par (M®*^ ,aM®*'*) 
denotado por n®(M®*'', aM®*''). En nuestro caso, aunque M®*** no sea 
compacta si nak+2 observâmes que haclendo leves modlfIcadones en 
las demostraclones dadas en [32] tamblén es poslble dotar al 
conjunto [M®*'‘, aM®***; S®,q] de una estructura de grupo abellano 
que segulmos denotando por Tl"(M®*'‘, aM®**') ademàs se define una 
operaclôn en g (^M®*\aM®*'') medlante la suma de variedades de
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forma que es un grupo abellano y if es un
IsomorfIsmo. Es pues convenience dar descrlpclones de los 
morflsmos que se utlllzan en la teoria de cohomotopla en térmlnos 
de k-varledades normalmente referencladas. En este sentldo, dadas 
dos variedades orlentadas M®"y N®*“ y una apllcaclôn continua 
f; AN®**) se define una apllcaclôn
?*: 5*(N®*“, AN®*")---- »5^ (M®*'', AM®*'‘) (que es un homomorflsmo si
los conJuntos anterlores son grupos) de forma que el dlagrama




5* (N®**, AN®*' )— — >3“ (M®*", AM®**' )
es conmutatlvo, (PROP. III. 1.12). En el caso de ser f una 
apllcaclôn propla se define una funclôn
a\N®*", AN®*')-----h5\M®*\ AM®*" ).
Por otra parte tamblén se encuentra una descrlpclôn del
operador coborde A: n® *(AM®*"')----- >TI"(m"**', 38"***) medlante la




es conmutatlvo (PROP. III.1.14). Ambas descrlpclones han sldo de 
interés para el posterior estudlo de las propledades del grado
generallzado en variedades, en especial la del operador coborde ,a
partir de la cual se han conseguldo dar condlciones suficlentes 
para que una apllcaclôn dlferenclable pueda ser G-complementada.
Hlstôrlcamente. tamblén se ha desarrollado una teoria del 
grado en variedades. Su construcclôn no requlere Ideas 
esenclalmente nuevas a las Introducldas para définir el grado 
topolôglco de Brouwer desde el punto de vlsta de la topologia 
dlferenclal. Dadas H® y N®' dos variedades dlferenclables 
orlentadas, compactas, sln borde, de dlmenslôn n, N® conexa y dada 
una apllcaclôn continua f:(f >N®, se define el grado de f, que
se denotarà por d(f), como d(f)=J] slgno detD(^»g«pj) (y^  (a^  ) ) donde
g:M® >N® es una apllcaclôn de clase c" homôtopa a f,
 a }=g"*(x^) con x^ un valor regular cualqulera de g,
c^ =(l/i,tPi,R®) son cartas de la orlentaclôn de M® con a^eU^ para 
cada le{l,2,,..,r) y c-(y,#,R®) es una carta de la orlentaclôn de 
N® con x e^V.
Las propledades mas Importantes que veriflca el grado en 
variedades son las slguientes:
1) SI F:M"x [0, 11---- >N® es una apllcaclôn continua, se tlene
que d(ff^ )=d(If^ ).
2) SI f : M®---- »N® es una apllcaclôn continua y d(f)*0 entonces,
f es sobreyectlva.
3) SI M®*3M®**, donde M®** es una varledad compacta de
dlmenslôn n+1, y f:M®** es una apllcaclôn continua se tlene
que d(f|^)=0.
4)Sean f,g:M® »S® dos apllcaclones continuas. Se veriflca
que d(f)=d(g) si y solamente si f y g son homôtopas, es declr,d(f) 
caracterlza la clase de homotopla de f.
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Usando las propledades que veriflca el conjunto de
apllcaclones proplas f : M®---->N®, con las topologlas de Vfhltney,
es poslble extender las construcclones anterlores para obtener una
teoria del grado para apllcaclones proplas f:M® »N® donde ahora
m“ y N® son variedades orlentadas, sln borde de dlmenslôn n y N® 
es conexa.
En el pàrrafo 2 del capltulo III se construye una teoria del
grado generallzado para apllcaclones continuas f:M®*'‘---- )M® donde
M®*^  y M® son variedades rlemannlanas orlentadas de dlmenslones 
n+k y n respect Ivamente y M® es conexa ,y para las apllcaclones
proplas g:M®*'‘ iM®. Utlllzando los resultados obtenldos en el
primer pàrrafo se slgue un casino completamente natural:
Dada /: (M®*'‘, AM®*')----- >{M®,M®\{x^} ) una apllcaclôn de clase
c" tal que es valor regular de f, se define el grado
generallzado de f en , d(f,x^)=l(/'*(x^),F^)l€g'‘(M"*'‘,AM"*'')
donde  u^} es la referenda normal de f~*(x^) tal que
r^/(Uj(x))=0*o(c^) para todo xef''(x^ ) y todo Je(l,2.....n>,
siendo c=((/,y,R®) una carta de la orlentaclôn de M® con x e^U. Se 
tlene que d(f,x^) no depende de la carta c de la orlentaclôn de M® 
que se ellja. Ademàs si f y g son apllcaclones de clase c", taies 
que x^ es valor regular de ambas y son homôtopas por una homotopla
ff: (M®*‘x[0,1],AM"*“x (0,11)------>(M®,M®\[Xg}) se veriflca que
d(f,x^)“d(g,x^). Por tanto, si AM®*’'=0 y f:M®*’‘---- )M" es una
apllcaclôn continua se puede définir el grado de f, d(f), como
d(g,x^ )€3*'(M®*'‘) siendo g:M®*'‘----»M® una apllcaclôn de clase C*
homôtopa a f y x^ un valor regular cualqulera de g. Posterlormente 
se demuestra la propiedad de Invariancia por homotoplas y con la 
descrlpclôn de los homonorfIsmos f , a los que antes nos
referlmos, en térmlnos de variedades, se tlene lo que podrla ser
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conslderado como un teorema de multlpllcaclôn para este grado en 
variedades, (PROP. III. 2.8). Tamblén se estudla el caso en el que 
las apllcaclones sean proplas, deflnlendo de manera similar al 
caso general un grado en el que d(g)eg^ (M®*'') para cada apllcaclôn
propla ---- )M®. Se tlene el teorema de multlpllcaclôn
anàlogo en térmlnos de los operadores f^ .
Por otra parte y medlante la descrlpclôn del operador coborde
en térmlnos de variedades se dah condlciones suficlentes para que
se cumpla la propiedad 3 para el grado generallzado
(PROP.III.2.17).
Las construcclones anterlores, tanto en el caso general como 
en el caso de apllcaclones proplas, presentan diverses
Inconvenlentes como lo son su càlculo y sobre todo que este grado 
al estar deflnldo como un elemento de g’'(M"*'‘) o de 5^ (M®*'‘), 
depende de la varledad en contraposlclôn con lo que ocurre en
el grado clàslco en el que el grado de una apllcaclôn continua es
slempre un elemento de Z, Independ 1 ent emen t e de cual sea la 
varledad M®. En el pàrrafo 3 del capltulo III se afronta este 
problema y se estudlan las condlciones en las que el grado 
generallzado pueda ser conslderado como un elemento de un grupo de 
homotopla de una esfera. En este sentldo es preclso destacar que 
Kervalre ya deflnlô en [21] un operador entre g'' (M®*'') y
n^^^^ (^S®**) para algûn stO cuando M®*'‘ es una a-varledad 
compacta. Una x-varledad es una varledad de clase c" tal que 
existe una Inmerslôn dlfeomôrfIca de clase c" f;M®*''---->R®*^ **
tal que f(M®*^) tlene flbrado normal trivlallzable en F®*''*". En 
estas condlciones, dada una «-varledad compacta M®*"', una
Inmerslôn dlfeomôrf ica fiM®***---->F®*'‘** y U*{u^,u^ u ) una
referenda normal para f(M®*'‘), Kervalre deflnlô un operador (que
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serà un homomorflsmo si nek*2) que denotaremos por
5*"(m"*'*) En prlnclplo, este operador depende de
f y de U pero se demostrô que si nek*2 y M®**' es k-conexa no 
depende, salvo slgno, ni de la Inmerslôn f, ni de la referenda 
normal U elegldos. Por tanto, si M®*' es una x-varledad compacta, 
sln borde, k-conexa y nek*2 es natural entender el grado
generallzado de una apllcaclôn continua g:M®"----»M®, como su
Imagen por el homomorflsmo No obstante, esta Interpretaclôn
requlere, para el estudlo de las propledades que veriflca el grado
generallzado, un conoclmlento profundo del comportamlento de los 
operadores U .^ Con este fin y tamblén para el tratamlento de la 
G-ccmplementaclôn a la que nos referlmos en el capltulo IV, 
deflnlmos, de forma anàloga, operadores que continuâmes denotando
por t / * : g * * »("*“) donde M®*‘ es una
«-varledad compacta, poslblemente con borde e Introduclmos, para 
cada carta c=(P,^ ,R®*"') de la orlentaclôn de M®*^  con Peint(M®**‘),
una apllcaclôn * :H^^^(S®)----- >g’'(M®*'‘, ôM®*'‘) que es un
homomorflsmo si ntk*2. Se veriflca que p no depende de la carta 
de M®*** eleglda (PROP. Il 1.3.3). Ademàs p* tlene propledades muy 
Interesantes si AM®*^=0 :
a) SI M®*^  es k-conexa y n^k*2, se tlene que f es un 
eplmorflsmo (PROP.III. 3.5), y por tanto, si k»l y M®*' es 
simplemente conexa, ellmlnando el caso trivial en el que 
n®(M®**)=0, se puede Identlflcar el grado generallzado de una
apllcaclôn continua g: M®**----»M® como un elemento de IT^ ^^ (S®).
Ademàs en este caso si M®«S® el grado generallzado caracterlza la 
clase de homotopla de g. Este argumente es Igualmente vàlldo si 
M®**' es k-conexa y TI^ ^^ (S®)*Z^ .
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b) Si m"*'' es una «-varledad compacta con ntk+2, 
f, son dos Inmerslones dlfeomôrfIcas taies que
f(M®**') y g(M®**') tlenen flbrados normales trlvlallzables en
R®*'*** y si U y t/' son referenclas normales para f (M®") y 
g{M®*'‘) respectlvamente, se tlene que * Imi^ * supuesto
que stn*k*2 (PROP.III.3.10) de lo que posterlormente se deduce que
la composlclôn : n (S®)---- (S®*") coïncide con z“,
salvo slgno, (CX«OLARIO III.3.12).
Las consecuenclas que se obtlenen de los anterlores 
resultados son diverses. Cabrla destacar que, en las alsmas 
condlciones, se tlene que p* es monomorfIsmo y C/^  es eplmorflsmo 
(sobre todo este ûltlmo hecho nos ha sldo de gran utllldad para 
encontrar condlciones suficlentes en el problema de la 
G-complementaclôn) y que si M®*"* es k-conexa (#*)"*,
concluyendo como corolario, ademàs, que es un isomorfismo lo 
que da lo anterlormente apuntado acerca de la independencia del 
homomorflsmo (/*, aûn en el caso AM®*''#0 , de la Inmerslôn f y de la 
referenda (7.
En consecuencla, si M®*** es una «-varledad, sln borde, 
orlentada, k-conexa con nak+2 y M® es una varledad orlentada sln
borde y conexa y g;M®*^---- »M® es una apllcaclôn continua, se
puede Identlflcar el grado generallzado de g, d(g). con un 
elemento del grupo estable IT^. Este grado generallzado caracterlza
la clase de homotopla de g si M®=S® (TEICKIEMA III.3.14).
En la claslf Icaclôn de las clases de homotopla de las 
apllcaclones continuas de esferas en esferas, el invariante de 
Hopf, que fue en princlpio introducido para probar que existen 
infinités clases de honotopia de apllcaclones continuas de en
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S^ , Juega un papel Importante. El Invariante fue posterlormente 
deflnldo por Hopf para funclones continuas deflnldas sobre la 
esfera 2k+l-dlmenslonal y con Imagen en la esfera de dlmenslôn 
k+1. El invariante es slempre cero para k par. Una de las formas 
de deflnlrlo, consiste en calculer el numéro de enlace de las 
Imàgenes Inversas en S^** de dos valores regulares dlstlntos de 
una apllcaclôn c". de la clase de homotopla de la apllcaclôn de 
que se trate. En vlrtud del Isomorfismo Introducido por 
L. Pontryagln dlcho Invariante puede
ser deflnldo en térmlnos de k-varledades normalmente 
referencladas. En este sentldo Pontryagln en [29] demostrô que
dada una apllcaclôn continua f:S^** el Invariante de
Hopf y(f)eZ es Igual a r( ( (if.F) 1 )=d(L) donde [ {hf, F) l=lf ( [f 1 ) 
siendo F=<u^,u^,...,u^ ^^ > una referenda normal para M** en y
d(L) es el grado de la apllcaclôn Litfxlf >S^ deflnlda por
y+c u (y)+c u (y)+....+c u (y) - x 
L(x,y)r * * ^
y+CjUj(y)+c^u^(y)+ ^
siendo c=(c^,c^,___) un vector de R**** cualqulera de norma
suflclentemente pequefla.
Una de las propledades mas importantes del invariante de Hopf 
es que y(f)=0 si y solamente si [flelmZ. donde E es como antes el 
homomorflsmo suspenslôn.
Posterlormente se han hecho algunas generallzaclones del 
Invariante de Hopf. Nosotros nos centraremos en la que se debe a 
G.W.Whitehead [35] en 1950. de la cual M.A.Kervalre en [21] en 
1959 dlo una Interpretaclôn que es bastante similar a la 
deflnlclôn original de Hopf. Por tanto slempre que nos reflramos 
al Invariante generallzado de Hopf lo haremos a esta
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Interpretaclôn obtenlda por Kervalre.
Segûn se ha comentado antes, el Invariante de Hopf esté 
estrechamente relaclonado con el homomorflsno suspenslôn
consecuencla. un crlterlo para la 
utllldad de una general Izaclôn del Invariante de Hopf es si se 
slgue verlfIcando la relaciôn anterior.
Dada una apllcaclôn continua ftS"***** »s“** el invariante
generallzado de Hopf h(f). se define como un elemento de 
(o alternat Ivamente en el grupo estable
obtenlindo asl. un homomorflsmo
h:H , ,(S“**)------------ (S“*’"**). Es évidente por la
n«k«t 2k*2n*2
deflnlclôn de h que ImEcKerh. sln embargo si la otra Incluslôn se 
da o no es un problema mucho màs dlflcll.
Dada una inmerslôn dlfeomôrf Ica piS** tal que
p(S*) tlene flbrado normal trivlallzable en R®*''** y dada 
F»{u^.u^.... una referenda normal ortonormal para pIS**). es
claro que existe f : S®*^ **---- >S®** apllcaclôn C* tal que
if ([fl)*[(p(s'‘).F)l y que p[x) = le -u (x) e u (x))
n*l n*k*l 1 n^k^I
define una funclôn continua ----»S®. Slmilarmente a lo que
ocurre con el invariante de Hopf. Kervalre demostrô que 
h(f En la secclôn 4 del capltulo III damos una
general Izaclôn de este resultado en la que se obtlene una
consecuencla anàloga si sustltulmos por una varledad M*
(k-n)-conexa (PROP.II1.4. S). Este resultado permlte resolver 
parclalmente (COROLARIO III.4.6) el problema de cuando h(f)=0 
Impllca que [f]<Im£.
Una de las apllcaclones en la que el grado topolôglco de
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Brouwer asi como el grade de Leray-Schauder Juegan un papel 
Importante, es la teorla de la blfurcaciôn. En este marco, 
P.M.Fitzpatrick, I.Massabô y J.Pejsachowicz introducen en 1983 en 
[11] y 1986 en [12] el concepto de complementaciôn de apllcaclones 
continuas mediante el cual obtienen resultados acerca de la 
estructura y dimensiôn por recubrlmientos del conjunto de 
soluciones de algunas ecuaciones no lineales. Dados un espacio de 
Banach E, meW y U un subconjunto abierto de R*xE y una aplicacidn
continua f:U Æ  de la forma f(A,x]»x-f(X,x), donde F:0 »E es
una aplicaciôn completamente continua, se puede compleaentar si
existe una aplicacidn continua y acotada g:0 tal que la
funciôn (g,f):D----)#%"xE definida por (g,f}(X,x]*(g(A,x),/(X,x))
no se anula en dU y el grado de Leray-Schauder de (g,f) en U està 
definido y es distinto de cero. En estas condiciones se dice que g 
es un complewtento para f. Las consecuencias que se obtienen dei 
hecho que una aplicaciôn continua f, como antes, pueda ser 
complementada son interesantes, entre ellas, las de mayor 
importancia son:
1) El hofflofflorfismo inducido en la cohomologia de Cech por 
g: (f"\0),f"\0)nau)----->{R",r“\{0}) es no trivial.
Existe un subconjunto conexo C de f* (^0), cuya dimensiôn en 
cada punto de ?nU es al menos m, que corta a g'^0) y que verifica
al menos una de las siguientes propiedades:
a) C no està acotado
b) dim(€naU)tat-l y g:CodU )R"\{0} es esencial.
En cuanto al estudio del problema de cuando una aplicaciôn 
continua, en las hipôtesis anteriores, se pueda complementer es de 
destacar el siguiente teorema [12]:
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Teorema
Sea U un subconjunto abierto y acotado de P"*". Supongaaos 
que au es una subvariedad de dimensiôn n+m-1 de R"*". Sea
f:U )R" una aplicaciôn de clase tal que
0€(v.r. )(f)n(v. r. )(f|gy). Si f'^{0)rU*9, se verifica que la 
aplicaciôn f se puede compleaentar.
En el capitule IV de esta Memoria se plantea el problema de 
extender el concepto de complementaciôn mediante el grade 
generalizado en espacios euclideos y espacios vectoriales nornados 
de dimensiôn infinite. Dado un espacio vectorial normado E, U un 
subconjunto abierto de R*xE con p^(U) acotado en rT. una
aplicaciôn f:0 Æ  de la forma f(X,x)=x-f(X,x) donde F:0--- »E
es una aplicaciôn compacta se dice que se puede compleatentar 
generalizadaatente o simplemente G-complenentar si existe una
aplicaciôn compacta g:D »f'‘xE con ksm tal que (g,f):D----
no se anula en SU y el grado generalizado de la aplicaciôn (g, f)
en U, d((g,f),U), es distinto de cero.
Con esta definiciôn, el primer problema que se aborda es la 
posible relaciôn existante entre complementaciôn y 
G-complementaciôn. En este sentido, se encuentran ejemplos de
aplicaciones continuas f:0---- *R^  que se pueden complementer pero
no G-complementar mediante una aplicaciôn g: U jR** con ksm
(OBS. IV. 1.6). El interés de la G-complementaciôn està en que
existen abiertos U y aplicaciones f:ü >E que no se pueden
complementer y que sin embargo si pueden ser G-complementadas:en 
(IV. 1.7) se construyen un abierto acotado U de R^ y una aplicaciôn
continua f;Ü #R^  que admlte un G-complemento pero no se puede
complementer.
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Una vez que se ha verificado la independencia entre los 
conceptos de complementaciôn y complementaciôn generallzada se 
obtienen resultados en la linea de los recogidos en (12] a los que 
antes nos hemos referido, es decir, se estudia la estructura y 
dimensiôn del conjunto de soluciones de la ecuaciôn f(x)«0 donde f 
es una aplicaciôn que se puede G-complementar. y se dan 
condiciones suficientes para que una aplicaciôn continua admita un 
G-complemento. Mediante la relaciôn que se demuestra que existe
entre las aplicaciones f:U >E que se pueden G-complementar y
las aplicaciones 0-epi, introducidas en (19) se pueden obtener 
consecuencias seme jantes a las que se tienen con la
complementaciôn. Asi, si f:ücR*xE »E es una aplicaciôn continua
de la forma f(X,x)»x-f(X,x) y F es una aplicaciôn compacta y
g:0 jR* es un G-complemento para f con ssm se verifica que g es
0-epi en f~^lO)rU y en f**(0)oD y por tanto dim(f”*(0)rîî)as, 
dim(f**(0)r»5U)es-l (y dim(g"* (0)AÜ)=dim(g^(0)naU)—  si dimE*=») 
(PROP. IV. 1.17 y CCXtOLARIO IV. 1.18). Ademàs se prueba que si U es 
acotado, existe un subconjunto conexo, cerrado (minimal) C de 
f'*(0) tal que g es 0-epi en GhÛ y en consecuencia dim((AU)as, 
dim(W)ts-l y g es 0-epi en Crû (CœOLARIO IV. 1.20).
Por otra parte, si U es un subconjunto abierto y acotado de 
r"***'*, tal que 3U es una subvariedad de dimensiôn n+ir+A-1 de
f:0----»r" es una aplicaciôn diferenciable con
Oe(v.r.)(f)n(v. r. )(/|gy) y f"^(O)naU# 0 se demuestra, usando los 
resultados obtenidos en el capitule III, que en las hipôtesis de
nu.aU|(S"**)*0' y «: II"''(3f‘* (0) )----->n"(f‘*(0),Ôf’*(0))
epimorfismo se tiene que f se puede G-complementar por una 
aplicaciôn g:0 ïR" (PROP. IV. 1.8).
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Va en el artlculo original de K.Geba, I.Massabô y A.Vignoli 
[15], se enpleô el grado generalizado para el estudio de problèmes 
de blfurcaciôn: mediante el grado generalizado se construye una 
aplicaciôn %: y se demuestra que
si f:R*‘xR"--- >R" es una aplicaciôn continua con f(X,0)«*0 para
todo XeR*' y f(s‘'^ x {B"(0)\{0}))cR"\{0> tal que %([f])#0 se tiene 
que existe un punto de blfurcaciôn X^e^(O) de la ecuaciôn 
f(X,x)-0.
A partir de las consecuencias obtenidas de que una aplicaciôn 
se pueda G-complementar, en la PROP.IV.1.22, se dan condiciones 
suficientes para que f, en las hipôtesis del pirrafo anterior, 
tenga un punto de blfurcaciôn en B*(0) y se obtiene como corolario 
el resultado anterior. Ademàs y con el fin de encontrar 
herramientas que permitan estudiar la aplicaciôn %, para 
posteriormente abordar problemas de blfurcaciôn se define, también 
mediante el grado generalizado, una aplicaciôn 
5: Is'"'^xS^'\r\{0}] tal que x( [f ] )*(E.Ô) {[f ]},
donde Z: H (s")-------- (S"**) es el homomorfismo suspensiôn
n+k-l n*k
(LEMA IV. 1.24). Esta aplicaciôn S permite estudiar, en casos 
concrètes, los problèmes de blfurcaciôn con mayor facilidad, al 
trabajar en dimensiones mas bajas. Qi este sentido el COROLARIO
IV. 1.27 permite obtener una relaciôn interesante entre el numéro 
de enlace de circunferencias y la existencia de puntos de
blfurcaciôn de la ecuaciôn f(X,x)*0, donde f : R^xR^ »R* es una
aplicaciôn diferenciable: se demuestra que si
f(S^x(B*(0)\{0>))cR\{0>, «:S*xB*(0) està definida por
Hix.y)»— l'fxl'yT i ' y P g  *s\{q} es la inversa de la
proyecciôn estereogràf ica desde q, U“(p^*E) (S*xB*(0) )cR* y
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c=-^ist( (fog *o^ p^ ) (au), 0), a^ , a^eB^(O) son dos valores regulares
cualesquiera de y el nùmero de enlace
L((fog*o^^) ’(a^ ), (fog *o^ p^ ) ^(a^)) es Impar, se tiene que existe
un punto de blfurcaciôn À^eB^(u) de la ecuaciôn f(X,x)»û.
El pàrrafo 1 del capitule IV concluye con un teorema de 
blfurcaciôn global (PRW. IV. 1.29):
Si f:R*'xF" jR“ es una aplicaciôn de clase C* tal que f(X,0)*0
para todo XeR*' y ,A«{X€R^ : D^f (X, 0)eGL(R")} es un subconjunto
triviales de la ecuaciôn f{X,x)*0, X^eA y C(X^) es la components 
conexa de (X^ .O) en S y suponemos que C(X^) es acotado se verifica
que C(XJn(R"x(0))=(X^,X^ XjxiO} y E x((f.X ])=0.
" j=i
Finalmente el pàrrafo 2 del capitule IV se dedica al estudio 
del numéro de enlace de esferas de dimensiones altas, mediante la 
aplicaciôn de las técnicas del grado generalizado. En la 
PROP.IV.2.4 se construye una aplicaciôn
d: [S *xS  ^ ^ (S*), que es un homomorfismo si
M  ^2
p^*p^<2m-3 e isomorfismo si p^,p^sm-2, que permite définir el
P, P,
numéro de enlace a'(L) para un enlace L:S uS  WR y que Juega
el mismo papel que en el numéro de enlace introducido en [25] por 




- Esta sccciôn prelislnar, contiens algunas da las notaciones 
que usaremos posteriormente.
Muchos de los espacios que consideraremos serAn subespaciqs 
de r" para algOn entero positive, n, por ello es conveniente tomar 
todos los r“ con ncN como siAespacios del espacio vectorial 
normado de dimensiôn infinite R* formado por todas las sucesiones
de nümeros reales x»(x^.x^.x^,....... ) tales que para todos
los subindices menos un nùmero finite de elles, con la norma
llxU=i/£ x^ . Asi, Nx-yl es una métrica en R*. Por comodidad 
leM '
(x^,x^....x )^ y {x^,x^,... ,x^ , 0,..., 0.. ) denotarân el mismo
punto. Estamos en condiciones de introducir algunos de los 
subespacios que manejaremos màs a menudo.
E" o cube unidad, serâ el subespacio de r" definido por 
e"={x€R";-Isx^sl 1=1,2,... ,n}.
S" o esfera unidad, serâ S"»{x€R"* : x^  =1}. En s"
1=1
distinguiremos dos puntos especiales: p=(0,0,... ,0,-1) o polo Sur,
y q*(0,0.... 0,1) o polo Norte, R" >S"\{q) serâ la inversa
de la proyecciôn estereogràf ica de S" sobre r" desde el polo
Norte. Observemos que p^(0)*p.
También vamos a distinguir dos subespacios de s”,
E"»{xeS**:x eO> y e"»{x€S“:x sO>. Es évidente que s"*e"«Æ" y ♦ •
S"-‘=EfnEf.
Por e designaremos el elemento de R dado por
(0,.. ,0,1,0,.. ,0... Asi,  forman la base canônica
de r".
Si r"**={x€R"*': x^^^ aO} y R"*^ =<x€R"*^: x^^^sO} se tiene que 
Por I designaremos al intervalo cerrado [0,1] de la recta
real.
0.1 HOMOTOPIA. GRUPOS DE HOMOTOPIA Y DE COHOMOTOPIA.
En esta secclôn se expondràn los conceptos y resultados que 
nos haràn falta en este-campe, haclendo hlncapié, sobre todo, en 
los grupos de cohomotopla que nos seràn de gran utilidad en 
capitules siguientes. Lo que a continuaciôn désarroilaremos està, 
en su mayor parte, tomado de S.T.Hu: Bomotopy Theory [18], K.Geba: 
Cohomotopy Groups and Bifurcation [16] y E.Spanier: Borsuk's
Cohowtotopy Groups [32].
Definlciones 0.1.1
Por un par de espacios topolôgicos, entenderemos X espacio 
topolôgico y A un subespacio de X. Se denotarà por (X,A).
Una aplicaciôn continua f entre dos pares (X,A) y (Y,B),
f:(X,A)----»(Y,B), es una aplicaciôn continua f:X »Y con
f(A)cB.
Por (X,A;Y,B) designaremos el conjunto de todas las 
aplicaciones continuas entre los pares (X,A) y (Y,B).
Si f y g son elementos de (X, A;Y, B), diremos que son
homôtopas si existe una aplicaciôn continua g:(XxI.AxI) »(Y,B)
tal que g(*,0)»g^«/ y g(-,l)*g^»g. La relaciôn de homotopfa de 
aplicaciones continuas entre pares topolôgicos es de equivalencia 
y [X,A;Y,B] denotarà el conjunto cociente correspondiente.
Sean X un espacio topolôgico, AcX y z un punto de A. Sean
n-l n
j""-IzeE": (1+x ) n (1-z ^ )*0> y Ê"*{x€E": H (l-xfl-O). Es claro 
n 1=1 1 1=1 I
que J”"^ cÊ"cE".
De manera similar a lo hecho para pares de espacios se pueden
définir (E",Ê",j" X,A,x ) el conjunto de las aplicaciones
continuas entre las ternas de espacios (E",Ê",j"’*) y (X,A.x*), 
asi como la relaciôn de homotopla entre ellas y 
IE", e", j" *: X, A,x ] designarà el conjunto cociente
correspondiente, que también se denotarà por T^(X,A,x").
Si n=l y A=x o si n>l se puede introducir una estructura de 
grupo en n (^X, A,x ) de la siguiente forma:
Dados [fl y (g] dos elementos de II^ (X,A,x*), las clases 
determinadas por f y g, (/]■*■ (gl = If+gl, donde
f(2x.-fl,x, X ) -IsXjSO
(f*g)(x^,x^,...
/ * ^ ^ , 2 * * H
' g(2x -l,x,, ,x ) Osx^sl
Si X y x' pertenecen a la misma components por caminos de 
A, n^(X,A,x ) y n^ (X, A,x'*) son isomorfos y ei isomorfismo no es 
ûnico en general, dependiendo de la clase de homotopla de los 
caminos que unen x y x' . Muchos de los pares de espacios que 
apareceràn en esta Memoria son n-simples, es decir, X y A son 
conexos por caminos y el anterior isomorfismo es independiente del 
camino. En estos casos a n^ (X,A,x*), x eA, se le denotarà por 
n^(X.A) y se le llama grupo de homotopla n-ésimo del par (X,A).
Si f:(X,A,x")----- »(X',A',x' ) es una aplicaciôn continua, se
tiene un homomorfismo f^ :II^ (X,A,x )----- >TI^(X',A',x' ) definido
por f,(Ih])=lf«h), el cual solo depende de la clase de homotopla 
de f.
Si A=x , n^(X,A,x )=n^(X,x ,x ) se escribirà IT^ (X,x ) y el
grupo n (X,x ) es abeliano si n&2.
Se puede dar una descripciôn équivalente de los grupos de
homotopla n^(X,% ) como sigue:
n^(X,x )»[S",s;X,X ] donde x»(l,0,... .OJcS" y si [f],[g] son
elementos de [S",s;X,x*], la suma [f] + (g]“Ihl donde h es la
/f'(x) si xeEf
aplicaciôn continua h ( x)= J * s i endo f  y g'
Ig'(x) si X€E"
représentantes de IfJ y Igl respectivamente. taies que 
r  (E^)=x\
En el caso particular de m>l. que es n-simple para todo 
neM. n (S") denotarà el grupo de homotopla n-ésimo de sT.
Grupos de cohoDOtopia.
Definlciones 0.1.2
a) Diremos que un par topolôgico (X.A) es compacte, si X es 
compacte y A es un subespacio cerrado de X.
b) Un par topolôgico (X, A) se dice que es r-coconexo si 
H (^X, A)«0 para todo qfcr, (H'*(X, A) es el q-ésimo grupo de 
cohomologia singular, con coeficientes enteros, del par 
(X,A)) ([181 pg.210).
En lo que resta de secciôn todos los pares de espacios que 
aparezcan se supondrin compactes, salve indicaciôn de lo 
contrario.
Denotemos por (X,A):(X,A) es un par celular, (es decir, X 
es un complejo de celdas finite y A es un subcomplejo de X) 
compacte y (2n-l)-coconexo> y C'=((X,A); (X,A) es un par compacte 
tal que dim(X\A)s2n-2 y X es metrizable) ([18] pg.226, [16] pg.14, 
[32] pg.211).
Definiciôn 0.1.3
Dos aplicaciones f,g:(X,A)---- »(R“**\{0>,Fr*\{0>] se dice
que estàn en posiciôn general si f * (p)ug^ (p)=X. En este caso se








Si (X, A) es un elemento de o de ff' y
g,f:(X,A) »(R^\{0},r"**\(0}) son dos aplicaciones continuas,
donde man, se verifica que existen f^  y g^  aplicaciones homôtopas
a f y g respectivamente, que estàn en posiciôn general. La clase 
IgjV/^ ] solo depende de [g] y (fl y la operaciôn [g] + (fJ»Ig^vf^l 
define una estructura de grupo abeliano en 
[X, A;R"*\{0},r"*'\{0}). Este grupo también se denotarà por 
n*(X,A) y se le llama grupo de eohoaotopla m-éslno de (X.A).
Proposiclôn 0.1.5
Sean (X, A) e (Y,B) pares de espacios de o de C' y
g:(X,A) »(Y,B) una aplicaciôn continua. Entonces, para cada
man g induce un homomorfismo g*:rf*(Y,B)---- >n"(X, A) que solo
depende de la clase de homotopla de g y està definido por 
g"([f])-[f.g).
A continuaciôn vamos a définir un homomorfismo (cuando exista 
estructura de grupo en los conjuntos involucrados)
ô:n“(A,0 )»n“(A)---- »n"**(X,A) llamado homonorfiswo coborde: sean
f: A >R**\(0) una aplicaciôn continua. f:X una
extensiôn continua de f y 0:X---->[0,1] una aplicaciôn continua
con e"*(0)=A. Entonces g(x)*f(x)+0(x)e^^^ define una aplicaciôn
continua g:(X,A) >(r"*\(0>,R"*\{0>] que solo depende de la
clase de homotopla de f. La aplicaciôn ô([f])=[g], define un 
homomorfismo ô;Il"(A) >n“**(X,A).
Teorema 0.1.6
Sean (X,A), (Y,B) y (Z,C) de o de C'. Se verifica:
a) Si f,g:(X, A) >(Y,B) son aplicaciones continuas
homôtopas, se tiene que f =g .
b) Si Y\B»X\A y e:(X,A)<---- >(Y,B) es la inclusiôn (XcY), se
tiene que e :Il“(Y,B)---->n"(X.A) es un isomorfismo.
c) Exactltud. Si J:X< >(X, A). J:A« >X son las
inclusiones y (X,0 ), (A,0 ) y (X.A) son elementos de ï o de C .  se
verifica que la siguiente sucesiôn de homonorfismos
n"(x. A)— i— >n"(x)— -— »n"(A)— -— (x. a)— 1 — »— es 
exacta.
d) Si Id:(X,A)--- >(X,A) es la aplicaciôn identidad se tiene
que M'-I(Y(x.A)'
e) SI f:(X,A)---->(Y,B) y g;(Y,B)---->(Z,C) son aplicaciones
continuas se verifica que (g«f)**f*»g*.
f) Si f: (X.A)---->(Y,B) es una aplicaciôn continua, el
diagrama
n"(B)-- -— »ir'(Y,B)
(/Ia )' !  , h '
iT(a )— -— »n*'*(x,A)
es conmutativo.
g) Si (X,A)eÇ^ 6 C', n"(X,A)=0 para todo m>2n-2.
Sea (X, A) un elemento de o de ff' y
f: (X,A) »(r"*\(0>,R^*\{0>) una aplicaciôn continua. Entonces
la fôrmula g(x)= define una aplicaciôn continua g de (X,A)
en (S",E^ ). Sea d:S“xI »ST tal que d(x,0)=x para cada xeS" y
d(x, l)«p para todo xeE^ , se verifica que la correspondencia
If 11---- »(d^ »gl induce una biyecciôn entre n"(X,A) y (X,A;S“,pJ y
se utilizarà una descripciôn u otra segün interese.
Observaciones.
De la anterior descripciôn es interesante destacar:
1) Si f: (X, A) »(s",p) es una aplicaciôn continua con (X, A)
de S o C', se tiene que -If]«(r»fl donde r:S" >S" es una
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aplicaciôn continua de grado -1. con r(p)=p.
2) Jnterpretaclôn de S. Si f: A »S“ es una aplicaciôn
continua y ?:X es una extensiôn continua de f, sea
(E^**xl,s“xl )------>(s“**,E"*^) una aplicaciôn continua tal que
0^»ld y (E^ **,S“)--- »(s“**.p) con homeomorfismo
sobre sT\{p>. Entonces ô((f1)*[#^«?).
3) Cuando ifCST) es un grupo, es decir, si ms2n-2
lT(s")sn (s").
0.2. VARIEDADES DIFTRIWCIABLES ((23] y (31]).
En esta secciôn se estableceràn las definlciones. notaciones 
y propiedades bâsicas de las variedades diferenciables, asi como 
las de las aplicaciones entre ellas. que se necesitaràn mas tarde. 
Nos centraremos. exclusivamente, en las variedades de clase C**. 
Esto no supone pérdida de generalidad, ya que se verifica que toda 
varicdad de clase C* admite una estructura diferenciable de clase 
C* compatible con ella.
Sea X un conjunto.
Definiciôn 0.2.1
Una carta en X es una terna c=(U,p.R") donde p:U tfT es
una aplicaciôn inyectiva y p(U) es un subconjunto abierto de o 
de r".
Definiciôn 0.2.2
Dos cartas c«(U,p,R") y c' = (U',p',R") en X son 
c“-compatlbles. y se denotarà por c“c', si:
a) p(UnU') es abierto en p(U) y p'(UnU') es abierto en p(U').
b) p'«p'‘:p(UnU')----»p'(UrAJ* ) y p=p'p'(UnU') »p(UnU')
son aplicaciones de clase c".
En particular, si UrU'æ se tiene que n*».
(Las aplicaciones de clase c" de abiertos de R* son las que 
coinciden con restricciones de aplicaciones de clase C* definidas 
sobre abiertos de R* que lo contienen).
Definiciôn 0.2.3
«d=(c =^(U ,p^ ,R"i): iel) es un atlas c" en X si:
a) Para todo iel c^  es una carta en X.
b)
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c)para cada l.Jel, c^*Cy
Definiciôn 0.2.4
Dos atlas c" en X son équivalentes, si su uniôn es un atlas c"
en X.
Esta relaciôn binaria, definida entre los atlas c" en X, es 
de equivalencia y motiva la siguiente definiciôn.
Definiciôn 0.2.5
Una variedad diferenciable de clase c" es un par (X, [A]), 
donde X es un conjunto y (A] es la clase de equivalencia del atlas 
c" A, en X, determinada por la relaciôn definida en 0.2.4.
Observemos que toda variedad (X, [A]) tiene automàticamente 
asociado un espacio topolôgico (X, tal que S^^={UcX:existe
c*(U,p ,f ") carta de (X, (A))> es base de T^.
Sobre cada componente conexa de (X,T^ ^^ ), los espacios 
euclideos sobre los que estàn nodeladas las cartas, tienen la
misma dimensiôn. A esta dimensiôn se le llama dimensiôn de la
componente.
Definiciôn 0.2.6
Dada (X.[Al) una variedad diferenciable c", se llama interior 
de X, y se denotarà por Int(X), al conjunto Int(X)=[xeX:existe 
c=(U, p,f") carta de (X, [A] ) con xeU y p(U) es abierto de r") y se 
llama borde de X, y se denotarà por dX, al conjunto dX={xeX: existe
c=(U,p ,r") carta de (X, [A] ) con xeU y p(x) no pertenece al
interior de p(U)> (se considéra el interior en R").
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De ahora en adelante y slempre que no haya lugar a confuslôn, 
no se especifIcaràn ni los atlas c" ni la topologia asoclada a las 
mlsmas. Slempre que hablemos de variedades, se entenderàn
diferenciables de clase c".
Definamos en una variedad X. el concepto de espacio tangente, 
Sea xeX, se considéra C^*{ (c, v): c»(U, p.R") es una carta de X con 
xcU y y sea la siguiente relaciôn binaria en C^ :
(c. v)“(c',v') si y solamente si xeUnU' y D(p'«p*') (p(x) ) (v)»v',
Por la régla de la cadena del càlculo diferencial, es trivial
comprobar que = es una relaciôn de equivalencia.
Definiciôn 0.2.7
Se llama espacio tangente a la variedad X en el punto x, y se 
denotarà por T^ X, al conjunto cociente C^/= .
Proposiclôn 0.2.8
Sea X una variedad.
a) Para cada xeX y cada c=(U,p,r"), carta de X con xeU, se 
tiene una aplicaciôn biyectiva 8^ : R" >T^ X definida por
0*(v)»((c,v)).
b) Dadas dos cartas c={U,p,R") y c'=(U',p',R") con xeUrU' se 
tiene el siguiente diagrama conmutativo:
8%
r"   »T X^
D(p'«p"*)(p(x))
e*.
r"   »T^X
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Por tanto trasladando por 6^ la estructura de r". se obtiene 
en T^X una estructura de espacio vectorial normable de dimensiôn 
n, que es independiente de la carta c elegida, en el sentido de 
que las normas obtenidas por las distintas 8^ , al variar c, son 
équivalentes.
Definiciôn 0.2.9
Sean X y X' dos variedades y f:X >X' una aplicaciôn.
Diremos que f es de clase c" si para todo zcX, existen 
c"(U.p,r") y c'-(U',»(»,R^ ) cartas en X y X' respectivamente, con 
xeU y f (U)cU', taies que p(U) >0(U') es C*.
Proposiclôn 0.2.10
Sean X, X' y X* variedades.
a) Si f:X >X' es C*, x«X y c-(U,p ,R") y c'-(V,*,RT) son
cartas de X y X' respectivamente, con xeU y f(U)cV, se tiene que 
la aplicaciôn T^f:T^X---- definida por
T^f(v)=e^}*^»D(ô»f*p"^)(p(x))«e^ (vj, es un homomorfismo que no 
depende de c y c'.
b) Si f:X >X' y g:X' >X" son c" y xeX, se verifica
que y T^Id=Id^^j^.
Definiciôn 0.2.11
En las condiciones de la proposiclôn anterior, a T^f se le 
llama aplicaciôn lineal tangente de f en x.
Ahora presentamos los tipos mas importantes de aplicaciones
13
diferenciables entre variedades. 
Definiciôn 0.2.12
Sean X y X' variedades, f:X »X' una aplicaciôn biyectiva
que f y f 
difeoBorfisBO C**.
tal *' son c". Entonces, se dice que f es un
Proposiclôn 0.2.13
Si X y X' son variedades y f:X >X' es un difeoaorfisso c",
se tiene que f(dX)=dX'.
Definlciones 0.2.14
Sean X y X' variedades y f:X »X' una aplicaciôn c".
a) f es una Inmersiôn en xeX si existen c*(U,p,F") y 
c'“(U',p',F"), cartas de X y X' respectivamente. con xeU, f(U)cU', 
p(U)cp'(U'), f(x)*0 y p ' p ( U )  '---- »p'(U') es la inclusiôn.
b) f es una inmersiôn, si es una inmersiôn en todo x de X.
c) f es una inmersiôn dlfeomôrfica, si es una inmersiôn y es
un homeomorfismo sobre su imagen.
d) f es una suatersiôn en x^eX, si existen U' abierto de X'
con f(x^)cU' y o:W' >X aplicaciôn c" con o(f (x^ ) )=x^  y
(f»o)(x')*x' para todo x'eW'.
e) f es una sumersiôn, si es una sumersiôn en todo xeX.
Proposiclôn 0.2.15
En las condiciones de las definlciones anteriores, se 
verifica:
a) Si x€X y f(x)€lnt(X'), se tiene que f es una inmersiôn en 
X si y solamente si T^f es inyectiva.
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b) Si âX*‘âX'=0 , f es una sumersiôn en xeX si y solamente si 
es sobreyectiva.
Definiciôn 0.2.16
Sea X una variedad e Y un subconjunto de X. Diremos que Y es 
una subvariedad de X si para cada ycY existe c=(U,p,RT), carta de 
X, con ycU y p(y)=0 y existe un subespacio F de R" de dimensiôn n 
tal que p(UnY)*p(U)nF o p(UnY)=p(U)nF^ (F^  es un semiespacio de 
F). Si se cumplen las condiciones anteriores, diremos que c es 
carta adaptable a Y en y mediante F.
Proposiclôn 0.2.17
Sean (X,[A]) una variedad e Y una subvariedad de X. Entonces, 
existe una ünica estructura diferenciable c", ([Ally], en Y tal 
que para cada c=(U, p,R*}, carta de X adaptable a Y mediante F, 
c|y=(UnY.p|^^y,F) es carta de (Y, [[Ally]). Ademàs, j I y.
J: (Y, ( [A] ly] ) «----- >(X, [A] ) es una inmersiôn C* y para todo yeU,
TyJ(T^Y)^(F).
Si Y es una subvariedad de X, a la dimensiôn de T^X/T^J(T^Y), 
para cada yeY, se le llama codlmenslôn de Y en y y se designarà 
por codim^Y.
Definiciôn 0.2.18
Sea Y una subvariedad de X. Diremos que Y esti bien sltuada 
si flY»Yr>aX.
En este caso, para todo yeôY, TyX«Tyl(TyflX)^TyJ(TyY) (suma 
algebraica de subespacios), donde i:dX^ »X y J:Y< >X son
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las inclusiones. (Observemos que dX es una subvariedad sin
borde de X).
Proposiclôn 0.2.19
Sean X y X' dos variedades, si f:X---- »X' es una inmersiôn
dlfeomôrfica, se verifica que f(X] es una subvariedad de X'.
Proposiclôn 0.2.20
Sean X y X' dos variedades, f : X-----»X' una aplicaciôn c" y
xcôX tal que f(x)eInt(X'). Entonces, f:X---- »X' es una sumersiôn
en X si y solamente si T ^ ( f T ^ a x  *^f(%)^ sobreyectiva.
Proposiclôn 0.2.21
Sean X y X' dos variedades. Y' una subvariedad de X' y
f : X »X' una aplicaciôn c" tal que f'*(Y')naX» 0 y para todo x de
f”*(Y'), f es sumersiôn en x. Entonces:
a) f”*(Y') es una subvariedad de X.
b) af"*(Y')=f'*OY').
c) Si J:f*‘(Y')« )X y J':Y'<---- »X' son las inclusiones,
para todo xc/’V y'), V * ' ^ ( x ) - ^ ' ^ ' ' ‘/(x)^'^
d) Para todo x€f”*(Y'), codim^f"* (Y')=codimyj^jY'.
Definiciôn 0.2.22
Sean X y X' variedades y f: X >X' una aplicaciôn c".
Diremos que xeX es un punto critico de f, si T^f no es
sobreyectiva. Denotaremos por C(f) al conjunto de puntos crlticos 
de f.
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Diremos que x'eX' es un valor regular de f, si x'eX'\f(C(f)). 
Al conjunto de valores regulares de f se le denotarà por
(v. r. ) (f).
Por el Teorema de A. Sard, se tiene que si f : X »X' es una
aplicaciôn C*, el conjunto (v. r. )(f) es un conjunto denso en X' 
y en particular es no vacio.
Definlciones 0.2.23
Sean X y X' variedades diferenciables, X" una subvariedad de 
X' y x«X. Sea f:X »X' una aplicaciôn de clase c".
a) f es transversal a X" en x (fX^X") si se verifica:
1) f(x)«X* ô 2) f(x)eX* y existen un subconjunto abierto U de 
X con xeU, c'=(U', p',R") carta de X', adaptable a X* mediante F 
con f(U)cU'. y F' suplementario topolôgico de F en R* taies que 
la aplicaciôn C*
b: U— —— »U'— -— >R® $FxF' »F' es una sumersiôn en x.
(0:R“ >FxF' es la aplicaciôn definida por e(v)»(v^,v^) donde
v=v^+v^ con v^eF y v^eF').
b) Si A es un subconjunto de X, diremos que f es transversal 
a X* sobre A (fX^X*) si f es transversal a X" en x, para todo xeA.
c) f es transversal a X* (fXX*), si f es transversal a X" en 
X, para todo xcX.
Proposiclôn 0.2.24
Sean X y X' variedades diferenciables, X" una subvariedad de
X' y f:X »X' una aplicaciôn c". Entonces, si f(x)eX“ se




Sean X y X' variedades diferenciables. X" una subvariedad
bien situada de X' y f:X >X' una aplicaciôn C*. Si fXx* se
tienen las siguientes consecuencias:
1) f *(X") es una subvariedad bien situada de X.
2) Si J:f’'(X*)< >X y J':X"(---- »X' son las inclusiones,
para todo xef"'(X"). T^;(Ty'\x")) = (Ty)''(Ty^^)j'(Ty^^^X')).
3) Para todo x6f’‘(X*), codim^f(X') =codim^(%)'
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0.3 FIBRADOS VECTORIALES ([31] Tomo II, pgs.8-112). 
Definlciones 0.3.1
Sean M un conjunto, B una variedad. con dinB=a, s:M »B una
aplicaciôn sobreyectiva y r»(M,B,*).
a) t=(U,ÿ,R") es una carta vectorial de r, modelada sobre R”,
si U es un abierto de B y ÿzUxR® »* *(U) es una aplicaciôn
biyectiva tales que el diagrama
UxR"-- ^— >«■* (U)
\  I
es conmutativo. Por tanto, para cada beU t^:R"---- >s”*(b)^^
definida por t^(v)=^(b,v), es una aplicaciôn biyectiva.
b) Sean t«(U,^,R") y f'=(U',ÿ/,R") cartas vectoriales de r.
Se dice que t y t' son compatibles, si existe p:UnU' »E(r",R*)
aplicaciôn c", tal que para todo beUnU', el diagrama
r “
es conmutativo. En particular, si UnU'ma se tiene que n*s.
c) y=(t^=(U ,%* ,R"^ ): iel) es un atlas vectorial de r si:
1) Para todo iel, t^  es una carta vectorial de r.
3) Si i,j€l, tj y t^  son compatibles.
d) Dos atlas vectoriales de r, y y V , son équivalentes si 
VvV' es un atlas vectorial de r. Esta relaciôn, es de equivalencia 
y a la terna ((M, (y]),B,s), donde [y] es la clase del atlas V de
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r. se le denomina fibrado vectorial C . con espacio total M, base 
B y proyecciôn w.
No especificaremos el atlas vectorial cuando no haya lugar a 
confuslôn, y hablaremos de r»(M,B,s) como fibrado vectorial de 
espacio total M, espacio base B y proyecciôn n.
Proposiclôn 0.3.2
Sea r=(M,B,s] un fibrado vectorial. Para cada bcB existe una 
ünica estructura de espacio vectorial normable, de dimensiôn 
finita, en M^, tal que es un isomorfismo, para toda
t=(U,*,R") carta vectorial de r con beU.
Proposiclôn 0.3.3
Sean r=(M,B,s) un espacio fibrado vectorial. f«(U,^,R") una 
carta de r y c"(U,p,RT) una carta de B. Entonces,
—   »UxR"— >p(U)xR" es una aplicaciôn biyectiva y
existe una ünica estructura de variedad en M, conteniendo a todas 
las ternas («’^ (U),a^ ^,r"xR“) como cartas.
Definiciôn 0.3.4
Sean f:B »B' una aplicaciôn c" y r»(M,B,x), r'»(M',B',*')
dos fibrados vectoriales. Diremos que g: M »M' es un f-morfismo
si:








Sean r=(M,B.«) y fibrados vectoriales,
f:B >B' una aplicacidn c“ y  tH' un f-morflsmo. Ehtonces.
g es una aplicaclôn C** y si f es un difeoaorfisao y g es
biyectiva, se tiene que g es un difeoaorf isao, g~* es un
f"*-morfismo y (&)=*;, *-
Deflniciones 0.3.6
1) g es un B-norfisao, si es un Id^-aorfisao.
2} g es un B-isonorfisBO, si es un B-morfisao biyectivo.
3) Un fibrado vectorial es trivializable, si es B-isoaorfo a 
(BxR", B.p^) para algün n#4.
FIBRADO VECTORIAL IMAGEN INVERSA.
Proposicidn 0.3.7
Sean r»(M,B, a) un fibrado vectorial, B' una variedad y
f:B' »B una aplicaciôn C*. Sean M'«{(b',x)cB'xM:f (b')=*(x)},
s':M' Æ' definida por s'(b',x)“b' y f:H* »M dada por
?(b',x)«x. Entonces, el diagraaa
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B'------»B
es conmutativo y existe una ûnica estructura. V', de fibrado 
vectorial en r'»(M',B',a'), que denotarenos tanbién por 
(f*(M),B',f*(a)), tal que ? es un f-morfis*o.
Dada t«(U,ÿ.R") carta vectorial de r. se construye 
t'*(f*'(U),0',r") carta vectorial de V', estando
<(i':f‘*(U)xR"----«'"‘(/'’(U)) definida por
#'(b',v) « (b',*(f(b').y))
,r"): t*(U,^ >,R") es carta vectorial de ri).
Proposicldn 0.3.8
Sean r*(M,B, a) un fibrado vectorial, B' y B* variedades,
f:B' »B y  »B' aplicaciones c". Entonces,
(f*(f*(M)),B',/(f*(a))) es B'-isomorfo a
(M),B*,(f«f^) (a)) y el B'-lsomorfisao, ♦, estâ deflnido
por ♦:/*(/* (M))------- ,(f.f
(b-, (b',x))i---- »(b'.x)
Proposicidn 0.3.9
Sean r*(M,B,a) y r'=(M',B',a') fibrados vectoriales y
f:B' Æ  una aplicaciôn c". Sea h:M' »M un f-morflsmo.
Entonces, existe un ûnico B'-aorfisao h^:M' »f (M) tal que







»(k' (y' ).h(y' ) )
Proposlcidn 0.3.10
Sean r«(M,B,«) y fibrados vectoriales,
f:B' Æ  una aplicaciôn c" y 0:M---- *M' un B-aorfisao. Entonces,
a) Existe un ùnico B'-aorfisao f (0):f (M) »f (M'), tal




b) Si 0 es un B-isomorfisao, se tiene que f (6) es un 
B'-isomorfisao
Definiciôn 0.3.11
Sean B una variedad, B' una subvariedad de B, J: B' ( >B la
inclusion y r«(M,B,s) un fibrado vectorial. Llaaareaos fibrado 
vectorial Inducldo por r sobre B' a J (r)«(J (M),B',J (*)). 
Observeaos que J (r) se puede identificar canônicaaente con
(K‘‘(B'),B',x|^-i(g,j).
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SUBFIBRAOOS VECTORIALES.FIBRADOS VECTORIALES COCIENTES.
Definiciôn 0.3.12
Sea r»(M,B,«) un fibrado vectorial y M'cM. Diremos que M' es 
un subfibrado vectorial de r, si para todo beB existe 
carta de r, con beU, y existe F subespacio vectorial de r" tal que 
0"*(*’^ (U)nM' )=UxF.
Proposiciôn 0.3.13
Sea r»(M,B,a) un fibrado vectorial y M'cM un subfibrado 
vectorial de r. Entonces,
a) Existe una ûnica estructura de fibrado vectorial en 
r'»(M',B',w|^, ) tal que j:M'( iM es un B-aorf ismo.
b) Para cada bsB, M^=M'nM^ es subespacio vectorial de M^ .
c) M' es una subvariedad de M.
Proposiciôn 0.3.14
Sean r«(M,B.w) un fibrado vectorial y r'*(M',B,*1^,) un 
subfibrado vectorial de r. Sea K la relaciôn de equivalencia 
definida en M por xXy si y solamente si existe bcB, con x, y«M^, 
tal que x-yeM^ y consideremos
con i([x])*ii(x). Entonces, existe una ûnica estructura de fibrado 
vectorial sobre r»(M/X,B,x) tal que p es un B-aorf isao. A 
(M/R,B,x) taabién se le denotari por (M/M',B,x). Las cartas 
vectoriales de r se construyen coao sigue:
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Para cada b «^B, existe t-(U,*,R ), carta vectorial de r. con 
b^eU, y existe F subespacio vectorial de R" taies que 
^"*(x”*(U)nM')*UxF. Entonces, T«(U,ÿ,R**/F) es carta de r, estando 
UxR"/F >« **(U) definida por *(b. [v])»[*(b,v)l.
Definiciôn 0.3.15
Sean r»(M,B,a) y r^«(M^,B,a^) dos fibrados vectoriales y
g:M un B-morfismo. Diremos que g es locaJmente directe si
N"^gKerg^ y son subfibrados vectoriales de r y
respectivamente.
Como ejemplos de B-morfismos localmente directes tenemos los 
que son inyectivos en cada fibra y los que son suprayectivos en 
cada fibra.
Proposiciôn 0.3.16
Sean r»(M,B,a) y r^«(M^,B^,fibrados vectoriales, M'cM un
subfibrado vectorial de r. f : B----»B^  una aplicaciôn c" y
g: M )M^  un f-morflsmo tal que todo bcB.
Entonces, existe un ûnico f-morfismo g: M/M' tal que g*p=g
(g estâ deflnido por g([x])>g(x)).
Observaciôn.
En las condiciones de 0.3.15, g: M/Kerg »Img es un
B-isomorfismo.
Proposiciôn 0.3.17
Sean r«(M,B,s) y r'»(M',B,s') dos fibrados vectoriales y 
f:M )M' un B-morfismo. Las afirmaciones siguientes son
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équivalentes:
a) f es localmente directe.
b) Imf es un subfibrado vectorial de r'.
c) Kerf es un subfibrado vectorial de r.
0.3.18 FIBRADOS TANGENTE DE UNA VARIEDAD DIFERENCIABLE Y
FIBRADO NORMAL DE UNA SUBVARIEDAD DE LA HISMA.
Sean B una variedad, M=TB= £ T.B, T :M--- Æ  definida por
beB
T g (b ,y ) -b  y  r» (TB,B,T^).
Dada c*(U,p,F“), carta de B, se construye t^»(U,^,R") carta
vectorial de r, donde ÿ:UxR"-------»x^*(U) es biyectiva y el
( b .v ) i  » ( b ,8 * ( v ) )
diagrama UxF" »t*'(U) es conmutativo.
U
Se tiene que 0,R"):c»(U,^,R") es carta de B> es un
atlas vectorial de r.
Si f : B Æ' es una aplicaciôn c". se verifica que / induce
un f-morfismo Tf:TB »TB' deflnido por Tf(x,v)»(f(x),T^f(v)).
Consideremos ahora B' subvariedad de B y sea J:B'< »B la
inclusion. Entonces se tiene el J-morfismo TJ. Segûn la
construcciôn de 0.3.9, se tiene un ûnico B'-morfismo




Como T^J es Inyectlvo en cada fibra, T^J(TB') es un 
subfibrado de J*(TB) y se define el fibrado vectorial nortial de B' 
en B como /(TB)/ T,J(TB')*u(B').
Deflnicidn 0.3.19
Sea B una variedad. Se dice que B admite una atitrica 
riemanniana, si existe familia de productos escalares
sobre T^B, xeB, tal que la aplicaciôn (x.y.z)----
definida en {(x,y,z)eBxTBxTB:s(y)=x(z)«x) es c".
Una variedad rieaanniana es un par (B,g) donde es
métrica riemanniana en B.
0.3.20 Case particular.
Sean B' una subvariedad de una variedad riemanniana (B,g),
J:B'<---->B la inclusiôn y para cada x«B' T^J:T^B'---- >T^ B. Para
todo xeB' denotarenos por N^B al subespacio de T^B ortogonal a 
T JlT B') respecto de g . Sea MB'* £ N B. Entonces, MB' es un
X X  X xeB' *
subfibrado de t’^B')«/(TB) y p|^,:NB'---->u(B')m/(TB)/T,j(TB')
es un B'-Isomorfismo.
Utilizaremos, en capitulos posteriores, una u otra
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descrlpciôn del fibrado normal de una subvariedad, segûn nos 
interese.
Proposiciôn 0.3.2i
Sean m"*'' y n"** variedades de dimensiones n*k y n+s 
respectivamente, N* una subvariedad de n"*“ sin borde y de 
dimensiôn s, contenida en Int(H"**), y una
aplicaciôn c" transversal a N*. Denotemos por M** a la 
subvariedad, de f'^ (N*). Se verifica que los fibrados
vectoriales «(M**) y f*(u(N*)) son M*‘-isomorfos. Por tanto, si 
v (N”) es trivializable se verifica que v(M^) es trivializable.
Demostrmclôn
Consideremos el f-morf ismo Tf:TM"*'‘ Tf induce un
f-morfismo de clase C* Tf
ycN"
Consideremos el N*-morfismo proyecciôn p:T*n»»(N*)--->u(N*).
Asi pues. p o T f T j ÿ t k C M * ' ) ----- »u(N*) es un f-morfismo y
existe un ùnico Tf:Tjjm*k(M'')------>f*(u(N*)), M'‘-morfismo,deflnido




i*k es la inclusiôn,
induce un M^-lsoaorfisao TfiwCM*') »f (u(N*)). La ùltima
aflrmaciôn es consecuencia de 0.3.10. ■
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0.4 ENTORNOS TUBULARES.([31] T o b o  III pgs:47-56).
Definiciôn 0.4.1
Sean Y y X variedades y g: Y »X una Inmerslôn difeomôrf ica.
Se iiama entorno tubular de Y en X a un fibrado vectoriai (H.Y,a), 
un entorno abierto Z de ia secciôn cero, y^(Y), un entorno abierto 
U de g(Y) en X y un difeomorfisao f:Z >U tai que ei diagrama
f
es conmutativo, donde (0^ es ei cero de ia fibra M^).
Teorema 0.4.2
Sea X una variedad paracompacta y T^ . Entonces, si Y es una 
subvariedad bien situada y cerrada de X, se verifica que Y admite 
un entorno tubular en X.
Conviene hacer aigunas observaciones de interés, acerca de ia 
naturaieza del entorno tubular que se construye en ia demostraciôn 
del Teorema 0.4.2. Supongamos que dX*âY*0 , con u(Y) ei fibrado 
vectorial normal de Y en X. y D un entorno abierto de la secciôn 
cero de u(Y), suficientemente pequefto.
Se define una aplicaciôn (que es un difeomorfismo)
exp:D »exp(D)»VcX, V abierto de X. Ademàs, si yeY
es una carta de X adaptable a Y, en y, con 0(Ur>Y)*0(U)n(F"x(O}), 
se tiene que c^=(UnY,0l^y=0,R") es una carta de Y. Sea 
t«(Uf>Y, X,r"xF") una carta vectorial de Tjj*(Y) tai que
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X’‘(T'‘(UnY)nu(Y))»(UnY)x((0}xR"). Entonces.
t =^(UnY, XI {0}xR") es una carta vectorial de u(Y) y
por tanto a: x~'(UnY)nu(Y)------ »0(Ur>Y)xfl"cF"xR" es una carta de
(y, v)i----------- »(0 (y). t'* (v))
y
la variedad v(Y) y se verifica que
D ( 0 o e x p « a ' ^ ) ( 0 ( x ) , O ) ( v ^ , ( v ^ ) .
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0.5. VARIEDADES ORIENTABLES. CRADO EN VARIEDADES ORIENTADAS. 
([17], capitulos 4 y 5)
Sea X una variedad con dlm^X*n para todo xcX.
Definiciôn 0.5.1
Diremos que X es orientable, si existe atlas c" de X (por
supuesto compatible con la estructura diferenciable de X) tal que
para todo par de cartas c«(U,p,R") y c'*(U',y',R") de J, se
verifica la propiedad V.0.:“ para todo xeUrtU'
d e t D ( p ' *) (p(x))>0".
Si X es orientable y cumple la propiedad V.O., se tiene que
©»{c*(U,p,R");para cada c'cif, c y c' verlflcan V.O.} es un atlas
c" maximal, respecto de la propiedad V.O., y al par (X,8 ) se le
denomina variedad orientada.
SI (X, 8 ) es una variedad orientada, para cada xcX, 8 induce
una ûnica orientaclôn 8^ en T^X tal que para toda carta c de 8 ,
0*:R" »T X es un isomorf ismo conservando la orientaclôn,
c X
supuesto r" con la orientaclôn usual, y 8^ no depende de la carta 
de 8 .
Consideremos ahora (X,8 ) y (X',8 ') dos variedades orientadas, 
compactas con 3X*5X'««0 , dim^X=dim^,X' para todo xeX y x'eX',
f;X---- »X' una aplicaciôn c" y x'«X' un valor regular de f.
Entonces la Prop. 0.2.21 nos permite asegurar que
f"‘(x')»{x X }cX y T^ f:T_ X »T_,X' es un Isomorf ismo para
1 p *
cada 1«1,2, J,... ,p. Sean c^=(U^,y^.R") cartas de 8 con x e^U^ para
cada 1»1,2 p y c'=(U',p',R") una carta de 8 ' con x'eU'. En
estas condiciones, se define el grade de f en x', y se denotarà
P
por d(f,x'), como d(f,x')« E sig(det D(f'«f*p^ )(y^(x^)))"
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p / 1 si T / conserva la orientaclôn
E slgT^ f donde sigT^ *i
* * -1 si f invierte la orientaclôn
Lema 0.5.2
Sea (M.8 ) una variedad orientada. Entonces, (H.8 ) induce una 
orientaclôn 8 1^^ sobre 8M.
Desde ahora y en lo que resta de secciôn, X y X' serân 
variedades orientadas, compactas, dim^X*dim^,X'»ïi para todo xeX y 
z'eX', sin borde y X' conexa. No se indlcaràn las orientaciones 
salvo cuando pudlera haber confusiôn.
Proposiciôn 0.5.3
Sea f : X »X' una aplicaciôn c" y p, qeX' dos valores
regulares de f. Se verifica que d(f,p)=d(f,q). Por tanto es 
consistente las slgulente definiciôn.
Definiciôn 0.5.4
Sea f : X--- »X' una aplicaciôn c". Se define el grado de f, y
se denotari por d(/), como el valor d(f,p), donde p es un elemento 
de (v. r.)(f) cualquiera.
Lena 0.5.5
a) Para cada aplicaciôn continua g: X >X', existe una
aplicaciôn c" f : X >X' homôtopa a ella.
b) SI f^,f^:X----»X' son aplicaciones c" honôtopas, se
verifica que son homôtopas por una homotopla de clase C**.
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Definiciôn 0.5.6
Sea g:X »X' una aplicaciôn continua. Se define el grado de
g, y se denotarà por d(g), como d(f). donde f:X >X' es una
aplicaciôn c" cualquiera homôtopa a g.
Teorema 0.5.7
a) Sean f, f':X >X' aplicaciones continuas. Si f es
homôtopa a f', se tiene que d(f)«d(f').
b) SI f : X »X' es una aplicaciôn continua y d(f)eO, se
cumple que f es sobreyectiva.
c) Si M es una variedad orientada, ÔM=X, y la aplicaclôn
f:X »X' admite una extensiôn continua ?:M----»X', se verifica
que d(/)»0 .
d) Teorema de Kcpf. Sea X una variedad conexa y sean
g,f:X »S" dos aplicaciones continuas. Entonces, d(f)=d(g) si y
solamente si f y g son homôtopas.
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0.6 VARIEDADES NORHALMEKTE REFXRENCIADAS Y TEORIA DE 
HOMOTOPIA. ([29] pgs.41-112)
Definiciôn 0.6.1
Sea una subvariedad compacta de dimensiôn k de R"*^  y
f=(u^,Ug... u^} una familia de secclones (f del fibrado normal
u(m'‘) de en r“**'. Diremos que F es una referenda normal para
M*', si <u^(x),u^(x).... u^(x)} es un slstema linealmente
independiente para cada xeM^ .
Una k-varledad normalaente referenclada de r"*^  (Jc-V.N.R.) 
(AEfLi{(7>) es un par (M^ .P), donde M** es una subvariedad compacta
de dimensiôn k. sin borde, de r"*** y P=(u^,Ug,... ,u ) es una
referenda normal c“ para M**.
Observaciones.
1) Toda k-varledad normalmente referenclada de R"***, (m'‘,P)
es orientable. En efecto: diremos que una base..... {b^,b^.b }^ de
T^ M** es positiva si (T^J(b^)...T^j(b^),u^(x) u^(x)) es una
base positiva de T^r"***. De esta manera se construye una 
orientaclôn de M^ .
2) Si (M ,^P) es una k-V.N.R. de r“**', se verifica que su
espacio fibrado vectorial normal en r"*'‘, u (m’‘), es trivializable.
Ademàs, uOf) se puede conslderar como un subfibrado de
T^R"*“« E (0.3 2 0 ).
" X€M^ *
Por otro lado, si c*(r"*^ , Id,R***'‘) es la carta natural de la
variedad r"***, la aplicaciôn r"**‘xR"*'‘---- »TR"**' da una
(x ,v )i >(x,e*(v))
trivlalizaciôn del espacio fibrado vectorial t^mgente de
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r"**', {TF"*'‘,R"*'‘,Tpn*k). Asi, por las propiedades de la 
construcciôn del espacio fibrado vectorial imagen inversa
 »/(TR"*“)-T^ kR"*'‘  »r"*'‘) da una
trivlalizaciôn del espacio fibrado M"", Tp»*k | ).
Teniendo en cuenta 0.3.20 y las trivializaclones anteriores, el
espacio fibrado normal de en r"*^ , se identifies con
u(M*)—((x,v):x€M^, V es ortogonal a (8 ^)’* (T^J(T^m“) ) en r"*‘}
como subfibrado de M^xR"*“. La referenda normal F se identifies
con F«{ü^«(0^)”'®u^.....ü^»(8*)’'»u^ }. Es declr, para todo
1*1,2 n, ÛjîM’' jR^ ** es aplicaciôn C* tal que para todo
xeM^ <ü^(x),ü^(x),... ,ü^(x)} son linealmente Independientes y
estàn contenidos en u^{M*)»( (8^)”* ( T y  el entorno
tubular dado por el Teorema 0.4.2 estâ dado por exp:D------»V (D
(x. v) I »x+v
es un abierto conteniendo la imagen de la secciôn cero de «(if) ).
Definiciôn 0.6.2
Sean y (M^ .P^ ) k-V.N.R. de r"*'‘. Diremos que son
honSlogas, y lo denotaremos por (M^,P^)*(MyP^) si existe una 
variedad compacta M***' de r"*^ xI y existe una referenda normal c" 
P para taies que:
a) aM‘*'-{M^*V(R"**'x{0 >) )u(M^*V(R"*“x{ 1 } ) ).
b) Existe 5>0 con M’‘*'r»(R''*'‘x{t})*M^x{t> para cada te(0,6) y 
M'‘*'n(R'***‘x{t})*M^x{t} para cada ted-ô, 1 ]. (ô<l/2 ).
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Proposiciôn 0.6.3
La relaciôn * es una relaciôn de equivalencia.
Definiciôn 0.6.4
Sea 5 (^r"*‘')={(M ,^P): (M*'.P) es una k-V.N.R. de r"**'}/* .
Consideremos ahora una aplicaciôn diferenciable fiS"*''---- »s"
y denotemos por q' y p' los polos Norte y Sur de s"*  ^
respectivamente y por q y p los de s“. Sea }
y p^:R"----i^\{q} las inversas de las proyecciones
estereogràficas desde q' y q respectivamente. Sea scS" un valor
regular de f, con s*f[q'), y V*{v^,v^ y } una base positiva de
T^s" en la orientaclôn usual de s". Entonces, f "f,*,,: ^  
es una aplicaciôn diferenciable y ss(v. r. ) ( f A  partir de 
f, s y V, podemos construir variedad compacta,
sin borde, de dimensiôn k de R"*" y referenda normal para M*. 
P%f<u , u  u }, donde T (f»p )(9*(u (x)))*v (conslderando
X 1 2 n  X R * k  C  J J
u(M^J como subfibrado de M^xR""). De esta manera queda definida
una correspondencia (f;s,/)i »[ (m'1, F*!!) )€g'‘(R"*'‘).
Teorema 0.6.5
Sean f^ , f^ :S"*^ ----»S“ aplicaciones diferendables,
p^€(v. r. ) (f^ ) con p^*f^{q') y p^«(v. r. ) (f^  ) con p^*f^{q'), V y W 
bases positivas de T S" y T s" respectivamente. Entonces, si f
y son homôtopas, se verifica que ((M* , ,P^ )].
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Corolarlo 0.6.6
Como consecuencia del teorema anterior y de que existe una 
isotopla c".  »S" con Wp=Id, y el
elemento de [(M* . ) ] ,  no depende ni de / ni de y
asi se tiene una aplicaclôn bien definida n * :II (s")-------
(fl ,----- >[(mJ..Py)1
Teorema 0.6.7
La aplicaciôn n ^ : ---->g^ (R"*'‘) es biyectiva.
Nuestro slgulente objetivo es définir en 5^ (R"**') una 
operaciôn que le convier ta en grupo abeliano, de manera que sea
un isomorfismo. Para ello establecemos el slgulente lema 
Leaa 0.6.8
Sea e:M^xI )R"*'‘ una isotopla c“, (e^=Id), y sea
(x. t)i >(e(x, t), t)
tal que gj=e^xld
®*m’‘x(1-ô para algùn 6>0. Supongamos que P es una
referenda normal para M**. Entonces, existe e(P) referenda normal 
para ê(M“xI), tal que Y ê(P)
Por tanto (M‘,P)»(e^(M^), ê(P) (M*)x{l}^-
En virtud de este lema, si tenemos ((M^,P^ )] y ((M^.P^)! dos 
elementos de g'‘(F"*^ ), podemos elegir représentantes (Mj'‘,P') y 
(M^^.P^) de ((M^ ,P^ )] y ((M^.P^ )! respectivamente, taies que M'*' y 
estén separados por un hiperplano. Se define entonces, 
t(M''‘.P|)l*((M^*‘.Pj)l-t(M''‘uM^ '‘), (p;uP^)l donde (P'wP^)(x) se
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entlende que es P'(x) si xeMJ*' y f'(x) si xcM^ **.
Proposiciôn 0.6.9
La operaciôn + en estâ bien definida y dota a
g'‘(R"*‘) de una estructura de grupo abeliano tal que 
 >5 (^R***'') es un isomorf ismo.
Lema 0.6.10
La clasificaclôn de los elementos de 3^(r”*'‘) se reduce a la 
de las clases [(m'‘,P)] de 5^ (r"*'‘) con F ortonormal.
Definiciôn 0.6.11
Sean una subvariedad compacta, sin borde de r"*'“cR"*'‘*', 
P=(v ,^ Vg.. . v }^ una referencia normal para M** en R"*^  y
■lO.0.... 0,1 )«R" Definimos £: 5 * ' ---- >3''(R"*“** )
por £( [ (m’‘,P) J ) = [ (M^ , {v , V, v ,e .>)]• Denotaremos por £(£)
1 2  n n*k*l
a la referencia normal de {v , v .....v ,e >. Es fâcil
1 2  n n*k*l
verificar que £ es un homomorfismo bien definido.
Proposiciôn 0.6.12 
El slgulente diagrama
donde £ es el homomorfismo suspensiôn, es conmutativo.
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Proposiciôn 0.6.13
Sean M*" una subvariedad compacta y sin borde de
F una referencia normal para M** en r"*’'*' tal que
P(*)*{u^(x),... ,u^^ j(x)} es un sistema ortonormal para todo xeM*.
Entonces, e =0 (x)u (x) + +0 (x)u (x) para todo xeM^ y
1 1 n * l  n*l
se tiene una aplicaciôn c" 0 :M'‘----------------- »S"
XI----- »0 (x)*(0 j(x).... 0 ^^ (^x))
Si 0 es homôtopa a una aplicaclôn constante, se verifica que 
existe U, referencia normal para M^ 'en R***^  tal que
Teorema 0.6.14
El homomorfismo E: 3 (^R"**)-----KSNr"*''**) es un epimorfismo
si nak+1 y es un isomorfismo si r»k*2.
Invariante de Hopf de aplicaciones continuas de S^*^ en S^ ** 
Definiciôn 0.6.15
Sean M*y N* dos variedades orientadas, sin borde, compactas,
de dimensiones Je y s respectivamente y sean f:M*----«R****** y
g:N* jR****** aplicaciones continuas taies que f (M*)r#(N*)=0 .
Consideremos la aplicaciôn continua %:M*xN"----------»S*‘**
 'w K n
Al grado de la aplicaciôn x> d(%). que designaremos por 
L((f,M^), (g,N*)), se le llama numéro de enlace de y (g.N*).
Es évidente que si se tienen ff;M*‘xI y C:N*xI #'****
aplicaciones continuas, taies que (N*)=0 para cada tel,
se verifica que L((JÏ^ ,M^ ), (C^ ,n'))-L((J/^ ,m“), (C^ ,N*)).
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Lema 0.6.16
En las hlpôtesls anteriores, si y
g:N* son aplicaciones continuas con f{M'‘)ng(N*)*0 , se
cumple que L( (g,N*), (f,M‘) ) = (-!)“' * * * (f,M^ ), (g. N*) ).
Lema 0.6.17
Supongamos que existe una variedad compacta, orientada, con 
borde, N***, cuyo borde orientado consiste en la variedades N* y
-nV Sea g:N**^ y f:M^ aplicaciones
continuas taies que g(N***)r\f(M^ )=a. SI dénotâmes por g ^ * g | y
gj=gljj». se verifica que L( (f, M^), (g^ , N*) )*L( (g^.Np ). En
particular, si M*' y N* son subvariedades orientadas y compactas, 
de y existe una subvariedad orientada y compacta N*** de
tal que aN**'=N" y se verifica que
Kd.M"). (J,n'))-0.
Definiciôn 0.6.18
Sea f:S^*' una aplicaciôn diferenciable y sean y
a^ , pertenecientes a s"\{f(q')>, dos valores regulares de f. 
Entonces, Y  ^  ^ son subvariedades
orientadas, compactas y sin borde, de R^*^, de dimensiôn k. Se 
define el invariante de Hopf de f y se denotarà por y(f), como 




En las hipôtesis anteriores, 7 (f) es un invariante de la 
clase de homotopla de f. En particular, y(f) no depende de los 
puntos y a^  que se tomen y para valores pares de k, el
invariante es siempre cero. Ademàs,  >2 es un
homomorfismo.
Dado el isomorfismo ^2k*i ^ e s
interesante tener descripclones de y para elementos de 
directamente, sin necesidad de pasar a mediante
El slgulente teorema nos da una de estas descripclones.
Teorema 0.6.20
Sea (M^ ,U) una k-V.N.R. de R^*^ con l/»{u^ ,u^ ,... y sea
c»(c^,c^ vector arbitrario de r’‘*'\{0}. Sea
C:M^ la aplicaciôn c" definida por
C(x)*x+CjU^(x) +--- +c^^ u^^ ^^ (x). Entonces, si c*0, es claro que
y C(M*') no se cortan. Ademàs si llcU es suf icientemente pequefto, C 
es una inmerslôn difeomôrfica y =
L( d.M*'), (J',C'(M**)) ) para cualquier otro c'eR***' con Nc'l 
suf icientemente pequefto y se tiene que y( I ) )»
LCd.M^),
El slgulente teorema nos da una nueva descrlpciôn del 




Sea (yf.U) una k-V.N.R. de F*** con  “k*i^
referencia ortonormal para H** en y supongamos que M^ 'cR^ . Se
tiene que para todo xcM**,
 ...
es un vector uni tar lo de R^ *^ , por tanto, se tiene una aplicaclôn
diferenciable 0:M*----------------- kS"* Entonces,
XI----- )0(x)»(0^(x).... 0^^^(x))
d(0).(±l)y([(M*.W)])
donde el signo tl solo depende de k.
Corolario 0.6.22
Sea f : s^ "**----♦s'*** una aplicaciôn continua y nj|^ (^[f])=
con M*'cR^ . Entonces y(f)*0 si y solamente si {f]elm£.
Teorema 0.6.23
Sea [(M^ .t/)l€3^ (R'**'‘). Entonces:
a) ((M^.l/D-KM^.V)] donde es conexa.
b) Si naJc+1, se verifica que I (M*‘,l/) ]»[ (M^ , V) J donde es
conexa y mJcr“ .
Corolario 0.6.24
Si f : S^*^ >s"*^  es una aplicaciôn continua, se verifica
que y<f)«0 si y solamente si felmE.
43
Aplicaciôn de Hopf de la 3-esfera en la 2-esfera.
Sean S^*{(cosx, senx, 01:xe[0,2*]}cR^  y u^(x)*(cosx,senx,0), 
u^{x)*(0,0,1) y ü={u^,u^). Se considéra el isomorfismo
nJ.-n^ (S^ )----»3*(R^ ). Se tiene que (H*)‘*( I (s‘.U)] )=0 pues
[ (S .^O) ]ela£, donde £:5 *(F^)---->3 XR^) es el homomorfismo
suspensiôn. y 3* (R )^*n^(S^ )*0. Consideremos también 
v^(x)*cos(rx)u^(x)+sen(rx)u^(x) y v^(x)»-senfrx)u^(x)®-cos(rx)u^(x) 
y y [(s‘./^)]€3 *(R^ ).
Proposiciôn 0.6.25
En las condiciones anteriores. y: n^(S^)-----»Z es un
isomorfismo y y(I(S^, ])»r.
Definiciôn 0.6.26
(n^)‘*(I(S*.V*)l)€n^(S^) es el generador de n (^S )^ y le 
denominaremos clase de Hopf o aplicaclôn de Hopf.
Proposiciôn 0.6.27
Z:n^(S*)----»n^ (S^ ) es un epimorfismo, n^(S^)*Z^ y Z(tfl) es
el generador de n (^S^), donde [fl es la clase de Hopf. Ademàs,
£: n^^(S") es un isomorfismo para n&3. Por tanto,
para rfa3.
Proposiciôn 0.6.28
n ,(S")»Z, para n»2 y £:n ,(S") >H es un






En 1986 se publics un articule de K.Geba, I.Hassabô y
A.Vignoli tltulado Generalized degree and bifurcation ([15]). en
el que se presents una teorla del grado para aplicaciones
continuas f:D donde U es un subconJunto abierto y acotado
de r"*'*, k^kj{0), y f no se anula en el borde de U.
Vamos a establecer la definiciôn y propiedades mas
importantes de este grado.
Para reW sea ----»s\(q) la inversa de la proyecciôn
estereogràf ica (q es el polo Norte de S*^ ). Si p es el polo Sur,
entonces p (0)*p. Sea f: (Ü,dU) »(F",r"\(0>) una aplicaciôn
continua. Se considéra la aplicaciôn continua
p ofep : (p (U),ap (U))------ »(S'\{q>,S"\{p,q}) y sea
n m*k n*k n*k
?: s"*''---- >s" una extensiôn continua de p *f»p a s"***
tal que ?(S"*Np^^^(0))cS”\{p>. La clase de homotopla de f no
depende de la extensiôn de p *f«p que se tome y
entonces se define D(f.U) = [f]en^ ^ (^S°).
Se verifican las siguientes propiedades ([151, pgs. 62-63):
1.-Invariancia por homotoplas.
Sea ff:(ÜxI,dUxI) >(r'*,r"\{0}) una aplicaciôn continua.
Entonces, D(tf^,U)»D(£^,U)»D(£^,U) para todo te(0,1).
45
2.-Escisiôn.
Sea f:(U,dU) »(r",r'\{0}) una aplicaciôn continua. Para
cada ablerto VcU tal que f no se anule en U\V, se tiene que 
D(f.U)=D{f|y,V).
3.-Solucidn.
Sea f:(U,aU)---- »(r",R*N{0}) una aplicaciôn continua tal
que D(f,U)*0. Entonces / es esenclal, es decir. no es homôtopa a 
una aplicaciôn que no se anula en nlngùn punto de U. y en
particular, existe xeU con f(x)=*0 (0 es la clase de homotopfa de
las apllcaclones constantes de s”*"* en s”).
Es Interesante observer que, como en el caso del grado de 
Brouwer, D(f,U) solo depende de los valores de f en 3U.
Lean I.0.1
Se an U un subconjunto ablerto y acotado de R"*'' y
f:(Ü, 3U)---->(R“,r"\{0>) una aplicaciôn continua. Entonces,
D(f,U)»[h]€lI^^ ^(S"), donde h:S"*'‘ >S" es una aplicaciôn
continua A3ÜV
h(S"*\f^^^(U))cS\{p} y h(»»_^ ^^ (U))cS'S{q}.
Oeaostraciôn.
Con las notaciones anterlores, tenenos que probar que 
l?l»(hl. Como s"\{p) es contractible, existe una houotopia 
continua g; (S"*\y^^^(U))xI----- >S"\{p) tal que I ( u ) *
(U) y ff(x. para todo
(x, t )€p^^ ^(au)xl.
De la aisma forma, puesto que S^{q> es contràctil, existe
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una hoaotopia continua F:p^^^(Ü)xI----->S*\{q} tal que
(0 )* (0 ) y para todo
n*k
(x. t )€p^ ^ (^au)xi.
Se considéra la aplicaciôn continua G:S"*'‘xI »s" definida
P®’’ ^l(S"*\p^^^(U))xr'^ y <^ lp^ ^^ (0 )xl“'’- 9ue C es una
aplicaciôn continua y G^=h y G^»?.■
Corolario 1.0.2
Sean U un subconjunto abierto y acotado de y
f,g:(0 ,au)----»(r",r"\{0 >) aplicaciones continuas tales que
f|gU*^laU' Entonces. D(f,U)»D(g,U).
4.-Aditividad.
Si U es un subconjunto abierto y acotado de r"*'*,
f:(0 ,aU)----»(r",r"\{0 }) es una aplicaciôn continua y U^ , son
abiertos contenidos en U tales que U^nU^=e y f(x)*0 para todo 
xeU\(UjVXJ^ ), se verifica que D(f,U)*D(f|Q ,U^)+D(f|g ,U^ ) si ksn-4
o k=0.
5. -Nomalizaciôn.
Si U es un abierto acotado de r " con GeU y
Id:(U,dU) >(R",r "\<o }) es la Identldad, se tiene que
D(Id,U)*(Idgn)€n^(s").
6 .-Suspensiôn.
Sea U un subconjunto abierto y acotado de r"*'‘*^  con OeU y 
f:(U, au)---- >(R“**,r"**\{0} ) una aplicaciôn continua, tal que
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f (UnR"*’'*')cR"*' y f (UnR"*'‘*')cR"*^ . Se considéra U^“UoR"*'‘ y 
: (Ü^.aUg) >(r",r'\{g}). Entonces. D(/.U)-Z(D(f^.U^)).
Para el caso k=0, tenemos un grado que asocia a cada
aplicaciôn continua f:(U,3U)---- >(r",R"\{o>) un elemento
D(f.U)eIT^ (s")*sZ. Por tanto, por el Teorema de Unicidad del grado 
de Brouwer, las propiedades 1),...,5) implican la coincidencia de
n f
D(f,U) con el grado de Brouwer (hecha la identlficaciôn H^(S )«Z y 
y( [ Idgm] )=1 ) y por tanto esta teorla del grado es una 
generalizaciôn de la teoria del grado de Brouwer.
Es interesante observer que la propiedad aditiva solo pudo 
ser demostrada, en el articule original, en los casos antes 
citados. Posteriormente nos detendremos en su estudio y veremos 
que la propiedad no es cierta en general, y se mejoraràn 
sustancialmente las condiciones suficlentes para que se verlfique.
Nuestro trabajo se inicia dando otra descripciôn del grado 
generalizado que nos permitirâ estudiar los problèmes, en 
particular la propiedad aditiva y la invariancia por 
difeomorfismos, desde otro punto de vista. Utilizaremos técnicas 
de topologia dlferencial, y el método que désarroilaremos es 
paralelo al utilizado para el estudio del grado de Brouwer desde 
el punto de vista de la topologia dlferencial.
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I.l. UNA CONSTRUCCION ALTERNATIVA DEL GRADO GENERALIZADO.
Sean keNu{0>, neM y U un subconjunto abierto y acotado de
Definiciôn 1.1.1
Sea f:0 una aplicaciôn. Diremos que f es de clase c" o
slmplemente dlferenciable, si existe un subconjunto abierto de
r"*'*, V, con UcOcV, y existe g:V---- >r" aplicaciôn de clase c“, en
el sentido del càlculo dlferencial ordinario, tal que g|g«/.
Sea f:(0,3U)---- »(r",r"\{0}) una aplicaciôn diferenciable tal
que 0«(v.r.)(fly). En estas condiciones, se tiene autométicamente 
asociado un par (M^,E^), Jc-variedad normalmente referenciada c",
donde y Ey.=<u^ ,u^ .... u^> con Df (x) (u^ (x) )*e^  para
todo j€{l n> y todo xeM^ (ver 0 .6 .1 ).
Definiclôn 1.1.2
Si f:(Ü,SU) »(r",r'\{0} ) es una aplicaciôn diferenciabie y
0€(v. r. )(f|,,), definimos d(f,U) - (II*)‘*( [ (M^.F.)] ) e n ^(s")
' U  n I I n*k
(0.6.6).
Proposiciôn 1.1.3
Sean f^,(U,SU) >(r",R"\(0}) dos aplicaciones
diferenciables con 0«(v. r). (f^ |y)r»(v. r. ) (f^ j^ ), y sea 
K: (Uxl,aUxI)--- »(R“,r"\(0>) una aplicaciôn diferenciable tal que
y y 0«(v. r. )(ff|y^ j). Se verifica que d(f^,U)»d(f^,U).
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Denostraciôn
Se tiene que d(f^.U) - )]) y
d(f^.U) = (n )^’*(((f^*(0),F^)]) por tanto, basta probar que 
(f*’{0 ),f^ ) y (f'*(0 ),F^ ) son howJlogas.
Consideremos a;[0,1]---- >[0,1] aplicaciôn diferenciable tal
que «1(0,1/3)*®' *1(2/3,1]*^ ^ a'(t)>0 si t€(l/3,2/3).
Définîmes G:(îbcI,aUxI) >(r",r'\(0>) por G(x, t)*H(x,a(t) ).
Es claro que G^=f^ , G^=f^ y 0€(v. r. ) (Gj^^j ), y por tanto se deduce 
que G* (0 ) es una subvariedad compacta de R"*^xl tal que 
G’^0)n(R"*‘'x{t>) - f'*(0)x(t> si t«l0,l/3) y
G’‘(0)r>(R"*‘x{t>)-f‘‘(0)x(t} si te(2/3,1], ademés
3G'‘(0) - (f'^(0)x{0))u(f'\0)x(l)). Sea  familia
linealmente independiente de secciones del fibrado normal de 
G’*(0) en r"**‘xI taies que DG(x, t)(w^ (x, t))»e^  J*i,2 n y
(x,t)€G-‘(0). Como fclf-i(o)x(G)*% ^ ^Glr'(0)x(l)*%'
(G"^(0 ),Fg) realiza una homologia entre ) y
(f~*(0),F^ ) y se concluye la demostraciôn.■
Lema 1.1.4
Sean g^,gj:(0,au) >(r",r\ ( 0>) dos aplicaciones
diferenciables, homôtopas (por una homotopia continua) con 0 valor 
regular de fgly y de ^Ju* Entonces, existe una homotopia
diferenciable H entre y tal que Oe(v.r.)(#|y^^).
Demostraciôn
Por las hipôtesis, existe un ablerto acotado V de R***, 
conteniendo a 0 , y existe una aplicaciôn continua
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H': (Vxl, (V\U)xI) »(R",r"\{0}) tal que y Sea P
un pollnomio tal que l?(x, t)-W'(x, t)Kc“dist{ff'((V\U)xI),0) para
todo (x, tleVxI, y sea a: [0.1]----»[0,1] una aplicaciôn
diferenciable tal que a| 1/3 )^* “ 1(2 / 3 1 ]“  ^ / a'(t)>0 si
tc(l/3.2/3).
Consideremos particiôn diferenciable de la unidad
subordinada al recubrimiento abierto {Vx(0,l/4)OVx(3/4,l],Vx(0,1))
de VxlO.l] y definamos 8 *:VxI »R" por
ff*(x, t)»X^(x, t)g'(x,a(t))+X^Cx, t)P(x,«(t)), se tiene que:
a) £f*(x,0 )«tf'(x,e(0 ))*g^(x) para todo xeO.
b) K"(x, 1 ]=*' (x,«(l))=g^(x) para todo xeO.
^*lvx[0, l/3)uVx(2/3,1] y ®“lvxI\(Vx(0, l/4]uVx(3/4,l]) 
diferenciables y por tanto, H" es diferenciable.
d) tf-((V\U)xI)cR'\{0}. En efecto: si xeVXU y telO. 1],
#tf-(x. t)-H'(x,a(t))l = X^(x.t)lir (x,a(t))-P(x.a(t))l < c y asi. 
NW"(x, t)N a llff'(x.aCtlil-HP'tx, (x,a(t))« > c-c=0.
Ahora sea W un abierto de R"*" tal que UcUcWcWcV, 
consideremos 5j=dist(tf*( (W\U)xI),0) y tai que
Bg (O)c(v. r. ) (g^ly)n(v. r. )(g^ |^ j). Sean 5=min(ô^,ô^) y x^ un valor
regular de H“, contenido en B^CO). Entonces, C(x,t)=tf*(x,t)-x^
da una aplicaciôn diferenciable G; (Wxl, (W\U)xI) »(r",r"\{0))
tal que OeCv.r. )(G) y realiza una homotopia entre g^-x^ y g^ -x^ . 
Las aplicaciones G^  (x, t)=g^ (x, t]-«(t)x^ 1=0,1 son homotopias
diferenciables entre g^  y g^-x^ y g^  y g^-x^ respectivamente, 






da la hcmctcpla deseada. i
Corolario 1.1.5
Sean (0,flUl »(f",R"\{0}) dos aplicaciones c“ con
0€(v. r. l(/-^)A(v.r. )(f^l y H: (OxI. 3UxI) »(R",R"\{0}) una
aplicaciôn continua con y Entonces, d(f^,U)=d(/^,U).
Demostraciôn
Es una consecuencia Inmedlata del Lema 1.1.4 y la 
Prop. 1.1.3. a
Definiclôn 1.1.6
Sean U un subconjunto abierto y acotado de r"*'‘, kaO,
f: (U, 3U)---- »(R",r"\<0>) una aplicaciôn continua y
G=dist(f (SU), 0). Sea ?:Ü >R” una aplicaciôn diferenciable tal
que 0€(v. r. )(?||jl y Ilf (x)-?(x) ll<e para todo X€Ü (entonces f{x)*0 
para todo x€dU). Se define el grado generalizado de f por 
d(/,U)-d(?,U).
Consistencia de la definiclôn 1.1.6 
Si ? y g cumplen las condiciones de 1.1.6 , la aplicaciôn
(x, ( ) I------ »(f (x) + (l-( )g(x)
entre f y g. Ademàs, si x€3U se tiene que
>f(x)-ff(x, ()Pa(lf(x)-?(x)l-*-(l-()lf(xl-g(x)l<(c+(l-()e=c, y asi, 
#H(x, ()lalf(x,()l-lf(xl-ff(x, ()l>e-c*0 ahora aplicando el Corolario
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1.1.5 se demuestra que d(f,U)=d(g,U).■
Corolario 1.1.7 (Invariancia por homotopias)
Sean f,g:(0,3U)---->(f",r"\(0>) dos aplicaciones continuas y
W: (Uxl, SUxI)-----»(R",r"\(0>) una aplicaciôn continua tal que
y K^=g. Entonces, d(f,U)=d(g,U).
Deaostrmciôn
Sean f y g como en la Definiclôn 1.1.6. Entonces, 
d(f,U)=d(?,U) y d(g,U)=d(g,U). Como f y f son homôtopas y g y g 
también lo son, se deduce que f y g son aplicaciones homôtopas por 
una homotopia continua. Del Corolario 1.1.5 se concluye la 
demostraciôn. n
1.1.8 Coincidencia con el grado generalizado de Geba, Kassabô 
y Vignoli.
1) Sea f-.S"*'*--- >s" una aplicaciôn diferenciable tal que
p€(v.r. )(f), f"'(p)cU'cO'cS"*\{q'>, donde U' es un subconjunto
abierto de y f |q , : (0', SU')---- >(S'\(g>, s'\(p, g) ). En estas
condiciones, D(p'*«f«p I -i 2^^' ) )=(f]ell (S") como
n n«k'p ^lU J n*k n*k
consecuencia de la propia definiclôn del grado generalizado de
Geba, Massabô y Vignoli dado al comienzo del capitule.
' c . <
segun se desprende de las definiciones I.l.l, 1.1.2 y 0.6.4,
Por otra parte d(p"'«f«p I -i ^XU'))=[f]en (s")
n n*k ' f lu i n*k n*k
tomando como / en la Definiclôn 0.6.4, V={0^, (e^)....
donde c'=(S"\{g>,p^*,R"). Por tanto se tiene que
2) Consideremos ahora f:S""--- >S" una aplicaciôn continua
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tal que f'’(p)cU'cU'cS"*N(q'), con U' subconjunto abierto de
S"*“. y f|g,: (Ü'.5U')---- *{S'\{q}.S\{p.q}). Sea V un entorno
tubular de S" en r"*', con V compacto, y sea r: V »s" la
retraccidn diferenciable canônica. Como r es uniformemente 
continua, dado c>0 existe S>0, con 0<S<c, tal que para todo x.yeV 
con ttx-yfl<5 se verifica que Kr(x)-r(y)N<c.
Sean e=min{dist(f(O' ),q),dist(f(S"*\u' ),p),dist(S",R"*\v)}
y g:S"*''---- >S" una aplicaciôn diferenciable tal que «f(x)-g(x)ll<3
para todo x«S"**‘ y p«(v.r. )(g). Como Wff(x) + (l-f)g(x)-f(x)M<a<c, 
tf(x)+(l-t )g(x)«V para todo xeS"*'‘ y t€l. Asi, se tiene la
aplicaciôn continua g; s"*\l »s" definida por
g(x,t)«r(tf(x)+(l-t)g(x)). Adem&s, si xeO' y tel, se verifica que 
Bg-r(tf (x) + (l-t )g(x) )llallq-f Cx)M-Dr( tf (x) + (l-t )g(x) )-r(f(x) ) II. Como 
Btf(x)+(l-t)g(x)-f(x)n<5 se tiene que
#r((f(x)+(l-f)g(x))-r(f(x))P<c y asi,
Bg-g(x,t)l»flq-r(if(x)+(l-t)g(x))H>c-G=0. Por tanto g(U'xI)cS"\{g}. 
De ia misma manera se ve que g( (s"*Nu')xl )cS"\(p}. Entonces,
p‘‘«g.(p xld): (p "\0' )xl,3p '\U' )xl)------»(r",r'\{0}) y por
n n^k n*k n*k
el .Corolario 1.1.7 d ( p " ' » f I i p '*(U')) coincide con
n n*k'p (U ) n*k
d(p’*»g»p^^kl^"‘ (O' )'^n*k^^ Por otro lado, por la propiedad
de invariancia por homotopias para el grado de Geba, Massabô y
Vignoli, se tiene que D(p"*ofop I -i )) también
n n*k ' <p iU J n^k
coincide con D(p"^«g»p I -i ,,p "*(U')). Segun se ha visto en





para toda aplicaciôn continua  »S" tal que
f’'(p)cU'cÜ'cS"*\(q'} y f|g, :(0',3U')----- »(S"\{q>,S'\{p.q>).
3) Finalmente. sea h:(Ü,aU) »(F",R'\{0>) una aplicaciôn
continua, donde U es un subconjunto abierto y acotado de R"**. 
Consideremos ---- >s" una extensiôn continua de
p «hop - tal que h(s"*\p (0))cS'\{p}. Entonces,
n n«k'p^^^lU} n«k
D(h,U). [h]= D(p- (ü))'<«k(»n«k("))) *
. . d(h,U), que es lo
que se pretendia demostrar. m
Observemos que por esta coincidencia, d(f,U) verifica las 
mismas propiedades que 0(f,U) seftaladas al comienzo del capftulo, 
no obstante estas son de ficil demostraciôn por la nueva 
definiclôn. Veamos por ejemplo la demostraciôn de la propiedad de 
soluciôn:
Sea f:(0,âU)---->(R",r"\{G)) una aplicaciôn continua tal que
d(f,U)»0. Si f(0)cR'\{0}, se tendria que e=dist(f(U),0)>0. Tomemos
g:Ü >R" una aplicaciôn diferenciable tal que Oe(v. r. ) (g|y ) y
Bf(z)-g(x)B<e para cada xeO. Entonces, g(0)cR"\{O} y d(f,U)=d(g,U) 
como g**(O)=0 . se tiene que d(g,U)=0 en contradicciôn con que 
d(f,U)=d(g,U)#0. As! f(0) no està contenido en f\{0} y por tanto 
existe xeU tal que /(x)=G. a
De manera similar se podrlan demostrar, con estas técnicas 
las restantes propiedades.
Menciôn especial merece la propiedad aditiva del grado
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generalizado que pasamos a discutir. Esta propiedad se mejora 
sensiblemente con la nueva descripciôn del grado generalizado, y 
daremos ejempios en los que no se verifica.
1.1.9.
Vamos a construir explicitamente un abierto acotado U de y
una aplicaciôn continua f:(Ü,3U)---- >(R^ ,r\ { 0}) tal que
d(f, U)ell^ (S^ ) es exactamente la clase de Hopf. Este tipo de 
construcciôn serà utilizada posteriormente en la discusiôn de las 
propiedades aditiva y de invariancia por difeomorfismos.
Sea Ü el toro macizo en R^ , de ecuaciones
Z^z^l
Sea M la subvariedad de R de ecuaciones
x=0
y V
un entorno tubular de M tal que UcV.
Para cada sea u^(x)=x/4 y u^(x) = (0,0,1). Es
claro que F={u^,u^} es una referenda normal para m ' y 
((M*,F)]€5^(R^). En virtud del diagrama conmutativo
■^ n_(s") 
.1 (0.6.12)
se tiene que ( (M*,F)) = [ (M*. £u^)]=£(( (M*, )) ). Como n^ (S^  )=0, se 
concluye que [(M*,F)]=0.
vî(x)
Por otra parte, 








se tiene que [(M*. )lej*(R^) y (n‘)’*(I ( M * . )) ) es
la clase de Hopf de Vamos a hallar una aplicaciôn
diferenciable f:(0.3U) »(R^ ,r\ { 0>) tal que 0«(v. r. ) (f |y) y
((f'*(0).r^)]«[(M*,V^)] y por tanto. d(f.U)€n^(S^) es la clase de 
Hopf.
Como V es un entorno tubular de M*, con UcV, si r;D )M* es
la restricciôn de la retracciôn diferenciable usual, se tiene que
para cada X€Ü existen A^(x)eR y X^(x)€R, ûnicos, taies que
x=r(x)+Aj (x)v|(r(x) )+X^(x)v*(r(x) ). Asi, tenemos la aplicaciôn
diferenciable f:(0,3U)----- >{R^,R^\{0}) la cual cumple que 0 es
X H— — — »(A^(x),A^(x))
un valor regular de f|y y V^ ). Despuës de realizar
câlculos, queda que f(x^,x^,x^)=
J  ». af'»: I»,»,-*», 1 - »,<»î*»î>**'»!*»[ <»,»,-*»,>!
■i y
Para cada (x^,x^,0)€f'*(0)=M*, se obtiene que la dlferencial




comprobar fôcilmente que DfCx^, x^ , 0) (vj (x^ , x^ , 0) )*e^
Df (x^,x^,0)(v^(x^,Xg,0))=eg.
Invariancia por difeomorfismos
Es bien conocido que si U^,U^ son subconjuntos abiertos,
acotados y conexos de r", p:0^---- >0^  es un difeomorf ismo y
f:(U^,3U^)---- »(r“,r"\{0}) es una aplicaciôn continua, se verifica
que d(f,U^)=Zd{f»p,U^), donde d dénota el grado de Brouwer, y el 
signo + o - depende de que p conserve o invierta la orientaciôn
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respectlvamente. Sin embargo, esta propiedad no se verifica para 
el grado generalizado. si no se imponen otras condiciones, como lo 
demuestra el siguiente ejemplo:
Ejemplo 1.1.10
Sea S*={x»(x^,x^, 0)€lR^ :x^ +x^ =l}. Si x=(x ,^ x^ , 0)es‘ definimos,
de manera anâloga que en 1.1.9, u^(x)=x, u^(x)=(0,0,1), F={u^,u^)
y V (x)*x u (x)+x u (x), V (x)=-x u (x)+x u (x), . v >.
1 1 1  2 2  2 2 1  1 2  1 2
Entonces, ((S*,F)1=0€5‘(R^ ) y [ (s‘, f‘) IcS’(R^ ) es la clase de 
Hopf.
Sean u(S*) el fibrado normal (trivializable) de S^  como
subvariedad de S*xR^ , D entorno abierto de la seccion cero en
v(S^) tal que exp:D---------»V es un difeomorf ismo, donde V es un
(x, v) I >x+v
entorno abierto de S* en R^ y r:V >s' la retracciôn
diferenciable definida por este entorno tubular. Sea c>0 
suficientemente pequefio,
p^:B^(0)xS*-------------- »u(s‘) y
( (Aj, A^),x) I--------- >(x, A^Uj (x)+A^u^(x) )
p^:B^(0)xS*-------------- »u(s')
( (Pj, ), x) I--------- >(x, p^Vj (xj+p^Vg (x) )
donde 8^(0) es la bola cerrada de radio c y centro 0 en R^ . Es
claro que y p^ son difeomorfismos sobre su imagen. Sean
U * (exp»pj)(B^(0)xS*) * (cxp®p^)(B^(O)xs') y
U = (exp»pj)(B^(O)xs') = (exp«p^)(B^(O)xS*). Si xeU, existe una
descomposiciôn ûnica x=r(x)+A^(x)u^(r(x))+A^(x)u^(r (x)) y
x»r(x)+p^(x)Vj(r(x) )-*-p^(x)v^(r(x)).
Seanf:(0,aU) >(R^,r \ { 0>) y g:(0,3U)---- >(R ,^r \{0}).
XI------ »(Aj (x),A^(x)) XI----- >(Pj (x),p^(x))
Entonces, d(f,U)=0 y d(g,U) es la clase de Hopf de H (S*). Veamos
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que existe un difeomorf ismo p:ü M  tal que f=g*p. Para todo
((Xj,X2 ),x)€§^(0 )xS* se tiene que (f«exp-p^)((X^.X^),x)»(A^,X^) y 
(goexpop^) ( (p^,p^),x)«(pj,p^), y por tanto, f«exp'p^-g'exp'p^.
Asi, f=g«exp«p^» (exp»p^ Def iniendo p:U »U por
p(x)=exp«p^«pj‘«cxp'*(x) se tiene un difeomorf ismo tal que f=g«p. s 
Observemos que este ejemplo se puede extender a dimensiones 
superiores, siempre que en 5^(r"*'‘) existan ((M^,F)J y 
con l(M^,F)]e±[{M^,f')].
Proposiciôn I.l.ll
Sean U^,U^ dos subconjuntos abiertos y acotados de r"*^ ,
f : (Üg, aUg)--- »(r",R”\{0>) una aplicaciôn continua y p:Ü^ >Ü^
un homeomorfismo. Si la aplicaciôn
p »p*p "^:p (Ü )------>p (0 ) se puede extender a un
n*k n«k n«k 1 n*k 2
homeomorf ismo h:S"*''----»s"*'‘, se verifica que d(f, U^)=td(f «p, ),
donde se toma el signo + si d(h)=i y el signo - si d(h)*-l.
Demostraciôn
Se considéra la aplicaciôn continua 
?:p.f.p'*:(p (Oj,ap (U))----->(S\(q>,S\<p,g>). Si
n «•▼K n*m 2 2
extendemos ? a una-aplicaciôn continua 7:S"* -^-----»S" tal que
?(S"*\p (UJ)cS"\{p}, se tiene que d(f,U )-(f]€n (^S").
n^k 2 2 n*k
Vamos a probar que d(f«p, U^ ) = [?«h]=±[f]€n^ |^ (S").
Consideremos la aplicaciôn continua 
p « f o p o p ( p  (0 ), ap (U ))----->(S’\{g>,S^{p,q>). Entonces,
n n^K n^k 1 n*# 1
la aplicaciôn continua 7»h:S"*''----->S" cumple que
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(D )-f/f'*"<kip (0 ) y




DISCUSION DE LA PROPIEDAD ADITIVA.
Segûn hemos dicho anteriormente, una ventaja importante de 
nuestra descrpciôn del grado generalizado es el poder usar 
técnicas diferenciales para la obtenciôn de propiedades del mismo. 
Es precisamente en el estudio de la propiedad aditiva donde se 
puede constater mas claramente esta ventaja.
Proposiciôn 1.1.12
Sean E:1I (s") >n  ^ (s"*^ ) el homomorfismo suspensiôn.
u un abierto acotado de r"***, f:(U,ÔU)---- »(r", r"\{0}) una
aplicaciôn continua, y dos subconjuntos abiertos de R***, 
contenidos en U, taies que U^ r«U^ *0 y f(x)*0 para todo xeU\(Uj\AJ^ ). 
Entonces. si E es inyectiva se tiene que 
d(f,U) - d(f|g .U,) + d(f|g .U;).
Demostraciôn.
Por la propiedad de escisiôn, basta ver que 
^^^lîTvÛ “ d(f|j ,Uj) ♦ d(f|g ,U^ ), y por la misma
propiedad podemos suponer que
Sean c^«dist(f (ÔU^).O), c^*dist(f (3U^ ), 0) y c=min(c^,
Existe g:UjVAJ^  >r", aplicaciôn diferenciable tal que 0 es un
valor regular de ^  y Bf(x)-g(x)B<c para cada xeU^UJ^ .
Entonces. d(f|g .U^ ) « d{g|g .U^ ), d(f|g ,U^ ) « d(g|g ,U^ ) y
dC/lg-gg » d(g,U^ \AJ^ ). Es Buficlente ver que
d(g.U^uU^) = d(g|g ,U^ ) + d(g|g .U;).
61
S« tiene que, d(«|g ,U,). 'I >>>■
d(g,U^ vXJ )^= I), donde hemos designado por y
a g {^0)ri}^  y g respectlvamente.
Por la Prop. 0.6.12 se tiene la conmutatividad del diagrama 
"e.e'S")---
"■1 n.».
y por tanto £ es inyectiva.
Hemos de ver que ((M^uM^.F^)J = [ (M .^F^) ] + ((M^.F^)]. donde 
F^=F^ I ^  y F*=F^||^, para lo cual basta con probar que
£([(M^uM^.F^)]) = £([(mJ.F*)1) + £([(Mk.Fg)]). Si F^={u^.... u^} y
£F^={u^,... se tiene que £(((M^,F^)1) = [(M^,£F^)J,
FCKM^.F*)!) - 1(mJ,£F^)) y £( [ ,F ))) = [ (M^uM^ ,£F )].
Sea tel y e^ : MjUM^cR"*‘cR"*‘**-------definida por
Ix.O) si xeM^
(x,£) si xeM^
Sea ff: I >I una aplicaciôn diferenciable tal que
*l[0 i/3)*®’ “ I (2/3 i]=l y «•'{t)>0 para te(l/3,2/3). Es claro que
c: (M^uH^)xI es una isotopla diferenciable.
(z.t),---- , e^(^)(x)
Por el Lema 0.6.8 se verifica que
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Como y e (^M^ ) estàn separados por un hiperplano se tiene 
» ((M^.EF^)J + I(M^,£f*)l como queriamos demostrar.a
Como consecuencia. se obtiene el siguiente corolario.
Corolario 1.1.13
Sean U un subconjunto abierto y acotado de R"*".
f : (0, au) >(r".r"\{0>) una aplicaciôn continua y U^  y U^
subconjuntos abiertos y disjuntos de U taies que f(x)*0 para cada
xeU\(UjVXJ^ ). Entonces se tiene:
a) Si nik+2 d(/.U)-d(/|g .UJ+d(f|g .U^ ).
b) Si k=2 y n£2 d(f.U)=d(f |g .U^)->d(/|g .U^ ).
Demostraciôn.
a) Basta tener en cuenta que si rltk*2, 
E: n (S") >n (S"**) es un isomorfismo.
n«k n*k»l
b) Es consecuencia de que si Jc»2. E:II^^(S")----»II^ ^^ (S"**)
es un isomorfismo.(0.6.28). a
Por tanto. el caso r»k*4 en el que los autores del articule 
[15] demostraban la propiedad aditiva. es un caso particular de la 
Prop 1.1.12 y en definitive se cumple una importante relaciôn 
entre la suspensiôn y la ver if icaciôn de dicha propiedad. Por otra 
parte y también en [15] se seflala que es un problems abierto si la
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aditividad se cumplia en general. El siguiente ejempio da una 
contestaciôn negativa a este problems.
Ejemplo 1.1.14
Sean s"^ cR^ * ' (de la manera habitual s ‘^cR'^ *‘x{0, 0.... 0}),
x*eS*^  y (v^ ,  v } una base ortonormal del espacio normal a s"^
en X .
Sea definida por j^(y)=x'*c(y^v^+--- +y v^)
donde O O  es suf icientemente pequefto (c^l), L(S*^ , J^ (S*^ ) )»1 donde L 
dénota el nùmero de enlace (0.6.IS).
En estas condiciones, sean 
s;.(x.(x^,x^....X^^^^)€R^"*Sx^X^-..^X*^^=1.
y v*c,. v=e ,  V =e^ . Entonces, (v,v,...,v> forman
0 1 1 r*2 r 2r*l 0 1 r
una base ortonormal del espacio normal a S^ en x=(l,0,...,0) en 
R:"'.
Sean S^----»R^** definida por
Jj(y) = (1.0..... 0) + (y^ v^ +- - - y
J (sf) = S*^  “ (xeR^*^*': (x -l)^+x^ + - -+x^ =1, x =0 J=2---t+1}.
1 1 2 I r * 2  2 r * l  J
Asi. L(s[,s^)=l.
Sean ahora F^=(u^...................  referencias
normales de S^ y S^ respectlvamente. definidas por u^(x)=x.
u (x)“C ,...... u (x)*e y w (x)*(x-(l. 0.... 0)), w (x)=e .
2 r*2 r*l 2r*l 1 2 2
..
Sean y entornos tubulares de S^ y S^ tales que U^ rtU^ =e 
y frTÎTüÜ^ »R'‘*‘ tal que d(f. UjUU^) = (lf ^j)"‘( I (SjvÆ^.F) 1 )
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slendo F|gr*F^  y F|gr=f^  (f se puede construir como en 1.1.9).
Vamos a demostrar que si r es un numéro impar 
d (f. U^vUg)= ( ) " '  ( ( F) ] ) y
d(f|g .l^)+d(f|g ,U.) - (If" .)*^ ((S[,F^ )))>-(n|;^ j)’‘([(S^ .F^ )l) no .
coinciden. Para lo cual bastarà probar que
[(SjuS^,F)]s[(S[,Fj)l->I(S^,F^)J.
Como por 0.6.19 se tiene definido un homomorfismo
a ver que y(((S[uS^.F)])#T([(s[,FJ])+y([(S^.F^)]).
Para calcular cada uno de estos nùmeros hacemos uso del 
Teorema 0.6.20. Tomamos c=(0, c.0....0)€R'^ *^  con e suf icientemente
pequefio. Entonces. r(I(S^,F^)])=L(S',C(S^)) y
y( I (S^,F^)] )=L(S^,C(S^) ), como y C(S^) estàn separados por un
hiperplano se tiene que L(S^,C(Sp)*0 y como y C(S^) también
estàn separados por un hiperplano L(S^,C(S^))=0 (también se puede
probar que y( [ (S^.F^)])=%([ (S^ .F^ ) ] )=0 dàndonos cuenta de que
tanto I(S^,F )^1 como ((S^,F )^J son suspensiones de elementos de
5^(R^) (0.6.22) ). Asi, lo ùnico que queda por probar es que
y([(S[uS^,F)])#0. Pero y( ( (s[uSj,F)) ) » i.(SjuS^,C(SjuSp ) «
- l(Sf,C(S[)) ♦ L(Sj,C(S^)) ♦ L(S^.C(Sj)) ♦ L(Sj,C(S^)). Como 
antes. i.(S^ .C(S[)) » L(S'.C(S^)) = 0 y por el Lena 0.6.16 
i.(s[uS^.C(S[uS^)) = L(Sj.C(S^)) ♦ (-1 )*'■**’‘'■*'’l (C(S[).s') »
- L(S[,C(S^)) ♦ L(C(S[),Sp - L(S[.S^) ♦ L(s'.s') - 2. dado que r 
es impar. e es suf icientemente pequefto y c«(0,e,0....0).m
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Este ejemplo prueba ademàs que la acotaciôn n^k*2 del 
Corolario 1.1.13 para que se cumpla la propiedad aditiva del grado 
generalizado, en general, es la mejor posibie.
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1.2 GRADO GENERALIZADO DE APLICACIONES PROPIAS
Como en el caso de la teorla del grado clàsico, se puede 
définir el grado generalizado para aplicaciones propias de la 
siguiente forma:
Sezui neH, k^NuiO}, U un subconjunto abierto de y
f:D una aplicaciôn propia tal que f(ÔU)cF"\{0}. Como f es
propia, se tiene que f'*(0) es un compacto de contenido en U. 
Asi, existe un subconjunto abierto y acotado, V, de tal que
/■** (O)cVcVcU. Suponganos que y son subconjuntos abiertos y 
acotados de tales que /”* (O)cV^cV^cU y f"^(0)cV^cV^cU.
Entonces, por la propiedad de escisiôn del grado generalizado se 
tiene que d(f|y .Vj=d(f|^r^.V^nV^)=d(f|y ,V^ ).
El razonamiento anterior prueba la consistencia de la 
siguiente definiclôn.
Definiclôn 1.2.1
Sean nëN, keK/iO}, U un abierto de r"*'* y
f:((j,3U)---- >(r",r"\<0}) una aplicaciôn propia. Se define
d(f,U)€ll^^^(s") por d(f|y,V), donde V es un abierto acotado de 
r"*** tal que f‘‘(O)cVcVcU.
Observâmes que si U es un abierto acotado de R"*'', toda 
aplicaciôn continua de U en r" es una aplicaciôn propia. Por 
tanto, la definiclôn anterior abarca la definiclôn del grado 
generalizado dado en el pàrrafo 1 de este capitule.
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Se demuestra facilmente que el grado generalizado de 
aplicaciones propias tiene las siguientes propiedades:
1) Invariancia por homotopias
Sean U un abierto de r"*“. (Ü. ôU)---- »(r",R'\{0}) dos
aplicaciones propias taies que existe g:(0xI,3UxI) »(R",R"\{0})
aplicaciôn propia con y Entonces, d(f^,U)*d(/^,U).
2) Escisiôn
Sean U un abierto de f:(0,au) »(R",R"\{0>) una
aplicaciôn propia y un subconjunto abierto de U tal que f no se 
anula en U\U^ . Entonces, d(f|g ,U^)=d(f,U).
3) Soluciôn
Sean U un abierto de r"*‘, f.(0,3U) »(r",r'\{0}) una
aplicaciôn propia tal que d(f,U)»0. Entonces, existe xeU tal que 
f(x)=0.
4) Aditividad
Sean U un abierto de R"*‘. f;(Ü,aU)---- >(r'*,r“\{0}) una
aplicaciôn propia y U ^ , d o s  abiertos contenidos en U taies que 
U^aU^=0 y f(x)*0 para todo x€U\(U^ uAJ^ ). En estas condiciones, 
se verifica que d(f,U)=d(f|q ,l^)+d(f|g ,U^ ) si ksn-2,k=0 ô k=2 y
n&2.
5) Normalizaciôn
Sea U un abierto de r" con OeU y Id:(U,OU)---- >(r",r"\{0}) la
identidad, se tiene que d(Id,U) = (Idgnj€lI^ (S").
6) Invariancia por homeomorfismos
Sean U^  y U^ subconjuntos abiertos de r"* , p:U^ >U^ un
homeomorfismo y /:(0^,OU^)---- >(R",R*\{0}) una aplicaciôn propia.
Si p «fp ' ;^p (0 )----- xp (D ) se puede extender a un
n«k n«k n«k 1 n«k 2
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homeomorfisno se verifies que d(/,U^)*±d(f«p,U^)
donde se toma el signo *■ si d(h)=l y el signo - si d(h)=-l.
De las definiciones 1.1.2 y 1.2.1, se deduce que si U es un
abierto de R"**' y f : (U, OU) »(R",R*\{0>) es una aplicaciôn
propia diferenciable y Oe(v.r.)(f|y), se tiene que 
d(f,U) « (IiJ[)‘'([(mJ,F^)]) e |^ (S"), donde mJ « f'Ho) y
F«{u^,u^,.... u^> con Df(x)(u^(xj)«e^ para todo Je{l n> y todo
X € / " ’ (0).
Se observa que se puede construir una teorla del grado 
generalizado para aplicaciones propias, partiendo de la fôrmula 
anterior para aplicaciones propias diferenciables como definiclôn, 




CRADO GENERALIZABO Dt ESPACIOS VECTCRIALES REALES NORMACOS.
En este capitule, vamos a presentar una teoria del grade para
apllcacienes centlnuas f:(D,dD) >(E,E\{0>), donde E es un
espacio vecterial real nermade, D es un abierte de r '^xE tal que 
p^(D) es acetade e n R * y f  es una perturbaclôn cempacta de la 
preyecciôn sebre el segundo facter p^ : R^ 'xE »E.
El precese a segulr, es paralele al desarrellade en la teeria 
de Leray-Schauder [5], ceincidlende cen ésta para el case
Si la prepiedad aditiva ne se verificaba en teda su 
generalidad para el grade generalizade en espacies euclidees, ceme 
se vl6 en el primer capitule, aquf se cumplirà sin restricciôn 
alguna y las prepiedades sen anàlegas a las del grade de 
Leray-Schauder. Pesteriormente extenderemes la definiciôn del 
grade a perturbacienes y-condensantes. Apllcacienes de esta teeria 




II. 1 CRADO GENERALIZADO PARA PERTURBACIGNES COMPACTAS DE LA 
PROYECCION p^ : R^xE »E.
Comenzamos dando las definiciones y propledades bàslcas 
necesarias para nuestros objetivos.
Definicidn II.1.1
Sean (E, 1*11^ ) y (F, dos espaclos vectoriales reales
nornados, Q un subconjunto de E y f:Q »F una apllcaciôn.
Direaos que f es compacta si es continua y 7TÔT es un compacte de 
F. Diremes que f es finito-dlmensional si f (O)cF^cF. donde F^ es 
un subespacie vecterial de F de dimensiôn n, para algùn neW.
Denetaremos per X(n, F) = {f:0 »F: f es compacta} y per
9(0,F) = {f:0---->F: f es compacta y finito-dimenslonal}.
Propesicidn II.1.2
Sean (E, ll-ll^) y (F, II-11^) espacies vectoriales reales
nermados, 0 un subconjunto cerrade de E y f:0 >F una
apllcaciôn. Entences. son équivalentes:
a) f es prepia.
b) f es continua y f”*(K) es compacte en E, para tedo 
subconjunto compacte K de F.
Preposiciôn II.1.3
Sean ( E , y  (F,l-M^) espacies vectoriales reales nermados 
y 0 un subconjunto de E. Para cada feX(0,F) y cada OO, existe 
fg€9(0. F) tal que d<c para tedo xeO.
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Lena 11.1.4
Sean (E,1*1) un espacio vectorial real nornado, Q un
subconjunto cerrado de R^xE (keWv{0)), con p^(0) acotado en R**, y
feX(O.E). Entonces. la apllcaciôn  >E es propia.
(tt,x) t »x-/(a,x)
Deawstraclôn.
Como g es continua, per II. 1.2 es suficiente ver que para
cada compacte K de E. se ver if ica que g~^(K) es compacte en R*xE.
Consideremos una sucesiôn {(a^,x^)>^^ en g~*(K). Entonces,
existe una subsucesiôn {a de <* ) que converge a unn^ kai n ne*
clerto (ya que p^(0) es acotado en R*'). Por comodidad,
volvemos a denotar por {a > „ a la subsuces iôn {a Comon nen n^ ken
fin) es compacte, existe {(«^ ,x^ ) subsucesiôn de
{(«„,x )} ^  tal que {f(a ,x_ )K«*i converge a un cierto y eE.n n ii€fi «cri o
Corne para cada JceH g(a ,x )=x -f(a ,x )eK se tiene que existe
"k "k "k \  "k
<x -f(a ,x )}, „ subsucesiôn convergente a un cierto elemento n n n JeN
J J J
Xg de K. Asi, (x^ converge a x^+y^ y por tante
<(«n .Jfjj ))jg^ converge a (a^,x^+y^)eg'‘(K), por ser g**(K)
cerrado.Luego g'*(K) es compacte, i
Observâmes que la condiciôn p^(0) acotado es esencial en el 
lema anterior. Per ejemplo, la apllcaciôn  )R definida por
/ 1 si yel
r,y)=j y si -Uysl,
' -1 si ys-1
f(x, ^ y -isysl, es compacta y sln embargo la 
ya-
aplicaclôn g:R* >R definida por g(x,y)*y-f(x,y) no es propia
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(p (R^)*R no es acotado).
Sea keNu{0). Por 0.6.12 y 0.6.14 sabemos que 
2:11 (S")---- >n (S"*') es un Isomorflsno si r»k*2, por tanto
n«k n*k*l
la sucesiôn de homomorfismos
 > ....
se "establliza* para un n suficientenente grande.
El conjunto de los nùmeros naturales M, con la relaciôn de
orden usual a, es un conjunto dirigido y es una
faailia de grupos. Si Isj existe un homomorf ismo
Z :1I (s ')  >n (S^ ) definido por 2 «2 «2 ..... . . Se
1,J k*l k*J I, j J-i J-2 I
tiene que 2 *Id. y si lajaj 2 «2 «2 .Asi,
1»1 :#4 '»J
<n (S"), 2 i.JeIN, s) es un sistema directo de grupos.•♦ft I » J non
Denotaremos por (11^. a^ ), a^ rlT^ ^^ CS*) >11^. el limite
directo del sistema directo anterior. Se cumple que el diagrams
(S')s')
k*j
es conmutativo para todo isj.
Observemos que TI^ es isomorfo a H^^ (^S") nak+2 y se le llama 
grupo de hoaotopia astable de S°
La teoria del grado generalizado que a continuaciôn vamos a 
désarroilar, tomari valores en n^ .
Sean AefA;{0>, D un subconjunto abierto de R^xE con OeO, p^(D) 
acotado de R^ y g: D *E una apllcaciôn de la forma
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Como g es propia (II. 1.4), es cerrada y por tanto g(dD) 
es un subconjunto cerrado de E. Asl, existe O O  tal que 
B^(O)ng(3D)=0 y por tanto rac>0. (B^(0)»{x€E:dist(0,x)»lxKc}.
B) Si r>0 y 0<csr, por II. 1.3 se tiene que existe
aplicaciôn compacta y f inito-dimensional de D en E, tal que
*Tg(z)-f(z)N<e para todo zeD. Si g^:D *E estâ definida por
g(a,x)»x-r^(a,x) y r^(D)cL{x^,x^,.... x )»y^ subespacio vectorial
de dimensiôn n de E, definiendo D^ =Dr>(R'‘x/^) (D^#0 , ya que OeD) se
tiene que D cDn(R\y ) y g (D )cK . Observemos que como R*‘xl^  esc e c c G  c
cerrado en R*'xE, la adherencia de en R*‘xE y en R*'x/^  coinciden.
Por otro lado, si (a,x)€3D^, llg^(a,x)#*Bx-r^(a,x)+f(a,x)-f(a,x)»a 
anx-f (a, x) ll-ll/'(a, x)-r^(a, x) Il>r-ea0 (observemos que 3D^c3D). Por
tanto, estâ definido el grado d(g^|g ,D^ )€lT^ ^^ (S“) por ser g^|g
una aplicaciôn propia (II.1.4 y 1.2.1).
Antes de continuer nos hace faita el siguiente lema.
Lena II.1.5
Sean U un subconjunto abierto de r''xR">^^*" con OeU,
f:U )R" *cR" una aplicaciôn continua y g:U »R" la aplicaciôn
definida por g(a,x)*x-f(a,x). Supongamos que g es propia y que
0€R"\g(aU). Entonces, d(g,U)=E (d(gl  --- — .UmlR^xR""'))),
Un(R"xR"-')
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donde *)- ) es la suspensiôn.
Demostraciôn.
I
Supongamos que f es diferenciable y que Oe(v.r.)(g|y).
Como
g(a.x X )«(x -f (a.x x ) x -f ,(a,x. x ).x )
1 n i l  1 n n-^ 1 a-i \  n  n
se tiene que g(a,x)=0 si y solamente si x^=0 y
lo que es 
(a,x)*0. Asi,
Xj»fj(a,x^ x^^.O) para todo J»l,...n-1,

















































y por tanto KerDg(a,x)=kerD(g| )(a,x)cF“xF""*. SI
denotamos por Nla,x) y W'(a,x) a los espaclos normales a g~ (0) en 
el punto (a.x) en r"*'' y respectivamente, se tiene que




la referenda normal a g~'(0) inducida por gt
Un(R‘xR"’*)
Entonces, D(g|  ^ )(a,x)(u^(a.x))=c^ para todo j€{l,...n-l>
UA(R"xR" ')
-df
y como Dg(«,x) (e^ ^^ ) = (-u-.
-df ,
y Dg(a.x)(u^(a,x))=e^,
se verifies que .... ,^u^ ), donde
af df
u (a,x)^^— u (a,x)-*---- ♦— ^ — u (a,x)+e es la referendan ax 1 ax n-l n^ k
normal de g'*(0) inducida por g.



















y C((a,x), l)*C^(a,x) y por tanto, (g” (0)xl,f) donde 
r( (a,x), t)*C( (a,x), t ) (u .^...’“n-i*®n*ii^  realize una homologla
(g‘ (0), {U|,.... Asl,
UnCR^xR*"')
E(((g| , )~^ (0),F. I ,)1). Por la definiciôn
Un(R“xR""')Un(R*xR"‘M
del grado generalizado y 0.6.11 se tiene deaostrado el Lema II.1.5 
en este primer caso.
CASO II (Caso general)
Supongamos que f es continua. Sea 0 un subconjunto abierto y
acotado de R"*^  con g '(O)cDcDcU. Sabemos que existe h:D »R"”*,
aplicaciôn diferenciable tal que Rh(a,x)-f(a,x)Kdist(0,g(dD)) y
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0€(v.r.)(g'Ip), donde g'(a,x)=x-h(a,x). Se tiene que
llg'(a,x)-g(a,x)R»R/i(a,x)-/(a,x)l<dist(0,g(dD)) para cada (*,x)eG.
Como distco,g(8D)) s distCO, (gj---------- ) (a(Dn(R“xlR"’') ) ) ).
D A ( R W ' )
d(g,’J) - d(g|=,D) - d(g',D) y d(g|  --- — ,UO(r‘'xR"’'))
° U n ( R W ' )
= d(g|  --- — ,Dn(R''xR"‘')) - d(g'|--- ---- — ,DnCR^xR"’')).
|Dn(R'‘xR"’') |Da(R'‘xR"’')
Utilizando el Caso I, se tiene que




Estamos en condiciones de définir el grado generalizado en el 
caso en el que D es un subconjunto abierto, de r'‘xE con OeO, p^(D)
acotado en R^ y g:(D,8D)---- >{E,E\{0>) estâ definida por
g(a,x)=x-f(a,x), donde f:D »E es una aplicaciôn compacta.
Sean csr=dist(0,g(8D)) y una aproximaciôn compacta y 
f inito-dimensional de f tal que llf (a, x)-r^(a, x) B<e para todo 
(a,x)eO. Se define d(g,D) = a^(d(g^,D^)) e 11^, siendo 
g^(a,x)=x-r^(a,x), D^=Dn(R'“xy^) y n=dimy^ (r^(D)cy^).
Lema II.1.6
El grado generalizado, definido en el pârrafo anterior, no 
depende de e, y T^ .
Deoostraclôn
Sean 0<csr y 0<ijsr. Se considéra /^"LCK^,Supongamos que
dim/ dim/ «n y dimK =m. Sea D =DoK . Entonces, T (Ole/ cV y 
P c T) p p c c p
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r^(5)c/^cy^ y por tanto, por el lema anterior, se verifies que
Por otra parte, como la aplicaciôn H:D^xI--- definida
por tf(z,t)*tg^(z)+(l-t)g^(z), verifies que #((8D^)xI)cy^\<0}, se
tiene que d(g^,D^) » d(g^,D^). Ei) consecuencia,
a (d(g ,D )) » (a «Z )(d(g ,D )) » a (d(g ,D )) = a (d(g ,D )) »
n C C # n,m C C  # C p «
(a «E )(d(g ,D_)) ■ a (d(g ,D )). De esta manera hemos llegado a • 1) T) m T| T|
la igualdad a^(d(g^,D^)) ■ a^(d(g^,D^)).a
Definiciôn II.1.7
Sean keNuCO}, E un espacio vectorial real normado, D un
subconjunto abierto de r‘xE con p^(D) acotado en R^ ,
g:(Ü,dO) »(E,E\<0}) una aplicaciôn de la forma g(a,z)=x-f(a,x)»
(p^-f)(a,x), donde f:D---»E es una aplicaciôn compacta y
p (a,x)*x. Se define d(g,D) « d(g«T, ,,G. .) * H , donde
* o’ 0 o’ 0
trasuclon ^  , ( « . y dlg.r,^ «
0 0 0 0 0 0
el elemento de IT^ definido en el pàrrafo anterior al lema II. 1.6
((0,0)eG(g ^ J y (g'T^^ ^ j ) (a, x)=x-(f (a+a^ , x+x^)-x^) cumple que 
-g(aO)).
Justificaciôn de la Definiciôn II.1.7
Teniendo en cuenta el lema anterior, es suficiente demostrar
cualesquiera (m^,x^) y (m^,x^ ) de D.
Sea c un nûmero real positive menor que r = dist(0,g(dD) ) =
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dl.tCO.Cg.T )(gG >) -dlstCG. ,)).
0 0  0 0  1 1  1 1
Por la proposiclôn II. 1.3, existe 7^ c 7(G,E) tal que
B7^(a, x)-f{a,x)d<c para todo (a,x)eD. Sean V, el subespacio 
vectorial finito-dimensional de E tal que T^(D)cy, /g=L{yv<x^,x^}} 
y n*dimy^.
Se consideran las aplicaciones compactas finito-dimensionales 
^c=^(a^,x^)----------------------- ^c* definidas por
T°(a,x) = 7^(a+a^,x+x^)-x^ y T^(a,x) » 7^(a+a^,x+x^)-x^
respectivamente. Como RT^ Ca, x)-(f (a+a^ , x-*-x^ )-x^ ) ll<c para todo 
(a,x)eG^g ^ J y B7^(a,x)-(f(a+a^,x-*'X^)-x^)R<c para todo
^  J, se tiene que dCg.x^^ ^  )'G(. j) "
1 1 0 0 0 0
y ' «.(d(g^,D^)), donde g^-P^-r®, g^=P,-T^,
D°»G, .r>(F*‘xy ) y d '*G. ,r>(R'‘xy ). Por tanto, todo se
reduce a ver que d(g®,D°) = d(g^,D^).
Se tiene que ,-x ,x ,-x +x 1
1 1  0 0  1 0 1 0
homeomorf ismo (difeomorf ismo) de D° sobre D* tal que g^ »?>=g°
(p(D°)»D^ y por tanto p(D°)»D*). Ahora, como
(f, «yep m (D°) »y (D*) admite una extensiôn a un
n«k n*k n«k C n»k C
homeomorf ismo hiS"***----»s"*'‘ de grado 1, por 1.1.11 se deduce que
d(g°.D°) » d(gg.y,D°) - d(g‘,D‘).m
Lena II.1.8
Sean D un subconjunto abierto de r '^xE con p^(D) acotado en R^
g:D Æ  una aplicaciôn de la forma g(a,x)»x-7(a,x) con 7
aplicaciôn compacta y Oe£\g(8D) y r=dist(0,g(8D)).
Sea S:D Æ  una aplicaciôn compacta tal que
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IS(a,x)-T(a,x)Kr/2 para cada (a,x)eG. Se considéra la aplicaciôn 
h:5 Æ  definida por h(a,x)*x-S(a,x). Entonces:
1) o€EVi(ÔD).
2) d(h,D) » d(g,D).
Demostraciôn
Si (« .^x^leD, para todo (a.xleG^^ ^ j»D-(a^,x^) se verifica
que iS(a+« ,x*x^)-x-(rCa+a ,x+x^)-x„)ll<r/2. Asl, por la 
0 0 0 0 0 0
definiciôn II.1.7 podemos suponer sin pérdida de generalidad, que 
OeD.
1) Si xeôD, se tiene que llh(a,x)l « Bh(a,x)-g(a,x)+g(a,x)lla 
Bg(a, x) l-Bh(a,x)-g(a,x)B>r-r/2>0.
2) Sean c»r/4, 7^:5---- *E y S^:5----»E aplicaciones compactas
finito-dinensionales, taies que B7(a,x)-7^(a,x)B<r/4 para todo 
(a,x)cD y flS(a,x)-S^(a,x)B<r/4 para todo (a,x)eÔ, 7 ^ ( 0 y 
Sg(D)cy^. Sea V»L{V^<JV^} y dimy=n. Entonces, d(h,D)»a^(d(h^,D^)), 
donde h^(a, x)*x-S^(a, x) y D^ »Dr>(R‘xy), y d(g,D)»a^(d(g^,D^) ), 
donde g^(a,x)«x-7^(a,x).
Sea 7:DyXl la aplicaciôn definida por
f((a,x),t) » thg(a,x)+(l-t)gg(*,x). Si (a,x)e8D^c3D y tel, se 
verifica que Bf((a,x),t)i » lth^(a,x)+(l-t)g^(a,x)Bt 
aBg(a,x)B-Bth^(a,x)*(l-t)g^(a,x)-g(a,x)Bfc 
er-tBh^(a,x)-g(a,x)B-(l-t)Bg^(a,x)-g(a,x)Ba 
ar-tUh^(a,x)-h(a,x)H-t Hh(a,x)-g(a, x)ll-(l-t )r/4>
>r-tr/4 -tr/2-(l-t)r/4a0.
Entonces, d(g^,D^) « d(h^,D^) y por tanto d(g,D) » d(h,D).a
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Proposiclôn II.1.9 (Invariancia por homotoplas)
Sean D un subconjunto abierto de r '^xE. con p^(D) acotado en
R**, H:Dxl------ >E una aplicaciôn compacta y F:DxI »E la
aplicaciôn definida por F((a.x), t ( a , x ) , t ). Supongamos que 
OeE\f(8DxI). Entonces, d(F^,D) es constante al variar t en [0,1].
Denostraciôn
Como H es compacta, el Lema II.1.4 implica que F:Dxl Æ  es
una aplicaciôn propia, por tanto, FODxI ) es cerrado y 
dist(0,F(8DxI))>0.
Sea K=g(Dxl), subconjunto compacto de E. Entonces,
Id^:K Æ  es compacta y asi, existe T: K >E aplicaciôn
compacta y f inito-dimensional, tal que ir(x)-Idj^(x) *<r/2 para todo 
xeK.
Sea C: Dxl »E la aplicaciôn definida por
C((a,x),t)=x-(r®2)((a,x), t) y V subespacio finito-dimensional de E 
con T(K)cy y dimy=n.
Si yeD, IIKj(y)-(r«ffj) (y)ll<r/2 y asi, por el lema anterior, 
d(F.,D) = d(G ,D). pero d(g ,D) = a (d(G I  ---.Dn(R\y) ) ] es
 ^  ^ t n :|Dn(Rkxy)
constante al variar t en [0,1], por tanto d(F.,D) es constante al
variar t en [0,1].
Proposiclôn II.1.10
El grado generalizado definido para aplicaciones
f:(D,3D)->(E,E\(0}), donde D es un abierto de r'‘xE, con p^(D)
acotado en R**, y f(a,x)=x-F(a,x) con T compacto, tiene, ademâs,
las siguientes propledades:
1) Soluclôn. SI d(f, D)*0, existe (a^,x^)eD tal que
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f(ao ,X o)-0 .
2) Escisîân. SI UcD es un abierto y f(D\U)cE\{0>, se verifica 
que d(f|g,U) ■ d(f,D).
3) Adit ivîdad. Si y son abiertos contenidos en D, taies 
que y f ) c E\{0>, entonces.
d(f.D) - d(f|g .UJ+d(f|g ,Ug).
Demostracidn
Se puede suponer, sin pérdida de generalidad, que OeO.
1) Sea r=dist(0, f (3D) )>0 y n^ elN tal que -^<r. Sean, también,
para cada neW c <r. Entonces, d(f,0) « (d(f , ) ) ,
n “ ‘‘q
donde diaK *s .
Como d(f,D)*0, se tiene que d(f ,D^ )#0 para todo neN, y asi
por la propiedad de soluclôn para el grado generalizado en
espaclos euclideos, existe (a ,x )eD tal que f (a ,x)=0.n n C c n n
Como T es compacto, existe {(a^ , x^ tal que
{r(a ,x^ converge a yeE. Como RT(*_ ,x )-T (a ,x )M
"k "k \  \  "k "k
converge a cero, {7^ (a^ ,x^ ^^ jcelN t&"bién converge a y.
"k “ “
Entonces, “^n **n “^n '*n
k \  k k k k
sucesiôn convergente a y. Como ademâs existe {a^ ^jeh’
subsucesiôn de {a^ ^keN’ convergente a la sucesiôn
<(a ,x )}, _ converge a (a ,y)€D. Por tanto,
j»i 0
{f(a ,x )}, _ « <x -7(a ,x )>,^ converge a y-y=0 y asi,
k k ^ k k k J
j j j 1 j
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f{a.^ ,y)=0.
2) Como f es propia, se tiene que f(D\U) es un cerrado y por
tanto,r'=dist(0,f(D\U))>0. Sea 7^:0 »E una aplicaciôn compacta
y finito-dimensional tal que lir (^a,x)-r(a, x)B<csr'. Al ser 
dist(0,fOD))er' y dist(0,f(3U))ar', si f^(a,x)*x-T^{a,x), 
r^(D)cy^ con dimy^=n, D^*Dft(R^ xy^) y U^ *Ur»(R*'x/^ ) se cumple que 
d(f.D) = a^(d(f^,D^)) y d(f,U) - a^(d(f^,U^)l.
Pero si (*,x)€Dg\Ug, Bf^(a,x)R “ Bf(«,x)+/^(a,x)-f(a.x)Ba 
allf(a,x)B-Bf^(a,x)-f(a,x)B>r'-GaO. Asi, f^{a,x)*0 para todo 
(a. x)eDg\Ug y por la propiedad de escisiôn para el grado 
generalizado en espaclos euclideos, se deduce que
. dif^lg .U;l.
3) Por 2), se puede suponer que U^nU^=0 , y probar que
d(f.U^uU^) = d(f|g ,Uj)+d(f|g ,Ug).
Sea r^:D >E una aplicaciôn compacta y finito-dimensional
aproximaciôn de T, vâlida para f, f|jj y f|g .
En consecuencia, d(f,U^UJ^) = a^(d(/^,U^ )),
c c
d(f|g ,u^ ) = ./d(fjg ,u^  )) y d(f|jj ,u^ ) - ,U^  )),
' 'e *=  ^ :
donde n=dimy^, siendo un subespacio vectorial de E con
r^(D)cy^. Como podemos tomar n&k+2,
d(f^,U uUg ) = d(f^|g ,U^ )+d(fg|g ,U^ ) y se tiene el 
c e  c 2_ c
resultado.■
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Es Interesante seftalar que segùn la propiedad 3 de la 
proposiclôn anterior, se puede construir un grado generalizado d' 
en espaclos euclideos (caso particular de espaclos vectoriales 
nornados) verificando siempre la propiedad aditiva. pero esto 
plantearia en numerosos casos pérdida de informaciôn pues si 
d(f,U)€lI^ ^^ (S") no es nulo y I(d(f,U))*0, para d' se tendria que 
d'(f,U)«0 no pudiéndose deducir la existencia de soluciones de la 
ecuaciôn f(a,x)*0 en U, aùn teniéndolas por ser d(f,U)*0.
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II. 2. GRADO GENERALIZADO PARA PERTURBAC I ONES y-CONDENSANTES 
DE LA PROYECCION R^xE >E.
Una vez definido el grado generalizado para perturbaciones
compactas de p^:R’'xE >E, es posible extender el mismo para una
clase mas amplia de aplicaciones.
Para nuestros objetivos es necesario introducir algunas 
notaciones y definiciones.
E denotarà ahora un espacio de Banach real y S la familia de 
los subconjuntos acotados de E.
Definiciôn II.2.1 ([5], pag.41)
a) A la aplicaciôn a: S---------definida por a(B)“inf {d>0: B
admite un recubrimiento finito por conjuntos de diàmetro menor 
o igual que d> para cada BeS, se le llama nedlda de no compacidad 
de Kuratowski.
b) A la aplicaciôn p:S »R*, definida por B(B) = inf{d>0:B
admite un recubrimiento finito por bolas de radio d> para cada 
BeS, se le llama nedlda de no compacidad por bolas.
A lo largo del capltulo haremos uso de las propledades mas 
importantes a y g que enunciamos en la siguiente proposiclôn.
Proposiclôn II.2.2 (15). pag.41)
Si la aplicaciôn jr:S >R* représenta a la aplicaciôn a o
p. se verifica que:
a) y(B)=0 si y solamente si B es compacto.
b) r es una seminorma, es declr, y(AB)=|A|y(B) y
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c) B^cB^ implies que y{Bj)sy(B^).
d) y(B^uB^)=max(y(BJ.y(B^)}.
e) y(conv(B))«y(B), donde conv(B) dénota la envoltura 
convexa de B.
Ahora introducimos las definiciones de las clases de 
funciones que manejaremos.
Definiciôn II.2.3
Sea n un---subconjunto de R^ 'xE y F:Q-- »E una apllcaciôn
continua acotada. es decir. F es continua y transforma conjuntos 
acotados de Q en subconjutos acotados de E. Se dice que F es 
r-Lipschitziana si existe kaO tal que y(F(B))sky(B) para todo 
subconjunto B de Q perteneciente a S.
Si k>l diremos que F es una aplicaciôn estrlctamente 
7-contractlva, y diremos que F es r~condensante si y(f(B))<jr(B) 
para cada subconjunto B de n acotado con y(B}>0.
Observemos que toda aplicaciôn estrlctamente y-contractiva es 
y-condensante.
Denotaremos por /Ç^(Q)»{ F:0---->E: F es estrlctamente
y-contrmctlva> y por Ç^(0)*{ F:Q »E: F es y-condensante>.
Una importante propiedad de las aplicaciones de 6^(0) viene 
dada por la siguiente proposiclôn.
Proposiclôn II.2.4
Sean (3 un subconjunto cerrado de r '^xE, con p^(5) acotado en




Sea K un subconjunto compacto de E y sea '(K). Entonces,
A es un subconjunto cerrado de Ô y (p^-F)(A)»f(A)cK. Asi,
p^(A)cK+F(A) y por tanto y(Pg(A)) s y(K)+y(F(A)) ■ y(F(A)).
Por otra parte, Acp^ (AlxiOl+iOxp^tA) y como p^(A) es
relatlvamente compacto, se tiene que
y(A) s y(p^(A)x(0})+r({0}xp^(A)) = y({0}xp^(A)) de donde se deduce 
que y(A)sy(F(A) ). Como F es y-condensante, y (A) ha de ser cero y 
A=Â es compacto. o
El ejemplo que slgue a II.1.4, prueba que en la proposiclôn 
anterior la condiciôn p^(n) acotado en R** es esencial. Observemos 
también que la hipôtesis de completitud de E es necesaria para que 
y(A)-0 implique que A es compacto.
Iras estes resultados previos ya estamos en condiciones de 
desarrollar la construcciôn del grado. Esta construcciôn la 
dividiremos en diverses pasos.
A) Sean Q un subconjunto abierto de r '^xE, con p^(Q) acotado
en R**, F:Ô Æ  un elemento de con F(Ô) acotado en E, y
f-p^-F, con fOn)cE\{0}.
Sean = Conv(F(Ô)), = Conv(F(nn(R*‘xC^) ) ) y
C =Conv(F(nr\(R*'xC ))) para todo mal. Es évidente que C cC
n*l n n*l n
para todo neN{0>. Como y ) ■ y(Conv(F(nn(R\c )))) = 
“ y(F(On(R^xC^))) a ky(5n(R'‘xC^)) a ky(C^), y k<l se tiene que 
11m y(C )*0, y asi si definlmos C = n C , se verifica que C
•  n € W ü { 0 >  “
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es convexe, cerrado, y(C^)*0 y en consecuencia es un
subconjunto convexo y compacto de E.
Supongamos que (a,x)«Q es tal que f (a, x)«0 y sea ncM. Como 
/(a,x)»x-f(a,*)«0, se verifica que x*f(a,x) y por tanto x«C^, 
F(a,x)eCj y entonces xeC^, asl en una cantidad finita de pasos 
deducimos que xeC^. Se ha probado por lo tanto que 
/■'(0)cQn(F'‘xC ).
B) Supongamos que y que R:-E----es una retracciôn
continua (la existencia de R estâ asegurada por el teorema de
extensiôn de Dugundji). Entonces, R:R^xE WR^ 'xC^  es también
(a,x)i »(a,R(x})
una retracciôn continua que seguiremos denotando por R.
Se tiene que R"' (Q)nO es un subconjunto abierto de r '^xE con
p^(R”*(0)nQ) acotado en R** y f»R:R*'(Q)rO »E es una aplicaciôn
compacta. Ademés f”*(0)»(p^-F»R)”'(0)cR*'(0)m. En efecto: si
(p^-F»R)(e,x)»0 se tiene que x«F»R(a,x) y como R(m,x)€On(R\c^) y 
F(On(R^nC^) )cC^ se deduce que x«C^. Asl, x»(F*R) (a, x)*F(a, x) y por 
tanto (a,x)€f’'(0).
Acabamos de ver que d(p^-F»R,R”'(n)riO} estâ definido, segün 
lo establecido en la secciôn II. 1. Definlmos 
d(f,Q) “ d(p^-F»R,R"'(n)nO). Si por el contrario C^*0, como 
f'* (0)cQn(R*'xC ) se tiene que f"'(0) serâ vaclo y en ese caso 
definlmos d(f,0)=0.
Es necesario ver que la definiciôn es consistente, es
decir. si R,R:R''xE »R^xC^ son dos retracclones continuas como
antes, se verifica que d(p^-F«R,R”*(Q)rfl) « d(p^-F«R, R*'(Q)nO).
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Para ello, sean (Q)nD, 0^«R"*(D)r0 y 0^»Q^r0^. Por la
propiedad de escisiôn II.1.10 2) teneaos que
d(p^-F*R,Q^) ■ d(p^-F»R,a^) y d(p^~F*R,Q^) • d(p^-F»R,a^).
SI tomamos R: 5^x1---- »E definida por
J/((a,x), t)-t(F*R)(a,x)^(l-t)(F*R)(a.x), se verifica que B es 
compacta y la igualdad x-S((a,x),t)*0 implicaria que 
x«t(f»R)(a,x)*(l-t)(f»R)(o,x). Las condiciones R(a.x)ean(R"xC^), 
R(a,x)€nr\(R'‘xC^) y f(Qn(F^xC^) )cC^ nos permiten deducir que xeC^, 
R(a.x)*R(a,x)«(a.x) y por lo tanto (p^-R)”'(0)*f“*(0)xlcn^xI. De 
II. 1.10 3) obtenemos que d(p^-F*R,Q^) ■ d(p^-F»R,O^).a
Obs. II.2.5
Sean Ôcr'‘xE y como en A). Consideremos C subconjunto
convexo y cerrado de E conteniendo a C verif icando F(0n(R\c) )cC
y F(Qr>(R''xC)) compacto de E (en particular C lo cumple). (Diremos
es una retracciôn continua y R:R'‘xE »r '‘xC , se tiene que
que un convexo en estas condiciones es F-admisible). Si r:E-
b ^ ------- *"xC
(a.x)i--- >(a.r(x))
d(f.Q) * d(p^-F«R,R"'(n}nQ) donde este ûltimo grado es el definido
en II.1.
DesMstraciôn.
Tenemos que d(f,Q) es por definiciôn d(p^-F»R,R*'(0)rO),
donde RiR^ xE ^R^C^ es la retracciôn construida segün B). Como
(Pg-F*R)"'(0) ■ (p^-F«R)”*(0) ■ f*'(0)cC^, por la propiedad de
escisiôn. se verifica que
d(Pg-F.R.R"'(a)rO) - d(p^-F.R,R*'(Q)nR’*(Q)rfl) y 
d(p^-F.R,R"*(Q)r<î) « d(p^-F.R,R"'(Q)nR"*(n)r<î).
Denotemos por Q^«R~'(Q)nR~'(a)rO. Es précise demostrar que
91
d(p^-F«R,£î^ ) * d(p^-foR,). Para ello tomamos H:£J^ xI »E
definida por R( (a.x), t)*t (foR) (a,x) + (l-t ) (F«R) (a,x). Se verifica 
que H es compacta. (p^ -R) (30^ x1 )cE\(0) dado que (p^-R)”'(0)cR*‘xC^ 
y entonces (p^-R)”'(0) = (p^-F)*'(O)xlcn^xl.
La homotopla p^ -R: (S^xl.30^x1)----- »(E.E\(0}) demuestra lo
que se pretendia. por II.1.10 3).m
Lena II.2.6
Si R:0x1 >E es una aplicaciôn continua con R(C2xI) acotado
en E. tal que (p^ -R) (3îbcl )cE\{0) y existe k<l tal que para cada 
Ben. acotado. y(R(BxI))sky(B). se tiene que d(p^-R^.n) es 
constante con t recorriendo [0.1].
Demostraciôn.
Sean C^=Conv(R(nxI ) ) y C^^^=Conv(R( (0n(R\c^) )xl ) ) para todo
neNufO). Se verifica que para cada neWuiO) y como en A)
C^[H)=rC^ es convexo y compacto. Sea r: E *C^(H) una retracciôn
continua y R:R*xE >r'‘xC^(R). Observemos que C^(R) es R^
(a.x) I >(a. r(x) )
admisible para cada tel y por II.2.5 se tiene que
d(p^-Rj.n) = d(p^-Rj«R.R‘'(n)nlî) para todo tel.
Por otro lado. (p^-R^«R)(a.x)=0 quiere decir que 
x=R(R(a.x).t) y como R(((RfxC^(R))rÔ)xI)cC_(R) y
R(a, x)€R'‘xC^(R) se deduce que xeC^(R) y R(a, x) = (a. x). Asi. 
{p^-H)Ha,x),t)=0 implica que (a. x)e(R’* (n)r^ 5)xl. de donde 
obtenemos. por II. 1.10 3) que d(p^-R^ »R. R~'(O)rin) es constante, a
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II.2.7
Sean ScR^xE como hasta ahora, F:S Æ  una aplicaciôn
continua con con F(5) acotado en E y f*p^-F verif Icando
/(5\(U^ »AJ^ ) )cE\{0}, donde y son abiertos disjuntos de Q. Se 
verifica que d(f.Q) ■ d(f|g ,l^)+d(f|g ,U^ ).
Demostraciôn
d(f,Q) esti definido por d(p^-F»R,R'*(Q)riO) segün la
construcciôn hecha en A) y B). Por II. 1.10 2) se tiene que 
d (p,-F.R. R-' ( Q ) r O ) - d ( p , - F . R | >•
Como (p^-F.R)’'(0)c(R‘‘(Uj)nUj)u(R"*(U^)nU^), por II. 1.10 3)
d(p^-F«R.R’*(Q)nO) -
y del hecho de que es admisible para F|g y F|g se deduce el 
resultado. a
C] Finalmente consideremos Fc(?^ (0) con f(0) acotado en E y 
f»Pg-F no se anula en 30. Sean r*dist(f(3Q),0)>0 y 
tfaSup{ IF(z) I ; zeiJ}. Consideremos lcc[0,1) tal que ll-k)H<r. Se 
verifica que kfeyC^CB) pues y(JcF(B))>Jcy(F(B))<icy(B).
Por otro lado, (p^ -JcF)(a, *)»x-kF(a,z),
B{Pj-W)(a,x)-(p^-f)(a,x)> » (l-k)IF(a,x)Kr, por tanto
(p^-kf)(dQ)cE\{0} y esti definido d(p^-kF.O) segün la construcciôn 
hecha en A) y B). Se define d(/,Q) « d(p^ -lcF,0).
Consistencia de la definiciôn.
Sean fc,Jc'e(0.1) tales que (l-k)/f<r y (l-k')H<r. Supongamos 
que k<Jc' y sea C((*.x),f)«(fk+(l-t)k')f(a.x). Entonces, para todo
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(a, x)e£î, H(p^-f){a,x)-(p^-G^)(a,x)ll*(l-tk-(l-t )k' ) Ilf (a, x) U<r. Por 
tanto (p^-G) (30x1 )cE\{0}, ademâs como y(G(BxI))*k'y(B) el Lema
II.2.6 implica que d(p^-kf.O) ■ d(p^-k'f.O).m
Proposiclôn II.2.8
Sean 0 un abierto de r '^xE, con p^  (Ô) acotado en R*', feG^(n) 
tal que F(0) es acotado en E y f=p^-F con f(3fl)cE\<0}. El grado 
definido anteriormente d(p^ -f,Olell^ verifica las siguientes 
propledades:
a) Si Vcfl es un abierto y f(Ô\V)cE\{0}, se tiene que 
d(f.O) » d(f|^,V).
b) Si Uj y son subconjuntos abiertos disjuntos de Q y
f(Ô\(U^uU^))cE\{0}. se tiene que d(f,0) = d(f|g .l^)+d(f|g ,U^ ).
c) Sea R:OxI »E una aplicaciôn continua con R(ÔxI) acotado
en E, (p^-R)(30x1)cE\(0} y jr(R(BxI))<y(B) si y(B)>G para cada BcO
acotado. Se verifica que d(p^-R^.n) es constante al variar 
t€[0.11.
Demostraciôn
a) Sean M'=dist(f(Ô\V).G), M=Sup<Wf(x)B:X€Ô}aSup(Hf(x)B:x€V}. 
r=dist(f(3n),0) y r'=dist(f(3V).0). (M'ar y M'ar').
Si Jce[0.1) y se tiene que d ( f . n )  = d(p^-kf.O) y
d(f.V) = d(p^-kfly.V). Como nf(a.x)-(p^-kf)(«.x)ll = (l-k)llf(a.x)H<M' 
es claro que (p^-kf1(n\V)cE\{0> y por II.2.7 d(f,Cl) = d(f|^.V).
b) Por a) d(f,CÎ) = d(f ^  (U^uU^) ), también por a) se
puede suponer que U^nU^=0 .
Si llamamos W=Sup{llf (x)fl: xedJ^ vXJ^ )}, =Sup {Il f ( x ) # : xeÜ^ ), 
M^=Sup{BF{x)B:x€U^>, r=dist (f (3(U^ \AI^ ), 0), r^=dist(f (3U^),0) y
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r^*dlst(f(aU^).O) se verifica que M^sM, rsr^ y rsr^ y por
tanto, si ke(0,1) es tal que (l-k)R<r también son (l-k)R^<r^ y 
(l-klMg^r^ y como consecuencia
d(f|j ,U,) - <l(Pj-kf||] ,U|I y dCflg ,Uj) - d(Pj-kP|p ,U^ ). « lo ra
II.2.7 concluye la demostraciôn.
c) Consideremos r«dist((p^-ff)(3QxI),0) y 
R*Sup{HR((a,x), t)l: ((a.x), tlcSxI) y kc[0,1) tal que (l-k)R<r. Es 
évidente que d(p^-R^,0) » d(p^-kR^,Q) y como este ultimo,en virtud
de II.2.6, es constante se termina la demostraciôn.a
Aùn generalizaciones a clases mas amplias de aplicaciones, 
podrian ser construidas, por caminos anàlogos a los seguidos para 
las dlversas generalizaciones del grado de Leray-Schauder, como 
pueden ser el grado en espaclos localmente convexos de 
aplicaciones que son perturbaciones compactas de la proyecciôn p^ , 
etc., pero hemos creido conveniente centrarnos en las dos 
construedones anteriores que considérâmes mis importantes y en 
las que se observa que el camino seguido es completamente natural, 
los conceptos y demostraciones son las extensiones naturales de 
las que se realizan en el grado de Leray-Schauder, lo que nos 
conduce a la conclusiôn de que el grado generalizado es una buena 




GRADO GENERALIZADO EN VARIEDADES E INVARIANTE DE HOPE GENERALIZAOO
El concepto de A-varledad normalmente referenclada de P"** 
deflnldo en 0.6, se puede extender, de forma natural, sustltuyendo 
r“*'‘ per una variedad rlemannlana con o sin borde. Para
estudlar varledades no compactas, se élimina la condiciôn de 
compacidad en las variedades normalmente referenciadas y se 
sutituye por la condiciôn de ser cerradas en M"". Las
k-variedades normalmente referenciadas de M"*** se clasifican por
homologias realizadas por variedades cerradas de m"*'‘x I y se 
obtienen los conjuntos En el primer pérrafo de
este capitule se establece una aplicaciôn biyectiva if entre
y el conjunto de clases de homotopla
y se realiza un estudio sistemàtico de las
relaciones existantes entre los conjuntos y los
conjuntos de cohomotopla s", <7!. En particular, se verâ
que se ntk*2, tiene estructura de grupo abeliano,
determinado por la sum de variedades.
En el pérrafo 2, se define el grade de aplicaciones continuas
entre variedades de dimensiones distintas y s in borde,
f:M"*'‘---- »m", como un e lamente de y en el pérrafo 3 se
analiza en qué condiciones este grade se puede considérer como un 
elemento de un grupo de homotopla.
Si es una s-variedad, es decir, se puede sumergir en
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j^ n+k*« flbrado normal trivializable para algùn stO, se pueden 
définir aplicaciones entre y Y en
virtud de la biyecciôn 11^, también entre S", q] y
^  ciertas condiciones estas aplicaciones son
epimorfismos, hecho que serà de gran importancia para el estudio 
de la C-complementaci6n en el capitule IV y para la interpretaciôn 
del grado generalizado de aplicaciones continuas entre variedades
cuando y m"*'' es Jc-conexa. El grado que se construye
extiende al presentado en la introducciôn (0.5) y se obtendrân 
generalizaciones de los teoremas 0.5.7 y 0.6.20. Como veremos, el 
marco mas propicio para el estudio del grado generalizado es aquel 
en que m”*'* sea una w-variedad sin borde, k-conexa y orientable, 
aunque en situaciones particulares mas débiles también se obtienen 
ôptimos resultados. Se estableceràn ademàs, resultados acerca de 
los grupos de cohomotopla de las variedades consideradas.
Se termina el capltulo resolviendo parcialmente una cuestiôn 
planteada por G.W.Whitehead en [35] (pag.192).
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III.l. VARIEDADES NORMALMQfTE REFEROKIADAS EN VARIEDADES 
RIEMANNIANAS.
En este pérrafo, denotaré una variedad rlemannlana
de clase c", T^ , cumpliendo el II.A.N. y de dimensiôn n*k.
El concepto de variedad normalmente referenclada de R*** 
definido en 0.6, asl como la clâsificaciôn de éstas por homologla, 
se pueden extender a de dos formas distintas que pasamos
analizar.
Deflniciôn III.1.1
Un par (if,F) es una k-subvariedad normalmente referenclada 
de si if es una subvariedad cerrada de dimensiôn Je, de
m"***, sin borde y contenida en Int(M"*^), y r»{u^,u^ u } es
una familia de secciones linealmente independientes de clase c" de 
donde vCM*') es el espacio fibrado normal de M** en (H"**,g) 
construido en 0.3.20.
Observâmes que si (M*',/’) es una subvariedad normalmente 
referenclada de (M"*^ ,g), se verifies que el espacio fibrado 
normal de M*' en h"*'‘,v(M^ ), es trivializable por el H^-isomorfismo
de clase c" ^^:M^xR" wlN**) definido por
 y )^) ■ (%. [ y^u^lx)).
Consideremos los siguientes conjuntos:
S.N.N. (M"*^ ,g) » (M*‘,E) es Jc-subvariedad normalmente
referenclada de (M“*^,g)> y
S.J/.Jt. (H"* ,^g) - {(M^ ,g): (H^,g) « S.N.R. (M"*“,g) y if es
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compacta}.
Evldentemente si m"*'' es compacta se tiene que S. W.R. (M"*^ ,g) 
y S. N. R. coinciden.
Proposiciôn III.1.2
a) En S.W. R. se considéra la relaciôn binaria, »,
definida por: {M^ , f^)»(M^ , ) si y solamente si existe M***
subvariedad de dimensiôn k+1 de Int(M"**')xI, cerrada en M^*‘xl y 
tal que » (M^x{0>)u(M^x{l> ), M^*'n(n"*''x{t}) » J^x{t> para
todo te(0,l/3), M'‘**r>(M"*'‘x{ t} ) = M^x{t} para todo te(2/3,l] y
existe G»(G^,Gg,... ,G } familia de secciones linealmente
independientes de clase c" de (en n"*'‘xl se considéra la
fflétrica riemanniana producto de g por la usual de I] tal que
^Im‘x {0}~^o ^ *^ Im*'x (1 }“^i’ Observâmes que si xeM* (respect. xcM^)
y es el espacio normal en x a wf (respect, a M^ } y
(respect. es el espacio normal en (x,0) (respect.en (x, D)
a m''*', se verifica que (respect. j^), (M^  se
identifies con M^x(0> y M^x(l}). Entonces » es una relaciôn de 
equivalencia en S.N.R. (M"*’',g).
Si (mJ,E^)»(mJ,E^ ), se dice que (M^,E^) y (M^ ,E^ ) son
hoatôlogas o normalmente cobordantes.
b) En S.N.R.^(M"*'‘,g) se considéra la relaciôn binaria, » ,
definida por:  ^ si y solamente si existe M*'*
subvariedad de dimensiôn k+1 de Int(M"*")xI, compacta en m"*'‘x I y 
tal que = (M^x{0>)u(M^x{l}), M^ *^ n(H"*'‘x{t>) » M^x{t} para
todo t€[0,l/3), M"'*^n(M"*\<t}) = M^x{t> para todo te(2/3,l] y
existe G={G^,Gg,...,G }^ familia de secciones linealmente
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Independientes de clase c" de w (m'‘**) tal que ^
Entonces. es una relaciôn de equivalencia en
S. N.R.
D/ La demostraciôn es elemental y por tanto se omite.a
Notaciôn
A los conjuntos cocientes S.N.R. y
S. N. R. se les designarà respectivamente por
y Es évidente que si m"*“ es
compacta, se verifica que 3*'(M"*'‘,aM"*'‘;«) ■
En el caso en que m"*'‘ no sea compacta, se tiene:
Proposiciôn III.1.3
La correspondencia T: 3^ (M"*'‘,aM^'‘îg)---- —
definida por F( I(M*',f)I^ ) » ((M^.f)] es una aplicaciôn.
Mas adelante se probarà que, en general, F no es una 
aplicaciôn inyectiva. (Vease el ejemplo III.1.9).
A continuaciôn, vamos a enunciar y demostrar una serie de 
resultados que nos conducirén a la definiciôn de una aplicaciôn
n^ :  »3''{M"*\aM"*Ng) y a la verificaciôn de
su biyectividad.
Proposiciôn III.1.4
a) Si f: (H^'‘,3M^'‘)---- »(S",q) es una aplicaciôn continua,
se verifica que existe h:  »(S",q) aplicaciôn de
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clase C con peCv.r. )(h) y homôtopa a f por una homotopla continua 
H: (M"*‘‘xI.3M"*“xn------
b) Si f,h:  »(s",q) son aplicaciones de clase
c" con p€(v.r.)(f)n(v.r.)(b) y homôtopas por una homotopla
continua C:  >(s",q), se tiene que también son
homôtopas por una homotopla de clase c". 
R: (M"*^ x I.3M"*'‘x I)-----»(s".q). con pe{v.r. )(«).
Demostraciôn
a) Sean V»{x€R"*^ : 1/2<IIx B<3/2}, V es un entorno abierto de
s" en y r:V---- »s" la retracciôn de clase C* definida por
r(x) = -jj^  . Al ser V compacte y r continua, se tiene que r es 
uniformemente continua y por tanto para cada c>0 existe 5^>0 con 
0<S^<c tal que si Hx-yll<5^  se verifica que Ur(x)-r(y)ll<c.
Por otra parte, para cada O O  existe  >S“
aplicaciôn de clase c“ , con pe(v.r.)ig^) y Hg^(x)-f(x)#<c para 
todo xeM"*** (vease el corolario IX. 1.6 de [23]).
Tomemos c=l. Asociado a c=l tenemos 5  ^ y  »S"
aplicaciôn de clase c" con ô<ôj/2. Como l/={Int(M”*'‘), f’*(Bj(q))) 
es un recubrimiento abierto de M"", existe (X^ , A^ > particiôn de
la unidad de clase c" subordinada a 11. Définîmes  )R“*'
por h(x)=X^(x)gg(x)+Xg(x)q. Claramente H es de clase c" y 
llh(x)-f(x)B<3<l/2 para todo xcM"*’', y por tanto h(x)eV para cada 
xêM"*^ . Sea la aplicaciôn definida por
h(x)«(r»H)(x). Se tiene que h es de clase c" y si x€3m"*'‘, X^(x)»0 
y asl h(x)=q. Si xe/"* (B^(q) ), como Bh(x)-f (x) B<1 se tiene que 
Bh(x)-qfl<2 y por tanto h(x)*p. De esta manera se comprueba que
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y como *lK“*'V-»(§^{q))“^alM"*'V’*(5^(q)) 
y p«(v.r.)(gg) obtenemos que p«(v.r.)(h).
Ademàs, de Bhtxl-fCx) Kl para cada xcM"*** se deduce que 
f(x)e-h(x) para todo xcM"*'* y asl la aplicaciôn
W: (m"*‘‘x I,ÔM"*‘x I)-----»(s",q) definida por
”  continua. y H~f.
b) Sean V y r:7-- >s" como en a).
Sea x:M"*'‘xI----»s“ aplicaciôn de clase c“ con pe(v.r. )(%) y
a
*%(x, f)-G(x, t)N < — ^  ■ 3 para todo (x, t) « Como
K»{Int(M"*^)xI, C”*(Bj(q))> es un recubrimiento abierto de M"**xl,
existe {X^ . Xg} particiôn de la unidad, de clase G*, subordinada a
U  y definamos L;M"* x^I »r"** por L(x, t)»X^(x, t)*(x, t)*X^(x, t)q.
La aplicaciôn L es de clase c" y como IL(x, t)-C(x. t)l <3< 1/4.
#'=r«L« estâ bien definida, es de clase C* y B'(3H"*'‘xI)«q.
Si (x, t)€C"^(Bg(q)), como BR'(x, t )-G(x, t )Kl/2, se deduce que
IIW'(x, t)-qlKl y por tanto H'(x.t)*p. Asl,
R'"^(p)cM"**'xI\C'^(B^(q)) y como en este subconjunto abierto H" y
X coinciden y pe(v.r.)(%), también se tiene que pe(v.r.)(#').
Finalmente, tomemos y-(M"*‘‘x(0, l),M"*‘‘xtO, l/3)Ul“*''x(2/3,1J >
recubrimiento abierto de m"*^ x I, {p^ , p^> particiôn de la unidad
de clase c" subordinada a V, a: [0,1]---->[0,1] aplicaciôn de clase
c" con *|[Q 1/3 )*®* “1(2/3 1 ]”  ^/ a'(t)>0 para cada ted/3,2/3) y
u  (x,t ) W  (x, a ( t ) )+p (x , t )C(x,a ( t ) )
def inamos =   . Se tiene
ip^  (x, t )H' (x, a( t ) )+Pj(x, t )C(x, a( t ) ) I
que ff: (m"*‘'«I,3M"*'‘xI)----->(S",q) es de clase c", N^-f, Jî^ -h y
pe(v.r.)(B) con lo que te concluye la demostraciôn.n
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Consideremos ahora f: (M"*'*, ---- >(S",q) aplicaciôn de
clase c" con peCv.r. )(f), a / se le puede asociar un elemento 
de S.JV.R. donde Mj»f*(p)clnt(M"*‘) y
Ey.»(u^,u^,....u^ ) familia de secciones de clase c" del fibrado 
normal de manera que si c' = ( U , es la carta de s",
f"'
dada por la proyecciôn estereogrâf ica. peU=s"\{q} îi—>r ", se
tiene T^f (u^Cx))=8^, (c^ ) para todo J=1 n y todo xeM^ . (Vease
0.3.21).
Lema III.i.S
Sea R: (M"*''x 1, 5M"**'x 1 )----->(S",q) una aplicaciôn de clase c"
tal que pe(v.r.)(W)n(v.r,)(tf^ )n(v.r.)(W^). Entonces, (W^'(p),E^)
y {H~ (p),E« ) son homôlogas.
Demostraciôn
Consideremos a:(0,1) >(0.1) aplicaciôn de clase C* con
“ 1(0 1/3)“^’ *1(2/3 i] = l y a'(t)>0 para cada £€(1/3,2/3).
Définîmes ; (M"*‘x I, 3M"*“x I)----->(s",q) por
R'(x,t)=W(x,a(t)). Es claro que p es valor regular de H", tf' y H\ 
Por comodidad, volvemos a denotar a H' por H.
Como p€(v. r. ) (ff)n(v. r. ) (W )r\(v. r. ) (W ) se tiene que H^(.p) es
aH”'(p)»(ff”^ (p)x<0})u(JÎ^^(p)x{l>) y ademàs
R‘*(p)n(M"*'‘x{£>)*ff**(p)x{t> para todo £€(0,1/3) y
R”*(p)n(M"*''x{£})=Rj*(p)x{t} para todo £€(2/3,1).
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Sea  E^} familia de secciones de clase c" del
fibrado normal de verificando jjN(E^(*, (e^ ) para
cada Je{l,2.... n} y (x, t)eR” (^p).
SI es el espacio normal en (x. f) a H~^(p) en
n “ es el espacio normal en x a R'*(p) en m"**‘ y es el
espacio normal en x a H~ (p) en m"* , es claro que N. _.«N y 
1 1 *0
. Supongamos que Eg ..... v^} y ....
1
son las referencias normales asociadas a y N’*(p)
respectivamente.
Si x«R'*(p), se verifica que xT^I------ »T^S“
y ^(x.O)^ amula «"
y r^Rjj(v^ (x))»e^, (c^ ) se tiene que ^glg'^(p)x{o)“^g ' Anàlogamente 
se prueba que fglg-i(p)x{o}"\ "
Lema III.1.6
Para cada variedad normalmente referenclada (M^.E) de M*",
existe f: ôm"*'*) >(s“,q) aplicaciôn de clase c" tal que
p€(v.r. )(f) y ( f '* (p ) .E j . ) . (M * .E ) .
Demostraciôn
Supongamos que E»{u^,u^....u^ > y que wlM**) es el fibrado
normal de M*' en m"***.
Se considéra el Mf-isomorfismo de clase c", 
xR"---- w  (if ) def inido por
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0p(x, (X^.... X^ )) = (x, £X^Uj(x)). Entonces. es una
carta global de y(M*).
Consideremos D, entorno abierto de la secciôn cero de y(M*) y
exp:D--- )U el difeomorfismo definido en 0.4, donde U es un entorno
abierto de contenido en Int(H"*'‘). Definimos L:U »s"\{q}
como la siguiente composiciôn de aplicaciones de clase c":
L : U )D---— — »M^ xR"--- — --)R"----— ->5% { q >.
Es claro que L '(p)=M'‘. Tomamos ahora U, entorno abierto de M** en 
m"*'‘ tal que M*'cUcWcU, por tanto ti=(U, es un recubrimiento
abierto de m"*^ . Sea {X , X^} particiôn de la unidad de clase c"
subordinada a V.. Consideramos f : (m"*’*, -»(S",q)
^ X (x)L(x)+X^(x)q
aplicaciôn de clase c" definida por f(x)=
IIX^ (x)l.(x)+X^ (x)qll
(observemos que para cada xeUNW, L{x) y q nunca son antipodales). 
Es fâcil comprobar que f'^ (p)=M*‘. Como f"'(p)cW y f|y=L|y para 
hallar la referenda normal basta hallar F^ .
Sea xeM^ y c=(V, 0, r"***) carta adaptable de m"*'‘ a M*', con 
xeVcW. mediante R^ , y sea c =^(V/tm’', r'‘) la correspondiente
carta de M*'. Hay que demostrar que T^L{u^(x) )=9^ , (e^ ) para cada
j e O  n> y cada xeM ,^ lo que équivale a probar que
D(p~^«L«0'*) (0(x))((0*)~^(u^(x) )
Para ello, previamente consideramos la aplicaciôn 
a:K~*{VnH*‘)---->r''xR" definida por a(y, v) = (0(y), £ ’(v)), donde
y
x:v(M*')---- >m'' es la proyecciôn, la cual détermina la carta
(**^(VnM’'),a,R*‘xR“) de v (m'‘) en (x,0).
Entonces, ) (^ (^x) ) ( (0*)*^  (u^(x) ) ) =
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* D(p^ *( p^'«a‘'»a«(exp)”*»(>‘*)((^r(x))((e*)"^ (u (^x))) y como 
u (x)«t (e ), de 0.4 se deduce que
J »x ^
D(p^ *^ *^*»a"^ «a»(exp)"*«|jr*')((^ (x))((0^ ) *(u^(x))) ■
= D(p^e^*^ea*^){ÿ{x),O)‘O(a*(exp)'^«(^*^)(^{x){(0^) *(t^ (e^)) =
* D(p^ «^ (i**»o‘^ ) (ÿ{x),0)(0,e^) ■ p^(O.e^) ■ e^.a
Lema III.1.7
Sean f,h: (M^*,3M"*'‘)----- >(S",q) aplicaciones de clase c"
con pe(v. r. ) (f )n(v. r. ) (b) y taies que (/‘”*(p),E^) y (b"* (p).f^) 
son homôlogas. Entonces. f y b son homôtopas.
Desiostraciôn
a) En primer lugar vamos a demostrar que si 
(f”*(p),F^) ■ (b**(p),Ejj) se tiene que f y b son homôtopas. Para 
ello denotemos a f~^(p)*h~^(p) por M*' y a Ey.»E^  por F y
consideremos b: 3M"*'')----- >(S",q) la aplicaciôn de clase c"
construida en el lema anterior, tal que (h"^ (p),Ejj) » (M*',E^ ).
Vamos a probar que f y h son homôtopas y de la misma forma se 
demostrarla que h y h son homôtopas concluyèndose que f y h son 
homôtopas.
Existe U, entorno tubular de M*. contenido en Int(M***''), tal 
que f(U)cS%{q> y b(U)cSN{q} y ademàs b|y se puede factorizar 
como sigue:
b|^;U-®*P >D )M^xR°--- — — jR"---— — »SN{q>.
Como E^»Eg, se tiene que T^f«T^b para todo xejf. Consideramos 
P2 lu,:U'-^"^(exp)’^U) ---------- >R“ (U 'cM^ xR") y f:U' »R". donde
107
. Del hecho de que T^f«T^h para cada xeM**, se 
deduce que [x.O)^ P*ra todo xeM*.
Para cada Je(l,...,n} denotamos por ?^;U' »R a la J-ésima
coordenada de la funciôn ? y dado xeM*', fljo, escrlbimos
 >R la aplicaciôn definida por ^(X)=f^(x,X).
Para cada xcM^, existe V* entorno abierto de x en m"*, tal que 
V* es compacte. Como V«{V*:x€m'‘> es un recubrimiento abierto de 
existe un refinamiento cerrado, localmente finite. G»{C^ : iel} 
de V. En consecuencia. C^  es compacte para todo ici.
Dado id. existe c^eR* tal que C^xB^ (O)cU'. Consideramos una
funciôn continua c:m’‘---->R tal que c(y)<c^ para cada yeC^ y cada
iel. Es claro que U"» v {x}xB . .(0) es un entorno abierto de 
xeM“ cir;
M*‘x{0>. contenido en U'.
r ,(A) _ 1
Sea M =max^ --- — --- : s. J,ke{l,.... n}. (x.X)eC xB (0)1 y
‘ I ax ax ‘ '
consideremos S:  >R* una funciôn continua tal que
S(y)<minj i  , c|^ (y)l para todo yeC^. Se tiene que)<m 7— 4 ---  .  
I [ 2 ]«,** \  '
U*'“ u {x>xB_. ,(0) es un entorno abierto de M*‘x{0). contenido
xeM“
en U*.
Sea *':U"'xI )R" la aplicaciôn continua definida por
ff'((x.X).t) » £p^(x.X) + (l-£)?(x.X). Si (x .X)€U'"\(m'‘x(0>). se
tiene que 0<IXI<S(x) y xeC^ (IIXI*max{ |X^  I : J»1.... n}).
Supongamos que |X^  |»IXI. La J-ésima coordenada de es
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Asl,H' (A.t) » X + (1-1) -L( I  ïii(X ) X X ).
*•^0 0^ . .1 ax_ax^ * • “
IN' (X.1)1 t IX I- £ M IX I IX I fe IX»-f " ]m IXI* - 
'•^0 ^0 ..k-l ‘o •  ^ I ‘o
* 2 ]m, "A"j >0. puesto que IX«>0 y 1-^ ^ VXN >0 dado
que RXKS(x)<----------- y por tanto IXI+f ” |M IXI <1, en
( 2 ) v  ’
consecuencia 1-| ” * * >0.
Se concluye pues, que si denotamos am (exp*^^)(U"') por W.
existe una homotopla continua R:Wxl »S"\{q>, tal que |y.
ff,-hly y H((U\M‘‘)xI)csN{q.p>.
Podemos encontrar entornos abiertos de (f. V y V'. tales que
M*cV'cV'cVcVcW. Es claro que tf((V\V')xl)cs\{q.p}. Esto nos
permite définir una aplicaciôn continua






H se puede extender a una aplicaciôn continua
H: (M"*\v' )xl >s"\(p>. Finalmente. la aplicaciôn continua
C: (m"**'x I. »l"*’‘xl)------>(S".q) definida por
r # (z .1) si z«M"*\v'
G(z.1)=4 es la homotopla buscada.
( RCz.1) si z«V
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b) CASO GENERAL.
Supongamos que (/ y {/i”*(p),E^) son homôlogas y
consideremos realizando una homologla entre ellas.
M^**cInt(M"*“)xI. M^**n(Int(M"’‘)x{t}) - f"*(p)x{t> si fetO.1/3),
M^*V(Int(M"*‘)x{t}) = h’'{p)xU> si t€(2/3,l] y ^I(p)x{o}“^f ?
^Ib'^(p)x{l}*^b-
Definimos Int(M"*'‘)xR por
• si te(-oo, 01
(/■■’(p)x(-»,0] )uM^ **u;(h'*(p)x[l,a.)) y E'=- F si le[0,l] .
‘ f^ si t€ll,oo)
Es claro que F" es una familia de secciones de clase G*.
linealmente independientes, de Sean E'={u',u'.....u'},
DcvCM'"'*') entorno abierto de la secciôn cero de y
UcInt(M”*'')xR abierto. conteniendo a M'*'**, tal que exp:D »U es
un difeomorfismo c". Definimos la aplicaciôn
; M''‘*^ xR" por
0_, ( (x. t ) ( X  X ) ) = ( (x, t ), X u' (x, t ) + ..... +X u' (x, t ) ). la
r 1 n 1 1  n n
cual es un M'*'*^-isomorfismo. Ahora construimos la aplicaciôn de
clase c" L:U »s"\{q>. como la composiciôn de los siguientes
aplicaciones de clase c":
£.;U— £Ï£_»D----------------  — ->r "--- — --»S\<q) .
Sea W un entorno abierto de tal que
M'‘'**cWcWcUcInt(M"*‘)xR. Entonces. ti={U. (m""'‘xR)\W} es un 
recubrimiento abierto de m"**‘xR.
Sea una particiôn de la unidad. de clase c".
subordinada a U. Sea N: (m"*''xF. 3m"*''xR)----- >(s",q) la aplicaciôn
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^  u ( x . t ) L ( x , t ) * n ( x . t ) q
C definida por H[x,t)* ------------------------ (observemos quo
I (*, t)L(x,t)+p^(x, t)ql
L**(p)*M'^*'cW y por tanto el denominador nunca se anula).
De la misma manera que en el Lema III. 1.6. se prueba que 
tf"*(p)=M'^ ** y Eg=f'. La aplicaciôn nos da una homotopla
entre y Como
i,-(p),,o)> ■ If ffi 
y («;*(p).fg I - i'>''lP>.'''U-‘(p),(,)) ■ (Ii 'lp).fpl. d« •)
deducimos que es homôtopa a f y también que es homôtopa a h. 
Por tanto. f y h son homôtopas. s
Los resultados anteriores prueban el siguiente teorema. 
Teorema III. 1.8
Sea (M^ *'.g) una variedad riemannniana de clase c". T .^
cumpliendo el II.A.N. y de dimensiôn n*k. La aplicaciôn
[M"*‘'.aM"*‘;S".q]------3M"*'‘:g). definida por
V((h]) » ((m J.F^)I. donde f: (11"*“.3M"*“)----->(s".q) es una
aplicaciôn de clase c". con pe(v.r.)(f). homôtopa a h. M“=f”*(p) y
F^={u^....u^} es familia de secciones de clase c". linealmente
independientes del espacio fibrado normal de m“ en (M"*“,g). taies
que T^f (u^(x) )=e^ , (e^ ) (c'=(U.p**.R") ) para todo J»1 n y todo
x€m “. es biyectiva.
Observaciones
a) La aplicaciôn no depende de la base
(0^p(Cj): J=l.....n} de T^ S". siempre que sea de la orientaciôn
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usual de s".
b) Si g y g' son dos métricas riemannianas en m"*“, la
aplicaciôn------------------------------ g'-)------ >s“(M"*“.3M"*“:g)
es biyectiva. En lo sucesivo se abreviarà por n“ y
3“(M"*“.3M"'\g) por 3"(M"*“.3M"*“).
Ejemplo III.i.9
Ahora estamos en condiciones de ver que la aplicaciôn
r:3“(M"*“.3M"*“:g)----- >5“(m"*‘. 3M"*“;g) definida en III. 1.3 no es
inyectiva en general. Para ello consideremos el siguiente ejemplo: 
Sean n&l y Jc»l y tomemos Como se vio en el capltulo 0,
n^^jCS") es isomorofo a 3*(R"*^ ). asi es isomorfo a Z^ .
Ademàs. IlS (r"*'.s"]->5^ (R"*') es una aplicaciôn biyectiva y
por tanto Asl es imposible que F: 3^ (R"*^ )---- >3*(1R"**)
pueda ser inyectiva.
Segûn hemos establecido en el capltulo 0. Teorema 0.1.4. si 
h"*“ es una variedad compacta y nsJc+2 se puede définir en
3M"*“:S".q] una operaciôn + que le dota de una estructura de 
grupo abeliano. denotado por II"(m"*“. 3m"*“). Pero aûn en el caso
no compacto. si seguimos las técnicas usadas en [32], es
posible. anàlogamente. définir una suma en 3M"*“; s". qj y
obtener el grupo de cohomotopla n-ésimo 3m"*“) del par
3M"*“).Basta con tener en cuenta en [32] que el Lema 2.3
puede ser sustituido por el siguiente:
Lema ([8]. Teorema 3.2.14]
Si X e Y son espacios T^ . al menos uno de ellos no vaclo.
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tales que XxY es fuertemente paracompacto. con dlmXsn y dinYsn, se 
tiene que dim(XxY)sn+a. En particular, el resultado es cierto. si 
X e Y son espacios métricos separables.
Asl. en cualquier caso. si naJc+2. 3M"*“;S".qj puede ser
dotado de una estructura de grupo. que viene dada por una 
operaciôn ♦. Este grupo se dénota por (el grupo de
cohomotopla n-ésimo del par (m"*“. 3M"*“) ). Podemos transladar esta 
estructura hasta 3*'(m“*“. m e d i a n t e  la aplicaciôn biyectiva 
if. y tendremos if  ( [fj )+lf ( (hi )=lf ( If ] + [hl ). No obstante, se puede 
définir directamente en 5*'(M"*“, una suma # que le dotaré de
estructura de grupo abeliano. Ademàs o y la operaciôn transiadada 
mediante if  coinciden. En efecto:
Definimos if ( (f 1 )®lf ( [h J ) =
= [(f‘‘(p).F^)leI(h'*(p).f^)l = [(f'^(p)uh'‘(p).f v^Fjj)]. donde f y 
h son représentantes de clase c" de las clases de homotopla. con 
pe(v. r. ) (f )n(v. r. ) (h). f‘*(p)nh"^(p)*0 y
f F. si xef‘‘(p) 
PfVF )(x)=J
[ F. si x€h (p)
(F,v ^ ^ Observemos que esto siempre se
'h
puede conseguir pues al ser Jc<n existe seS"\h(f ^(p)). s*q y 
sc(v.r. )(h) ([23]. pags 263 y 275). Asl. (p)nh~^ Is)^. Sea
ahora C: (s"xl. (q>xl) »(s".q). aplicaciôn de clase c". tal que
Cj es difeomorf ismo para todo tel. C^«Idgn. C^(s)*p. Por tanto. h 
y h'=G^»h son homôtopas y h'~^(p) = h”'(G*^(p)) = h"*(s).
Si [f] y [h] son elementos de if (M"*“. 3H"*“). con 
p«(v.r.)(f)n(v.r.)(h). f"\p)nh"^(p)=0 . se verifica que existen 
y entornos abiertos de f"*(p) y h”^ (p) respectivamente. con 
En virtud del Lema III. 1.6. podemos suponer que
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y y asi if (I/D+lf (Ihl) * if (If] + [h] ) »
( f(x) si x«U
■ lf([a]), donde a(x)»< , dado que f y h ya estân
[ h(x) si x*U^
en posiciôn general.
Como if(Ial) * l(/*’(p)uh'‘(p),F^vF^)] « if(tf])®lf(Ihl) se 
tiene que ® y ♦ coinciden.■
Sea (N "* * ,g ')  otra variedad riemanniana de clase C*. T^ .
I I .A .N .  y de dimensiôn n+s. Es bien conocido que toda aplicaciôn 
continua f; 3N"**) induce una aplicaciôn
f * :  [N "*“ ,aN"*’ ;S " .g ]----- s ". q) definida por
f ([hj)»[h»fj. Asl. mediante las aplicaciones biyectivas if y if 
dadas por el Teorema III.1.8, f induce una aplicaciôn
7*: 5*(N"**. 3N"**)----3M"*“). Los resultados que se
establecen a continuaciôn permitiràn dar una descripciôn directa 
de f*. sin pasar por los conjuntos de cohomotopla.
Proposiciôn III.1.10 ([34]. pags. 21-22)
Sean n"** una variedad de clase c". (U. h) un entorno collar
de 3n"** en n"** (h;U >3N"**x [0. 1) es un difeomorf ismo tal que
h(x)*(x,0) para todo xc3N"**). Existe una inmersiôn difeomôrfica
a:N"**---- )R“*^  para algùn m>0. tal que a(N"**) c xf**,







Sean f: una aplicaciôn continua
(resp. propla) y N*cInt(N^*) una subvariedad cerrada y sin borde 
de n"*". Entonces:
a) Existe una aplicaciôn de clase c" (resp. de clase c" y
propia) b; (m"**',ôm"*'*)---homôtopa a f (resp.
homôtopa a f por una homotopla propia) y tal que hAl".
Si dos aplicaciones propias de clase c",
(M"*".aM°*")----»(N"*’,aN"*“). con f^ TlN* y son
homôtopas, por una homotopla propia, entonces son homôtopas por 
una homotopla propia de clase c",
f: (M"*"xI,aM"*"xI)---- >(N"*’,aN'‘*‘) con
Demostraciôn
a) Podemos suponer que n"*“ esté sumerglda en F"** de la
misma manera que en la proposiciôn anterior.
Sea N'“** la variedad slmètrlca respecto de R* de N**** y
S(n"**)«n"*“uN'“**. Sea U' un entorno tubular de S(n"**) en R"** y
r:0'----»S(n“**) la retracciôn de clase c", usual, tal que r es
propia. Sea  iK* una funciôn de clase c" tal que
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0<c(x')<dist(x',r"**\U') para cada x'eN"**.
Existe una aplicaciôn de clase c" (resp. de clase c" y 
propia), (las aplicaciones propias constituyen un abierto en la
topologla C° de Whitney) f(M"*^, 38"*“)----»(N"**, 3N"*’) tal que
dist(f^(x),f(x))<c(f(x)) para cada x€M"*“.
En consecuencia, la aplicaciôn de clase c"
H: (m"*“xI,3M"*“xI)----»(n"**, 3N"**) definida por
ff(x, t)»r(t/^(x) + (l-t)f(x)) realiza una homotopla (resp. una 
homotopla propia) entre f y
Para concluir, basta con encontrar una aplicaciôn de clase 
c", h, verificando y h?5N*.
Como f”*(N*) y f~*(SN"**) son subconjuntos cerrados y 
disjuntos de m"*“, existen abiertos W y V de M"*“ tales que 
f‘^(N*)cWcV?cVcVcM"*\f"^(ÔN"*’). Puesto que 1i-(V, m"*“\W> es un
recubrimiento abierto de n"*“, existe (X^ , X^} particiôn de la
unidad de clase c", subordinada a 11. Se define la aplicaciôn c"
f:M"*“xB^*^(0)---- »n"** por f (x,y)=r(f^(x)+X^ (x)c(f^(x) )y) donde
B“*‘(0)»(y€R"**:y^^j>0, HyU<l>.
Si x€3M"*“, yeB^*(0) se tiene que F(x, y)*f^(x)€3N"**
(Xj(x)-O), por tanto F(3m"*“xB“** (0) )c3N"**. Ademàs, FTh *. En 
efecto: sea (x,y)cP~^(N*), en estas condiciones, se tiene que
X^(x)*0 pues en caso contrario f(x,y)»f^(x) y asl x€f”*(N*), por 
tanto se tendrla que xeW y X^(x)»D, llegàndose a la contradicciôn 
de que X^(x)+X^(x)=0. Asl, si (x,y)€f’  ^(N*) se tiene que
r^:B^*(0)----)N"*“ definida por F^(y)»P(x,y) es una sumerslôn
(por ser la restricciôn a un abierto de una sumersiôn) y se
concluye que P?!n“.
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Aplicando el Teorema de densldad parametrizado de Abraham
([23] pag 298) se deduce la existencia de jr^cB^^(O) tal que la
aplicaciôn de clase c" h-F :M"*“----»n"** definida por
(x)*F(x,y^) es transversal a N*. Consideremos
C: (M"*“xI.aM"*“xI)-----»(N"**,ôn"**) la aplicaciôn de clase c"
(resp. de clase c" y propia si / es propia) definida por
Glx,t)*F(.x,ty^). Se tiene que y »h. bXN*.
b) Sea H: (M"**‘xI,aM"*“xI)----- »(N"**.SN“**) una homotopla
propia con y Sean también, S(n"*“), U' y
c:N"*“ IF* como en a). Existe una aplicaciôn de ciase c",
propia. C: (M"*“xI,aM"*“xI)----- »(N"*’. flN****) tal que
dist(K(x, t),G(x, t) ) < c(ff(x, t)), para cada (x, t )eM"*“xI.
Sea a: I---- »I una aplicaciôn de clase c" tal que *| jq
a|(2 / 3 u*l y a'(t)>0 si t€(l/3.2/3).
Sea tl={M"*“x(0,1). m"*‘‘x [0. 1/3)uM"*“x (2/3, 1] >. 11 es un
recubrimiento abierto de H"*“xl, por tanto existe (A^ , 
particiôn de la unidad de clase c" subordinada a 11.
Definimos F: (M"*“x I,3M"*‘x I)----- »(N"*‘.3N"**) por
F(x, t)*r(X^(x, t)C(x,a(t))+X^(x, t)S(x,a(t))). Es claro que F es una
funciôn de clase c" y F *f y F »f .
0 1 1 2
Como F'*(N*) y F”*(3N"**) son subconjuntos cerrados y 
disjuntos de m"*“x I, existen abiertos W y V de m"*“x I, taies que 
F'* (N")cWcWcVcVc (M"*“x I )\F‘‘ (3N"*').
Puesto que y=(V, (m"*“x I)\W> es un recubrimiento abierto de 
m"*“x I, existe (p^ , p^ > particiôn de la unidad de clase C*
subordinada a V y se define la aplicaciôn C**,
117
L:M"*“x IxB^*‘(0) por
L((x,t),y) ■ r(F(x,a(t))+o-(t)p^(x,a(t))c(F(x,o(t))y), donde
cr; I »I es una aplicaciôn c" con <r| i/3)u(2/3 1)“*^ 7 (r(t)>0 si
ted/3,2/3).
Si (x, t)e3M"*“xI y yeB^*'(0), se tiene que 
L( (x, t ), y)*F(x, a(t ) )e3N"*“. Ademàs, L?lN*. En efecto:
Sea ((x,t),y)cL”*(N*), en estas condiciones, p^(x,a(t))»0 
pues en caso contrario L((x,t),y)=F(x,a(t)) y asi (x,a(t))eW y 
p^(x,a(t))=0 lo cual es absurdo. Asi, si ((x, t),y)eL''(N*) puede 
ocurrir:
1) telO, l/3lu(2/3, II. En cuyo caso o*(t)*0 y
1/31
y(x) = L((x (f (X) si te[0,  f (x) si te(2/3,1
2) te(0,l/3]u(2/3,1]. Entonces, se tiene que
^(y) = i.((x,t),y) es una sumersiôn (por ser la restricciôn a un 
abierto de una sumersiôn).
Se concluye por tanto que L?5n*.
Aplicando el teorema de densidad parametrizado de Abraham, se 
deduce la existencia de y^eB *^^(0), tal que la aplicaciôn de clase 
C“ L : (M"*“xl,af*“xl)-----»(N"**,3N"**) definida por
Ly (x, t) « L((x, t),y^) es transversal a n“, propia, y (L^ )^ *f^  y
Proposiciôn III.1.12
Sea /: (m"*“,3M"*“)----»(n"**, 3N"*“) una aplicaciôn continua.
Entonces:
a) f induce una aplicaciôn
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f : 5"(n"*’. SN"**) (hoBOBorfismo si r»k*2 y
rnas*2), de forma que el diagrama
n" (n"*‘ , 5n"** )---   . aM"*“ )
t
5* (n"** . an"*“ )-----   >3“ (m"*“ ,aM"*“ )
es conmutativo.
b) si f es propia. f induce una aplicaciôn 
(?•) :5‘(N"*’.an"*')----- »5“(M"*“.aM"*“).
Deiaostraciôn
a) Sea [(N’.f)]€3*(N"**,aN"*’) con F={Uj u^} y
a: (N"**. aN"**) >(S", q) una aplicaciôn c" tal que
(«■*(p),F^) = (n’.F).
Sea h: (M“*“,aM"*“)----------aN"*“) una aplicaciôn de clase
c", homôtopa a f, tal que h?ÎN“. Se define
f t(N*,F)l = I(h~'(N*),h F)], donde h F={v^ de forma que
T^h(Vj(x))=Ui(h(x)) i=l n (esto se puede hacer, puesto que
segûn 0.3.21 Th: v(h*^(N*))— -— ih*(v(N*)) es h”*(N*)-isomorfismo). 
Asl,
(n“.f*)([al) = n“([a.fl) - n“([a.h]) = ((h'^ (a’‘(p)),F„ . )].
n n n a » n
Pero T^(aoh)(Vj(x)) = (T^j^ja»T^h)(v^ (x)) = j^ja(u^  (h(x) ) ) = 
= 0^,(c^ ) 1=1,...,n, y en consecuencia 
(n ^ .f * ) ( (a j)  « [(h**(N“),h*F)l -  (? " .lf ) ( [ * ] ) .
También se tiene, en el caso en que los conjuntos anteriores 
sean grupos, que ? es un homomorfismo.
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b) La aplicaciôn (7 se define por
(f’)^(l(N*.F)l) » I(h’‘(N'),hV)], donde
h: 3N"**) es una aplicaciôn propia de clase
C*, homôtopa a f, por una homotopla propia y tal que hnN* 
(111.1. 11).
Que (f )^  es una aplicaciôn, se sigue de III.1.11. b).e
Proposiciôn III.1.13 
Sean
f: (M"*“.8M"*“)----»(N"*',SN"*') y g: (n"**, ôn"**)---- »(P"*“,3P"*“)
aplicaciones continuas. Entonces, (g«f) = 7 «g . Ademàs, si f y g
son propias, se verifica que (g»f)* * (7*)^»(g*)^. Por ûltimo
Demostraciôn
Es consecuencia inmediata de la propiedad transitiva de la 
transversalidad y de la imagen inversa de fibrados vectoriales.■
La proposiciôn que sigue da una interpretaciôn del operador 
coborde, de los conjuntos de cohomotopla que estamos estudiando, 
en términos de variedades normalmente referenciadas.
Proposiciôn III.1.14
Sean (M"*“,g) una variedad riemanniana de clase c" y
ô:n" (^3M"*“)---->n"(M"*“,3M"*“) el operador coborde (0.1.5). Sea
(U,h) un entorno collar de 3M"*“ en (W:U »3M"*“x I0, 1) es
un difeomorf ismo tal que g | g^*k=Idg^*kx( 0} ). Consideremos 
[(M“,F))e3“(3M"*“) y [(M“x(l/2),af)]€a“(8M"*“x(0.1).8M"*“x(0}),
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donde SF - {F . e^^Cl)} ( c -^( 10,1 ). Id.R) ). Se define
âdCM^.f)!) - ®*(l(M^x{l/2>,5/-)I) € (ver III.1.12).





Sean [ (M*‘.F) l«3*'(aM"*'') y f-{u^ f: 3M"*'
una apllcacldn de clase c“ , tal que peCv.r.}(f) y
(f'^(p).F^) = (M^.F). Conslderemos UcM"*‘ y H:U >3M"*'‘xIG. 1}
como en el enunclado. Como ti={U,M“*\K * (ôm"**'x [0, 2/3] ) > es un
recubrlmlento ablerto de existe partlclôn de la





Es claro que ?|g^*k » f, 1/2 p € (v.r. )(?) y
(Tf.a)([fl) = t(?‘’(l/2 p).Fj)].
Como f~ (1/2 p)cU, si zef' (1/2 p) se tlene que f(.p^[Hlz)))=p 
y Pj(z)(l-p^(W(z)))*l/2. De p^(z)al, se deduce que l-p^(B(z))al/2 
y asl p^ (ff(z) )sl/2, por tanto z€lf''(aM"*'‘x(0,2/3] ) y 
M^(z)»l-p^(z)*l. En consecuencla
?'*(l/2 p) « ff"*(/‘‘(p)x{l/2)) - K'*(M^x{l/2>).
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Con el fin de calculer F~, considérâmes la apllcacidn
fxld: 3M"*'‘x [0, 1 )----»s“”*x(0,l) y vamos a calculer la referenda
asociada a (fxld)"'(p, 1/2).
SI x€f*’(p) y led ,n-l}, se tlene que
(T^f.Ti/2 ld)(Uj(x).0 ) - eg(e,)x<0) y
(T^ f.Tj/^ idico.e^ '^ d^)) -
Considérâmes, a contlnuacl6n, la apllcaclôn de clase C°°
f:S"x[0,1)----»b"(0) deflnlda por p(x, t)=*( 1-t )x. Exlsten entornos
ablertos U^xV^^^ de (p, 1/2) en s"”^x[0,1) y p de 1/2 p en
b"(0) tales que fiU^xV^^g ^\/Z p dlfeomorfIsmo
conservando la orlentaclôn. Sea (3M^ *'‘x(0,2/3} ). La
apllcaclôn f|y:V >b"(0) se puede factorizar como
? I y : V  -»3M"*‘x 10,2/3) /xld [ q . 2/3 )---2--»b" ( 0 ).
Como para el càlculo de la referenda asociada a f *(1/2 p) 
nos es Indlferente la base positiva de pB"(0) que elljamos,
podemos tomar <T(p,  T(p,l/2)*(®^('«-J'°)'
T(p  ^^ ^ claro que F~ * H (fy^^^) = H (SF).
Por tanto. (11^ .5)((f)) = I(?'*(l/2 p).fp)] » ff*( I (M*‘x(l/2>,«F)1 ) * 
-  « ( [ ( M “ , f ) ] )  -  ( â . l f  J ( [ f ] ) . m
Proposidôn III. 1.15
Sean (M"**',g) y (N^**,g') variedades rlemannlanas de clase c"





Es consecuencla Inmedlata de III.1.14. III. 1.12 y 0.1.6.
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III.2 GRADO GENERALIZAOO EN VARIEDADES
Por m"*'' y m" designarenos variedades dlferenciables 
orlentadas de dlmenslones n*k y n respect Ivamente con 3M"=c y m"
Sea Xg un elemento fljo de m". Slgulendo un proceso anàlogo
al desarrollado en III.l, para cada apllcaclôn continua
f : ----- »(m",M*\(x^}) vamos a définir el grado de f en
x^ , que se denotarâ por d(f.x^). como un elemento de
. Obsérvese que tlene estructura de
grupo si n^k*2 y que exlsten variedades no compactas para las 
cuales 3M"*'‘)*0.
Definiciôn III.2.1
Sea f: (m" * * * , ---->(m",M%{x^}) una apllcaclôn de clase
c" tal que x^ es un valor regular de f. Deflnlmos el grado de f en
x^ . d(f.x^) = ((f'*(x^),F^)] € donde
Fy=(u^,.... ,u^} es la referenda normal de f’*(x^ ) tal que
T^f(u^(x)) = 0^°{e^) para todo 1=1..... n y todo x€f’*(x^ ), slendo
X x^
c=(U .p .R") una carta de la orlentaclôn de m" con x eU
Consistencia de la definiciôn III.2.1
Si f:  »(M",M*\{x }^) es una apllcaclôn en las
condlclones anterlores, d(f,x ) no depende de la carta c de la
X  X
orlentaclôn de M". En efecto: sean c=(U °,p,R") y c' = (U' .p'.p")
cartas de la orlentaclôn de m". Es claro que y
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son. ambas. bases positivas de M". Conslderemos
Fy={u^ u^ > de forma que T^f(u^(x)) ■ 0^®(e^) para todo
% n X
1=1,2 n y todo xef" (x^ ). Entonces, 8^, (ej = £ *ij®c
1=1 n, con 1(* )1>0. Sean A«(« ) yI J I J 1 f J** > • • • # II
v^(x) = £ a^^ Uj(x) 1=1.2 n. Es evldente que F^={v^.....v } es
X
la referenda de f"’(x^ ) tal que T^f(v^(x)) = 0^°(e^) para todo
1*1.2, ....n y todo x€f”*(x^ ). Asl. hemos de probar que
(/”*(x^),F^) y (/'*(Xp),f^) son homôlogas. Existe una apllcaclôn
t
de clase C <r: I- (R ). e(t)=(a^^). tal que <r(0)*ld^n y
<r(l)=A. Por tanto (f* (x^)xI,<r(F^)). donde
" t “ t
<r(F^ )(x, t) = ( £ a u (x)   £ a^ u (x) ). realize una
j«i •* j-i “
homologia entre (f"*(x^).F )^ y (f'*(x^),f^).m
Proposidôn III.2.2
Sea ff: (m"*''x I,3M"*‘x I)---- >(M",m\ { x }^) una apllcaclôn c“ tal
que x^€(v. r. ) (ff^ )n(v. r. ) (ff^ )n(v. r. ) (/f). Entonces se tlene que
“ ‘«.•«o' ”
Demostraclôn
Considérâmes a: I--- »I apllcaclôn de clase c" tal que
“ 110 1/3)”^’ *1(2/3 y a'(t)>0 si t«(l/3.2/3). y deflnlmos
tf':H"*''xI >m" por H'(x.t) *H(x.a(t)) (se cumple que
x^€(v.r.)(ff')n(v.r.)(ffj)n(v,r.)(#')). La varledad (B'”*(x^).F^,)
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reallza una homologia entre (H* (x ),f„ ) y (H~ (x ),F„ ) y por
0 0 1 0
tanto d(B^. x^ ) * d(B^.x^). m
Corolario III.2.3
Sea ff: (M"*’'x I, 3M"*''x I)---->(m",m\ { x^}) una apllcaclôn de
clase c" tal que x e^Cv. r. ) (W^ )rv(v. r. ) (B^). Entonces,
Demostraclôn
Es consecuencla Inmedlata de III.2.2 y de que existe una
homotopla c“ tf': (M"*'‘xI, 3M"*''xI)----»(M",M^<x^}) tal que
x^«(v.r. )(#') y y ff'=ff^ .s
Proposiciôn III.2.4
SI 3M"*'‘=0 y------ ---- )M" es una apllcaclôn de clase C* y
x^,x^6(v.r. ) (f), se tlene que d(f,x^) = d(f,x^).
Demostraclôn
Basta conslderar una Isotopia C* B:M"x I »m" tal que B^=Id
y ff^ (x^ )*x^ . Sea G=ff« (fxld) : M"*'‘x I---- )M". Por el corolario
III.2.3 se verlfica que d(C^,x^) = d(G^,x^). Como G^~f y 
se tlene que d(f,x^} * d(G^,x^) = d(B^»f,x^) =
* ((B^ .f)-*(xJ,F^  ,^ )] = .f)].
Observemos que Fg ^  * (v^,.... v } de forma que
T f (y (x)) =* T H~ (0 (c )) para todo 1=1 n y todoX I  x^  1 Cj i
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x€/”*(x^ ), donde c^*(U *,p,F") es carta de la orlentaclôn de m", 
con x^«U *. Como c^*(W‘*(U es carta de la orlentaclôn
de m", x^ €ff**(U *) y W’*(0^‘(ej) ) » 0^°(e^) 1=1..... n. se
tlene que (f‘*(x^),f^ y (f"*(x^),F^) son homôlogas.m
Definiciôn III.2.S
a) Supongamos que 3M"*'‘=0 y sea  »m" una apllcaclôn
de clase c". Se define el grado de f, y se denotarâ por d(f), como 
el elemento d(f) ■ d(f,x^)€5’‘(M^'‘), donde x^ es un valor regular 
cualqulera de f.
b) Supongamos que 3M"**‘=a. SI f-.M****' es una apllcaclôn
continua, se define el grado de f por d(f) = d(g)63*'(M"*'‘). donde
 >m" es una apllcaclôn de clase c" homôtopa a f.
Consistencia de la definiciôn III.2.5
SI  )M" son apllcaclones de clase c" homôtopas a
f, entonces y son homôtopas y por conslguiente son homôtopas 
por una apllcaclôn de clase c" que denotaremos por G. Tomando 
ahora x^sm” tal que x e^(v. r. ) (C)n(v. r. ) (g^  )n(v. r. ) (g^ ) se tlene 
que d(gj) » d(g^.x^) = dCg^.x^) = d(g^).m
Observaciôn III.2.6
SI m"*s" y se verlfica que d(f) ■ n||((fl) para toda
apllcaclôn continua ------- >s".
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Poroposlcldn III.2.7
Supongamos que SI f,g:M"*"---- >m" son apllcaclones
continuas, homôtopas, se tlene que d(f) « d(g). Por tanto, el 
grado de apllcaclones continuas define una apllcaclôn 
d; y una apllcaclôn
d* « n o^d:-------------- >(14"*“.s") =
OeBosiraciôn
Sean una apllcaclôn c" tal que y una apllcaclôn c"
tal que g^ »g. Asl. obtenemos que f^=g^ y por tanto y g^  son 
homôtopas por una homotopla c". Razonando como antes se concluye 
el resultado.m
Proposiciôn III.2.8
Sean f:P"*“**----->m"*“ y  >M" apllcaclones
continuas, donde 9P"*“***SM"*“=0 y m"*“ es conexa. Entonces,
d(g.f) = 7*(d(g)) (III. 1. 12).
Demostraclôn
Sea x €^M". Conslderemos g^:M"*“---- >m" apllcaclôn de clase c"
homôtopa a g con x^«(v.r.)(g^ ). Por III.1.11 existe
f^:P"*“*“---->m"*“ apllcaclôn de clase c", homôtopa a f y tal que
fj?>g**(Xo). Entonces. g^'f^ es una apllcaclôn de clase c", 
homôtopa a g»f y x e^(v. r. )(g^ »f^ ). Asl. por III. 1.12 a)
7*(d(g)) - ?*(I(g'*(x^ ). Fg )]) = ((f‘*(g'*(x^ )). /(Fg ))) =
* d(g*f).m
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CRAOO CENERALIZAIX) DE APLICACIONES PROPIAS
Sean m" y como al princlpio del pârrafo.
Enunciamos, sin demostraclôn la slgulente proposiciôn.
^opociciôn III.2.9
a) Sea f:------------- -^-->(m“,M*\{x^}) una apllcaclôn
propla. Entonces. existe una apllcaclôn propla
gr (M"*“. aM"*“)----->(m".m"\{x^>) de clase c" tal que x^€(v.r. )(g)
y f es homôtopa a g. por una homotopla propla 
fr (m"*‘‘x I.ÔM"*“x I)----- >(m".M%{x }^). (Anâloga a III. 1.11 a)).
b) SI dos apllcaclones proplas de clase c"
 >(M".M"\(Xg}) con x^€(v. r. ) (f^)n(v. r. ) (f^ )
son homôtopas por una homotopla propla entonces son homôtopas por 
una homotopla propla de clase c".
ff: {m"*“x I.9M"*“x I)----->(M",m"\{x^>) con x^e(v. r. ) (g). (Anâloga a
III.1.11 b)).
Como consecuencla de esta proposiciôn y de II1.2.3. es 
poslble définir. para cada apllcaclôn propla 
f: (m"*“. 9M"*“) »(M".m\ ( x }^). el grado de f en x^ .
Definiciôn III.2.10
Sea f: (m"*“. ------»(m".m"\(x^>) una apllcaclôn propla.
Se define el grado de f en x^ . y se deslgnarâ por d(f.x^). como el 
elemento d(f.x^) « [(g"*(x^).F^)J de 3M"*“). donde
g: (M"*“.aK"*“)-----»(m".M%{x^>) es una apllcaclôn propla de clase
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c con x^e(v. r. )(g), homôtopa a f por una homotopia propla 
(III.2.9 a)).
Consistencia de la definiciôn III.2.10
Por III.2.9 b). la definiciôn anterior es Independlente de la 
elecclôn de la apllcaclôn g.a
Proposiciôn III.2.11
Sean f.g: (M"*“,  »(m",mN ( x^}) apllcaclones proplas,
homôtopas por una homotopia propla. Entonces. d(f.x^) » d(g.x )^.
Demostraclôn
Es consecuencla Inmedlata de la definiciôn III.2.10 y de la 
proposiciôn III.2.9 b).s
Proposiciôn III.2.12
Sean  )M" una apllcaclôn propla, £1 una componente
conexa de M\f(3M"*“) (como f(3M"*“) es cerrado en m", n es un 
ablerto conexo de m") y x^,x^ eD. Entonces. d(f.x^) = d(f,x^).
Demostraclôn
Como n es conexo y ablerto de m", por un argunento de 
conexiôn no hay pérdlda de general Idad al suponer que x^ y x^
estàn en el donlnio de una carta c=(U.p .R") de m". con p:U )R"
difeomorfIsmo.
Sea g: (m"*“. ---->(M".m\ ( x^.x^}) una apllcaclôn propla
de clase c" homôtopa a f. por una homotopia propla. y 
x^.x^6(v.r. )(g). Sea g:UxI >U una Isotopia de clase c“ . tal que
130
gp=Id y g^{x^)*x^ y deflnlmos G:g~ (U)xl----4U por C=g«(gxld). Es
claro que G es una apllcaclôn propla de clase C**. Por III. 2.9. b)
existe C':g"*(U)xI---->U apllcaclôn propla de clase c" tal que
Xj€(v.r. )(C') y y G|=G^. Asl, dlg.x^) - t(C'‘*(x^).F^, )1 ■
- ((C;’*(x^),Fg,)) - [(g'*(x^).f^ ,g)l - I(g‘*(x^),fg)J en
(ver la demostraclôn de la Prop. III.2.4). Como
I(g"*(x^),F^)J ■ d(g.x^) se concluye el resultado.i
Corolario III.2.13
Supongamos que 3M"*“*0. Sea ---- jM" una apllcaclôn
propla. Entonces. para todo x^.x c^H". se tlene que 
d(f.Xg) » d(f.x^).
Al ûnlco elemento de S“(M"*“) dado por el corolario III.2.13 
se le llama grado de f y se deslgnarâ por d(f).
Proposiciôn III.2.14
Sean  >m" apllcaclones proplas homôtopas por una
homotopia propla, donde 5M"*“=0. Entonces. d(f) » d(g). Por tanto. 
el grado de apllcaclones proplas define una apllcaclôn
d:  >s“(M"*“). donde denotamos por al
conjunto de clases de homotopia de apllcaclones proplas 
determlnadas por homotopias proplas.
Demostraclôn
Es consecuencla Inmedlata de III.2.10. III.2.11 y III.2.13.m
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Proposiciôn III.2.15
Sean f:P"*“**---- >m"*“ y  »m" apllcaclones proplas,
donde 9P"*“*"*9M"*“=0 y es conexa. Entonces,
d(g.f) » (7*)^(d{g)) (III. 1.12 b)).
Demostraclôn
Sea Osnslderemos g^:M"*“---->m” apllcaclôn propla de
clase c" homôtopa a g por una homotopia propla con x^e(v. r. ) (g^  )
(III.2.9 a)). Por III. 1.11, existe------------- >H"*“ apllcaclôn
propla de clase c" homôtopa a f por una homotopia propla y tal que 
fj?\gj*(*oJ- Entonces, g^»f^ es una apllcaclôn de clase C* homôtopa 
a gof por una homotopia propla con x^«(v. r. ) (g^ «f^ ). Asl, por
III.1.12 b),
(7*)^(d(g)) - (7’)^([(g'*(Xg).F^ )1) = ((f‘‘(g[*(x^)),/(F^ ))] =
= d(gof).s
Proposiciôn III.2.16
Supongamos que 9M"*“=0. Sea f : ---- »m" una apllcaclôn
propla no suprayectlva. Entonces, d(f)=0. Por tanto, si d(f)*0, se 
verlfica que f es suprayectlva.
Demostraclôn
Como f es cerrada, f(n"*“) es un cerrado en m". Por tanto,
por la demostraclôn de III. 1.11 si x^<f(M"*“) existe g:M"*“---- »m"
apllcaclôn propla de clase c" con x^dlmg, y homôtopa a f por una 
homotopia propla. Asl, d(f) = d(g) = [(g**(x^),F^)] = ((0 ,F^)l=O.s
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Proposiciôn III.2.17
Supongamos que es una varledad compacta,
y que 8: ) es Inyectlva.
Entonces. para toda apllcaclôn continua  »M" que admlte
una extenslôn continua  >m" se verifies que d(f)*0.
Demostraclôn
Por III.2.7 y III.1.1, es claro que es suflclente deaostrar 
el resultado para apllcaclones C**.
Sea  jM* una apllcaclôn de clase c" y
Conslderemos un valor regular de g y de g.
Por el teorema III. 1.10 existe Inmerslôn
dlfeomôrf Ica, (U,h) entorno collar de m"*** tal que




Vamos a demostrar que ô( I (g~*(x^),F^) J )*0 y al ser 8 
Inyectlva habremos concluldo la prueba. Como




S« '( K g  *(x^),F^)] ) = ( (goaa“')''{x^),F^^g^-i)] ), por tanto, todo
se reduce a demostrar que 5( I (goda*')*'(x^). ) ] )=0. Por
tanto podemos identificar con m"*'' con 2a(M"*'‘),
g con goda"* y g con g®«~*.
Sea 0: [-1/2,— »)---- »[-l/2,— >) una apllcaclôn de clase c"
tal que p[-l/2, l/3]={-l/2}, fi'lt)>0 si t>l/3 y g(f) = f si tal. Asl,
la apllcaclôn g:M”*'‘**----- )M" deflnlda por glx, t)=g(x,$(t))
verifies:
a)
t>) g ’(x^)n(R"x{t}) = g"'(z^)x{t} si t€[-l/2,1/3].
En consecuencla F~\ , , ... = f si t€[-l/2,l/3) y
g'g (x^)xlt} g
â(((g‘‘(Xjj),F^ )]) - [(g''(x^)x{0),
(g‘*(x^)x{0) c Int(M"*“*')).
Sea g *(x^)n(R"x[0,— >) ) c R“x[0,it) (para algùn M>0) y
sea F=F-||^ k*i. Conslderemos K=KO, 1/3), ( 1/4,— >)} recubrlmlento 
ablerto de (0,— ») y (o-^,partlcion de la unldad de clase C*
subordlnada a U. Suponemos IntCM"*'**^ ) c r"*'xR segiin la Incluslôn
usual de R"*' en R"*^ , y deflnlmos para cada tel la apllcaclôn de
clase c" c Int(M""*^) c r“**xR----- »r"**xR por
<p^{x,\,0) = (x, t<r^ (A)A+(l-t)A, tX). Se verlflcan:
1-. c Int(M"*“*‘)xR. En efecto:
i) SI (x ,A,0)6 y AelO.1/4],
f^(x,A,0) = (x, (l-t)A,A) € Int(M"*''*')xR ya que (l-t)Ae[0,1/4].
iJ) SI (x,A,0)e n“*’ y Ae[l/4,1/3] se tlene que 
p^j(x, A,0) = (x, t<r^ (A)A+(l-t )A, tA) e Int(M"*'‘*')xR dado que
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tcr^(X)X+(l-t)X e [0,1/3].
liJ) Si (x,X,Q)c y Xc [1/3,— »), se verifies que
f;(x,X.O) » (x.X. tX)€ Int(M"*“*‘)xF.
2-. es Inyectlva para todo te[0,1] y por tanto
homeonorfIsno sobre su Imagen. En efecto:
I) SI f=0. f^fx.X.O) » (x,X,0) que es claramente
Inyectlva.
II) SI t>0 fj(x,X,0) « pj(Xj,X^,0) si y solamente si
X^»X y x »^x.
3-. es Inmerslôn para cada t€(0,l]. En efecto:
pg claramente es una Inmerslôn y si t>0
^tlN^"\(R"x(l/4,— .)) y »tlN^ *'n(R"x[0,l/3)
Inmerslones.
En consecuencla tenemos una famllla ^Pt^te[0 1] <*e
Inmerslones dlfeomôrf leas de N**** en Int )xR y fg=Id.
Nos podemos llevar la referenda hasta y
asl obtener una referenda F^ . Como Pj(g"*(x^)x{t}) = g'*(x^)x{0} 
para todo tel, se tlene en particular que 
4>j(g**(x^)x{0 >) * g'*(x^)x{0} y ademâs
p^ (N*‘**)n(Int(M"*'‘**)x{t>) = (g‘‘(x^)x{0})x{t> si te [0,1/4).
Esto signifies que [(g"\xg)x<0},Fj^-i^^ )x{0}^^
Sea «•; I >I una apllcaclôn de clase c" tal que «"I jq
«■|j2 / 3 y «■'(t)>0 si te(l/3,2/3). Deflnlmos
p:N***xI--- klntCM"***** )xRxI y construlmos una referenda normal
(y, t) I--- »(f(y,f(t)),t)
 V i >  ;(n"*‘x I) tal que j - '
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*F, la referenda normal F^  antes obtenlda es predsamente 
C|^ (N*'**) y sabemos que ....,v^} esté constItulda por
vectores normales a p(N'‘*'xI) en y(g"^(x^)x<0}xl ) = g''(x^)x{0}xl.
por tanto si J:g**{x^)x{0}xl '---- »^ (N*‘*’xI) es la Incluslôn.
:g '(Zg)x{0}xIxR'' *J v(f(N'‘*’xI)) deflnlda por
( (x.O, t), (X^.....X^ )) - ( (x.O, t ), X^ v^ (x)-»* • • •♦X^ v^ ) nos Induce
g
un subfIbrado Im^fi^  de J v(p(N'‘**xI)). Sea
g
1) el subfIbrado normal (y complementarlo unldlmenslonal (y por
tanto trlvlallzable) de impj. en J i>(^p(n'‘*'x!)). Sea
g
(x^)x{0}xl >Tj una secclôn no nula, tal que
V (x.0,0) » e . Evldentemente v (x, 0,1) = ±e Este
n*i m*2 n*l
argumente nos permlte encontrar una apllcaclôn c"
5:g’*(x^)x{0>xl----- jGKR"*') de forma que
(x,0, t)i----- >Cj(x,0)
Cj(x,0) (v^(x,0),.....v^(x, 0), v^^j(x,0, t)) =
■ (w^Cx.O, t) v^^ ^(x,0, t )).
Es claro que 5 =cte. . y 5 ( v  ,v ,v ) * F  . En
0 Id 1 1  n n«l 1
consecuencla (g‘* (x^)x{0>xI,G), donde
C(x,0,t) a 5j(x,0)(Vj(x,0)......v^(x,0),e^^^), reallza una
homologia en Int(M"*'‘*')xl entre 8( [ (g”*(x^),F^)J ) y 




La condlclôn de que la apllcaclôn
sea Inyectlva, de la 
proposiciôn anterior, se cumple slempre en el caso k=0, ne2, 
conexa y compacta.
Demostraclôn
Por 0.1.6 c) se tlene la suceslôn exacte de cohomotopla
SI [fie ImJ*, existe 7:H"**----»S" tal que 7|g^*i*f. Asl, por
0.5.7 c) se tlene que d(f)-0 y por 0.5.7 d), [f 1=0. Asl, 
Kerô a ImJ* ao y ô es Inyectlva.m
El slgulente ejemplo, en el cual n a j a  k+2 * 1+2 prueba que 
si k>0, en general, la apllcaclôn
ô:irOM"*“*‘) no es Inyectlvo.
Ejemplo III.2.19
Sea a:R® >R la apllcaclôn c" deflnlda por
a(x,y,z,s, t) a (x*+y*+**+s*+t*+l/2)*-9/4(x*+y*+z*+s*). Se tlene 
que Da(x,y,z,s, t)aO si y solamente si x»y^z*s*t^O ô 
x*+y*+z*+s*a5/8 , tmO. Asl, M*a a"*((«— ,OJ) es una subvarledad 
cerrada de R* cuyo borde M* aJM* es «"*(0). Como M* estâ acotado, 
es una varledad compacta. Ademâs M* es conexa (M* es unlôn de 
esferas trldlmenslonales sltuadas en el hlperplano al varlar
en [-1/4,1/41 y todas ellas estân cortadas por la 
clrcunferencla de ecuaclôn x*0, yaO, zaO, (s-3/4 )*+t*ai/i6 ). La
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apllcaclôn f:5M®---- >S^  deflnlda por flx,y,z,s,t) ° s)
l(x,y,z,s)«
es de clase c" y admlte como extenslôn a la apllcaclôn
7(x,y,z,s,t) » (x.y.z.s) qyg @s de clase c". En consecuencla,
l(x,y,z,s)B
por la exactItud de la suceslôn de les grupos de cohomotopla 
------»n^ (M®)— ^— >n^ (M*)— -— >n*(M®,M*)----- »
se tlene que 8([f]) =0. Por otra parte [f]=0 Impllca que f«C^ y
por tanto Idg3«C^ (ya que Idg3*f«J, l:Sf-*M*
l(x,y,z,s) * (x.y,z,s,0)) lo cual es absurdo y por conslguiente S
no es Inyectlva. a
Con el fin de relaclonar el grado generallzado con el grado
clâslco de apllcaclones proplas f:M” >n", donde m" y n" son
variedades orlentadas de dlmenslôn n, sln borde y n" conexa, damos 
la slgulente definiciôn.
Definiciôn III.2.20
SI (M°,F)€S.Af. F. ^ (m") eau" posiblemente no vaclo). Se define
el Indice de y se denotarâ por Ind(M®,f), al numéro entero
Ind(M°,F) * E sigF(a), donde
aeM
f +1 si f(a) 
[ -1 si f(a)
es base positiva de
sigFlah _
i) es base negative de T m"




Si (M°, F) y (M^ .Fj) son elementos de S. N. R. (M") honôlogos
(por una homologia compacta) se tiene que Ind(M®,F) ■ Ind(M^,F^). 
En consecuencla se tlene una apllcaclôn bien deflnlda
i:F°(M",aM") »Z con J([(M°.F)1) « Ind(M®,F). Ademâs. I es
suprayectlva y es blyectlva si nfe2. (Ver [29] pag. 63).
En el caso en el que là dlmenslôn de ambas variedades
coïncida, la teorla del grado clâslco para apllcaclones proplas
f:M" *N° se define por D(f) « £ slgT g, donde g es una
(p) '
apllcaclôn de clase cf* propla, homôtopa a f por una homotopia 
propla y pe(v.r.)(g).
Proposiciôn III.2.22
SI f:M" »n“ es una apllcaclôn propla, se verlfica que
D(f) » J(d(f)). Ademâs, si N"»s“, se tlene que D(f) » I(II^ ([f])).
Demostraclôn
Sea g:M" >N“ una apllcaclôn C* propla, homôtopa a f por
una homotopia propla. Asl, D(f) ■ D(g) y d(f) « d(g). Para probar 
que D(g) “ i(d(g)) basta observar que si pc(v.r. )(g) y aeg"*(p).
sIgT^g»+l si y solamente si T^g:T^M" es un Isomorflsmo
conservando la orlentaclôn y esto es equivalents a declr que F^(a)
es base positiva de . En consecuencla
i(d(g)) « E , sigF la) « E , sigT g « D(g). 
atg'Up) * aeg’Up) *
La ultima observaciôn es consecuencla de la Proposiciôn 
III.2.7.S
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III. 3 CONDICIONES PARA QUE EL GRADO CENERALIZADO DE 
APLICACIONES ENTRE VARIEDADES SEA UN ELEMENTO DE n^ ^^ (S").
En el pârrafo anterior hemos deflnldo el grado generallzado
de una apllcaclôn continua-f : M""----- )M" como un elemento de
gran dlflcultad de esta teorla radlca en la
determlnaclôn de los conjuntos (grupos) y por tanto es
de gran Interés el estudlo de los casos en los que se puede
définir el grado generallzado como un elemento de Este
pârrafo se dedlca al estudlo de este problems.
Lena III.3.1
Sean neW y k€tA/(0>. Entonces:
a) La apllcaclôn ---->s”*\(q) Induce una apllcaclôn
blyectlva  >5 ^(S"*‘)*5'‘(S"*'') dada por
p ([(M*'.F)]) = ((f (M^ ),T#> (F))].
n*k n*k n*k
b) El dlfeomorf Ismo de clase c",  >B"*"'(0) deflnldo
por ^(x) » * . Induce una apllcaclôn blyectlva
/l+lx»^
ÿ * :5 ‘‘ (B"*‘‘ ( 0 ) )----»5'‘ (R"*'‘ ) (III. 1.12 a)) y una apllcaclôn
blyectlva ÿ': 5N b"*‘'(0) ) (III. 1.12 b)).
DesMstraciôn
a) El ûnlco problems es la suprayectlvldad de la cual
se obtlene del hecho de que todo elemento ((h'‘,F)1 e 
tlene un représentante (M'^.F') tal que q«M''‘.
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b) Consecuencla Inmedlata de III.1.13.a
Considérâmes ahora M" una varledad de clase c", T^ . compacta,
conexa, sln borde, orlentada de dlmenslôn n (nt2) y f:M" »S"
una apllcaclôn continua. Sabemos que existe g:M“ »s“ apllcaclôn
homôtopa a f de clase C** tal que pcCv.r.)(g). Segùn lo establecldo 
en la secclôn 0.5, se define
D(f) * D(g) * E sJgJ(p'*®g»i)r'*)(0^ (a^ )), donde (a^..... a^>-g"*(p)
y c^"(U son cartas, de la orlentaclôn de m", con a e^U^
para todo le{l r>. Al ser dimg”*(p)«0, podemos encontrar una
Isotopia de clase c" /I:M“x I jM“ tal que N^=Id y
AfjKbj b })»{a^ a } slendo <b^ b } un conjunto de
puntos contenldo en U, domlnlo de una carta flja c=(U,f,R") (vease
[17], pag. 180). SI deflnlmos M^ 'xl---- »S“, obtenemos una
homotopia entre g y g«JÎ =b. Se tlene que h’*(p)»ff~*(g'*(p)).1
.... ,a ))={b^ b_)cU y es claro que
D(f) » D(g) = D(h) = E xlgJ(pj|^®b»^"*)(^(b^)) (p«(v. r. )(b)). Para
cada b^€*”*(p), T^h:T^M" >T^ s" es un Isomorflsmo y
slgJ(pjj*»h«<A’*){(^ (bj))»l si y solamente si F^(b^) es base positiva 
de m" (observemos que en este caso el espaclo normal a
(b^ b ) en b^  es M" para cada 1«(1.... ,r>. Hemos visto
pues, que D(h) » £ slgf^(b^) » i(n^([f])), donde
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f +1 si F A b )  
I -1 si F^(b^)
.(  ) es base positiva de T. m" 
sigF^(b^)»^ i Ademâs,
es base negativa de m"
D(h) caracteriza la clase de homotopia de h (0.5.7). Esto nos
permlte définir un Isomorflsmo |^”*:5°(m")----- >g°(R") îî— >3°(S")
por J^t"‘(({a^ a },F] ) = p^ ( [ (^((a^ a }),TpF)]) donde
T#F(*(a^)) = 0 (F(a^)) y [({a^.....a }.F)1 es un représentante
del elemento de 3**(m") con {a^ a } contenldo en el domlnlo U
de yr.
Segûn lo vlsto anterlormente, 0 hace conmutatlvo el dlagrama
donde d([a]) * D(a). Por tanto, podriamos entender el grado de f,
D(f), como DCf) * ((n°)’^ y»*"^n°)([fDenses") â z.
Incluso en el caso de tener f:H" »n" apllcaclôn continua,
donde n" es otra varledad orlentadà, conexa, de dlmenslôn n,
compacta, sln borde; d(f) = d(h), donde h:M" >n" es una
apllcaclôn c" homôtopa a f con re(v. r. )(h). La conmutatlvldad del
dlagrama anterior y la Prop. III.2.2 permlte Interpreter
D(f) « D(h) como (n®)'‘«yr*’*(((h'‘(r),F^)l )€n^(S").
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Continuando con estas Ideas podemos conslderar la slgulente 
generalIzaclôn:
Sea keNu{0> y n#(. Sean una varledad de clase c " ,.
compacta, orlentada, conexa con o sln borde y c » ( U , u n a  
carta de la orlentaclôn de m"*'* de manera que 
 »OcInt(M"*'‘). Como ) (ver
III.3.1), se puede définir /:3''(s“)---- >3“(M“*'‘, aM"*“) por
^^ *(((m '‘,F)1) » ((0(M^),Tÿ(f))l, entendlendo por
T^ ; i>(m'‘)---- »v(yr(M'‘)) la apllcaclôn Induclda por
Tyr; (0 ) sobre los espaclos normales a M*
(x,v) I------ »(y(x),T^y(y))
y yrlM*'). T0:i>(m '‘)---------w(y(M") ) Es claro que T# es
(X, [vl), »(y(x), (T^y(v)I)
y-lsomorfIsmo.
y esti bien deflnlda. En efecto: supongamos que (m'‘,F) y
(M'’',F') son homôlogas y que G) reallza la homologia entre
ellas. Por tanto, M*‘**cB"*‘(0)x I, M’‘**n(B"*^(0)x(t>) » M^x(t) si
t€(0,l/3) y M^**n(B"*‘(0)x(t>) - M'^xd) si te(2/3,lj y
l^M *^‘n(B"*‘‘(0)x{0))“  ^ y l^M‘ *‘n(B"*‘‘(0 )x{l})*^ '‘
Conslderemos yxld: b"*'‘(0)x I-----»Int(n"*'‘)xI y Tÿxïd el
Isomorflsmo entre v(M*‘**) y i>((ytxId)(M'‘*')) deflnldo de la mlsma 
manera que Tÿ. Tomamos ((yxId)(M*‘*^),T^cîd(G)), evldentemente este 
par reallza una homologia entre (yr(M’‘),î#(F)) y (y(M'*),Tÿ(f ))
dado que tfxld » Tÿ en if y M *.
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Por otra parte, como y transforma la unlôn dlsjunta de 
variedades en unlôn dlsjunta de variedades, se tlene que 0 * es un 
homomorfIsmo si naJc+2 .
A contlnuaclôn, vamos a establecer una proposiciôn que nos 
serà de gran utllldad mas adelante.
Lena III.3.2 (117), pag. 185)
Conslderemos como antes. Sean 0',0:1"*'‘(O)---- 04"**
taies que 0'(§"**(0))cInt(M"**) y 0(B"*‘'(O) )cInt(M"*“). SI 0' y 0 
son dlfeomorfIsmos sobre su Imagen, conservando la orlentaclôn, se
verlfica que existe una Isotopia 8 :M“**xI---- 04"** tal que N^=Id y
l^ j*0'»0'*, donde U=0(b"**(O) ).
Proposiciôn III.3.3
Si c=(U, 0~*,r"**) y c'»(U',0'"^ ,r"**) son dos cartas de la
orlentaclôn de m"** con 0:B"**(O) >UcInt(M"**) y
0':B"**(O)----»U'cInt(M"**), se tlene que 0=0' .
Denostraciôn
Conslderemos M"**xl 04"** como en el Lema III. 3.2 y sea
a: I »I una apllcaclôn de clase c" con a| 1/3 )**^ ’ “ 1(2/3 1)“^
y a'(t)>0 si ted/3,2/3). Deflnlmos 5:M"**x I---- 04"**xl por
ÂfCx, t) = (B(x,a(t)), t). Se tlene que H es un dlfeomorf Ismo de 
clase C*. SI l (M*,F) ]€5*(s"**), 5(0(M*)xI) es una subvarledad
compacta de m"**x I, contenlda en Int(H"**)xI, tal que 
5(0(M*)xI)n(Int(M"**)x{t>) » 0(M*)x{t> si t€(0,l/3) y
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îf(0(M*)xI)n(Int(M"**)x{t>) -0'(M*)x{t> si («(2/3,11. Es claro que 
Tÿ(f) es una referenda normal para 0(M*]xI, por tanto si
TÂf:w(0(M*)xI) »v(Âr(0(lf Ixlll es el isomorflsmo deflnldo por
Tff(x, (vl) ■ (tf (x). (T^ tf(v) J ), TH(T0(F)) nos da una referenda para
Âf(0(M*)xI). El par (N(0(M*}xI),TÂ((T0(F)) reallza una homologia 
entre (0(M*),îÿ(F)) y (#'(M*),T0'(F)) (ya que
T0 ' ■ T(0 '»0 ”^ )) concluyéndose que 0*"0 '*.m
Nuestro prôxlmo objetivo es el estudlo de las propiedades de 
0*. Estudlamos en qué condlclones es un epimorfismo, monomorfismo 
etc.. En esta direcciôn establecemos la slgulente proposidôn.
Proposidôn III.3.4 ([17], pag. 183)
Sean M"** en las condlclones anterlores, con m"** Jc-conexa, 
nmk+2 y 3M"**«0 , y M* y subvarledades compactas dlfeomorfas de 
M"**, de dlmenslôn Je. Entonces, existe una Isotopia
tf:M****xI 0i"** con Jf^ =Id y f(^ (M||)=M*. (No es necesarla la
compaddad de M"**).
Proposiciôn III.3.5
Sea m"** como antes con ntJc+2 y SI m"** es Jc-conexa,
se verlfica que 0 * es un epimorfismo.
Demostraclôn
Sea ({M*,F)]€3*(m"**) y f:H"**----»s" una apllcaclôn de clase
C* con p«(v.r. )(f) y lf((fl) ■ ((M*,F)1. Ck>mo ntJc+2, M* se puede
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sumerglr en U, donde U es el domlnlo de una carta c=(U,0*',r"***)
de la orientaciôn de m"**' y ---- >OcInt(M"*'‘). Sea la
laagen de dicha Innerslôn. En vlrtud del Lena III.3.4. existe una
isotopla If: M"*\l verificando ff^ =Id y (mJ[)=m'‘. La
aplicacidn f-ff: M""xl »s" nos da una homotopia entre f y
f . y per tanto
t(M*'.F)i » nj[(ifn - ]) * i(r‘^(p).F^,)i.
Como f' se tiene que
0  ( 1 (0 ’^(M^),T0  ))]) » KM^.F)] y per lo tanto 0 es un
epimorfismo.■
Consecuencias III.3.6
a) Grado generallzado para aplicaciones continuas
 >m", donde y m" son variedades orlentadas,
compactas, conexas, sin borde, de dlaenslones n*l y n 
respectIvamente, con r»3 y simplemente conexa (es declr,
1-conexa).
Si es una variedad en las condiciones anteriores se
tiene que IT^ (m"**)=0 y por tanto (m"**;Z)*0 .
Per el teorema de coeficientes universales se tiene una 
sucesiôn exacta
0 (M"*\z)eZg Z^) » T o r Z ) . Z )^ K)
por tanto, como H^(m"*^ ;Z) es libre Tor Z), Z^ )=0. Asi,
(M"**; Z^)=0. Como consecuencia del Teorema de Dualidad de
Poincaré Z^)*H^(M"*';Z^)*0. Ahora enunciamos el siguiente
teorema.
146
Teoreaa ([33]. pag. 461))
Existe una aplicacién 4: [X;S"]---- ^(X;Z^). siendo X un
CW-complejo de dimensidn menor o igual que n>l, que verlfica que 
para cada ueH”(X;Z^ ). 4**(u) tiene el mismo nùaero de
elementos que H"'*(X;Z^)/Sq*{p,{H"‘*(X;Z))) (p:Z »Z^  es el
epimorfismo canônico).
Asl pues, en el caso de la variedad if**.
*■‘(0) ■ ♦■*(H"(lf**;Z)) - y *”*(0) tiene el mismo
nùmero de elementos que
H"**(lf**;Z^)/Sq*(»i,(lf *(M“**;Z))) »  Z^/Sq*(»i,(lf * (M“**; 2) ) ).
Por tanto, (m"**;S") ■ Siendo Z si y 0 si
I 0
m"*‘-P*(C).
En virtud de la Prop. III. 3.5 tenemos un epimorf ismo
0’:3*(S"**)---->5*(m“**). Ahora, 5*(S"**) es isomorfo a
n"(s"**) « n^^(s") * Zg Por tanto, 0* es un isomorflsmo si 
3*(M"**)#0 ( lo cual es equivalents a que n"(M****)eO).
Supongamos primero que m"*S“. SI if(lf**)"0, toda aplicaciôn
continua  »S” es homôtopa a una constante, por tanto el
ûnico grado posible es el constante de valor 0 para toda
f:M"**---- >s" aplicaciôn continua. Por tanto supongamos que




(s")=n"(s"*')— ÎU3 * (s"*‘ ) >s^  (m"*' )«— — ).
SI  >s" es una aplicaciôn continua se puede
interpreter el grado de f, d(f), como
((n*) *00 »n*) ( [f ] )€ll^ ^^ (s"). Evidentemente d(f) carateriza la 
clase de homotopia de f.
Si m" es una variedad en las condiciones anteriores y
f : M"** jM" es una aplicaciôn continua, la sucesiôn de
isomorfismos anteriores, nos permite interpreter el grado de f,
d(/),e3*(M"**) (III.2.5), como ( (n*)'‘.0')(dCf ))en^ ^^ (S"). Asl,
si se toma ^  aplicaciôn de clase C*, seM" un valor
regular de g, g homôtopa a f, se tiene que 
d(f) = d(g) = ((n*)'*.0 ')([(g"*(s),Fg)l).
Ahora solo podemos asegurar que d(f) es un invariante de la 
clase de homotopia de f, aunque en general no la caraterize. 
Ocurre lo mismo que en el grado para aplicaciones continuas entre 
variedades de la misma dimensiôn.
Segûn estos argumentes, es interesante tener condiciones que 
nos aseguren cuando lf(M"**)#0. Como veremos posteriormente (vease 
III.3.8 ) si m"** se puede sumergir en r"**', para algûn keN, con 
fibrado normal trivial izable, se ver if ica que IT"(m"**)^ 0, en 
particular esto ocurre si m"** se puede sumergir en r"*^ . ■
b) Si es k-conexa, if (M"*")#0 y n^^^(S")=Zg nak+2,
también 0  es un isomorfismo y todo lo establecido en a) se puede 
transladar a esta situaciôn.
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Ahora vamos a Introducir el concepto de w-varledad, con el 
fin de estudlar con mayor profundidad las propledades de 0 *.
Oefiniciôn III.3.7 ((21])
Sea M una variedad diferenciable de clase C~. Oirenos que H
es una a-variedad si existen meW y f:M ïR" inmersiôn
difeomôrfica c" de manera que u(f(M)) es triviallzable.
Vamos a ver que el grado de variedades introducido en 0. S y 
en III. 2 puede ser interpretado como un elemento de II^^(S^") 
para algûn scM, en el caso de las x-variedades.
Supongamos que m” es una a-variedad compacta con dimM"-n y
3m"*0 . Sea f:H“ una inmersidn difeomôrfica c" tal que
v(f(H")) es triviallzable. Podemos tomar (/«{u^ ..... u^> familia de
secciones de clase C*. linesImente independientes. de v(f()f)). 
Mediante f y U podemos orienter a h" de manera estindar (como
consecuencia toda a-variedad es orientable). Sea h;M" >s" una
aplicaciôn continua y g:M" >S“ una aplicaciôn c" homôtopa a h
con pc(v.r.)Cg). Se tiene que lf((hj) -ifcig]) ■ I(g’*(p),F^)J. 
Es claro que g~*(p) es un conjunto finite de puntos (a a )
de M" y D(h) - D(g) - 2: slgF^Ca^) • I(lf((hJ) (III.2.21) donde
sisF U  ) = ]
^ I -1 si F J a )
+1 si F^(a, ) es base positiva 
es base negative
8 >
Pero segûn la orientaciôn construida en if. f^(a^) es base 
positiva de if si y solamente si
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f(F^(a^)),u^(f(a^)) u^(f(a^))} es base positiva de
jR"**. Como consecuencia, se tiene que
D(h) = Dig) « £ slg(T^ flF^la^)),u^lfla^)).....
Asi pues, se ootiene un homomorf ismo
1/^:5®(m")------>3°(F"**)---definido por
t/*((((aj a },F)]) - p^^^([({f(aj f(a )}. (Tf(F),U))])
que hace conmutativo el diagrams
n" (/. n“
n X . n
de donde se deduce que es un isomorfismo. Por tanto,
podriamos interpreter D(h) = D(g) como
n‘ * (i/*(n® ((h]))) € n (s"*').
n+m I It n*u
Utilizando estas ideas podemos construir homomorfismos 
anàlogos a en otros casos.
Sea m"**' una a-variedad compacta, n&k+2, con 3m"*''=0 6
-)R una inmersidn difeomôrfica de
clase c" tal que sea triviallzable, y l/={u^.....,u^}
familia de secciones c", linealmente Independientes de u(/(m“*’')). 
Orientâmes m"**‘ mediante f y U. Se puede définir un homomorf ismo
ISO
u’ctcif.f)]) - ((f(M"),(T7(F).(/))I donde T7:v (m“)---- w(f(M“)) es
la aplicaciôn obtenida pasando al cociente Tf, es decir, 
t7(x, (v)) ” (/(x). iT^f(v)]) ( v(f(if)) dénota el fibrado normal de 
f(if ) en /(m"*'‘) ). Evidentemente, U* es una aplicaciôn que esté 
bien definida, que ademôs es un homomorf Ismo.
Si g:lf*^ »m" es una aplicaciôn continua y
podemos interpreter el grado de g, d(g)«3^(lf**') (III. 2. S) como 
((n  ^ )■*•(/*)(d(g)) « n  ^ (S°*"). Asl. si se toma 
h:lf*'‘ »lf homôtopa a g con h de clase c" y r«(v. r. )(h). se
tiene que d(g) se puede interpreter como
(Clf^ )"*»l/*)(((h’*(r),f. )J) € n  ^ (S“**). Esta interpretaciôn n*k*m f n
del grado de g como un elemento de présenta el
inconveniente de depender de f y de (/. Vamos a estudiar las 
condiciones que ha de verificar if*** para que l/^  no depends ni de 
U ni de f, asi como la relaciôn existante entre 0 y (/*. A 
continuaciôn establecemos una proposiciôn que mas tarde seri 
mejorada. Como consecuencia de ella se obtiene que si if * es una 
x-variedad, ïf (lf**,aif**)#0. como ya hablamos anunciado en 
III.3.6.
Proposiciôn III.3.8
inmersiôn difeomôrfica y U*{u^, u ) familia de secciones de
clase c", linealmente independientes. de vCfCif**)). En estas
condiciones, (/^ : 3 *(lf* * .a if** )---- >5*(lf*’ **)*3*(S"*’ **) es un
epimorf ismo y por tanto ifClf**. 8M"**)eO.
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Demostraclôn
Sea c»(V, p, r"**** ) una carta adaptable a Int (f (m"** ) ), 
p(VnInt(/(m"*'))) = v(V)n(R"*'x{0>). Podemos suponer que y(V) es 
una bola centrada en 0. Consideremos S*cp(V)n(R"**x{0) ) = 
y ...., referenda normal de y * (S*) de manera que
( (p**(S*), Como p *(S*) tiene fibrado normal
triviallzable en f(M"**) podemos tomar  w >^ referenda
normal para p"*(S*) en f(n"**). Identificaremos con (TJ»Tf)(w^)
donde es la inclusiôn. Es claro que cada
se puede escribir como combinadôn lineal de elementos de V y t/.
por tanto, v^(x) ■ £ a^^Cxlw^tx) + £ Bjj(x)u^(x). Podemos
construir una aplicaciôn de clase c" C:p’*(S*)---- >GL^ (R"**)





t (x) p (x)
n*m n n*« 1
6, ,1.1
»... .<«>
(si C(p”*(S*))cCl. (r"**) basta con cambiar de signo y escribir 
los v^  en fundôn de <-w^.... w^,u^,.....u^ >). Segûn [29) (pag.






, por tanto si
  dénota la familia de secciones C del
fibrado normal de p~*(S*)xI





(f"*(S*)xI.g(w^......*'n’“t......u,)) realize una homologla entre
( p ' * ( S * ) , { v  V }) y (p“*(S*),{z z , u  u >) donde
1 I n 1 #
{z^......z^> son combinée iones lineales de los elementos de
 ,w }. Por tanto
[(/■*(0‘‘(S*)),Tr*({z^ z^}))J € 5*(m"**) y
ü*([(/’‘(|>‘*(S*)).Tr*({Zj..... z^}))]) -
» ((p’*(S*), {z,..... z , u ..... u }) ■ [(r '*(S*),{v >)]
A continuaciôn vamos a demostrar algunas proposiciones que





Sean m"**' una w-variedad Jc-conexa, nak+2, f: M""----
una inmersiôn difeomôrfica de clase c" tal que i»(f(M"*'‘)) sea
triviallzable y...... ..... u^ >, V={v^,.. .., v^ > dos familias de
secciones de clase c", linealmente independientes, de
que den la misma orientaciôn en m"***. Se verlfica que los
homomorf ismos I/* , P*:
son idénticos.
DeBMstraciôn
Sea [ (if, F)] eg" (M"*", an"**') con lfcInt(M"*“). Memos de
demostrar que [ (/(if ), (T?(F). Ü) ) ] - I (/(if ), (Tf (F),P) ) 1. Si 
escribimos u^  en f une iôn de (v^.....v }^ para cada Je{l s},
obtenemos u (^x) = £ a^^lx)v^(x) para cada xe/df***). Se puede
définir C:/(M"*'‘) *GI. (R*) de clase c" por C(x)=G^, donde es
el automorfismo de R* de matriz (a^ ^(x) ) Es claro que
G(y^ ,v^ ) * (Uj u^ }. Ahora consideremos la siguiente
composiciôn de aplicaciones /(if ) —^ >/(m"*'‘)— Xll (R*).
Como i es homôtopa a una constante, también lo es y por
tanto existe una aplicaciôn de clase C* M:/(lf)xI (R*) tal
que ^0*^1/(m'‘) y A^=cte^j. Evidentemente,
(/(if )xl, (T/(F),M(Vj..... v^)) realize una homologia entre




Sean m"*^  una x-varledad compacta, dos
inmersiones difeomôrfleas tales que u(f(lf*'‘)) y uCgtM"***)) son 
trivlalizables, U y U' dos families de secciones de clase c”, 
linealmente independientes, de u(f(M“*'‘)) y w(g(M"*'‘)) 
respectivamente y c«(W, 0”*, una carta de m"**' donde
0:B"*'‘(O) Âîclntdf**'). Si r»k*2 y s*n*k*2 se verifies que los
homomorf ismos f/g" | ’^ f I Xm0 ** son idénticos
(se supone quo U, f y W  ,g dan la misma orientaciôn sobre if**, en 
caso contrario serlan idénticos salvo el signo).
Demostraclôn
Sean [(lf,F)]€5*(lf**,aif**), T7:v(M*) >v(f(M*)) y
Tg:v(M)! w(g(M*)). ü*(((lf,F))) - [(f(M*), (T?(F),(/))J y
lf^’ ( l ( l f ,F )J )  -  { (g (M *).(T g (F ),(/'))].
Por el Lema III. 3.4, al ser sen*k*2 y 3R“***"*0 , existe una
isotopla de clase C* If: r‘'***“x I---»R"****, que podemos suponer
verifies tfj*Id para cada fe[0,1/3) y si 16(2/3,1], tal que
^Ifdf**)"^'^"
Definamos S:R"***"xI----»r"***"xI por H l x . t )  ■ (#(*,(),().
Como U se puede considerar también como una referenda para
f(M"**)xI, se tiene que 1/**tS(1/) es una referenda para
5(f(lf**)xl). Por tanto, (Âf(f(lf )xl), (tS(T7(F)),(/*)) realiza una 
homologia entre (f(M*), (TfCf),(/)) y (gOf ), (Tg(F),(/"|^^^*k^)) por
lo cual obtenemmos que I/’(I (if, F) 1) - )*( I (M*. F)1 ).
Si Klf,F)j6lm0*. existe ((lf,G)]63*(S^*) tal que
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0 {((N*,C)1) « [(M*,F)]. Bastarà con ver que
(l/'*»0*)(l(lf.C)l) - ((t/*|g(^*kj)*.0*)([(N''.G))). Pero se tiene
que ( Ü ' )-{/'*(( (0(N*).T0(G))) y
((U'|^j^»kj)*.0*)(I(N*.G)J) - (ü-|^jj^»kj)*(((0(lf).T0(G)))).
Como 0(N*)cW y W es contractible, se tiene que 0(N*) se puede 
contraer a un punto en m"**, y basta aplicar ahora las técnicas 
usadas en la Prop. III.3.9 para concluir la demostraclôn.a
Lena III.3.11
Sean m” una variedad c", compacta, de dimensiôn n y
f:M" una inmersiôn difeomôrfica de clase c", aeIntCM")
tal que f(a)=0. Entonces, existen g: M" >r"** inmersiôn
difeomôrfica c", U subconjunto abierto de m", contenido en 
Intdf), con aeU, y 3>0 taies que gla)*0 y g{0)»B^(O)x{O}.
Demostraclôn
Como localmente toda subvariedad sin borde de R"** es la 
grâfica de una aplicaciôn de clase c", podemos suponer, sin 
pérdida de genera lidad, que M'"*f (m")cF"*"««"xR*, OeInt(M'") y 
existen c>0 y h:B^(0) WR* aplicaciôn de clase c" tal que h(0)=0
y = M'"r»p”*(B^(0) ) = {(x,h(x)) : xeB^(O)}. Consideremos
0<S<e/2, Ug = M'"np**(Bj(0)), = M'"np'*(Bg^^(0)) y
A:M'“----»(0, Il aplicaciôn C* tal que =1 Y ^|y =0-
Deflnimos g:M'"----)R"xF", aplicaciôn de clase c", por
g(x)»(*,X(x)y), donde x«(x,y)€R"xR*. Se verifies:
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1-. g es Inyectlva. En efecto: existen las sigulentes
posibilidades:
a) g(Xg)*g(x^) con x^ , x ^ « M ' E n  este caso como 
i(x^)«x^ y g(x^ )-x^, se concluye que x^ "X^ .
b) g(Fg)-g(x ) con y *i^c/2'
se tiene que p^(glx^))eB^^(0) y / H«g “ 0 8 a una
contradicciôn.
c) g(x^)"g(x^) y *o‘*i*’^ c/2’ Entonces, 
g(x^)“(x^,X(x^)h(x^)) y g(x^)»(x^,X(x^)h(x^)) permite deducir que 
Xg-x^ y por tanto h(x^)»h(x^), es decir, x^ -x^ .
En consecuencia g es un homeomorfismo sobre su imagen.
2-. g es una inmersiôn. Basta ver que para cada xeM'", g es 
inmersiôn en x.
Si x€M'“\Ü^ 2  “  deduce que g es
c/2 c/2
inmersiôn en x. Por tanto es suficiente tomar xcU^^2 - Se tiene que
c*(U^,4,r ") donde ♦:U^---- )R"** es definida por $(x)=*(x,y)=x es
una carta de M'“. Entonces, la aplicaciôn g»*"*;B^(0)---- »r"** es
(g»4"*)(x)«g(x,h(x))»(x,A{x,h(x))h(x)) y como consecuencia 
D(g«4“*)(x) es inyectiva. Como g es una inmersiôn en x.
Finalmente definimos g:H" >R"*" por g(x)«(g«f ) (x). Se
verifies que g es una inmersiôn difeomôrfica de clase c", 
g(a)«g(0)«0 y g(/'*(U^)) = g(Ug) ■ B^(0)x{0>.s
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Corolarlo III.3.12
Sean M"** una a-varledad compacta, naJc+2,  jR"****
una Inmersiôn difeomôrfica tal que i»(f(M"**)) es triviallzable y
U*{u^.....u^ } una familia de secciones de clase c", linealmente
independientes, de v(f (if**) ). Sea c=(U,0~*,r"**) una carta de la
orientaciôn de if** de manera que 0:S"**(O)---- »0clnt(lf**).
Entonces, la siguiente conposiciôn de homomorfismos
n ,.(s")---------— »5*(s"**)------ -— > 5 *(if** ,a if**)------ -— »
u' (II* )■*
_ f  _ (S"*') es E".
Demostraclôn
Sea r>s tal que ran+k+2 y
E'-':5*(S"***')ag*(R"***')------ *^(5"***'') . 3*(R"***') el
homomorfismo suspensiôn definido en 0.6.11. Es claro que 
» (/',, donde U'^W.e , e } (se identifies ff f n * k * « * l  n * k * r
con l»f donde l:R"***“t---- tR"***"^  es la inclusiôn canônica).
I Im0* depende ni de U' ni de f. Podemos suponer por 
tanto que f es una inmersiôn como en el Lema III.3.11. Asl, existe 
Ucintdf**) tal que f(U)=B"**(0)x{0). Por otro lado 0 no depende 
de la carta que se tome, por lo que podemos suponer que
0:8"**(0) »UcInt(lf**) es Si ( (M*, F) l€g*(s"**),
((/'‘•0*)(I(M*,F)]) = ü'*(I(0(M*),T0(F)})) =
“ (^1^ , (F,®„*k*«*i...
Como M*cB"**(0) y (/' està definido en todos los puntos de
B"**(0), lo mismo que le  ^  ,e } se tiene, razonando
n*k*i n*k*r
como en III.3.10, que
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 ...
“ £^(((M*,F)]). Memos demostrado pues, que ■ £** y como
t/'* ■ se deduce que “ £* (observemos que al ser
nak*2, £ es un isomorf ismo). a
Corolarlo III.3.13
Sea if** en la condiciones del Corolarlo III.3.12. Se tiene:
a) (/* es un epimorf ismo y 0* es un monomorflsmo.
b) Si m"** es k-conexa y af**"0, de a) y III. 3.5 obtenemos 
que 0 es un isomorfismo y ~ £*»0 *, de donde se deduce que
es un isomorfismo que no depende ni de U ni de f. a
Los resultados anteriores permiten establecer el siguiente 
teorema.
Teorema III.3.14
Sean if** una x-varledad compacta, orlentada, nak+2,
k-conexa, sin borde y M“ una variedad, orientada, sin borde,
conexa. Sea g:lf** >m" una aplicaciôn continua. El grado
generallzado de g. d(g)c3*(lf**) definido en III.2.5 se puede
interpreter como un elemento de (ver secciôn II. 1) de la
siguiente forma:
Sean f:M"**---->r"**** una inmersiôn difeomôrfica C* tal que
v(f(if**)) sea triviallzable y U*iu^ u^> familia de secciones
de clase c", linealmente independientes de v(/(m"**)), de forma
que f y U induzcan la orientaciôn de )f**. Identificamos d(g) con
la .(n* )'*.(/*)(d(g)), donde a :H  ^ (S"**) »n es el
n*# f »»• k
isomorfismo definido en la secciôn II. 1. El isomorfismo
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*n»«* depende ni de s, ni de f, ni de U. En el caso
particular en el que m"«S", d(g) caracteriza la clase de homotopia 
de g puesto que a , II* y (/* son isomorfismos y d(g) * n *{[g l)
n*# n*# X n
{III.2.6).B
Proposiciôn III.3.15
Sean m"** y M'“** dos variedades compactas, k-conexas, sin 
borde, orientadas en nak+2, F y F' referencias normales
para m"** y M'"** respectivamente. Si {m"**,F) y (M'"**,f') son
homôlogas mediante (M"****,G) y  rff es una aplicaciôn
continua, se tiene que d(g|^k) » d(g||^ ,n«k).
Demostraclôn
Basta demostrar lo para el caso en que ---- »m" es de
clase c" y reM" es valor regular de g. g|^*k y g| ,^n*k. Se
verlfica que
Como (g’*(r), (F^,G)) realiza una homologia entre 
((g|^*kr*(r),(f^,^^^,F)) y ((g|^,..k)-*(r),(F^,^^^^,F')) se 
tiene que
y por lo tanto d(g|^*k) = d(g|^,n$k). m
n*k)])
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III.4 INVARIANTE DE HOPE CE3ŒRALIZAD0
En la secciôn 0.6 se establecieron la definiciôn y 
propledades mas importantes del homomorf ismo de Hopf.
 »Z, y se observaba que para cada aplicaciôn de
clase c" ---- kS***, y(f) dépendis ûnicamente de la posiciôn
f»*'
f.
invariante han sido definidas, en particular las debidas a George 
W. Whitehead [35] y a Michel A. Kervaire [21]. La segunda se puede 
considerar como una extensiôn. a su vez. de la de Whitehead, por 
lo que cuando nos refiramos al invariante de Hopf generallzado lo 
haremos al definido por Kervaire, que se establece como sigue:
Sean f:S"*^ **---- »s“** una aplicaciôn de clase C*, donde dan,
y dos valores regulares de f, y H'‘‘»f"*(a^) de
manera que M^ vM'**cS"*^ **\{q). Sean y F^  las referencias
normales asociadas a M** y M'** mediante f. Podemos suponer que M** y 
M'** estàn contenidas en (III.3.1) y por tanto la aplicaciôn
prM^xH'^ >S^ definida por p(z,y) ■ — —  està bien definida
ly-xl
y es de clase C*. {F^x{0},{0}xF^} se puede considerar como una
referenda normal para H^ xH'**, como subvariedad de r'**^ **xR"*^ **. 
En estas condiciones, se define
■ ' "CL,' "' "««k
 »R^** es la inclusiôn, y por tanto
h(f) « demuestra que h es un homomorf ismo
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bien definido entre n (s"*‘ ) y n (S^
d*n*l 2d*2n*2
Consideremos [fjen (S" ‘) y n“ (Ifl) » Kn“.F)]
d*n*l
[(N^,F)l € g‘*(s"*****) ■ g^ CR"*"***). En virtud de lo establecido
por Pontryagin en (29] (pags. 56 y 77) podemos suponer que N** es 
conexa y F es un sistema ortonormal.
Vamos a centrarnos en el caso en que N** sea (d-n)-conexa y 
2n-2adanal. En estas condiciones, h(f) se puede interpreter como
el grado de y, d(f>). Supongamos que F-{v^.....) y para
c*(Cj c ^^ )^€R"**, con *c# suf icientemente pequefto definimos
C:N   )R "*'*** aplicaciôn C " por
C(x) « x+c^Vj(x) +-----+c^^v^^(x) (ver 0.6.20). Se deduce de [29]
(pag. 69) y de la Proposiciôn III. 3.15, que h(f)=d(L), donde
L: N^xN^ »S"*^  es la aplicaciôn c" definida por
L(y.x) = z-C(y) cualquier ccR"**, con Del suf icientemente
Mx-C(y)ll
pequefio.
A continuaciôn vamos a establecer una proposiciôn de la que
como corolarlo inmediato se obtiene el Lema 6.1 de [21] (pag.
358). Antes necesitamos algunos resultados previos.
Lema III.4.1
Sean [ (M*, F) ]eg*(S"**) donde F={v^,.... v^ } y sea <r una
permutaciôn cualquiera del conjunto <1 ,n>. Para cada
i€(l, n> sea c^ef-l.l). Considérâmes
F'»{c V  e V ). Se verifies que [ (M*,F)] = ±[(M*,F')].
1 <T(i) n <r(n)
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Demostraclôn
Sea C€GL(r") tal que C(F)«F'.
a) SI |C|>0, existe p: I »GL(R"), caaino de clase c", tal
que plO)*C y p(l)*Id. Definimos una referencia normal para M*xl.
p(f), por plF)lx,t) ■ plt)lF(x)). Es claro que (M*xl,p(f)) realiza 
una homologia entre (M*,F) y (M*,F'). Por tanto, en este caso
((M*,F)1 - {(H*,F')1.
b) SI |C|<0, existe p: I — >CL (R") camino de clase c", con
■ -1 : 0
p(0)*G y p(D»
o : Idp«-1
. Entonces, (M*xl,p(F)) realiza una
homologia entre (M*,F') y (M*,p(l)F). Como
p(l)(F) * {-y^, solo resta ver que
l(M*,{-v^,y^..... v^})] « -[(M*,F)1. Sea f : S"**----»S" aplicaciôn
de clase c" con pe(v. r. )(/) y tal que lf((Fl) » KM*,F)], y sea 
a: s" >S" definida por a(x , *  x ) * (-x , x  x ),
1 2 n*l 1 2 m*l
se tiene que (((a«f)"*(p),F^^^)l = t(M*,  v})l. Como
If) * -Ia®f] concluimos que
KM*,  »Tf(Ia»f)) « -lf(tfl) » -KM*,F)l.m
Definiciôn III.4.2 ([33], pag. 404)
Sean X, Y espacios topolôgicos y f:X >Y una aplicaciôn
continua. Se dice que f es una n-equivalencia, si induce una 
aplicaciôn biyectiva entre las componentes conexas de X y de Y y 
para cada xeX, f.:II (X,x) »n (Y,f(x)) es un isomorfismo para
• q  q
0<q<n y epimorf ismo para q«n.
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Lena III.4.3 (1331, pag. 405)
Sea f:X >Y una n-equivalencia. Si P es un CW-compleJo de
dimensiôn menor o igual que n, se verifies que la aplicaciôn 
f,: [P, X] »IP,Y] es sobreyectiva y si dimPsn-1, es inyectiva.
Lema III.4.4 ((13). pag. 438-439) 
Sea i:SO(n+d)---- >SO(n+d+l) definida por
IIA) Se verifies que 1 es una
(n+d-1)-equivalencia.
Proposiciôn III.4.5
Sea Iflell , con 2n-2adanai, y if ( tf ] ) = [ (m“.F) ]
n*d+l n*l
donde H** es conexa y F es una familia ortonormal de secciones de
y(lf), F*{v^ ^"P°"g8mos que està contenida en r"***
(qeM**, R"*'*cR"*'***) y que es (d-n)-conexa. Consideremos también el
vector escribamos
: » a (x)y (x)+ +a (x)y (x) para cada xeM . Se define
1 1 0*1 0*1
»S" por 0(x) * (a (x) a (x)). Se verifica que
hlf) = d(0) (salvo signo).
Demostraclôn
x-y-ôv (y)




Es suficiente demostrar que
((Fx{0>.{0}xF)* ,.lf^)(IL]) - -
iXi i n
*  “ ‘'’O
signo.
Podemos suponer que e^^^ eS“ es un valor regular de 0 (si no
fucra asl con una transformaciôn ortogonal aplicada a F lo
conseguir1amos).
Sea V ~^" * 0 *(e^^), subvariedad de if, contenida en el
subconjunto abierto de »f. 0'*(Ê]|). Como en [29] (pag. 71) se
tiene que L * ^  * AC'f”"). donde A:M^ rffxlf es la
aplicaciôn diagonal definida por ô(x)«(r.x).
Si x€0"*(ê )^, a^^j(x)>0 y por tanto.
t a (x) a (x)
V (x) » ----------------- V (x) -      V (x).
"* a (x) a (x) « (x) "
n*l 0*1 a«l
Como consecuencia se tiene que {v^(x) v (x),7) es base del
espacio normal en x a M** en R"*"*** para cada X€0”*(Ê^ ). Sean
p:R"*****---- ïR"*"* la proyecciôn ortogonal y para cada
Je(l,2 n> w^»p(v^), asi (v^(x) ,w (x)} constituye una
base del espacio normal en x a M** en r"*^  para cada x€0**(ê^ ).
Del hecho de que if sea (d-n)-conexa se deduce la existencia
de c=(U,p,R*), carta de M**. donde U es un subconjunto abierto,
contractible de M**, tal que V^’“cU. Sea V ■ Uo0**(Ê^), V es un
subconjunto abierto de que contiene a V^ "".
Sea £*b"(0)xV---->r"*** la aplicaciôn de clase c" definida por
£((X^ X ),x) » x+ô(X^v^(x) + * • • •♦X^v^(x)). Es claro que si 5
es suf icientemente pequefio, se tiene que £ es un difeomorf ismo
sobre su imagen.
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SI xeV se tiene que a^(x)=0 para todo ie{l n) y
a^^^(x)*l y por tanto si escribimos 0 y L en coordenadas, y las 
seguimos denotzmdo igual, 0:V----- jR" vendrâ dada por
0(x) » («j(x).... ,a^(x)) y






por tanto L se puede factorizar como sigue:
L : VxV— — » ( B" ( 0 ) xV ) X  ( B" ( 0 ) xV ) >b"***xR"*'*— ---WR"*"*, donde
« (y)rr «/y)
Nly.x) * 11--------- .
« (y)


















y para cada (x,x)€A(\f“")
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D0(x) 0 n




signo en cada columna (no existe problema en cambiar todas las
columnas de signo. en virtud del Lema III.4.1).




Sean {z^.... ,z^ > las secciones de clase C del fibrado
normal en R** a V**", tales que D0(x){z^(x)) = para cada
j€<l n>. Entonces. (8^(z^(x)),..... ®^(z^(x))} es la
referencia asociada a 0, F^ , en x«\f”“.
Para todo J«{1 n) y todo x€\f”" definimos
2dS^(x,x) « (Zj(x),z^(x)) c R
S^^^(x.x) = (-e .^e^) 6 R . Es claro que A^(S^(x,x))
para cada ie{l d)
si
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2 l n *  I
b
. ,S^(x,x),S^^^(x,x),.











DL(x, x) f(S (x, x) S (x.x) )B~*D£(0,x)‘* I ® (e   e ) y
 ^ 1 n*a X J 1 n*d
por tanto f(S (x.x)..... S (x, x) )fl‘*D£(0, x)”*l es la
CXC I 1 n*d X I
referenda normal asociada a A(V***") en (x,x). Como veremos, al
final de la demostraclôn, la aplicaciôn ciV**"---->GL(r"***)
definida por c(x) ■ B”*D£(0,x )’* es homôtopa a la aplicaciôn
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constante Id o a la aplicaciôn constante /'<
-1
Id
consecuencia ( (A(>f*"). (e'^^(S )......8 ^ ^ (S ).fx{0}, {0>xF) )] -
C X C  1 C X C
±l(A(/‘"), ((a_^(S ),............ ^))s;*D£(0. •)’‘.fx{0>,(0)xF))J
C X C  1 C X C  *
por tanto (Fx{0>, {0>xF)]^^ (lf^( (Ll ) ) -
- ((A(V^"). (e^^^(S^)......e^^^(S^),Fx{0}.{0}xF))l .
Por otra parte, como «if”") ( [0J ) no depende ni de
la inmersiôn, ni de F, podemos tomar para su càlculo la inmersiôn
A:if rtfxlf— )R“*^ **xR"**‘**. Sea H la familia de secciones
de y(A(M*)), obtenida al llevar (F,e .........  ^ sobre
n*d*t 2n*2d*2
A(lf) mediante una isotopia. Se tiene que
(£"*^ **.F].n^ '")(t0l) » -
-  ( ( A ( \ f * " ) , ( A ( 0 ^ ( Z j ) ) ............A (e^ ( z^ ) ) , £ ) ) ]  .
Ahora se observa que A(8*(z^{x))) ® (x,x) )
j€{l,...,n) y xsV**"" y como
jq(x ,x )j5^^ ^Jx ,x ).....S^^(x,x)),Fx{0>,{0>xF) y *1^^, estân
definidos para todo x«U, que es contractible, razonando como en el 
Prop. III.3.9 se concluye que
( (Fx{0>, {0)xF) . «if"") ( IL) ) = (ff. •n'*’ ") ( 10) ) salvo signo y por
iXi n*d A  n
tanto hlf) • d(0).
Para terminar la demostraclôn resta probar que
 >GL(R"*^ ) es homôtopa a una constante. Como la
aplicaciôn que asocia xi lo es, es suficiente comprobar que
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c':V** " — tCKR"***) definida por c'(x)*D£(0, x) es homôtopa a una
constante. Sea K:B"(0)xlfx{-l, 1)-----jR"****' definida por
K ( X  ,X ,x,X ) » x+5(X V (x) +--- +X V (x)), con 3
1 n n*l 1 1 n*l n*l
suficientemente pequefto. Se tiene que X es un difeomorfismo sobre
su imagen y en consecuencia
;B"(0)xUx(-l,1)- -)R también lo es. Podemos'B (O)xUx(-l,!)•
suponer que lDX(y)|>0 para cada y 6 B"(0)xUx (-1, 1 ) (si no es asl. 






3v" (x) 0- ■0 Sv ‘(x)
donde vj(x) dénota la J-ésima coordenada del vector v (^x).
Al ser U contractible, la composiciôn de aplicaciones 
   >U es homôtopa a la aplicaciôn
constante id. pero si xeV tiene que
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ÜH(O.x.O)
Sw (x)  Sv (x)
puesto que v" (x) » (v^(x),t) * (v^(x).v^^^(x)) » 0. Qulere
decirse que DX(0,x. 0)
D£(0.x)
. por una simple
hoBotopla puedo suponer que 5=1. Entonces tenemos el slgulente 
dlagrama conmutatlvo:
DX(0. .0)





equlvalencla de homotopia obtehlda por el método de
ortonormallzaclôn de Gram-Schmlt e i:SO(n+d) »SO(n+d+l) ha sldo
deflnlda en el Lema III.4.4.
La apllcaclôn ijtV**"" »SO(n+d+l ) deflnlda por
T|(x) =r(DK(0,x.0)) es hoaôtopa a la constante Id. Es suflclente
ver que q -*SO(n+d) taablén lo es. 
-»r(D£(0.x))
El Lema III. 4.4 asegura que i es (n+d-l)-equlvalencla y por
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el Lema III.4.3 I : [v"’".SO(n-.-d))-
inyectiva si d-ns(n+d+l)-l. Como d-nsn+d-2 si y solo si 2n-2a0 y 
esto se verifies por hipôtesls, obtenemos que 1 es inyectiva. Al 
ser 1,([t)1) = Ii»T)) = (t)1 = 0 se tiene que [t)]=0 y se concluye la 
demostraciôn. a
Es bien conocldo que si [flelmZ, donde
E: n (S“) >n (S"**) es el homomorf Ismo suspenslôn, se
n * d  n * d * l
verifies que h(f)=0 ([35] pag 192). Sin embargo, que a partir de 
que h(f) sea nulo se tenga que [flelmZ, se plantea como problems 
ablerto en el mlsmo artlculo. El slgulente corolarlo de la 
proposlclôn anterior resuelve parclalmente el problems.
Corolarlo III.4.6
Sean [fl « II , 2n-2&danal y 11^ ( [f ] ) » ( (m“. f) ].
n ^ d ^ l
donde M** es (d-n)-conexa, contenida en y F-W^....
una famllla ortonormal de secclones de v(M"^ ). En estas
condiciones, si h(f)=0 se tiene que [fjelmE.
Deox>stracl6n
Segün III.4.5 d(f) = h(f) = 0. donde  >s" estaba
deflnlda por ^(x) = (a^(x),.... a^ ^ (^x)), slendo
e = a (x)v (x) + +a (x)v (x).
n * d * l  1 1 n * l  n * l
Por las propledades de grade, se tiene que d(0) = 0 si y
solamente si ^ es homôtopa a una apllcaclôn constante. Ahora la
Prop. 0.6.13 Implies que (flelmE.a
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CAPITULO IV
C-COHPLEMENTACION Y BIFURCACION. NUMERO DE ENLACE DE ESPERAS
En este capitule vamos a tratar diversas apllcaciones de los 
resultados obtenldos en los capitules anterleres.
Se generallzari la neclôn de ceeplenentaciôn, Intreduclda en
[11] y [12], y se dar&n resultados en la llnea de les recegldes en
[12]. Daremes aplicaclônes a la teerla de la blfurcaclôn y se 
censeguiri cerne cerelarie la Prop. 4.2 de [15].
Este capitule finaliza cen una apllcaclôn del grade 
generalizade al estudie del nûmero de enlace de esferas de 
dimensiones superlores a une.
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IV.1 G-Complementaclôn
En el aAo 1986 se publica un artlculo con el tltulo de "On 
the covering dimension of the set of solutions of some 
nonlinear equations" por P.M.Fitzpatrick. I.Massabo y J. 
Pejsachowicz, [12], en el que se da el concepto de conplementaciôn 
de apllcaciones continuas. Del hecho de que una apllcaclôn 
continua f se pueda complementer se obtienen resultados acerca de 
la estructura y dlmensiôn por recubrimientos (ver [9]) del 
conjunto de soluciones de la ecuaciôn f(z)>>0.
Con el fin de hacer este capitule lo mas autocontenido 
posible, pasamos a dar la definiciôn de complementaciôn de 
apllcaciones asl como enunciar los teoremas mas importantes que 
utilizaremos.
Por E vamos a denotar un espacio de Banach, por U un
subconjunto abler to de R"xE, mal, y por f : U »E una apllcaclôn
continua de la forma f(X,x) = x-F(X.x), donde F:U »E es una
apllcaclôn completamente continua, es decir, F es una apllcaclôn 
continua tal que F(D) es un subconjunto compacto de E, para todo 
subconjunto acotado D de 0.
Definiciôn IV.1.1
Diremos que f, en las condiciones anterleres, se puede 
complementer, si existe una apllcaclôn continua y acotada
g:0---->r" (g es continua y transforma conjuntos acotados en
conjuntos acotados) tal que la apllcaclôn (g,f):U >r"xE
deflnlda por (g,f)(X.x) * (g(X,z),f(X,x)) no se anula en 3U y el
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grado de Leray-Schauder de Ig.f) en U es distinto de cero. En 
estas condiciones se dice que g es un complemento para f. Como 
hemos supuesto que U no es necesarlamente acotado, la hipôtesls de 
que el grado de Leray-Schauder de (g,f) sea distinto de cero 
signifies que (g, f) ' (0) es un subconjunto compacto de U y que 
d((g,f),V,0)eO, donde V es un subconjunto ablerto y acotado de U 
que contlene a (g,f)*'(0). Obsôrvese que (g,/)|y es una 
perturbaclôn compacta de la Idèntldad y por tanto d((g,f),V,0) 
estl deflnldo.
Teorema IV. 1.2 ([121, pag 783)
Sea U un subconjunto ablerto 
que au es una subvarledad de dlmensiôn (n+m-1) de R"*". Sea
f : 0 ifT una apllcaclôn de clase (f. tal que
0«(v. r. ) (flnlv. r. ) (f|gy). SI [0)r\dV*9, se verifies que la 
apllcaclôn f se puede complementar.
Teorema IV.1.3 ([12], pag 785)
Sean U un subconjunto ablerto y acotado de r"xE, f:ü >E y
g:Ü >r" un complemento para f, como en la definiciôn IV. 1.1. Se
verifies que el homomorf Ismo Inducldo en la cohomologla de Cech 
por g; (f”'(0),f'^(0)n5U)-----»(R^,R%(0}) es no trivial.
Teorema IV.1.4 ([12], pag. 778)
Sean UcF"xE, /:0 Æ  y g:0 ifT complemento de f, como en
la definiciôn IV. 1.1. Entonces, existe un subconjunto conexo C de 
cuya dlmensiôn en cada punto de GrU es al menos m, que 
corta a g~*(0) y que verifies al menos una de la slgulentes
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propledades;
a) B no està acotado.
b) dlm(GndU)am-l y g:BndU >F"\{0} es esenclal, en
particular, cuando m=l. l?ndU tiene al menos 2 puntos.
La definiciôn del grado generallzado en espaclos euclldeos 
desarrollada en el capitule I, asl como la estableclda para 
espaclos normados en el capitule II, permlte generallzar de manera 
natural el concepto de complementaciôn.
Definiciôn IV.1.5
Sean E un espacio vectorial real normado, U un subconjunto
ablerto de r“xE con p^(U) acotado en r", f : 0 Æ  una apllcaclôn
de la forma f(X,x) = x-F(X.x), donde F:Ü >E es una apllcaclôn
compacta. Diremos que f se puede complementar genera 11zadamente o 
slmplemente G-compIementar, si existe una apllcaclôn compacta
g:U »r '‘ con ksm tal que (g,f):U »r '‘x E no se anula en SU y el
grado generallzado de la apllcaclôn (g,f) en U, d((g,f),U) es 
distinto de cero. (Observemos que tiene sentldo d((g,f),U) porque 
se verIflean las hipôtesls de la definiciôn II.1.7).
Observaclôn IV.1.6
Exlsten apllcaciones f:U----)E que se pueden complementar
pero no G-complementar medlante g: 0 jR*' con k<m. En efecto:
Sea h: (5"**(0),S“)---- >(r"*‘,r "*\{0)) una apllcaclôn
continua y denotamos por a la apllcaclôn h^ : s" »s" deflnlda
por h (x) “ _ALî2_, por ([15], pag. 65) se tiene que 
® lh(x)l
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d(h.B^*(0)) - Zdhjj]) (Z:n_(S“) es el homomorf Ismo
suspenslôn). Por tanto, si conslderamos f;B^(0) >R deflnlda por
f(Xj,x^,z^) ■ x^ (E-R, F(x^,Xyx^)-0) es claro que g:5^(0)---- »R*
deflnlda por g(x^,x^,x^) ■ (x^ ,x^ ) es un complemento para f y sin
embargo no existe h:5^(0) iR apllcaclôn continua tal que
(h,/)(aU)cR*\{0> y d((h,f ),B^(0))m0 puesto que n^(S*)»0 y por 
tanto d((h,f),U) c IaZ-<0}.s
El Interés de la G-conplementaclôn es que exlsten ablertos U
y apllcaciones f;0 »E que no se pueden complementar y que sln
embargo si se pueden G-complementar.
EJenplo IV.1.7
Vamos a encontrar un ablerto acotado U de R^ , una apllcaclôn
continua f;0---->R^  que puede ser G-complementada pero no
complementada. Para ello es suflclente ver que se puede construlr
un subconjunto ablerto de R* y f:U »R^  G-complementada tal que
/‘*'(0)nSU donde si 1#J y sj es homeomorfo a S* para
cada j€<l,2,..., r). En efecto: si f:0---->R^  en las condiciones
anterlores se pudlera complementar, exlstlria g:0----»R^
apllcaclôn continua tal que d((g,f),U)#0. En vlrtud del Teorema 
IV. 1.3, g: (f ^ (0), jG^S*) »(F*,r\ { 0>) Induclrla un homomorf Ismo
g":H'(R^R\<0))----»H*(f"‘(0).^G^sJ) no trivial (H* dénota la
cohomologla de Cech). Conslderemos g^ :  »S* deflnlda por
g,(x) ■ _£iîl y g :f"'(0) »R* una extenslôn continua
* lg(x)l '
cualqulera de g^ .
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La homotopia g: (f'\o)xI. ---- »(F^ .r\ { 0>) deflnlda'
por Hlx.t) * lg(x) + (l-f)g^(x) nos permlte dedudlr que g^eg". Como 
n^(S*)»0, existe C: ^ u S^^xI >S*. homotopia continua, tal que
C^=gg y es la apllcaclôn de valor constante x_, para algün 
x c^S*. Sea 5: (f”'(0)x<0, l}u(^Ç^S*xI) ) deflnlda por
G(x,0)=g^(x) si X€f‘*(0), G(x, l)=x^ si xef’'(0) y G(x, t)=G(x, t) si 
(x,t)«^y^S*xI. Extendlendo G llegamos a una apllcaclôn continua
G: (/‘‘(OlxI.^G Sjxl) »(R*,f\ { 0}) tal que G^=g  ^ y G^  es la
apllcaclôn de valor constante x^ . Por tanto, g^=G^ y como 
consecuencla g =G^ . Es claro que G^  es trivial y llegamos a una 
contradlcclôn.
La construcclôn se hace de la slgulente manera:
Sea p:S* »S^  apllcaclôn continua tal que [y]en^(S )^ no es
cero. SI extendemos p a una apllcaclôn continua
p:{B*{0),S*)----»(R*,r\ { 0}) continua, se verlflca que
d(p,B®(0)) = £([p]) ^0 ([15], pag.65) puesto que en vlrtud de
0.6.28 Z es un Isomorflsmo. Por tanto, podemos eleglr una
apllcaclôn continua h:(B®(0),S*)---- »(R*,R*\(0}) tal que
d(h,B*(0))e0. Por el Lema 0.5.5, podemos suponer sln pérdlda de 
generalldad que h(x) « (g^(x),h^(x)) e R^xF donde g^ es de clase 
c" y 0€(v. r. ) (g^ |g4). Es claro que g^ es G-complementada por h^ , 
g”*(0)nS* donde es subvarledad de S* dlfeomorfa a S*
para cada Je(l,.... r).
Ahora tomamos una famllla de cartas (cy J e d  r)) de R*
adaptables a B®(0), c^*(V^,p^,R*) verifIcândose para cada J:
a) V^nV^*0 si l#j.
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b) Oep^(V^) y p^(V )^ es un subconjunto convexo, ablerto y
acotado de R^ .
c) Pj(V^nS*(0)) « p^(V^ )oR*.
Sea J 6 {1,---,r>. tomemos
Sj » < x*(Xj.x^.0,0,0)eR® : x^+x^«a^) c p^(V^) (se ellge 6^
suficientenente pequeAo para que S*cPj(V^)) y S* esfera
bidlaensional contenida en (((0,0>xll’)np^(V^))lNF®. Def Inlmos
S‘*S^ - { tx*(l-t)ÿ : tel.xcS*. ÿ«S^ >. Se tiene que sj"S^ es
homeomorfa a S* (ver 116J). Es évidente que (S*“S^)nF* » S*.
Como consecuencla del Teorema de Separaciôn de Jordan, existe 
Uj subconjunto ablerto de R® tal que M »  sj"S^, c p^(V^)oR®
(U^  es la componente conexa acotada de r\(S**S^). Asl,
p^^(S*"S*) » ap^ *(U^) (homeomorfo a S*). Sea * ^'*(0^), por la
construcclôn, D^nB^(O) « pj^(S^), dado que
p^ (V^ rfi*(0)) a p^(Vj)nR® y - sj.
Por el Lema III. 3.4 existe una Isotopla H:S*xI----»S* tal que
Kg-Id y if^ (p’*(S*)) ■ Je(l ,r>. Extendemos
ff: ((B®(0)x(0>)u(S*xI))----^(0) deflnlda por ff(x,0)=x si xeB*(0)
y Hlx,t)*H[x,t) si (x,t)eS*xI, a una apllcaclôn continua
5: (B*(0)xI,S*xI) »(B®(0),S*) y conslderamos la homotopia
h«5: (B®(0)xI,S*xI)----- »(R*,r\(0}). Entonces, d(h«5j,B®(0))*0 al
ser d(b»5^,B*(0)) ■ d(h»Sj,B®(0)) y h»H^*h. Por tanto. si 
escrlblmos h»H^(x) » ((g^»5^)(x), (b^»S^)(x)) € R^xR, conclulmos 
que ^3*^1 se puede G-complementar, ademàs
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Ahora def Inlmos f:B^(0)v(^u^D^) de la slgulente
f(x)
g^»Sj(x) si X€B*(0)
0 si X€ G D.
J“l J
Se tiene que f es continua porque B*(0)r>D^  = p”*(S^ ) 
jail r>.
Por otro lado (h »5 ) I nunca se anula, por tanto
(h ) I tiene slgno constante y del hecho de que p~*(S*)
« ' kj
es compacto, se tiene que Im(h «# )| c[a ,b 1 y Oela ,b ],
k] (s^ )  ^  ^  ^ j
esto nos permlte extender (h «Âf ) I a todo D sln que la
* ' k ] ' (S j )  j
extenslôn se anule nunca. Denotamos por a dlcha extenslôn 
continua. Sea L:B*(0)u( ^G^D )^---- 4* la apllcaclôn continua
deflnlda por L(x)
(h^ .ffj)(x) si xar(O) 
Lj(x) si xeDj
La apllcaclôn continua (f,L):B*(0)vj{ ^ G^D^)--- iH*, no se
anula en el horde de B*(0)u(^G^D^) y (f,L)”’{0)cB®(0). Asl, por la 
propledad de esclslôn, d((f,L),B®(0)u(^G^6^)) = d((f,L),B®(0))*0 y 
por tanto f se puede G-complementar. Sln embargo.
f‘N0)na(B®(0)u(^G^Dj)) -^GjP’ (^sJ«S^) y cada p"'(sJ«Sj) es 
homeomorfo a S*. a
180
Observaclôn
La construcclôn anterior se puede reallzar de la mlsma manera 
partlendo de un elemento [p] no nulo de IT^ (s"~*] (na3) y se
obtlene que para todo nz3. exlsten un ablerto acotado, U, de
y una apllcaclôn continua f : U »r" * que puede ser
G-complementada, pero no complementada.
A contlnuaclôn, puesto que en general exlsten apllcaciones 
que no se pueden complememntar en un ablerto dado pero si 
G-complementar, vamos a Investlgar si pueden obtenerse resultados 
anàlogos a lo de los Teoremas IV. 1.2, IV. 1.3 y IV.1.4. Para ello 
necesltaremos algunos resultados del Capitule III, asl como 
algunas deflnlclones y teoremas recogldos en [19]. Posterlormente 
se daràn apllcaciones a la teorla de la blfurcaclôn 
multlparamétrlca.
Prlmero vamos a enunciar y demostrar una proposlclôn anâloga 
al Teorema IV.1.2 para G-complementaclôn. Es necesarlo Imponer 
alguna condlclôn adlcional.
Proposlclôn IV.1.8
Sean U un subconjunto ablerto y acotado de r“*“**', tal que dU
apllcaclôn de clase c" con Oe(v. r. ) (f )r»(v. r. ) (f 1^^) y f”*(O)naU*0 .
SI (df'^0))---- »n"(f’‘(0).3f"^0)) es
eplmorflsmo y nzk+2 o k-1, se tiene que f se puede G-complementar
por una apllcaclôn g:0-»R".




En las condiciones anterlores. d((g,/),U) = d((g»r,f),W),
donde W es un entorno tubular de f *(0) en U y r:W es
la retracclôn usual.
Demostraclôn
Por la propledad de esclslôn se tiene que 
d((g,f),U) » d((g,f),W). Sean v(f”*(0)) el flbrado normal de
f”^(0) en 0, D un entorno ablerto de la secclôn cero y exp:D---- »W
el dlfeomorfIsmo exponenclal.
Sea ff:DxI la apllcaclôn deflnlda por
= ((g«cxp){x,tv^),(foexp)(x,v^)). Se verlflca que H solo 
se anula en Int(/'*(0)) y por tanto
d(JÏ »^exp”^,W) ■ ddf^oexp"*,W) » d((g,f),W).
Como H^»exp ^  * (g»r,f) se concluye la demostraclôn.s
Deowstraclôn de IV.1.8
Como Oe(v. r. )(f)n(v. r. )(f|gy), se tiene que f'^lO) es una 
subvarledad bien sltuada, de dlmensiôn n+k. de U que serà denotada 
por y SM"*'' denotarà a df’^ (O) * f”'(0)rv3U * e (obsérvese que
es subvarledad de Sea ...., la famllla de
secclones de clase c". llnealmente Independlentes, del flbrado 
normal de m"**' en r"*"*'‘, dada por Df(x)(v^(x) * e^  para todo 
J*l.....m y todo xeM**".
Conslderemos g: (M"*",dM"")---- »(R",s"” )^ apllcaclôn de clase
c" con OeCv.r. )(g). Asoclado a g. tenemos M’‘*g"*(0), subvarledad
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sln borde de contenida en Int(M"**')cÛcU, y  w^ >
famllla de secclones c", llnealmente Independlentes, del flbrado 
normal de en y [{m‘.F^)]€3‘‘(M“*^,SM^‘‘).
Sea g:U jR" una extenslôn continua de g. En un primer paso
vamos a ver que
d((g.f),U) - ((11^  )'*.V*)([(M^,F,)]) c n fS"**) (ver Capitule
III), para lo cual es suflclente, en vlrtud del lema anterior, 
demostrar que d((g»r,f),W) ■ ( (nj|^)**»V*) ( t(M^,F^)) ).
En efecto: como g»r*g»r se tiene que g»r es de clase c", 
T(g»r) ■ T(g»r):TW »TR" y Tf:TW »TR^ . Sabemos que
T^f(Vj(x)) * 0^ (e^ ) para todo le{l m> y todo xeM***^ , donde
c^*(R^, Id.R*), y T^(v^(x)) = 0^ (e^ ) para todo Je(l n> y
todo xeM*, donde c^«(r", Id,R").
Como T^(g»r,/)(v^(x)) » (T^(g»r)(w^(x)),T^/(v^(x)) »
“ (0^ (e ),0) ■ 0^ (e ), donde c ^^ *^(R"**, Id,R“*") J«1 n,
n  n * m
dado que T (g»r) « T x«T r. T (w (x)) « w (x), T f(T m"*'‘)»0.
X X X X J J X X
Por otro lado T^(g«r,f)(v^(x)) ■ (T^(T^r(v^(x))),T^f(v^(x))) »
« (0,0^ («j)) = 0^ (e^ ^^) 1«1 a, puesto que T^r(v^(x))*0 ya
que v^(x)€T^r"*(x) y T^r"*(x) » KerT^r (obsérvese que r"*(x) es
una subvarledad, r es una sumerslôn en W).
Asl, la referenda normal asoclada a M*‘, es (F^,/)
(noteaos que * g"*(0) * (g»r,f)”'(0)), y por tanto
d((i.r,/),U) . ((n||^)**.K])(((M^,F^)J).
Ahora, por el Corolarlo III.3.13, si nak+2 o de la Prop.
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III. 3.8 si k=l, se deduce la exlstencia de
t(n]|.f)J c tal que k]( ( (m|;.F) ] )>tO (ya que
TT^^^ ^(S"**)»0). En consecuencla, si encontramos
g: (M"*'*, ôM"***)---->(R",s" *) apllcaclôn de clase c" con
0€(v.r. )(g) y tal que ( (g’*(0),F^)l » 1(m|),F)], extendlendo g a
una apllcaclôn continua g:0---->R“ se tendrà que g es un
G-complemento para f y habremos concluldo.
Como ô :II"*(3M"*^)----»I1"(m"*^ , es un eplmorflsmo, por
la Prop. III. 1.14, existe [(mJ,F )^] e 3"(8M"*") tal que
5(l(M^,F^)l) « ((m|[,F)1. Por la demostraclôn de III. 1.14 exlsten
fjtSM"*’' >S"*' apllcaclôn de clase c“ tal que pe(v. r. )(f^ ) y
(f‘^ (p),F^ ) » (mJ,Fj) y existe  »b"(0)«----
apllcaclôn de clase C* tal que 1/2 p«(v.r. )(?^ ) y
((m]|,F)] * ({?^*(l/2 p),Fp )]. Ahora por el Teorema 3.1 (pag 185)
de (17J, existe una dlfeotopfa ff:§"(0)xl---- >§"(0) tal que
= Idgm-i y H^(l/Z p)=0. Entonces,
g*B^./^: (m"**‘,ÔM"*'‘)----»(r",S"‘*) cumple Oe(v.r. )(g) y
[(g'^(0),F^)] » ((M^,F)1, lo que termina la demostraclôn de la
Proposlclôn IV.1.8.a
Observaclôn
En la proposlclôn anterior, la condlclôn es
Impresclndlble y pedlr que ô;ll" *(3M"*'')---- >II"(m"*'‘, ôm"*'') sea
un eplmorflsmo, que no se requlere para el caso k=0 en el teorema
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IV.1.2, es una condlclôn que se cumple automàtlcamente si k«0 dado
que para todo meZ existe g:(M",3M")----»(§"(0),s“"^ ) con d(g)«m.
Por tanto. las condiciones adlclonales requerldas en IV.1.8 son 
totalmente naturales.
Para contlnuar, son necesarlas algunas deflnlclones y 
resultados recogldos en [19].
Definiciôn IV.1.10 ([19], pag 386-387 y 400)
E, G denotaràn espaclos de Banach, U un subconjunto ablerto 
de E y S un subconjunto arbrltrarlo de E.
a) Sea g:U >G una apllcaclôn continua. Se dice que g es
admlslble en SnU, si existe un subconjunto ablerto y acotado de E, 
Vg, tal que g’* (O)nScV^cV^cU.
Sea g:0 Kà una apllcaclôn continua. Se dice que g es
admlslble en SnÜ si existe un subconjunto ablerto y acotado de E, 
V^ , tal que g"'(O)nScV^cU.
b) Sea g:U(Ü) >G admlslble en SnU (SnÜ). Diremos que g es
0-epi en ShU (SrÂJ) si la ecuaciôn g(x)»h(x) tiene una soluclôn en
SrtU para toda apllcaclôn compacta h:E ïG con Soph acotado y
contenldo en U ({x€E:h(x)*0)cU o equlvalentemente SophcO y h(x)=0 
para todo xedU). (Soph dénota la adherencla del conjunto 
(xeE:h(x)*0)).
c) Sea g;U(Ü) )G admlslble en SnU (SrtÜ). Se dice que g es
0-esenclal en SrU (SnÜ) si para todo ablerto acotado V tal que
g *(0)nScVcVcU (g”*(0)nScVcU) toda extenslôn continua g: V »G de
g|gy, con g-g compacta en 7, tiene un cero en SnV.
d) Una famllla de secclones de G es una colecclôn 9) de
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subespaclos fInito-dlnenslonales de G tal que ;
I) Existe fijo, tal que para cada MeJH, M^ cM.
II) Si Mj, M^ eJn existe tal que
111) u M * G.
e) Conslderemos 9), famllla de secclones de G. flja. Sea
g:U(U) )G admlslble en SnU (SnÜ). Diremos que g es
seccîonalitente 0-epi en SnU (SnÜ) si la ecuaciôn g(x)>h(x) tiene
una soluclôn en SnU para toda apllcaclôn acotada h:E con
soporte acotado contenldo en U ({xeE:h(x)*0)cU) y para todo Me9). 
Es declr, si escrlblmos g como g=(gy.g^) entonces, g^ es 0-epl en 
g”*(0)nSrtU (g“*(0)nSnO) donde N es tal que G=M@N.
f) Sea g:U(D) )G admlslble en SnU (SnU). Se dice que g es
seccional mente 0-esencIal en SnU (SnÜ) si para todo conjunto
ablerto y acotado V con g”* (O)nScVcVcU (g"’(O)nScVcU) y toda
extenslôn continua g:V »G de la restrlcclôn g\^:dN jG\{0>
con g-g acotada en V y (g-g) (V)cM para algûn M€9I, tiene un cero en 
SnV, es declr, g^ es 0-esenclal en g*'(0)nSnU (gj^ '(O)nSnÜ) donde 
G=M®N y g=(gj^ ,g^ ).
g) Sea X un subconjunto cerrado de E. Una apllcaclôn continua 
g:X >G se llama:
i) Secclonalmente acotada en X, si para cada Me9l
gM(^ j|j^ (0)nX) es acotado, donde N es tal que G=H®N y g=(gy,g^).
iJ) SeccionalÊoente propla si para cada Mc9) y cada
compacto KcM, g”‘(Kx{0}) es compacte.
Ahora ya estâmes en condiciones de enunciar los resultados 
mis Importantes que utilizaremos posterlormente.
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Proposlclôn IV.1.11 ([19], pags. 388 y 401)
a) Sea g:U(D) )G admlslble en SrtU (SrÜ). Se verlflca que g
es 0-epl en SnU (SrÜ) si y solamente si g es 0-esenclal en SnU
(SnÜ).
b) Sea g:U(Ü) >G admlslble en SnU (SnÜ). Se verlflca que g
es secclonalmente 0-epl en SAU (SnU) si y solo si g es 
secclonalmente 0-esenclal en SnU (SAU). ,
Proposlclôn IV.1.12 ((19), pag. 393)
Sean 1*1,2 dos espaclos de Banach, g^:U--------1*1,2 dos
apllcaciones continuas. Def Inlmos g:U *G^ xG^  por
g(x) = (gj(x),g^(x)). SI g es 0-epl en SAU (SnÜ) se verlflca que
gg es 0-epl en g^(O)nSAU (g^*(0)nSnU).
Proposlclôn IV.1.13 ((19], pag. 405)
a) Sea U acotado, SnÜ cerrado y g;Ü acotada en Ü. SI g
es 0-epl en SnÜ se tiene que dlm(SnU)an y dlm(Sn3U)en-l.
b) Sea U acotado, g:0--- >G secclonalmente acotada y
secclonalmente 0-epl en SAU. SI dlmG*co entonces, 
dlm(SnÜ) * dlm(SndU) * m. (La dlmensiôn que se utlllza es la"
dlmensiôn por recubrimientos).
Teorema IV.1.14 ([19], pags. 407-408)
Sean S un subconjunto cerrado de U, g: U iG secclonalmente
0-epl en SnU. Supongamos que g es secclonalmente acotada y
secclonalmente propla en todos los subconJuntos cerrados y
acotados (en E) de SnU. Entonces, existe un cerrado minimal,
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conexo, en U, ZcSAU, tal que:
a) g es secclonalmente 0-epl en ZnU*Z. Esto signifies, en 
particular, que g~^{0)rX*e, Z es no acotado 6 fr\d\J*a, 
dlmZadlm(ZnV)adlmG y dlm(ZndU)adlmG-l para todo ablerto y acotado 
V, tal que g"* (O)nScVcVcU.
b) SI g esté deflnlda en 0 y g(x)*0 en ZndU y g es 
secclonalmente propla y secclonalmente acotada en todos los
subcon Juntos acotados y cerrados de ZrÜ, se tiene que g es
secclonalmente 0-epl en ZAU=Z y no existe un subconjunto cerrado. 
proplo, de ZrÜ en el que g sea secclonalmente 0-epl, es declr, Z 
es minimal. Ademàs dlm(ZrtdV)adlmG, para todo ablerto y acotado V 
con g~*(O)rCZcVcU (se puede tomar V*U si ZrÜ es acotado).
Teorema IV.1.15 (119), pag. 395)
Sean g:0 )G una apllcaclôn continua 0-epl en el conjunto
acotado SnÜ y B: (SndU)xI Æ  una apllcaclôn compacta con
tf(x,0)*0 en SodU. Supongamos que g[x)*H(.x,t) en (SndU)xI.
Entonces, g-h es 0-epl en Sn3Ü para toda extenslôn h de a U que
sea compacta sobre SAÛ.
Lema IV.1.16
Sean U un subconjunto ablerto de R*xE con p^(U) acotado en
r", h:0----Æ  una apllcaclôn continua de la forma
h(A,x) = x-h^(A,x) con h^:0 Æ  compacta y tal que hOU) cE\(0).
Entonces, si d(b,U)#0 se tiene que h es 0-epl en U y en U (y por 
tanto es 0-esenclal en U y en U).
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Demostraclôn
Como h es propla (II. 1.4) y h(3U)cE\{0>, por la normalldad de 
E se deduce que h es admlslble en U y 0 (S*E).
Sea F:R"xE >E una apllcaclôn compacta con Sopf acotado y
contenldo en U ô { (X.x) e f"xE ; F(X,x)*0 > c U. En particular,
se tiene que en ambos casos Hemos de ver que existe
(X,z)eU tal que h(X,z) ■ F(X,x). Para ello se considéra
8:0x1 Æ  deflnlda por 8((X,x),t) ■ h(X,x)-tf(X,x) »
= x-(h^(x) + tf (X,x) ). SI (X,x)«3U se verlflca que
8((X,x),t) * h(X,x) * 0 y por tanto por II. 1.9 d(h,U) * d(8^,U) y 
d(8j,U)eO. Como consecuencla, por II. 1.10, existe (X^,x^)«U tal
que 8 (X^ ,x_)=0. Es claro que h(X ,x ) » F(X ,x ).m
1 0 0  0 0  0 0
Corolarlo IV.1.17
Sean U un ablerto de R*xE xon p^(U) acotado en R",
f : ÜcR"xE--Æ  una apllcaclôn continua de la forma
f(X,x) » x-F(X.x) donde F:U »E es una apllcaclôn compacta y
g:Ü »r “ una apllcaclôn compacta con ssm G-complemento para f.
Se verlflca que g es 0-epl en f*^ (0)rtU y en f '(0)nU (y f es 0-epl 
en g'*(0)nU y g*‘(0)rÜ).
Demostraclôn
De d((g,f),U)*0, por el Lema IV. 1.16, obtenemos que (g,f) es 
0-epl en U y Ü. Ahora basta apllcar la Prop. IV. 1.12.a
Corolarlo IV.1.18
Sean U, f y g como en IV. 1.17 con U acotado en R*xE. Se 
verlflca:
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a) dlm(f *(0)nU)as y dlm(f”'(0)r»3U)as-l.
b) dlm(g *(0)AU) ■ dimlg'* (0)a3U) * « (si dimE=m).
Demostraclôn
Es consecuencla directa de IV.1.17 y de IV.1.13, puesto que 
si f es 0-epl en g”*(0)AÜ tamblén es secclonalmente 0-epi en 
g'*(0)rü. ■
Lema IV.1.19
En las hipôtesls del Corolarlo IV. 1.17, se verlflca que
«lf-‘(0)rtÜ propla-
Demostraclôn
Sea K un subconjunto compacto de R*. Es claro que Kx{0} es un 
subconjunto compacto de R”xE. Por el Lema II. 1.4 (g,f)~^(Kx(0}) es 
un subconjunto compacto de 0. Como (g, f)”* (Kx{0} ) » (xeÜ:g(x)eK, 
/■(x)=0> * g"‘(K)nf“*(0)nÜ » tiene que
(8|^-1(q)^)'^(K) es compacto y por tanto s|/-i(o)nÜ propla. s 
Corolarlo IV.1.20
En las hipôtesls del Corolarlo IV.1.17, con U acotado en
r"xE, existe un subconjunto conexo, cerrado (minimal) Z de f *(0)
tal que g es 0-epl en ZAU y por tanto dlm(ZmU)&s, dlm(ZndU)as-l y
g es 0-esenclal en ZAU.
Demostraclôn
Basta tener en cuenta el Lema IV.1.19, el Corolarlo IV.1.17 y
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Prop. IV. 1.13 y tomar I*Ë del Teorema IV. 1.14 t>).
Blfurcaclôn local
Sean E un espacio de Banach, U un ablerto de r '^xE tal que
Ur»(R’‘x{0>)*c y f:U *E una apllcaclôn continua. Supongamos que
f(A,0)*0 para todo Xd*" tal que (X, 0)€U.
Conslderemos la ecuaciôn f(X,x)*0. Los puntos de la forma 
(X,0)eU se llaman soluciones triviales de la ecuaciôn. Las 
restantes soluciones se llaman no triviales.
Definiciôn IV.1.21
Sea f como antes y X^^^ tal que (X^,0)eU. Se dice que X^ es 
un punto de blfurcaclôn de la ecuaciôn f(X,x)=0 si todo entorno de 
(X^ , 0] contlene soluciones no triviales de la ecuaciôn.
Proposlclôn IV.1.22
Sean E un espacio de Banach, U un ablerto de R^E con
Un(R^x{O>)# 0 y f: U Æ  una funclôn continua de la forma
f(X,x) « x-f(X,x), donde F:U »E es una apllcaclôn compacta.
Supongamos que f(X,0)=0 para todo Xcr’^, con (X,0)eU, y que exlstan 
(X^ , 0)€U y c^>0 taies que f(X,x)#0 si
(X,x)€s|["\x^)x(Br (0)\{0})cU (S '^ t^X^ ) - { XeR*' : «X-X «=e } la
Co 0 Cq %  ° 0 0
frontera de B^ (0) * { XeR** : IX-X^lsc^ } y
Bg (0) « { xeE : Ixlsc^ )).
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Conslderemos la restrlcclôn de f a B*' (X )xB^ (0) (y la segulmos
0 0
denotando Igual). SI existe una suceslôn de numéros reales 
positlvos. menores o Iguales que c^ , convergente a cero,
tal que para cada meN existe B^ (X^)xB^ (0) >F si k&2 (o R*
si ka3), G-complemento para f, se verlflca que existe X*€§^ (X^ )
punto de blfurcaclôn de la ecuaciôn f(X,x)*0.
Demostraclôn
Sea mcM y g^:B^ (X^)xB^ (0) )R (o R )^ G-complemento para
f|gk ^  jQj. Como g es compacta, por el Corolarlo IV. 1.17, se
tiene que g^ es 0-epl en f’^ (0)n(B^ (X^)xB^ (0)).
Como a(B“ (X^)x§r (0)) = s‘“ '(X„)xB*^  (0) u b“ (X IxS^ (0)
C G C  C _ O e  C G C
G m G m G m
(Sg (0) * < xeE : #x#=c >), y f{X,x)*0 si
(X,x)eS^‘*(X^)x(B® (0)\{0}), se tiene que
f*‘(0)nô(B“ (X )xB^ (0)) = (s‘'‘(X„)x{0})u(f’‘(0)n(B‘ (X )xsf (0))).
Cq o C_ 0 0 c
SI f”*(0)r>(B^  (X^)xSg (O))=0 se tendria pues, que 
f"*(0)Aa{B^ (X^)xBg (0)) * S^"‘(X^ )x{0>. Conslderemos
g^lsk-»(x (o rS { 0>). Por la
hipôtesls sobre k, existe una homotopia 8: S^*'(X^)x{0}xl---- »R\{0}
(o r\ { 0}) tal que 8^(x)=g^(x) y 8^(x)=x^ para todo x. SI
def Inlmos 8:S^"^(X^)x{0}xI )R (o R^ ) por 8(x, t) = g^(x)-8(x, t ),
se tiene que 8(x, 0)=0 para todo x€S*^ ”*(X )x{0} y
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g^(x)-8(x, t) » H{x,t)*0 en S^"^(X^)x{0}xI y por tanto g^lx)*H{x,t)
en S^~'(X^)x{0>xI. Aplicando el Teorema IV. 1.15 se deduce que g^-h
es 0-epl en / *(0)n(B* (X^)xB^ (0)) para toda extenslôn h a
Bg (X^)xBg (0) de H^ . Como h=g^-x^ es una extenslôn a
B*[ {X )xB® (0) de H. se tendria que x *g -[g -x)*g -h serla 
C _ O C  1 0 m m 0 m0 m
0-epl en / *(0)n(B^ (X^)xS^ (0)). lo cual es absurdo. En 
consecuencla, f '(0)rt(§^ (X^)xS^ (0))ao.
Hemos vlsto que para cada meM existe 
(X^ .x^) € (S  ^(X^)xS^ (0)), soluclôn de la ecuaciôn f(X,x)=0 y 
como X eSg (0) (X^ , x )^ es una soluclôn no trivial de dlcha
ecuaciôn. Sea X € AcumulaclônlX^:meW}. Es claro que X €§^ (X^ ) es 
un punto de blfurcaclôn de la ecuaciôn f(X,x)*0.n
Sea f: s'‘"*xS""^---- >r\ { 0} una apllcaclôn continua.
Conslderemos B*‘(0)xB"(0) )R una apllcaclôn continua tal que
a) *(x,y)>0 si (x,y)€S^"*xB"(0)
b) ifi(x.y)<0 si (x,y)€B*(0)xS*^*
(en particular, si (x,y)€S^”*xS"'*, *(x,y)=0).
Extendemos f a una funclôn continua /:B*'(0)xB"(0)---->r" y
définîmes F; (b“(0)xB"(0),3(B^(0)xB"(0)))----- >(r"**,f"*\(0}) por
Fix,y) * (f(x,y),ÿ(x,y)). La clase de homotopia de F no depende de 
la extenslôn f de / ni de la elecclôn de ^ (con tal que verlflque
a) y b)). La fôrmula i((fj) - d(F,B^(0)x5"(0)) define una
apllcaclôn [S^'^xS^'^R'XlO)]----->n^  j^ (s"**) (ver [151, pags.
66-67).
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Proposlclôn IV.1.23 ([15], pag. 70)
Sea /:R^xF"---- >R" una apllcaclôn continua, tal que f(X.0)=0
para todo XeR^ y f(S*‘'’x(B"(0)\{0}))cR'\(0) (por tanto
f*f Igk-i^n-i: s“’*xS"”'---- »r'\(0)). si %([f])#0, se tiene que
existe X €§'‘(0) punto de blfurcaclôn de la ecuaciôn f(X,x)=0.
De hecho, en la demostraclôn de la Prop. IV. 1.23, se puede 
observer que de la hipôtesls %([f])*0 se deduce la exlstencia de 
una succeslôn (c )^-----»0 y apllcaciones g :^§''(0)xB^ (0)-----»R
continuas, meW, G-complementos de f (ver Prop. IV. 1.22 y Prop.
IV. 1.27).
A contlnuaclôn vamos a concentrer nuestro Interés en
encontrar condiciones que nos permltan asegurar que %([f])#0, sln 
necesldad de pasar por la funclôn auxlllar
Conslderemos f:S^~*xS" *---->R*\{0> una apllcaclôn continua y
7:S^"^xB"(0)--- )R* una extenslôn continua, cualqulera de f. Sea
8:S‘‘"‘xB"(0)--- »s"*'‘‘‘\<q>cS"*'‘’‘ la apllcaclôn deflnlda por
Hlx,y) * .Obsérvese que 8 es un homeomorfIsmo sobre su
B(x,y)l
Imagen y que 8(S*‘” x^B"(0) ) es un subconjunto ablerto de s"*'‘ * 
cuyo borde es 8(s'‘"^ xS"'^ ), que es homeomorfo a *xS"'^ .
Sea U = (p*'^  ^ og) (S*‘”*xB"(0) ). Se tiene que U es un ablerto
de y au * •^8)(s''’*xS"'*). Tenemos deflnlda la
apllcaclôn continua ?*8"^*p^^^  (0, 3U)---- »(R*,R*\(0}). Def Inlmos
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6(f) - d(7.H’^.p .U) c n (s'). Se verlflca:
n*k-l n*k-l
a) 6(f) no depende de la extenslôn continua 7 de f. En
efecto: sean 7,7':S*’*xB"(0)---- )F' dos extenslones continuas de
f. La homotopia G: (Uxl, Wx l ) --->(f',R“\(0>) deflnlda por
G(x,t) * tf«8*^«p (x)+(l-t )f'«8 *op (x) nos permlte
n+k-l n*k-l
deduclr que d(7«8*^»p  ^ ,U) “ d(7'«8*^«p ,,U).
«♦«•l m^k-1
b) 6(f) solo depende dq la clase de homotopia de la
apllcaclôn f:S*'"*xS“”*---- jR*\{0). En efecto: sean
f, g: s’‘"*xS"~*---- )R"\{0} dos apllcaciones continuas, homôtopas
medlante una homotopia G:S^ ^xS“ ^xl >R*\{0>. Tomamos
G: S*‘"'xB"(0)x I---- »r ' una extenslôn continua de G. La homotopia
G(8 j(*),‘) y el apartado a) permlten aflrmar que
3(f) - 6(g).
En consecuencla, dada una apllcaclôn continua
f:S*"*xS""*---- *R"\(0), para detemlnar 6(f) se puede suponer, sln
pérdlda de generalldad, que f (s’‘"^xs"”*)cs'”  ^ puesto que la 
homotopia G: S*‘*^xS“”*xI »R*\{0} deflnlda por
G(x, t) ■ tf (x)*(l-t)-^^*—  nos permlte asegurar que 6(f) = 6(-^) 
lf(x)l «fl
(y tamblén que %([f]) ■ *(1-^1) si s*n).
«fi
Lema IV.1.24
SI f:S’‘'*xS"”*---- )R"\{0) es una apllcaclôn continua, se
tiene que %([f]) * Z(6(f)).
Deswstraclôn
Por la observaclôn anterior, podemos suponer que lafcS^*. La
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apllcaclôn W:S* x^B"(0) es la restricciôn a s'‘'*xB"(0)
del homeonorfismo, que continuâmes denotando por H,
If: (b‘(0)xS'''‘)u (s‘‘‘ x^B"(0))-------------------- definido per
«(x.y)---
El hemeemorfisme verifica que
'(<?)) = e"*''"*. Extendemos f a una apllcaclôn continua
?: (b‘(0)xS"‘*)u (s‘'~‘xB"(0)) yS" tal que ?(B*‘(0)xS"'')cE^'*,
?(s '“” x^B"(0))cE%S"~*. Se verifica que ô(f) = [?off"'). Para verlo 
es suflclente recorder que por el Lema I.0.1 
3(f) ■ d(f*# j.U) » (h) donde ------ »s" es un
extenslôn continua de |^jgk-i^-i j = l//(s‘''xs"'')
(Pf^ lgn-i * Idgn-i), tal que (0) IcsNlp) y
^(0) )cS”\{q>. Es claro que f«#"* cumple las propledades de
una tal apllcaclôn h.
Ahora définîmes V: (B*‘(0)xB"(0) )\{0} por
’'•(b‘(0)xS"-‘)u (s'‘-'xB"(0))“ » y
tomamos f»H'^cW: (B^(0)xB"(0) )\B"*‘‘(0)---------- »s".
Sea f; b'‘(0)xB"(0)---- )R"** una extenslôn continua de f»H «^W.
SI escrlblmos Fix,y) * lglx,y),-<plx.y)) e f"xR a r"*', se tlene 
que ^Is‘‘"*xB"(0)“ ^ X P°r tante iplx,y)>0 para todo 
(x,y)€S*''^ xB"(0), y ^ X por tante ^lx,y)<0 para todo
(x,y)€B^(0)xS"~^. Como P|gk-i^^-» * If.O), se verifica que g es
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una extenslôn de f.
Por tanto. se tlene que ■ d(F,B'‘(0)xB“(0)). Como
Flx,y)*0 para cada (r,y) e (B*'(0)xB"(0))\b"*^(0), por la propledad
de esclslôn, » d(F. b"*^ (0)), y deduclmos que
-  Z([f|gn*k-l]) -  S((?.ff‘*.I/|gn»k-i]) -  Z((?.ff*‘ l) -
- Z(«(f)).m
Corolario IV.1.25
Sea /■;r'‘xR" jR" una apllcaclôn continua tal que f(X,0)®0
para todo A€R“ y f(s‘’^ x(B"(0)\{0}))cR“\{0}. Si k»3 y nt2 ô si 
nmk+2 y 3(f)*0, se tlene que existe punto de blfurcaclôn de
la ecuaclôn f(X,x)»0.
Deaostracidn
SI k*3 ô nak+2 el homomorflsmo es
un Isomorflsmo y en consecuencla 6(f )*0 si y so lamente si 
(Lema IV.1.24). Ahora basta apllcar la Prop.IV.1.23.■
La utlllzaclôn de 3(f) en vez de x([f]) présenta algunas 
ventajas en el estudlo de problèmes de blfurcaclôn como son el 
trabajar en dlmenslones mas bajas y no tener necesldad de utilizer 
la funclôn 0 deflnlda con anterlorldad. Ademâs se observa que una 
condlclôn necesarla para que %( [f ] )*0 es que 3(f )*0 y que en las 
hlpôtesls del Corolario IV. 1.25, si 3(f)#0, f se puede 
G-complementar por \>:B*'(0)xB"(0)----*R.
Como consecuencla del Corolario IV.1.25, tamblén pueden ser
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extraldas Interesantes relaclones entre los nûneros de enlace de 
variedades y el problema de la blfurcaclôn. Para ello enunclames 
el slgulente lema.
Lena IV.1.26
Sean U un subconjunto ablerto y acotado de y
g:(0,3U)----»(F",r '\{0}) una apllcaclôn de clase C*. Entonces,
existe c>0 tal que h(d(g,U)) » L(g”‘ (sr^ ) ) para 
cualesquiera y valores regulares de g contenldos en B^(0) (h 
dénota el Invariante generallzado de Hopf y L es numéro de 
enlace).
Demostraciôn
Sea g: V >r " una apllcaclôn de clase C^ , donde V es un
subconjunto ablerto de r"*** que contlene a 0 y g|g » g. Sea 
c<*-^-dlst(g(dU),0), es claro que ^(0)cR"\g(aU). Haclendo V tan 
pequefto como haga falta, se puede suponer que g(V\U)cRNB^(0). 
Como 11 » { f^^ (^V), > es un recubrlmlento ablerto de
s"*^ , existe partlclôn de la unldad de clase C*
subordlnada a 11. Deflnlmos KrS"*''---- >s" por
X (x)(f "g'f"*. )(x)+X (x)q
Klx) = ------- — — --------------- Es claro que K es una
WX^  (x) (tp^ «g»?>‘^ )^ (x)+X^(x)qll
apllcaclôn de clase C*. Como K\^ = *’n*^’^ n+k X
)cS\<p), se tlene que d(g.U) = (K) e n^^^ (S"). Por
tanto h(d(g.U)) » h((/Cl) * l.(X" (^s^ ),K"'(s )) para cualesquiera
y valores regulares de K. Observâmes que X *(^p^ {B^(0))cr^^^ (U)
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y como consecuencla h([K)) ■ L(g"*(s^).g“*(Sj)) para cualesquiera
y v&lor** regulares de g contenldos en B*(0).m
Como consecuencla del lema anterior, se obtlene una condlclôn 
suflclente para que el grado de una apllcaclôn no sea nulo. Ademâs 
en casos partlculares este hecho puede ser apllcado al estudlo de 
problèmes de blfurcaclôn, como lo Indice el slgulente corolario.
C o ro la r io  IV . 1 .2 7
Sea f:R*xR* ïR* una apllcaclôn de clase C^  tal que
f(X,0) - 0 si X « R  ^ y f (s ‘x(S *(0 )\{0> )) c R*\<0>. Seen
X:S*xB*(0)---- >s’ deflnlda por Hlx.y) - -iîiZL.
«(x.y)ll
U -(*»■*.») (s‘xB*(0)) c r’ y c - -|-dlst((f.B’‘.p^)(aU),0). Sean 
a^ , a^«Bg(0) dos valores regulares cualesquiera de Si
es Impar, existe X^ €fi*(0) 
punto de blfurcaclôn de la ecuaclôn f(X,x)*0.
Demostraciôn
Es una consecuencla directe de que
X(lfl) “ Z(«(f)) - Z(d(f.tf"*.p^,U))6n^(s’) y del hecho de que
Z([h])eO, para h:S^ >S^  si y solamente si y(h) es Impar, slendo
y el Invariante de Hopf, y del Lema IV.1.26.s
Técnicas anâlogas a las utilizadas en la Prop. IV. 1.23, se 
pueden enplear medlante el grado definido en el capitule II.
Sean E un espacio vectoriel real normado.
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B^(0) “ {xeE : IxKl) y S(E) ■ S ■ {x«E : 1x1*1) y sea 
7; S*‘**xS— — »E una apllcaclôn compacta (tamblén puede ser 
contemplado el caso T y-condensante).
Conslderemos T:B*(0)xB^(0) Æ  una extenslôn compacta de T
(slempre se puede consegulr en vlrtud del Teorema de Dugundjl) y
(^r; B*(0)xB®(0) )R una apllcaclôn compacta tal que ^^ (S*'(0)xS)cF“
y ^(S^'^xB^(0))cR* y f"*(0) - S*"*xS.
SI f : S  ^*xS Æ\(0) es una apllcaclôn continua de la forma
f(X,x) *x-r(X,x) y deflnlmos /‘:B*'(0)xB*(0) WRxE por
F(X.x) * (^(X.x).x-nx.x)). se tlene que
P(X^,.... X^.x) « (X^,x)-(X^-#(X.x),T(X.x)) (X*(Xj..... X )^), la
apllcaclôn T;B'‘(0)xB^(0) jRxE deflnlda por
T(X.x) * (X^-^(X,x),T(X.x)) es compacta, dado que
r(?(0)x^(0))cl-a,a]xT(B'‘(0)xS®(0)) para algûn a^* y por tanto 
esté definido i(Ifl) - d(F.B^(0)xB^(0) ) e
(F: (b‘(0)xB®(0),a(i^(0)xi^(0)))-----»(RxE,RxE\(0,0))).
Al Igual que en el caso de dlmenslôn fini ta d(F,B^(0)xB^(0))
no depende ni de ^ ni de 7.
Proposiciôn IV.1.28
Sean 7 : R^E--- Æ  una apllcaclôn coapletamente continua,
f:R*'xE »E deflnlda por f(X,x) * x-7(X,x). Supongamos que
f(X,0)*0 si XeR^ (lo cual es équivalente a declr que 7(X,0)*0 si 
XsR*') y que f (s“'‘x(B*^(0)M0>))cE\{£)} (en este caso 
f : s""*xS----Æ\{0}). SI %([f))*0, existe X eB^(O) punto de
ZOO
blfurcaclôn de la ecuaclôn f(X.z)*0.
Demostraciôn
Para cada meM, sea ---- *R la apllcaclôn
continua deflnlda por * «XB^ -a^ llxl*. Es claro que es
compacta. ^_(g*(0)xS^^)cR’, ^_{S^’*xS^^(0) )cF* y
#^(0) - S*"'xS^^.
Entonces, la apllcaclôn f^;?(0)x5^^(0) iRxE deflnlda por
f(X,x) « (0^(X,x),x-r(X,z)), cumple que
d(F_,g^(0)xÿ^_(0)) * x([f])#0 (I I.10, II.1.7). Asi,
f||«t(Q)xgE (Q) se puede G-complementar por y por IV. 1.22,
existe X^cb'‘(0) punto de blfurcaclôn de la ecuaclôn f(X,x)*Om
Blfurcaclôn global
Sea f;R'‘xR° >R" una apllcaclôn de clase tal que
a) f(X,0)*0 para todo XeR*
b) A ■ (XeR'‘:D^f(X,0)sCL(R")> es un subconjunto dlscreto
de R".
Sea y la adherencla de todas las soluclones no triviales de 
la ecuaclôn f(X,x)=0.
Sea X^eA y sea C(X^) la componente conexa de (X^,0) en /. 
Supongamos que g(X^) es acotado (y por tanto es un subconjunto 
compactai de R^xR°). Se tlene que
C(X^)A(R\(0)) ■ (X^..... X^)x{0), donde X *^X^ para 1*J.
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Proposiciôn IV,1.29
Sea f :  >P" una apllcaclôn de clase c', verlflcando
las hlpôtesls anterlores. SI X^eô y G(X^) es acotado. se tlene que
E ( [f] ) - 0.
Demostraciôn
Sean U un subconjunto ablerto y acotado de R^ xR**, r>0 y p>0
taies que 6(X^)cU. ÔUny*«. Un(R"xB^(0)) *^v^B\x^)xB^(0),
bNx )rS"(X.)-0 para 1*J. f( 5 s‘‘'‘(X )x(B"(0)\{0})) c  r"\{0}. 
p i  P J I «I p i r
Conslderemos 0: ^ C^B^CX^)xB”(0) »R apllcaclôn continua tal
que 0(jÇjB^(Xj)xS"'^(O)) c U— ,0) y
0 ( , 5 j S ^ ’* ( X j )x B " ( O ) )  c  (0.— »).
Sea H - Ç(X )n( 5 g^(X )xS"**(0)) - Ç(X,)n(.5  B*'(X IxS"'*(0)) 
1 1*1 p i r 1 i«i p i  r
subconjunto compacte de 0. Se tlene que 0(H)c(<— ,0) y por tanto
existe msR con m<0 tal que 0(H)c(<— , mj. Asl, existe
0:Ç(X^)\(j8^B*(Xj)xB"(O))---- »(<— ,m] extenslôn continua de 0| .^
Tenemos, por tanto, deflnlda una funclôn continua
0:Ç(X^)u(^8^bJ(X^)xB;(O))---- m  donde B^CX^lxB^CO))"^
y 0| • )xB**(0)“^’ Flnalmente, sea 0^:0 )R una extenslôn
i«i p j r
continua de 0. Conslderemos (f,0^):U >r"xR, es claro que
(f, 0^ ) (3U)cR"**\{0} y en consecuencla estâ definido 
d((f,0 ),U)€n (^S"*^ ). Ademâs. (f.0. )’*(0)c.5 B*'(X )xB"(0) de
1 n^k 1 1 * â p I £
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donde se deduce que
d((f.*,).U) y c-,
Bp(A^)xB"(0) estân separados por hlperplanos, podeaos asegurar que 
d(l/,*,).U) - 1 1 I  .
■ z >»»;'»» ■ r i»
1*1 p i  r  1*1 i
A la vista de esta igualdad, debemos probar que
d((f,0^),U)*O. Si d((f,0^),U)#O, se tendrla que la apllcaclôn
0^ : (/•■*(0)nD,f"‘ (0)nôU)--- »(F,R\{0}) séria 0-epi en f ‘ *(0)nü lo
cual es absurdo pues to que f"*(0)r\3U *^5^8^”* (A^  )x{0> y 0^  tlene
slgno constante alli.a
El slgulente corolario es la observaclôn 4.3 de [15] (pag.
71).
Corolario IV.1.30
En las condl clones anterlores de /■:R*‘xf?"----)R", si
((fl)eO se tlene que S(A^) es no acotada o existe X^eANlX^) tal 
que (X^,0)€Ç(X^).
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IV. 2 APLICACION DEL GRADO GQIERALIZADO AL ESTUDIO DE LOS 
NUMEROS DE ENLACE DE ESTERAS.
Deflniciôn IV.2.1
Un enlace de tlpo en R", es una Inmerslôn
P. P, _ P. P,
dlfeoBÔrfica L:S uS  w  , donde S y S se suponen
disjuntas. Mas generalmente una apllcaclôn de enlace es una
Pj P,
apllcaclôn continua f : S \jS  m  sujeta a la condlclôn
P, P, 
f(S ‘)nf(S *)-0.
Dos enlaces y L^ , del mlsmo tlpo, se dice que son
homôtopos, si existe una homotopla continua L: (S ^uS ^)xl---- >R“
tal que y es un enlace para todo tel.
P. P,
Dado un enlace L: S vS  >R , se puede définir una
apllcaclôn continua 0:S *xS *---- >S^* por 0(x,y) » L(y) Llx)_
■L(y)-L(x)l
P, P,
Sea a(L) “ [0] e (S xS ,Sr ). Es claro que si y son dos
enlaces homôtopos, se tlene que e(L^) * a(L^) y por tanto a(L) es
un Invariante de la clase de homotopia del enlace L.
SI p^+p^»m-l, el grado de 0 (como apllcaclôn continua entre 
variedades) caracterlza [0] y en vlrtud de lo observado en el
Capitule III, pârrafo 3, alL) * [0] puede ser conslderado como un
elemento de H ^ (s"*^ ).
SI p^+p^>m-l, slgulendo el argumente dado en (25) (pag.376)
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tamblén puede conslderarse alL) ■ (01 c H  ^ (S^*) ya que
M  "a
(S *xS *,S^*l»lS  ^ (podrian tamblén usarse los
resultados del capitule III, pârrafo 3 si 6 p^ son menores que
m-2, puesto q 
m-1a( p^  ♦p^-Cm-1)+2)).
P, P,
ue S xS es (p^+p^-Im-l ) )-conexo y
A contlnuaclôn vamos a définir a(I) medlante el grado 
generallzado establecldo en el Capitule I, de manera natural. Para 
ello necesltaaos Introduclr algunas notaclones, asl como algunos 
resultados previos. Los resultados que posterlormente 
demostraremos Involucran teorla de cohomotopla y los previos que 
se necesltarân estân contenldos en el Capitule 0.
P, Pj P.+P.+l 
Conslderemos p: S xS  »S deflnlda por
p(x.y) “ —^  (x.y). Se tlene que p es una Inmersién dlfeomôrflca y
/ l
P, P, P.+P+1 
p(S xS ^)cS  ^ \{q>.
P/Pz+l
Conslderemos las apllcaclones ---- >R defInldas
2 2 P / ^  P,+l
por B^lx,y) « Ixfl y M^lx.y) ■ lyl (xeF . y ^  y
P.+P+1 P/1 P,+l
S * cR * xR * ). Como 1/2 € (v. r. ) )r>(v. r. ) (N^ ). se
verifica que — ,1/21 y — ,1/21 son subvarledades
P/Pg+l P. P,
de S , cuyo borde es p(S xS ). Ademâs, es
_P *1 P,
dlfeomôrflca a B (0)xS por el dlfeomorfIsmo
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Conslderemos U, subconjunto ablerto y acotado de r”*'* y
f:(U,ÔU) >(r",r"\{0>) una apllcaclôn continua,
P^ ^^ :R"*'‘----iS"*\{q} y R" } como hasta ahora. Sea
U'*p^^^(U) y g:dU' »s"”  ^ la apllcaclôn continua deflnlda por
(f.p'\ )(x)
g(x)
Supongamos que los grupos de cohomotopla n"'*(3U'), 
n"(0',au'), n"(s"*'‘ , s " * \u ') y estân deflnldos.
Lena IV.2.2
En las condlclones anterlores, d(f,U) « -**((g]), donde ♦ es 
la composlclôn de los homomorfIsmos
n"'‘ ( w  )— - — >n"(0', SU' — >n"(s“*“,s " * \u ' — »n"(s"*'‘ ) ■
a n^^ (^S"), donde----------------- ---- ,(S"**,S"*\u'),
e:(D',SU')( S"*\u' ) son las Incluslones. (Observese
que, por 0.1.6 b), e es un Isomorflsmo).
Demostraciôn
Como g: SU'----»s“”^ cF“\<0} es una apllcaclôn continua, existe
g:S"*'‘----»S" extenslôn continua de g tal que g(0')cE^,
g(S"*Su')cE" y g(S"'*)=aU'. SI r:S" >s" es la apllcaclôn
206
deflnlda por r(x ,x ) = r(x. x ,-x ), es fâcll
1 n n*l 1 n n*l
comprobar que d(f,U) * lr»g] * [g] (I.O. 1). Por tanto, lo que hay 
que demostrar es que ♦*(lgl) » Igl. Se tlene que ô(lgj) » Ig),
donde g(x) * g(x)+@(x)e^^, con g:0'---->R" extenslôn continua de
g y 0:0---->10,1] apllcaclôn continua tal que 0 '(0)»SU' (0.1.5).
Es claro que g:(0'SU')---->(R"**\(0},f"*^\{0}) es una apllcaclôn
continua. Sea C:Ü'xI >r"** la homotopia continua deflnlda por
G(x,t) » fg(x) + (l-f)g(x). Es Inmedlato que C(U'x I)cR"**\{0> y 
G(SU'xI )cR”**\(0}. Como consecuencla se tlene una homotopia
continua G: (Û'xl, flU'xI)--- »(R"*\(0},R^\(0>) tal que G^=g y
G «^g, esto es, «((gj) * (g) = (g|g#J- Por tanto
((«*)'*•«)( [g] ) * («*)'*( (g|g, ] ), y como
g: (S"*'‘,S'‘*\U')----»(r"*\{0>,r"*\(0}) se tlene que
((e )"^ «a) ( (g) ) » (g] y asl ♦ ((g)) * {J »(e )'*«3)(lgl) = (gl.m
Definiciôn IV.2,3
Sean L:S *uS *----»R" un enlace, 0:S *xS *---- »S" ' deflnlda
por 0(x.y) = . y s = (f (S ^xS )^). S es una
IL(y)-L(x)l Pi P2+I
P/P 2+I
subvarledad compacta y sln borde de R de dlmenslôn p^+p^ y
Pj+Pj+l
por tanto existe un subconjunto ablerto y acotado, U, de R
tal que 5U=S. Se define a'(L) = d(0,U), donde 0:U---- )R" es una
extenslôn continua, cualqulera, de 0»P ^ : SU---- s^" '
P% Py
(observemos que a'(L) e II ^ (S") y por 1.0.2 es Independlente
Pi "2
de la extenslôn continua que se ellja de 0»p ^^). De hecho
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lo que se ha definido es una apllcaclôn
d: [S *xS — :— »n  ^ ^^(ST) ya que d(0,U) solo depende de la
Pi Pg
clase de homotopia de 0.
Proposiciôn IV.2.4
En las condlclones anterlores,
d: [S ^xS *,ST”^ 1 es un homomorflsmo si p^+p^<2m-3
y es un Isomorflsmo si p^am-2 y p^sm-2. En consecuencla, si p^sm-2 
y p sm-2, a'(L) Juega el mlsmo papel que a(L) e n ^ (S“~*)
"i 2^
definido al comlenzo del apartado IV. 2.
Demostraciôn
Usando el Lema IV. 2.2 y las propledades de p, y es
claro que M^« p^ ^^(Ü) y se tlene el slgulente diagrams
conmutatlvo.
P P , p *p *1
n *'*(s  *xs ----------— ------------ »iT(s  ^ * )»n ,(s " )
Por otro lado, el dlfeomorfIsmo
P. P, P. _P_+1 P, P,
a: (M^,p(S "xS ^))----->(S xB * (0),S *xS *), definido por
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a(*,y) « l-^,y/~2y). Induce el slgulente diagrams conmutatlvo 
nxi
p p s p p
lT‘‘(S *xS *) >iT(M^.p (S *xS ^))
= I
p  p  3 p pi +1 p p_
lT‘‘{p(S 'xS *))---------->n*(S ‘xB * (0).S ‘xS *)
Por otro lado, se tlene que S Como
P, P, . P. P,
dlm(S xS ) = p^ +p^, u (S xS ) tlene estructura de grupo si
2(s-l)-l>p^+p^, es declr, si 2m-3>p^+p^. De la mlsma manera. de
p p +1 P P 
dlm(S \ g  ' (0)\S *xS *) - Pj+Pj+l. dlm(A^) • p^+p^+l y
P +P *1
dlmCS ) = p^+p^*l, se tlene que los grupos de cohomotopla
anterlores estàn deflnldos si 2m-3>p^+p^ y en consecuencla d es un 
homomorflsmo si p^*p^<2m-3.
Conslderemos ahora la suceslôn exacta de cohomotopla del par
P. _P,+1 P. P,
(S xB  ^ (0).S ^xS *).
p p +1 p p 3
'(S ‘x5 * (0)) »ir"‘(s *xS *)-----
3 p p + 1  P P  p p *l
 >if(s *xB * (o),s x^s *) >n"(s *xi * (0))-
p. _p,*l p,
Como S xB (0) es del tlpo de homotopia de S ,
p _p +1 p p +1
n“”*(S 'xB * (0)) y n"(S *xB * (0)) que ya sablamos estàn
deflnldos. son nulos en ambos casos si p sm-2. En consecuencia, 3
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es un Isomorflsmo si p^sm-2.
Ahora tomamos la suceslôn exacta de cohomotopla del par
(S ^ ,M^).
3 p  * p * i  J
 .......)Il“' (M.) »n“(S ,M.)--------»
_p +1 P,
Como es dlfeomorfa a B (0)xS , es del tlpo de
homotopia de S  ^ y por tanto y n"(M^  ) son nulos si
p^sm-2. Por conslgulente, J es Isomorflsmo si p^sm-2. Hemos vlsto
que si p^sm-2 y p^sm-2 d es un Isomorflsmo. s
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