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Extending previous work [26] by the first author we present a variant of
the Arratia flow, which consists of a collection of coalescing Brownian mo-
tions starting from every point of the unit interval. The important new feature
of the model is that individual particles carry mass which aggregates upon
coalescence and which scales the diffusivity of each particle in an inverse
proportional way. In this work we relate the induced measure valued process
to the Wasserstein diffusion of [46]. First, we present the process as a martin-
gale solution to a SPDE similar to [46]. Second, as our main result we show
a Varadhan formula [42] for short times which is governed by the quadratic
Wasserstein distance.
1. Introduction and statement of main results.
1.1. Motivation. Since its introduction in [33] Otto’s formal infinite dimen-
sional Riemannian calculus for optimal transportation has been the inspiration for
numerous new results both in pure and applied mathematics, see e.g. [1, 31, 34,
40, 45]. It can be considered a lift of conventional calculus of points to point
ensembles resp. spatially continuous mass distributions. It is therefore natural to
ask whether this lifting procedure from points to mass configurations has a prob-
abilistic counterpart. The fundamental object of such a theory would need to be
an analogue of Brownian motion on the space of probability measures adapted to
Otto’s Riemannian structure of optimal transportation. In [46] the second author
together with Sturm proposed a first candidate of such a measure valued Brown-
ian motion (with drift), calling it Wasserstein Diffusion, and showed among other
things that its short time asymptotics are indeed governed by the geometry of op-
timal transport in the sense of a Varadhan formula for short times governed by the
Wasserstein distance. – However, the construction in [46] has several limitations
since it is strictly restricted to diffusing measures on the real line, it brings about
additional seemingly non-physical correction/renormalization terms and lastly it
is obtained by abstract Dirichlet form methods which e.g. do not allow for generic
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2 V. KONAROVSKYI AND M.-K. VON RENESSE
starting points of the evolution. Hence, in spite of several ad-hoc finite dimensional
approximations [3, 39, 41] the process remained a rather obscure object. Given the
strong similarity of the SPDE representation of the Wasserstein Diffusion to the
Dean-Kawasaki equation in physics [9, 24] it is natural to ask for related measure
valued diffusion processes which share a similar multiplicative noise structure, giv-
ing rise to the same large deviation principles on short time scales.
1.2. Modified Massive Arratia Flow. In this paper we give a different and very
explicit construction of another diffusion process in the space of probability mea-
sures on the real line which exhibits a similarity to the Wasserstein diffusion as
discussed above. The construction is based on a modification of the so-called Ar-
ratia flow of coalescing Brownian motions, which was introduced in [4] and which
was later extensively studied by Dorogovtsev and coauthors [14, 15, 16, 17, 32]
resp. Le Jan-Raimond [30]. As an important extension the Brownian Web [19] has
also received significant attention in recent studies.
Our point of departure is another modification of the Arratia flow in [25] by
assigning a mass to each particle, which is aggregated when particles coalesce and
which controls the diffusivity of each particle in inverse proportional way. In [26]
it was shown for the first time that such a system can be constructed starting with
an infinitesimal mass particle at each point of the unit interval, i.e. such that the
empirical measure of the particles almost surely converges in weak topology to the
uniform measure on the unit interval as time tends to zero. – The resulting model,
which we shall call modified massive Arratia flow (MMAF), can best be described
in terms of a family of continuous martingales that describe the motion of the
particles. Letting D([0,1],C[0,T ]) denote the Skorokhod space of ca`dla´g-functions
from [0,1] into the metric space (C[0,T ],d∞) of continuous real valued trajectories
over the time interval [0,T ] with the uniform distance d∞ and λ denote Lebesgue
measure on [0,1], the main result of [26] reads as follows.
THEOREM 1.1. There is a process y ∈ D([0,1],C[0,T ]) such that
(C1) for all u ∈ [0,1] the process y(u, ·) is a continuous square integrable martin-
gale with respect to the filtration
Ft = σ(y(u,s), u ∈ [0,1], s≤ t), t ∈ [0,T ];
(C2) for all u ∈ [0,1], y(u,0) = u;
(C3) for all u < v from [0,1] and t ∈ [0,T ], y(u, t)≤ y(v, t);
(C4) for all u,v ∈ [0,1] the joint quadratic variation of y(u, ·) and y(v, ·) is
[y(u, ·),y(v, ·)]t =
∫ t
0
I{τu,v≤s}ds
m(u,s)
,
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where m(u, t) = λ{v : ∃s ≤ t y(v,s) = y(u,s)}, τu,v = inf{t : y(u, t) =
y(v, t)}∧T .
Note that uniqueness in law of y satisfying properties (C1)− (C4) remains an
important open problem. However, all subsequent results derived in this paper deal
just with some field of martingales satisfying properties (C1)− (C4) above. In
particular, uniqueness is not needed for any of our arguments.
We also point out that, in contrast to the classical Arratia flow, the family of
maps {y(·,s)}s≥0 does not induce a (stochastic) flow on the real line, i.e. does not
satisfy a cocycle property. Our terminology of a ’modified massive Arratia flow’
refers rather to the corresponding measure valued process1
µt := y(·, t)#λ , t ∈ [0,T ],
which is obtained via the image (push forward) of the uniform measure λ on [0,1]
under the random maps y(·, t). The process µt , t ∈ [0,T ], is the central object of our
interest. In particular, µ0 = λ in the present case, but our arguments and construc-
tions below can be modified to the case of more general starting measure, cf. [28].
For the sake of presentation, in the sequel we stick to the µ0 = λ case.
For illustration and comparison to the standard Arratia flow we include here
some numerical simulations. The red trajectory on the picture is the evolution of
the center of mass of the particles which is a Brownian motion.
1.3. Main results for the Modfied Massive Arratia Flow.
1.3.1. New construction and stochastic calculus for the MMAF. The first result
of this paper is a new simplified construction of a modified massive Arratia flow, us-
ing spatial discretization and a tightness argument. Second, we analyze the process
y(t) = y(·, t), t ∈ [0,T ], as an L2(λ )-valued martingale and develop an associated
1In fact µt , t ∈ [0,T ], turns out to be a Markov process, but we will not stress this here.
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stochastic calculus. We show that for each g∈ L2(λ ), s 7→ J(g)(s) := (g,y(s))L2(λ ),
where (·, ·)L2(λ ) denotes the inner product in L2(λ ), is a continuous square inte-
grable martingale with quadratic variation process
[J(g)]t =
∫ t
0
‖pry(s)g‖2L2(λ )ds, t ∈ [0,T ].
Here prhg is the orthogonal projection in L2(λ ) of g onto the subspace of σ(h)-
measurable functions. This shows that the process y(·) is a martingale solution to
the infinite dimensional SDE
dy(s) = pry(s)dWs,
where W is cylindrical Brownian motion in the Hilbert space L2(λ ).
By (C3) the map [0,1]3 u→ y(u, t) is monotone (and ca`dla´g), hence the one-to-
one map between probability measures on R and their quantile functions on [0,1]
yields an equivalent parametrization of y by the induced measure valued flow
(1.1) µt := y(·, t)#λ , t ∈ [0,T ],
where y(·, t)#λ (A) = λ{u : y(u, t) ∈ A}, A ∈B(R), denotes the image measure of
λ under the map y(·, t).
The process µt , t ∈ [0,T ], and its relation to the Wasserstein diffusion, is our
main interest of this paper. Our first observation follows from the Ito formula for
y(t), t ∈ [0,T ], obtained in [26].
PROPOSITION 1.2. Let µt := y(·, t)#λ . Then, for each twice continuously dif-
ferentiable function f on R with bounded derivatives up to the second order
M ft := 〈 f ,µt〉−
∫ t
0
〈 f ,Γ(µs)〉ds
is a continuous local martingale with quadratic variation process[
M f
]
t =
∫ t
0
〈( f ′)2,µs〉ds,
where Γ is defined as follows
〈 f ,Γ(ν)〉= 1
2 ∑x∈supp(ν)
f ′′(x).
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We point out that Γ(µt) is well defined since property (P4) of section 2.4 below
implies, that supp(µt) is a finite set for all t ∈ (0,T ] almost surely.
As a consequence of Proposition 1.2, µt , t ∈ [0,T ], is a probability valued mar-
tingale solution to the SPDE
(1.2) dµt = Γ(µt)dt+div(
√
µtdWt),
which follows from a standard application of Ito’s formula in finite dimensions.
The SPDE (1.2) should be compared to the corresponding SPDE for the Wasser-
stein diffusion [3, 46]2 reading
dµt = β∆µtdt+ Γˆ(µt)dt+div(
√
µtdWt),
with
〈 f , Γˆ(ν)〉= ∑
I∈gaps(ν)
[
f ′′(I+)+ f ′′(I−)
2
− f
′(I+)− f ′(I+)
|I|
]
.
Thus, besides the apparent similarity of the second order part in the drift operators
Γ and Γˆ, both models share the same singular multiplicative noise which gives
rise to the characteristic density 〈( f ′)2,µ〉 in the quadratic variation process. Of
course, this is the same expression as the one appearing in Otto’s definition [33] of
the Riemannian energy of an infinitesimal (tangential) perturbation of a measure
resp. in the Benamou-Brenier formula [5] for optimal transportation.
1.3.2. Varadhan Formula for the short time asymptotics of the MMAF. As the
main achievement of the present paper we will make this connection more rigorous
by showing that the small time fluctuations of the process are in fact governed, on
an exponential scale, by the Wasserstein metric.
To this aim, recall that the (quadratic) Wasserstein metric is defined as follows.
For probability measures ν1, ν2 on the real line with finite second moments it is
defined by
dW (ν1,ν2) =
(
inf
ν∈χ(ν1,ν2)
∫∫
R2
|ξ −η |2ν(dξ ,dη)
) 1
2
,
where χ(ν1,ν2) denotes the set of all probability measures on R2 with marginals
ν1,ν2. The main result of the present paper is the following version of the Varadhan
formula for the measure valued diffusion µt , t ∈ [0,T ]. – The precise conditions for
a set A ⊂P(R) to be properly chosen for the statement are specified in section
1.3.4 below.
2see also [1] for the connection to the Dean-Kawasaki equation (c.f. [9]).
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THEOREM 1.3. Let y satisfy (C1)− (C4) and let µt , t ∈ [0,T ], be defined
by (1.1). Then, for properly chosen sets A⊂P(R)
(1.3) lim
ε→0
ε lnP{µε ∈ A}=−(dW (λ ,A))
2
2
,
where the uniform distribution λ on [0,1] is considered as an element ofP(R).
It should be noted that in Theorem 1.3 we do not make any assumptions on
the system y other than (C1)− (C4). Here, the particular construction leading to a
system with these properties does not play any role.
Theorem 1.3 is a large deviations statement for the family of random measures
µε , involving the rate function
I(η) =
1
2
(
inf
ν∈χ(λ ,η)
∫∫
R2
|ξ −η |2ν(dξ ,dη)
)2
=
1
2
d2W (λ ,η).
We obtain it by contraction from a full large deviation principle for the family of
processes {yε(·)}ε∈(0,1] = {y(ε·)}ε∈(0,1]. The latter is the main technical achieve-
ment of the present paper and it consumes the biggest part of it.
1.3.3. Large Deviation Principle for the MMAF. For a precise statement of the
large deviation principle for the sequence {yε(·)}ε∈(0,1] = {y(ε·)}ε∈(0,1] we need
some notation. Let L2(ρ) = L2([0,1],ρ), ρ(du) = κ(u)du, where κ : [0,1]→ [0,1]
(1.4) κ(u) =
{
uβ , u ∈ [0,1/2],
(1−u)β , u ∈ (1/2,1],
for some fixed β > 1, and
D↑ = {h ∈ D([0,1],R) : h is non-decreasing}.
Denote
H = {ϕ ∈C([0,T ],L2(λ )∩D↑) : ϕ(0) = id and
t→ ϕ(t) ∈ L2(λ ) is absolutely continuous3},
(1.5)
I(ϕ) =
{
1
2
∫ T
0 ‖ϕ˙(t)‖2L2(λ )dt, ϕ ∈H ,
+∞, otherwise.
3A function f (t), t ∈ [0,T ], taking values in a Hilbert space H is called absolutely continuous if
there exists an integrable function t→ h(t) ∈ H (in Bochner sense) such that
f (t) = f (0)+
∫ t
0
h(s)ds,
and we will denote the function h by f˙ .
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THEOREM 1.4. The family of processes {yε}ε∈(0,1] satisfies a large deviations
principle in the space C([0,T ],L2(ρ)) with the good rate function I, i.e. for any
open set G in C([0,T ],L2(ρ))
lim
ε→0
ε lnP{yε ∈ G} ≥ − inf
G
I
and for any closed set F
lim
ε→0
ε lnP{yε ∈ F} ≤ − inf
F
I.
Since the processes yε(·) solve
dyε(s) = pryε (s)
√
εdWs,
Theorem 1.4 appears as an instance of the classical Freidlin-Wentzel LDP for so-
lutions of SDE, but here we have to deal with additional difficulties since the dif-
fusion operator g→ σ(g) = prg is not continuous as an operator-valued map on
L2(λ ), and generally little is known about such large deviation principles for solu-
tions of a SDE with non-smooth coefficients even in finite dimensions. In our case
we can overcome these difficulties with additional arguments, using the fact that σ
is continuous on strictly monotone y ∈ L2(λ ).
1.3.4. Properly chosen subsets A ⊂P(R). In order to specify the conditions
on the set A for the validity of formula (1.3), let τρ denote the image topology on
P(R) of the L2(ρ)-topology on D↑([0,1]) induced from the bijection
ι : g 7→ g#λ .
We call a set A⊂P(R) displacement convex if it is the image of a convex subset of
D↑([0,1]) under the map ι . A set is properly chosen for the validity of Varadhan’s
formula as in Theorem 1.3, for instance, if it is displacement convex τρ -closed with
non-empty τρ -interior.
REMARK 1.5. It is possible to construct a process y in a similar fashion on a
circle S with a proper notion of martingale on S. In this case the family {yε(·) =
y(ε·)}ε∈(0,1] will be exponentially tight in C([0,T ],L2(λ )), since the state space
L↑2(λ ) is compact. Consequently, the large deviation principle can be proved in
C([0,T ],L2(λ )) and thus, it will imply that the Varadhan formula (1.3) holds for
any measurable set A that belongs to the spaceP(S) of probability measures on S
and satisfies intA = A, for instance.
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The organization of the paper is as follows. In section 2 we give a streamlined
review of the construction of the modified massive Arratia flow from [26]4. In
section 3 we introduce some elements of a stochastic calculus relative to y to the
extent needed in the sequel. The final section 4 is devoted to the proof of the large
deviations principle Theorem 1.4.
2. Construction by a system of coalescing heavy diffusion particles.
2.1. A finite number of particles. We consider a finite system of particles which
start from the points kn , k = 1, . . . ,n, with the mass
1
n , where n ∈ N is fixed.
PROPOSITION 2.1. For each n, there exists a set of processes {xnk(t), k= 1, . . . ,
n, t ∈ [0,T ]} that satisfies the following conditions
(F1) for each k, xnk is a continuous square integrable martingale with respect to
the filtration
F nt = σ(x
n
l (s), s≤ t, l = 1, . . . ,n);
(F2) for all k, xnk(0) =
k
n ;
(F3) for all k < l and t ∈ [0,T ], xnk(t)≤ xnl (t);
(F4) for all k and l,
[xnk ,x
n
l ]t =
∫ t
0
I{τnk,l≤s}ds
mnk(s)
,
where mnk(t) =
1
n #{ j : ∃s≤ t xnj(s) = xnk(s)}, τnk,l = inf{t : xnk(t) = xnl (t)}∧T
and #A denotes the number of points of A.
Such a system of processes can be constructed from a family of independent
Wiener processes, coalescing their trajectories. Moreover, (F1)− (F4) uniquely
determined the distribution of xn = (xn1, . . . ,x
n
n) in (C[0,T ])
n (see [25]).
2.2. Tightness of a finite system in the space D([0,1],C[0,T ]). Let
yn(u, t) =
{
xnbunc+1(t), u ∈ [0,1),
xnn(t), u = 1,
t ∈ [0,T ].
PROPOSITION 2.2. The sequence {yn(u, t), u ∈ [0,1], t ∈ [0,T ]} is tight in
D([0,1],C[0,T ]).
The statement will follow from theorems 3.8.6 and 3.8.8 [18] and Remark 3.8.9 ibid.
The following lemmas 2.3, 2.4 and 2.5 can be used to check conditions (8.39),
(8.30) of [18] and (a) of Theorem 3.7.2 ibid., respectively.
4Here we construct the process directly on [0,T ] as a limit of particle systems, whereas in [26]
the construction also included an ε → 0 limit for a sequence of processes on [ε,T ].
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LEMMA 2.3. For all n ∈ N, u ∈ [0,2], h ∈ [0,u] and λ > 0
P{d∞(yn(u+h, ·),yn(u, ·))> λ , d∞(yn(u, ·),yn(u−h, ·))> λ} ≤ 4h
2
λ 2
.
Here yn(u, ·) = yn(1, ·), u ∈ [1,2], and d∞ is the uniform distance on [0,T ].
LEMMA 2.4. For all β > 1
lim
δ→0
sup
n≥1
E
[
d∞(yn(δ , ·),yn(0, ·))β ∧1
]
= 0.
Lemmas 2.3 and 2.4 ware proved in [26] (see lemmas 2.2 and 2.3). The follow-
ing statement is a new result.
LEMMA 2.5. For all u ∈ [0,1] the sequence {yn(u, t), t ∈ [0,T ]}n≥1 is tight in
C[0,T ].
PROOF. To prove the lemma we use the Aldous tightness criterion (see e.g.
Theorem 3.6.5 [8]), namely we show that
(A1) for all t ∈ [0,T ] the sequence {yn(u, t)}n≥1 is tight in R;
(A2) for all r > 0, each set of stopping times {σn}n≥1 taking values in [0,T ] and
each sequence δn↘ 0
lim
n→∞P{|yn(u,σn+δn)− yn(u,σn)| ≥ r}= 0.
Note that (A1) follows from Chebyshev’s inequality and the estimate
E|yn(u, t)| ≤ E
∣∣∣∣yn(u, t)−∫ 10 yn(q, t)dq
∣∣∣∣+E ∣∣∣∣∫ 10 yn(q, t)dq
∣∣∣∣
≤ E(yn(1, t)− yn(0, t))+E
∣∣∣∣∫ 10 yn(q, t)dq
∣∣∣∣
= 1+E
∣∣∣∣∫ 10 yn(q, t)dq
∣∣∣∣ ,
where
∫ 1
0 yn(q, t)dq is a Wiener process.
Condition (A2) can be checked as follows. Similarly as in the proof of Lemma 2.16 [26],
we have that for each α ∈ (0, 32) there exists a constant C such that for all u ∈ [0,1]
and n≥ 1
E
1
mαn (u, t)
≤ C√
t
,
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where
mn(u, t) =
{
mn[un]+1(t), u ∈ [0,1),
mnn(t), u = 1,
t ∈ [0,T ].
Thus, one can estimate
lim
n→∞P{|yn(u,σn+δn)− yn(u,σn)| ≥ r}
≤ 1
r2
lim
n→∞E(yn(u,σn+δn)− yn(u,σn))
2
=
1
r2
lim
n→∞E
∫ σn+δn
σn
1
mn(u,s)
ds
=
1
r2
lim
n→∞E
∫ T
0
I(σn,σn+δn]
1
mn(u,s)
ds
≤ 1
r2
lim
n→∞
(
E
∫ T
0
I(σn,σn+δn]ds
) 1
4
(
E
∫ T
0
1
m
4
3
n (u,s)
ds
) 3
4
≤ 2
3
4 CT
3
8
r2
lim
n→∞δ
1
4
n = 0.
2.3. Martingale characterization of limit points (proof of Theorem 1.1). Since
the space D([0,1],C[0,T ]) is Polish, the tightness implies the relative compactness
of {yn(u, t), u ∈ [0,1], t ∈ [0,T ]} in D([0,1],C[0,T ]). In this section we explain
how one can prove that every limit point of {yn} satisfies (C1)−(C4), which proves
Theorem 1.1. The idea is the same as in [26].
Let {yn′} converge to y weakly in the space D([0,1],C[0,T ]) for some subse-
quence {n′}. By Skorokhod’s theorem (see Theorem 3.1.8 [18]) we may suppose
that {yn′} converge to y in D([0,1],C[0,T ]) a.s. For convenience of notation we
will suppose that the {yn} converge to y in D([0,1],C[0,T ]) a.s. Next, to prove the
theorem, first we show that yn(u, ·) tends to y(u, ·) in C[0,T ] a.s. Note that, in gen-
eral, this does not follow from convergence in the space D([0,1],C[0,T ]). So we
need some continuity property of y(u, ·), u ∈ [0,1], in u.
LEMMA 2.6. For all u ∈ [0,1] one has
P{y(u, ·) 6= y(u−, ·)}= 0.
PROOF. The proof is similar to one of Lemma 2.9 [26].
COROLLARY 2.7. For all u ∈ [0,1]
yn(u, ·)→ y(u, ·) in C[0,T ] a.s.
MASSIVE ARRATIA FLOW 11
Corollary 2.7 and Proposition 9.1.17 [21] immediately imply properties (C1)−
(C3). Property (C4) can be proved by the following lemma and the representation
of m(u, t) and mn(u, t) via τu,v, v ∈ [0,1], and τnu,v, v ∈ [0,1], i.e.
m(u, t) =
∫ 1
0
I{τu,v≤t}dv,
mn(u, t) =
∫ 1
0
I{τnu,v≤t}dv,
similarly as it was done in the proofs of lemmas 2.13 and 2.15 [26].
LEMMA 2.8. Let {zn(t), t ∈ [0,T ]}n≥1, be a sequence of continuous local mar-
tingales (not necessary with respect to the same filtration) such that for all n ≥ 1
and s, t ∈ [0,τn], s < t
(2.1) [zn(·)]t − [zn(·)]s ≥ p(t− s),
where τn = inf{t : zn(t) = 0}∧ T and p is a non-random positive constant. Let
z(t), t ∈ [0,T ], be a continuous process such that
z(·∧ τ) = lim
n→∞zn(·∧ τn) (in C([0,T ],R)) a.s.,
where τ = inf{t : z(t) = 0}∧T . Then
(2.2) τ = lim
n→∞τn in probability.
PROOF. The proof of this technical lemma can be found in [26, Lemma 2.10].
2.4. Some properties of the modified massive Arratia flow. Let y satisfy (C1)−
(C4). Then the following properties hold.
(P1) For each α ∈ (0, 32) the exists a constant C such that for all u ∈ [0,1]
E
1
mα(u, t)
≤ C√
t
, t ∈ (0,T ].
(P2) There exists a constant C such that for all u ∈ [0,1]
E
∫ t
0
ds
m(u,s)
≤C√t, t ∈ [0,T ].
(P3) There exists a constant C such that for all u ∈ [0,1]
E(y(u, t)−u)2 ≤C√t, t ∈ [0,T ].
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(P4) Almost surely for all t ∈ (0,T ] the function y(u, t), u ∈ [0,1], is a step func-
tion in D([0,1],R) with a finite number of jumps. Moreover,
P{∀u,v ∈ [0,1], t ∈ [0,T ), y(u, t) = y(v, t) implies
y(u, t+ ·) = y(v, t+ ·)}= 1.(2.3)
REMARK 2.9. According to (P4), hereafter we will suppose that for all ω ∈Ω
and t ∈ [0,T ), y(·, t,ω) is a step function in D([0,1],R) with a finite number of
jumps. Also we assume that for all u,v ∈ [0,1], ω ∈ Ω and t ∈ [0,T ), y(u, t,ω) =
y(v, t,ω) implies y(u, t+ ·,ω) = y(v, t+ ·,ω).
Here (P1) is the statement of Lemma 2.16 [26], (P2) immediately follows from
(P1). Property (P3) follows from (P2) and (C4).
PROOF OF (P4). We set
Ω′ ={∀ u,v ∈ [0,1]∩Q, t ∈ [0,T ), y(u, t) = y(v, t)
implies y(u, t+ ·) = y(v, t+ ·)}
∩
{
∀n ∈ N
∫ 1
0
du
m(u, tn)
< ∞, where tn =
1
n
∧T
}
.
Since the set [0,1]∩Q is countable, Proposition 2.3.4 [35] and (P1) imply P{Ω′}=
1.
Next we prove that
for every ω ∈Ω′, u ∈ [0,1]∩Q, v ∈ [0,u) and t ∈ [0,T )
y(u, t,ω) = y(v, t,ω) implies y(u, t+ ·,ω) = y(v, t+ ·,ω).(2.4)
Indeed, if y(u, t,ω) = y(v, t,ω), then by the monotonicity of y(·, t,ω) (see (C3)),
y(u, t,ω) = y(v˜, t,ω) for all v˜ ∈ [v,u)∩Q. Hence y(u, t + s,ω) = y(v˜, t + s,ω) for
all s ∈ [0,T − t]. Using the right-continuity of y(·, t,ω), we have y(u, t + s,ω) =
y(v, t+ s,ω). This proves (2.4).
Let ω ∈ Ω′, u ∈ [0,1], v ∈ [0,u) and t ∈ [0,T ) be fixed and let y(u, t,ω) =
y(v, t,ω). If we show that there exists u˜∈ [u,1]∩Q satisfying y(u˜, t,ω) = y(u, t,ω),
then (2.4) will immediately imply (2.3). To check this, we will use the fact that∫ 1
0
dû
m(û,tn,ω) is finite for all n ∈ N.
We fix some element t˜ from {tn, n ∈ N} such that t˜ ≤ t and assume that for all
u˜ ∈ (u,1]∩Q y(u˜, t,ω) > y(u, t,ω). Then the right-continuity of y(·, t,ω) and its
monotonicity imply that there exists a sequence {un}n≥1 strongly decreasing to u
such that y(un+1, t,ω)< y(un, t,ω) for all n ∈ N. Next, we set
u˜n = inf{u′ : y(u′, t,ω) = y(un, t,ω)}, n ∈ N.
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Since y(·, t,ω) is right-continuous, we have y(u˜n, t,ω) = y(un, t,ω). Moreover,
{u˜n}n≥1 also strongly decreases to u and y(u˜n+1, t,ω) < y(u˜n, t,ω) for all n ∈
N. Consequently, for all u′ ∈ (u˜n+1, u˜n)∩Q and u′′ ∈ (u˜n+2, u˜n+1)∩Q, n ∈ N,
y(u′′, t,ω) < y(u′, t,ω), by the monotonicity of y(·, t,ω) and the choice of the se-
quence {u˜n}n≥1. Thus, y(u′′,r,ω) < y(u′,r,ω) also for each r ∈ [0, t], since u′, u′′
are rational andω was taken fromΩ′. Now we can estimate for every û∈ (u˜n+1, u˜n),
n ∈ N,
m(û, t˜,ω) = λ{u′ : ∃r ≤ t˜ y(u′,r,ω) = y(û,r,ω)} ≤ u˜n− u˜n+1.
So, ∫ 1
0
dû
m(û, t˜,ω)
≥
∞
∑
n=1
∫ u˜n
u˜n+1
dû
m(û, t˜,ω)
≥
∞
∑
n=1
∫ u˜n
u˜n+1
dû
u˜n− u˜n+1 =+∞.
But this contradicts the finiteness of the integral
∫ 1
0
dû
m(û,˜t,ω) . Consequently (2.3)
holds.
Next, let t ∈ (0,T ] be fixed. We are going to show that y(·, t) is a step function
with a finite number of jumps a.s. Let N(t) be a number of distinct points of Bt =
{y(u, t), u ∈ [0,1]} (that can be equal +∞, if Bt has infinitely many points). Then
under (2.3) one can see that
(2.5) N(t) =
∫ 1
0
du
m(u, t)
a.s.
Indeed, let for fixed ω , that we omit in the notation, pi(u, t) = {v : y(v, t) = y(u, t)},
u ∈ [0,1]. Then by (2.3), we have m(u, t) = λ (pi(u, t)). Consequently, (2.5) holds,
if N(t) is finite. Next, we suppose that N(t) = +∞ and set At = {u : m(u, t) >
0}. Note that ∫ 10 dum(u,t) = +∞ is enough to check only for the case λ (At) = 1. So,
assuming that λ (At) = 1 and using the fact that the number of distinct points of
Bt is infinite and y(·, t) is non-decreasing, it is easily seen that there exists a set of
{uk, k ∈N} ⊂ [0,1] such that y(uk, t) 6= y(ul, t) for all k 6= l and m(uk, t)> 0, k ∈N.
Now, we can estimate∫ 1
0
du
m(u, t)
≥
n
∑
k=1
∫
pi(uk)
du
m(u, t)
=
n
∑
k=1
∫
pi(uk)
du
λ (pi(uk))
= n.
Letting n→ ∞, we get (2.5).
Thus, N(t) must be finite a.s., by (P1).
Also we would like to note here that (2.3) yields that almost surely for all t ∈
(0,T ] y(·, t) is a step function with a finite number of jumps.
3. Some elements of stochastic analysis for the system of heavy diffusion
particles. In this section L2 will denote the space of square integrable measurable
functions on [0,1] with respect to Lebesgue measure and ‖ · ‖L2 the usual norm in
L2.
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3.1. Definition of a stochastic integral for predictable L2-valued processes. In
this section we give a self-contained construction of the stochastic integral with
respect to y with emphasis on a simpler class of integrands then e.g. in Krylov-
Rozovskii [29].
As before let prba denote the projection of a onto the space of σ(b)-measurable
functions from L2.
LEMMA 3.1. For each a ∈ L2 the process (y(t),a), t ∈ [0,T ], is a continuous
square integrable (Ft)-martingale with the quadratic variation
[(y(·),a)]t =
∫ t
0
‖pry(s)a‖2L2ds.
PROOF. First note that M(t) := (y(t),a), t ∈ [0,T ], is a continuous square inte-
grable (Ft)-martingale, since for each u ∈ [0,1], y(u, t), t ∈ [0,T ], is. Hence, it is
enough to check that for all 0≤ s < t ≤ T
E
[
(M(t)−M(s))2∣∣Fs]= E[∫ t
s
‖pry(r)a‖2L2dr
∣∣∣∣Fs] .
Since for each u,v ∈ [0,1] the joint quadratic variation of y(u, ·) and y(v, ·) equals∫ t
s
I{τu,v≤r}
m(u,r) dr, we have
E
[
(M(t)−M(s))2∣∣Fs]
= E
(∫ 1
0
∫ 1
0
a(u)a(v)(y(u, t)− y(u,s))(y(v, t)− y(v,s))dudv
∣∣∣∣Fs)
= E
(∫ 1
0
∫ 1
0
a(u)a(v)
[∫ t
s
I{τu,v≤r}
m(u,r)
dr
]
dudv
∣∣∣∣Fs)
= E
(∫ t
s
[∫ 1
0
∫ 1
0
a(u)a(v)
I{τu,v≤r}
m(u,r)
dudv
]
dr
∣∣∣∣Fs) .
By Fubini’s theorem, we obtain∫ 1
0
∫ 1
0
a(u)a(v)
I{τu,v≤r}
m(u,r)
dudv
=
∫ 1
0
a(u)
m(u,r)
(∫ 1
0
a(v)I{τu,v≤r}dv
)
du
=
∫ 1
0
a(u)
m(u,r)
(∫
pi(u,r)
a(v)dv
)
du,
(3.1)
where pi(u, t) = {v : y(v, t) = y(u, t)}. Here we have used the equality pi(u, t) =
{v : τu,v ≤ r}, which follows from Remark 2.9. We note that for each ω and r the
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operator pry(r,ω) is a usual projection (in L2(λ )) onto the subspace of all σ(y(r,ω))-
measurable functions and moreover(
pry(r,ω)a
)
(u) =
1
m(u,r,ω)
∫
pi(u,r,ω)
a(v)dv
because y(r,ω) is a step function according to Remark 2.9. Consequently, the left
hand side of (3.1) equals∫ 1
0
a(u)
(
pry(r)a
)
(u)du = ‖pry(r)a‖2L2 .
The lemma is proved.
By the polarization equality, the following corollary holds.
COROLLARY 3.2. For each a,b ∈ L2 we have
[(y(·),a),(y(·),b)]t =
∫ t
0
(pry(s)a,pry(s)b)ds.
Let {en}n≥1 be a fixed orthonormal basis in L2, and f (t), t ∈ [0,T ], be a pre-
dictable process taking values in L2 with
(3.2) E
∫ T
0
‖ f (t)‖2L2dt < ∞.
We define the integral of f with respect to y as the series
(3.3)
∫ t
0
( f (s),dy(s)) =
∫ t
0
∫ 1
0
f (u,s)dy(u,s)du :=
∞
∑
n=1
∫ t
0
( f (s),en)d(y(s),en),
which converges inM2 according to the following proposition, whereM2 denotes
the space of real valued continuous square integrable (Ft)-martingales M(t), t ∈
[0,T ], with the norm
‖M‖M2 =
(
EM2(T )
) 1
2 .
PROPOSITION 3.3. The series (3.3) converges in M2 and is a continuous
square integrable (Ft)-martingale with the quadratic variation
(3.4)
[∫ ·
0
( f (s),dy(s))
]
t
=
∫ t
0
‖pry(s) f (s)‖2L2ds.
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PROOF. We set for each n ∈ N
Sn(t) =
n
∑
k=1
∫ t
0
( f (s),ek)d(y(s),ek), t ∈ [0,T ].
Corollary 3.2 and a simple calculation yield that Sn belongs to M2 and has the
quadratic variation
[Sn]t =
∫ t
0
∥∥∥∥∥pry(s) n∑k=1 fk(s)ek
∥∥∥∥∥
2
L2
ds.
Moreover, for each 1≤ n < p
‖Sp−Sn‖2M2 = E(Sp(T )−Sn(T ))2 ≤ E
∫ T
0
∥∥∥∥∥ p∑k=n+1 fk(t)ek
∥∥∥∥∥
2
L2
dt.
By the dominated convergence theorem and assumption (3.2), ‖Sp−Sn‖M2 → 0 as
n, p→ ∞. Thus, the sequence {Sn}n≥1 converges in M2, by the completeness of
M2. Next, (3.4) follows from Lemma B.11 [7]. The proposition is proved.
REMARK 3.4. Let f (t), t ∈ [0,T ], be a predictable L2-valued process such that
(3.5)
∫ T
0
‖ f (t)‖2L2dt < ∞ a.s.
Then using a localization sequence of stopping times, one can define the stochastic
integral
∫ ·
0( f (s),dy(s)) that is a continuous local square integrable (Ft)-martingale
with the quadratic variation given by (3.4).
3.2. Girsanov’s theorem. In this section we construct a system of coalescing
diffusion particles with drift that will be needed in Section 4.2.2 for the proof of
the lower bound in LDP. So, fix a predictable L2-valued process ϕ satisfying (3.5)
and consider on (Ω,F ) the new measure
Pϕ(A) = EIA exp
{∫ T
0
(ϕ(s),dy(s))− 1
2
∫ T
0
‖pry(t)ϕ(t)‖2L2dt
}
, A ∈F .
If
(3.6) Eexp
{∫ T
0
(ϕ(s),dy(s))− 1
2
∫ T
0
‖pry(t)ϕ(t)‖2L2dt
}
= 1,
then Pϕ is a probability measure.
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THEOREM 3.5. Let ϕ satisfy (3.6). Then the random element {y(u, t), u ∈
[0,1], t ∈ [0,T ]} in D([0,1],C[0,T ]) satisfies the following properties under Pϕ
(D1) for all u ∈ [0,1] the process
η(u, ·) = y(u, ·)−
∫ ·
0
(
pry(s)ϕ(s)
)
(u)ds
is a continuous local square integrable (Ft)-martingale;
(D2) for all u ∈ [0,1], y(u,0) = u;
(D3) for all u < v from [0,1] and t ∈ [0,T ], y(u, t)≤ y(v, t);
(D4) for all u,v ∈ [0,1] and t ∈ [0,T ],
[η(u, ·),η(v, ·)]t =
∫ t
0
I{τu,v≤s}ds
m(u,s)
.
Note that (D2) and (D3) immediately follows from the absolute continuity of
Pϕ . To prove (D1) and (D4) we state an auxiliary lemma.
LEMMA 3.6. For each u ∈ [0,1]
y(u, t) = u+
∫ t
0
∫ 1
0
Ipi(u,s−)(q)
m(u,s−) dy(q,s)dq.
PROOF. Setting f (q,s) =
Ipi(u,s−)(q)
m(u,s−) and using (P2), we have
E
∫ T
0
‖ f (s)‖2L2ds = E
∫ T
0
∫ 1
0
Ipi(u,s−)(q)
m2(u,s−) dsdq
= E
∫ T
0
(
1
m2(u,s)
∫
pi(u,s)
dq
)
ds
= E
∫ T
0
1
m(u,s)
ds < ∞.
Next, put
σ0 = t,
σk = inf{s : N(s)≤ k}∧ t, k ∈ N,
where N(t)=
∫ 1
0
1
m(u,t) , t ∈ [0,T ], denotes a number of distinct points in {y(u, t), u∈
[0,1]} and is an (Ft)-adapted ca`dla´g process, and note that σk is an (Ft)-stopping
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time, σk ≥ σk+1. So,∫ t
0
∫ 1
0
f (q,s)dy(q,s)dq =
∞
∑
k=0
∫ σk
σk+1
∫ 1
0
Ipi(u,s−)(q)
m(u,s−) dy(q,s)dq
=
∞
∑
k=0
∫ 1
0
Ipi(u,σk+1)(q)
m(u,σk+1)
(y(q,σk)− y(q,σk+1))dq
=
∞
∑
k=0
∫
pi(u,σk+1)
dq
1
m(u,σk+1)
(y(u,σk)− y(u,σk+1))
=
∞
∑
k=0
(y(u,σk)− y(u,σk+1)) = y(u, t)−u.
The lemma is proved.
COROLLARY 3.7. For each predictable L2-valued process f satisfying (3.5)
and u ∈ [0,1][∫ ·
0
( f (s),dy(s)),y(u, ·)
]
t
=
∫ t
0
(
pry(s) f (s)
)
(u)ds, t ∈ [0,T ].
PROOF OF THEOREM 3.5. The proof of the assertion follows from Girsanov’s
theorem (see Theorem 5.4.1 [20]) and Corollary 3.7.
REMARK 3.8. For predictable L2-valued functions f satisfying (3.2) (resp. (3.5))
we can construct the stochastic integral with respect to the flow {y(u, t), u∈ [0,1], t ∈
[0,T ]} satisfying conditions (D1)− (D4) in the same way as in the case of condi-
tions (C1)− (C4). Moreover,∫ t
0
( f (s),dy(s)) =
∫ t
0
( f (s),pry(s)ϕ(s))ds+
∫ t
0
( f (s),dη(s))
and
∫ ·
0( f (s),dη(s)) is a continuous square integrable (resp. local square integrable)
(Ft)-martingale with the quadratic variation[∫ ·
0
( f (s),dη(s))
]
t
=
∫ t
0
‖pry(s) f (s)‖2L2ds.
4. Large deviation principle for the modified massive Arratia flow.
4.1. Exponential tightness. In this section we prove exponential tightness of
the modified massive Arratia flow. In order to prove this we will use “exponentially
fast” version of Jakubowski’s tightness criterion (see Theorem A.1 [11]). So, let
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{y(u, t),u ∈ [0,1], t ∈ [0,T ]} be a random element in D([0,1],C[0,T ]) satisfying
(C1)− (C4) and ρ(du) = κ(u)du, where κ is given by (1.4).
Since y(·, t), t ∈ [0,T ], is a continuous L2(ρ)-valued process, we will establish
exponential tightness of {yε}ε∈(0,1] in the space C([0,T ],L2(ρ)), where yε(t) =
y(·,εt), t ∈ [0,T ].
By Theorem A.1 [11], {yε}ε∈(0,1] is exponential tight in C([0,T ],L2(ρ)), i.e. for
every M > 0 there exists a compact KM ⊂C([0,T ],L2(ρ)) such that
lim
ε→0
ε lnP{yε /∈ KM} ≤ −M,
if and only if
(E1) for every M > 0 there exists a compact KM ⊂ L2(ρ) such that
(4.1) lim
ε→0
ε lnP{∃t ∈ [0,T ] : yε(t) /∈ KM} ≤ −M;
(E2) for every h∈ L2(ρ) the sequence {(h,yε(·))L2(ρ)}ε∈(0,1] is exponentially tight
in C([0,T ],R), where (·, ·)L2(ρ) denotes the inner product in L2(ρ).
Since y(u, t), u ∈ [0,1], is non-decreasing for all t ∈ [0,T ], to find the com-
pact KM ⊂ L2(ρ) satisfying (4.1) it suffices to control the behavior of processes
y(u, t), t ∈ [0,T ], for u close to 0 or 1. Note that the diffusion rate of the process
y(u, t), t ∈ [0,T ], tends to infinity as t→ 0. But
(4.2) M∗(u, t)≤ y(u, t)≤M∗(u, t), t ∈ [0,T ],
where
M∗(u, t) =
1
1−u
∫ 1
u
y(v, t)dv,
M∗(u, t) =
1
u
∫ u
0
y(v, t)dv
and
d[M∗(u, ·)]t
dt
≤ 1
1−u ,
d[M∗(u, ·)]t
dt
≤ 1
u
.(4.3)
The latter inequalities follow from the simple relations
M∗(u, t) =
1
1−u
∫ t
0
(I[u,1],dy(s)),
M∗(u, t) =
1
u
∫ t
0
(I[0,u],dy(s)),
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where these sort of integrals ware defined in Section 3.1, and the formula for the
quadratic variation of the stochastic integral (3.4). Indeed,
d[M∗(u, ·)]t
dt
=
1
(1−u)2 ‖pry(t)I[u,1]‖
2
L2 ≤
1
(1−u)2 ‖I[u,1]‖
2
L2 =
1
1−u .
The inequality d[M∗(u,·)]tdt ≤ 1u can be obtained in the same way.
In Lemma 4.2 we will use inequalities (4.2) in order to find a compact KM ⊂
L2(ρ) for each M > 0 such that (4.1) holds.
Since y(u, t), u ∈ [0,1], belongs to D([0,1],R) and is a non-decreasing function,
we will often work with non-decreasing functions
D↑ = {h ∈ D([0,1],R) : h is non-decreasing}.
LEMMA 4.1. The set
AM =
{
h ∈ D↑ : h(1/n)≥−Mn and h(1−1/n)≤Mn, n ∈ N
}
.
is compact in L2(ρ) for all positive M.
PROOF. First we prove that AM ⊂ L2(ρ). Let h∈ AM. Without loss of generality
let h be positive on [1/2,1] and negative on [0,1/2]. Then∫ 1
0
h2(u)ρ(du) =
∫ 1
0
h2(u)κ(u)du≤C
∞
∑
n=2
M2n2
nβ
(
1
n−1 −
1
n
)
<C1
and C1 is independent of h.
Next, take a sequence {hk}k≥1 in AM. Since {hk}k≥1 ⊂ D↑, there exists a subse-
quence {hk′} that convergences to h∈D↑ for all u∈ [0,1] except possibly countably
many points, and hence also ρ-a.e. Since |hk(u)| ≤ f (u), u ∈ [0,1], where
f (u) =
{
Mn, u ∈ [1−1/(n−1),1−1/n),
Mn, u ∈ [1/n,1/(n−1)),
and f ∈ L2(ρ), ‖hk′‖L2(ρ) → ‖h‖L2(ρ), by the dominated convergence theorem.
Consequently, this and Lemma 1.32 [23] imply hk′ → h in L2(ρ). The lemma is
proved.
LEMMA 4.2. The family of processes {yε}ε∈(0,1] satisfies (E1), i.e. for every
M > 0 there exists a compact KM ⊂ L2(ρ), such that (4.1) holds.
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PROOF. By Lemma 4.1, we can take KM = AL and show that for some L >
0 (4.1) holds. So,
P{∃t ∈ [0,T ] : yε(t) /∈ AL} ≤
∞
∑
n=1
P{∃t ∈ [0,T ] : yε(1/n, t)<−Ln}
+
∞
∑
n=1
P{∃t ∈ [0,T ] : yε(1−1/n, t)> Ln}.
Using (4.2) and (4.3), we estimate for fixed n ∈ N
P{∃t ∈ [0,T ] : y(1−1/n,εt)> Ln}= P
{
sup
t∈[0,T ]
y(1−1/n,εt)> Ln
}
≤ P
{
sup
t∈[0,T ]
M∗(1−1/n,εt)> Ln
}
≤ P
{
sup
t∈[0,T ]
(wn(nεt)+1)> Ln
}
=
2√
2pinεT
∫ ∞
Ln−1
e−
x2
2nεT dx≤C exp
{
− L
2n
2εT
+
L
εT
}
,
where C is independent of ε, L and n.
Similarly
P{∃t ∈ [0,T ] : y(1/n,εt)<−Ln} ≤C exp
{
− L
2n
2εT
+
L
εT
}
.
Now, for M > 0 we can estimate
lim
ε→0
ε lnP{∃t ∈ [0,T ] : yε(t) /∈ AL}
≤ lim
ε→0
ε ln
(
2C
∞
∑
n=1
exp
{
− L
2n
2εT
+
L
εT
})
≤− L
2
2T
+
L
T
<−M,
where L is taken large enough. The lemma is proved.
LEMMA 4.3. The sequence of processes {yε}ε∈(0,1] satisfies (E2), i.e. for every
h∈ L2(ρ) the sequence {(h,yε(·))L2(ρ)}ε∈(0,1] is exponentially tight in C([0,T ],R).
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PROOF. To prove the lemma, we will use Corollary 7.1 [37] (see also Theo-
rem 3 [36]). It is enough to show that for each h there exist positive constants α , γ
and k such that for all s, t ∈ [0,T ], s < t
Eexp
{
γ
ε(t− s)α |Mh(εt)−Mh(εs)|
}
≤ k1/ε , ∀ε ≤ ε0,
where Mh(t) = (h,y(t))L2(ρ), t ∈ [0,T ].
Using (3.4), for
Mh(t) =
∫ 1
0
h(u)y(u, t)κ(u)du =
∫ t
0
(hκ,dy(s))L2(λ )
we have
[Mh]t =
∫ t
0
‖pry(s)(hκ)‖2L2(λ )ds≤
∫ t
0
‖hκ‖2L2(λ )ds≤ ‖h‖2L2(ρ)t.
The inequality for the quadratic variation of Mh and Novikov’s theorem imply
(4.4) Eexp
{
β
∫ t
s
(hκ,dy(r))L2(λ )−
β 2
2
∫ t
s
‖pry(r)(hκ)‖2L2(λ )dr
}
= 1.
So, for δ > 0
Eexp{δ |Mh(εt)−Mh(εs)|} ≤ Eexp{δ (Mh(εt)−Mh(εs))}
+Eexp{δ (Mh(εs)−Mh(εt))}
= Eexp
{
δ
∫ εt
εs
(hκ,dy(r))L2(λ )−
δ 2
2
∫ εt
εs
‖pry(r)(hκ)‖2L2(λ )dr
+
δ 2
2
∫ εt
εs
‖pry(r)(hκ)‖2L2(λ )dr
}
+Eexp{δ (M−h(εt)−M−h(εs))}
≤ 2Eexp
{
εδ 2
2
‖h‖2L2(ρ)(t− s)
}
.
Taking δ =
√
2
ε(t−s)1/2‖h‖L2(ρ)
, we have
Eexp
{√
2|Mh(εt)−Mh(εs)|
ε‖h‖L2(ρ)(t− s)1/2
}
≤ 2e1/ε ≤ (2e)1/ε .
This finishes the proof of the lemma.
From the two previous lemmas we obtain the exponential tightness of {yε}ε∈(0,1].
PROPOSITION 4.4. The sequence {yε}ε∈(0,1] is exponentially tight in C([0,T ],
L2(ρ)).
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4.2. Proof of Theorem 1.4. We set
L↑2(ρ) = {g ∈ L2(ρ) : ∃g˜ ∈ D↑, g = g˜, ρ-a.e.}
and
Cid([0,T ],L
↑
2(ρ)) = {ϕ ∈C([0,T ],L↑2(ρ)) : ϕ(0) = id}.
REMARK 4.5. Since the set Cid([0,T ],L
↑
2(ρ)) is closed in C([0,T ],L2(ρ)), it
is enough to state LDP for {yε}ε∈(0,1] in the metric space Cid([0,T ],L↑2(ρ)).
Due to the exponential tightness, for the upper bound it is enough to consider
compact sets. According to [10] (see Theorem 4.1.11), for this it is enough to show
that I is a lower-semicontinuous function and
(B1) weak upper bound:
lim
r→0
lim
ε→0
ε lnP{yε ∈ Br(ϕ)} ≤ −I(ϕ),
where ϕ ∈Cid([0,T ],L↑2(ρ)) and Br(ϕ) is the open ball in Cid([0,T ],L↑2(ρ))
with center ϕ and radius r;
(B2) lower bound: for every open set A⊆Cid([0,T ],L↑2(ρ))
lim
ε→0
ε lnP{yε ∈ A} ≥ − inf
ϕ∈A
I(ϕ).
To prove the upper and lower bounds we will follow the idea in [12, 13] based
on exponential change of measure and the Girsanov transformation.
4.2.1. The upper bound. First we check (B1). We set
H = {h ∈C([0,T ],L2(ρ−1)) : h˙ ∈ L2([0,T ],L2(ρ−1))},
where ρ−1(du) = 1κ(u)du.
For h ∈ H let
(4.5) Mε,ht = exp
{
1
ε
[∫ t
0
(h(s),dyε(s))L2(λ )−
1
2
∫ t
0
‖pryε (s)h(s)‖2L2(λ )ds
]}
.
By Novikov‘s theorem, Mε,ht , t ∈ [0,T ], is a martingale withEMε,ht = 1 (see also (4.4)).
By an integration by parts (Lemma A.1), we can write
Mε,hT = exp
{
1
ε
F(yε ,h)
}
,
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where
F(ϕ,h) = (h(T ),ϕ(T ))L2(λ )− (h(0), id)L2(λ )
−
∫ T
0
(h˙(s),ϕ(s))L2(λ )ds
− 1
2
∫ T
0
‖prϕ(s)h(s)‖2L2(λ )ds, ϕ ∈Cid([0,T ],L
↑
2(ρ)).
For ϕ ∈Cid([0,T ],L↑2(ρ)) we have
P{yε ∈ Br(ϕ)}= E
[
I{yε∈Br(ϕ)}
Mε,hT
Mε,hT
]
≤ exp
{
−1
ε
inf
ψ∈Br(ϕ)
F(ψ,h)
}
EMε,hT
= exp
{
−1
ε
inf
ψ∈Br(ϕ)
F(ψ,h)
}
.
Using the inequality ‖prϕ(s)h(s)‖2L2(λ ) ≤ ‖h(s)‖2L2(λ ), we obtain
lim
ε→0
ε lnP{yε ∈ Br(ϕ)} ≤ − inf
ψ∈Br(ϕ)
F(ψ,h)≤− inf
ψ∈Br(ϕ)
Φ(ψ,h),
where
Φ(ϕ,h) = (h(T ),ϕ(T ))L2(λ )− (h(0), id)L2(λ )
−
∫ T
0
(h˙(s),ϕ(s))L2(λ )ds
− 1
2
∫ T
0
‖h(s)‖2L2(λ )ds, ϕ ∈Cid([0,T ],L
↑
2(ρ)).
Since the map Φ(ϕ,h), ϕ ∈Cid([0,T ],L↑2(ρ)), is continuous for fixed h,
lim
r→0
lim
ε→0
ε lnP{yε ∈ Br(ϕ)} ≤ −Φ(ϕ,h).
Minimizing in h ∈ H, we obtain
lim
r→0
lim
ε→0
ε lnP{yε ∈ Br(ϕ)} ≤ − sup
h∈H
Φ(ϕ,h).
Now (B1) will follow from the following.
PROPOSITION 4.6. For each ϕ ∈Cid([0,T ],L↑2(ρ))
sup
h∈H
Φ(ϕ,h) = I(ϕ).
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PROOF. First we prove the assertion of the proposition for ϕ satisfying
J(ϕ) := sup
h∈H
Φ(ϕ,h)< ∞.
Replacing h by θh, θ ∈ R, and maximizing the expression Φ(ϕ,θh) over θ for
fixed h, we get
(4.6) J(ϕ) =
1
2
sup
h∈H
G2(ϕ,h)∫ T
0 ‖h(s)‖2L2(λ )ds
< ∞.
By (4.6) and Lemma A.2 the linear map
Gϕ : h→ G(ϕ,h)
can be extended to the space L2([0,T ], L2(λ )) and consequently,
(4.7) G(ϕ,h) =
∫ T
0
(kϕ(s),h(s))ds
for some function kϕ ∈ L2([0,T ], L2(λ )). Thus, by the integration by parts for-
mula for Bochner integrals, ϕ is absolutely continuous and ϕ˙ = kϕ . Applying the
Cauchy-Schwarz inequality to (4.7) we get
G(ϕ,h)2 ≤ 2I(ϕ)
∫ T
0
‖h(s)‖2L2(λ )ds.
This yields J(ϕ)≤ I(ϕ) and since H is dense in L2([0,T ],L2(λ )), we get the equal-
ity J(ϕ) = I(ϕ).
If I(ϕ) < ∞, then ϕ is absolutely continuous and kϕ = ϕ˙ in (4.7). So, J(ϕ) ≤
I(ϕ)< ∞ and consequently we have J(ϕ) = I(ϕ). This completes the proof of the
proposition.
COROLLARY 4.7. I is lower-semicontinuous as supremum of continuous func-
tions.
4.2.2. The lower bound. In order to obtain the lower bound (B2), it is enough
to find a subsetR ⊂Cid([0,T ],L↑2(ρ)) such that for each ϕ ∈R
(4.8) lim
r→0
lim
ε→0
ε lnP{yε ∈ Br(ϕ)} ≥ −I(ϕ),
and prove that for each ϕ satisfying I(ϕ) < ∞, there exists a sequence {ϕn} ⊂R
such that ϕn→ ϕ in Cid([0,T ],L↑2(ρ)) and I(ϕn)→ I(ϕ).
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We denote
(4.9) D↑↑ = {g ∈ D([0,1],R) : ∀u < v ∈ [0,1], g(u)< g(v)}
and define L↑↑2 (ρ) in the same way as L
↑
2(ρ), replacing D
↑ by D↑↑. Set
R =
{
ϕ ∈C([0,T ],L↑↑2 (λ )) : I(ϕ)< ∞, ϕ˙ ∈ HL2(λ ),
ϕ˙ is continuous in (u, t) and ϕ(u, t) is continuously differentiable in u
with bounded (uniformly in t,u) derivative
∂ϕ(u, t)
∂u
}
,
where
HL2(λ ) = {h ∈C([0,T ],L2(λ )) : h˙ ∈ L2([0,T ],L2(λ ))}.
For h ∈ HL2(λ ) define the new probability measure Pε,h with density
dPε,h
dP
= Mε,hT ,
where Mε,hT is defined by (4.5). By Novikov’s theorem and Theorem 3.5, the ran-
dom element yε in D([0,1],C[0,T ]) satisfies (w.r.t. Pε,h) the following properties
(Dε1) for all u ∈ [0,1] the process
ηε(u, ·) = yε(u, ·)−
∫ ·
0
(
pryε (s)h(s)
)
(u)ds
is a continuous local square integrable (Fεt)-martingale;
(Dε2) for all u ∈ [0,1], yε(u,0) = u;
(Dε3) for all u < v from [0,1] and t ∈ [0,T ], yε(u, t)≤ yε(v, t);
(Dε4) for all u,v ∈ [0,1] and t ∈ [0,T ],
[ηε(u, ·),ηε(v, ·)]t = ε
∫ t
0
I{τεu,v≤s}ds
mε(u,s)
,
where τε and mε is defined in the same way as τ and m, replacing y by yε .
Note that if ϕ ∈R, then
(4.10) lim
ε→0
Pε,ϕ˙{yε ∈ Br(ϕ)}= 1
for all r > 0, by Proposition B.1.
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Let us fix ϕ ∈ R and set h = ϕ˙ . Noting that yε ∈ L2([0,T ],L2(λ )) a.s., we
estimate
P{yε ∈ Br(ϕ)}= Eε,h
I{yε∈Br(ϕ)}
Mε,hT
≥ exp
{
−1
ε
sup
ψ∈Br(ϕ)∩L2([0,T ],L2(λ ))
F(ψ,h)
}
Pε,h{yε ∈ Br(ϕ)},
where Eε,h denotes the expectation w.r.t. Pε,h. Thus, by (4.10),
(4.11) lim
ε→0
ε lnP{yε ∈ Br(ϕ)} ≥ − sup
ψ∈Br(ϕ)∩L2([0,T ],L2(λ ))
F(ψ,h).
Next we prove the continuity of the map g 7→ prg f on L↑↑2 (ρ) for each f ∈ L2(λ ).
LEMMA 4.8. Let g∈ L↑↑2 (ρ) and f ∈ L2(λ ). If a sequence {gn}n≥1 of elements
L↑2(ρ) converges to g a.e., then {prgn f}n≥1 converges to f in L2(λ ) and
(4.12) lim
n→∞‖prgn f‖L2(λ ) = ‖ f‖L2(λ ).
PROOF. First we note that σ(g) is a Borel σ -algebra on [0,1]. Moreover, since
{gn}n≥1 converges to g a.e., one can show that for almost all a,b ∈ [0,1] and a < b
there exists a sequence {cn, dn, n ∈ N} such that λ ((a,b)4 g−1n (cn,dn))→ 0 as
n→ ∞. This immediately implies that for all A ∈ σ(g) there exist An ∈ σ(gn),
n∈N, such that λ (A4An)→ 0. Thus, by Proposition 1 [2], prgn f → prg f = f in L2.
Consequently, we also have ‖prgn f‖L2(λ )→‖ f‖L2(λ ). The lemma is proved.
So, by Lemma 4.8, (4.11) yields
lim
r→0
lim
ε→0
ε lnP{yε ∈ Br(ϕ)} ≥ −F(ϕ,h) =−I(ϕ).
Here the last equality follows from the form of the map F , the choice of h and
Lemma A.1.
PROPOSITION 4.9. For each ϕ ∈H , whereH is defined by (1.5), satisfying
I(ϕ)<∞, there exists a sequence {ϕn} ⊂R such that ϕn→ ϕ in Cid([0,T ],L↑2(ρ))
and I(ϕn)→ I(ϕ).
PROOF. Firs we note that it is enough to check the statement only for functions
ϕ with bounded derivative, i.e.
sup
(u,t)∈[0,1]×[0,T ]
|ϕ˙(u, t)|< ∞.
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Then the proposition can be proved using the approximation of ϕ˙ in L2([0,T ],L2(λ ))
by functions
ψδ ,α(u, t) = u+
∫ t
0
ϕ˜ ∗ ςδ (u,s)ds+αtu, u ∈ [0,1], t ∈ [0,T ], α,δ > 0,
where
ϕ˜(u, t) =

ϕ˙(u, t), (u, t) ∈ [0,1]× [0,T ],
C, (u, t) ∈ (1,2]× [0,T ],
−C, (u, t) ∈ [−1,0)× [0,T ],
0, otherwise,
C = sup(u,t)∈[0,1]×[0,T ] |ϕ˙(u, t)| and ςδ (u, t), (u, t) ∈ R2, is a standard mollifier.
PROOF OF THEOREM 1.3. First of all we note that the family {y(ε)}ε∈(0,T ] sat-
isfies large deviations in L2(ρ) with the rate function 12‖id−·‖2L2(λ ) (for simplicity
of notation we suppose that ‖id−g‖L2(λ ) =+∞ whenever g /∈ L2(λ )). This imme-
diately follows from Theorem 1.4 and the contraction principle for large deviations.
Next, let us show that for each convex closed set C in L2(ρ) with non-empty inte-
rior we have
(4.13) lim
ε→0
ε lnP{y(ε) ∈C}=−1
2
inf
g∈C
‖id−g‖2L2(λ ).
To prove this, it is enough to show that
(4.14) inf
g∈C◦
‖id−g‖L2(λ ) ≤ infg∈C‖id−g‖L2(λ ),
where C◦ denotes the interior of C in L2(ρ). Let infg∈C ‖id−g‖L2(λ ) < ∞ and δ ∈
(0,1] be fixed. Then there exists g0 ∈ L2(λ )∩C such that
‖id−g0‖L2(λ ) ≤ infg∈C‖id−g‖L2(λ )+δ .
Since C◦ is non-empty, there exists g1 ∈C◦ and r > 0 such that B(g1,r) := {g ∈
L2(ρ) : ‖g−g1‖L2(ρ) < r} ⊆C. Moreover, g1 can be chosen from L2(λ ) because
L2(λ ) is dense in L2(ρ). Next, let gc = (1−δ0)g0+δ0g1, where δ0 = δ1+‖g0+g1‖L2(λ ) .
Using the convexity of C, we can see that B(gc,δ0r) ⊆ C and consequently, gc
belongs to C◦. Now we can estimate
inf
g∈C◦
‖id−g‖L2(λ ) ≤ ‖id−gc‖L2(λ ) ≤ ‖id−g0‖L2(λ )+‖g0−gc‖L2(λ )
≤ ‖id−g0‖L2(λ )+δ0‖g0+g1‖L2(λ )
< inf
g∈C
‖id−g‖L2(λ )+2δ .
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Making δ → 0, we obtain (4.14).
Thus, the Varadhan formula (1.3) is obtained from a straightforward combina-
tion (4.13), the contraction principle for large deviations applied to the endpoint
map C([0,1],L2(ρ))→ L2(ρ), µt∈[0,1]→ µ1 and the fact that the map
ι : D↑([0,1]) 3 g 7→ g#λ ∈P(R)
is an isometry from the L2(λ )-metric to the quadratic Wasserstein metric dW (see
e.g. Section 2.1 [6]).
APPENDIX A: SOME PROPERTIES OF ABSOLUTELY CONTINUOUS
FUNCTIONS
The following lemma follows from the definition of the stochastic integral, given
in Section 3.1, and the integration by parts formula for integrals with respect to real
values continuous martingales.
LEMMA A.1. For every absolutely continuous function f (t), t ∈ [0,T ], with
values in L2(λ )∫ t
0
( f (s),dy(s)) = ( f (t),y(t))L2(λ )− ( f (0),y(0))L2(λ )
−
∫ t
0
( f˙ (s),y(s))L2(λ )ds, t ∈ [0,T ],
(A.1)
almost surely, where the integral in the left hand side was defined in Section 3.1.
LEMMA A.2. The set H, which is defined in Subsection 4.2.1, i.e.
H = {h ∈C([0,T ],L2(ρ−1)) : h˙ ∈ L2([0,T ],L2(ρ−1))},
where ρ−1(du) = 1κ(u)du, is dense in L2([0,T ],L2(λ )).
PROOF. The lemma can be proved using the density of the space of contin-
uously differentiable functions C1([0,T ]) on [0,T ] in L2([0,T ],R) and the ap-
proximation of each function f ∈ L2([0,T ],L2(ρ−1)) by fn = ∑nk=1 f˜kek, n ∈ N,
where {en}n≥1 is an orthonormal basis in L2(ρ−1) and f˜k(t) = ( f (t),ek)L2(ρ−1),
t ∈ [0,T ].
APPENDIX B: CONVERGENCE OF THE FLOW OF PARTICLES WITH
DRIFT
In this section we prove that the process {zε}ε∈(0,1] satisfying (Dε1)− (Dε4)
with h = ϕ˙ tends to ϕ . Note that zε is a weak martingale solution to the equation
dzε(t) = przε ϕ˙(t)dt+
√
εprzεdWt .
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If we show that zε converges to a process z taking values from L↑↑2 (ρ), then by
Lemma 4.8, z should be a solution of the equation
dz(t) = ϕ˙(t)dt,
It gives z = ϕ .
Thus, we prove first that the family {zε}ε∈(0,1] is tight. Then we show that any
limit point z of {zε}ε∈(0,1] is L↑↑2 (ρ)-valued process. As we noted, it immediately
gives z = ϕ . Since {zε}ε∈(0,1] has only one nonrandom limit point, we obtain that
{zε}ε∈(0,1] tends to ϕ in probability (not only in distribution).
PROPOSITION B.1. Let ϕ ∈ R and a family of random elements {zε}ε∈(0,1]
satisfies properties (Dε1)− (Dε4) with h = ϕ˙ , then zε tends to ϕ in the space
C([0,T ],L2(ρ)) in probability.
To prove the proposition, we first establish tightness of {zε} in C([0,T ], L2(ρ)),
using the boundedness of ϕ˙ and the same argument as in the proof of exponential
tightness of {yε}. Next, testing the convergent subsequence {zε ′} by functions l
from C([0,1]× [0,T ],R) and using integration by parts we will obtain∫ T
0
∫ 1
0
l(u, t)(zε
′
(u, t)−u)dtdu =
∫ T
0
∫ 1
0
L(u, t)(przε ′ (t)ϕ˙(t))(u)dtdu
+
∫ T
0
∫ 1
0
L(u, t)dηε
′
(u, t)du,
where L(u, t) =
∫ T
t l(u,s)ds and z
ε ′ → z. If z(t) belongs to L↑↑2 (ρ) for all t ∈ [0,T ],
then passing to the limit and using Lemma 4.8 we obtain∫ T
0
∫ 1
0
l(u, t)(z(u, t)−u)dtdu =
∫ T
0
∫ 1
0
L(u, t)ϕ˙(u, t)dtdu,
which implies z = ϕ˙ .
The fact that z(t) ∈ L↑↑2 (ρ) will follow from the following lemma.
LEMMA B.2. Let ϕ and {zε} be such as in Proposition B.1. Then for each
u < v there exists δ > 0 such that
lim
ε→0
P{zε(v, t)− zε(u, t)≤ δ}= 0.
Let S(u,v, t) be a finite set of intervals contained in [u,v] for all t ∈ (0,T ] such
that
1) if pi1,pi2 ∈S(u,v, t) and pi1 6= pi2, then pi1∩pi2 = /0;
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2)
⋃
S(u,v, t) = [u,v];
3) for all s < t and pi1 ∈S(u,v,s) there exists pi2 ∈S(u,v, t) that contains pi1;
4) there exists decreasing sequence {tn}n≥1 on (0,T ] that tends to 0 and
S(u,v, t) =S(u,v, tn), t ∈ [tn, tn−1), n ∈ N, t0 = T ;
5) for each monotone sequence pi(t) ∈S(u,v, t), t > 0, ⋂t>0pi(t) is a one-point
set.
LEMMA B.3. Let ϕ ∈R and [u˜, v˜] ⊂ (0,1). Then there exists γ > 0 such that
for each interval (u,v)⊃ [u˜, v˜] there exist u0 ∈ (u, u˜) and v0 ∈ (v˜,v):
inf
t∈[0,T ]
[
v0−u0+
∫ t
0
(prS(s)ϕ˙(s))(v0)ds−
∫ t
0
(prS(s)ϕ˙(s))(u0)ds
]
= δ > 0,
for allS(t) =S(0∨ (u−γ),(v+γ)∧1, t), t ∈ (0,T ], such that u0 and v0 belong to
separate intervals from S(T ), and prS(t) denotes the projection in L2(λ ) onto the
space of σ(S(t))-measurable functions.
PROOF. Let u ∈ [0,1] and S(t) = S(0,1, t), t ∈ [0,T ]. Then we can choose
a sequence of intervals {pin}n≥1 and a decreasing sequence {sn}n≥1 from (0,T ]
converging to 0 such that pin+1 ⊆ pin ⊆ [0,1], {u}=⋂∞n=1pin and
u+
∫ t
0
(prS(s)ϕ˙(s))(u)ds = u+
∞
∑
n=1
∫ sn−1∧t
sn∧t
(
1
|pin|
∫
pin
ϕ˙(q,r)dq
)
dr
= u+
∞
∑
n=1
1
|pin|
∫
pin
(ϕ(q,sn−1∧ t)−ϕ(q,sn∧ t)dq
=
1
|pik|
∫
pik
ϕ(q, t)dq+
∞
∑
n=k
[
1
|pin+1|
∫
pin+1
ϕ(q,sn)dq
− 1|pin|
∫
pin
ϕ(q,sn)dq
]
,
where t ∈ [sk,sk−1).
We estimate the n-th term of the sum. For convenience of calculations, let [a,b]⊆
[c,d] and f : [0,1]→ R be non-decreasing absolutely continuous function with
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bounded derivative. So,
1
b−a
∫ b
a
f (x)dx− 1
d− c
∫ d
c
f (x)dx≤ 1
b−a
∫ b
a
f (x)dx− 1
b− c
∫ b
c
f (x)dx
=
a− c
(b−a)(b− c)
∫ b
a
f (x)dx− 1
b− c
∫ a
c
f (x)dx
≤ a− c
b− c f (b)−
a− c
b− c f (c) =
a− c
b− c( f (b)− f (c))
≤ sup
x∈[0,1]
f˙ (x)(a− c).
Taking c = an, d = bn, a = an+1, b = bn+1 and f = ϕ(·,sn), where an < bn are
the ends of pin, we get
u+
∫ t
0
(prS(s)ϕ˙(s))(u)ds≤
1
|pik|
∫
pik
ϕ(q, t)dq+
∞
∑
n=k
C˜(an+1−an)
≤ 1|pik|
∫
pik
ϕ(q, t)dq+C˜(u−ak),
where C˜ = sup(u,t)∈[0,1]×[0,T ]
∂ϕ
∂u (u, t).
Similarly, we can obtain
u+
∫ t
0
(prS(s)ϕ˙(s))(u)ds≥
1
|pik|
∫
pik
ϕ(q, t)dq−C˜(bk−u).
Next, let u˜ and v˜ is from the statement of the lemma. Since ϕ is continuous on
[0,1]× [0,T ] and increasing by the first argument, the function
G(a,b, t) =
1
v˜−b
∫ v˜
b
ϕ(q, t)dq− 1
a− u˜
∫ a
u˜
ϕ(q, t)dq
is positive and continuous on E = {(a,b, t) : u˜≤ a≤ b≤ v˜, t ∈ [0,T ]}. Hence
δ1 = inf
E
G > 0.
Take γ = δ1
8C˜
and for u,v ∈ [0,1] satisfying (u,v)⊃ [u˜, v˜] set
u0 = (u+ γ)∧ u˜,
v0 = (v− γ)∨ v˜.
LetS(t) =S(0∨ (u−γ),(v+γ)∧1, t), t ∈ (0,T ], such that u0 and v0 belong to
separate intervals from S(T ) and t ∈ (0,T ] be fixed. For pi1,pi2 belonging to S(t)
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and containing u0, v0 respectively, we obtain
v0−u0+
∫ t
0
(prS(s)ϕ˙(s))(v0)ds−
∫ t
0
(prS(s)ϕ˙(s))(u0)ds
≥ 1|pi2|
∫
pi2
ϕ(q, t)dq− 1|pi1|
∫
pi1
ϕ(q, t)dq
−C˜(d− v0)−C˜(u0−a)
≥ G(b∨ u˜,c∧ v˜, t)−C˜(d− v0)−C˜(u0−a),
where c < d and a < b are the ends of pi1 and pi2 respectively and b≤ c because u0
and v0 belong to separate intervals from S(T ). Since u− γ ≤ a < u0 ≤ u+ γ and
v− γ ≤ v0 < b≤ v+ γ , we have
v0−u0+
∫ t
0
(prS(s)ϕ˙(s))(v0)ds−
∫ t
0
(prS(s)ϕ˙(s))(u0)ds
≥ δ1−C˜(v+ γ− v+ γ)−C˜(u+ γ−u+ γ)
= δ1−4C˜γ = δ12 > 0.
It finishes the proof of the lemma.
PROOF OF LEMMA B.2. Let u < v be a fixed points from (0,1) and δ , u0, v0, γ
be defined in Lemma B.3 for some [u˜, v˜]⊂ (u,v). Suppose that
lim
ε→0
P
{
zε(v, t)− zε(u, t)≤ δ
2
}
> 0.
Set
Bε1 = {zε(u, t) = zε((u− γ)∨0, t)},
Bε2 = {zε(v, t) = zε((v+ γ)∧1, t)},
Aε =
{
zε(v, t)− zε(u, t)≤ δ
2
}
.
Since the diffusion rate of zε(u, ·) grows to infinity as the time tends to 0, it is
convenient to work with the mean of zε because we can control the growing of
diffusion rate in this case. So, denote
ξ εu (t) =
1
u0−u
∫ u0
u
zε(q, t)dq,
ξ εv (t) =
1
v− v0
∫ u
v0
zε(q, t)dq.
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It is easy to see that
A˜ε =
{
ξ εv (t)−ξ εu (t)≤
δ
2
}
⊇ Aε .
Next, using the processes ξ εu and ξ εv , we want to show that
(B.1) lim
ε→0
P{Aε ∩ (Bε1 ∪Bε2)c}= 0.
Note that ξ εu and ξ εv are diffusion processes, namely
ξ εu (t) =
u0+u
2
+
∫ t
0
aεu(s)ds+χ
ε
u (t),
ξ εv (t) =
v0+ v
2
+
∫ t
0
aεv(s)ds+χ
ε
v (t),
where
aεu(t) =
1
u0−u
∫ u0
u
(przε (t)ϕ˙(t))(q)dq,
aεv(t) =
1
v− v0
∫ v
v0
(przε (t)ϕ˙(t))(q)dq,
χεu (t) =
1
u0−u
∫ t
0
∫ u0
u
dηε(q,s)dq,
χεv (t) =
1
v− v0
∫ t
0
∫ v
v0
dηε(q,s)dq.
By choosing of u0, v0 and δ , we have
Lε(t,ω) =
v0+ v
2
− u0+u
2
+
∫ t
0
aεv(s,ω)ds−
∫ t
0
aεu(s,ω)ds≥ δ , t ∈ [0,T ], ω ∈ (Bε1 ∪Bε2)c.
Denote the difference ξ εv − ξ εu by ξ ε . Note that the quadratic variation of the
martingale part χε of ξ ε satisfies
[χε ]t ≤ εCt,
where C = 1u0−u +
1
v−v0 . So, denoting
σ ε = inf
{
t : ξ ε(t) =
δ
2
}
,
we get
P{Aε ∩ (Bε1 ∪Bε2)c} ≤ P{{σ ε ≤ t}∩ (Bε1 ∪Bε2)c},
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which implies (B.1). Indeed, by Theorem 2.7.2 [20], there exists a standard Wiener
process wε(t), t ≥ 0, such that
χε(t) = wε([χε ]t).
Define τε = inf
{
t : wε(εCt) =− δ2
}
. Since
ξ ε(t) = δ +(Lε(t)−δ )+χε(t)
and the term Lε − δ is non-negative on (Bε1 ∪Bε2)c, the process δ +wε(εC·) hits
at the point δ2 sooner than ξ
ε . Consequently, {σ ε ≤ t}∩ (Bε1 ∪Bε2)c ⊆ {τε ≤ t}∩
(Bε1 ∪Bε2)c. This yields (B.1).
Next, the relation P{Aε ∩ (Bε1 ∪Bε2)} = P{Aε}−P{Aε ∩ (Bε1 ∪Bε2)c}, (B.1) and
the assumption limε→0P{Aε}> 0 imply
lim
ε→0
P{Aε ∩ (Bε1 ∪Bε2)}> 0.
Thus, we obtain
lim
ε→0
P{Aε ∩Bε1}> 0 or lim
ε→0
P{Aε ∩Bε2}> 0.
It means that we can extend the interval [u,v] to [(u− γ)∨ 0,v] or [u,(v+ γ)∧ 1],
i.e.
lim
ε→0
P
{
zε(v, t)− zε((u− γ)∨0, t)≤ δ
2
}
> 0
or
lim
ε→0
P
{
zε((v+ γ)∧1, t)− zε(u, t)≤ δ
2
}
> 0.
Noting that γ only depends on [u˜, v˜] and applying the same argument for new start
points of the particles in finitely many steps, we obtain
lim
ε→0
P
{
zε(v1, t)− zε(u1, t)≤ δ2
}
> 0,
where (u1,v1)⊃ [u˜, v˜] and u1 = 0 or v1 = 1. Next, applying the same argument for
new start points of the particles, but replacing Bε1 ∪Bε2 by Bε1, if v1 = 1 or Bε2, if
u1 = 0, in finitely many steps we get
lim
ε→0
P
{
zε(1, t)− zε(0, t)≤ δ
2
}
> 0.
But it is not possible because the same argument (without Bε1 and B
ε
2) gives
lim
ε→0
P
{
zε(1, t)− zε(0, t)≤ δ
2
}
= 0.
The lemma is proved.
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PROOF OF PROPOSITION B.1. Using Jakubowski’s tightness criterion (see The-
orem 3.1 [22]) and boundedness of ϕ˙ , as in the proof of exponential tightness of
{yε} (see Proposition 4.4), we can prove that {zε}ε∈(0,1] is tight in C([0,T ],L2(ρ)).
Let {zε ′} be a convergent subsequence and z is its limit. By Skorokhod’s theorem
(see Theorem 3.1.8 [18]), we can define a probability space and a sequence of
random elements {z˜ε ′}, z˜ on this space such that Law(zε ′) = Law(z˜ε ′), Law(z) =
Law(z˜) and z˜ε
′ → z˜ in C([0,T ],L2(ρ)) a.s. If we show that z˜ = ϕ , we finish the
proof because this implies that z˜ε
′ → ϕ in C([0,T ],L2(ρ)) in probability and since
ϕ is non-random, zε ′ → ϕ in probability. Thus, it will easily yield that zε → ϕ in
probability.
So, for convenience of notation we will assume that zε → z a.s., instead z˜ε ′ → z˜.
First we check that z(t) ∈ L↑↑2 (ρ) for all t ∈ [0,T ]. Let t is fixed. One can show that
zε(t)→ z(t) in measure P⊗ρ.
By Lemma 4.2 [23], there exists subsequence {ε ′} such that
zε
′
(t)→ z(t) P⊗ρ− a.e.
Set A = {(ω,u) : zε ′(u, t,ω)→ z(u, t,ω)}. Since P⊗ρ(Ac) = 0, it is easy to see
that there exists the set U ⊆ [0,1] such that ρ(Uc) = 0 and P(Au) = 1, for all u∈U ,
where Au = {ω : (ω,u) ∈ A}. Note, it implies that for each u ∈U
zε
′
(u, t)→ z(u, t) a.s.
Let Ucount is a countable subset of U which is dense in [0,1]. From Lemma B.2 it
follows that
z(u, t)< z(v, t) a.s.
for all u,v ∈Ucount , u < v.
Denote
Ω′ =
⋂
u<v, u,v∈Ucount
{z(u, t)< z(v, t)}.
Since Ucount is countable, P(Ω′) = 1. Next, define
z˜(u, t,ω) = inf
u≤v, v∈Ucount
z(v, t,ω), u ∈ [0,1], ω ∈Ω′.
Then for all ω ∈ Ω′, z˜(·, t,ω) ∈ D↑↑. Let us show that ρ{u : z˜(u, t) 6= z(u, t)} = 0
a.s.
Denote
Ω˜=
( ⋂
u∈Ucount
Au
)
∩Ω′∩{zε ′(t)→ z(t) in L2(ρ)}.
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Then
(B.2) zε(u, t,ω)→ z(u, t,ω) = z˜(u, t,ω)
for all u ∈ Ucount and ω ∈ Ω˜. Fix ω ∈ Ω˜. Since z˜(·, t,ω) is nondecreasing, it
has a countable set Dz˜(·,t,ω) of discontinuous points. The countability implies that
ρ(Dz˜(·,t,ω))= 0. Take u∈Dcz˜(·,t,ω), then from monotonicity of z˜(·, t,ω) and zε
′
(·, t,ω),
density of Ucount and (B.2) we can obtain
zε(u, t,ω)→ z˜(u, t,ω).
Thus,
zε(·, t,ω)→ z˜(·, t,ω) ρ− a.e.
On the other hand,
zε(·, t,ω)→ z(·, t,ω) in L2(ρ).
Consequently, z(·, t,ω) = z˜(·, t,ω) ρ-a.e. for all ω ∈ Ω˜. So, it means that z(t) ∈
L↑↑2 (ρ) a.s., for all t ∈ [0,T ].
Now we can prove that z = ϕ . Take l ∈C([0,1]× [0,T ],R). By the dominated
convergence theorem,
∫ T
0
∫ 1
0 l(u, t)(z
ε(u, t)−u)dtdu converges to ∫ T0 ∫ 10 l(u, t)(z(u, t)−
u)dtdu a.s. Integrating by parts, we get∫ T
0
∫ 1
0
l(u, t)(zε(u, t)−u)dtdu =
∫ T
0
∫ 1
0
L(u, t)(przε (t)ϕ˙(t))(u)dtdu
+
∫ T
0
∫ 1
0
L(u, t)dηε(u, t)du,
where L(u, t) =
∫ T
t l(u,s)ds. The first term in the right hand side of the previous
relation converges to
∫ T
0
∫ 1
0 L(u, t)ϕ˙(u, t)dtdu, by Lemma 4.8. The second term is
the stochastic integral so we can estimate the expectation of its second moment
E
(∫ T
0
∫ 1
0
L(u, t)dηε(u, t)du
)2
≤ εE
∫ T
0
∫ 1
0
(przε (t)L(t))
2(u)dtdu
≤ εE
∫ T
0
∫ 1
0
L2(u, t)dtdu→ 0, ε → 0.
Consequently, we obtain∫ T
0
∫ 1
0
l(u, t)(z(u, t)−u)dtdu =
∫ T
0
∫ 1
0
L(u, t)ϕ˙(u, t)dtdu,
which easily implies z = ϕ . The proposition is proved.
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