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Kajian paleografi memberikan tumpuan kepada ciri fizikal tulisan seperti jenis huruf, 
khat dan illuminasi bagi menentukan asal-usul manuskrip. Penentuan ciri fizikal 
seperti jenis khat menggunakan Pengecaman Huruf Optik (PHO) dinamakan sebagai 
Paleografi Jawi Digital (PJD). Dalam paleografi digital penggunaan huruf tunggal 
adalah penting. Namun, kajian PHO masih menggunakan fitur yang mengabaikan 
sudut huruf tunggal yang penting dalam pengecaman jenis khat. Selain itu, kajian 
paleografi masih terkekang dengan penggunaan set data tempatan. Tujuan kajian ini 
adalah untuk mencadangkan PJD berdasarkan penentuan jenis khat. Bagi mencapai 
tujuan tersebut serta menyelesaikan permasalahan set data dan fitur di atas, kajian ini 
mencadangkan empat objektif iaitu i. Mencipta kerangka kerja PJD dan set data khat 
Arab berbentuk tunggal, ii. Mencadangkan fitur dari kombinasi geometri segitiga dan 
pengezonan yang peka sudut, iii. Mencadangkan fitur vektor lanjutan dari (ii) dan 
yang terakhirnya iv. Mencadangkan huruf tunggal Arab pembeza bagi PJD. Kajian 
dilaksanakan dengan memilih set data digit Arab/Farsi kerana tiada set data berbentuk 
tunggal dalam PJD. Set data digit Arab yang dipilih adalah HODA dan IFHCDB 
dengan setiap satunya mempunyai sepuluh kelas. Experimen ini dapat menentu 
sahkan algoritma cadangan. Kemudian, satu set data sebanyak 69,400 imej huruf khat 
Arab dibina dari tulisan tangan sepuluh pakar khat. Fitur cadangan adalah hasil dari 
kombinasi geometri segitiga tak sama kaki dan pengezonan dari Satah Cartisan. Fitur 
dijana dari imej binari yang dibahagi kepada 4 zon. Seterusnya pengezonan 
dilanjutkan kepada Pengezonan Mendatar, Menegak, 25-zon, Berasaskan Sudut 45 
darjah dan 33-zon. Setiap uji kaji menggunakan taburan asal, 10-bentangan dan 10 
kocokan menggunakan Pembelajaran Mesin Terselia (PMT) dan Pembelajaran Mesin 
Tidak Terselia (PMTT). PMT yang digunakan adalah Pembelajaran Mesin Sokongan 
Vektor (PMSV) dan Perseptron Multi-Aras (PMA). PMTT pula adalah Jarak Terdekat 
Euclidan berserta Min Purata Ketepatan (MPK). Keputusan uji kaji tertinggi 
menggunakan PMT iaitu PMA untuk pengezonan 33-zon iaitu 99.695 peratus. Uji kaji 
juga dilaksanakan pada set data baharu khat Arab dengan keputusan melebihi 90 
peratus ketepatan. Algoritma cadangan mampu memberikan keputusan yang lebih 
baik dari penyelidik lain dan mencadangkan enam huruf khat utama pembeza bagi 
tujuan PJD. Kesimpulannya, algoritma cadangan ini boleh digunakan dalam 





A NOVEL FEATURE FROM COMBINATIONS OF TRIANGLE GEOMETRY 





The study of paleography focuses on the physical attributes of writings such as the 
character, calligraphy, and illumination types to determine the origin of the 
manuscript. Determination of physical attributes in Jawi characters like the 
calligraphy type using optical character recognition (OCR) is part of the digital Jawi 
paleography (PJD). The subjects of digital paleography in this study 
are Jawi characters written in standalone form. However, OCR still uses the features 
that neglect the angle of the standalone characters, an important criteria in calligraphy 
type recognition. Moreover, the paleography study is still limited with the use of local 
datasets. The purpose of this study is to suggest a PJD based on the calligraphy type 
determination. To achieve this purpose as well as solving the problem of the datasets 
and features as mentioned previously, this study suggests four objectives: i. To create 
a PJD framework and Arabic calligraphy dataset of standalone characters, ii. To 
suggest features from the combination of triangle geometry and zoning which are 
sensitive to angles, iii. To suggest vector features as continuation from (ii), and lastly, 
iv. To suggest discriminant standalone Arabic characters for PJD. The study was 
implemented by selecting digit Arabic/Farsi dataset because standalone 
characters dataset does not exist in PJD as far as our concern. The Arabic digit dataset 
chosen are HODA and IFHCDB with ten classes in each. Experiments that were 
conducted successfully verified the proposed algorithm. Later, a dataset of 69.400 
images of Arabic calligraphy characters was built consisting of the handwriting of ten 
calligraphy experts. The proposed features are from the combination of the geometry 
of scalene triangles and zoning from the Cartesian plane. Features were generated 
from binary images which are divided into four zones. Next, the zoning is extended to 
the Horizontal, Vertical, 25-zone, 45-degree, and 33-zone zoning. Every experiment 
uses the original distribution, 10-fold and 10 random classifications using the 
supervised machine learning (SML) and unsupervised machine learning (UML). The 
SML used are support vector machine learning (SVM) and multi-layer perceptron 
(MLP), whereas the UML used are minimum Euclidean distance and average 
accuracy mean. The highest result for SML experiment is obtained through MLP for 
33-zon zoning, which is 99.695 percent. Experiments were also conducted on the new 
Arabic calligraphy dataset with the result of more than 90 percent accuracy. The 
proposed algorithm is capable of outperforming other researches and proposed six 
major discriminant calligraphy characters for the purpose of PJD. In conclusion, the 
proposed algorithm can be used in digit recognition as well as recognition type 
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 BAB I 
PENGENALAN 
1.1 PENGENALAN 
Paleografi adalah kajian untuk memperoleh asal-usul manuskrip iaitu keaslian, tarikh 
penulisan, tempat asal, penulis dan juga bilangan penulis manuskrip lama berasaskan 
kepada ciri fizikal tulisan iaitu jenis tulisan (Bischoff 1990; Yosef et al. 2004; Yosef 
et al. 2005; Moalla et al. 2006; Schomaker et al. 2007; Just, 2009).  Gallop (2005) 
penyelidik manuskrip Jawi pula menambahkan ciri fizikal juga termasuk seni hias 
yang menghiasi manuskrip yang berasaskan kepada kajian beliau ke atas manuskrip 
Melayu lama. Paleografi digital pula adalah kajian yang membantu pakar paleografi 
dalam menentukan asal-usul manuskrip dengan memperoleh jenis tulisan yang 
terdapat dalam manuskrip lama (Bischoff 1990; Yosef et al. 2004; Yosef et al. 2005; 
Moalla et al. 2006; Just,2009).  Kajian ke atas manuskrip Melayu lama pada masa kini 
dilaksanakan menggunakan kepakaran pakar paleografi dunia Melayu oleh Wan Ali 
Wan Mat (2006),  ataupun pakar kajian manuskrip Melayu  lama oleh Gallop (2005). 
Maka, adalah menarik kajian paleografi manuskrip Melayu lama bertulisan Jawi dikaji 
pada sudut sains komputer. Ini berasaskan kepada struktur fizikal tulisan Jawi yang 
berasal dari tulisan Arab yang dilaporkan oleh Khairuddin Omar (2000) yang 
mempunyai enam kelas yang dinamakan Al-qalam Al-Sittah. Walau bagaimanapun. 
Menurutnya, hanya lima jenis khat iaitu Diwani, Thuluth, Nasakh. Riqah dan Farisi 
yang banyak terdapat dalam kebanyakkan manuskrip-manuskrip Melayu lama. Maka, 
secara amnya, jenis-jenis khat yang terdapat dalam manuskrip Melayu bertulisan Jawi 
boleh digunakan dalam kajian Paleografi Jawi Digital (PJD)   
Kajian tulisan Jawi dalam pemprosesan imej digital telah mula dilakukan pada 





Pengecaman Teks Optik Jawi (PTOJ). Kajian PTOJ pada hujung tahun 90an ini telah 
berjaya menghasilkan dua tesis doktor falsafah iaitu oleh Khairuddin Omar (2000) dan 
Mazani Manaf (2002). Tesis ini telah dijadikan sumber rujukan utama penyelidikan 
dan penambah-baikkan kajian tulisan Jawi. Bertitik-tolak dari sini, perkembangan 
tulisan Jawi ini telah mula diperkemaskan lagi dengan penyelidikan-penyelidikan 
peringkat sarjana yang menjurus kepada fasa-fasa yang terdapat dalam pengecaman 
corak khusus kepada tulisan Jawi. Mohammad Faidzul (2010) melaporkan dalam 
tempoh 2000 hingga 2009 terdapat sembilan penyelidikan peringkat sarjana 
dijalankan. Menurutnya lagi, dari tahun 2002 hingga ke tahun 2005, penyelidikan 
tertumpu pada perkembangan dan penambah-baikan algoritma dalam fasa pra-
pemprosesan dan penemberengan. Hanya pada 2006 hingga ke 2009, penyelidikan 
kepada fitur baharu dan juga pasca-pemprosesan menjadi tumpuan. Pasca-
pemprosesan adalah penyelidikan yang tidak terdapat pada Khairuddin Omar (2000) 
dan Mazani Manaf (2002). Pada tahun 2010, Mohammad Faidzul (2010) dalam 
penyelidikannya telah memperkenalkan fitur yang bukan berasaskan kepada 
penglihatan mata manusia tetapi fitur yang diperoleh dari Jelmaan Surih. Kajian beliau 
telah meluaskan lagi pencapaian penyelidikan dalam tulisan Jawi.  
 Walau pun kajian tulisan Jawi dalam pemprosesan imej Jawi telah dikaji lebih 
sedekad, hasil-hasil kajian yang dilaksanakan dari Khairuddin Omar (2000) hingga ke 
Mohammad Faidzul (2010) lebih terfokus kepada pengecaman huruf. Maka, kajian 
yang dilaksanakan penulis melebarkan skop tulisan Jawi kepada mengkaji ciri-ciri 
fizikal tulisan Jawi yang digunakan untuk tujuan paleografi Jawi digital. Pada kajian 
ini, pengecaman dilaksanakan kepada kecenderungan tulisan terhadap jenis khat. Jenis 
khat ini, dapat digunakan sebagai input kepada Paleografi Jawi Digital (PJD).  
Kajian paleografi digital mula direkodkan pada tahun 1999 (Ciula 2005). 
Kajian yang dilaksanakan pada ketika itu mengunakan huruf-huruf latin dari 
manuskrip lama. Seterusnya kajian ini diperkembangkan lagi kepada huruf Ibrani 
(Yosef et al. 2005). Juga, penambahbaikan teknik dalam menentukan jenis tulisan 
dalam tulisan Latin turut diperkembangkan oleh Moalla et al. (2006), Schomaker et al. 





paleografi menggunakan Pembelajaran Mesin Tak Terselia (PMTT) dan 
menggunakan set data tempatan.  
Perbezaan utama antara PTOJ, PJD dan paleografi yang dilaksanakan pada 
huruf Latin dan juga Ibrani ialah pertama keperluan kepada satu kaedah 
pengekstrakkan fitur; kedua keperluan kepada kaedah dalam menentukan ketepatan 
fitur cadangan.  
Pengekstrakan fitur yang dilakukan oleh penyelidik dalam PTOJ dibahagikan 
kepada struktur dan statistik (Mohammad Faidzul, 2010). Namun pengekstrakan fitur 
yang berasaskan kepada struktur hanya berkeupayaan menentukan huruf tetapi 
kewujudan dan lokasi titik tidak diperlukan dalam menentukan jenis huruf. Ini 
disebabkan huruf misalnya Ba (ب), Ta (ت), Tsa (ث) dikategorikan kepada satu 
kategori selepas penyingkiran titik seperti pada Jadual 1.1. 
Jadual 1.1 Contoh-contoh huruf khat Arab 
Kategori Nama Huruf Thuluth Nasakh Farisi Riqah Diwani 
001 Alif (ا) 


























 Turut menjadi faktor dalam menentukan jenis tulisan khat, sudut kecondongan 
huruf. Sudut kecondongan huruf adalah unsur penting dalam membezakan jenis khat 
Arab (Gallop, 2005) dan (Hashim Musa 1999). Variasi huruf dan kecondongannya 
dipersembahkan dalam Jadual 7.1. Kecondongan huruf telah diabaikan atau pun 
dilakukan pembetulan erotan dalam PTOJ (Khairuddin Omar, 2000). Sudut 
kecondongan ini turut tidak dipertimbang dalam paleografi digital kecuali Moalla et 
al. (2006). Kajian PJD pula perlu mempertimbangkan sudut huruf kerana sudut sama 
ada ke kiri atau pun ke kanan adalah elemen penting dalam khat Arab. Ini dibuktikan 
dengan huruf Alif (ا) khat jenis Farisi yang condong pada sebelah kanan manakala 
huruf Alif (ا) jenis Riqah menegak dan huruf Alif (ا) jenis Diwani, Thuluth dan 
Nasakh lebih condong sebelah kanan seperti yang ditunjukkan pada Jadual 1.1. 
Perbezaan sudut antara huruf pada Jadual 1.1 misalnya huruf Ba (ب), Ta (ت), Tsa (ث) 
juga memainkan peranan dalam menentukan jenis khat Arab selain dari ketebalan dan 
juga panjangnya huruf.  
Penggunaan set data digit telah dipilih di dalam kajian ini sebagai kayu ukur 
menentukan ketepatan algoritma. Fitur yang digunakan oleh Ebrahimpour et al. 
(2009), Ebrahimpour et al. (2010), Mohammad Masoud Javidi et al. (2011) dan Javidi, 
& Sharifizadeh  (2012) pada set data digit menggunakan fitur LOCI yang 
diperkenalkan oleh Knoll (1969) dan Tata susunan Lawang Medan Boleh Program 
oleh Moradi (2010) turut tidak menggunakan sudut kecondongan huruf.  
Oleh kerana kaedah dalam PTOJ, paleografi digital dan juga pada set data 
piawai tidak mempertimbangkan kecondongan huruf, dan juga penggunaan titik yang 
tidak diperlukan dalam pengecaman khat Arab untuk tujuan PJD, maka adalah 
menarik satu fitur baharu yang mempertimbangkan kecondongan huruf digunakan 
dalam mendapatkan jenis huruf khat Arab.  
Perbezaan kedua pula menekankan kepada aspek pengecaman. Kaedah PMTT 
telah menjadi kayu ukur dalam mengecam huruf Jawi dalam PTOJ oleh Mohammad 
Faidzul (2010) dan juga dalam paleografi digital sama ada untuk tulisan Latin mahu 
pun Ibrani (Schomaker et al. 2007) dan (Yosef et al. 2005). Penggunaan PMTT 





satu hingga ke sepuluh hasil dari pengukuran jarak terhampir (Schomaker et al. 2007) 
dan (Mohammad Faidzul, 2010). Maka, dalam kajian ini penggunaan PMTT 
diteruskan dan ditambahkan dengan menggunakan Pembelajaran Mesin Terselia 
(PMT).    
Dalam tesis ini, fitur berasaskan kepada eksploitasi geometri Segitiga telah 
dicadangkan yang berkeupayaan untuk mengenal pasti jenis khat yang digunakan 
untuk tujuan PJD dan juga mengenal pasti digit.  
1.2 PERNYATAAN MASALAH 
Isu yang timbul dalam penyelidik PTOJ, PJD dan pengecaman digit ialah pertama set 
data, kedua fitur, ketiga usaha tingkatkan ketepatan pengecaman dan keempat 
keselarian dengan kajian paleografi Jawi.  
Isu pertama ialah set data. Penyelidikan tulisan Jawi telah mula dilaporkan 
pada tahun 2000 hingga ke 2010 (Mohammad Faidzul,2010). Penyelidikan tersebut 
hanya mengetengahkan set data tempatan sesuai dengan kehendak kajian penyelidik-
penyelidik tersebut (Mohammad Faidzul 2010). Penggunaan set data tempatan turut 
berlaku dalam kajian paleografi digital pada huruf Latin dan juga Ibrani. Penggunaan 
set data tempatan ini memberikan masalah kepada penyelidik-penyelidik lain untuk 
menjadikan kajian dalam PTOJ dan juga paleografi digital tulisan latin dan Ibrani 
sebagai kayu pengukur dalam menetu-sahkan algoritma. Oleh itu, untuk mendapatkan 
ketepatan algoritma cadangan dalam kajian ini, set data piawai yang terhampir 
berasaskan kepada tulisan dan bilangan kelas digunakan.  
Walaupun sudah ada set data piawai terhampir, namun persoalan yang wujud 
pula ialah, Adakah fitur dari algoritma cadangan juga boleh digunakan untuk 
mengenal pasti jenis khat Arab? Persoalan ini telah dijawab dengan membangunkan 
set data khat Arab yang mengandungi 69400 huruf khat. Set data khat Arab ini 






Isu kedua pula adalah kepada aspek fitur. Kajian PTOJ pada masa ini 
menggunakan dua jenis fitur. Jenis fitur tersebut ialah fitur struktur dan fitur statistik 
(Mohammad Faidzul, 2010). Fitur struktur yang digunakan oleh penyelidik dalam 
PTOJ menggunakan kewujudan bilangan dan lokasi titik dalam menentukan huruf 
(Khairuddin Omar, 2000) dan (Mazani Manaf, 2002). Manakala Mohammad Faidzul 
(2010) pula menggunakan fitur berasaskan kepada statistik. Fitur statistik ini 
berasaskan kepada fitur yang diperoleh dari Jelmaan Surih. Fitur Jelmaan Surih yang 
dicadangkan oleh Mohammad Faidzul (2010) adalah bertujuan mengecam aksara Jawi 
yang mempertimbangkan huruf Jawi yang invarian saiz dan pusingan. Persoalan yang 
lahir pada penggunaan fitur struktur dan fitur statistik menggunakan fitur Jelmaan 
Surih ialah: Adakah kewujudan, lokasi titik pada tulisan Jawi dan juga invarian 
pusingan dapat menentukan jenis khat? Menjawab pada persoalan ini, pengecaman 
khat tidak bertujuan mengecam huruf, tetapi memfokuskan kepada bentuk huruf yang 
dapat membezakan jenis-jenis khat. Selain itu, faktor kecondongan huruf-huruf khat 
adalah ciri-ciri yang unik yang dapat membezakan jenis-jenis khat (Gallop, 2005) dan 
(Hashim Musa 1999). Maka, kajian yang dilaksanaka oleh Khairuddin Omar (2000), 
Mazani Manaf (2002) dan juga Mohammad Faidzul (2010) tidak dapat digunakan 
dalam menentukan jenis khat Arab yang digunakan dalam PJD.  
Setelah membincangkan isu fitur dalam PTOJ, isu fitur dalam paleografi 
digital yang dilaksanakan pada SPI Ciula (2005) menggunakan nilai sentroid dan 
tangen, Moalla et al. (2006) pula menggunakan fitur Haralick. Yosef et al. (2005) 
telah menggunakan kawasan latar berasaskan kepada komponen terhubung. Manakala 
kajian terkini paleografi digital menggunakan kontor (Schomaker et al. 2007) dan 
(Brink et al. 2012). Kesemua fitur yang terdapat dalam paleografi digital 
menggunakan set data tempatan. Namun, yang menjadi persoalan di sini adalah: 
Adakah dua fitur yang digunakan dalam SPI memadai dalam menentukan jenis khat? 
Fitur Haralick yang digunakan oleh Moalla et al. (2006) adalah fitur yang berasaskan 
pada pendaraban matrik. Maka untuk menjayakan proses pengelasan Moalla et al. 
(2006) telah menetapkan imej saiz yang digunakan sama ada untuk tujuan latihan 
mahupun ujian. Moalla et al. (2006) juga mengatakan bahawa fitur Haralick 





Latin. Permasalahan pada kaedah Yosef et al. (2005) pula, beliau bersandarkan kepada 
saiz latar belakang dari komponen yang terhubung. Permasalahan di sini tidak dapat 
diaplikasikan kepada huruf-huruf Jawi kerana terdapat huruf-huruf yang tidak 
mempunyai saiz latar belakang dari komponen terhubung contohnya huruf Dal (د) 
Dzal(ذ) pada Jadual 1.1. Schomaker et al. (2007) dan Brink et al. (2012) pula 
menggunakan kontor dari pecahan komponen yang terhubung dari huruf Latin. 
Penggunaan pecahan komponen dari kontor terhubung tidak dapat digunakan pada 
PJD memandangkan kajian ini memfokuskan kepada huruf tunggal.  
Kajian yang dilakukan ini menggunakan fitur dari geometri segitiga. Geometri 
segitiga telah digunakan di dalam domain pengecaman muka (Lin & Fan, 2001; Tin & 
Sein, 2009). Penyelidikan yang dilaksanakan oleh penyelidik Lin & Fan (2001) dan 
Tin & Sein (2009) menggunakan anggota muka iaitu mata, hidung dan telinga bagi 
membentuk segitiga. Persoalannya ialah: “Imej-imej digit dan khat dari set data 
piawai dan tempatan berperwakilan warna sama ada kelabu ataupun binari 
mempunyai anggota seperti muka yang boleh digunakan sebagai koordinat segitiga?” 
Seterusnya, Lin Tin & Sein (2009) telah melakukan pengezonan yang menghasilkan 
24 segitiga dari projeksi segitiga yang diperoleh dari koordinat sisi hidung dan dua biji 
mata. Jelas sekali, penggunaan anggota-anggotas muka sebagai koordinat tidak dapat 
diaplikasikan di dalam pengecaman digit dan khat arab yang tidak mempunyai 
anggota seperti muka.  
Penggunaan algoritma dalam paleografi digital tidak dapat dilakukan 
perbandingan memandangkan set data yang digunakan adalah bersifat tempatan. 
Maka, set data piawai digit telah digunakan. Pada set data digit, fitur yang digunakan 
adalah fitur LOCI (Ebrahimpour et al. 2009; Ebrahimpour et al. 2010; Mohammad 
Masoud Javidi et al. 2011; Javidi & Sharifizadeh 2012). Fitur LOCI adalah berasaskan 
kepada persilangan dari titik sentroid. Persilangan yang berlaku antara piksel huruf 
dengan garis mendatar kiri, kanan, atas dan bawah dari sentroid. Jika berlaku 
persilangan, maka garisan berlaku pada persilangan diambil kira. Persoalannya ialah: 
Bagaimanakah dengan dua huruf tetapi berlainan jenis berlaku persilangan pada 





lain yang digunakan dalam pengecaman digit ialah Tata susunan Lawang Medan 
Boleh Program (Moradi, 2010). Fitur ini adalah berasaskan kepada empat seksyen 
yang dibahagikan secara mendatar dan menegak. Pembahagian yang dilakukan oleh 
Moradi adalah berasaskan kepada saiz imej yang sama. Permasalahan bagi kaedah 
yang dilaksanakan oleh Moradi ini adalah kedudukan imej huruf tidak terletak 
ditengah-tengah imej. 
Bagi mengatasi permasalahan yang berlaku pada PTOJ yang memfokuskan 
kepada pengecaman huruf dan tidak kepada jenis huruf, permasalahan pada paleografi 
digital dan juga pada pengecaman digit yang digunakan sebagai menentu-sahkan 
algoritma, algoritma yang dapat menggunakan kewujudan piksel huruf dan 
kecondongan sudut huruf diperkenalkan. Algoritma yang diperkenalkan ini perlu 
menjawab persoalan sekunder seperti berikut: 
i. Bagaimana ingin menentu sahkan fitur yang dicadangkan? 
ii. Jika berjaya disahkan, adakah keputusan pengecaman memberikan 
hasil yang lebih baik dari penyelidik sebelumnya? 
iii. Adakah keputusan pengecaman dilaksanakan hasil dari uji kaji yang 
komprehensif? 
Isu ketiga ialah setelah memperkenalkan algoritma pengekstrakan fitur yang 
dapat menggunakan kewujudan piksel dan sudut kecondongan, persoalan yang hasil 
ialah Bagaimanakah ingin meningkatkan keputusan pengecaman?  
Isu yang terakhir pula ialah Adakah hasil yang diperoleh dari uji kaji terhadap 
set data khat Arab memberikan keputusan selari dengan kajian yang dilakukan oleh 





1.3 OBJEKTIF KAJIAN 
Objektif kajian ini adalah seperti berikut:  
i. Mencadangkan rangka kerja bagi pengecaman digit dan khat Arab dan 
membangunkan set data Khat Arab 
ii. Mencadangkan fitur dari kombinasi geometri segitiga dan pengezonan 
yang peka sudut 
iii. Mencadangkan fitur vektor lanjutan dari Pengezonan Mendatar, 
Menegak, 25-zon, berasaskan Sudut 45 darjah dan 33-zon 
iv. Mencadangkan kategori huruf khat Arab pembeza bagi Paleografi Jawi 
Digital 
 
1.4 KERANGKA TEORI 
Kerangka teori dalam memperkenalkan fitur baharu dalam pengecaman khat yang 
digunakan dalam kajian paleografi Jawi digital diadaptasi kerangka umum 
pengecaman tulisan Jawi luar talian oleh Khairuddin Omar(2000) dan juga Mazani 
Manaf (2002). Kerangka kerja teori ini mempunyai sedikit perbezaan memandangkan 
kerangka kerja ini menggunakan set data piawai. Kerangka kerja ini ditunjukkan pada 






Rajah 1.1 Kerangka teori pengecaman khat dan digit 
 
Langkah pertama dalam kerangka teori Rajah 1.1, ialah pengumpulan set data. 
Set data terbahagi kepada dua iaitu set data piawai dan set data tempatan. Set data 
piawai digunakan terus dalam proses pra-pemprosesan. Manakala set data tempatan 
pula, proses penemberengan, penamaan setiap huruf khat dan pengkategorian khat 
dilaksanakan terlebih dahulu.  
Langkah kedua pula ialah pra-pemprosesan. Proses ini menjadikan imej-imej 
dari set data piawai dan tempatan kepada satu jenis format warna iaitu format binari. 





Schomaker (2007), dan Yosef et al. (2005) untuk domain paleografi manakala 
Khairuddin Omar (2000), Khairuddin Omar (2003), Mazani Manaf(2002) dan 
Mohammad Faidzul (2010) pula untuk domain tulisan berasaskan tulisan Arab/Jawi.  
Selepas semua imej berada dalam format binari, perlabelan “0” untuk warna huruf 
atau digit manakala latar belakang pula dilabelkan sebagai “1”. 
Langkah ketiga ialah menggunakan data dari pra-pemprosesan dan dilakukan 
pengekstrakan fitur menggunakan fitur cadangan. Proses pengekstrakan fitur 
menggunakan fitur cadangan dinyatakan dalam Bab 5 dan Bab 6  
Langkah keempat dan yang terakhir ialah pengecaman ataupun pengelasan. 
Pada bahagian ini, imej-imej ujian akan dikelaskan kepada imej yang berada pada 
latihan. Pengelasan yang digunakan terbahagi kepada dua iaitu Pembelajaran Mesin 
Terselia (PMT) dan Pembelajaran Mesin Tak Terselia (PMTT). PMT yang digunakan 
terbahagi kepada dua iaitu Pembelajaran Mesin Sokongan Vektor (PMSV) dan 
Perseptron Multi-Aras (PMA). PMSV dan PMA digunakan oleh penyelidik 
pengecaman digit dan paleografi digital ditunjukkan dalam Jadual 2.8. Pada domain 
tulisan Jawi tangan luar talian, PMTT telah dipelopori oleh Mohammad Faidzul 
(2010).  
1.5 KEPENTINGAN KAJIAN 
Kajian ini adalah sangat penting terhadap domain kajian, ilmu dalam bidang 
pengekstrakan fitur dan aplikasi kepada dunia nyata. Kepentingan kajian adalah 
seperti berikut: 
i. Kajian terhadap paleografi Jawi digital adalah kajian baru di Malaysia. 
Kajian ini bertujuan menyokong tugas pakar paleografi menstatistikkan 
ciri-ciri fizikal dalam manuskip Melayu lama berasaskan kecenderungan 
ciri-ciri fizikal. Ciri-ciri fizikal ini dapat menentukan asal, penulis, tarikh, 
bilangan penulis dan keaslian manuskrip (Bischoff 1990; Yosef et al. 2004; 
Yosef et al. 2005; Moalla et al. 2006; Schomaker et al. 2007; Just, 2009). 





mana 3699 tersaimpan di Perpustakaan Negara Malaysia, 3500 di muzium 
kesenian Islam, 226 di Dewan Bahasa dan Pustaka, 307 di Perpustakaan 
Universiti Malaya dan 57 di Perpustakaan Tun Sri Lanang, Universiti 
Kebangsaan Malaysia (Rifin, & Zainab, 2007). Pada manuskrip-manuskrip 
Melayu lama terdapat juga manuskrip yang tidak tertulis tarikh, asal dan 
nama penulis (Abd. Rahman, 1994). 
ii. Kajian ini juga memperkenal satu set data khat Arab. Set data tempatan ini 
sebanyak 69400 huruf khat dari lima jenis khat iaitu Thuluth, Nasakh, 
Farisi, Riqah dan Diwani. Set data ini bertujuan mendapatkan huruf khat 
yang dapat membezakan jenis-jenis khat yang terdapat dalam manuskrip 
Melayu lama.  
iii. Fitur baharu diperkenalkan dalam kajian ini. Fitur ini boleh digunakan 
untuk pengecaman khat Arab, juga boleh digunakan mengesan digit Arab, 
Roman dan Bangla. Teknik ini mengeksploitasi Segitiga tidak sama sisi.  
iv. Dari segi falsafahnya kajian ini merangkumi beberapa domain dan juga 
ilmu seperti ditunjukkan pada Rajah 1.2. 
 






1.6 SKOP KAJIAN 
Skop yang dipertimbangkan dan diguna-pakai pada kajian ini adalah: 
i. Algoritma cadangan boleh diguna-pakai pada huruf khat Arab/Jawi, digit 
Arab/Farsi/Jawi, Roman dan juga Bangla. Ini dibuktikan pada keputusan-
keputusan uji kaji yang terdapat dalam Bab IIV. Kesemua huruf adalah 
huruf tunggal. 
ii. Set data-set data piawai dan tempatan adalah bertulis tangan. Uji kaji tidak 
dilaksanakan pada huruf khat Arab, digit Arab/Farsi/Jawi, Roman dan 
BANGLA yang ditaip atau pun cetakan komputer. 
iii. Kajian ini menyentuh aspek ketepatan pengelasan bukannya aspek masa 
ruang ingatan.  
iv. Segitiga tidak sama kaki digunakan dalam kajian ini. Untuk mendapatkan 
sisi bagi Segitiga tidak sama kaki ini, Segitiga sudut tegak telah diguna-
pakai. 
v. Kajian ke atas Paleografi Jawi Digital menyentuh kepada aspek mengenal 
pasti khat Arab yang dapat membezakan jenis khat di dalam manuskrip 
Melayu lama dan bukannya untuk mendapatkan keaslian, tarikh penulisan, 
tempat, penulis dan bilangan penulis manuskrip.  






1.7 STRUKTUR ORGANISASI TESIS 
Tesis ini mengandungi sembilan Bab. Bab-babnya adalah: 
Bab I: Bab ini mengulas tentang pengenalan, latar-belakang dan pernyataan masalah. 
Kemudian, objektif kajian dinyatakan berasaskan kepada latar-belakang masalah. 
Dalam bab ini juga dinyatakan kerangka holistik yang digunakan. Seterusnya, 
kepentingan dan skop kajian dinyatakan 
Bab II: Dalam bahagian ini diterangkan secara umum tentang domain kajian iaitu 
paleografi Jawi. Seterusnya diterangkan kaedah-kaedah penyelidik dalam domain 
yang dikaji. Dalam menentu-sahkan algoritma yang dicadangkan pada kajian ini, set 
data piawai telah digunakan. Juga, kajian yang dilaksanakan oleh penyelidik terhadap 
set data piawai ini dikaji prosesnya. Penulis juga memberikan gambaran bagaimana 
pembinaan set data tempatan dapat digunakan dalam domain paleografi Jawi. Juga, 
penulis memberikan gambaran umum tentang algoritma yang penulis cadangkan 
dalam kajian ini.  
Bab III: Metodologi kajian dinyatakan dalam bab ini. Metodologi kajian ini 
diperincikan kepada kerangka yang mengandungi fasa siasatan dan fasa 
perlakasanaan. Dalam bab ini juga diterangkan tentang kerangka uji kaji dan 
pengelasan yang digunakan. Di akhir bab ini dinyatakan perkakasan yang digunakan 
dalam menjayakan kajian ini. 
Bab IV: Bab ini memperincikan pemerolehan set data piawai. Sumber pemerolehan 
untuk setiap set data ini dinyatakan. Bilangan set data, nisbah latihan dan ujian, 
format, resolusi juga dinyatakan. Seterusnya, proses pra-pemprosesan dalam 
penyedian set data-set data ini kepada algoritma cadangan diterangkan secara 
terperinci.  
Bab V: Bab ini adalah yang memperkenalkan algortima cadangan pengekstrakkan 
fitur hasil eksploitasi geometri Segitiga. Pada bahagian ini, algoritma cadangan ini 





juga fitur-fitur yang diambil mahupun diperkembangkan dari fitur-fitur yang terdapat 
pada Segitiga. Fitur Segitiga ini dilaksanakan dengan pengezonan berasaskan satah 
Cartisan. 
Bab VI: Bab ini adalah perkembangan dari Bab V. Bab ini bertujuan memperkenalkan 
beberapa fitur vektor yang terbaik bertujuan meningkatkan ketepatan mengecaman 
terhadap set data piawai mahu pun tempatan. Fitur vektor ini diperoleh dari konsep 
Pengezonan Mendatar, Menegak, 25-zon, berasaskan Sudut 45 darjah dan 33-zon. 
Bab IIV: Bab ini akan menerangkan bagaimana Paleografi Jawi Digital (PJD) 
dibangunkan dari pembangunan set data khat Arab, melantik juru tulis khat, pra-
pemprosesan, penemberengan, perlabelan set data, perancangan uji kaji dan dapatan 
yang dijangkakan. 
Bab IIIV: Bab ini menerangkan bagaimana perancangan uji kaji dilaksanakan 
terhadap set data piawai dan juga tempatan. Pertama-tamanya perlaksanaan uji kaji 
dilaksanakan menggunakan PMT terhadap set data piawai dan diikuti oleh PMTT 
terhadap set data HODA. Seterusnya, perancangan uji kaji dilaksanakan terhadap set 
data tempatan menggunakan PMT. 
Bab IX: Keputusan Uji Kaji I, II dan II dibincangkan dalam bab ini. Keputusannya 
adalah peratusan pengelasan yang berjaya menggunakan PMT dan PMTT. Pada PMT, 
perbandingan dilaksanakan antara PMSV dan PMA. Manakala pada PMTT, 
keputusannya hanya sebagai menunjukkan bahawa dengan menggunakan PMTT, 
pengecaman turut dapat dilaksanakan menggunakan fitur dari eksploitasi geometri 
Segitiga. Perbandingan keputusan dari algoritma yang dicadangkan dengan kaedah 
penyelidik-penyelidik terdahulu terhadap set data-set data piawai juga dilakukan.  
Bab X: Bab ini merumuskan tentang dapatan kajian dan sumbangnya pada domain 
dan badan pengetahuan. Juga dinyatakan kemungkinan penambah-baikkan algoritma 
yang dicadangkan dan juga set data tempatan yang dibina pada kajian ini. 
 BAB II 
2 KAJIAN LITERATUR 
2.1 PENGENALAN 
Bab ini akan menjelaskan perkembangan tulisan tangan Jawi luar talian yang menjadi 
asas kepada penyelidikan yang dilaksanakan ini. Perbincangan akan dilaksanakan 
pada perkembangan tulisan Jawi dalam pengecaman corak, kajian-kajian yang telah 
dilaksanakan dan juga garis waktu kajian tentang tulisan Jawi yang termasuk kajian 
paleografi digital dan juga pengecaman digit Arab. Seterusnya, analisa dilakukan pada 
kajian yang dilakukan oleh penyelidik-penyelidik dalam tulisan Jawi. Fasa yang 
diperkenalkan oleh Khairuddin Omar (2000) dalam pengecaman corak untuk tulisan 
Jawi dijadikan topik analisa. Dalam analisa ini juga disertakan kajian yang dilakukan 
oleh penyelidik paleografi digital dan juga pengecaman digit. Set data secara ringkas 
diperkenalkan pada bahagian ini. Seterusnya, topik analisa ditumpukan pada 
permasalahan yang dihadapi pada penyelidikan paleografi digital dan pengecaman 
digit.  
2.2 PERKEMBANGAN KAJIAN PENGECAMAN TULISAN JAWI LUAR 
TALIAN 
Kajian tentang tulisan tangan menggunakan huruf Jawi dalam Sains Komputer telah 
mula dilaksanakan pada hujung 1990 an (Mohammad Faidzul 2010). Dalam kajian 
pengecaman tulisan tangan Jawi ini, penyelidikan mengenainya dapat disimpulkan 
kepada tiga bahagian utama iaitu i) Berasaskan kepada Teks Jawi pendekatan Huruf, 
ii) Manuskrip Jawi Lama, dan iii) Teks Jawi pendekatan Digit seperti yang 
ditunjukkan pada Rajah 2.1. Pada Rajah 2.1, jelas menunjukkan kajian banyak 





dan mengkaji manuskrip Melayu lama. Tiada kajian yang dilakukan kepada 
pengecaman Digit Arab/Farsi/Jawi dan juga paleografi. 
   
Rajah 2.1 Kajian tulisan tangan Jawi dalam sains komputer 
Maka, kajian ini menyentuh aspek adalah seperti dilabelkan sebagai domain 
kajian pada Rajah 2.1. Kajiannya ialah paleografi dan juga pengecaman digit 
Arab/Farsi/Jawi. Paleografi ditakrifkan sebagai kajian ke atas manuskrip lama dalam 
menentukan keaslian manuskrip, penulis, bilangan penulis, pentarikhan dan asal 
manuskrip (Bischoff 1990; Yosef et al. 2004; Moalla et al. 2006; Schomaker et al. 
2007; Just 2009). Kajian paleografi ini dapat dilaksanakan dengan mengkaji struktur 
fizikal tulisan (Gallop 2005). Struktur tulisan yang digunakan ialah jenis khat yang 





2006; Schomaker et al. 2007). Oleh kerana kajian ke atas paleografi Jawi belum 
wujud lagi, maka timbullah persoalan bagaimana menentu-sahkan algoritma yang 
dicadangkan. Tidak wujud set data piawai yang boleh digunakan untuk menentukan 
jenis khat untuk tujuan paleografi. Ini dibuktikan dari penyelidikan yang dilaksanakan 
oleh Aiolli et al. (1999), Yosef et al. (2004), Moalla et al. (2006), Schomaker et al. 
(2007) dan Brink et al. (2012) yang masing-masing menggunakan set data tempatan 
yang dibangunkan sendiri. Selain itu, penyelidikan dalam menentukan jenis tulisan 
India yang dilakukan oleh Joshi et al. (2007) dan Padma, & Vijaya (2009) juga tidak 
menggunakan set data piawai dalam menentu-sahkan algoritma cadangan mereka. 
Bukan sahaja penyelidikan dalam bidang paleografi dan penentuan jenis tulisan tidak 
menggunakan set data piawai, malah penyelidikan-penyelidikan ke atas tulisan tangan 
Jawi oleh Khairuddin Omar (2000), Mazani Manaf (2002), Mohammad Roslim 
(2002), Azniah (2003), Che Norhaslida Deraman (2005), Che Wan Shamsul Bahari 
(2006), Suliana Sulaiman (2007), Viska Mutriawani (2007), Remon Redika (2008), 
Anton Heryanto (2009) dan Mohammad Faidzul (2010) tidak menggunakan set data 
piawai. Ini disebabkan set data Arab/Farsi/Jawi hanya wujud pada tahun 2006 dan 
2007 seperti dinyatakan pada Rajah 2.2. Manakala kajian yang dilaksanakan oleh 
penyelidik-penyelidik ke atas tulisan Jawi pada 2006 ke atas tidak menggunakan set 
data piawai imej kerana penyelidikan mereka melibatkan teks yang berada pada 
pasca-pemprosesan. Manakala kajian doktor falsafah oleh Mohammad Faidzul (2010), 
skop kajian beliau adalah berbeza. 
Oleh itu, tanpa kewujudan set data piawai, penulis menggunakan set data yang 
terhampir dengan tulisan Arab/Farsi/Jawi untuk digunakan dalam kajian. Set data 
yang dipilih ialah HODA dan IFHCDB. Penggunaan set data piawai ini dipilih kerana 
bilangan kelasnya menghampiri bilangan kelas yang digunakan oleh penulis. Bilangan 
kelas dalam penentuan jenis khat untuk tujuan paleografi adalah sebanyak lima 
manakala set data piawai mempunyai sepuluh kelas. Selain itu, keluwesan algoritma 
cadangan oleh penulis juga diuji dengan set data yang berbeza dari digit 
Arab/Farsi/Jawi. Set data ini ialah MNIST untuk Roman dan set data BANGLA untuk 





Oleh yang demikian, kajian yang dilaksanakan membincangkan tulisan Jawi 
secara umumnya, seterusnya kepada penentuan khat untuk tujuan paleografi dan juga 
pengecaman digit untuk tujuan menentu-sahkan dan keluwesan algoritma cadangan. 
 Rajah 2.2 menunjukkan kronologi penyelidikan PTOJ, paleografi digital dan 
kewujudan set data piawai yang digunakan dalam kajian ini. Set data piawai 
digunakan sama ada untuk menentu-sahkan algoritma cadangan mahu pun digunakan 
untuk menguji keluwesan algoritma. Dari Rajah 2.2, penyelidikan tulisan Jawi dalam 
bidang sains komputer telah bermula semenjak hujung 1990an dan seusia dengan 
penyelidikan oleh paleografi digital yang dijalankan oleh penyelidik dari Universiti 
Pisa, Italy iaitu Aiolli et al. (1999). Penyelidikan tentang tulisan Jawi nampaknya 
lebih rancak dibandingkan dengan penyelidikan paleografi digital. Penyelidikan 
tentang tulisan Jawi telah menghasilkan tiga buah tesis doktor falsafah secara 
keseluruhan dan 10 buah tesis sarjana (Mohammad Faidzul 2010).  
 Penyelidikan bagi tujuan paleografi digital iaitu mendapat jenis tulisan khat 
yang diguna-pakai dalam manuskrip lama pada domain tulisan Roman, kemudiannya 
berkembang kepada tulisan Ibrani pada tahun 2005 oleh Yosef et. Al (2005). Pada 
tahun 2006, Moalla et al. (2006) memperkembangkan kajian dalam domain tulisan 
Roman dengan menggunakan fitur Haralick. Selain dari penyelidikan dalam domain 
Roman dan Ibrani, penyelidik-penyelidik india juga mengkaji jenis tulisan yang 
terkandung dalam tulisan India. Penyelidik-penyelidiknya adalah Joshi et al. (2007) 
dan Padma, & Vijaya (2009). 
 Bagi memantapkan kajian yang dilaksanakan dalam tulisan Jawi dan juga 
tujuan paleografi, set data piawai digunakan. Set data digit Arab mula diperkenalkan 
pada 2006 untuk set data IFHCDB dan 2007 pula untuk set data HODA (Mozaffari et 
al. 2006; Mozaffari, & Soltanizadeh, 2009). Set data yang digunakan untuk tujuan 
menguji keluwesan algoritma pula wujud seawal tahun 1992 untuk set data MNIST 
(Labusch, Barth & Martinetz, 2008). Manakala set data BANGLA pula pada 2006 
(Parui et al. 2006). 
  








2.3 ANALISA PERKEMBANGAN KAJIAN PENGECAMAN TULISAN 
JAWI LUAR TALIAN BERASASKAN KERANGKA PENGECAMAN 
CORAK 
Pada bahagian ini analisa dilakukan terhadap fasa-fasa yang diguna-pakai oleh 
penyelidik-penyelidik tulisan Jawi, paleografi digital dan pengecaman digit. Fasa-fasa 
yang terlibat adalah berasaskan kepada kerangka pengecaman pola yang digunakan 
oleh Khairuddin Omar (2000) , Mazani Manaf (2002) dan Mohammad Faidzul (2010) 
dengan sedikit pengubah-suaian seperti pada Rajah 1.1 dalam Bab I. Seterusnya, 
perbincangan mengenai kaedah yang dilaksanakan oleh penyelidik dilakukan pada 
tulisan Jawi, paleografi digital dan set data piawai. 
2.3.1 Pra-Pemprosesan 
Jadual 2.1 menunjukkan proses-proses dalam pra-pemprosesan yang dilaksanakan 
oleh penyelidik-penyelidik dalam tulisan Jawi. Proses ini adalah berasaskan kepada 
proses yang dilaksanakan oleh Khairuddin Omar (2000).  Secara umumnya fasa yang 
telah digunakan oleh pelopor tulisan Jawi iaitu Khairuddin Omar (2000) telah 
melakukan proses imej ditukar kepada perwakilan skala warna pilihan, penyingkiran 
hingar, pembetulan erotan dan pencongan dan penipisan kepada rangka (skeleton). 
Walau bagaimana pun, proses yang digunakan oleh Khairuddin Omar (2000) tidak 
semuanya digunakan oleh penyelidik yang melakukan pra-pemprosesan seperti pada 
Jadual 2.1. 












√ √ √  
Mazani Manaf 
(2002) 
√ √  √ 
Mohammad 
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Berasaskan kepada Jadual 2.1, Khairuddin Omar (2000) dalam pra-
pemprosesan telah melakukan proses penukaran format kepada skala binari. Walau 
bagaimanapun, Mazani Manaf (2002) dan Mohammad Faidzul (2010) melakukan 
proses penukaran format ke skala kelabu. Seterusnya, proses nyah hingar dilaksanakan 
oleh penyelidik-penyelidik ini. Khairuddin Omar (2000) telah menggunakan Penapis 
Median dalam proses nyah hingar dan kemudiannya beliau telah menggunakan teknik 
yang dicadangkan oleh Sharaf El-Deen et al. (2003) untuk menukar format imej 
kepada skala binari. Setelah itu, proses pembetulan erotan dan pencongan imej dengan 
menggunakan Histogram Orientasi Kecerunan (HOK) dilaksanakan. Proses akhir 
yang dilaksanakan oleh Khairuddin Omar (2000) dalam pra-pemprosesan ialah 
melakukan proses penipisan rangka (Skeleton). Algoritma yang digunakan oleh 
Khairuddin Omar (2000) untuk penipisan rangka menggunakan algoritma penipisan 
berjujukan Safe-Point Thinning Algortihm (SPTA) yang dicadangkan oleh Naccache, 
& Shinghal (1984). Algoritma SPTA ini turut digunakan oleh Mohammad Roslim 
(2002) dalam penipisan tulisan Jawi. 
 Mazani Manaf (2002) dalam pra-pemprosesan telah menggunakan pembetulan 
gamma dan keamatan. Seterusnya beliau menggunakan fungsi linear dengan kaedah 
maju jaya yang dicadangkan oleh Parker (1994) untuk menukar format imej kepada 
skala kelabu. Proses nyah hingar kemudiannya dilaksanakan oleh beliau dengan 
menggunakan operasi hakisan yang disusuli oleh penambakan seperti dicadangkan 
oleh Zhang, & Suen (1984). Kemudiannya, Penapis Median digunakan untuk menyah 
hingar. Akhir sekali, Mazani Manaf (2002) melaksanakan proses penipisan rangka 
menggunakan algoritma penipisan berjujukan mudah berasaskan kepada Zhang dan 
Suen (1984). 
 Mohammad Faidzul (2010) dalam kajiannya telah mengambil data dari 
sembilan penulis. Proses pertama yang dilakukan oleh beliau ialah melakukan 
penemberengan yang dilaksanakan secara manual. Maka proses nyah hingar tidak 
berlaku pada kajian beliau. Hasil dari penemberengan secara manual ini beliau telah 
memperoleh 993 jumlah huruf dan 540 sub-perkataan dari sembilan penulis tadi. 
Seterusnya, proses penukaran format kepada skala binari dilaksanakan menggunakan 




melaksanakan proses pembaikan erotan dan pencongan dan juga proses penipisan 
rangka. 
 Setelah membincangkan proses yang dilaksanakan oleh penyelidik tulisan 
Jawi, seterusnya perbincangan pula kepada proses pra-pemprosesan yang berlaku pada 
paleografi digital. Ini kerana paleografi digital yang dikaji adalah berasaskan kepada 
tulisan Jawi yang spesifiknya pada manuskrip-manuskrip Melayu lama. Proses-proses 
dalam pra-pemprosesan yang berlaku dalam tulisan Jawi juga dikaji pada paleografi 
digital. Jadual 2.2 menunjukkan proses-proses yang dilaksanakan oleh penyelidik 
dalam paleografi digital. 










Aiolli et al. (1999) 
 
√ √   
Yosef et al. (2004) 
Yosef et al. (2005) 
 
√ √   
Moalla et al. 
(2006) 
 
√    
Schomaker et al. 
(2007) 
 
√ √   
Brink et al. (2012)  √   
 
 Kajian paleografi digital pertama direkodkan pada 1999 oleh Aiolli et al. 
(1999) (Ciula 2005). Walau bagaimanapun, dalam kertas kerja yang ditulis oleh Aiolli 
et al. (1999) tidak menyebut proses yang berlaku dalam pra-pemprosesan. Kajian 
tersebut memfokus dari penemberengan hinggakan kepada pengelas. Walau 
bagaimana pun, Ciula (2005) berdasarkan kepada kajian beliau, mendapati format 
warna yang digunakan oleh Aiolli et al. (1999) ialah skala kelabu. Ini bermakna imej 
yang diimbas ditukarkan kepada format skala kelabu. Manakala Yosef et al. (2004) 
melalui kajian paleografi beliau terhadap tulisan Ibrani, telah menggunakan format 




tulisan manuskrip tulisan Ibrani. Kaedah yang dicadangkan oleh Yosef et al. (2004) 
ini bukan sahaja menukarkan format imej kepada skala binari, turut berlaku 
penyingkiran hingar. 
 Pada tahun 2006, Moalla et al. (2006) telah menggunakan pendekatan global 
iaitu pendekatan yang bukan berasaskan huruf. Beliau menggunakan beberapa baris 
teks dalam menentukan khat yang terdapat dalam manuskrip Roman. Dalam pra-
pemprosesan, beliau telah menggunakan format skala kelabu.  
Selanjutnya, Schomaker et al. (2007) dan Brink et al. (2012) juga melakukan 
penyelidikan ke atas dokumen lama. Dalam pra-pemprosesan beliau telah menukarkan 
format input imej dari skala kelabu kepada skala perduaan menggunakan kaedah Otsu. 
Kaedah Otsu adalah berasaskan nilai ambang dari purata warna latar belakang dengan 
warna tulisan (Otsu 1979; Marius Bulacu, & Schomaker 2007; Brink et al. 2012). 
Perincian mengenai proses penukaran imej binari diterangkan oleh Brink et al. (2012). 
Beliau telah melakukan i. penemberengan teks secara manual, diikuti ii. Menghasilkan 
imej empat segi yang mengandungi kawasan yang diingini, iii. Melakukan 
pengskalaan automatik untuk menjadikan kawasan yang diingini kepada 50 piksel. 
Perlaksanaan adalah dengan mendapatkan purata unjuran profil mendatar yang 
diperkemaskan, iv. Melakukan penapisan Highpass, dan v. melaksanakan kaedah Otsu 
untuk tujuan menjadikan imej binari. 
Setelah penjelajahan pada bidang paleografi digital, fokus seterusnya adalah 
pengecaman digit. Proses pengecaman digit dilaksanakan adalah untuk menentu-
sahkan algoritma yang penulis cadangkan dengan berasaskan kepada set data piawai 
yang diguna-pakai oleh penyelidik-penyelidk dalam pengecaman corak. Penyelidikan 
kepada tujuan paleografi, tidak menggunakan set data piawai. SPI menggunakan set 
data dari perpustakaan yang terdapat di Universiti Pisa (Aiolli et al. 1999; Ciula 
2005). Manakala Moalla et al. (2006) dan Yosef et al. (2005) tidak menyatakan 
sumber manuskrip. Schomaker et al. (2007) dan Brink et al. (2012) memperoleh imej 
set data Dutch Charter dari Universiti of Amsterdam dan set data English Diverse 
yang diperoleh dari Professor Linne Mooney, pakar kodikologi dan paleografi dari 




menggunakan set data manuskrip, set data tersebut adalah tidak umum untuk 
penyelidikan paleografi. Buktinya penyelidik SPI, Yosef et al. (2005) dan Moalla et 
al. (2006) tidak menggunakan set data ini. Selain itu, penyelidikan yang penulis 
laksanakan adalah berkaitan dengan tulisan Jawi yang umumnya berasal dari huruf 
Arab.  
Penggunaan set data piawai adalah penting. Set data piawai diperlukan untuk 
menentukan algoritma cadangan dapat dibandingkan ketepatannya secara epal dengan 
epal. Oleh kerana tiada set data piawai yang digunakan oleh penyelidik paleografi 
digital, maka penulis telah memilih set data digit Arab untuk digunakan dalam 
menentu-sahkan algoritma cadangan. Maka, set data HODA dan IFHCDB telah 
dipilih dalam kajian ini. Set data piawai yang bukan dari digit Arab turut digunakan 
dalam kajian ini. Set data digit Roman iaitu MNIST dan set data digit Bangla iaitu 
BANGLA. Penggunaan set data ini sebagai mengukur keluwesan algortima cadangan 
dengan set data digit yang pelbagai. Penyelidik-penyelidik yang menggunakan set 
data-set data piawai ini dan proses yang dilaksanakan pada fasa pra-pemprosesan 
ditunjukkan pada Jadual 2.3. 











HODA Ebrahimpour et 
al. (2009)  
    
Ebrahimpour et 
al. (2010) 
    
Mohammad 
Masoud et al. 
(2011) 
√    
Moradi (2010) √    
Rajabi et al. 
(2012)     
IFHCDB Alaei et al. (2010)     
MNIST Labusch et al. 
(2008)     
BANGLA Bhattacharya et 
al. (2002) 
    
 Bhattacharya, & 
Chaudhuri (2009) 




 Set data HODA, MNIST dan BANGLA adalah berformat binari. Maka 
penyelidik-penyelidik pada Jadual 2.3 menggunakan format asal set data tersebut iaitu 
binari. Hanya Mozaffari et al. (2006) melakukan proses pengskalaan untuk setiap imej 
kepada 64x64. Manakala set data IFHCDB, Alaei, Pal & Nagabhushan (2009) dan 
Alaei et al. (2010) telah menukar format skala kelabu kepada skala binari. Beliau tidak 
menyatakan algoritma yang digunakan dalam proses penukaran format. Kajian ke atas 
set data digit ini tidak dilaporkan penggunaan nyah hingar, pembetulan erotan dan 
pencongan dan juga penipisan rangka.  
2.3.2 Penemberengan 
Setelah pra-pemprosesan dilaksanakan, proses seterusnya adalah penemberengan. 
Proses penemberangan yang digunakan oleh penyelidik sama ada tulisan Jawi, 
paleografi Digital dan pengecaman digit ditunjukkan pada Jadual 2.4. 
 Pada Jadual 2.4, menunjukkan fasa penemberengan menggunakan algoritma 
dilaksanakan oleh penyelidik-penyelidik Jawi kecuali oleh Mohammad Faidzul 
(2010). Manakala kajian paleografi digital pula, penemberengan dilaksanakan secara 
manual. Tiada proses penemberengan dilaksanakan ke atas set data HODA, IFHCDB, 
MNIST dan BANGLA kerana set data-set data ini telah ditemberengkan sebelum 
dijadikan set data piawai. Oleh yang demikian, kajian yang dilaksanakan ini tidak 
menitik beratkan kepada penggunaan penemberengan memandangkan penyelidik-





Jadual 2.4 Kaedah penemberengan oleh penyelidik 
Domain Penyelidik Kaedah dan Penjelasan 
PTOJ Khairuddin Omar 
(2000) 
Penemberengan Perenggan kepada Baris: 
Profil Unjuran Mengufuk bersama kaedah 
Khella 
 
Penemberengan Garis Teks kepada Sub-
perkataan: 
Titik Temberengan Berpotensi dan Perlabelan 
Komponen Terkait 
 
Penemberengan Sub-perkataan kepada huruf: 
Titik Temberengan Berpotensi 
 
Mazani Manaf (2002) Penemberengan Perenggan kepada Baris: 
Profil Unjuran Mengufuk bersama kaedah 
Khella berasaskan kajian (Khairuddin Omar 
2000) 
Penemberengan Garis Teks kepada Sub-
perkataan: 




Penemberengan Sub-perkataan kepada huruf: 




Penemberengan Perenggan kepada Baris: 





Penemberengan Sub-perkataan kepada huruf 




Penemberengan Garis Teks kepada Sub-
perkataan: 
Menggunakan rajah Voronoi 
Penemberengan Sub-perkataan kepada huruf 








Aiolli et al. (1999), 
Yosef et al. (2005), 
Moalla et al. (2006), 
Schomaker et al. 
(2007)  










2.3.3 Pengekstrakan Fitur 
Fasa pengekstrakan fitur pada tulisan Jawi telah dimulakan oleh Khairuddin Omar 
(2000). Dari tahun 2000 hingga ke 2010 terdapat lima penyelidik domain Jawi yang 
membuat kajian di dalam pengekstrakan fitur seperti pada Jadual 2.5. Dapatan yang 
diperoleh oleh Mohammad Faidzul (2010), beliau menyimpulkan fitur yang 
digunakan oleh penyelidik Jawi terbahagi kepada dua iaitu stuktur dan statistik. 
Menurut Mohammad Faidzul (2010), fitur struktur adalah fitur berasaskan kepada 
geometri sementara yang tidak begitu terpengaruh kepada gaya tulisan tetapi sangat 
mudah terpengaruh dengan hingar. Manakalah fitur statistik menurutnya, adalah 
kuantiti yang dihitung dari fitur geometri. Fitur statistik tahan kepada hingar tetapi 
mudah terpengaruh dengan gaya penulis. 
Fitur struktur yang digunakan oleh Khairuddin Omar (2000) dan Mazani 
Manaf (2002) adalah diubah-suai dari fitur kelas primitif yang dicadangkan oleh 
Bushofa, & Spann (1995). Selain itu, Khairuddin Omar (2000) dan Mazani Manaf 
(2002) turut menggunakan fitur statistik dalam kajian mereka. Anton, Mohammad 
Faidzul & Khairuddin Omar (2008), Anton Heryanto (2009), Remon Redika (2008) 
dan Remon, Khairuddin Omar & Mohammad Faidzul (2008) telah menggunakan fitur 
statistik yang belum pernah digunakan sebelum ini iaitu fitur yang berasaskan kepada 
fitur profil dan dakwat silang seperti pada Jadual 2.5. 
. Membezakan antara Remon Redika (2008) dan Anton Heryanto (2009) ialah 
Anton Heryanto (2009) mempunyai beberapa fitur tambahan iaitu dimensi, nisbah 
bidang, pusat graviti dan jarak dari zon teras. Mohammad Faidzul (2010) pula 
menggunakan fitur yang diperbaiki dari Jelmaan Surih. Fitur ini adalah fitur yang 
tersirat yang tidak dapat diterjemahkan oleh pandangan mata manusia. Jadual 2.5 
menunjukkan ringkasan penyelidik-penyelidik dan sumbangan mereka dalam 






















Huruf Subperkataan Huruf 
Sub-
perkataan 





bilangan titik dan 
lokasi titik (sama 





hujung, titik pusing 
dan jumlah piksel 
hitam 
− − − 
Fitur statistik 
Momen tak-ubah 
dan taburan piksel 
hitam 
Momen tak-ubah 



















Sumber: Mohd Faidzul (2010) 
 Setelah membincangkan aspek pengekstrakan fitur dalam tulisan Jawi, langkah 
berikutnya membincangankan pengekstrakan fitur dalam bidang paleografi digital. 
Pengekstrakkan fitur dalam paleografi digital adalah proses yang penting. Fitur-fitur 
yang diekstrak akan digunakan dalam pengelasan dalam menentukan jenis tulisan 
yang terdapat pada manuskrip lama. Pengekstrakan fitur dalam bidang paleografi 
digital terbahagi kepada dua bahagian iaitu fitur global dan fitur tempatan (Moalla et 
al. 2006). Fitur global adalah fitur yang berasaskan kepada beberapa perkataan dan 
baris teks manakala fitur tempatan adalah fitur yang berasaskan kepada huruf individu 
(Moalla et al. 2006). 
 Sistem paleografi pertama SPI telah menggunakan fitur tempatan dalam 
mengecam jenis tulisan yang terdapat pada manuskip lama seperti yang ditunjukkan 




Sentroid ialah purata piksel hitam untuk x dan y manakala tangen pula diperoleh dari 
Rajah 2.4. Aiolli et al. (1999) tidak menyatakan algoritma yang digunakan dalam 
pembangunan SPI (Ciula 2005). Ringkasan mengenai SPI dirumuskan pada Jadual 
2.6.  
 
Rajah 2.3 System for Paleography Inspectors (SPI)  
Sumber: Ciula (2006) 
 
Rajah 2.4  Pemerolehan nilai tangen (SPI) 






Yosef et al. (2005) telah membuat kajian paleografi digital dengan mengenal 
pasti jenis tulisan ibrani yang terdapat pada manuskrip lama yahudi. Beliau turut 
menggunakan pendekatan fitur tempatan. Fitur diekstrak dari huruf Aleph dan Lamed 
huruf ibrani lama. Fitur yang digunakan oleh Yosef et al. (2005) adalah berasaskan 
kepada kawasan latar belakang dari komponen yang terkait. Dalam mendapatkan 
kawasan latar belakang ini beliau melalukan proses binari dengan memperkenalkan 
proses Ambangan Multi-Aras. Kaedah yang berasaskan kepada fitur tempatan juga 
digunakan oleh penyelidik Schomaker et al. (2007), Bulacu et al. (2007) dan Brink et 
al. (2012). Beliau telah memperkenalkan fitur yang diperoleh dari Komponen Kontor 
Terangkai (KKT) yang diperoleh dari huruf-huruf yang ditembereng secara manual. 
Contoh KKT dirujuk pada Rajah 2.5. 
 
Rajah 2.5  Contoh KKT  
Sumber: Schomaker et al. 2007 
 
  Penyelidikan paleografi digital terkini yang dilaksanakan oleh Brink et al. 
(2012) telah memperkenalkan algoritma Quill yang berasaskan kepada algortima 
Bresenhem. asas kepada fitur Quill adalah kepada pena dan stail tulisan penulis. Fitur 
hasil dari algoritma Quill dinamakan fitur Allografik. Ringkasan untuk kaedah yang 




Jadual 2.6 Ringkasan teknik dalam paleografi digital 
 
Skrip Latin 






































































































 Setelah mengkaji aspek pengekstrakan fitur dalam kajian paleografi digital. 
Kajian seterusnya adalah kepada pengekstrakan fitur yang berlaku dalam pengecaman 
digit. Pengekstrakan fitur dalam digit dibahagikan kepada jenis set data yang 
digunakan. Kajian perincian ke atas set data ini adalah berasaskan kepada kajian yang 
dilakukan oleh penyelidik dalam Jadual 2.7 yang dijadikan sebagai penanda aras 





Jadual 2.7 Penyelidik-penyelidik pengecaman digit  
Set Data Penyelidik 
HODA Ebrahimpour et al. (2009) 
Ebrahimpour et al. (2010) 
Mohammad Masoud Javidi et al. 
(2011) 
Javidi & Sharifizadeh (2012) 
Moradi (2010) 
Rajabi et al. (2012) 
 
IFHCDB Mozaffari et al. (2004) 
Alaei et al. (2009) 
 
MNIST Labusch et al. (2008) 
  
BANGLA Bhattacharya et al. (2002) 
 Bhattacharya, & Chaudhuri (2009) 
 
i. Set data HODA dan IFHCDB 
Penyelidik Ebrahimpour et al. (2009) dan Ebrahimpour et al. (2010) telah 
menggunakan fitur ciri LOCI yang telah diperkenalkan oleh Knoll (1969). 
Fitur LOCI ini adalah berasaskan kepada sudut mendatar 45
0
 dan sudut 
menegak 135
0
 seperti yang ditunjukkan pada Rajah 2.6. 
 
Rajah 2.6 Pengiraan fitur ciri LOCI 



















Nilai satu seperti pada Rajah 2.6adalah berasaskan kepada garis yang 
menyilang dengan paksi-x dan paksi-y. Rajah 2.6 menunjukkan terdapat 
empat tempat penyilangan berlaku yang memberikan nilai 40 locus yang 
telah ditetapkan antara 0-80. Mohammad Masoud Javidi et al. (2011) dan 
Javidi, & Sharifizadeh (2012) turut menggunakan fitur LOCI tetapi beserta 
dengan Analisa Komponen Utama (AKU) terhadap set data HODA. 
Berbeza pula dengan Moradi (2010), beliau telah memperkenal fitur baru 
yang digunakan pada set data HODA. Fiturnya ialah Tatasusunan Lawang 
Medan Boleh Program (TLMBP). Fitur ini berasaskan kepada pengezonan 
menegak dan melintang yang dibahagikan kepada empat. Setiap satu dari 
zon tersebut berasas kepada taburan piksel hitam terhadap tempat 
persilangan menegak dan mendatar seperti yang ditunjukkan pada Rajah 
2.7. 
 
Rajah 2.7 Penyilangan menegak dan mendatar fitur TLMBP  




Kaedah pengezonan menegak dan melintang yang dilaksanakan 
oleh Moradi (2010) turut digunakan oleh Rajabi et al. (2012) dengan 
menambahkan dua pendekatan dalam penambah baikkan fitur iaitu 





i) ii) iii 
Rajah 2.8 Pengekstrakan fitur i) Pengezonan, ii) Profil luar dan iii) Bilangan silangan  
                menegak dan mendatar. 
Sumber: Rajabi et al. (2012) 
ii. Set Data IFHCDB 
Set data IFHCDB mengandungi huruf dan juga digit seperti yang 
diterangkan pada Bab IV. Kajian yang dilaksanakan ini hanya 
menggunakan set data digit dari IFHCDB.  
 Fasa pengekstrakkan fitur set data ini telah dilakukan oleh Mozaffari et 
al. (2006) menggunakan Pengekodan Imej Fraktal berasaskan imej binari. 
Fraktal imej ini menggunakan lapan cara pemetaan seperti yang 
ditunjukkan pada Rajah 2.9. 
 




Proses Pengekodan Imej Fraktal terdiri dari imej yang ditukar kepada 
format binari, imej dipisahkan kepada blok berasaskan kepada Rajah 2.8. 
Seterusnya Transformasi Affine diperoleh dan akhirnya mendapatkan 
keamatan nombor dari 0 hingga 256. Fitur ini digunakan untuk tujuan 
pengelasan.  
Penyelidik Alaei et al. (2009) pula telah merekayasa algoritma Kod 
Rantai Arah menggunakan matrik      dari lapan arah kepada empat arah 
iaitu i. kod rantai mendatar, menegak, penjuru dan di luar penjuru seperti 
yang ditunjukkan pada Rajah 2.10. Hasil dari Rajah 2.10 untuk 4-arah 
menghasilkan empat fitur bagi setiap arah.  
  
i. 8-arah  ii. 4-arah 
Rajah 2.10 Kod Rantai Arah 
iii. Set Data MNIST dan BANGLA  
Set data MNIST dan BANGLA adalah digit yang bukan berasal dari huruf 
Arab. Tujuan penggunaan set data ini hanyalah untuk menentukan 
keluwesan algortima cadangan. Maka, perbandingan ke atas kaedah yang 
digunakan oleh penyelidik pada set data ini tidak dilaksanakan.  
2.3.4 Pengelasan 
Pengelasan adalah fasa uji kaji untuk mendapatkan keputusan pengecaman dari data 
uji kaji terhadap data latihan. Penyelidik dalam tulisan Jawi, paleografi digital dan 
pengecaman digit menggunakan pengelas sama ada berasaskan Pembelajaran Mesin 
Terselia (PMT) atau pun Pembelajaran Mesin Tak Terselia (PMTT). Pada bahagian 
ini, penulis menggunakan pengelas sedia ada tanpa melakukan modifikasi. Maka, fasa 




oleh penyelidik dalam tulisan Jawi, paleografi digital dan pengecaman digit pada 
Jadual 2.8. 
Jadual 2.8 Jenis dan nama pengelas digunakan oleh penyelidik tulisan Jawi, paleografi 
digital dan pengecaman digit 
Domain Penyelidik Jenis 
Pengelas 
Nama Pengelas 
Tulisan Jawi Khairuddin Omar(2000) PMT Neural Perambatan Balik 
Mazani Manaf (2002) PMT Rangkaian Neural Rekuren Bama 
Anton Heryanto(2009) PMT Rangkaian Neural 
Remon Redika(2009) PMTT Model Markov Tersembunyi 
Paleografi Jawi 
Digital 
Aiolli et al. (1999) PMTT Algoritma Jarak Euclidan 
Yosef et al. (2005) PMTT Fungsi Matlab Classify 
Moalla et al. (2006) PMT Analisa Komponen Utama dan  
Analisa Komponen Perbezaan 
Schomaker et al. (2007) 
dan 
Brink et al. (2012) 
PMTT Kaedah jarak Hamming 
Digit – HODA Ebrahimpour et al. (2009) PMT Perceptron Multi-Aras dan 
Campuran Perceptron Multi-aras 
Ebrahimpour et al. (2010) PMT Perceptron Multi-Aras dan 
Campuran Perceptron Multi-aras 
Mohammad Masoud 
Javidi et al. (2011) 
PMT Perceptron Multi-Aras 
Javidi & Sharifizadeh 
(2012) 
PMT Perceptron Multi-Aras 
Moradi (2010) PMT Perceptron Multi-Aras 
 Rajabi et al. (2012) PMT Mesin Sokongan Vektor 
Digit- IFHCDB Mozaffari et al. (2006)  Perceptron Multi-Aras 
Alaei et al. (2009)  Mesin Sokongan Vektor 
Digit- MNIST Labusch et al.( 2008)  SVM 
Digit- 
BANGLA 
Bhattacharya et al. (2002) PMT Perceptron Multi-Aras 
Bhattacharya, & 
Chaudhuri (2009) 





Fasa pasca-pemprosesan direkodkan hanya berlaku pada tulisan Jawi. Kajian pada 
ketika ini dilaksanakan pada peringkat sarjana. Penyelidik yang melaksanakan kajian 
pada pasca-pemprosesan ialah Azniah (2003), Che Wan Shamsul Bahari (2006), 
Suliana Sulaiman (2007), Juhaidah Abu Bakar (2007) dan Remon Redika (2008). 
 Fasa pasca-pemprosesan dilakukan oleh Azniah (2003) dengan mencadangkan 
perwakilan baru yang dipanggil UTF-8J yang bertujuan membantu proses storan, 
carian dan isihan huruf Jawi yang tercam dalam pangkalan data. UTF-8J menurutnya 
menjimatkan ruang storan sehingga 50 peratus jika dibandingkan dengan UTF-8, 
UTF-8D dan UTF-16. Seterusnya, kajian dalam fasa ini diperkembangkan skopnya 
oleh Che Wan Shamsul Bahari (2006) dan Juhaidah Abu Bakar (2007) kepada proses 
transliterasi ejaan Jawi lama kepada ejaan Jawi baru. Che Wan Shamsul Bahari (2006) 
telah menggunakan pendekatan leksikon dalam membetulkan ejaan Jawi lama yang 
mempunyai pengaruh Arab kepada ejaan Jawi baru. Manakala Juhaidah Abu Bakar 
(2007) pula menggunakan pendekatan berasaskan kepada Grafem. 
 Huruf-huruf tambahan yang terdapat pada tulisan Jawi yang diwakilkan 
dengan tiga titik sama ada di atas atau di bawah adalah satu cabaran dalam proses 
transliterasi ejaan lama kepada ejaan baru. Maka, Suliana Sulaiman (2007) telah 
mencipta fon yang dikenali JawiMMM.  
 Penyelidikan terkini pada fasa pasca-pemprosesan ini dilakukan oleh Remon 
Redika (2008). Beliau telah menbetulkan huruf/sub perkataan/perkataan berasaskan 
kepada leksikon. 
 Proses pasca-pemprosesan seperti yang berlaku pada tulisan Jawi adalah tidak 
terpakai kepada paleografi digital. Paleografi digital tidak bertujuan untuk 
mendapatkan huruf yang tercam. Sebaliknya mendapatkan jenis tulisan atau pun khat 
yang digunakan dalam manuskrip lama. Maka, kajian paleografi Jawi digital tidak 
dilaksanakan sehingga fasa pasca-pemprosesan. Sebaliknya, kajian sehingga 




Pengecaman digit pula, tujuan digunakan set data digit hanyalah untuk menentu-
sahkan algoritma yang dicadangkan. Jadi kajian yang dilakukan pada set data digit 
piawai hanyalah setakat ketepatan pengecaman.  
 
2.4 PERMASALAHAN KAJIAN DALAM KAJIAN TERDAHULU 
Permasalahan kajian yang dikaji sepanjang menjalankan kajian dibahagikan kepada 
dua domain iaitu paleografi digital dan pengecaman digit. 
2.4.1 Paleografi Digital 
Penyelidikan paleografi digital direkodkan pada 1999 dengan penghasilan “System for 
Paleography Inspectors” (SPI) (Aiolli et al. 1999; Ciula 2005; Moalla et al. 2006). 
Walau bagaimana pun, sistem yang dihasilkan ini tidak pernah digunakan oleh jabatan 
perpustakaan Universiti Pisa (Ciula 2005). Selain dari itu, applikasi yang digunakan 
menggunakan bahasa Latin dan hanya dapat dilarikan menggunakan perisian operasi 
Windows 98 (Ciula 2005).  
 Penggunaan bahasa dan juga platform operasi bukanlah satu permasalahan 
dalam kajian ini. Tetapi penggunaan set data bagi SPI, Moalla et al. (2006), Yosef et 
al. (2005), Schomaker et al. (2007) dan Brink et al. (2012) tidak dapat dijadikan 
piawai dalam kajian kerana bersifat setempat. Ini disebabkan tiada set data global 
yang boleh digunakan bersama oleh penyelidik-penyelidik ini.  
 Sifat manuskrip yang kualiti tulisan dan kertas yang rendah disebabkan oleh 
penuaan menyukarkan lagi proses penemberengan dan juga pembersihan hingar 
(Yahya et al. 2009). Penyelidik SPI, Moalla et al. (2006), Yosef et al. (2005), 
Schomaker et al. (2007) dan Brink et al. (2012) melakukan proses penemberengan 
secara manual bagi mendapatkan kawasan pilihan. Kaedah penemberengan secara 
manual turut dilaksanakan oleh penyelidik tulisan Jawi Mohammad Faidzul (2010). 
Bagi proses pembersihan hingar pula, Yosef et al. (2005) melakukan proses multi-




dan Brink et al. (2012) menggunakan kaedah Otsu dalam membersihkan hingar dan 
juga penukaran format dari skala kelabu ke skala binari. 
 Penyelidikan dalam paleografi digital secara umumnya menggunakan set data 
yang dibangunkan oleh penyelidik sendiri. Oleh itu bilangan data untuk tujuan ujian 
dan latihan adalah jauh bezanya dengan bilangan data yang umumnya ada pada set 
data piawai. Bilangan data yang digunakan oleh penyelidik paleografi digital dan 
pengecaman digit ditunjukkan pada Jadual 2.9 dan Jadual 2.10. Kesan dari bilangan 
data yang kurang penyelidik-penyelidik ini telah menggunakan pendekatan 
pengelasan PMTT seperti pada Jadual 2.8. 
Jadual 2.9 Taburan data latihan : ujian dalam paleografi digital 
Penyelidk Total Latihan : ujian 
SPI 7000 5600 : 1400 
Yosef et al. (2005) 
 
280 266 : 14 
Moalla et al. 
(2006) 
 
Tidak dinyatakan Tidak dinyatakan 
Schomaker et al. 
(2007) 
 
300 muka surat tidak dinyatakan 




Jadual 2.10 Taburan set data digit 
Set Data Jumlah Latihan : ujian 
HODA ~80,000 60,000:20,000 
 
IFHCDB 17,560 12,292:5,268 
 
MNIST 70,000 60,000:10,000 
 
BANGLA 23392 19392:4000 
  




Fitur yang digunakan adalah hasil dari proses pengekstrakan fitur. Pada 
pandangan penulis, fitur yang digunakan oleh penyelidik-penyelidik dalam paleografi 
digital ini tidak dapat dibandingkan dari segi ketepatan pengecaman memandangkan 
set data mereka adalah bersifat tempatan. Ini diperkuatkan lagi dengan mekanisme uji 
kaji yang dilaksanakan. Yosef et al. (2005) hanya menggunakan 14 huruf dari dua 
jenis huruf untuk diuji kaji dari 280 huruf. Manakala Moalla et al. (2006) pula 
menggunakan fitur sedia ada iaitu fitur Haralick yang dibangunkan oleh Harralick, 
Shanmugam & Dinstein (1973). Schomaker et al. (2007) dan Brink et al. (2012) 
adalah dari kumpulan penyelidik yang sama. Brink et al. (2012) melakukan 
penyelidikan perluasan ke atas algoritma yang asalnya dari Schomaker et al. (2007). 
Adalah sangat menyakinkan jika algoritma mereka yang diuji berasaskan kepada 
PMTT dapat dilakukan uji kaji menggunakan set data piawai yang terhampir seperti 
set data digit. 
2.4.2 Pengecaman Digit 
Permasalahan yang dihadapi oleh paleografi digital ialah penggunaan set data 
tempatan dalam uji kaji. Algoritma yang dicadangkan tidak dilakukan uji kaji terhadap 
set data piawai memandangkan tiada set data piawai untuk paleografi digital. Maka, 
kajian yang penulis laksanakan akan menggunakan set data piawa iaitu set data 
HODA dan IFHCDB yang menggunakan digit Arab yang bersesuaian dengan tulisan 
Jawi yang berasal dari tulisan Arab. Set data MNIST dan BANGLA pula digunakan 
untuk menguji keluwesan algoritma yang dicadangkan. Jadi, permasalahan akan 
ditumpukan pada set data HODA dan IFHCDB. 
 Taburan data antara set data HODA dan IFHCDB berbeza dari segi nisbah 
latihan:ujian. Juga bilangan kelas yang terdapat dalam set data HODA dan IFHCDB 
juga berbeza. Set data HODA mempunyai sepuluh kelas dan menyamai set data 
MNIST dan BANGLA. Manakala set data IFHCDB pula mengandungi 47 kelas yang 
merangkumi 10 digit dan 37 lagi huruf Arab dengan tambahan huruf Farsi. Lebih 
mengukuhkan lagi nisbah latihan:ujian pada IFHCDB adalah berbeza dengan set data 
HODA, MNIST dan BANGLA. Set ujian IFHCDB tidak mempunyai nilai yang sama 




Permasalahan kedua yang ingin difokuskan adalah pengekstrakkan fitur. 
Ebrahimpour et al. (2009), Ebrahimpour et al. (2010), Mohammad Masoud Javidi et 
al. (2011) dan Javidi, & Sharifizadeh  (2012) masih menggunakan fitur LOCI yang 
berasal dari Knoll (1969). Manakala Moradi (2010) memperkenal kaedah baru iaitu 
Tata susunan Lawang Medan Boleh Program. Kaedah ini mula menggunakan konsep 
pengezonan. Rajabi et al. (2012) telah menambah baikkan algoritma Lawang Medan 
Boleh Program untuk meningkatkan keputusan pengelasan. Mozaffari et al. (2004) 
pula menggunakan fitur dari Pengekodan Imej Fraktal dan Alaei et al. (2010) dari 
rekayasa algoritma Kod Rantai Arah. Maka, fitur yang digunakan di sini selain dari 
Moradi (2010) adalah fitur yang diguna pakai dari penyeilidik lain. Maka, 
memperkenalkan satu fitur baru yang berasaskan kepada geometri dapat memberikan 
peluang baru kepada penambah baikkan algoritma. 
Dalam bidang pengelasan, kajian yang dilaksanakan oleh penyelidik ke atas 
set data HODA, IFHCDB, MNIST dan BANGLA menggunakan PMT. Maka pada 
kajian ini penulis akan menggunakan PMT dan juga pengelas yang sama sebagai 
penanda aras ketepatan algoritma cadangan. Juga, untuk menambahkan lagi peluang 
penambah-baikan kajian, uji kaji turut dilaksanakan menggunakan PMTT yang 
berasaskan kepada kajian oleh Mohammad Faidzul (2010). 
2.5 KESIMPULAN  
Kajian terdahulu terhadap PTOJ telah mempunyai kerangka kerja yang dibangunkan 
oleh Khairuddin (2000) dan ditambah baikkan oleh Mohd Faidzul (2010). Manakala 
kajian dalam paleografi digital pula, tidak dinyatakan kerangka kerja. Walaupun 
kerangka kerja PTOJ telah sedia ada, tetapi tidak meliputi kajian PJD. Maka, satu 
kerangka kerja PJD disyorkan dalam kajian ini. Kerangka kerja PJD yang disyorkan 
meliputi kepada dari input data kepada pengecaman khat yang digunakan sebagai ciri 
fizikal dalam paleografi Jawi. Kerangka kerja ini akan memberikan gambaran proses 
bagaimana proses pemerolehan input, pra-pemprosesan, pengekstrakkan fitur 





Setelah pembinaan kerangka kerja PJD, langkah seterusnya adalah 
mengesyorkan satu set data khat yang digunakan dalam kajian ini. Bilangan set data 
yang disyorkan adalah sebanyak 69400. Kajian terdahulu ke atas PTOJ dan juga 
paleografi digital menggunakan set data yang bersifat tempatan. Maka, kajian ini akan 
menggunakan set data piawai digit Arab dan bilangan kelas yang terhampir untuk 
dijadikan sebagai penanda aras ketepatan algoritma. Juga digunakan set data digit 
Roman dan Bangla untuk menentukan algortima cadangan juga dapat digunakan pada 
set data selain digit Arab. Maka, setelah itu, uji kaji terhadap set data khat 
dilaksanakan setelah uji kaji terhadap set data piawai dilaksanakan.   
Kajian ini seterusnya mengesyorkan fitur baharu berasaskan kepada geometri 
Segitiga. Fitur Segitiga ini disyorkan bagi mengatasi masalah erotan huruf dalam 
PTOJ sama ada diperbetulkan seperti kajian Khairuddin (2000) ataupun diabaikan 
disebabkan algoritma cadangan oleh Mohammad Faidzul (2010) dapat mengenal pasti 
huruf dalam apa jua kecondongan. Kajian terdahulu pada paleografi digital dan 
pengecaman digit juga telah mengabaikan sudut erotan huruf. Sudut erotan imej 
adalah satu ciri khas kepada huruf khat Arab.  
Fitur baharu berasaskan kepada geometri Segitiga kemudiannya disyorkan 
kepada beberapa fitur vektor. Tujuannya adalah untuk meningkatkan keputusan 
pengecaman terhadap set data piawai. Fitur vektor yang dicadangkan adalah dari 
pengezonan imej kepada beberapa bahagian. Pengezonan yang dicadangkan ialah 
Pengezonan i. Mendatar, ii. Menegak, iii. 25-Zon, iv berasaskan Sudut 45 darjah dan 
v. 33-Zon. Keputusan hasil dari pengezonan ini kemudiannya dibandingkan dengan 
keputusan dari kajian penyelidik terdahulu. Seterusnya, fitur vektor yang terbaik 





Seterusnya, kajian ini mengesyorkan huruf-huruf khat Arab yang boleh 
digunakan dalam menentukan khat yang digunakan dalam manuskrip Melayu tulisan 
Jawi. Gallop(2005) telah menggunakan huruf kaf (ـك) dalam kajian paleografi beliau. 
Kajian ini, akan mengkaji huruf khat yang boleh digunakan sebagai menentukan jenis 
khat dalam manuskrip. Huruf-huruf khat yang akan dicadangkan dikategorikan kepada 
peratusan kejayaan pengecaman 95 peratus ke atas, 90-94.9 peratus, 85-89.9 dan yang 
terakhir sekali ialah 80-84.9 peratus. Huruf-huruf khat yang akan dicadangkan ini 
diuji dengan menggunakan PMT berasaskan PMA dan juga PMSV. Hasil uji kaji yang 
telah dikategorikan ini kemudiannya dibandingkan dengan hasil yang telah disyorkan 
oleh Gallop (2005). 
 BAB III 
3 METODOLOGI KAJIAN  
3.1 PENGENALAN  
Bab ini membincangkan tentang metodologi kajian yang digunakan dalam memenuhi 
objektif kajian seperti dinyatakan dalam Bab 1. Metodologi kajian yang dilaksanakan 
merangkumi kepada bentuk bersifat konseptual tentang tugas-tugas yang dilaksanakan 
sepanjang kajian. Manakala implementasi bagi kerangka kajian ini dinamakan sebagai 
kerangka kerja. Seterusnya kerangka uji kaji juga diwujudkan yang digunakan 
bertujuan melakukan uji kaji dari data-data yang terhasil dari kaedah cadangan. Hasil-
hasil dalam proses dari kerangka uji kaji ini seterusnya dianalisa dan dirumuskan 
3.2 METODOLOGI KAJIAN 
Metodologi kajian membincangkan tentang kerangka kajian, kerangka kerja dan juga 
kerangka uji kaji. Setiap kerangka ini mempunyai sub-bahagian bagi memperincikan 
tentang perlaksanaan yang terdapat dalam kerangka-kerangka ini. 
3.2.1 Kerangka Kajian 
Kerangka kajian telah dibahagikan kepada dua bahagian iaitu Fasa Siasatan dan Fasa 






Rajah 3.1 Kerangka kerja kajian 
I. Fasa Siasatan 
Fasa ini adalah fasa dimana kajian dilakukan terhadap domain kajian. Latar belakang 
kajian, permasalahan, kepentingan, dan isu semasa terhadap domain dikaji bagi 
mendapatkan objektif yang ingin dicapai dan penetapan skop kajian. Setelah domain 
ditentukan, siasatan dilakukan dengan melakukan kajian literatur terhadap faktor-
faktor yang terlibat dalam domain dan mengenal pasti penyelidikan-penyelidikan 
sebelum ini yang berkait rapat dengan domain dan skop kajian. Kaedah yang 
dilaksanakan oleh penyelidik-penyelidik juga dikaji dan hasil dari kajian mereka 
dijadikan sebagai penanda aras bagi kajian ini. Fasa siasatan ini digambarkan pada 
Rajah 1.2.  
Pada Rajah 1.2 menunjukkan siasatan pada domain meliputi kepada bidang 
paleografi, sejarah khat Arab, sejarah Melayu yang berkaitan dan juga dalam bidang 
pemprosesan imej. Input bagi kajian ini terbahagi kepada dua iaitu teks tulisan dan 
juga hiasan pada manuskrip. Selain itu, kajian pakar paleografi dan pakar khat Arab 






II. Fasa Perlaksanaan  
Setelah pernyataan masalah dan objektif kajian dibentuk dalam Bab 1, maka fasa 
berikutnya adalah fasa perlaksanaan yang dilakukan sepanjang kajian ini. Fasa ini 
terdapat lima bahagian utama seperti yang terdapat pada Rajah 3.1. Bahagian utama 
ini ialah i) Pengumpulan set data piawai dan pembinaan set data tempatan, ii) 
Pembinaan Model Fitur Segitiga, iii) Pengezonan Imej, dan iv) Pengelasan dan analisa 
keputusan. Perincian untuk bahagian-bahagian dalam fasa ini ialah:  
i. Pengumpulan set data piawai, pembinaan set data piawai dan pra-
pemprosesan 
Pengumpulan set data piawai pada bahagian ini bertujuan menentukan 
ketepatan algoritma cadangan dengan set data-set data yang diguna pakai 
oleh penyelidik-penyelidik. Pada tahap ini, set data piawai untuk huruf 
khat Arab masih tidak wujud lagi untuk menentu-sahkan algoritma 
cadangan. Maka, set data yang terhampir iaitu digit Arab telah dipilih. 
Set data yang telah dipilih ialah set data HODA dan IFHCDB. Selain itu, 
set data tulisan digit Roman dan Bangla juga digunakan. Tujuannya 
untuk menentukan keluwesan algoritma dicadangkan dengan huruf yang 
bukan berasal dari huruf Arab.  
  Setelah algoritma cadangan ditentu-sahkan dengan set data 
piawai, langkah seterusnya adalah membangunkan set data tempatan. Set 
data tempatan yang dibangunkan ialah set data khat Arab yang 
mengandungi sebanyak 69400 bilangan huruf khat. 
  Set data-set data piawai dan tempatan kemudiannya akan 
dilakukan pra-pemprosesan bagi menyediakannya kepada algoritma 
cadangan. Pra-pemprosesan akan menyeragamkan set data-set data ini 
kepada format binari.  
  Hasil dari bahagian ini ialah set data piawai dan tempatan yang 




ii. Pembinaan Fitur Model Segitiga 
Pada bahagian ini, jenis-jenis Segitiga dan pemilihan Segitiga tak sama 
kaki dibincangkan. Fitur dari model Segitiga tak sama kaki 
sebahagiannya diambil untuk dijadikan fitur dan sebahagian lagi 
diperkembangkan. Seterusnya, perbincangan secara terperinci kepada 
membentuk segitiga tidak sama kaki dari imej binari dan bagaimana 
memperoleh fitur-fitur dari imej binari.  
iii. Pengezonan Imej 
Pengezonan imej dilakukan untuk mendapatkan keputusan pengelasan 
yang lebih baik berbanding menggunakan fitur cadangan asal. Pada 
tahap ini, imej dizonkan kepada i) Pengezonan Mendatar, ii) Pengezonan 
Menegak, iii) Pengezonan 25-zon, iv) Pengezonan Berasaskan sudut 45 
darjah, dan v) Pengezonan 33-zon. Setiap jenis pengezonan ini 
mempunyai bilangan fitur vektor yang berbeza.  
iv. Pengelasan dan Analisa Keputusan 
Bahagian ini dibincangkan dalam Bab 8 dan Bab 9 iaitu bab strategi 
pengujian dan keputusan uji kaji. Pengelas dipilih berasaskan kepada 
pengelas yang digunakan oleh penyelidik ke atas set data HODA, 
IFHCDB, MNIST dan BANGLA. Kaedah penggunaan pengelasan ialah 
berasaskan uji kaji taburan asal set data, 10-bentangan, 10 bilangan 
kocokan imej. Penggunaan taburan asal adalah seperti yang dilaksanakan 
oleh penyelidik-penyelidik ke atas set data yang dipilih. Pengelasan 
menggunakan 10-bentangan dan 10 bilangan kocokan pula bagi 
mendapat variasi keputusan dan membandingkan keputusan dengan 
taburan asal imej. Ia juga dapat menambahkan lagi keyakinan bahawa 
algoritma yang dicadangkan memberikan keputusan yang baik walau apa 




Uji kaji menggunakan pengelas terbahagi kepada dua jenis 
kumpulan pengelas. Kumpulan pengelas pertama ialah PMT dan yang 
keduanya ialah PMTT. Uji kaji menggunakan pengelas dikategorikan 
kepada tiga jenis uji kaji. Hasil bagi setiap uji kaji dibandingkan 
dengan kajian literatur. 
 Pada fasa perlaksanaan ini dapat disimpulkan bahawa proses dari pemerolehan 
imej sama ada set data piawai mahu pun set data tempatan dilakukan pra-pemprosesan 
bertujuan menyediakan imej-imej ini kepada satu bentuk piawai perwakilan format 
data iaitu binari dan perlabelan imej-imej tadi kepada “0” dan “1”. Seterusnya, imej-
imej yang telah dilabelkan akan diproses menggunakan algoritma cadangan. 
Selanjutnya, vektor-vektor fitur dibentuk dan digunakan dalam pengelasan. Keputusan 
yang diperoleh dari pengelasan ialah imej-imej ujian set data yang tercam. 
3.3 KERANGKA KERJA KAJIAN 
Kerangka kerja kajian ini berasaskan kepada kerangka kerja kajian yang dilaksanakan 
oleh penyelidik-penyelidik iaitu Khairuddin Omar (2000), Mazani Manaf (2002) dan 
Mohammad Faidzul 2(010) yang menjadikan huruf Arab/Jawi sebagai domain kajian. 
Kesemua penyelidik-penyelidik ini menggunakan format binari sebagai input kepada 
pengekstrakan fitur. Format binari sebagai input juga digunakan oleh penyelidik 
paleografi digital iaitu Yosef et al. (2005). Turut menggunakan imej berformat binari 
ialah Ebrahimpour et al. (2009), Moradi (2010) dan Rajabi et al.( 2012) dalam 
pengecaman digit Arab. 
 Kerangka kerja kajian ini masih mengguna pakai proses utama dalam 
pengecaman tulisan di luar talian iaitu pra-pemprosesan, penemberengan, 
pengekstrakan fitur dan pengelasan. Walau bagaimana pun, kerangka kajian ini tidak 
mengguna pakai pemilihan fitur menggunakan algoritma pemilihan fitur 
memandangkan fitur yang digunakan adalah fitur baru. Kerangka kajian yang 
dicadangkan ditunjukkan pada Rajah 3.2. Pada kerangka kajian yang dicadangkan 






Rajah 3.2 Kerangka kerja kajian cadangan 
 Pada kerangka kerja Rajah 3.2, fasa dibahagikan kepada tiga bahagian. 
Bahagiannya ialah i. Pengumpulan Data dan Pemprosessan, ii. Model Fitur Segitiga 
dan Pengezonan dan iii. Pengelasan dan Penilaian. Proses dalam fasa pertama 
melibatkan penggunaan dua jenis set data. Jenis set data ialah set data piawai dan juga 
tempatan. Set data tempatan, prosesnya melibatkan pembangunan set data yang ditulis 




huruf khat yang telah ditemberengkan kemudiannya dilakukan penamaan sebelum 
masuk ke proses pra-pemprosesan. Imej set data piawai dan tempatan dalam proses 
pra-pemprosesan akan ditukarkan format kepada skala warna binari dan dilakukan 
perlabelan. 
 Setelah fasa pertama selesai, fasa berikutnya adalah melakukan pengekstrakan 
fitur menggunakan algoritma cadangan. Fasa ini akan menghasilkan fitur-fitur vektor 
yang digunakan pada fasa terakhir iaitu pada Fasa Pengelasan dan Pengecaman.  
 Setelah pengekstrakan fitur yang menghasilkan fitur-fitur vektor cadangan 
yang berasaskan kepada zon, pengelasan dilaksanakan untuk mendapatkan peratus 
ketepatan pengecaman. Peratus ketepatan pengecaman ini kemudiannya dilakukan 
penilaian untuk mendapatkan fitur vektor yang terbaik dari proses pengezonan. 
Seterusnya perbandingan dilaksanakan dengan kaedah-kaedah penyelidik.  
3.4 REKA BENTUK UJI KAJI 
Pada kajian ini terdapat empat uji kaji yang dilaksanakan. Uji kaji I, II, III dan IV. Uji 
kaji- uji kaji ini akan dijelaskan objektif dan kepentingannya. Input, algoritma yang 
digunakan dan hasil yang diperoleh dari algoritma turut dinyatakan.  
3.4.1 Uji Kaji I 
i. Objektif: Mendapatkan peratus pengecaman menggunakan Pengelasan 
Mesin Terselia (PMT) iaitu Pengelasan Mesin Sokongan Vektor 
(PMSV) dan Pengelasan Perceptron Multi-Aras (PMA). 
Membandingkan keputusan pengecaman antara taburan asal, 10-
bentangan dan 10 kocokan antara PMSV dan PMA. Juga kaedah ini 
membandingkan hasil uji kaji dengan kaedah dalam literatur. 
ii. Kepentingan: Membuktikan bahawa fitur dari Segitiga boleh digunakan 
sebagai fitur bagi tujuan pengelasan. 




iv. Algoritma: Fitur Model Segitiga untuk pengekstakan fitur, PMSV dan 
PMA untuk pengelasan. 
v. Output: Keputusan pengecaman menggunakan Fitur Model Segitiga 
menggunakan taburan asal, 10-bentangan dan 10 kocokan data.  
3.4.2 Uji Kaji II 
i. Objektif: Mendapatkan peratus pengecaman tertinggi berasaskan 
pembahagian zon. PMT iaitu Pengelasan Mesin Sokongan Vektor 
(PMSV) dan Pengelasan Perceptron Multi-Aras (PMA) digunakan 
untuk mendapat peratus pengecaman. Membandingkan keputusan 
pengecaman antara taburan asal, 10-bentangan dan 10 kocokan antara 
PMSV dan PMA. Juga kaedah ini membandingkan hasil uji kaji 
dengan kaedah dalam literatur. 
ii. Kepentingan: Mendapatkan zon yang terbaik memberikan ketepatan 
pengelasan yang tinggi dengan membuktikan bahawa dengan 
melakukan pengezonan kepada beberapa jenis zon, ketepatan 
pengecaman dapat dipertingkatkan lagi.  
iii. Input: Set data piawai HODA, IFHCDB, MNIST dan BANGLA. 
iv. Algoritma: Fitur Model Segitiga dengan Pengezonan Mendatar, 
Menegak, 25-zon, berasaskan sudut 45 darjah dan 33-zon. 
v. Output: Keputusan pengecaman pengezonan yang terbaik. 
3.4.3 Uji Kaji III 
i. Objektif: Mendapatkan peratusan pengecaman menggunakan 




ii. Kepentingan: Fitur cadangan bukan sahaja diuji kaji menggunakan 
PMT, tetapi turut juga diuji menggunakan PMTT. Variasi ini 
mengukuhkan lagi fitur cadangan ini boleh diaplikasikan sama ada 
menggunakan PMT mahupun PMTT.  
iii. Input: Set data piawai HODA. 
iv. Algoritma: Fitur Model Segitiga dengan Pengezonan Satah Cartisan 
dan Pengezonan 25-zon, Kaedah Jarak Euclidan dengan Min Ketepatan 
Purata. 
v. Output: Peratusan ketepatan mengikut kelas yang terdapat dalam set 
data HODA. 
3.4.4 Uji Kaji IV 
i. Objektif: Mendapatkan peratusan pengecaman ke atas set data khat 
Arab yang dibangunkan. 
ii. Kepentingan: Mengenal pasti kategori bentuk huruf yang memberikan 
keputusan pengecaman yang terbaik untuk PJD.  
iii. Input: Set data khat. 
iv. Algoritma: Pembelajaran Mesin Terselia iaitu menggunakan PMSV 
dan PMA. 
v. Output: Peratusan ketepatan mengikut kelas yang terdapat dalam set 
data khat Arab dan cadangan huruf khat terbaik untuk mengenal pasti 




3.5 PENGELASAN PEMBELAJARAN MESIN TERSELIA (PMT) DAN 
PEMBELAJARAN MESIN TAK TERSELIA 
Pengelasan yang digunakan pada bahagian ini bertujuan untuk mendapatkan 
keputusan pengecaman set data yang diuji. Selanjutnya, keputusan-keputusan yang 
diperoleh dianalisa fitur vektor yang dicadangkan iaitu pengezonan Satah Cartisan, 
Menegak, Mendatar, 25-zon berasaskan sudut 45 darjah dan pengezonan 33-zon. 
Setiap uji kaji dari I hingga IV akan dibandingkan dengan penanda aras yang terdapat 
dalam kajian literatur. Bagi pengelas PMTT pula, uji kaji hanya dilaksanakan pada 
satu set data iaitu HODA menggunakan Pengezonan Satah Cartisan dan Pengezonan 
25-zon. 
3.5.1 Pengelasan Pembelajaran Mesin Terselia (PMT) 
Pengelasan PMT yang digunakan dalam kajian ini terbahagi kepada dua pengelas. 
Pengelas pertama ialah Pustaka Mesin Sokongan Vektor (PMSV) dan yang keduanya 
berasaskan kepada rangkaian neural iaitu Perseptron Multi-Aras (PMA).  
 
i. Pustaka Mesin Sokongan Vektor (PMSV) 
PMSV telah dibangunkan oleh Vapnik dan lain-lain di AT&T Bell 
Laboratories (Cortes, & Vapnik 1995; Azizi Abdullah 2010). Tujuan PSMV 
adalah menghasilkan model dari latihan yang menjangka nilai sasaran dari data 
ujian (Chang, & Lin 2001). Ini dilakukan dengan mendapatkan margin 
optimum yang dapat membezakan sempadan bagi setiap kelas (Azizi Abdullah 
2010). Menurut Chang, & Lin (2001) pula, margin optimum ini juga boleh 
diperoleh dari data ujian. Sempadan yang diperoleh adalah berasaskan kepada 
titik-titik yang dinamakan sebagai Vektor Sokongan (Azizi Abdullah 2010). 
Vektor Sokongan ini adalah margin optimum yang dibentuk menggunakan 






i.  ii.  
Rajah 3.3 Pengelasan kurang tepat dan pengelasan baik pada data latihan/ujian, 
menggunakan i. Pengelasan kurang tepat dan ii. Pengelasan yang baik 
Rajah 3.3(ii) di atas menunjukkan PSMV dilakukan kepada data, baik 
pada data latihan mahupun data ujian. Hiper satah pemisah optimum dicari 
sebagai garis penentu dalam klasifikasi. Seterusnya garis penentu ini 
ditebalkan untuk mendapatkan nilai penentu yang paling optimum yang dapat 
membezakan antara kelas (Cortes, & Vapnik 1995; Azizi Abdullah 2010). 
Pencarian margin optimum ini dilakukan kepada set data piawai HODA, 
IFHCDB, MNIST dan BANGLA. Margin optimum dicari menggunakan 
carian grid untuk mendapatkan Kos (K) dan Gamma (G). Carian Grid 
memberikan beberapa nilai K dan G. Berasaskan kepada nilai K dan G ini, uji 
kaji dilaksanakan bagi mendapatkan keputusan pengelasan yang tertinggi. 
Sebahagian keputusan carian grid ditunjukkan pada Lampiran F.  
Nilai K dan G yang diperoleh kemudiaanya dijadikan input kepada 
Fungsi Basis Radial pada rumus 3.1: 
 Fungsi Basis Radial:  (     )     (  ||     | 
 )     . (3.1) 





ii. Perseptron Multi-Aras (PMA) 
Pengelasan Multi-Aras (PMA) digunakan dalam kajian ini sesuai seperti 
dilakukan oleh Ebrahimpour et al. (2009), Ebrahimpour et al. (2010) dan 
Moradi (2010) ke atas set data HODA. PMA ini dibangunkan oleh Cortes, & 
Vapnik (1995) pada 1965 dan hanya menjadi terkenal pada pertengahan tahun 
1980 an (Russell, & Norvig 2009). PMA ini di bawah seni bina Rangkaian 
Neural dan menggunakan algoritma rambatan balik dalam melaksanakan 
klasifikasi (Witten et al 2011; Hecht-Nielsen 1989).  
Fitur model Segitiga yang dicadangkan akan menggunakan algortima 
rambatan balik dari seni bina reka bentuk hirarki. Seni bina reka bentuk hirarki 
ini meliputi lapisan-lapisan terhubung bagi setiap unit atau pun baris hirarki 
yang mempunyai elemen bersifat individu yang memproses maklumat 
berasaskan kepada fungsi            dari subset terbatas A pada ruang 
n-dimensi Euclidan terhadap subset terbatas     . Ini berlaku pada ruang m-
dimensi Euclidan (     ) (     )    (     )  berdasarkan paksi pemetaan 
    (  ) yang berasaskan kepada fungsi kepadatan tetap  ( ) . Fungsi 
kepadatan tetap ini berasaskan   yang diperoleh secara rawak menghasilkan 
pemilihan vector   . 
Uji kaji yang dilaksanakan menggunakan PMA menggunakan nilai 
lalai bagi bilangan lapisan terlindung. Kadar pembelajaran (KP) pula diperoleh 
dengan melakukan kajian heuristik nilai lalai KP=0.3 dan dipilih nilai KP =0.2 
berasaskan kepada Ke et al. (2008). Perbandingan antara dua nilai KP ini 
dilaksanakan pada setiap uji kaji. Rajah 3.4 di bawah menunjukkan PMA 
dengan lapisan terlindung. Bilangan input bersamaan bilangan data yang 
dilaksanakan dalam uji kaji. Unit terlindung bersamaan dengan bilangan fitur 
dalam fitur vektor ditambah dengan bilangan kelas dan dibahagikan dua. 
Proses pengulangan iaitu epok ditetapkan kepada 500 pusingan. Pemberat akan 
ditukarkan kepada julat antara 0 hingga 1 yang mana fungsi sigmoid adalah 
 ( )   (     )⁄ . Jadi fungsi kehilangan kuasa dua ialah      (  





  Rajah 3.4 PMA dengan lapisan terlindung  
3.5.2 Pembelajaran Mesin Tidak Terselia (PMTT) 
Pembelajaran Mesin Tidak Terselia (PMTT) menggunakan dua algoritma yang 
terbahagi kepada dua fasa. Pada fasa pertama, algoritma yang berasaskan kepada jarak 
iaitu algoritma Jarak Euclidan digunakan bagi tujuan melakukan pengecaman. 
Manakala fasa kedua algoritma Min Ketepatan Purata (MPK) dalam domain 
pengudangan data digunakan untuk mengklasifikasikan keputusan diperoleh dari 
algoritma Jarak Euclidan berasaskan kedudukan (Mohammad Faidzul 2010; 
Schomaker et al. 2007; Brink et al. 2012). Kaedah dalam pengiraan jarak dan juga 
kedudukan ini digunakan oleh penyelidik apabila tiada set data piawai seperti yang 
dilakukan oleh Yosef et al. (2005), Mohammad Faidzul (2010), Schomaker et al. 
(2007) dan Brink et al. (2012). 
 Fasa pertama, algoritma Jarak Euclidan dipilih berasaskan kepada kajian yang 
dilakukan oleh Mohammad Faidzul (2010) yang menggunakan jarak ecludian dalam 
mengecam aksara tulisan Jawi. Algoritma Jarak Euclidan ini menggunakan formula: 
     √∑ (       ) 
 
   . (3.2) 




 Data untuk pengiraan jarak dibahagikan kepada dua bahagian iaitu data yang 
digunakan sebagai model ataupun latihan dan data yang digunakan untuk ujian. Jarak 
antara data ujian dibandingkan dengan data latihan ini kemudiannya disusun secara 
turutan menaik ataupun turutan menurun. Jarak terkecil antara satu unit data ujian 
dengan data latihan adalah padanan yang tepat menurut kaedah algoritma Jarak 
Euclidan. Walau bagaimanapun, ketepatan padanan ini kurang memberikan ketepatan 
yang memuaskan seperti pada Rajah 3.5 berikut: 
 
Rajah 3.5 Senario keputusan algoritma jarak Euclidan 
 Pada Rajah 3.5 di atas, jika Algoritma Jarak Euclidan digunakan, keputusan set 
data yang dilakukan adalah tidak tepat kerana keputusan yang diberikan ialah imej ۳ 
sedangkan imej yang sepatutnya adalah imej ۲. Maka, Algoritma Jarak Euclidan tidak 
dapat memberikan jawapan yang tepat jika algoritma ini berdiri dengan sendiri. Oleh 
itu, algoritma Min Ketepatan Purata (MPK) dalam domain pengudangan data 
digunakan untuk mendapatkan kedudukan 5, 10 dan 15 teratas yang berasaskan 
kepada Mohammad Faidzul (2010). Seterusnya min bagi jumlah queri diperoleh untuk 
mendapatkan nilai MPK. Walau bagaimanapun, set data yang dilakukan pada kajian 




mendapatkan ketepatan yang tertinggi sama ada 5, 10 ataupun 20 teratas. PK dapat 
diterangkan dengan menggunakan formula: 
    
 
 
∑    ̃(  )
 
   ,   (3.3) 
      
Yang mana    ̃(  ) adalah ketepatan titik pangilan semula yang menyelesaikan 
interpolasi berikut: 
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Dalam PK, setiap kedudukan yang betul berdasarkan padanan menggunakan 
algoritma Jarak Euclidan diletakkan pemberat. Kedudukan teratas mempunyai 
pemberat tertinggi manakala yang terbawah pemberatnya adalah terendah dalam 
senarai kedudukan sama ada 5, 10 ataupun 20. Pengiraan PK diterangkan dalam Rajah 
3.6 di bawah. 
 
Rajah 3.6 Pengiraan ketepatan 
Pada Rajah 3.7, menunjukkan dengan terperinci bagaimana pengiraan PK 
dilaksanakan dari fitur imej ujian kepada mendapatkan PK. PK diperoleh dengan 
mendapatkan purata bagi setiap ketepatan. Rajah 3.7 ini juga menunjukkan walau pun 
huruf ۳ berada teratas, tetapi pengecaman menunjukkan huruf ۲. PK bagi imej ۳ 
adalah (1.0+0.29)/2 = 0.65 manakala PK untuk ۲ adalah 0.735 berdasarkan kepada 





Rajah 3.7 Proses pengiraan PK 
Setelah mendapatkan PK bagi carian 10 teratas, untuk mendapatkan Min 
Purata Keputusan seperti yang dilaksanakan oleh Mohammad Faidzul (2010), maka 
bolehlah dilaksanakan dengan mendapatkan PK bagi carian 5,10 dan 20 teratas. 
Kemudiaan, PK ini diperoleh purata bagi tiga carian tersebut. Walau bagaimanapun, 
kajian menggunakan PMTT ini hanya mencari carian yang tertinggi yang dapat 
memberikan ketepatan yang tinggi terhadap kajian. Pada kajian ini, carian ditetapkan 
kepada 5, 10 dan 20 tertinggi. 
3.6 ALATAN KAJIAN 
Dalam menjayakan kajian ini, beberapa alatan kajian digunakan dalam 
membangunkan algoritma dan juga menyokong kajian. Alatan yang digunakan 





Jadual 3.1 Bahasa pengaturcaraan dan alatan yang digunakan dalam kajian 
Langkah 
Kerangka Kerja 





HODA Matlab Matlab 
IFHCDB - - 
MNIST Matlab Matlab 
BANGLA - - 
Khat Java - 
Penemberengan HODA - - 
IFHCDB - - 
MNIST - - 
BANGLA - - 




HODA Java MySQL 
IFHCDB Java MySQL 
MNIST Java MySQL 
BANGLA Java MySQL 




HODA Java –untuk 
PMTT 
i. Pustaka LibSVM -untuk PMSV 
ii. Weka untuk - PMA 
IFHCDB - i. Pustaka LibSVM -untuk PMSV 
ii. Weka untuk - PMA 
MNIST - i. Pustaka LibSVM -untuk PMSV 
ii. Weka untuk - PMA 
BANGLA - i. Pustaka LibSVM -untuk PMSV 
ii. Weka untuk - PMA 
Khat - i. Pustaka LibSVM -untuk PMSV 
ii. Weka untuk - PMA 
3.7 KESIMPULAN 
Bab ini membincangkan metodologi yang digunakan dalam usaha menyelesaikan 
masalah kajian. Dua fasa dikenal pasti dan digunakan dalam kajian ini. Fasa tersebut 
ialah fasa siasatan dan fasa perlaksanaan. Seterusnya kerangka kerja dipersembahkan 
untuk menunjukkan perlaksanaan keseluruhan kajian ini. Reka bentuk uji kaji dari 
segi input, proses dan hasil diterangkan. Turut dibincangkan pada bab ini ialah PMT 
dan PMTT yang digunakan. Akhirnya, alatan kajian yang digunakan sepanjang kajian 
dilaporkan.  
  
 BAB IV 
4 PENGUMPULAN DATA DAN PRA PEMPROSESAN  
4.1 PENGENALAN  
Algoritma yang dicadangkan hanya dapat diyakinkan dengan disahkan menggunakan 
set data piawai. Set data piawai ini merujuk kepada set data yang diguna pakai 
ataupun dikongsi oleh penyelidik-penyelidik. Malah, bukan sahaja set data piawai 
yang digunakan, tetapi kaedah dan bilangan data yang digunakan mestilah serupa. 
Maka perbandingan yang adil dapat dilaksanakan. Dalam kajian ini, empat set data 
piwai telah digunakan iaitu set data berasaskan digit Arab iaitu HODA dan IFHCDB. 
Manakala set data digit Roman dan Bangla iaitu MNIST dan BANGLA telah 
digunakan untuk menentukan keluwesan algoritma cadangan. Maka, dalam bab ini, 
pemerolehan set data piawai, bilangan dan deskripsinya diterangkan  
4.2 PENGUMPULAN SET DATA 
Pada kajian ini, set data piawai dan tempatan digunakan dalam menentu sahkan 
algoritma yang dicadangkan. Set data piawai adalah set data yang diperoleh secara 
mudah dan penggunaannya meluas di kalangan penyelidik-penyelidik. Ciri set data ini 
bersifat umum dan terdapat penanda aras bagi tujuan penambah baikkan. Set data 
piawai yang digunakan dalam kajian ini ialah i) HODA (Khosravi, & Kabir 2007), ii) 
IFHCDB (Mozaffari et al. 2006), iii) MNIST (LeCun, & Cortes 1992) dan iv) 
BANGLA (Bhattacharya et al. 2002).  
Keempat-empat set data adalah set data digit yang mengandungi 10 kelas. Set 
data ini dipilih kerana, dalam kajian paleografi Jawi Digital, mahupun paleografi 




oleh Yosef et al. (2005), Moalla et al. (2006), Schomaker et al. (2007) dan Brink et al. 
(2012) yang telah menggunakan set data tempatan. Mereka tidak membincangkan 
ketepatan algoritma mereka dengan menggunakan set data piawai. Maka, penulis telah 
mengambil pendekatan dengan menentu sahkan algoritma cadangan dengan 
menggunakan set data digit Arab iaitu HODA dan IFHCDB. Set data ini sebagai 
penanda aras menentukan ketepatan algoritma. Dan keluwesan algoritma cadangan 
menggunakan set data MNIST dan BANGLA.  
Faktor lain pemilihan set data digit terutamannya digit Arab adalah berasaskan 
kepada bilangan kelas yang terdapat dalam set data digit. Bilangan kelas ini 
menyumbangkan kepada faktor pemilihan set data digit. Umum menggetahui set data 
digit mempunyai 10 kelas. Untuk kajian paleografi Jawi, kelas khat Arab yang 
digunakan sebanyak 5 kelas dari 6 kelas. Ini berasaskan kepada 6 kelas khat yang 
banyak wujud dalam manuskrip Melayu (Khairuddin Omar 2000; Mohammad Faidzul 
2010). Walau bagaimanapin hanya lima jenis adalah yang paling banyak ditemui 
(Khairuddin Omar 2000). Jadi, kajian ini menggunakan lima kelas khat Arab untuk 
menentukan kewujudan khat dalam manuskrip Jawi lama. 
 Pada masa kini, set data huruf Arab yang digunakan adalah set data IFNENIT. 
Set data ini adalah nama-nama jalan yang terdapat di Tunisia (Al-Habian, & Assaleh 
2007; Gazzah, & Amara 2008; Abdi, & Khemakhem 2010). Walau bagaimanapun, set 
data ini tidak bersifat tunggal dan perlu dilakukan penemberengan untuk mendapatkan 
aksara-aksaranya. Set data Arab yang mempunyai huruf tunggal ialah IFHCDB. 
Dalam set data ini terdapat juga digit Arab/Farsi. Walau bagaimanapun, penyelidik 
seperti Mozaffari et al. (2006) dan Moradi (2010) hanya menggunakan kelas digit. 
Oleh sebab itu, ketepatan algoritma cadangan hanya mempertimbangkan digit sebagai 
piawai dalam menentu-sahkan algoritma.  
Penerangan mengenai pemerolehan dan ciri set data piawai diterangkan seperti 




4.2.1 Set Data HODA Digit Farsi/Arab 
Set data digit ini adalah yang pertama untuk digit Farsi/Arab yang telah dibangunkan 
pada 2005. Kertas jurnal mengenai set data ini telah diterbitkan pada 2007 oleh 
Khosravi, & Kabir (2007). Set data ini dimuat turun di laman sesawang http:// 
FarsiOCR.ir. Set data ini mempunyai data yang lebih banyak berbanding dengan set 
data MNIST. Perihal set data ini dinyatakan pada Jadual 4.1di bawah.  
Jadual 4.1 Deskripsi set data HODA 
Sumber FarsiOCR.ir 
Resolusi sampel 200 dpi 
Skala Binari 
Jumlah sampel 102352 
Bilangan Sampel Latihan 60000 
Bilangan Sampel pengujian 20000 
Baki Sampel 22352 
  Ciri-ciri set data HODA mempunyai resolusi yang sama tetapi saiz setiap 
imejnya berbeza. Kesemua jumlah sampel imej adalah sebanyak 102352. Sampel yang 
digunakan untuk tujuan latihan adalah sebanyak 60,000 manakala untuk ujian pula 
sebanyak 20,000. Taburan asal 60000 latihan dan 20000 ujian digunakan untuk 
menentu sahkan algoritma cadangan.  
Pemerolehan set data ini pada awalnya adalah dalam format cdb. Nama-nama 
fail ialah “Training.cdb”, “Test.cdb” dan “Remaining.cdb”. Koleksi dalam fail-fail ini 
kemudiannya diekstrak menggunakan kod sumber yang disediakan dalam laman 
sesawang FarsiOCR.ir. Imej dari “Training.cdb” dan “Test.cdb” diletakkan dalam 
folder yang berasingan. Kemudian, satu kod sumber dibangunkan untuk membaca 
secara automatik kelas bagi setiap imej berasaskan kepada penamaan asal. Algoritma 
untuk penamaan bagi kelas ditunjukkan pada Algoritma 4. 1 . 
 Nama imej asal dan dan nama selepas penamaan serta kelas diwakilkan 




Jadual 4.2 Penamaan nama fail set data HODA 




1_6 tr_1_6 6 Digit terakhir menunjukkan 
kelas, digit antara “_” dan “_” 
pula menunjukkan indeks 
dalam folder. Manakala “th” 
dan “tr” pula bermaksud 
sama ada “training hoda” 
ataupun “testing hoda”.  
832_3 tr_832_3 3 
1152_9 tr_1152_9 9 
50653_7 tr_50653_7 7 
Ujian 103_0 th_103_0 0 
 2166_1 th_2166_1 1 
  15990_7 th_15990_7 7 
  
Algoritma 4. 1 Pengkategorian dan pengkelasan set data HODA 
Mula 
 1. Nama alamat fail bagi setiap imej 
 2. Dapat nama fail bagi imej 
 3. Pisah nama fail kepada tatasusunan dengan "_" sebagai pemisah 
  2.1 Jadikan setiap nama fail kepada tatasusunan dengan "_"  
     sebagai penentu 
  2.2 Jadikan nama fail dengan format fail 
 4. Tentu kategori dan kelas imej 
  4.1 Guna indeks 0 tatasusunan sebagai kategori 
  4.2 Guna indeks terakhir sebagai kelas. 
Tamat 
 
 Pada Rajah 4.1(i) dan (ii) menunjukkan imej asal yang diperoleh dari fail 
“training.cdb”. Imej tersebut kemudiannya dilakukan penerbalikan format yang mana 
digit ditukarkan kepada hitam manakala latar belakang pula kepada putih. Ini 






Rajah 4.1 Imej set data HODA i) Imej asal ii) Selepas penerbalikan format binari 
4.2.2 Set Data Digit MNIST  
 MNIST, pada awalnya berasal dari National Institute of Standard Technology (NIST) 
yang dibangunkan pada 1992 dan akronimnya ialah NIST. Kemudiannya, set data ini 
dilakukan pembaikan dan dinamakan MNIST (Borji, Hamidi & Mahmoudi 2008). Set 
data ini adalah set data digit Roman yang boleh dicapai secara umum di 
(http://yann.lecun.com/exdb/mnist/). Menurut LeCun, & Cortes (1992), Set data ini 
berasal dari NIST’s “Special Database 1” dan “Special Database 3” yang 
mengandungi imej binari tulisan tangan untuk digit. Imej-imej ini digabungkan dan 
dibahagikan kepada latihan dan juga ujian dengan bilangan 60000 : 10000. 
Seterusnya, imej-imej ini disimpankan dalam vektor dan matrik multi-dimensi. 
Kesemua integer dalam fail vektor dan multi-dimensi disimpan dalam format MSB 
(“high endian”) untuk pemprosesan bukan intel. Jadi, untuk menggunakan imej-imej 
yang telah tersimpan dalam format MSB ini, maka perlulah menggunakan pembaca 
kepada set data ini. Proses untuk ekstrak imej-imej ini diterangkan dalam Rajah 4.2. 





Rajah 4.2 Pengekstrakan imej latihan dan ujian set data MNIST 
Jadual 4.3 Perincian set data MNIST 
Atribut Keterangan 
Resolusi sampel 200 dpi 
Skala Binari 
Jumlah sampel 102352 
Bilangan Sampel Latihan 60000 
Bilangan Sampel pengujian 10000 
 
Sumber: http://yann.lecun.com/exdb/mnist/ 
 Dalam proses pengekstrakan fail kepada imej-imej individu, penamaan 
dilakukan untuk menentukan kategori, dan juga kelas imej. Imej untuk tujuan latihan 





Jadual 4.4 Pengkelasan imej latihan  
















tr_i1_5 6 Digit terakhir menunjukkan 
kelas, digit antara “_” dan “_” 
pula menunjukkan indeks 
dalam folder. Manakala “tr” 













































te_i1_7 7 Digit terakhir menunjukkan kelas, 
digit antara “_” dan “_” pula 
menunjukkan indeks dalam folder. 
Manakala “te” pula mewakilkan 























Jadual 4.4 menunjukkan dari fail binari, imej diekstrak kepada individual imej. 
Imej-imej ini kemudiannya dinamakan dengan meletakkan imbuhan awalan “tr” yang 
mewakili latihan manakala “te” dalam Jadual 4.5 pula untuk tujuan pengujian. 
Manakala digit terakhir pula menunjukkan kelas imej tersebut. Pada Rajah 4.3 






i.  ii.  
Rajah 4.3 Set data MNIST, i. Latihan dan ii. Pengujian  
4.2.3 Set Data Aksara Farsi/Arab IFHCDB  
Set data IFHCDB diperkenalkan di Jabatan Kejuruteraan Elektrik, Universiti 
AmirKabir, Tehran pada 2006 (Mozaffari et al. 2006). IFHCDB mengandungi aksara 
Farsi/Arab dan juga nombor Farsi/Arab yang diperoleh dari borang kemasukan 
peperiksaan sekolah tinggi dari tahun 2004-2006 (Mozaffari et al. 2006).  IFHCDB ini 
dimuat turun dari alamat yang diberikan setelah pengisian borang perjanjian. Fail yang 
dimuat turun dalam bentuk fail zip. Apabila dinyah zip, terdapat 47 folder dalam 
IFHCDB.rar. Folder-folder ini mewakilkan kelas untuk setiap huruf dan digit farsi. 
Walau bagaimanapun, dari 47 huruf farsi ini hanya 26 sahaja huruf Arab dan 10 digit. 
Selebihnya adalah huruf tambahan untuk penyesuaian kepada bahasa Farsi. Kesamaan 
antara huruf Arab, Farsi dan Jawi terletak pada 26 huruf Arab dan 10 digit. Jadi, digit 
dipilih untuk tujuan uji kaji untuk mendapatkan ketepatan pengelasan/pengecaman 
seperti yang dilaksanakan oleh pengkaji yang menggunakan set data IFHCD. 
Perincian mengenai set data IFHCDB adalah pada Jadual 4.6. Manakala sampel untuk 





Jadual 4.6 Perincian set data IFHCDB 
Atribut Keterangan 
Resolusi sampel 300 dpi 
Skala Kelabu 
Jumlah sampel 70120 
Bilangan Sampel Aksara 52380 
Bilangan Sampel Digit 17740 
Bilangan Sampel Latihan (digit) 12292 




i.  ii.  
Rajah 4.4 Set data IFHCDB, i. Latihan dan ii. Pengujian 
Set data IFHCDB ini diperoleh dari 47 folder, penulis telah menggabungkan 
semua imej dalam 10 folder dari folder 36 hingga ke folder 45 untuk tujuan latihan ke 
dalam satu folder dan perkara yang sama dilaksanakan untuk set data ujian. 
Penggabungan ini berlaku sebelum proses pra-pemprosesan. Tujuannya supaya proses 
pengekstrakan fitur terhadap imej-imej set data IFHCDB dapat dilaksanakan secara 
penjelajahan imej secara automatik. Sekaligus mengelakkan proses penjelajahan 
secara manual dari folder ke folder.  Proses yang berlaku sebelum pra-pemprosesan 






Rajah 4.5 Proses pengkategorian, pengelasan imej-imej dalam set data IFHCDB 
 Proses pada Rajah 4.5 memudahkan dalam proses pengekstrakan fitur. Seluruh 
imej akan diekstrak secara automatik dan kemudian fitur-fitur yang telah diekstrak 
disimpan ke dalam pangkalan data.  
4.2.4 Set Data Digit Bangla  
Set data digit Bangla dibangunkan oleh Unit Pengecaman Corak dan Komputer 
Vision, Institut Statistik India dan ianya dinamakan sebagai set data BANGLA 
(Bhattacharya et al. 2002, 2009). Ia diperoleh melalui email dihantar oleh agensi Unit 
Pengecaman Corak dan Komputer Vision, Institut Statistik India setelah mengisi dan 
menghantar borang perjanjian kepada institusi ini. Set data ini diterima dalam bentuk 
fail zip. Setelah set data ini diekstrak, 10 folder untuk imej latihan yang mengandungi 
19392 imej manakala 10 folder ujian yang mengandungi 4000 imej. Setiap folder ini 




seperti kelas Roman dan juga Arab/Farsi/Jawi. Jumlah imej bagi setiap kelas latihan 
berbeza jumlahnya, manakala jumlah imej untuk setiap kelas ujian sekata iaitu 400 
imej. Pengagihan imej untuk latihan dan ujian ditunjukkan pada Jadual 4.7. 
Dari sumber asal, set data BANGLA dikelaskan berasaskan nama folder yang 
bermula dari 000 hingga 009. Folder 000 adalah untuk imej 0 dan imej lain untuk 
folder lain. Dalam folder ini, imej disusun secara berurutan. Jadi, penamaan semula 
dilakukan dengan meletakkan “_” dan nombor kelas seperti pada Rajah 4.6. Pada 
Rajah 4.6 (i) menunjukkan cara penamaan asal set data ini. Manakala Rajah 4.6 (ii) 
pula menunjukkan imej selepas proses penamaan. Setelah semua imej dilakukan 
penamaan, imej-imej latihan disekalikan dalam satu folder bernama “latihan” 
manakala untuk imej pengujian pula pada folder “ujian”.  
  
i.  ii.  
Rajah 4.6 Imej set data BANGLA, i. Sebelum dan ii. Selepas penamaan 
Selepas set data disatukan kepada folder latihan dan pengujian, proses 
seterusnya ialah membangunkan algoritma untuk membaca kelas yang mewakilkan 
setiap imej. Algoritma untuk membaca kelas bagi set data BANGLA adalah pada 




Algoritma 4. 2 Pengkategorian dan pengkelasan set data HODA 
Mula 
 1. Nama fail bagi setiap imej dalam folder 
 2. Dapat nama fail bagi imej 
 3. Pisah nama fail kepada tatasusunan dengan "_" sebagai pemisah 
  2.1 Pisah setiap nama fail kepada tatasusunan dengan "_"  
     sebagai penentu 
  2.2 Pisah nama fail dengan format fail 
 4. Tentukan kategori dan kelas imej 
  4.1 Guna indeks 0 tatasusunan sebagai nama fail 
  4.2 Guna indeks terakhir sebagai kelas. 
  4.3 Guna folder ujian dan latihan 
Tamat 
 
4.2.5 Perbandingan Set Data Piawai 
Setelah perbincangan mengenai set data piawai dilakukan dari proses pemerolehan 
kepada bagaimana mengklasifikasikan kepada kelas-kelasnya. Berikut adalah ciri-ciri 
set data-set data piawai yang digunakan dalam kajian ini. Perbincangan dilakukan dari 
aspek jumlah, saiz dan resolusi. Jadual 4.7 di bawah menunjukkan perbandingan 
antara set data dari faktor bilangan setiap kelas, keseluruhan dan juga nisbah.  
Jadual 4.7 Perbandingan set data piawai 
 Farsi/Arab/Jawi Roman Bangla 
 HODA IFHCDB MNIST BANGLA 
Kelas Latihan Ujian Latihan Ujian Latihan Ujian Latihan Ujian 
0 5712 2000 1008 437 5923 1000 1933 400 
1 5665 2000 3500 1500 6742 1000 1945 400 
2 5666 2000 2492 1068 5958 1000 1945 400 
3 5635 2000 598 256 6131 1000 1956 400 
4 5670 2000 403 103 5842 1000 1945 400 
5 5692 2000 420 180 5421 1000 1933 400 
6 5715 2000 322 138 5918 1000 1930 400 
7 5664 2000 1666 714 6266 1000 1928 400 
8 5670 2000 350 150 5851 1000 1932 400 
9 5701 2000 1533 657 5949 1000 1945 400 
Jumlah 56790 20000 12292 5268 60000 10000 19392 4000 





 Jadual 4.8 di bawah menunjukkan pula saiz, format dan juga dimensi bagi 
setiap imej. Set data imej tidak sekata dari segi saiz dan dimensi tidak dinyatakan saiz 
dan dimensinya.   
Jadual 4.8 Perbandingan perincian set data pilihan 
 Farsi/Arab/Jawi Roman Bangla 









Skala Binari kelabu binari kelabu 
Format Bitmap bitmap bitmap bitmap 
Dimensi Tak sekata 77x95 28x28 Tak sekata 
Resolusi 200dpi 300dpi 200dpi 300dpi 
 
 Berdasarkan Jadual 4.7, kesimpulan yang dapat dibuat, set data yang 
digunakan untuk tujuan pra-pemprosesan mempunyai variasi yang pelbagai. Jumlah 
bagi setiap kelas dengan nisbah ada yang hampir sekata seperti set data HODA, 
Bangla dan MNIST. Pada jadual yang sama, set data IFHCDB, jumlah dan juga 
nisbah untuk latihan dan ujian tidak sekata antara satu kelas. Ini ditunjukkan dengan 
jumlah imej pada setiap kelas mempunyai julat perbezaan yang tinggi antara kelas. 
Dari segi saiz, format, dimensi dan resolusi pada Jadual 4.8, kesemua imej 
mempunyai resolusi dan format yang sama pada setiap imej. Walau bagaimanapun, 
dimensi dan saiz imej tidak semestinya sama. IFHCDB dan MNIST mempunyai 
dimensi dan saiz yang sama, manakala Bangla dan HODA tidak mempunyai dimensi 
dan saiz yang sama. Dimensi yang tidak sama, membantu dalam membuktikan 
bahawa algoritma yang dicadangkan adalah kalis kepada perubahan saiz dan dimensi. 
 
4.3 PRA PEMPROSESAN 
Pada fasa pra-pemprosesan, imej untuk set data piawai dan tempatan diproses kepada 
satu bentuk yang seragam. Keseragaman yang dimaksudkan sini, imej-imej ini akan 
ditukar kepada skala binari jika input imej berada pada skala lain. Bentuk yang sama 




4.3.1 Penukaran Imej-imej kepada Imej Binari Set Data Piawai 
Dari Jadual 4.8 imej-imej dari ini mempunyai skala warna yang berbeza. Maka proses 
penyeragaman imej-imej kepada skala binari dilaksanakan. Rajah 4.7 menunjukkan 
bagaimana imej-imej dalam piawai dilakukan penukaran skala warna. Set data 
HODA, imej-imejnya adalah dalam bentuk yang terbalik. Digit berwarna putih, 
manakala warna latar berwarna hitam. Maka, proses keterbalikan warna dilaksanakan 
terlebih dahulu. Setelah itu, keempat-empat set data diperiksa sama ada imej-imejnya 
berada dalam skala binari atau pun sebaliknya. Jika tidak, proses penukaran skala 
warna ke skala binari menggunakan kaedah Otsu’s mengambil tempat. Penggunaan 
kaedah Otsu’s ini berasaskan penyelidikan Schomacer (2007) dan Brink (2012) yang 
bertujuan menukar dokumen manuskrip lama latin ke skala binari. Setelah semua imej 
berada dalam skala warna binari, piksel dilabelkan sebagai “1”, manakala warna digit 
iaitu hitam dilabelkan sebagai “0” seperti ditunjukkan pada Rajah 4.7. Imej binari 
yang telah dilabelkan pada Rajah 4.8 adalah input kepada proses pengekstrakkan fitur 
menggunakan algortima cadangan. 
 





Pada fasa ini, pengumpulan data terbahagi kepada dua, iaitu pengumpulan set data 
piawai dan set data tempatan. Set data piawai terdiri dari set data HODA, IFHCDB 
yang bertujuan untuk menentu sahkan algoritma cadangan manakala MNIST dan 
BANGLA pula untuk menguji keluwesannya. Sumber dan deskripsi set data piawai 
ini dinyatakan dan diterangkan. Set data tempatan adalah set data khat yang 
mempunyai lima jenis khat yang diperoleh dari 10 orang juru tulis khat yang telah 
menulis 19 bentuk huruf khat untuk lima kelas khat setiap satunya. Seterusnya, 
perbincangan kepada penukaran format ke skala binari hingga ke perlabelan piksel. 
 BAB V 
5 PEMBINAAN FITUR DARI KOMBINASI GEOMETRI SEGITIGA DAN 
PENGEZONAN PEKA SUDUT 
5.1 PENGENALAN  
Huruf Jawi yang mempunyai pengaruh khat. Posisi setiap huruf sama ada ke atas dan 
ke bawah, memberikan penulis idea untuk mewakilkan bentuk huruf-huruf Jawi 
kepada perwakilan berasaskan kepada tiga koordinat. Dari tiga koordinat ini, penulis 
telah meneroka kepada bentuk segitiga yang pada pandangan penulis dapat 
mewakilkan huruf mahupun khat Jawi.  
 Penggunaan segitiga adalah pendekatan yang berasaskan kepada geometri. 
Penggunaan segitiga telah digunakan dalam penyelidikan pengecaman muka (Lin & 
Fan, 2001; Tin & Sein, 2009). Kajian oleh Lin & Fan (2001), telah menghasilkan 
segitiga-segitiga dari pandangan hadapan dan sisi muka. Pada pandangan hadapan, 
beliau menggunakan bucu kiri dan kanan segitiga dari koordinat yang diperoleh dari 
koordinat sisi mata. Manakala bucu ketiga segitiga pula diperoleh dari koordinat sisi 
hidung. Segitiga yang digunakan oleh Lin & Fan (2001) adalah segitiga sama kaki. 
Kaedah menggunakan mata dan hidung untuk pengecaman hadapan muka 
diperkembangkan oleh Tin & Sein (2009) dengan melakukan projeksi yang 
menghasilkan geometri segiempat. Dari geometri segiempat ini, 24 segitiga terbentuk. 
Penyelidik Lin & Fan (2001) dan Tin & Sein (2009) telah menggunakan 
panjang sisi segitiga sebagai fitur yang digunakan di dalam pengecaman 
menggunakan kaedah jarak terdekat Euclidan. Pada pandangan sisi pula, Lin & Fan 
(2001) telah menggunakan hidung, sebiji mata dan telinga di dalam membentuk 





  Walaupun idea segitiga telah diguna pakai di dalam kajian pengecaman muka, 
penulis turut ingin mengetengahkan segitiga ini di dalam pengecaman digit dan khat 
Arab. Berbeza dengan pengecaman muka, digit dan khat Arab tidak mempunyai 
anggota seperti hidung, mulut, mata dan telinga yang boleh dibentuk titik-titik potensi 
bucu segitiga. Pada digit dan khat Arab yang digunakan oleh penulis hanyalah 
perwakilan di dalam skala kelabu dan binari. Juga, fitur-fitur yang diketengahkan di 
dalam kajian ini turut berbeza di dalam kajian pengecaman muka. Penggunaan fitur 
jarak sisi yang digunakan oleh Lin & Fan (2001) dan Tin & Sein (2009) tidak dapat 
diguna pakai di dalam kajian ini memandangkan saiz imej pada set data HODA dan 
BANGLA pada Jadual 4.8 yang digunakan pada kajian ini tidak sekata.  Maka, pada 
bab ini penulis memperkenalkan kepada penentuan koordinat bucu segitiga dan fitur-
fitur yang penulis gunakan. 
Idea segitiga ini penulis persembahkan pada Rajah 5.1. Penggunaan geometri 
segitiga dalam pengekstrakan fitur adalah idea baru yang selama ini tidak digunakan 
dalam PTOJ, paleografi digital dan juga di dalam pengecaman digit walaupun telah 
digunakan pada pengecaman muka. Maka pada bab ini, menerangkan secara terperinci 
bagaimana pembinaan fitur dari eksploitasi geometri Segitiga. Geometri Segitiga 
mempunyai jenisnya. Setiap jenis pula mempunyai fitur yang sama dan juga berbeza. 
 
Rajah 5.1 Idea segitiga pada huruf Jawi 
Perbincangan dalam bab ini akan membincangkan kepada jenis Segitiga dan 
juga pemilihan jenis geometri Segitiga. Setelah itu, penerangan mengenai pemilihan 
koordinat-koordinat Segitiga dari imej. Kemudiannya ditunjukkan kemungkinan 
posisi setiap koordinat Segitiga. Proses ini, diperincikan lagi mencadangkan fitur 




5.2 JENIS-JENIS SEGITIGA 
Segitiga adalah poligon yang mempunyai tiga bucu dan sisi; Segitiga secara umumnya 
mempunyai tiga jenis asas iaitu i. segitiga sama, ii. Segitiga sama kaki dan Segitiga 
tidak sama kaki (Weisstein n.d.; Moyer, & Ayers 1989). Walau bagaimanapun, dari 
Segitiga tidak sama kaki, wujud iv. Segitiga bersudut tepat, v. Segitiga bersudut 
cakah, dan vi. Segitiga bersudut tirus (Moyer, & Ayers 1989). Jenis-jenis Segitiga ini 













Rajah 5.2 Contoh-contoh segitiga, i. Segitiga sama, ii. Segitiga sama kaki, iii. Segitiga 
tidak sama kaki, iv. Segitiga bersudut tepat, v. Segitiga bersudut cakah dan vi. 
Segitiga bersudut tirus 
 
Segitiga yang digunakan di dalam kajian ini adalah berbeza dengan segitiga 
yang digunakan oleh Lin & Fan (2001). Ini kerana bucu kiri dan kanan iaitu mata kiri 
dan kanan yang disambungkan dengan bucu pada hidung mempunyai jarak yang 
sama.  Ini disebabkan oleh penggunaan anggota muka mata dan hidung yang dijadikan 




Pada kajian ini, segitiga tidak sama kaki telah digunakan memandangkan 
bentuk-bentuk digit yang tidak simetri kiri dan kanan seperti mata dan hidung.  
Secara umumnya, Segitiga-Segitiga di atas mempunyai ciri-ciri ataupun fitur-
fitur tertentu yang membezakan dengan geometri-geometri lain. Pada kajian ini, 
segitiga tak sama kaki telah dipilih berasaskan kepada bilangan imej yang membentuk 
segitiga bersudut tepat hanya 100, dan juga tiada dua bucu bersudut sama yang 
berasaskan kepada uji kaji yang dilaksanakan ke atas 100 imej set data HODA. 
Keputusan pemilihan sudut ini dlampirkan pada Lampiran C. Hasil dari Lampiran C 
dirumuskan pada carta palang Rajah 5.3 yang dihasilkan oleh perisian Weka.  
Keputusan pada Rajah 5.3 mendapati 99 peratus imej bersifat segitiga tidak 
sama kaki dan hanya 1 peratus mewakili segitiga bersudut tepat. Maka, pada kajian ini 
segitiga yang digunakan ialah segitiga tak sama kaki. Selanjutnya, pemerolehan fitur-
fitur dari segitiga tak sama kaki diterang pada bab ini. Fitur-fitur Segitiga tidak sama 
kaki adalah seperti pada Jadual 5.1.  
 






Jadual 5.1 Segitiga tidak sama kaki 
Ciri Nama Ciri Keterangan 
1 A Panjang Sisi B(x,y) ke C(x,y) 
2 B Panjang Sisi A(x,y) ke C(x,y) 
3 C Panjang Sisi A(x,y) ke B(x,y) 
4 A Sudut A 
5 B Sudut B 
6 C Sudut C 
7 Sudut A ke B Sisi b diperoleh sudut dari garis lurus titik A. 
Untuk mendapatkan kecondongan titik B 
8 Area Luas segitiga 
9 Pembahagi sudut 
sama a iaitu (ta) 
 
10 Pembahagi sudut 
sama b iaitu (tb) 
11 Pembahagi dua 
sama sudut c iaitu  
(tc) 
12 Median sisi ma Garisan yang memotong sama rata sisi a dari titik 
A 
13 Median sisi mb Garisan yang memotong sama rata sisi b dari titik 
B  
14 Median sisi mc Garisan yang memotong sama rata sisi c dari titik 
B 
15 Ketinggian ha Altitud bagi garisan a 
16 Ketinggian hb Altitud bagi garisan b 
17 Ketinggian hc Altitud bagi garisan c 
18 Jejari Bulatan 
Terhad 
Jejari Bulatan Triangle 
19 Jejari bulatan yang 
diinskripsi 
Jejari bulatan dalam segitiga 
Dari Jadual 5.1, fitur-fitur ini dikembangkan kepada fitur cadangan yang 
digunakan dalam pengekstrakan fitur. Fitur-fitur yang dikembangkan ini terdapat 
sembilan fitur seperti yang ditunjukkan dalam Jadual 5.2. 




1  c:a Nisbah c kepada a 
2  a:b Nisbah a kepada b 
3 b:c Nisbah b kepada c 
4 A Sudut A 
5 B Sudut B 
6 C Sudut C 
7 ΔBA Kecerunan koordinat B ke A 
8 ΔBC Kecerunan koordinat B ke C 




Fitur nombor 1, 2 dan 3 di dalam Jadual 5.2 adalah fitur yang berasal dari Lin 
& Fan (2001) dan Tin & Sein (2009).  Fitur yang digunakan adalah sisi segitiga. 
Memandangkan set data HODA dan BANGLA yang tidak mempunyai saiz yang 
sekata, maka penulis telah menisbahkan setiap sisi seperti pada Jadual 5.2. Sudut 
segitiga pada  nombor 4, 5, dan 6, dan kecerunan pada nombor 7,8, dan 9 Jadual 5.2 
pula adalah fitur yang penulis cadangkan digunakan di dalam pengecaman digit.   
Kaedah untuk mendapatkan fitur-fitur seperti pada Jadual 5.2 dilakukan 
dengan menentukan di mana posisi titik A, B dan C. Posisi titik-titik ini ditunjukkan 
dalam Rajah 5.4. 
 
Rajah 5.4 Posisi bucu A, B dan C 
Posisi untuk titik “A” , “B”  dan “C”  pada Rajah 5.3 di atas dirumuskan 
dalam Jadual 5.3.  
Jadual 5.3 Magnitud titik pilihan, sisi terhubung dan sudut 
Bucu 
Segitiga 
Posisi Titik Pilihan Sisi 
Terhubung 
Sudut 
A Kanan b dan c A 
B Kiri a dan c B 
C Tengah a dan b C 
  
Fitur no 1, 2 dan 3 dalam Jadual 5.1 diperoleh dengan mendapatkan sisi segitiga 
“A” , “B”  dan “C”  terlebih dahulu. Sisi-sisi ini diperoleh menggunakan rumus 
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Setelah sisi-sisi “A” , “B”  dan “C”  dalam Jadual 5.1 diperoleh, langkah 
seterusnya adalah dengan mendapatkan nisbah seperti Jadual 5.2. Nisbah ini diperoleh 
dengan formula berikut: 
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 Manakala sudut-sudut bucu segitiga iaitu “A”, “B”  dan “C”  diperoleh 
dengan formula berikut:  
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Pengiraan fitur pada Jadual 5.2 hanyalah yang melibatkan posisi bucu “A” , 
“B”  dan “C” . Walau bagaimanapun, kombinasi bucu untuk bucu “C”  boleh 
diperhaluskan lagi dengan memperincikan kedudukan koordinat y. Maka kedudukan 
koordinat y bagi bucu C seperti pada Jadual 5.4.  
Jadual 5.4 Posisi koordinat y bucu C 
Posisi Kedudukan koordinat y 
1          
2          
3          
4          
5          
6          
Kedudukan koordinat y seperti dalam Jadual 5.4 di atas digambarkan pada 
Rajah 5.5. Bagi mendapatkan panjang sisi “A” , “B”  dan “C”  untuk pengiraan 
nisbah antara sisi, maka perlulah diwujudkan segitiga bersudut tepat seperti yang telah 
dilakukan pada Rajah 5.4. Panjang-panjang sisi ini kemudiaannya digunakan untuk 
mendapatkan sudut “A” , “B”  dan “C” . Manakala kecerunan untuk fitur no 7,8 dan 








i.  ii.  
  
iii.  iv.  
 
 
v.  vi.  
Rajah 5.5 Lokasi koordinat y, i. Lokasi 1, ii. Lokasi 2, iii. Lokasi 3, iv. Lokasi iv, v. 
Lokasi 5 dan vi. Lokasi 6 
 
5.3 PENENTUAN KOORDINAT BUCU-BUCU SEGITIGA  
Setelah penentuan jenis Segitiga dilakukan dan fitur-fitur yang ingin digunakan 
diperoleh. Maka langkah seterusnya adalah menentukan koordinat-koordinat bucu 
Segitiga. Berasaskan Rajah 5.3 bucu “A”  terletak di sebelah kanan, “B”  pula pada 
bahagian kiri manakala “C”  terletak di antara “A”  dan “B” . Segitiga ini diperoleh 
dengan mendapatkan bucu “C”  terlebih dahulu. Bucu C ini adalah graviti imej atau 
pun dinamakan sebagai titik sentroid dari kawasan. Kawasan dimaksudkan di sini 
ialah piksel-piksel hitam sama ada terhubung ataupun tidak. Titik sentroid  ̅   (   ) 
diperoleh dengan menggunakan rumus : 
 ̅   
 
   
 ∑  (   )      dan   ̅   
 
   
 ∑  (   )    .         (5.14) 
Koordinat yang mula-mula dicari adalah koordinat bucu “C” . Koordinat ini 




dan “y” untuk keseluruhan imej mewakili koordinat bucu “C” . Pada Rajah 5.6, bucu 
C adalah huruf x yang dilukiskan bulatan sekelilingnya. 
 
 
i.  ii.  
Rajah 5.6 Koordinat bucu C, i. Imej asal dan ii. Koordinat bucu C(10,11) 
Setelah koordinat bucu “C” diperoleh, langkah seterusnya adalah 
mendapatkan koordinat bucu “A”  dan juga bucu “B” . Koordinat untuk bucu “A”  
dan “B”  diperoleh dengan membahagi 2 imej asal. Koordinat x untuk bucu C 
dijadikan sebagai sempadan. Jadi, koordinat bucu “A”  di peroleh dari bahagian kanan 
imej manakala bucu “B”  pula pada bahagian kiri. Pada Rajah 5.7 menunjukkan imej 
HODA setelah proses binari dilaksanakan. Hasilnya dua bahagian terhasil iaitu bucu 
“A”  pada sebelah kanan, manakala bucu “B”  pula pada sebelah kiri. 
 
Rajah 5.7 Imej binari mendapatkan bucu “A”  dan “B” 
Berasaskan Rajah 5.7, koordinat bucu “A”  diperoleh dengan mendapatkan 
titik sentroid antara saiz imej yang bermula dari Ax= Cx sehingga Ax<=N-1. Manakala 




dapat diringkaskan bahawa koordinat-koordinat untuk bucu “A” , “B”  dan “C”  
adalah diperoleh dari nilai sentroid. Cuma membezakan adalah kawasan liputan imej.  
5.4 FITUR VEKTOR DARI EKPLOITASI GEOMETRI SEGITIGA 
Setelah diperhalusi bagaimana untuk mendapatkan koordinat bucu-bucu “A” , “B”  
dan “C”, proses seterusnya mendapatkan vektor fitur. Dari imej asal, hanya sebuah 
segitiga terbentuk. Jumlah fitur sebanyak sembilan. Seterusnya, dicadangkan 
tambahan empat Segitiga yang diperoleh dari pembahagian imej kepada empat zon. 
Pembahagian ini dinamakan sebagai Pengezonan Satah Cartisan. Pengezonan Satah 
Cartisan menambahkan bilangan fitur dari 9 fitur kepada 45 fitur. Rajah pembahagian 
fitur ditunjukkan pada Rajah 5.8 di bawah berasaskan bucu C. Perincian mendapatkan 
empat zon tambahan ini ditunjukkan pada Jadual 5.5. 
 





Jadual 5.5 Perincian zon pertama empat  zon 
  Zon Ketinggian (h) Lebar(w) 
 
Utama Asal Asal 
 
Kanan atas h = Cy w=Nx-Cx+1 
 
Kiri atas h = Cy w=Cx 
 
Kiri bawah h = Ny-Cy+1 w=Cx 
 
Kanan bawah h = Ny-Cy+1 w=Nx-Cx+1 
Jadual 5.5, Cx dan Cy adalah koordinat bucu x dan y segitiga utama. Cx 
digunakan sebagai sempadan untuk satah mendatar manakala Cy pula untuk satah 
menegak. Empat zon yang terhasil, memberikan sebanyak 36 fitur. Keseluruhan 
vektor fitur Pengezonan Satah Cartisan adalah sebanyak 45 fitur.  
Keempat-empat zon yang terhasil menggunakan koordinat bucu C segitiga 
seperti pada Rajah 5.8 memberikan empat buah segitiga terbentuk. Persoalan 
seterusnya adalah bagaimana memperoleh koordinat-koordinat bucu-bucu segitiga 




dilaksanakan pada segitiga utama digunakan dalam memperoleh bucu-bucu segitiga 
untuk empat zon. Cuma membezakannya adalah kawasan liputan imej. Kawasan 
liputan imej hanyalah pada zon yang terbabit. Cara mendapatkan bucu-bucu bagi 
setiap zon diterangkan pada Rajah 5.9.  
 
Rajah 5.9 Zon kanan atas 
Pada Rajah 5.9 di atas, “x” antara garis hitam adalah bucu “C”  zon kanan atas 
seperti pada Jadual 5.5. manakala “x” pada bahagian kanannya adalah bucu “A”  dan 
sebelah kirinya adalah bucu “B” . Koordinat bucu “C”  perlu diperoleh terlebih 
dahulu sebelum koordinat bucu “A”  dan “B” . Sentroid untuk Rajah 5.9 berlabel “x” 
mewakili bucu “C” . Seterusnya, koordinat x bagi bucu “C”  digunakan sebagai 
pemisah antara bahagian kanan dan kiri. Sentroid pada bahagian kanan mewakili bucu 
“A” , manakala sentroid pada bahagian kiri pula adalah bucu “B” . Setelah itu, fitur-
fitur dalam Jadual 5.2 diekstrak menggunakan Segitiga-yang terbentuk dari tiga 
koordinat. Hasil dari fitur-fitur yang diekstrak menghasilkan fitur sebanyak 45 fitur 
iaitu 5 buah Segitiga didarabkan dengan 9 fitur pada Jadual 5.2. Fitur-fitur ini 
digunakan kepada set data HODA, IFHCDB, MNIST, BANGLA dan set data 
setempat iaitu set data khat Arab. 
5.5 KOD PSEUDO  PEMBINAAN FITUR DARI KOMBINASI GEOMETRI 
SEGITIGA DAN PENGEZONAN PEKA SUDUT 
Dari perbincangan bentuk segitiga, kemudiannya menentukan koordinat-koordinat 
segitiga, membincangkan secara formula mendapatkan fitur-fitur segitiga yang 
dicadangkan pada Jadual 5.2 dan seterusnya kepada pengezonan Satah Cartisan.  
Hasilnya, sebanyak 45 fitur dihasilkan. Pada bahagian ini, kod pseudo disertakan. Kod 




KOD PSEUDO 1.0 Pembinaan fitur dari kombinasi geometri segitiga dan pengezonan 
peka sudut 
1. Mula. 
2. Baca input Imej dataset dari HODA, IFHCDB, MNIST, BANGLA dan KHAT 
3. Permulaan 
3.1. Istihar Sudut(∠) ∠A, ∠B, ∠C; sisi a, b, c dan kecerunan( )    ,     dan 
     
3.2. Istiharkan fitur vektor     
3.3. Istiharkan  nisbah pembahagian sisi(R)  Rca=c/a, Rab = a/b dan Rbc=b/c 
3.3.1. A=∠B; B =∠B; C=∠C;  r1 =c/a; r2  
3.4. Untuk setiap imej i=0 hingga i=n-1  
3.4.1.  Dapatkan koordinat bucu segitiga 
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3.4.2.  Bentuk tiga segitiga bersudut tegak berasaskan dua koordinat sedia 
ada. Bucu ketiga sama ada sebaris atau selajur dengan dua koordinat 
sedia ada 
3.4.2.1.  Cari sisi segitiga berasaskan setiap segitiga bersudut tegak 
   √((  ( )   ( )) )  ((  ( )    ( )) ) 
   √((  ( )   ( )) )  (( ( )    ( )) )  
   √((  ( )   ( )) )  (( ( )    ( )) )     
3.4.2.2.  Cari kadar pembahagian sisi 
         
         
         
3.4.2.3.  Cari sudut A, B, dan C 
           (           )        
          (            ))     
           (           )     
3.4.2.4.  Cari kecerunan bucu A, B dan C 
     ( ( )   ( )) ( ( )   ( ) ) 
     ( ( )   ( )) ( ( )   ( ) ) 
     ( ( )   ( )) ( ( )   ( )) 
3.4.2.5. Fitur Segitiga                                            
3.4.2.6.           
3.4.3.  Bahagikan imej kepada empat bahagian dinamakan Pengezonan Satah 
Cartisan menggunakan Bucu C sebagai Koordinat pembahagian. 
3.4.4. Ulang proses 3.4.1 hingga 3.4.2.6. Koordinat mula atau akhir pada 
empat bahagian pada 3.4.3 berasaskan kordinat pembahagian 3.4.3. 
3.4.5.                    








Bab ini menerangkan bentuk-bentuk Segitiga tak sama kaki yang mungkin berlaku 
berasaskan kepada kedudukan koordinat C yang telah ditetapkan ditengah-tengah 
imej. Seterusnya kajian ini membincangan bagaimana memperoleh bucu-bucu segitiga 
dari perewakilan binari imej. Setelah itu, fitur vektor yang digunakan dalam kajian ini 
yang diperoleh dari geometri segitiga diterangkan. Keseluruhan panjang fitur vektor 
yang dicadangkan pada bab ini adalah sebanyak 45 fitur.  
 BAB VI 
6 FITUR VEKTOR LANJUTAN BERASASKAN KOMBINASI GEOMETRI 
SEGITIGA DAN PENGEZONAN  
6.1 PENGENALAN  
Penggunaan segitiga dalam pengecaman digit dan khat Arab telah mencadangkan 
penentuan koordinat bucu segitiga-segitiga dan penggunaan fitur-fitur yang berbeza 
dari Lin & Fan (2001) dan Tin & Sein (2009). Penggunaan fitur-fitur cadangan 
kemudiannya dilaksanakan pada Pengezonan Satah Cartisan. Walau bagaimanapun, 
hasil pengecaman yang diperoleh dari Jadual 9.1 dan Jadual 9.2 masih mempunyai 
ruang untuk dipertingkatkan walaupun pada set data HODA dan IFHCDB 
memperoleh keputusan uji kaji melebihi 90 peratus menggunakan PMSV Jadual 9.1.  
Jadual 9.2 pula menggunakan PMA, hanya IFHCDB yang menghasilkan keputusan 
melebihi 90 peratus.  
Kajian yang dilaksanakan oleh  Tin & Sein (2009) telah menggunakan 24 
segitiga yang dihasilkan dari projeksi segitiga menggunakan bucu yang diperoleh dari 
dua biji mata dan hidung. Dari segitiga asal ini, beliau telah melakukan projeksi 
dengan memperbesarkan segitiga. Seterusnya dari segitiga ini dibentuk segiempat. 
Segiempat ini pula digunakan di dalam menghasilkan 24 segitiga. Fitur yang diambil 
dari 24 segitiga ini adalah sisi-sisi segitiga.  
Pada bab ini, penulis melebarkan fitur Segitiga Satah Cartisan kepada 
beberapa set fitur vektor. Tujuannya adalah ingin mendapatkan pengezonan terbaik 
yang setanding ataupun lebih baik dari penyelidik di dalam pengecaman digit 
menggunakan set data HODA iaitu Ebrahimpour et al. (2010), Ebrahimpour et al. 
(2009), Javidi & Sharifizadeh (2012), Mohammad Masoud Javidi et al. (2011), 
Moradi (2010) dan Rajabi et al. (2012) dan juga Alaei et al. (2009) dan Mozaffari et 




Dalam bab ini, imej dizonkan kepada beberapa zon untuk mendapatkan 
beberapa set fitur vektor. Pengezonan yang terlibat ialah i. Pengezonan Mendatar, ii. 
Pengezonan Menegak, iii. Pengezonan pembahagian sudut 45 darjah iv. Pengezonan 
24 zon dan v. mengezonan 33-zon. Setiap jenis pengezonan ini akan menghasilkan 
satu set fitur vektor. Fitur vektor ini pula akan dilakukan uji kaji mendapatkan 
peratusan pengecaman/pengelasan.  
6.1.1 Pengezonan Mendatar 
Pengezonan Mendatar dilaksanakan dengan imej dibahagikan berasaskan kepada 
koordinat y. Kedalaman pembahagian sebanyak dua kedalaman. Cara pembahagian 
mendapatkan zon-zon Pengezonan Mendatar ditunjukkan pada Rajah 6.1. Kedalaman 
pertama diperoleh dengan koordinat y bucu C segitiga dari Segitiga utama pada Rajah 
5.3 dijadikan sebagai paksi pembahagian. Pada peringkat ini, dua segitiga dibentuk 
yang menghasilkan 18 fitur tidak termasuk 9 fitur pada segitiga utama.  
 Setelah pembahagian pada kedalaman pertama dilaksanakan, proses seterusnya 
adalah melakukan pembahagian untuk kedalaman yang kedua. Dua zon yang terhasil 
dari kedalaman pertama akan diperoleh kordinat y untuk bucu C segitiga yang 
terhasil. Zon di atas akan menghasilkan dua zon pada pembahagian kedalaman kedua. 
Begitu juga zon di bawah pada kedalaman pertama seperti pada Rajah 6.1. Maka 
empat zon terhasil pada kedalaman kedua. Jumlah fitur vektor ditunjukkan dalam 
Jadual 6.1.  
 




Jadual 6. 1 Ringkasan jumlah fitur berasaskan kedalaman pengezonan mendatar 
Kedalaman Bilangan Segitiga Bilangan fitur Jumlah 
0 1 9 9 
1 2 18 27 
2 4 36 63 
6.1.2 Pengezonan Menegak 
Pilihan lain dalam mencari keputusan pengelasan lebih baik ialah pengezonan 
menegak, pengezonan ini dilakukan pembahagian menggunakan koordinat-x. Proses 
pengezonan menegak dilakukan dari Segitiga utama imej dari Rajah 5.5. Koordinat x 
bucu C dilakukan pembahagian secara menegak untuk mendapat dua zon pada 
kedalaman pertama. Dari zon ini, dua segitiga dibentuk dan koordinat x bucu C untuk 
dua zon ini kemudiannya dibahagikan lagi untuk mendapatkan empat zon pada 
kedalaman kedua. Proses mendapatkan zon ini diterangkan dalam Rajah 6.2. 
 




Pengezonan Rajah 6.2 menghasilkan tujuh zon termasuk zon utama. Maka, 
bilangan fitur dalam fitur vektor pada pengezonan ini sebanyak 63 fitur. Ringkasan 
fitur dalam fitur vektor ini di ringkaskan dalam Jadual 6.2. 
Jadual 6.2 Ringkasan jumlah fitur berasaskan kedalaman pengezonan menegak 
Kedalaman Bilangan Segitiga Bilangan fitur Jumlah Terkumpul 
0 1 9 9 
1 2 18 27 
2 4 36 63 
 
 
Pada Rajah 6.4 pula menunjukkan bagaimana imej dari set data HODA 
diproses ke skala binari dan dilabelkan dengan 0 untuk warna putih manakala 1 untuk 
warna hitam.  
6.1.3 Pengezonan 25-Zon 
Pengezonan 25-zon adalah pengezonan yang menggabungkan Pengezonan Satah 
Cartisan, Mendatar dan Menegak. Walau bagaimanapun pada pengezonan menegak, 
rekayasa dilakukan dengan menambahkan kedalaman pembagian kepada ketiga. Pada 
kedalaman ini, imej dari kedalaman kedua bukannya dibahagikan secara menegak, 
tetapi pembahagian dilakukan secara mendatar menggunakan koordinat-y pada setiap 
bucu zon-zon dalam kedalaman kedua. Rajah 6.5 menunjukkan pembahagian yang 





Rajah 6.3 Pengezonan menegak direkayasa 
Pembahagian pada kedalaman tiga untuk setiap zon terhasil dalam Rajah 6.3 
menggunakan koordinat-y dari bucu C bagi zon-zon pada kedalaman kedua. Maka, 





Jadual 6.3 Rumusan bilangan fitur 




Pengezonan satah cartisan 
1+4 =5 
Segitiga utama dan 






Pengezonan menegak direkayasa 
14 126 
 Jumlah 225 
6.1.4 Pengezonan Berasaskan Sudut 45 Darjah 
Selain pilihan pengezonan secara menegak dan mendatar, pengezonan berasaskan 
kepada sudut 45 darjah juga dilaksanakan. Pengezonan ini dilaksanakan dengan imej 
dizonkan kepada lapan bahagian berasaskan kepada sudut 45 darjah. Rajah 6.4 di 





Rajah 6.4 Pengezonan berasaskan sudut 45 darjah 
 Kesemua zon yang dikira pada Rajah 6.4 adalah sembilan termasuk zon utama. 
Maka jumlah fitur dalam fitur vektor adalah sebanyak 81 fitur. 
6.1.5 Pengezonan 33-Zon 
Pengezonan ini adalah pengezonan terakhir yang dilaksanakan. Pengezonan ini adalah 
hasil dari Pengezonan 25-zon ditambahkan dengan pengezonan berasaskan sudut 45 
darjah. Pada pengezonan ini, jumlah fitur yang dihasilkan adalah sebanyak 297 fitur. 





Rajah 6.5 Pengezonan 33-zon 
6.2 KOD PSEUDO FITUR VEKTOR LANJUTAN 
Pengezonan imej dari Pengezonan Satah Cartisan, kemudiannya diperkembangkan 
skop kepada pengezonan mendatar, menegak, 25-zon, berasaskan sudut 45 darjah dan 
33-zon memberikan peluang kepada penambah-baikkan fitur cadangan dari kombinasi 
geometri segitiga dan pengezonan peka sudut.  Kod Pseudo 2.0 menunjukkan 
bagaimana proses membentuk vektor lanjutan berasaskan kepada pengezonan 
mendatar, menegak, 25-zon, berasaskan sudut 45 darjah dan 33-zon. Lampiran B pula 




Kod Pseudo 2.0 Fitur vektor lanjutan 
1. Mula. 
2. Baca input Imej dataset dari HODA, IFHCDB, MNIST, BANGLA dan KHAT 
3. Permulaan 
3.1. Istihar Sudut(∠) ∠A, ∠B, ∠C; sisi a, b, c dan kecerunan( )    ,     dan 
     
3.2. Istiharkan Fitur Vektor Pengezonan Satah Cartisan     , Mendatar    , 
Menegak     , Menegak Rekayasa[Vtr] 25-zon     , Berasaskan sudut 45 
darjah        dan 33-zon       
3.3. Istiharkan  nisbah pembahagian sisi(R)  Rca=c/a, Rab = a/b dan Rbc=b/c 
3.3.1. A=∠B; B =∠B; C=∠C;  r1 =c/a; r2  
3.4. Untuk setiap imej i=0 hingga i=n-1  
3.4.1.  Dapatkan bilangan petak   bagi setiap pengezonan dan M untuk petak 
      
3.4.2.  Petak Pengezonan Satah Cartisan Ps = 
[                                      ] 
3.4.3.  Dapatkan                               
3.4.4.  Petak Pengezonan Mendatar Pd = 
[                                      ] 
3.4.5.  Dapatkan                             
3.4.6.  Petak Pengezonan Menegak Pt = 
[                                      ] 
3.4.7.  Dapatkan                             
3.4.8.  Petak Pengezonan Menegak Rekayasa Ptr = 
[                                               ] 
3.4.9. Dapatkan                                   
3.4.10. Dapatkan                         
3.4.11. Petak Pengezonan Berasaskan Sudut 45 Darjah Psdt = 
[                                                        ] 
3.4.12. Dapatkan                                
3.4.13. Dapatkan       [V25]+[V45] 
4. Output vektor fitur                                      
5. Tamat 
6.3 KESIMPULAN 
Pada bab ini, beberapa zon dan juga kombinasi zon telah dibentuk dengan tujuan 
mendapatkan keputusan klasifikasi yang terbaik. Zon-zon yang terhasil pada bab ini 
ialah Pengezonan Mendatar, Pengezonan Menegak, Pengezonan 25-zon, Pengezonan 
Berasaskan Sudut 45 darjah dan yang terakhir ialah Pengezonan 33-zon. Maka 
bilangan fitur vektor yang terhasil pada bab ini ialah sebanyak lima fitur vektor yang 
mewakili setiap zon. Setiap zon ini akan dilakukan eksperimen dan dibandingkan 
antara satu sama lain. Keputusan klasifikasi yang tertinggi akan dipilih sebagai piawai 
bagi fitur cadangan. 
 BAB VII 
7 PERSEDIAAN KEPADA PALEOGRAFI JAWI DIGITAL 
7.1 PENGENALAN  
Bab ini mencadangkan persedian kepada Paleografi Jawi digital(PJD). PJD yang 
dicadangkan ini mengatasi permasalahan kajian paleografi digital yang selama ini 
tidak menggunakan set data piawai dalam menentu sahkan algoritma. Dalam PJD ini, 
satu set data khat Arab dibangunkan. Set data khat ini diguna pakai setelah algoritma 
cadangan berasaskan eksploitasi geometri Segitiga diuji dengan set data piawai. 
Seterusnya set data khat Arab dalam PJD ini akan diekstrak menggunakan fitur 
cadangan yang terbaik dan kemudiannya diuji menggunakan PMT bagi mendapatkan 
huruf-huruf yang benar-benar dapat membezakan jenis-jenis khat. Proses-proses 
dalam PJD pada bab ini dimulakan dengan pembangunan set data khat Arab sebanyak 
69400 huruf, kemudiannya diikuti dengan pra-pemprosesan, pengekstrakkan fitur, 
perancangan perlaksanaan uji kaji dan yang terakhirnya dapatan yang dijangkakan.  
7.2 PEMBANGUNAN SET DATA SETEMPAT KHAT ARAB 
 Khat Arab adalah set data tempatan yang bertujuan untuk kajian paleografi Jawi 
digital. Khat ini mempunyai 5 kelas berbanding 6 kelas yang dinyatakan oleh 
Khairuddin Omar (2000). Jenis khat Jawi yang digunakan ialah khat Thuluth, Nasakh, 
Farisi, Riqah dan Diwani. Khat Kufi tidak digunakan memandangkan khat ini jarang 
terdapat dalam penulisan manuskrip Jawi. Malah kajian yang dilakukan oleh Abd. 
Rahman (1994), Wan Ali Wan Mat (2006), Musa (1998) dan Hashim Musa (1999) 
tidak terdapat khat Kufi dalam kajian mereka.  




i. Pengkategorian huruf khat 
ii. Melantik penulis khat 
iii. Imbasan, penemberengan dan penamaan huruf khat 
7.2.1 Mengenal Pasti dan Mengkategorikan Huruf Khat Arab Kepada Sama 
Bentuk 
Proses pertama dilaksanakan sebelum pembangunan set data Khat Arab ialah 
mengkategorikan huruf-huruf Arab/Jawi kepada beberapa kategori yang berasaskan 
kepada keserupaan bentuk setelah menyingkirkan titik-titik yang terdapat pada huruf. 
Menurut Khairuddin Omar (2000), terdapat huruf Arab/Jawi mempunyai bentuk yang 
sama tetapi yang membezakannya adalah bilangan titik dan juga lokasi titik sama ada 
berada di atas, tengah ataupun bawah huruf. Oleh kerana kajian paleografi hanya 
untuk mendapatkan jenis-jenis khat yang terdapat dalam manuskrip lama, maka 
pengecaman huruf tidak dilakukan. Oleh itu, kewujudan titik pada huruf tidak penting 
dalam kajian PJD. 
 Setelah proses penyingkiran titik dilakukan, 19 kategori telah berjaya ditemui 
berasaskan kepada bentuk yang dikongsi oleh huruf-huruf Arab. Bentuk-bentuk dan 
kategori khat yang dikenal pasti ditunjukkan pada Jadual 7.1.  
Jadual 7.1 Kategori huruf khat Arab mengikut struktur bentuk 
Kategori Nama Huruf Thuluth Nasakh Farisi Riqah Diwani 
001 Alif (ا) 







    
 
 











































     
010 Fa (ف) 
     
011 KAF (ق) 
     
012 Kaf (ك) 
     
013 Lam (ل) 
     
014 Mim (م) 
     
015 Nun (ن) 
     




…sambungan      
016 Wau (و) 
     
017 Haa (ـه) 
     
018 Lam Alif (لا) 
     
019 Ya (ي) 
     
 
 Berdasarkan kepada Jadual 7.1, terbukti perbezaan antara huruf dalam kategori 
adalah berasaskan perbezaan lokasi titik atau pun bilangan titik. Sebagai contoh 
kategori 002 dalam Jadual 7.1, perbezaan antara ba (ب), ta (ت) dan tsa (ث) adalah 
bilangan titik dan juga lokasi titik. Bilangan titik ba(ب) adalah satu dan terletak 
dibawah manakala ta (ت) dan tsa (ث) pula titiknya terletak dibahagian atas. Ta (ت) 
berbeza dengan tsa (ث) dengan bilangan titik. Ta (ت) mempunyai dua titik manakala 
tsa (ث) pula tiga titik. Di sini dapat disimpulkan yang bentuk huruf ini adalah sama. 
Maka, titik-titik yang membezakan huruf-huruf ini dinyahkan dan dikategorikan 
kepada satu kategori. 
Pada Jadual 7.1, tidak semua variasi huruf ditunjukkan. Sebaliknya dinyatakan 
sebahagiaannya pada Lampiran E. Keseluruhan huruf yang ditulis oleh juru tulis khat 
ini adalah sebanyak 1388 jenis huruf yang merangkumi kategori dan juga lima jenis 
khat iaitu khat Thuluth, Nasakh, Farisi, Riqah dan Diwani. Dari 1388 jenis huruf ini 
menghasilkan sebanyak 69400 bilangan huruf.  
7.2.2 Melantik Juru Tulis Khat Arab dan Kriteria Penulisan 
Setelah 19 kategori dikenal pasti, langkah seterusnya melantik juru tulis khat. Juru 
tulis yang telah dilantik adalah dari syarikat Inspirasi Khat Enterprise. Seramai 
sepuluh juru tulis khat yang telah menulis khat. Syarikat ini dipilih kerana juru tulis 
khatnya berpengalaman. Nama dan pengalaman penulis khat dari Inspirasi Khat 
Enterprise adalah pada Jadual 7.2.  Biodata penulis-penulis khat Jadual 7.2 




Jadual 7.2 Juru tulis khat dan pengalaman  
Bil Nama Pengalaman (Tahun) 
1 Mohd Fathy Bin Rosely 7 
2 Mohamad Hafizuddin Bin Mohamad Rasid 8 
3 Muhd Zulhelmi Bin Muhd Sobri 4 
4 Mohd Hisyamuddin Bin Ramli  9 
5 Muhammad Maimun Bin Abdurrahman 4 
6 Muhammad Nazmi Bin Mohamad Rasid 6 
7 Umi Faezah Binti Mustain 14 
8 Soleh Bin Abubakr 3 
9 Mohd Shafiq Bin Mohamad 7 
10 Umar Bin Abdulfatah 9 
  
Juru tulis-juru tulis khat pada Jadual 7.2 seterusnya akan mengikut garis 
panduan yang telah ditetapkan. Garis panduan yang ditetapkan ialah: 
i. Menggunakan pena bermata bulat 7.0 dan bukannya pena khat. Ini untuk 
disesuaikan dengan penulisan yang terdapat dalam manuskrip Melayu 
lama.  
ii. Huruf adalah huruf tunggal. 
iii. Menulis sebanyak 50 huruf yang sama pada setiap helaian kertas putih 





i.  ii.  
Rajah 7.1 Contoh huruf khat, i. Kategori 002 oleh Muhammad Nazmi dan ii. Kategori 
003 oleh Muhd Zulhelmi 
7.2.3 Imbasan, Penemberengan dan Penamaan Imej 
Setelah proses penulisan huruf khat Arab, sebanyak 1388 helaian kertas A4 tertulis 
khat Arab tadi dikumpulkan. Langkah seterusnya, proses imbasan imej dilakukan 
dengan menggunakan mesin pengimbas dengan menetapkan resolusi 200dpi seperti 
pada set data HODA, BANGLA dan MNIST. Format untuk imej ini dilakukan kepada 
dua jenis format iaitu skala kelabu dan juga format perduaan. Penggunaan dua format 
ini kerana algoritma yang dicadangkan boleh memproses imej sama ada dalam bentuk 
skala kelabu mahupun skala perduaan.  
Setelah proses imbasan, penyingkiran garisan hitam bingkai bagi setiap huruf dan 
juga penyingkiran hingar dilakukan secara manual. Seterusnya proses penemberengan 
huruf mengambil tempat. Proses penemberengan dilakukan dengan mendapatkan 
koordinat berhampiran bingkai hitam huruf dan dilakukan penemberengan secara 
automatik. Saiz bagi imej huruf yang telah ditemberengkan tidak semuanya 




pada Jadual 4.8. Hasil dari penemberengan ini memperoleh bilangan huruf sebanyak 
69400 keseluruhan seperti yang ditunjukkan pada Jadual 7.2. 
Jadual 7.3 Bilangan huruf khat oleh juru tulis khat 
Nama Bilangan Khat 
 Thuluth Nasakh Farisi Riqah Diwani 
Aizat 1600 1400 1250 1250 1550 
Fathi 1600 1400 1250 1250 1550 
Hafiz 1550 1400 1200 1200 1550 
Hisyamuddin 1600 1400 1250 1250 1550 
Nazmi 1600 1400 1250 1250 1550 
Syafiq 1600 1300 1200 1200 1550 
Soleh 1550 1450 1200 1250 1500 
Umi  1600 1400 1250 1250 1550 
Maimun 1600 1250 1250 1100 1450 
Zulhelmi 1550 1400 1150 1250 1450 
Jumlah 15850 13800 12250 12250 15250 
      
Jadual 7.4 pula menunjukkan deskripsi imej yang telah dilakukan 
penemberengan. 
Jadual 7.4 Deskripsi set data khat Arab 
Khat Arab 
Saiz (Sekata/Tak sekata) Tak Sekata 
Skala Kelabu dan Perduaan 
Format BMP 
Dimensi (tinggi x lebar) Pelbagai 
Resolusi (dpi) 200 
 
 Imej-imej yang telah dipisahkan dari kertas A4 yang mempunyai 50 huruf 
yang sama pada satu helaian ditemberengkan kepada 50 individu imej. Proses 
penemberengan dilaksanakan dengan membangunkan aturcara menggunakan Java dan 
dilakukan penemberengan berasaskan kepada koordinat yang telah ditetapkan 
memandangkan penulis-penulis khat menulis huruf-huruf khat pada petak yang 




menamakan setiap imej. Penamaan imej dilakukan seperti dditunjukkan pada Rajah 
7.2. 
 
Rajah 7.2 Penamaan set data khat 
 Pada Rajah 7.2, tiga digit pertama adalah kategori yang telah dikenal pasti 
pada Jadual 7.1. Seterusnya, tanda “_” memisahkan digit pertama dengan nama khat. 
Nama khat kemudiannya dipisahkan dengan “_” dan diikuti dengan empat digit. 
Empat digit ini mewakili bentuk keempat dalam kategori kedua. Kemudiaannya 
diikuti dengan nama penulis yang telah diringkaskan. Dua digit terakhir menerangkan 
huruf ini adakah huruf ke 24 pada helaian A4.  
7.3 PRA-PEMPROSESAN DAN PENGEKSTRAKAN FITUR KHAT ARAB 
Selepas proses penemberengan dan penamaan imej dilaksanakan, proses seterusnya 
adalah melakukan proses pra-pemprosessan. Proses pra-pemprosesan yang dilakukan 
pada peringkat ini adalah menukarkan imej kepada skala perduaan dan perlabelan 
imej kepada ‘0’ dan ‘1’. Rajah 7.3 menunjukkan proses perlabelan hingga ke 





Rajah 7.3 Pra-pemprosesan imej set data khat  
Proses pra-pemprosesan pada Rajah 7.3 mewakilkan imej imej khat Arab 
kepada nombor “0” dan latar belakang imej kepada nombor “1”. Proses penukaran 
skala warna dilakukan menggunakan kaedah Otsu seperti yang dilakukan oleh 
Schomacer (2007) dan Brink (2012). Setelah perwakilan imej selesai, langkah 
seterusnya adalah melakukan pengekstrakan fitur. 
 Pengekstrakan fitur pada set data khat Arab ini menggunakan fitur dari 
pengezonan 33-zon. Ini berasaskan kepada keputusan uji kaji terhadap set data piawai 
HODA, IDHCDB, MNIST dan BANGLA yang dilaksanakan pada Bab 9. Hasil uji 
kaji menunjukkan fitur dari Pengezonan 33-zon memberikan keputusan pengelasan 




7.4 PERANCANGAN PERLAKSANAAN UJIAN SET DATA KHAT ARAB 
Perlaksanaan uji kaji set data khat Arab mengunakan pendekatan 10-bentangan. 
Pengelasan yang digunakan ialah PMT menggunakan i. PMSV dan juga PMA. Uji 
kaji dilaksanakan ditunjukkan pada Rajah 7.4 untuk uji kaji menggunakan PMSV dan 
Rajah 7.5 pula untuk PMA. 
 
Rajah 7.4 Perancangan ujikaji set data khat Arab menggunakan PMSV 
 




7.5 HASIL YANG DIJANGKA 
Paleografi Jawi Digital (PJD) ini akan mengenal pasti kategori yang boleh digunakan 
untuk tujuan mengenal pasti jenis khat yang terdapat dalam manuskrip. Keputusan uji 
kaji akan dibahagikan kepada empat kategori iaitu keputusan yang melebihi julat 95 
peratus dan ke atas, 90 hingga 94.9 peratus, 85-89.9 peratus dan 80-84.9 peratus. 
Kategori huruf yang berada dalam julat yang tertinggi dicadangkan untuk dijadikan 
huruf yang membezakan jenis khat dan diguna pakai dalam PJD. 
7.6 KESIMPULAN 
Bab ini memberikan gambaran bagaimana Paleografi Jawi Digital (PJD) dibangunkan 
dari pembangunan set data sehinggakan kepada hasil yang dijangkakan. Pembangunan 
set data khat Arab ini melibat 10 juru tulis khat. Proses dari data mentah imej kepada 
data yang diekstrak menggunakan algortima cadangan dinyatakan dalam bab ini. 
Kemudiannya, bagaimana perancangan uji kaji menggunakan PMT dinyatakan. 
Akhirnya, pada hasil yang dijangkakan adalah cadangan kategori huruf yang dapat 
membezakan jenis-jenis huruf khat. 
 BAB VIII 
8 STRATEGI PENGUJIAN 
8.1 PENGENALAN  
Pada bab ini, fitur-fitur cadangan dilakukan uji kaji menggunakan Pembelajaran 
Mesin Terselia (PMT) dan Pembelajaran Mesin Tidak Terselia (PMTT). Strategi 
pengujian yang dilaksanakan adalah berasaskan kaedah uji kaji yang dilaksanakan 
oleh penyelidik pada set data HODA, IFHCDB, MNIST dan BANGLA. Turut 
dilakukan penambahan uji kaji dengan melakukan eksperimen menggunakan kaedah 
10-bentangan dan juga kocokan data sebanyak sepuluh kocokan. Hasil dari 
penambahan uji kaji ini dapat dijadikan rujukan kepada penyelidik-penyelidik dalam 
set data ini. 
8.1.1 Perancangan Perlaksanaan PMT Pengelas PMSV 
Perlaksanaan PMSV dilaksanakan dengan mendapatkan nilai ambang kos (K) dan 
gamma (G) menggunakan carian grid. Carian grid dilaksanakan menggunakan alatan 
grid.py yang tersedia di dalam pustaka Mesin Sokongan Vektor. Nilai K dan G 
diperoleh sama ada dari latihan ataupun ujian(Chang, & Lin 2001). Setelah 





Rajah 8.1 Proses mendapatkan nilai kos (K) dan gamma (G)  
Setelah mendapatkan nilai K dan G, proses seterusnya ialah melakukan dua 
jenis set data seperti yang ditunjukkan pada Rajah 8.1. Set data 10-bentangan 
dilaksanakan dengan mengabungkan fitur imej latihan dan fitur imej ujian. Nilai K 
dan G yang diperoleh dari carian grid digunakan untuk mendapatkan ketepatan 
klasifikasi. Manakala Set data Ujian : Latihan pula dilakukan berdasarkan pada 
taburan asal dari sumber . Selain itu, dengan nisbah taburan asal yang sama, fitur imej 
latihan dan ujian dikocokkan sebanyak sepuluh. Keputusan kocokan kemudiannya 
dipuratakan untuk mendapatkan satu keputusan. Cara perlaksanaan set data 10-
bentangan dan Ujian:Latihan ditunjukkan pada Rajah 8.2 i. dan ii. 
 
 
i.  ii.  




8.1.2 Perancangan Perlaksanaan PMT Pengelas PMA 
Perlaksanaan PMA dilakukan dengan mendapatkan Kadar Pembelajaran (KP) secara 
heuristik iaitu menggunakan kaedah cuba jaya berasaskan julat yang dilaporkan oleh 
Ke et al. (2008). Seterusnya nilai KP ini digunakan dalam set data PMA. Nilai KP 
diperoleh dari set data Ujian : Latihan. Rajah 8.3 menunjukkan bagaimana proses 
mendapatkan nilai KP. 
 
Rajah 8.3 Proses Mendapatkan nilai kadar pembelajaran (KP) 
 Setelah mendapatkan nilai KP, set data 10-bentangan dan Ujian : Latihan 
dilaksanakan seperti PMSV dalam Rajah 8.2. Dalam Rajah 8.2, hanya gantikan K dan 
G kepada KP. Turut dilakukan di PMA ini ialah Ujian : Latihan dikocokkan sebanyak 
sepuluh kocokkan mengikut nisbah taburan asal. Keputusan dari kocokan ini 
kemudiannya dipuratakan untuk mendapatkan satu nilai klasifikasi. Rajah 8.4 





Rajah 8.4 Proses kocokan set data 
 Taburan data antara Ujian : Latihan dikekalkan untuk tiga set data. Set data 
yang dikekalkan adalah HODA, MNIST dan BANGLA. Manakala set data IFHCDB 
bilangan data Ujian ditetapkan kerana proses kocokan data dilakukan dengan 
menggunakan fungsi Random yang terdapat dalam Java iaitu pakej java.Math.  
8.1.3 Perancangan Perlaksanaan Set Data PMTT 
Eksprimen PMTT dilaksanakan untuk mendapatkan pilihan selain dari menggunakan 
PMT. Ketepatan klasifikasi yang diperoleh akan dinilai dengan ketepatan yang 
diperoleh dari PMT. Set data yang digunakan dalam PMTT hanyalah HODA. Pada 
Rajah 8.5 menunjukkan bagaimana perlaksanaan set data dilaksanakan. 
 




 Pada Rajah 8.5, fitur imej ujian akan diasingkan mengikut kelas. Setiap kelas 
kemudiannya akan dilakukan sukatan jarak menggunakan algoritma Jarak Euclidan 
dan seterusnya dilakukan KP berasaskan kepada kedudukan 5, 10 dan 20 terbaik. 
Setelah itu seluruh keputusan dalam setiap kelas digabungkan untuk mendapatkan satu 
keputusan purata yang mewakili setiap kelas. Keputusan setiap kelas dan purata ini 
kemudiannya dinilai dengan keputusan yang diperoleh menggunakan PMT.  
8.2 KESIMPULAN 
PMT dan PMTT adalah pengelasan yang digunakan untuk mengesahkan algoritma 
pengekstrakan fitur yang dicadangkan. Penggunaan PMT adalah sesuai dengan kajian 
literatur ke atas - yang dipilih. Manakala PMTT pula digunakan sebagai kaedah yang 
mana tiada piawai seperti yang dilakukan oleh penyelidik paleografi digital iaitu 
(Aiolli et al. 1999), (Yosef et al. 2005), (Moalla et al. 2006), (Schomaker et al. 2007) 
dan (Brink et al. 2012). Selain itu, perlaksanaan dua jenis set data ini memberikan 
pilihan kepada penyelidik-penyelidik lain untuk menjadikan keputusan set data ini 
sebagai penanda aras dalam penyelidikan pengekstrakan fitur, pengelasan dan juga 
penggudangan data.  
 BAB IX 
9 KEPUTUSAN UJI KAJI 
9.1 PENGENALAN  
Bab ini melaporkan hasil dapatan ke atas algoritma cadangan. Ujikaji adalah 
berasakan kepada reka bentuk uji kaji. Terdapat empat reka bentuk uji kaji. Maka 
keputusan adalah berasaskan kepada empat bahagian uji kaji. Setiap uji kaji 
dinyatakan semula objektif, kepentingan, input, proses, algortima cadangan dan output 
yang diperoleh. Setiap keputusan uji kaji dipersembahkan dan dibincangkan. Uji kaji 
yang menggunakan PMSV, nilai K dan G adalah dari carian grid yang dilaksanakan 
seperti pada Lampiran D. Manakala PMA pula menggunakan kaedah heuristik yang 
berasaskan dari julat KP 0.2 hingga 0.3(Ke et al. 2008). Hasil setiap uji kaji ini akan 
memberikan keputusan yang terbaik berasaskan kepada pemalar yang dipilih iaitu 
sama ada K untuk PMSV dan KP pula untuk PMA. 
9.1.1 Keputusan Uji Kaji I 
Ujikaji ini berasaskan kepada objektif, kepentingan, input, proses dan output berikut: 
i. Objektif: Mendapatkan peratus pengecaman menggunakan Pengelasan 
Mesin Terselia (PMT) iaitu Pengelasan Mesin Sokongan Vektor 
(PMSV) dan Pengelasan Perceptron Multi-Aras (PMA). 
Membandingkan keputusan pengecaman antara taburan asal, 10-
bentangan dan 10 kocokan antara PMSV dan PMA. Juga kaedah ini 
membandingkan hasil uji kaji dengan kaedah dalam literatur. 
ii. Kepentingan: Membuktikan bahawa fitur dari Segitiga boleh digunakan 
sebagai fitur bagi tujuan pengelasan. 




iv. Algoritma: Fitur Model Segitiga untuk pengekstrakan fitur, PMSV dan 
PMA untuk pengelasan 
v. Output: Keputusan pengecaman menggunakan Fitur Model Segitiga 
menggunakan taburan asal, 10-bentangan dan 10 kocokan data.  
Uji kaji pertama yang dilaksanakan menggunakan taburan asal set data HODA, 
IFHCDB, MNIST dan BANGLA. Uji kaji ini sesuai dengan kajian literatur. Pada 
Jadual 9.1, Jadual 9.2, Jadual 9.3, Jadual 9.4, Jadual 9.5 dan Jadual 9.6 adalah hasil uji 
kaji menggunakan taburan asal set data. Uji kaji menggunakan PMSV, nilai ambang 
gamma G adalah 0.0078125 yang diperoleh dari carian grid.  
Jadual 9.1 Keputusan uji kaji satah cartisan menggunakan PMSV taburan data asal 
 Kos (K) 
Set Data K =32 K=8 K=2 
HODA 90.345 89.1 87.545 
IFHCDB 91.7236 91.2491 90.5657 
MNIST 77.91 76.42 73.86 
BANGLA 77.3 75.1 71.65 
 
Jadual 9.1 menunjukkan set data HODA dan IFHCDB memperoleh keputusan 
pengelasan berasaskan uji kaji menggunakan set data taburan asal ialah 90.345% bagi 
kos (K) dengan nilai 32. Manakala IFHCDB pula 91.7236%. Manakala set data 
MNIST dan BANGLA pula ialah sekitar 77% untuk nilai K=32. Jelas menunjukkan 
nilai K=32 memberikan keputusan pengelasan yang lebih baik berbanding dengan 
nilai K=8 dan K=2. Set data HODA dan IFHCDB berasaskan digit Arab memberikan 




Jadual 9.2 Keputusan uji kaji satah cartisan menggunakan PMA taburan data asal 
Set Data Kadar Pembelajaran (KP) 
 0.2 0.3 
HODA 88.325 88.19 
IFHCDB 90.3948 90.0152 
MNIST 75.16 74.84 
BANGLA 74.9 74.975 
 
 Pada Jadual 9.2, uji kaji menggunakan PMA, keputusan uji kaji menunjukkan 
kadar pembelajaran (KP) menjuarai keputusan pengelasan. Set Data HODA dan 
IFHCDB memberikan keputusan yang lebih baik dibandingkan dengan keputusan dari 
set data MNIST dan BANGLA. 
Jadual 9.3 Keputusan uji kaji satah cartisan menggunakan PMSV taburan data 10-
bentangan 
Set Data Kos (K) 
K =32 K=8 K=2 
HODA 92.002 91.2903 90.0181 
IFHCDB 92.1374 91.7073 90.6904 
MNIST 76.0322 74.1045 71.4683 
BANGLA 80.6368 78.5226 75.9056 
 
Jadual 9.4 Keputusan uji kaji satah cartisan menggunakan PMA taburan data 10-
bentangan 
Set Data Kadar Pembelajaran 
0.2 0.3 
HODA 90.4004 89.995 
IFHCDB 90.1848 90.516 
MNIST 72.1602 71.4683 
BANGLA 77.964 77.4655 
 
Jadual 9.3 dan Jadual 9.4, uji kaji dilaksanakan menggunakan pendekatan 10-
bentangan. Uji kaji ini tidak dilaksanakan oleh penyelidik-penyelidik dalam kajian 
literatur. Tujuan uji kaji ini adalah untuk mendapatkan variasi dari taburan data yang 
berbeza dan mengukuhkan lagi keupayaan algoritma yang dicadangkan. Jadual 9.3, 




PMA untuk kesemua set data uji kaji. Jadual 9.5, Jadual 9.6 dan Jadual 9.7, uji kaji 
diperkuatkan lagi menggunakan 10 kocokan data berserta dengan taburan asal set 
data. Keputusan uji kaji menggunakan K=32 untuk PMSV mengungguli sebagai 
keputusan terbaik berbanding K=8 dan K=2. Manakala PMA, KP= 0.2 memberikan 
keputusan yang lebih baik berbanding KP=0.3. Hasil dari uji kaji dari taburan asal, 10-
bentangan dan juga 10 kocokan dipersembahkan pada Jadual 9.8 dan Jadual 9.9. 
Jadual 9.5 Keputusan uji kaji menggunakan PMSV taburan data 10 kocokan untuk set 
data HODA dan IFHCDB 
Set Data HODA IFHCDB 
K K=32 K=8 K=2 K=32 K=8 K=2 
Asal 90.345 91.724 91.724 91.724 89.1 87.545 
Kocokan 1 92.175 85.3 85.3 85.3 91.43 90.125 
Kocokan 2 92.17 85.3 85.3 85.3 91.34 89.865 
Kocokan 3 92.105 86.3 86.3 86.3 91.305 89.885 
Kocokan 4 92.455 84.8 84.8 84.8 91.69 90.325 
Kocokan 5 92.085 85.05 85.05 85.05 91.37 90.03 
Kocokan 6 92.21 85.5 85.5 85.5 91.4 90.115 
Kocokan 7 92.075 86.1 86.1 86.1 91.225 89.835 
Kocokan 8 92.11 84.55 84.55 84.55 91.245 89.905 
Kocokan 9 92.04 85.85 85.85 85.85 91.38 89.85 
Kocokan 10 91.97 85.85 85.85 85.85 91.455 90.185 
Purata 91.976 86.029 86.029 86.029 91.176 89.788 
Jadual 9.6 Uji kaji menggunakan menggunakan PMSV taburan data 10 kocokan untuk 
set data MNIST dan BANGLA 
Set Data MNIST BANGLA 
K K=32 K=2 K=8 K=32 K=8 K=2 
Asal 77.91 77.3 75.1 71.65 76.42 73.86 
Kocokan 1 76.4 80.45 78.35 75.45 74.48 72.13 
Kocokan 2 75.97 80.65 78.5 75.4 74.24 71.7 
Kocokan 3 76.29 80.925 78.5 75.375 74.34 71.89 
Kocokan 4 76.76 81.3 78.95 75.85 74.85 72.26 
Kocokan 5 75.76 81.925 79.425 76.5 73.84 70.96 
Kocokan 6 76.54 80.625 78.4 75.35 74.97 72.11 
Kocokan 7 75.98 80.525 78.3 75.475 74.36 71.27 
Kocokan 8 75.71 81.2 78.95 76.225 74.29 71.51 
Kocokan 9 76.11 81.275 78.8 76.3 74.28 71.57 
Kocokan 10 76.56 81 78.325 75.45 74.64 71.91 




Jadual 9.7 Uji kaji menggunakan Perseptron Multi-Aras (PMA) 10 kocokan 
Set Data HODA IFHCDB MNIST BANGLA 
KP 0.2 0.3 0.2 0.3 0.2 0.3 0.2 0.3 
Asal 88.325 88.19 90.395 90.015 75.16 74.84 74.9 74.975 
Kocokan 1 90.735 89.91 83.55 82.6 73.05 71.95 77.1 78.1 
Kocokan 2 90.85 90.21 81.4 82.2 73.18 71.79 78.35 76.95 
Kocokan 3 90.51 90.565 81.25 81.45 72.89 72.08 77.9 77.175 
Kocokan 4 90.84 90.44 83.95 83.7 72.77 72.23 78.275 78.475 
Kocokan 5 90.67 90.83 82.45 83 72.09 71.78 78.85 77.225 
Kocokan 6 90.66 90.205 82.8 82.6 72.69 72.31 77.4 77.05 
Kocokan 7 89.92 89.94 82.1 83.35 72.46 71.41 78.1 77.65 
Kocokan 8 90.25 90.51 80.6 80.9 71.95 71.04 80.11 80.032 
Kocokan 9 90.465 89.39 84.25 83.35 72.13 72 77.45 78.475 
Kocokan 10 92.38 90.43 81.8 82.7 71.8 72.17 79.45 78.95 
Purata 90.51 90.056 83.14 83.26 72.743 72.145 77.99 77.732 
 
Jadual 9.8 Perbandingan hasil uji kaji taburan asal, 10-bentangan dan 10 kocokan 
menggunakan PMSV 































 Pada Jadual 9.8, uji kaji menggunakan 10-bentangan memperoleh keputusan 
uji kaji yang tertinggi berbanding taburan asal dan juga 10 kocokan. Manakala 
padaJadual 9.9, 10 kocokan untuk set data HODA, MNIST dan BANGLA 
memberikan keputusan terbaik menggunakan PMA. Set data IFHCDB pula, taburan 
asal memberikan keputusan yang terbaik. Keputusan dalam Jadual 9.8 dan Jadual 9.9 
adalah berasaskan keputusan terbaik pada Jadual 9.2, Jadual 9.3, Jadual 9.4, Jadual 





Jadual 9.9 Perbandingan hasil uji kaji taburan asal, 10-bentangan dan 10 kocokan 
menggunakan PMA 






























 Setelah perbandingan hasil uji kaji menggunakan Taburan Asal, 10-bentangan 
dan 10 kocokan seperti pada Jadual 9.8 dan Jadual 9.9. Langkah seterusnya adalah 
membandingkan hasil uji kaji untuk set data HODA dan IFHCDB sahaja dengan 
kajian literatur. Perbandingan dilaksanakan pada set data HODA dan IFHCDB 
disebabkan domain kajian adalah pada tulisan Arab/Jawi. Keputusan dari set data 
MNIST dan BANGLA hanyalah untuk mendapatkan hasil keputusan bertujuan 
menguji keluwesan algoritma dicadangkan dengan jenis huruf yang bukan berasal dari 
huruf Arab. 
 Pada Jadual 9.10 dan juga Jadual 9.11 adalah perbandingan keputusan dari 
kajian terdahulu dengan hasil uji kaji dari algoritma yang dicadangkan. Pada Jadual 
9.10 set data HODA, algoritma yang dicadangkan walau pun memperoleh keputusan 
pada nilai 90 peratus, tetapi masih tidak dapat mengalahkan kajian dari literatur. Pada 
perbandingan set data IFHCDB, keputusan uji kaji algoritma dicadangkan tidak 
memberikan keputusan yang baik, tetapi dapat mendahului (Mozaffari et al. 2004) 
dari segi hasil keputusan. Perbandingan keputusan untuk Jadual 9.10 dan Jadual 9.11 
hanyalah pada taburan asal sesuai dengan kajian yang dilaksanakan oleh penyelidik 





Jadual 9.10 Perbandingan hasil uji kaji dengan kajian literatur untuk set data HODA 
Algortima PMT Taburan Asal 10-bentangan 10 kocokan 
Ebrahimpour et al. 
(2010) 
PMA 97.52 - - 
Ebrahimpour et al. 
(2009) 




PMA 98.16 - - 
Mohammad 
Masoud Javidi et 
al. (2011) 
PMA 97.73 - - 
Moradi (2010) PMA 96 - - 
Rajabi et al. 
(2012) 
PMSV 98.9 - - 
Algoritma 
dicadangkan 
PMSV 90.345 92.002 91.976 
Algoritma 
dicadangkan 
PMA 88.325 90.4004 90.51 
 
Jadual 9.11 Perbandingan hasil uji kaji dengan kajian literatur untuk set data IFHCDB 
Algortima PMT Taburan Asal 10-bentangan 10 kocokan 
Alaei et al. (2009) PMA 96.68 - - 
Mozaffari et al. 
(2004) 


















9.1.2 Keputusan Uji Kaji II 
Ujikaji ini berasaskan kepada objektif, kepentingan, input, proses dan output berikut: 
i. Objektif: Mendapatkan peratus pengecaman tertinggi berasaskan 
pembahagian zon. PMT iaitu Pengelasan Mesin Sokongan Vektor 
(PMSV) dan Pengelasan Perceptron Multi-Aras (PMA) digunakan 
untuk mendapat peratus pengecaman. Membandingkan keputusan 




PMSV dan PMA. Juga kaedah ini membandingkan hasil uji kaji 
dengan kaedah dalam literatur 
ii. Kepentingan: Mendapatkan zon yang terbaik memberikan ketepatan 
pengelasan yang tinggi dengan membuktikan bahawa dengan 
melakukan pengezonan kepada beberapa jenis zon, ketepatan 
pengecaman dapat dipertingkatkan lagi.  
iii. Input: Set data piawai HODA, IFHCDB, MNIST dan BANGLA 
iv. Algoritma: Fitur Model Segitiga dengan Pengezonan Mendatar, 
Menegak, 25-zon, berasaskan sudut 45 darjah dan 33-zon 
v. Output: Keputusan pengecaman pengezonan yang terbaik 
a. Keputusan uji kaji pengezonan mendatar 
Keputusan uji kaji ini berasaskan kepada pengezonan mendatar. Perlaksanaan uji kaji 
dimulakan dengan taburan asal, disusuli 10-bentangan dan 10 kocokan. Setiap 
perlaksanaan uji kaji PMT menggunakan PMSV dan PMA digunakan. PMSV 
menggunakan nilai gamma 0.078125 pada setiap Kos (K). Manakala PMA pula 
menggunakan Kadar Pembelajaran(KP) 0.2 dan 0.3. Jadual 9.12 dan Jadual 9.13 
menunjukkan hasil uji kaji menggunakan taburan data asal set data HODA, IFHCDB, 
MNIST dan BANGLA. Hasil uji kaji menunjukkan K=32 memberikan keputusan 
yang baik untuk PMSV dan KP=0.2 pula untuk PMA. 
Jadual 9.12 Keputusan uji kaji pengezonan mendatar menggunakan PMSV taburan 
asal data  
 Kos (K) 
Set Data K=32 K=8 K=2 
HODA 91.62 90.81 89.2 
IFHCDB 89.882 89.484 88.383 
MNIST 89.6 88.56 87.05 





Jadual 9.13 Keputusan uji kaji pengezonan mendatar menggunakan PMA taburan asal 
data  
Set Data Kadar Pembelajaran (KP) 
0.2 0.3 
HODA 90.21 90.09 
IFHCDB 88.44 88.136 
MNIST 88.1 86.56 
BANGLA 78.25 78.2 
 
Jadual 9.14 dan Jadual 9.15 pula menunjukkan keputusan uji kaji 
menggunakan 10-bentangan. Nilai K=32 adalah nilai yang terbaik untuk uji kaji 10 
bentangan menggunakan PMSV manakala nilai KP 0.2 pula untuk PMA. 
Jadual 9.14 Pengezonan mendatar menggunakan PMSV 10-bentangan 
Set Data Kos (K) 
K =32 K=8 K=2 
HODA 94.082 93.292 92.14 
IFHCDB 91.638 91.131 89.758 
MNIST 88.878 87.745 85.926 
BANGLA 85.931 84.382 81.537 
 
Jadual 9.15 Pengezonan mendatar menggunakan PMA 10-bentangan 
Set Data  Kadar Pembelajaran 
0.2 0.3 
HODA 92.738 92.42 
IFHCDB 89.419 89.173 
MNIST 86.903 86.612 
BANGLA 81.482 80.731 
 
 Jadual 9.16 dan Jadual 9.17 menunjukkan hasil uji kaji menggunakan PMSV 
10 kocokan. Nilai K =32 adalah nilai yang terbaik untuk PMSV ke atas keempat-





Jadual 9.16 Keputusan kocokan pengezonan mendatar set data HODA dan MNIST 
menggunakan PMSV 10 Kocokan 
Set Data HODA IFHCDB 
K K=32 K=8 K=2 c32 K=8 K=2 
Asal 91.62 90.81 89.2 89.882 89.484 88.383 
Kocokan 1 94.07 93.225 91.995 84.4 83.9 81 
Kocokan 2 93.67 92.875 91.76 83.6 83.45 79.15 
Kocokan 3 94.65 93.225 92.085 83.85 82.45 78.85 
Kocokan 4 93.965 93.2 92.06 84.2 82.8 78.15 
Kocokan 5 93.96 93.115 91.82 83.85 82.85 79.55 
Kocokan 6 94.065 93.305 92.02 84.5 82.3 78.85 
Kocokan 7 93.655 92.905 91.79 85.6 84.85 81.15 
Kocokan 8 94.06 93.33 92.235 84.75 83.15 79.15 
Kocokan 9 93.905 93.225 91.98 85.05 83.15 80.05 
Kocokan 10 93.925 93.07 91.86 84.1 83.2 79.3 
Purata 93.777 92.935 91.71 89.882 89.484 88.383 
Jadual 9.17 Keputusan kocokan pengezonan mendatar set data MNIST dan BANGLA 
menggunakan PMSV 10 kocokan 
Set Data MNIST BANGLA 
K K=32 K=8 K=2 K=32 K=8 K=2 
Asal 89.6 88.56 87.05 82.925 80.8 77.875 
Kocokan 1 89.09 87.93 86.05 86.325 84.275 81.1 
Kocokan 2 88.49 86.98 85.1 86.3 84.4 81.225 
Kocokan 3 89.37 87.84 86.06 86.15 84.725 81.425 
Kocokan 4 88.27 87.22 85.43 86.175 84.075 81.15 
Kocokan 5 88.29 87.19 85.46 85.4 83.425 80.7 
Kocokan 6 89.23 87.98 85.74 86.825 84.775 82.225 
Kocokan 7 89.11 88.1 86.11 84.875 83.175 80.35 
Kocokan 8 88.2 87 85.29 85.15 83.95 80.675 
Kocokan 9 88.92 87.64 85.81 86.375 84.55 80.95 
Kocokan 10 89.07 87.87 85.75 86.125 84.1 81.325 
Purata 88.876 87.665 85.805 85.97 84.145 81.113 
 Jadual 9.18 pula menunjukkan hasil uji kaji 10 kocokan menggunakan PMA. 





Jadual 9.18 Keputusan kocokan pengezonan mendatar set data menggunakan PMA 10 
kocokan 
Set Data HODA IFHCDB MNIST BANGLA 
KP 0.2 0.3 0.2 0.3 0.2 0.3 0.2 0.3 
Asal 90.21 90.09 88.44 88.136 88.1 86.56 78.25 78.2 
Kocokan 1 92.395 92.45 82.35 80.5 86.82 86.56 80.925 81.575 
Kocokan 2 91.975 91.605 82.3 80.55 86.73 85.56 82.55 80.725 
Kocokan 3 92.42 92.36 79.3 79.45 86.77 86.9 81.8 80.5 
Kocokan 4 92.87 92 78.25 78.9 86.05 86.25 80.2 79.825 
Kocokan 5 92.44 92.105 80.85 80.5 86.89 86.71 80.225 80.35 
Kocokan 6 92.705 92.86 80.6 81.25 86.93 86.13 81.925 81.175 
Kocokan 7 92.09 91.865 81.75 81.4 86.92 87.08 80.85 79.4 
Kocokan 8 92.63 92.95 81.15 80.9 86.97 86.12 78.675 80.075 
Kocokan 9 92.515 91.96 81.8 81.5 87.28 86.46 79.775 80.475 
Kocokan 10 92.825 92.54 80.8 79.65 86.7 85.97 81.825 81.55 
Purata 92.28 92.071 81.599 81.158 86.924 86.391 80.636 80.35 
 
b. Keputusan uji kaji pengezonan menegak 
Keputusan uji kaji untuk zon mendatar diawali dengan uji kaji berasaskan taburan asal 
set data. Kemudiannya diikuti oleh 10-bentangan dan diakhiri dengan 10 kocokan. 
Setiap jenis uji kaji ini menggunakan PMSV dan PMA. Jadual 9.19 menunjukkan K 
=32 memberikan keputusan uji kaji yang terbaik untuk PMSV pada semua set data. 
Manakala Jadual 9.20 pula KP =0.2 memberikan nilai terbaik untuk set data HODA, 
IFHCDB dan MNIST. Manakala set data BANGLA KP =0.3 memberikan keputusan 
yang tertinggi.  
Jadual 9.19 Pengezonan menegak menggunakan PMSV taburan asal 
 Kos (K) 
Set Data K =32 K=8 K=2 
HODA 87.84 87.13 85.575 
IFHCDB 89.522 90.414 89.749 
MNIST 70.42 68.34 65.57 







Jadual 9.20 Pengezonan menegak menggunakan PMA taburan asal 
 Kadar Pembelajaran (KP) 
Set Data KP= 0.2 KP= 0.3 
HODA 84.535 84.28 
IFHCDB 86.788 87.282 
MNIST 65 63.86 
BANGLA 72.7 72.75 
 
 Jadual 9.21 menunjukkan uji kaji secara 10-bentangan. Nilai K=32 masih 
memberikan keputusan yang tertinggi berbanding nilai K=8 dan K=2. Pada Jadual 
9.22 pula, uji kaji menggunakan PMA memberikan keputusan tertinggi untuk KP=0.2. 
Jadual 9.21 Pengezonan menegak menggunakan PMSV 10-bentangan 
 Kos (K) 
Set Data K =32 K=8 K=2 
HODA 90.867 90.349 89.264 
IFHCDB 90.312 90.478 89.575 
MNIST 69.091 67.275 64.66 
BANGLA 77.14 75.654 73.361 
 
 
Jadual 9.22 Pengezonan menegak menggunakan PMA 10-bentangan 
 Kadar Pembelajaran (KP) 
Set Data KP=0.2 KP=0.3 
HODA 88.001 87.694 
IFHCDB 87.603 87.546 
MNIST 64.47 63.261 
BANGLA 73.627 72.682 
 
Jadual 9.23 menunjukkan hasil uji kaji terhadap set dat HODA dan IFHCDB 
menggunakan PMSV 10 kocokan. Manakala Jadual 9.24 pula ialah hasil uji kaji 
terhadap set data MNIST dan BANGLA. Uji kaji menggunakan 10 kocokan untuk 
keempat-empat set data dalam Jadual 9.23 dan Jadual 9.24 menunjukkan K=32 





Jadual 9.23 Keputusan kocokan pengezonan menegak set data HODA dan IFHCDB 
menggunakan PMSV 10 Kocokan 
Set Data HODA IFHCDB 
K K=32 K=8 K=2 K=32 K=8 K=2 
Asal 87.84 87.13 85.575 89.522 90.414 89.749 
Kocokan 1 90.37 89.9 88.65 82.95 82.15 80.2 
Kocokan 2 90.2 89.83 88.56 81.2 80.7 79.4 
Kocokan 3 90.49 89.99 88.85 82.1 81.7 79.6 
Kocokan 4 90.335 89.915 88.93 91.05 87.15 83.2 
Kocokan 5 90.255 89.81 88.77 81.4 80.8 78.95 
Kocokan 6 90.205 89.96 88.805 82.05 82.2 80.05 
Kocokan 7 90.21 89.71 88.565 82.55 82.95 81 
Kocokan 8 90.83 90.305 89.11 82.1 82.4 80.45 
Kocokan 9 90.8 90.205 88.965 81.4 81.4 80.05 
Kocokan 10 90.84 90.255 89.075 81.3 81.8 79.65 
Purata 90.216 89.728 88.532 83.42 83.06 81.118 
 
Jadual 9.24 Keputusan kocokan pengezonan menegak set data MNIST dan BANGLA 
menggunakan PMSV 10 Kocokan 
Set Data MNIST BANGLA 
K K=32 K=8 K=2 K=32 K=8 K=2 
Asal 70.42 68.34 65.57 75.8 74.45 71.325 
Kocokan 1 67.46 66.28 63.24 76.075 74.375 72.1 
Kocokan 2 68.91 67.18 64.58 76.35 75.4 72.825 
Kocokan 3 68.84 66.79 63.82 76.825 75.425 72.75 
Kocokan 4 67.91 66.04 63.35 76.775 75.55 72.8 
Kocokan 5 68.05 66.11 63.42 75.6 74.575 71.825 
Kocokan 6 68.15 66.67 63.93 76.175 74.5 72.375 
Kocokan 7 68.24 66.62 64.17 76.025 74.5 72.6 
Kocokan 8 68.43 66.84 64.48 76.75 75.6 73.05 
Kocokan 9 67.99 66.07 63.11 76.275 75.525 72.65 
Kocokan 10 67.97 66.25 63.43 76.85 75.475 72.625 
Purata 68.397 66.654 63.918 76.318 75.034 72.448 
 
Jadual 9.25 pula menunjukkan hasil uji kaji 10 kocokan menggunakan PMA. 





Jadual 9.25 Keputusan kocokan pengezonan menegak menggunakan PMA 10 
kocokan 
Set Data HODA IFHCDB MNIST BANGLA 
K 0.2 0.3 0.2 0.3 0.2 0.3 0.2 0.3 
Asal 84.535 84.28 86.788 87.282 65 63.86 72.7 72.75 
Kocokan 1 88.005 87.855 76.55 79.55 62.9 62.33 72.2 70.875 
Kocokan 2 87.91 87.75 75.55 75.85 63.92 62.04 73.425 72.75 
Kocokan 3 88.045 87.545 76.65 75.75 62.92 62.87 73.575 72.3 
Kocokan 4 87.47 87.835 84.1 82.6 62.83 62.43 72.775 71.725 
Kocokan 5 87.885 87.175 75.45 76.55 63.26 62.11 72.75 71.375 
Kocokan 6 87.945 87.735 77.75 76.55 63.47 62.74 72.975 71.6 
Kocokan 7 87.655 87.04 78.5 76.15 63.52 62.14 72.975 71.725 
Kocokan 8 88.16 87.945 77.7 76.1 63.45 62.98 73.25 72.5 
Kocokan 9 87.955 87.64 77 75.55 62.73 61.91 71.475 72.375 
Kocokan 10 88.21 88.29 77.2 79.35 62.62 61.41 73.65 74.15 
Purata 87.616 87.372 78.476 78.298 63.329 62.438 72.886 72.193 
c. Keputusan uji kaji pengezonan 25-zon 
Keputusan uji kaji 25-zon dipersembahkan dengan hasil dari uji kaji taburan asal, 10-
bentangan dan 10 kocokan. Keputusan uji kaji taburan asal adalah pada Jadual 9.26 
untuk PMSV dan Jadual 9.27 untuk PMA.  
Jadual 9.26 Pengezonan 25-zon menggunakan PMSV Taburan Asal 
 Kos (K) 
Set Data K =32 K=8 K=2 
HODA 97.015 96.975 96.945 
IFHCDB 93.489 93.489 93.413 
MNIST 93.48 93.76 92.91 






Jadual 9.27 Pengezonan 25-zon menggunakan PMA taburan asal 
 Kadar Pembelajaran (KP) 
Set Data KP= 0.2 KP= 0.3 
HODA 96.02 96.205 
IFHCDB 94.153 93.888 
MNIST 91.93 91.35 
BANGLA 88.475 87.475 
 Keputusan uji kaji pada Jadual 9.26 menunjukkan keputusan uji kaji 
menggunakan PMSV. Keputusan 25-zon set data HODA memberikan keputusan 
melebihi 95 peratus kejayaan pengelasan. Keputusan yang direkodkan ialah 97.015 
menggunakan K=32. Set data IFHCDB, MNIST dan BANGLA memberikan 
keputusan lebih 90 peratus kejayaan pengelasan. Uji kaji menggunakan PMA pula 
pada Jadual 9.27, keputusan tertinggi berlaku pada set data HODA dengan nilai 
96.205 menggunakan KP=0.3. Hanya set data BANGLA memperoleh keputusan di 
bawah 90 peratus. Pada Jadual 9.28 dan Jadual 9.29, menunjukkan keputusan uji kaji 
menggunakan 10-bentangan. 
Jadual 9.28 Pengezonan 25-zon menggunakan PMSV 10-bentangan 
 Kos (K) 
Set Data K =32 K=8 K=2 
HODA 98.1039 98.1169 98.0987 
IFHCDB 94.7039 94.7153 94.6298 
MNIST 94.4343 94.4729 94.1457 
BANGLA 92.8651 92.8993 92.7326 
 
 Jadual 9.28 menunjukan keputusan yang tertinggi diperoleh adalah pada set 
data HODA dengan keputusan tertinggi ialah 98.1169 yang diperoleh menggunakan 
K=8. Set data IFHCDB, MNIST dan BANGLA kesemuanya memperoleh keputusan 
pengelasan melebihi 90 peratus kejayaan.  
Jadual 9.29 Pengezonan 25-zon menggunakan PMA 10-bentangan 
 Kadar Pembelajaran (KP) 
Set Data KP= 0.2 KP= 0.3 
HODA 97.3734 96.5933 
IFHCDB 95.2278 95.0057 
MNIST 92.3714 91.8086 




Jadual 9.29 menunjukkan kesemua set data memperoleh keputusan uji kaji 
menggunakan PMA melebihi 90 peratus. Set data HODA memperoleh keputusan 
tertinggi iaitu 97.3734 peratus dengan KP=0.2. Set data IFHCDB telah memperoleh 
keputusan 95 peratus. Untuk set data BANGLA menggunakan KP=0.3, keputusan uji 
kaji menghasilkan keputusan di bawah 90 peratus. 
 Setelah uji kaji 10-bentangan dilaksanakan, uji kaji berikut adalah berasaskan 
kepada 10 kocokan data. Jadual 9.30 dan Jadual 9.31 menunjukkan hasil uji kaji 
menggunakan 10 kocokan. 
Jadual 9.30 Keputusan kocokan pengezonan 25-zon menggunakan PMSV  
Set Data HODA IFHCDB 
K K=32 K=8 K=22 K=32 K=8 K=2 
Asal 97.015 96.975 96.945 93.489 93.489 93.413 
Kocokan 1 98.175 98.205 98.095 88.8 88.75 88.75 
Kocokan 2 97.87 97.71 97.895 89.8 89.8 89.4 
Kocokan 3 98.08 98.075 98.07 88.4 88.4 88.5 
Kocokan 4 97.98 98.08 98.065 88.35 88.35 88.05 
Kocokan 5 98.025 98.035 98.09 89.5 89.45 89.35 
Kocokan 6 97.995 97.99 97.975 90.4 90.4 90.2 
Kocokan 7 98.035 98.075 98.01 89.2 89.15 89.05 
Kocokan 8 98.06 98.085 97.975 88 88 87.6 
Kocokan 9 97.945 97.97 97.9 89.3 89.25 89.05 
Kocokan 10 99.54 99.525 99.235 97.1 97.1 96.35 
Purata 98.065 98.066 98.023 89.885 89.865 89.63 
Jadual 9.31 Keputusan kocokan pengezonan 25-zon menggunakan PMSV  
Set Data MNIST BANGLA 
K K=32 K=8 K=2 K=32 K=8 K=2 
Asal 93.48 93.76 92.91 90.05 90.125 89.925 
Kocokan 1 92.98 93.1 92.24 92.35 92.3 92.125 
Kocokan 2 92.78 92.94 92.18 92.925 93.15 92.8 
Kocokan 3 92.8 92.89 92.34 92.825 93 92.6 
Kocokan 4 93.03 93.16 92.09 92.25 92.45 91.875 
Kocokan 5 93.22 93.09 92.13 92.875 92.925 92.35 
Kocokan 6 93.14 93.24 92.53 92.275 92.725 92.325 
Kocokan 7 92.7 92.6 91.84 93 92.95 92.825 
Kocokan 8 93.21 93.21 92.47 93.225 93.025 92.75 
Kocokan 9 93.15 93.38 92.63 93.15 93.225 93.15 
Kocokan 10 92.7 92.67 91.99 93.35 93.275 92.95 




Keputusan menggunakan PMSV pada Jadual 9.30 dan Jadual 9.31 
menunjukkan set data HODA menperoleh keputusan tertinggi uji kaji. Keputusan 
yang tertinggi adalah 98.066 menggunakan K=8. Untuk set data IFHCDB, keputusan 
hasil kocokan adalah di bawah 90 peratus. Manakala set data MNIST dan BANGLA, 
keputusan yang diperoleh adalah melebihi 90 peratus kejayaan pengelasan.  
Jadual 9.32 Keputusan kocokan pengezonan 25-zon menggunakan PMA  
Set Data HODA IFHCDB MNIST BANGLA 
KP 0.2 0.3 0.2 0.3 0.2 0.3 0.2 0.3 
Asal 96.02 96.205 94.153 93.888 91.93 91.35 88.475 87.475 
Kocokan 1 96.415 97.455 91.45 91 91.33 91.4 90 89.225 
Kocokan 2 96.82 97.15 90.75 90.35 91.03 90.86 90.9 90.425 
Kocokan 3 97.26 97.325 91.1 90.6 91.03 91.12 90.475 89.425 
Kocokan 4 96.96 97.24 91.1 90.6 90.96 91.25 90.45 87.425 
Kocokan 5 96.585 97.41 90.85 90.5 91.01 91.39 89.7 90.175 
Kocokan 6 97.22 97.375 91.9 91.95 90.97 91.17 90.2 90.05 
Kocokan 7 95.625 97.185 91.65 91.3 90.87 90.55 90.875 90.375 
Kocokan 8 96.795 97.14 90.5 90.85 91.16 90.9 90.6 89.35 
Kocokan 9 96.435 97.2 91.3 91.4 90.73 91.17 90.175 88.875 
Kocokan 10 97.845 99.035 96.85 96.45 90.91 90.82 90.025 89.95 
Purata 96.725 97.338 91.745 91.5 91 91.089 90.17 89.341 
 
d. Keputusan uji kaji pengezonan berasaskan sudut 45 darjah 
Keputusan uji kaji berasaskan sudut 45 darjah juga akan melaporkan keputusan 
berasaskan taburan asal, diikuti dengan 10-bentangan dan kemudiannya ialah 10 
kocokan. Keputusan untuk taburan asal pada kaedah ini ditunjukkan pada Jadual 9.33 
untuk PMSV dan Jadual 9.34 untuk PMA. 
Jadual 9.33 Pengezonan berasaskan sudut 45 darjah menggunakan PMSV taburan asal 
 Kos (K) 
Set Data K =32 K=8 K=2 
HODA 92.155 91.485 90.175 
IFHCDB 90.3569 90.3759 88.9901 
MNIST 84.35 83.62 81.68 





Jadual 9.34 Pengezonan berasaskan sudut 45 darjah menggunakan PMA taburan asal 
 Kadar Pembelajaran (KP) 
Set Data KP= 0.2 KP= 0.3 
HODA 90.095 90.065 
IFHCDB 88.4017 87.8702 
MNIST 81.65 80.44 
BANGLA 78.65 78.5 
 
 Hasil keputusan pada Jadual 9.33 menunjukkan hanya set data digit 
Arab/Farsi/Jawi sahaja yang memperoleh keputusan melebihi 90 peratus. Manakala 
set data MNIST dan BANGLA keputusannya di bawah 85 peratus kejayaan 
pengelasan. Uji kaji menggunakan PMA pula pada Jadual 9.34 menunjukkan set data 
HODA sahaja memperoleh keputusan melebihi 90 peratus.  
 Jadual 9.35 dan Jadual 9.36 pula menunjukkan keputusan menggunakan 10-
bentangan menggunakan PMSV dan PMA. Untuk kedua-dua jadual ini, hanya set data 
HODA sahaja memperoleh keputusan melebihi 90 peratus. Set data lain di bawah 90 
peratus kecuali set data IFHCDB menggunakan PMA yang memperoleh hasil 
keputusan melebihi 90 peratus. 
Jadual 9.35 Pengezonan berasaskan sudut 45 darjah menggunakan PMSV 10-
bentangan 
 Kos (K) 
Set Data K =32 K=8 K=2 
HODA 94.0443 93.4756 92.5324 
IFHCDB 91.6088 91.1686 90.1726 
MNIST 83.4732 82.3593 80.1049 
BANGLA 86.19 85.1999 83.0054 
 
Jadual 9.36 Pengezonan berasaskan sudut 45 darjah menggunakan PMA 10-bentangan 
 Kadar Pembelajaran (KP) 
Set Data KP= 0.2 KP=0.3 
HODA 92.3568 92.2641 
IFHCDB 88.9333 88.8348 
MNIST 79.9859 79.5582 




 Jadual 9.37 dan Jadual 9.38 menunjukkan hasil uji kaji berasaskan 10 kocokan 
menggunakan PMSV. Hanya set data HODA memperoleh keputusan melebihi 90 
peratus pengecaman. Jadual 9.39  pula menunjukkan hasil uji kaji menggunakan 
PMA. Keputusan uji kaji pada Jadual 9.39 juga menunjukkan set data HODA sahaja 
memperoleh keputusan melebihi 90 peratus pengecaman. Keputusan tertinggi 
menggunakan KP=0.2.  
Jadual 9.37 Keputusan kocokan pengezonan berasaskan sudut 45 menggunakan 
PMSV 10 kocokan 
Set Data HODA IFHCDB 
K K=32 K=8 K=2 K=32 K=8 K=2 
Asal 92.155 91.485 90.175 90.357 90.376 88.99 
Kocokan 1 93.69 93.12 92.18 87.1 86.4 84.6 
Kocokan 2 94.09 93.405 92.425 86.6 84.6 82.95 
Kocokan 3 93.8 93.175 92.21 85.65 85.05 82.35 
Kocokan 4 93.97 93.285 92.225 85.6 84.9 82.75 
Kocokan 5 93.745 93.275 92.31 86.5 84.9 83.15 
Kocokan 6 94.165 93.685 92.595 86.45 84.5 83.25 
Kocokan 7 93.95 93.355 92.33 86.35 86.15 83.05 
Kocokan 8 93.71 93.145 92.025 85.8 85.35 83.15 
Kocokan 9 94.02 93.46 92.41 84.3 84.45 82.75 
Kocokan 10 94 93.525 92.44 84.45 83.95 82.15 
Purata 93.754 93.174 92.12 86.287 85.511 83.558 
Jadual 9.38 Keputusan kocokan pengezonan berasaskan sudut 45 menggunakan 
PMSV 10 kocokan 
Set Data MNIST BANGLA 
K K=32 K=8 K=2 K=32 K=8 K=2 
Asal 84.35 83.62 81.68 82.75 81.775 79.675 
Kocokan 1 83.28 82.07 79.86 85.1 84.55 82.025 
Kocokan 2 83.86 82.2 79.95 83.975 83.675 81.525 
Kocokan 3 83.54 82.14 80.05 85.85 84.4 82.875 
Kocokan 4 83.88 82.63 80.43 84.976 83.95 82.4 
Kocokan 5 83.92 82.83 80.27 87.175 86.2 83.9 
Kocokan 6 83.77 82.66 80.46 86.35 85.35 83.275 
Kocokan 7 83.9 82.73 80.3 85.8 85.2 82.825 
Kocokan 8 83.21 82.21 79.91 86.325 85.75 84 
Kocokan 9 83.29 82.21 79.91 85.85 84.3 82.4 
Kocokan 10 83.56 82.51 80.41 86.175 85.45 83.2 





Jadual 9.39 Keputusan kocokan pengezonan berasaskan sudut 45 darjah menggunakan 
PMA 10 kocokan 
Set Data HODA IFHCDB MNIST BANGLA 
KP 0.2 0.3 0.2 0.3 0.2 0.3 0.2 0.3 
Asal 90.095 90.065 88.402 87.87 81.65 80.44 78.65 78.5 
Kocokan 1 92.045 92.045 81.8 82.4 79.65 78.83 81.75 80.825 
Kocokan 2 92.23 92.12 82 80.8 79.8 79.29 81.5 81.15 
Kocokan 3 92.255 91.755 81.9 82.4 79.84 79.04 81.125 81.05 
Kocokan 4 92.425 92.315 81.9 82.25 80.35 79.91 80.575 81.675 
Kocokan 5 92.05 91.985 81.65 81.35 80.67 80.41 83.875 83.275 
Kocokan 6 92.59 92.145 82.25 81.2 80.52 80.32 81.7 82.05 
Kocokan 7 92.27 92.21 82.15 81.45 80.6 79.57 81.725 81.875 
Kocokan 8 92.315 91.87 82.3 82.95 79.84 80.17 83.625 82.75 
Kocokan 9 92.19 91.915 82.45 82.1 80.05 79.17 82.075 81.275 
Kocokan 10 92.105 92.12 81.55 81.35 80.06 79.98 81.975 81.35 
Purata 92.052 91.868 82.577 82.375 80.275 79.739 81.689 81.434 
 
 
e. Keputusan uji kaji pengezonan 33-zon 
Bahagian melaporkan keputusan uji kaji Pengezonan 33-zon mengikut urutan taburan 
asal, diikuti 10-bentangan dan diakhiri dengan 10 kocokan. 
 Jadual 9.40 dan Jadual 9.41 menunjukkan hasil uji kaji berasaskan taburan 
asal. Pada Jadual 9.40, uji kaji dilaksanakan menggunakan PMSV. Keputusan uji kaji 
untuk set data HODA dan MNIST mencapai kejayaan membanggakan apabila set data 
HODA memperoleh keputusan tertinggi 97.295 peratus. Manakala set data MNIST 
pula memperoleh 95.4 peratus. Set data IFHCDB sekadar memperoleh keputusan 
tertinggi 93.641 dan set data BANGLA sebanyak 90.275 peratus. 
Jadual 9.40 Pengezonan 33-zon menggunakan PMSV taburan asal 
 Kos (K) 
Set Data K =32 K=8 K=2 
HODA 97.295 97.295 97.245 
IFHCDB 93.584 93.584 93.641 
MNIST 95.35 95.4 95.15 





Jadual 9.41 menunjukkan hasil uji kaji menggunakan PMA taburan asal. 
Keputusan yang diperoleh menggunakan PMA pada set data HODA adalah sangat 
membanggakan dengan KP= 0.3 memperoleh keputusan tertinggi iaitu 99.695 peratus 
dan KP=0.2 pula memperoleh keputusan 99.665 peratus. Set data IFHCDB dan 
MNIST keputusan tertinggi ialah 94.856 dan 94.06 peratus. Set data BANGLA 
sekadar memperoleh keputusan 88.775 peratus.  
Jadual 9.41 Pengezonan 33-zon menggunakan PMA taburan asal 
 Kadar Pembelajaran (KP) 
Set Data KP=0.2 KP= 0.3 
HODA 99.665 99.695 
IFHCDB 94.685 94.856 
MNIST 94.06 88.66 
BANGLA 88.775 87.023 
 
 Jadual 9.42 menunjukkan keputusan menggunakan PMSV 10-bentangan. 
Keputusan tertinggi yang diperoleh ialah pada set data HODA dimana keputusannya 
ialah 98.385 peratus. Set data IFHCDB keputusan tertinggi pula memperoleh 94.715 
peratus, set data MNIST 95.18 peratus dan set data BANGLA sekadar memperoleh 
93.335 peratus. Jadual 9.43 pula menunjukkan keputusan menggunakan PMA 10-
bentangan. Keputusan tertinggi yang diperoleh pada set data HODA iaitu 97.845 
peratus. Keputusan tertinggi set data IFHCDB pula 95.775 peratus. Set data MNIST 
memperoleh keputusan tertinggi 93.693 peratus dan set data BANGLA sekadar 
92.514 peratus.  
Jadual 9.42 Pengezonan 33-zon menggunakan PMSV 10-bentangan 
 Kos (K) 
Set Data K = 32 K= 8 K= 2 
HODA 98.385 98.385 98.377 
IFHCDB 94.67 94.67 94.715 
MNIST 95.173 95.18 94.939 






Jadual 9.43 Pengezonan 33-zon menggunakan PMA 10-bentangan 
 Kadar Pembelajaran (KP) 
Set Data KP=0.2 KP =0.3 
HODA 97.845 96.714 
IFHCDB 95.775 95.473 
MNIST 93.693 86.79 
BANGLA 91.514 85.572 
Jadual 9.44 dan Jadual 9.45 adalah keputusan menggunakan data hasil dari 10 
kocokan. Keputusan tertinggi dicapai oleh set data HODA iaitu 98.19 peratus 
menggunakan K=32. Set data IFHCDB pula memperoleh 89.249 peratus. Keputusan 
tertinggi set data MNIST ialah 95.072 peratus dan set data BANGLA ialah 92.775 
peratus.  
Uji kaji menggunakan PMA 10 kocokan dalam Jadual 9.46, keputusan 
tertinggi set data HODA ialah 97.956 peratus menggunakan KP=0.2. Set dat IFHCDB 
pula memperoleh 92.68 peratus. Untuk set data yang bukan berasaskan digit 
Arab/Farsi/Jawi, set data MNIST memperoleh 93.623 peratus dan set data BANGLA 
pula 90.975 peratus.  
Jadual 9.44 Keputusan kocokan pengezonan 33-zon menggunakan PMSV 10 kocokan 
Set Data HODA IFHCDB 
K K=32 K=8 K=2 K=32 K=8 K=2 
Asal 97.295 97.295 97.245 93.584 93.584 93.641 
Kocokan 1 98.365 98.355 98.31 88.9 88.9 88.65 
Kocokan 2 98.32 98.325 98.25 88.4 88.4 88.45 
Kocokan 3 98.1 98.085 98.065 89.6 89.6 89.65 
Kocokan 4 98.285 98.275 98.195 88.75 88.75 88.75 
Kocokan 5 98.255 98.25 98.22 88.5 88.5 88.5 
Kocokan 6 98.275 98.27 98.175 89.1 89.1 88.7 
Kocokan 7 98.365 98.35 98.285 89.2 89.2 89.15 
Kocokan 8 98.12 98.125 98.15 89.85 89.85 89.7 
Kocokan 9 98.395 98.395 98.415 87.7 87.7 87.6 
Kocokan 10 98.31 98.315 98.28 88.15 88.15 88.4 







Jadual 9.45 Keputusan kocokan pengezonan 33-zon menggunakan PMSV 10 kocokan 
Set Data MNIST BANGLA 
K K=32 K=8 K=2 K=32 K=8 K=2 
Asal 95.35 95.4 95.15 90.275 90.25 90.2 
Kocokan 1 94.91 94.91 94.61 93.375 93.4 93.175 
Kocokan 2 95.05 95.09 94.68 92.625 92.525 92.725 
Kocokan 3 95.3 95.3 95.04 93.425 93.425 93.15 
Kocokan 4 95.03 95.08 94.73 92.825 92.875 92.85 
Kocokan 5 95.01 95.04 94.89 92.675 92.7 92.8 
Kocokan 6 95.13 95.13 94.79 93.35 93.375 93.35 
Kocokan 7 94.87 94.87 94.51 93 92.975 92.975 
Kocokan 8 94.84 94.84 94.75 92.65 92.7 92.675 
Kocokan 9 94.79 94.8 94.63 93.4 93.375 93.375 
Kocokan 10 95.33 95.33 95.08 92.7 92.65 92.575 
Purata 95.055 95.072 94.805 92.755 92.75 92.714 
Jadual 9.46 Keputusan kocokan pengezonan 33-zon menggunakan PMA 10 kocokan 
Set Data HODA IFHCDB MNIST BANGLA 
KP 0.2 0.3 0.2 0.3 0.2 0.3 0.2 0.3 
Asal 99.665 99.695 94.685 94.856 94.06 88.66 88.775 87.023 
Kocokan 1 97.895 96.725 92.6 91.9 93.4 86.34 91.225 85.175 
Kocokan 2 97.915 95.565 92.35 92 93.77 77.76 91.125 85.45 
Kocokan 3 97.54 96.23 92.45 92.55 93.73 86.02 91.075 86.375 
Kocokan 4 97.805 96.175 92.8 92.75 93.58 86.74 91.4 84.75 
Kocokan 5 97.695 97.07 92 91.1 93.55 86.74 91.125 85.075 
Kocokan 6 97.68 96.71 92.05 91.45 93.24 87.35 91.325 85.65 
Kocokan 7 97.89 97.07 93.15 92.05 93.29 87.32 91.15 85.2 
Kocokan 8 97.775 96.775 92.55 92.9 93.79 88.23 91.25 86.525 
Kocokan 9 97.85 97.005 92.5 92.3 93.53 88.4 91.325 86.8 
Kocokan 10 97.805 95.945 92.35 91.95 93.91 84.68 90.95 85.875 
Purata 97.956 96.815 92.68 92.346 93.623 86.204 90.975 85.809 
 
 
f. Analisa keputusan algoritma cadangan dengan kajian literatur 
















(Ebrahimpour et al. 2010) PMA 97.52 - - 
(Ebrahimpour et al. 2009) PMA 95.3 - - 
(Javidi & Sharifizadeh 2012) PMA 98.16 - - 
(Mohammad Masoud Javidi et 
al. 2011) PMA 97.73 - - 
(Moradi 2010) PMA 96 - - 
(Rajabi et al. 2012) PMSV 98.9 - - 
Algoritma cadangan- 
Pengezonan Satah Cartisan PMSV 90.345 92.002 91.976 
Algoritma cadangan- 
Pengezonan Satah Cartisan PMA 88.325 90.4004 90.51 
Algoritma cadangan- 
Pengezonan Mendatar PMSV 91.62 94.082 93.777 
Algoritma cadangan- 
Pengezonan Mendatar PMA 90.21 92.738 92.28 
Algoritma cadangan- 
Pengezonan Menegak PMSV 87.84 90.867 90.216 
Algoritma cadangan 
Pengezonan Menegak PMA 84.535 88.001 87.616 
Algoritma cadangan- 
Pengezonan 25-zon PMSV 97.015 98.1169 98.066 
Algoritma cadangan- 
Pengezonan 25-zon PMA 96.205 97.3734 97.338 
Algoritma cadangan- 
Pengezonan Berasaskan Sudut 
45 darjah 
PMSV 92.155 94.0443 93.754 
Algoritma cadangan- 
Pengezonan Berasaskan Sudut 
45 darjah 
PMA 90.095 92.3568 92.052 
Algoritma cadangan- 
Pengezonan 33-zon PMSV 97.295 98.385 98.19 
Algoritma cadangan- 
Pengezonan 33-zon 






Berasaskan kepada Jadual 9.47, analisa dibahagikan kepada tiga bahagian 
iaitu: 
 
i. Analisa Berasaskan Taburan Asal Data 
Perlaksanaan uji kaji yang dilaksanakan menggunakan taburan asal 
data adalah sama seperti yang dilaksanakan oleh penyelidik 
dalamJadual 9.47. Algoritma yang dicadangkan iaitu Pengezonan 33-
zon menggunakan PMA memberikan keputusan yang tertinggi dan 
mengatasi kajian literatur. Pengezonan yang sama juga menggunakan 
PMSV turut mengalahkan sebahagian kajian literatur. Turut 
mengalahkan sebahagian kajian literatur adalah Pengezonan 25-non.  
 Hasil dari keputusan ini, dapat disimpulkan bahasa fitur vektor 
yang lebih banyak iaitu 33-zon yang mempunyai 297 fitur memberikan 
ketepatan yang lebih tinggi berbanding fitur Pengezonan 25-zon iaitu 
225 fitur.  
ii. Analisa Berasaskan 10-bentangan 
Uji kaji berasaskan 10-bentangan diperoleh dengan menyatukan data 
latihan dan ujian. Kemudian uji kaji 10 bentangan dilaksanakan. Dari 
Jadual 9.47, Pengezonan 33-zon menggunakan PMSV memperoleh 
kedudukan kedua tertinggi selepas kaedah yang dicadangkan oleh 
Rajabi et al. (2012). Pengezonan 25-zon turut memberikan keputusan 
yang baik dengan mengalahkan sebahagian kajian literatur seperti pada 
Jadual 9.47. 
 Hasil dari uji kaji ini membuktikan walaupun uji kaji 
dilaksanakan menggunakan taburan data 10-bentangan, keputusan uji 
kaji tetap memberikan keputusan yang baik malah pada Pengezonan 
33-zon dan 25-zon menggunakan PMSV, uji kaji 10-bentangan ini 





iii. Analisa Berasaskan kepada 10 kocokan 
Untuk menambahkan keyakinan algoritma yang dicadangkan, uji kaji 
menggunakan 10 kocokan data dilaksanakan. Uji kaji ini pada 
Pengezonan 33-zon dan 25-zon mengalahkan sebahagian kajian 
literatur pada Jadual 9.47. Uji kaji ini turut memberikan keputusan 
yang lebih baik dibandingkan dengan taburan asal kecuali taburan asal 
Pengezonan 33-zon menggunakan PMA.  
 Hasil dari uji kaji ini, terbukti bahawa walau apa jua uji kaji 
baik secara taburan asal data, 10-bentangan dan juga 10 kocokan; 
keputusan yang diperoleh tidak jauh beza dan algoritma yang 
dicadangkan boleh digunakan pada apa jua kombinasi data. 
  
Setelah melakukan analisan ke atas hasil keputusan algortima dicadangkan 
dengan kajian literatur pada set data HODA, analisa berikutnya pula pada set data 
IFHCDB. Jadual 9.48 menunjukkan keputusan kajian dari literatur dan juga keputusan 
dari algoritma yang dicadangkan. Analisa pada bahagian ini turut membincangkan 
kepada tiga bahagian iaitu:  
i. Analisa Berasaskan Taburan Asal Data 
Pengezonan 33-zon menggunakan PMA adalah keputusan terbaik 
dibandingkan pengezonan-pengezonan yang penulis cadangkan. Walau 
bagaimana pun, Pengezonan 33-zon ini hanya dapat mengatasi kaedah 
yang dicadangkan oleh Mozaffari et al. (2004) dan tidak dapat 
menandingi keputusan uji kaji Alaei et al. (2009). Pengezonan 33-zon 
menggunakan PMSV dan juga Pengezonan 25-zon menggunakan PMA 
dan PMSV turut memberikan keputusan yang terbaik dibandingkan 
dengan (Mozaffari et al. 2004) 
 Hasil dari analisa ini, ketepatan uji kaji tidak seberapa baik 




taburan data ujian yang tidak sama dibandingkan dengan set data 
HODA, MNIST dan BANGLA. Juga disebabkan bilangan set data 
latihan dan ujian yang tidak cukup banyak dibandingkan dengan set 
data HODA.  
ii. Analisa Berasaskan 10-bentangan 
Berdasarkan kepada keputusan dari Jadual 9.48 menunjukkan, uji kaji 
menggunakan 10-bentangan memberikan keputusan yang lebih baik 
berbanding dengan taburan asal. Keputusan yang tertinggi diperoleh 
dari Pengezonan 33-zon menggunakan PMA iaitu 95.775 peratus. 
Keputusan ini mengatasi Mozaffari et al. (2004) tetapi masih di bawah 
Alaei et al. (2009). Turut mengatasi kajian Mozaffari et al. (2004) ialah 
Pengezonan 33-zon menggunakan PMSV dan juiga Pengezonan 25-
zon menggunakan PMA dan PMSV. 
 Hasil kajian ini turut membuktikan bahawa taburan data yang 
pelbagai mampu memberikan keputusan yang baik berbanding taburan 
asal data. Konsistensi keputusan yang tidak jauh beza antara taburan 
asal dan 10-bentangan menguatkan lagi keboleh percayaan algoritma 
cadangan.  
iii. Analisa Berasaskan 10 kocokan 
Keputusan berasaskan kepada 10 kocokan tidak memberikan keputusan 
yang lebih baik. Ini disebabkan penulis telah menetapkan bilangan data 
ujian yang sama pada setiap kelas yang berasaskan kesamaan bilangan 
antara kelas dalam set ujian set data HODA, MNIST dan BANGLA. 
Keputusan tertinggi berasaskan uji kaji 10 kocokan ialah 92.346 yang 
diperoleh dari Pengezonan 33-zon menggunakan PMA. Keputusan ini 
mengatasi Mozaffari et al. (2004). Turut mengatasi Mozaffari et al. 





Jadual 9.48 Perbandingan hasil uji kaji dengan kajian literatur untuk set data IFHCDB 






(Alaei et al. 2009) PMA 96.68 - - 
(Mozaffari et al. 








PMA 90.3948 90.1848 83.26 
Algoritma cadangan- 
Pengezonan Mendatar PMSV 89.882 91.638 89.882 
Algoritma cadangan- 
Pengezonan Mendatar PMA 88.44 89.419 81.599 
Algoritma cadangan- 
Pengezonan Menegak PMSV 90.414 90.478 83.42 
Algoritma cadangan 
Pengezonan Menegak PMA 87.282 87.603 78.476 
Algoritma cadangan- 
Pengezonan 25-zon PMSV 93.489 94.7153 89.885 
Algoritma cadangan- 
Pengezonan 25-zon PMA 94.153 95.2278 91.745 
Algoritma cadangan- 
Pengezonan 
Berasaskan Sudut 45 
darjah 
PMSV 92.155 91.6088 86.287 
Algoritma cadangan- 
Pengezonan 
Berasaskan Sudut 45 
darjah 
PMA 88.4017 88.9333 82.577 
Algoritma cadangan- 









g. Analisa keputusan uji kaji dengan fitur cadangan 
Sembilan fitur segitiga iaitu pada Jadual 5.2 menghasilkan satu nilai pada setiap fitur. 
Pengezonan Satah cartisan yang ditambah pula telah menambahkan lagi fitur  dari 
sembilan kepada 45 fitur. Dengan penambahan zon seperti ditunjukkan pada Rajah 5.7 
menjadikan lima segitiga terbentuk. Setiap satu segitiga memberikan nilai yang 
berbeza terhadap sudut, kecerunan dan nisbah sisi segitiga. Penambahan ini 
menghasilkan nilai pengecaman tertinggi taburan asal 90.345%, 10-bentangan 
92.002% dan 10 kocokan 91.976% menggunakan PMSV seperti pada Jadual 9.47 
untuk set data HODA.  Pada Jadual 9.48, keputusan yang diberikan turut terdapat 
pengecaman melebihi 90% pada set data IFHCDB kecuali 10 kocokan. 
 Kajian seterusnya mencadangkan beberapa fitur vektor lanjutan yang 
menambahkan lagi bilangan segitiga. Fitur vektor lanjutan adalan dari Pengezonan 
Mendatar, Menegak, 25-zon, berasaskan sudut 45 darjah dan 33-zon. Pengezonan 
mendatar, bilangan segitiga yang disumbangkan adalah 7 zon,  keputusan pada Jadual 
9.47 keputusannya meningkat dengan penambahan zon. Manakala pada jadual 9.48 
pada set data IFHCDB, keputusannya menurun. Ini berkemungkinan disebabkan oleh 
taburan data ujian yang tidak sekata seperti ditunjukkan pada Jadual 4.7. 
 Pengezonan Menegak juga menghasilkan 7 zon. Walau bagaimanapun, 
keputusan pengecaman adalah lebih rendah dari Pengezonan Satah Cartisan dan 
Mendatar pada set data HODA dan IFHCDB dalam Jadual 9.47 dan Jadual 9.48. 
Pengezonan Menegak, menyebabkan jarak antara bucu B ke A dan A ke C lebih 
hampir berbanding Pengezonan Satah Cartisan dan Mendatar. 
 Penggunaan Zon sebanyak sembilan dari Pengezonan berasaskan kepada sudut 
45 darjah memberikan keputusan yang lebih baik dari  Pengezonan Satah Cartisan, 
Mendatar dan Menegak pada set data HODA dan IFHCDB. Hanya IFHCDB, PMA 
memberikan nilai yang lebih rendah dari Pengezonan Mendatar dan Satah Cartisan. 
 Jelas menunjukkan pada Jadual 9.47 dan Jadual 9.48 apabila zon ditambahkan 
kepada 25 keputusan adalah lebih baik. Seterusnya, apabila ditambahkan kepada 33-
zon, hasilnya adalah lebih baik dan dapat mengatasi kajian literatur. Maka dapat 
disimpulkan di sini, pengezonan menghasilkan lebih banyak segitiga menyumbang 
kepada ketepatan pengecaman. Zon sebanyak 33 sudah memadai untuk mengatasi 




9.1.3 Keputusan Uji Kaji III 
Uji kaji ini berasaskan kepada objektif, kepentingan, input, proses dan output berikut: 
i. Objektif: Mendapatkan peratusan pengecaman menggunakan 
Pengelasan Mesin Tak Terselia. 
ii. Kepentingan: Fitur cadangan bukan sahaja diuji kaji menggunakan 
PMT, tetapi turut juga diuji menggunakan PMTT. Variasi ini 
mengukuhkan lagi fitur cadangan ini boleh diaplikasikan sama ada 
menggunakan PMT mahupun PMTT.  
iii. Input: Set data piawai HODA 
iv. Algoritma: Fitur Model Segitiga dengan Pengezonan Satah Cartisan 
dan Pengezonan 25-zon, Kaedah Jarak Euclidan dengan Min Ketepatan 
Purata. 
v. Output: Peratusan ketepatan mengikut kelas yang terdapat dalam set 
data HODA. 
a.  Keputusan uji kaji pengezonan satah cartisan 
Keputusan uji kaji menggunakan PMTT ditunjukkan pada Jadual 9.49 dilaksanakan 
ke atas set data HODA. Hasil dari uji kaji menggunakan fitur dari Pengezonan Satah 
Cartisan memberikan purata 87.671 peratus kejayaan bagi keputusan 5 teratas 
manakala keputusan 10 teratas keputusannya lebih rendah iaitu 86.380 peratus. Kelas 
yang memperoleh kejayaan pengecaman yang tertinggi 5 teratas ialah kelas HODA1 
dan HODA8 yang masing-masing memperoleh 96.924 dan 96.757 peratus kejayaan. 
Kelas HODA4 memperoleh peratus kejayaan yang rendah iaitu 62.275 peratus dan 





Jadual 9.49 Uji kaji PMTT menggunakan Kaedah Jarak Euclidan dengan Min Purata 
Ketepatan berasaskan pengezonan satah cartisan 
Kelas UML-MAP 
5 teratas 10 teratas 
HODA0 93.728 92.459 
HODA1 96.924 96.511 
HODA2 88.075 86.834 
HODA3 76.671 73.861 
HODA4 62.275 59.812 
HODA5 92.077 91.541 
HODA6 86.454 84.550 
HODA7 93.726 92.976 
HODA8 96.757 96.276 
HODA9 90.018 88.982 
Purata  87.671 86.380 
b.  Keputusan uji kaji pengezonan 25-zon 
Uji kaji menggunakan PMTT turut dilaksanakan terhadap Pengezonan 25-zon. 
Keputusan uji kaji ditunjukkan pada Jadual 9.50. Keputusan menunjukkan kejayaan 
pengecaman kelas HODA8, HODA1 dan HODA0 memperoleh peratusan tertinggi 
iaitu 99.505, 99.301 dan 99.015 peratus. Kelas HODA7 pula memperoleh 98.644 
peratus. Hanya kelas HODA3 dan HODA4 peratusan kejayaan di bawah 90 peratus 
iaitu 84.392 dan 80.663 peratus. Purata keseluruhan ialah 93.906 peratus untuk 5 
teratas dan 93.026 untuk 10 teratas. 
Jadual 9.50 Uji kaji PMTT menggunakan Kaedah Jarak Euclidan dengan Min Purata 
Ketepatan berasaskan pengezonan 25-zon 
 Kelas UML-MAP 
5 teratas 10 teratas 
HODA0 99.015 98.84289 
HODA1 99.30132 99.22072 
HODA2 92.60021 91.54357 
HODA3 84.39208 82.36052 
HODA4 80.66292 77.94226 
HODA5 96.31132 95.6361 
HODA6 93.97132 92.74169 
HODA7 98.64403 98.42868 
HODA8 99.50528 99.41883 
HODA9 94.65611 93.84098 




c.  Analisa keputusan PMTT dan perbandingan dengan PMT 
Jadual 9.51 menunjukkan keputusan uji kaji PMTT dibandingkan dengan keputusan 
uji kaji PMT yang memperoleh keputusan tertinggi antara PMSV dan PMA. Dari 
Jadual 9.51 ini jelas menunjukkan PMT sama ada menggunakan PMSV dan PMA 
memberikan keputusan uji kaji yang lebih baik dari PMTT.  Analisa juga dapat dibuat 
dari aspek pertambahan zon. Pengecaman meningkat apabila lebih banyak zon 
dihasilkan dari pengezonan lanjutan. Lima zon dari Pengezonan Satah Cartisan tidak 
dapat menyaingi Pengezonan 25-zon.  
Jadual 9.51 Perbandingan antara PMTT dan PMT ke atas set data HODA 
Uji Kaji Keputusan 
Pengezonan Satah Cartisan menggunakan 
PMT-PMSV 91.724 
Pengezonan Satah Cartisan menggunakan 
PMTT 87.671 
Pengezonan 25-zon menggunakan 
PMT-PMA 94.153 
Pengezonan 25-zon menggunakan PMTT 93.906 
 
 Keputusan uji kaji menggunakan PMTT Jadual 9.51 tidak mampu memperoleh 
keputusan yang lebih baik berbanding PMT pada Jadual 9.47. Ini kerana keputusan 
yang diperoleh adalah berasaskan keputusan 5 dan 10 teratas dan bukannya 






9.1.4 Keputusan Uji Kaji IV 
Keputusan ujikaji ini berasaskan kepada objektif, kepentingan, input, proses dan 
output berikut: 
i. Objektif: Mendapatkan peratusan pengecaman ke atas set data khat 
Arab yang dibangunkan. 
ii. Kepentingan: Mengenal pasti kategori bentuk huruf yang memberikan 
keputusan pengecaman yang terbaik untuk PJD.  
iii. Input: Set data khat. 
iv. Algoritma: Pembelajaran Mesin Terselia iaitu menggunakan PMSV 
dan PMA 
v. Output: Peratusan ketepatan mengikut kelas yang terdapat dalam set 
data khat Arab dan cadangan huruf khat terbaik untuk mengenal pasti 
jenis khat dalam manuskrip.  
Jadual 9.52 menunjukkan keputusan yang diperoleh dari uji kaji menggunakan 
PMSV ke atas set data khat Arab yang dibangunkan sendiri. Uji kaji dilaksanakan 
dengan berasaskan kepada uji kaji 10-bentangan. Pada Jadual 9.52, imej yang 
disertakan hanyalah mengambarkan kategori. Pada setiap kategori, terdapat lima kelas 
iaitu kelas khat Thuluth, Nasakh, Diwani, Farisi dan Riqah. 
Purata ketepatan dari uji kaji berasaskan PMSV 10-bentangan ialah 90.541 
peratus. Kategori yang melebihi 95 peratus ketepatan ialah kategori 015 yang 
memperoleh 97.0345 peratus. Kategori yang memperoleh lebih 90 peratus dan di 
bawah 95 peratus ialah kategori 002, 003, 004, 006, 007, 009, 011, 012, 014 dan 018. 
Kategori ini adalah sebanyak sepuluh kategori. Manakala kategori di bawah 90 
peratus hanyalah sebanyak lapan kategori. Manakala uji kaji menggunakan PMA pula 




Jadual 9.52 Uji kaji set data khat Arab menggunakan PMSV 10-bentangan 





































































Jadual 9.53 Uji kaji set data khat Arab menggunakan PMA 10-bentangan 




































































Uji kaji pada Jadual 9.53 menunjukkan keputusan uji kaji menggunakan PMT 
pengelas PMA menggunakan KP= 0.2. Uji kaji ini berasaskan kepada 10-bentangan. 
Secara purata uji kaji ini memberikan purata 92.71951 peratus. Uji kaji menggunakan 
PMA adalah lebih baik dari PMSV. Peratus yang tertinggi diperoleh adalah dari 
kategori 015 dengan ketepatan 96.075 peratus. Kemudiannya diikuti oleh kelas 018 
yang memperoleh ketepatan 97.7143 peratus. Kedudukan yang ketiga tertinggi pula 
diperoleh dari kategori 004 dengan ketepatan 96.7636 peratus. 
 Dari keputusan uji kaji Jadual 9.53, enam kategori memperoleh keputusan 
pengelasan melebihi 95 peratus. Kategorinya ialah 004, 006, 012, 014, 015 dan 018. 
Manakala kategori antara 90 peratus sehingga 94.9 peratus pula sebanyak sembilan 
kategori. Kategorinya ialah 001, 003, 007, 008, 009, 010, 011, 013 dan 016. Untuk 
kategori antara 85-89.9 peratus pula sebanyak tigaq kategori iaitu 002, 017 dan 019. 
Manakala kategori antara 80-84.9 peratus pula sebanyak satu kategori iaitu 005. 
a. Analisa keputusan uji kaji IV  
Jadual 9.54, Jadual 9.55, Jadual 9.56 dan Jadual 9.57 menunjukkan perbandingan 
antara uji kaji menggunakan PMSV dan PMA mengikut pembahagian peratusan. 













4350 97.0345 98.7356 
018 
 
3500 - 97.7143 
004 
 
2750 - 96.7636 
014 
 
4000 - 96.075 
006 
 
4950 - 95.6566 
012 
 




 Pada Jadual 9.54 menunjukkan uji kaji menggunakan PMA mempunyai lima 
kategori lebih dari uji kaji PMSV. Ini menunjukkan uji kaji PMA menggunakan fitur 
vektor dari pengezonan 33-zon memberikan keputusan terbaik dan lebih kategori khat 
yang berjaya mencapai keputusan lebih dari 95 peratus.  













3950 - 93.2405 
002 
 
5000 90.1 - 
003 
 
3950 92.5823 92.6076 
004 
 
2750 93.3818 - 
006 
 
4950 92.4848 - 
007 
 
2950 93.0508 93.6271 
008 
 
2400 - 92.2917 
009 
 
3500 90.7143 91.2857 
010 
 
2900 - 92.7586 
011 
 
2900 92.1379 93.4483 
012 
 
4550 92.8791 - 
013 
 
2900 - 93.1724 
014 
 
4000 93.025 - 
016 
 
3500 - 94.1714 
018 
 
3500 94.4 - 
 Pada Jadual 9.55 menunjukkan PMSV memperoleh sepuluh kategori antara 




kategori, uji kaji PMA melebihi PMSV. Pada Jadual 9.56 pula menunjukkan 
perbandingan keputusan antara 85-89.9 peratus.  













3950 89.1392 - 
002 
 
5000 - 86.56 
008 
 
2400 88.7917 - 
010 
 
2900 88.3103 - 
013 
 
2900 88.6207 - 
016 
 
3500 89.8286 - 
017 
 
2500 - 85.52 
019 
 
4650 87.8495 88.6667 
 Jadual 9.56 menunjukkan keputusan uji kaji menggunakan PMA hanya tiga 
sahaja jatuh pada julat 85-89.9 peratus. Juga, keputusan yang diperoleh adalah lebih 
baik dari uji kaji menggunakan PMSV. Manakala pada Jadual 9.57 menunjukkan julat 
terakhir iaitu 80-84.9 peratus. 













4200 84.6667 84.1667 
017 
 
2500 81.28 - 
 Pada Jadual 9.57 menunjukkan hanya satu kategori dari uji kaji menggunakan 




PMSV pula dua kategori berada pada julat 80-84.99 peratus. Hasil dari uji kaji ini 
dapat disimpulkan bahawa, pengezonan 33-zon ke atas set data khat Arab yang 
dibangunkan memberikan keputusan yang baik. Juga, dapat dikenal pasti melalui uji 
kaji bahawa huruf د, س, ك, م, ن , لا memberikan keputusan pengecaman/pengelasan 
melebihi 95 peratus menggunakan pengelas PMA. Manakala huruf ن pula bagi 
pengelas PMSV. Maka huruf-huruf ini adalah huruf yang sangat baik bagi menyiasat 
jenis-jenis khat yang terdapat dalam manuskrip Melayu lama. Juga boleh digunakan 
huruf-huruf yang memperoleh julat antara 90-94.9 peratus untuk tujuan yang sama.  
 Kajian paleografi yang dilaksanakan oleh Gallop (2005) menggunakan huruf 
kaf(ـك) sebagai menentukan manuskrip Melayu lama berasal dari Acheh. Huruf 
kaf(ـك) yang digunakan oleh Gallop (2005) telah dikategorikan kepada bentuk huruf 
012.   Daalam kajian ini, uji kaji yang telah dilaksanakan mendapati kategori 002 
memperoleh keputusan 95.2088 menggunakan PMA pada Jadual 9.54.  Keputusan 
92.8791 menggunakan PMSV pada Jadual 9.55. Jelas menunjukkan pemilihan huruf 
yang dilakukan oleh Gallop (2005) adalah tepat dan dapat membezakan jenis khat. 
Keputusan uji kaji yang kami lakukan juga mendapati menggunakan PMA huruf kaf 
(ـك) memperoleh keputusan kategori atas 95 peratus. Walau bagaimanapun, selain dari 
huruf kaf(ـك), juga boleh digunakan bentuk-bentuk huruf yang berada dalam kategori 
terutamanya pada Jadual 9.54 dan Jadual 9.55.  Huruf-huruf yang tidak dipilih oleh 
Gallop (2005) kerana tidak mempunyai perbezaan yang nyata menggunakan 
pandangan mata manusia, namun berdasarkan piksel, komputer mendapati terdapat 
perbezaan yang amat ketara.  Maka, berasaskan dari hasil uji kaji, kami 
mencadangkan penggunaan kategori huruf pada Jadual 9.54 iaitu 004, 006, 012, 014, 
015 dan 018 yang berada pada julat 95 peratus teratas dijadikan pilihan utama oleh 
pakar paleografi dalam menentukan jenis khat yang terdapat dalam manuskrip Melayu 
lama. Kategori-kategori huruf yang berada pada julat 90-94.9 peratus pada Jadual 9.55 
juga boleh digunakan sebagai pilihan kedua. Kategori yang perlu dielakkan ialah 





9.1.5 Prestasi Algoritma Cadangan Berasaskan Masa dan Ruang Ingatan 
Setelah ketepatan ukuran algoritma diukut menggunakan PMT dan PMTT.  Masa 
larian dan ruang ingatan diukur sebagai nilai tambah kajian. Pada masa ini, 
pengukuran prestasi algoritma ke atas set data digit HODA, IFHCDB, MNIST dan 
BANGLA hanya diukur berasaskan kepada ketepatan pengelasan seperti yang 
dilaksanakan pada set data HODA oleh Ebrahimpour et al. (2010), Ebrahimpour et al. 
(2009), Javidi & Sharifizadeh (2012), Mohammad Masoud Javidi et al. (2011), 
Moradi (2010) dan Rajabi et al. (2012) dan juga Alaei et al. (2009) dan Mozaffari et 
al.(2004) pada set data IFHCDB.  
Pengukuran prestasi ruang ingatan dilaksanakan menggunakan metod  
Runtime.getRuntime().totalMemory() manakala masa larian algoritma pula 
menggunakan metod System.currentTimeMilis(). Kedua-dua metod ini adalah pustaka 
terbina di dalam Java. Prestasi masa dan ruang ingatan diukur adalah berasaskan 
kepada Pengezonan 25-zon. Pengezonan. Pengezonan 33-zon tidak dilaksanakan 
memandangkan, Pengezonan berasaskan Sudut 45 darjah dilaksanakan secara 
berasingan di dalam persekitaran pembangunan. Spesifikasi Komputer dan perisian 
yang digunakan dalam pengukuran prestasi masa dan ruang ingatan pada Jadual 9.58 
dan 9.59.  
Jadual 9.58 Spesifikasi komputer 
Perkakasan Perincian 
Komputer Alienware M14x R2 
Prosessor 3rd generation Intel® Core™ i7-3720QM 
Processor(2.6GHz w ith Turbo Boost 2.0 
up to 3.6GHz, 6MB Cache 
Ingatan 12GB 1600MHZ DDR3 SDRAM (1 x 4G 
+ 1 x 8G) 






Jadual 9.59 Spesifikasi perisian 
Perisian Perincian 
Sistem Pengoperasian Windows 7 profesional SPI1 64 bit 
Kompiler Java JDK 7 
IDE Eclipse JUNO 
Pengukuran prestasi masa dan ruang ingatan dilaksanakan dengan melarikan 1, 
10 imej dan keseluruhan imej ujian set data pada Jadual 4.7.  Manakala pada set data 
tempatan, larian dilaksanakan dengan menggunakan 1, 10 dan 19500 imej untuk 
kategori  01 hingga 05 pada Jadual 7.1. Larian dilaksanakan sebanyak tiga kali pada 
setiap set data seperti ditunjukkan pada keputusan larian pada  Jadual 9.60 dan 9.61. 











1 47 53 58 
10 250 264 271 
20000 202774 200407 198630 
IFHCDB 
1 217 208 183 
10 734 757 760 
5268 208528 216163 210460 
KHAT 
1 472 449 465 
10 2663 2617 2600 
19500 4540892 4994354 4183394 
 
Keputusan pada Jadual 9.60, menunjukkan ketiga-tiga larian berasaskan masa 
memberikan masa larian berbeza walaupun menggunakan imej yang sama.Walau 
bagaimanapun, perbezaan masa adalah tidak terlalu kritikal. Setelah pengukuran 
prestasi masa dilaksanakan, Jadual 9.61 pula menunjukkan keputusan prestasi 





 Jadual 9.61 Pengukuran prestasi berasaskan ruang ingatan 
 Bil. 
Imej 
 Ruang ingatan (bait) 
Set Data Larian 1 Larian 2 Larian 3 
 1  191430656 191430656 191430656 
HODA 10  191430656 191430656 191430656 
 
20000  1282605056 989134848 998440960 
 1  191430656 191430656 191430656 
IFHCDB 10  191430656 191430656 191430656 
 
5268  317390848 326631424 333316096 
 1  191430656 191430656 191430656 
KHAT 10  202178560 200671232 284098560 
 19500 
 7029784576 4965138432 7301038080 
 
Ruang ingatan yang digunakan pada Jadual 9.61 menggunakan satu imej pada 
ketiga-tiga set data memberikan penggunaan ruang ingatan yang sama. Perkara yang 
sama turut berlaku apabila menggunakan 10 imej set data HODA dan IFHCDB. 
Hanya pada set data khat Arab, 10 imej memberikan penggunaan ruang ingatan yang 
berbeza. Menggunakan keseluruhan set data ujian pada HODA dan IFHCDB,  dan 




Bab ini melaporkan keputusan uji kaji I, II, III dan IV. Keputusan dipersembahkan 
dalam bentuk jadual dan penerangan disertakan. Uji kaji dilaksanakan dengan 
menggunakan PMT dan PMTT. PMT terbahagi kepada dua jenis iaitu PMSV dan 
PMA. PMTT pula menggunakan Jarak Terdekat Euclidan berserta Min Ketepatan 
Purata. Hasil uji kaji PMT kemudiannya dilakukan analisa dengan kajian literatur. 
Juga variasi uji kaji dipelbagaikan kepada 10-bentangan dan 10 kocokan. Analisa 
yang diperoleh mendapati Pengezonan 33-zon memberikan keputusan yang terbaik 
dan diikuti oleh pengezonan 25-zon. Uji kaji menggunakan PMT hanya dilaksanakan 
pada set data HODA untuk Pengezonan Satah Cartisan dan Pengezonan 25-zon. 
Tujuannya adalah menguji sama ada fitur vektor yang terhasil turut dapat memberikan 
keputusan yang konsisten pada uji kaji PMTT. Akhir sekali, uji kaji dilaksanakan pada 




pasti kategori yang mempunyai kadar pengecaman/pengelasan tertinggi dan juga yang 
terendah. Kategori yang mempunyai pengecaman tertinggi sesuai digunakan dalam 
mengenal pasti jenis khat yang terdapat dalam manuskrip Melayu lama.  
 Pada akhir bab ini, pengukuran prestasi dari segi masa dan ruang ingatan juga 
diukur. Tujuan pengukuran masa dan ruang ingatan adalah sebagai nilai tambah di 
dalam kajian ini. Hasil pengukuran prestasi dapat disimpulkan penggunaan masa 
sentiasa berubah pada setiap larian walaupun menggunakan komputer dan imej yang 
sama. Ruang ingatan pula, pada imej kecil dan nilai sedikit ruang ingatan agak 
pemalar. Walau bagaimanapun, menggunakan imej yang banyak, setiap larian 
menghasilkan ruang ingatan yang berbeza.  
 
 CHAPTER X 
10 KESIMPULAN DAN KAJIAN HADAPAN 
10.1 PENGENALAN 
Bab ini adalah bab terakhir dalam tesis ini. Bab ini melaporkan dapatan kajian bagi 
memenuhi objektif. Sumbangan-sumbang kepada domain kajian dan ilmu dinyatakan 
dengan pada dapatan kajian dan diringkaskan pada bahagian 9.5. Juga dinyatakan 
bilangan penerbitan yang dihasilkan sepanjang kajian ini. Seterusnya, berasaskan 
kepada pengalaman semasa membuat kajian ini penulis mencadangkan beberapa 
penambah baikkan dalam meningkatkan ketepatan uji kaji sama ada menggunakan 
PMT pengelas PMSV atau pengelas PMA dan juga menggunakan PMTT. Akhir 
sekali, penulis merumuskan bab ini. 
 
 
10.2 DAPATAN KAJIAN 
Dalam bahagian ini membincangkan dapatan kajian bagi memenuhi objektif yang 
telah dinyatakan pada Bab I. 
 
10.2.1 Mencadangkan Rangka Kerja bagi Pengecaman Digit dan Khat Arab dan 
Membangunkan Set Data Khat Arab 
Pada bahagian ini, kerangka kerja bagi pengecaman digit Arab dan khat Arab telah 
dibangunkan berasaskan kepada kerangka kerja Khairuddin(2000), Mazani (2002) dan 
Mohammad Faidzul (2010). Pada kerangka yang dicadangkan oleh Khairuddin 
(2000), Mazani (2002) dan Mohammad Faidzul (2010) tiada mengambil kira input 




 Set Data yang mengandungi 69400 imej khat dari sepuluh pakar khat yang 
telah dikategorikan kepada 19 kategori telah dibangunkan. Set data ini digunakan 
untuk mengenal pasti kategori yang lebih membezakan antara kelas khat Thuluth, 
Nasakh, Diwani, Farisi dan Riqah. Seterusnya, set data khat ini boleh digunakan 
dalam menentukan jenis khat yang terdapat dalam manuskrip Jawi lama. Hasil dari 
jenis khat ini, menjadi input kepada paleografi Jawi digital seperti yang dilaksanakan 
oleh Aiolli et al. (1999), Yosef (2005), Moalla (2006), Schomacer (2007) dan A 
.Brinke (2012). Pada kajian yang mereka lakukan, hanya sekadar menentukan jenis 
tulisan/khat yang terdapat dalam manuskrip lama.   
10.2.2 Mencadangkan Fitur dari Kombinasi Geometri Segitiga dan Pengezonan 
yang Peka Sudut 
Kajian ini berjaya mengeksploitasi fitur Segitiga dan melakukan perluasan fitur dari 
Segitiga tak sama kaki. Sembilan fitur telah dicadangkan dan diaplikasikan kepada 
Pengezonan Satah Cartisan. Segitiga-Segitiga yang terhasil pada objektif ini adalah 
sebanyak lima. Kejayaan pengelasan sama ada PMT dan PMTT adalah disebabkan 
oleh dua faktor. Faktor pertama ialah pemilihan koordinat Segitiga dan faktor kedua 
ialah Sembilan fitur yang digunakan untuk setiap Segitiga. Panjang fitur vektor kajian 
ini ialah 9 fitur x 5 segitiga yang menghasilkan 45 fitur. Keputusan uji kaji walaupun 
tidak dapat mengatasi kajian literatur, tetapi memperoleh keputusan lebih dari 90 
peratus untuk set data HODA dan IFHCDB menggunakan PMT pengelas PMSV. 
PMT pengelas PMA pula set data HODA menghampiri 90 peratus dan IFHCDB pula 
melebihi 90 peratus. Uji kaji yang dilaksanakan menggunakan PMTT pula 
memperoleh keputusan tertinggi 87.671 peratus. 
10.2.3 Mencadangkan Fitur Vektor Lanjutan dari Pengezonan Mendatar, 
Menegak, 25-Zon, Berasaskan Sudut 45 Darjah dan 33-Zon 
Untuk meningkatkan ketepatan pengecaman/pengelasan, variasi pengezonan 
diperkenalkan. Pengezonan ini telah menghasilkan lima fitur vektor. Setiap fitur 
vektor ini diuji menggunakan PMT pengelas PMSV dan PMA. Pengezonan ini telah 
berjaya meningkatkan ketepatan. Pengezonan 25-zon dan Pengezonan 33-zon telah 




zon berjaya mengatasi semua penyelidik berkaitan pengecaman digit set data HODA 
dengan memperoleh nilai ketepatan 99.695 peratus. Bukan sekadar uji kaji 
menggunakan taburan asal, penulis telah melakukan uji kaji menggunakan pelbagai 
variasi uji kaji. Uji kaji yang dilaksanakan ialah 10-bentangan dan juga 10 kocokan 
data. Hasil dari uji kaji ini, Pengezonan 25-zon dan Pengezonan 33-zon mampu 
mengatasi keputusan yang digunakan oleh penyelidik pada set data HODA dan 
IFHCDB. Keputusan 10-bentangan dan 10 kocokan yang diperoleh menunjukkan 
keputusan yang diperoleh adalah konsisten.  
10.2.4 Mencadangkan Kategori Huruf Khat Arab Pembeza bagi Paleografi Jawi 
Digital 
Keputusan uji kaji-uji kaji menggunakan set data khat Arab yang dibangunkan pada 
kajian ini telah mendapat penemuan baru dalam menentukan jenis khat untuk kajian 
PJD. Hasil uji kaji menggunakan PMA, lima huruf khat dikenal pasti berjaya 
memperoleh keputusan klasifikasi melebihi 95 peratus.  
10.3 SUMBANGAN KAJIAN 
Sumbangan kajian ini dapat diringkaskan kepada berikut: 
i. Kerangka Kajian Paleografi Jawi Digital dan set data khat Arab sebanyak 
69400 imej untuk PJD. 
ii. Fitur berasaskan kombinasi geometri segitiga dan pengezonan peka sudut 
iii. Membuktikan pengecaman optik digit dan jenis khat Arab lebih baik 
menggunakan fitur vektor lanjutan dari Pengezonan 33-zon 
iv. Mengenal pasti kategori huruf khat yang dapat memberikan perbezaan yang 





Penerbitan yang telah penulis lakukan sepanjang kajian ini sebanyak 15 prosiding 
konferens dan 3 jurnal. Perincian mengenai penerbitan pada Lampiran A. 
10.5 CADANGAN PERLUASAN KAJIAN 
Dalam melakukan kajian ini, penulis dapat melihat potensi algoritma yang 
dicadangkan oleh penulis dapat diperluaskan lagi seperti berikut:  
i. Mendapatkan koordinat Segitiga selain dari menggunakan purata piksel hitam. 
ii. Mewujudkan fitur-fitur baru ke dalam fitur vektor sama ada diambil dari fitur 
Segitiga ataupun perluasan fitur Segitiga. 
iii. Melakukan kombinasi 9 fitur dari bagi setiap zon kepada satu fitur.  
iv. Pengecaman digit dan khat berasaskan kepada bentuk Segitiga. 
10.6 RUMUSAN 
Bab ini telah membincangkan secara menyeluruh tentang dapatan kajian, keputusan 
dan objektif yang telah tercapai. Objektif bagi kajian ini telah tercapai dengan 
jayanya. Juga membincangkan sumbangan pada domain kajian dan juga ilmu. 
Cadangan perluasan untuk algoritma yang telah dicadangkan juga supaya dapat 
membuka ruang penyelidikan baru dalam bidang ini pada masa akan datang. Semoga 
dapatan kajian ini memberikan manfaat terhadap domain kajian dan juga kepada 
penyelidik yang ingin melebar luaskan pembinaan fitur penyelidikan ini iaitu 
mengeksploitasi fitur geometri khususnya geometri Segitiga.   
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13 LAMPIRAN B 
Algoritma 1:  Koordinat Segitiga 
 
1. Mula 
2. Baca input pengguna 
2.1. Baca nama fail imej dalam bentuk BufferedImage dan 
berperwakilan binari 
3. Permulaan 
3.1. Set nilai awal bucu C 
3.1.1. Set koordinat bucu C(x,y)= C(0,0) 
3.1.2. Set koordinat purata piksel hitam C( ̅  ̅) = C(0,0) 
3.1.3. Set count =0 
3.2. Set nilai awal bucu B 
3.2.1. Set koordinat bucu B(x,y)= B(0,0) 
3.2.2. Set koordinat purata piksel hitam B( ̅  ̅) = B(0,0) 
3.2.3. Set countL =0 
3.3. Set nilai awal bucu A 
3.3.1. Set koordinat bucu A(x,y)= A(0,0) 
3.3.2. Set koordinat purata piksel hitam A( ̅  ̅) = A(0,0) 
3.3.3. Set countR =0 
3.4. Istihar koordinat dalam bentuk Point 
3.4.1. pointA = null 
3.4.2. pointB = null 
3.4.3. pointC = null 
3.5. Istihar vektor points untuk menyimpan pointA, pointB dan 
pointC 
3.6. Kira titik sentroid imej berasaskan kepada piksel hitam 
3.7. Bagi y =0 hingga tinggi imej 
3.7.1. Bagi x=0 hingga lebar imej 
3.7.1.1. x diumpukkan kepada x_sum 
3.7.1.2. y diummpukkan kepada y_sum 
3.7.1.3. bilangan piksel hitam ditokok. 
3.8. Set bucu Cy = x_sum/count 
3.9. Set bucu Cx = y_sum/count 
3.10. Bagi y=0 hingga tinggi imej 
3.10.1. Bagi x=0 hingga Cx 
3.10.1.1. x diumpukkan kepada x_sumL 
3.10.1.2. y diummpukkan kepada y_sumL 
3.10.1.3. bilangan piksel hitam ditokok. 
3.11. Set bucu By = x_sumL/count 
3.12. Set bucu Bx = y_sumL/count 
3.13. Bagi y=0 hingga tinggi imej 
3.13.1. Bagi x= Cx hingga lebar imej 
3.13.1.1. x diumpukkan kepada x_sumR 
3.13.1.2. y diummpukkan kepada y_sumR 
3.13.1.3. bilangan piksel hitam ditokok. 
3.14. Set bucu Ay = x_sumL/count 
3.15. Set bucu Ax = y_sumL/count 
3.16. Umpuk pointC = Cx,y 
3.17. Umpuk pointB = Bx,y 
3.18. Umpuk pointA = Ax,y 
3.19. Masukkan pointA, pointB dan pointC pada vektor points 





     
      
 
Algoritma 2: Fitur Segitiga 
 
1. Mula 
2. Baca input dari vektor points 
3. Permulaan 
3.1. Istihar sisi segitiga aa, bb dan cc 
3.2. Istihar tiga koordinat x1y1, x2y2 dan x3y3 
3.3. Istiharkan Point A, B dan C 
3.4. Istiharkan vektor sisi 
3.4.1. Setkan aa, bb dan cc = 0 
3.4.2. Setkan tiga koordinat x1y1, x2y2 dan x3y3 =0 
3.4.3. Setkan Point A, B dan C =0 
3.4.4. Setkan x1=A.getX() dan y1 =A.getY() 
3.4.5. Setkan x2=B.getX() dan y2 =B.getY() 
3.4.6. Setkan x3=C.getX() dan y3 =C.getY() 
3.4.7. Jika y1 >= y2 dan y2 >=y3 
3.4.7.1. Set aa = x3-x2; 
3.4.7.2. Set bb = Math.sqrt(Math.pow(x1-x3,2) + Math.pow(y1-
y3,2)) 
3.4.7.3. Set cc = Math.sqrt(Math.pow(x1-x2,2)+ Math.pow(y1-
y2,2)); 
3.4.7.4. Umpukkan aa, bb dan cc kepada vektor sisi 
3.4.7.5. Jika y1==y1 dan y3!=y1 
3.4.7.5.1. Setkan bb=x1-x2 
3.4.7.5.2. Setkan cc = Math.sqrt(Math.pow(x1-x2, 
2)+Math.pow(y1-y3,2)) 
3.4.7.5.3. Setkan aa = Math.sqrt(Math.pow(x3-x2, 
2)+Math.pow(y2-y3,2)); 
3.4.7.5.4. Umpukkan aa, bb dan cc kepada vektor sisi 
3.4.7.6. Jika y1==y2 dan y2 == y3 
3.4.7.6.1. Jika y1==y2 
3.4.7.6.1.1. Y1++; 
3.4.7.6.1.2. Setkan A.y =y1 
3.4.7.6.2. Jika tidak 
3.4.7.6.2.1. y2++; 
3.4.7.6.2.2. Setkan A.y =y2  
3.4.7.6.3. Wujudkan nilai sementara p_cc dan P_aa bernilai 0 
3.4.7.6.4. Setkan p_cc=x1-x2 
3.4.7.6.5. Setkan p_aa=y1-y2 
3.4.7.6.6. Setkan cc = = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.7.6.7. Setkan p_cc = x1-x3 
3.4.7.6.8. Setkan p_aa = y1-y3 
3.4.7.6.9. setkan bb = = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.7.6.10. Setkan p_cc = x3-c2 
3.4.7.6.11. Setkan p_aa = y2-y3 
3.4.7.6.12. Setkan aa = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.7.6.13. Umpukkan aa, bb dan cc kepada vektor sisi 
3.4.7.7. Selain 
3.4.7.7.1. Setkan p_cc = x1-x2 




3.4.7.7.3. Setkan cc = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.7.7.4. Setkan p_cc = x1-x3 
3.4.7.7.5. Setkan p_aa = y1-y3 
3.4.7.7.6. Setkan bb = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.7.7.7. Setkan p_cc =x3-x2 
3.4.7.7.8. Setkan p_aa = y2-y3 
3.4.7.7.9. Setkan aa = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)); 
3.4.7.7.10. Umpukkan aa, bb dan cc kepada vektor sisi 
3.4.7.8. Perimeter = aa+bb+cc; 
3.4.8. Jika y1>=y3 dan y2<=y3 
3.4.8.1. Jika y1=y3 
3.4.8.1.1. Setkan cc = x1-x3 
3.4.8.1.2. Setkan bb = Math.sqrt(Math.pow(x1-x2, 
2)+Math.pow(y1-y2, 2 
3.4.8.1.3. Setkan aa = Math.sqrt(Math.pow(x3-
x2,2)+Math.pow(y3-y2, 2)) 
3.4.8.1.4. Umpukkan aa, bb dan cc kepada vektor sisi 
3.4.8.2. Selain 
3.4.8.2.1. Setkan p_cc = x1-x3 
3.4.8.2.2. Setkan p_aa = y1-y3 
3.4.8.2.3. Setkan  bb = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.8.2.4. Setkan p_cc = x1-x2 
3.4.8.2.5. Setkan p_aa = y1-y2 
3.4.8.2.6. Setkan cc = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.8.2.7. Setkan p_cc = x3-x2 
3.4.8.2.8. Setkan p_aa = y3-y2 
3.4.8.2.9. Setkan aa = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.8.2.10. Umpukkan aa, bb dan cc kepada vektor sisi 
3.4.8.2.11. Jika aa==bb 
3.4.8.2.11.1. x1++ 
3.4.8.2.11.2. y1++ 
3.4.8.2.11.3. Setkan A.y = y1 
3.4.8.2.11.4. Setkan A.x = x1 
3.4.8.2.11.5. Setkan p_aa = y1-y3 
3.4.8.2.11.6. Setkan bb = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.8.2.11.7. Setkan p_cc = x1-x2 
3.4.8.2.11.8. Setkan p_aa = y1-y2 
3.4.8.2.11.9. Setkan cc = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.8.2.11.10. Setkan p_cc = x3-x2 
3.4.8.2.11.11. Setkan p_aa =x3-x2 
3.4.8.2.11.12. Setkan aa = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.8.2.11.13. Umpukkan aa, bb dan cc kepada vektor sisi 
3.4.8.3. Setkan perimeter = aa+bb+cc 
3.4.9. Jika y2 >= y1 dan y2<=y3 
3.4.9.1. Jika y2 == y1 
3.4.9.1.1. Setkan bb = x1-x2 





3.4.9.1.3. Setkan aa = = Math.sqrt(Math.pow(x3-x2, 
2)+Math.pow(y3-y2, 2)) 
3.4.9.1.4. Umpukkan aa, bb dan cc kepada vektor sisi 
3.4.9.2. Jika y2 == y3 
3.4.9.2.1. Setkan aa = x3-x2 
3.4.9.2.2. Setkan bb = Math.sqrt(Math.pow(x1-x2,2) + 
Math.pow(y2-y1, 2)) 
3.4.9.2.3. Setkan cc = Math.sqrt(Math.pow(x1-x3, 
2)+Math.pow(y3-y1,2)) 
3.4.9.2.4. Umpukkan aa, bb dan cc kepada vektor sisi 
3.4.9.3. Selain 
3.4.9.3.1. Setkan p_aa = y3-y1 
3.4.9.3.2. Setkan p_cc = x1-x3 
3.4.9.3.3. Setkan cc = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.9.3.4. Setkan p_cc = x3-x2 
3.4.9.3.5. Setkan p_aa = y3-y2 
3.4.9.3.6. Setkan aa = = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.9.3.7. Setkan p_cc = x1-x2 
3.4.9.3.8. Setkan p_aa = y3-y1 
3.4.9.3.9. Setkan bb = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.9.4. Umpukkan perimeter = cc+aa+bb 
3.4.10. Jika y3 >= y1 dan y3<y2 
3.4.10.1. Istihar pembolehubah sementara xx12, yy12, yy13, xx13, 
m1 dan m2. 
3.4.10.2. Setkan yy12 = y2-y1 
3.4.10.3. Setkan xx12 = x1-x2 
3.4.10.4. Setkan yy13 = y3-y1 
3.4.10.5. Setkan xx13 = x1-x3 
3.4.10.6. Setkan m1 = yy12/xx12 
3.4.10.7. Setkan m2 = yy13/xx13 
3.4.10.8. Jika y3 == y1 
3.4.10.8.1. Setkan cc = x1-x3 
3.4.10.8.2. Setkan bb = Math.sqrt(Math.pow(x1-
x2,2)+Math.pow(y2-y1, 2)) 
3.4.10.8.3. Setkan aa = Math.sqrt(Math.pow(x3-x2, 
2)+Math.pow(y2-y3, 2)) 
3.4.10.8.4. Umpukkan aa, bb dan cc ke dalam vektor sisi 
3.4.10.9. Jika m1 == m2 
3.4.10.9.1. Setkan y3  = y3+1 
3.4.10.9.2. Setkan C.y = y3 
3.4.10.9.3. Setkan p_cc = x3-x2 
3.4.10.9.4. Setkan p_aa = y2-y3 
3.4.10.9.5. Setkan bb = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.10.9.6. Setkan p_cc = x3-x2 
3.4.10.9.7. Setkan p_aa = y2-y3 
3.4.10.9.8. Setkan aa = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)); 
3.4.10.9.9. Setkan p_cc = x1-x3 
3.4.10.9.10. Setkan p_aa = y3-y1 
3.4.10.9.11. Setkan cc = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.10.9.12. Umpukkan aa, bb dan cc ke dalam vektor sisi 
3.4.10.10. Setkan perimeter = aa + bb +cc 




3.4.11.1. Setkan p_aa = x1-x2 
3.4.11.2. Setkan p_cc = y2-y1 
3.4.11.3. Setkan bb = Math.sqrt(Math.pow(p_cc, 2)+Math.pow(p_aa, 
2)) 
3.4.11.4. Setkan p_cc = y1-y3 
3.4.11.5. Setkan p_aa = x1-x3 
3.4.11.6. Setkan cc = = Math.sqrt(Math.pow(p_cc, 2)+Math.pow(p_aa, 
2)) 
3.4.11.7. Setkan p_cc = x3-x2 
3.4.11.8. Setkan p_aa = y2-y3 
3.4.11.9. Setkan aa = Math.sqrt(Math.pow(p_cc, 2)+Math.pow(p_aa, 
2)) 
3.4.11.10. Umpukkan aa, bb dan cc ke dalam vektor sisi 
3.4.11.11. Setkan perimeter = aa + bb + cc 
3.4.12. Jika y2<y1 dan y3> y1 
3.4.12.1. Jika x2==x3 
3.4.12.1.1. Setkan aa y3-y1 
3.4.12.1.2. Setkan bb = Math.sqrt(Math.pow(y1-
y2,2)+Math.pow(x1-x2,2)) 
3.4.12.1.3. Setkan cc = Math.sqrt(Math.pow(y3-
y1,2)+Math.pow(x1-x3, 2)) 
3.4.12.1.4. Umpukkan aa, bb dan cc ke dalam vektor sisi 
3.4.12.2. Selain 
3.4.12.2.1. Setkan p_aa = x1-x3; 
3.4.12.2.2. Setkan p_cc = y3-y1 
3.4.12.2.3. Setkan cc = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.12.2.4. Setkan p_cc = x3-x2 
3.4.12.2.5. Setkan p_aa = y3-y2 
3.4.12.2.6. Setkan aa = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.12.2.7. Setkan p_cc = y1-y2 
3.4.12.2.8. Setkan p_aa = x1-x2; 
3.4.12.2.9. Setkan bb = Math.sqrt(Math.pow(p_cc, 
2)+Math.pow(p_aa, 2)) 
3.4.12.2.10. Umpukkan aa, bb dan cc ke dalam vektor sisi 
3.4.12.3. Setkan perimeter = aa + bb + cc 
3.4.13. Selain 
3.4.13.1. Setkan perimeter =-1 
3.5. Kira nisbahCA = cc/aa 
3.6. Kira nisbahAB = aa/bb 
3.7. Kira nisbahBC = bb/cc 
3.8. Kira kecerunanBA = (A.y-B.y)/ (A.x-B.x) 
3.9. Kira kecerunanCA = (A.y-C.y)/ (A.x-C.x) 
3.10. Kira kecerunanBC = (C.y-B.y)/ (C.x-B.x) 
3.11. Kira Sudut C 
3.11.1. Jika aa == 0 atau bb == 0 
3.11.1.1. Return 
3.11.2. Selain 
3.11.2.1. Istihar cos_c 
3.11.2.2. Setkan cos_c = (Math.pow(aa, 2)+Math.pow(bb, 2)-
Math.pow(cc, 2))/(2*aa*bb) 
3.11.2.3. Tukar cos_c kepada radian c_rad 
3.11.2.4. Jika c_rad ==0 
3.11.2.4.1. Set sudut C= 0 
3.11.2.5. Selain 
3.11.2.6. Set sudut C = Math.toDegrees(c_rad) 




3.12.1. Jika aa == 0 atau cc == 0 
3.12.1.1. Return 
3.12.2. Selain 
3.12.2.1. Istihar cos_b 
3.12.2.2. Setkan cos_b = (Math.pow(aa, 2)+Math.pow(cc, 2)-
Math.pow(bb, 2))/(2*aa*cc) 
3.12.2.3. Tukar cos_b kepada radian b_rad 
3.12.2.4. Jika b_rad ==0 
3.12.2.4.1. Set sudut B= 0 
3.12.2.5. Selain 
3.12.2.6. Set sudut B = Math.toDegrees(b_rad) 
3.13. Kira sudut A 
3.13.1. Jika bb == 0 atau cc == 0 
3.13.1.1. Return 
3.13.2. Selain 
3.13.2.1. Istihar cos_a 
3.13.2.2. Setkan cos_a = (Math.pow(bb, 2)+Math.pow(cc, 2)-
Math.pow(aa, 2))/(2*bb*cc) 
3.13.2.3. Tukar cos_a kepada radian a_rad 
3.13.2.4. Set sudut A = Math.toDegrees(a_rad) 
4. Output fitur nisbahCA, nisbahAB, nisbahBC, kecerunanBA, kecerunanCA, 
kecerunanBC, A, B dan C 
5. Tamat  
 
   
 
 
Algoritma 3: Pengezonan Satah Cartisan 
 
1. Mula 
2. Baca input dari vektor points 
3. Permulaan 
3.1. Panggil metod yang diwakilkan oleh Kod Psedo Fitur Segitiga 
3.2. Istihar sentroid = pointC  
3.3. Zon10I00 = panggil metod diwakilkan kod pseudo segitiga. 
3.3.1. Setkan lebar = PointC.x 
3.3.2. Setkan tinggi = PointC.y 
3.3.3. Fitur10I00 = Panggil method yang diwakilkan oleh Kod Pseudo 
Fitur Segitiga 
3.4. Zon01I00 = panggil metod diwakilkan kod pseudo segitiga. 
3.4.1. Setkan point x = PointC.x 
3.4.2. Setkan tinggi = PointC.y 
3.4.3. Fitur01I00 = Panggil method yang diwakilkan oleh Kod Pseudo 
Fitur Segitiga 
3.4.4.  
3.5. Zon00I10 = panggil metod diwakilkan kod pseudo segitiga 
3.5.1. Setkan lebar = PointC.x 
3.5.2. Setkan y= PointC.y 
3.5.3. Fitur00I10 = Panggil method yang diwakilkan oleh Kod Pseudo 
Fitur Segitiga 
3.6. Zon00I01 =  panggil metod diwakilkan kod pseudo segitiga 
3.6.1. Setkan x= PointC.x 
3.6.2. Setkan y= PointC.y 
3.6.3. Fitur00I01 = Panggil method yang diwakilkan oleh Kod Pseudo 
Fitur Segitiga 
3.7. Umpukkan Fitur10I00, Fitur01I00, Fitur00I10 dan Fitur00I01 ke 
dalam vektor fitur 











2. Baca input dari vektor points 
3. Permulaan 
3.1. Panggil metod yang diwakilkan oleh Kod Psedo Fitur Segitiga 
3.2. Istihar sentroid = pointC  
3.3. Setkan tinggi = PointC.y 
3.3.1. FiturZonAtas=  Panggil method yang diwakilkan oleh Kod Pseudo 
Fitur Segitiga 
3.3.1.1. Setkan sentroid_atas = FiturZonAtas.PointC  
3.3.1.2. Setkan y=sentroid_atas 
3.3.1.2.1. Panggil metod yang diwakilkan oleh Kod Psedo 
Fitur Segitiga 
3.3.1.2.2. FiturZonAtasBawah = Panggil method yang 
diwakilkan oleh Kod Pseudo Fitur Segitiga 
3.3.1.3. Setkan tinggi = sentroid_atas 
3.3.1.3.1. Panggil metod yang diwakilkan oleh Kod Psedo 
Fitur Segitiga 
3.3.1.3.2. FiturZonAtasAtas  = Panggil method yang 
diwakilkan oleh Kod Pseudo Fitur Segitiga 
3.3.2. Panggil metod yang diwakilkan oleh Kod Psedo Fitur Segitiga 
3.3.3. FiturZonBawah = Panggil method yang diwakilkan oleh Kod Pseudo 
Fitur Segitiga 
3.3.3.1. Setkan sentroid_bawah = FiturZonBawah.PointC 
3.3.3.2. Setkan y=PointC.y 
3.3.3.3. Setkan tinggi = sentroid_bawah.y 
3.3.3.3.1. Panggil metod yang diwakilkan oleh Kod Psedo 
Fitur Segitiga 
3.3.3.3.2. FiturZonBawahAtas = Panggil method yang 
diwakilkan oleh Kod Pseudo Fitur Segitiga 
3.3.3.4. Setkan y =  sentroid_bawah.y 
3.3.3.4.1. Panggil metod yang diwakilkan oleh Kod Psedo 
Fitur Segitiga 
3.3.3.4.2. Fitur ZonBawahBawah = Panggil method yang 
diwakilkan oleh Kod Pseudo Fitur Segitiga 
 
4. Output FiturZonAtas, FiturZonAtasBawah, FiturZonAtasAtas, FiturZonBawah, 
FiturZonBawahAtas, FiturZonBawahBawah diumpukkan ke dalam vektor fitur 
5. Tamat  
 
 




2. Baca input dari vektor points 
3. Permulaan 
3.1. Panggil metod yang diwakilkan oleh Kod Psedo Fitur Segitiga 
3.2. Setkan lebar = PointC.x 
3.3. Panggil metod yang diwakilkan oleh Kod Psedo Fitur Segitiga 





3.4.1. Setkan PointC.x =FiturZonKiri.x 
3.4.2. FiturZonKiriKiri = Panggil method yang diwakilkan oleh Kod 
Pseudo Fitur Segitiga 
3.4.3. Setkan x =PointC.x 
3.4.4. Setkan lebar = sentroidUtama. 
3.4.5. FiturZonKiriKanan = Panggil method yang diwakilkan oleh Kod 
Pseudo Fitur Segitiga 
3.5. Setkan x=PointC.x 
3.6. FiturZonKanan = Panggil method yang diwakilkan oleh Kod Pseudo 
Fitur Segitiga 
3.6.1. Setkan setkan x = sentroidUtama 
3.6.2. Setkan PointC.x FiturZonkanan 
3.6.3. FiturZonKananKiri = Panggil method yang diwakilkan oleh Kod 
Pseudo Fitur Segitiga 
3.6.4. Setkan x = PointC.x 
3.6.5. FiturZonKananKanan = Panggil method yang diwakilkan oleh Kod 
Pseudo Fitur Segitiga 









2. Baca input dari vektor points 
3. Permulaan 
3.1. Umpukkan fitur dari Pengezonan Menegak 
3.2. Fiturdlm3_1.lebar = ZonKiriKiri.x 
3.3. Fiturdlm3_1.tinggi = ZonKiriKiri.C.y 
3.3.1. panggil metod diwakilkan kod pseudo segitiga 
3.3.2. Fiturdlm3_1 = Panggil method yang diwakilkan oleh Kod Pseudo 
Fitur Segitiga 
3.4. Setkan y= ZonKiriKiri.C.y 
3.4.1. panggil metod diwakilkan kod pseudo segitiga 
3.4.2. Fiturdlm3_2 = Panggil method yang diwakilkan oleh Kod Pseudo 
Fitur Segitiga 
3.5. Setkan x= ZonKiriKiri.x 
3.6. Setkan Fiturdlm3_3.lebar=sentroidUtama 
3.6.1. panggil metod diwakilkan kod pseudo segitiga 
3.6.2. Fiturdlm3_3 = Panggil method yang diwakilkan oleh Kod Pseudo 
Fitur Segitiga 
3.7. Setkan y=ZonKiriPointC.y 
3.7.1. panggil metod diwakilkan kod pseudo segitiga 
3.7.2. Fiturdlm3_4 =  Panggil method yang diwakilkan oleh Kod Pseudo 
Fitur Segitiga 
3.8. Setkan x = sentroidUtama.x 
3.9. Setkan Fiturdlm3_5.lebar = ZonKanan.PointC.x 
3.9.1. panggil metod diwakilkan kod pseudo segitiga 
3.9.2. Fiturdlm3_5 = Panggil method yang diwakilkan oleh Kod Pseudo 
Fitur Segitiga 
3.10. Setkan y = ZonKanan.PointC.x 
3.10.1. panggil metod diwakilkan kod pseudo segitiga 
3.10.2. Fiturdlm3_6 = Panggil method yang diwakilkan oleh Kod 
Pseudo Fitur Segitiga 
3.10.3. Setkan x= ZonKanan.PointC.x 




3.10.5. panggil metod diwakilkan kod pseudo segitiga 
3.10.6. Fiturdlm3_7 = Panggil method yang diwakilkan oleh Kod 
Pseudo Fitur Segitiga 
3.10.7. Setkan y = zonKanan.pointC.y 
3.10.8. panggil metod diwakilkan kod pseudo segitiga 
3.10.9. Fiturdlm3_8 = Panggil method yang diwakilkan oleh Kod 
Pseudo Fitur Segitiga 
4. Output Fitur Vektor dari Pengezonan Menegak, Fiturdlm3_1, Fiturdlm3_2, 






Algoritma 7: Pengezonan 45 darjah 
1. Mula 
2. Baca input dari vektor points 
3. Permulaan 
3.1. panggil metod diwakilkan kod pseudo segitiga 
3.2. FiturAtasKiriKiri 
3.2.1. Set yEnd = centroid.y 
3.2.2. Set xEnd = centroid.x 
3.2.3. Panggil panggil metod diwakilkan kod pseudo segitiga 
3.2.4. FiturAtasKiriKiri= Panggil method yang diwakilkan oleh Kod 
Pseudo Fitur Segitiga 
3.3. FiturAtasKiriKanan 
3.3.1. Setkan x = pointC.x 
3.3.2. Panggil method yang diwakilkan oleh Kod Pseudo Segitiga 
3.3.3. FiturAtasKiriKanan = Panggil method yang diwakilkan oleh Kod 
Pseudo Fitur Segitiga 
3.4. FiturAtasKananKiri 
3.4.1. Set yEnd = centroid.y 
3.4.2. Set xEnd = centroid.x 
3.4.3. Set tinggi = yEnd 
3.4.4. Set x =xEnd; 
3.4.5. Panggil method yang diwakilkan oleh Kod Pseudo Segitiga 
3.4.6. FiturAtasKananKiri = Panggil method yang diwakilkan oleh Kod 
Pseudo Fitur Segitiga 
3.5. FiturAtasKananKanan 
3.5.1. Set yEnd = centroid.y 
3.5.2. Set xEnd = centroid.x 
3.5.3. Set tinggi = yEnd 
3.5.4. Set x = xEnd 
3.5.5. Panggil method yang diwakilkan oleh Kod Pseudo Segitiga 
3.5.6. FiturAtasKananKanan = Panggil method yang diwakilkan oleh Kod 
Pseudo Fitur Segitiga 
3.6. FiturBawahKiriKiri 
3.6.1. Set yEnd = centroid.y 
3.6.2. Set xEnd = centroid.x 
3.6.3. Set y=yEnd; 
3.6.4. Set lebar =xEnd 
3.6.5. Panggil method yang diwakilkan oleh Kod Pseudo Segitiga 
3.6.6. FiturBawahKiriKiri = Panggil method yang diwakilkan oleh Kod 
Pseudo Fitur Segitiga 
3.7. FiturBawahKiriKanan 
3.7.1. Set yEnd = centroid.y 
3.7.2. Set xEnd = centroid.x 




3.7.4. Set lebar = xEnd 
3.7.5. Panggil method yang diwakilkan oleh Kod Pseudo Segitiga 
3.7.6. FiturBawahKiriKanan = Panggil method yang diwakilkan oleh Kod 
Pseudo Fitur Segitiga 
3.8. FiturbawahKananKiri 
3.8.1. Set yEnd = centroid.y 
3.8.2. Set xEnd = centroid.x 
3.8.3. Set y =yEnd 
3.8.4. Set x= xEnd 
3.8.5. Panggil method yang diwakilkan oleh Kod Pseudo Segitiga 
3.8.6. FiturBawahKananKiri = Panggil method yang diwakilkan oleh Kod 
Pseudo Fitur Segitiga 
3.9. FiturBawahKananKanan 
3.9.1. Set yEnd = centroid.y 
3.9.2. Set xEnd = centroid.x 
3.9.3. Set y = yEnd 
3.9.4. Set x = xEnd 
3.9.5. Panggil method yang diwakilkan oleh Kod Pseudo Segitiga 
3.9.6. FiturBawahKananKiri = Panggil method yang diwakilkan oleh Kod 
Pseudo Fitur Segitiga 
4. Output FiturAtasKiriKiri, FiturAtasKiriKanan, FiturAtasKananKiri, 
FiturAtasKananKanan, FiturBawahKiriKiri, FiturBawahKiriKanan, 






Algoritma 8: Pengezonan 33-zon 
1. Mula 
2. Baca FiturVektor25zon dan FiturVektor45Darjah 
3. Permulaan 
3.1. FiturVektor33zon = FiturVektor25zon +FiturVektor45Darjah 
4. Output FiturVektor33xzon 
5. Tamat 
 




14 LAMPIRAN C 




1 0.08475 0.812833 0.102417 15.255 146.3099 18.43506 180 A 
2 0.039583 0.062833 0.897583 7.124994 11.30999 161.5649 179.9999 A 
3 0.04985 0.052567 0.897583 8.973 9.462006 161.5649 179.9999 A 
4 0.052567 0.897583 0.04985 9.462006 161.5649 8.973 179.9999 A 
5 0.069606 0.852417 0.077978 12.52901 153.4351 14.036 180.0001 A 
6 0.069606 0.852417 0.077978 12.52901 153.4351 14.036 180.0001 A 
7 0.052567 0.897583 0.04985 9.462006 161.5649 8.973 179.9999 A 
8 0.04985 0.897583 0.052567 8.973 161.5649 9.462006 179.9999 A 
9 0.25 0.25 0.5 45 45 90 180 B 
10 0.077978 0.852417 0.069606 14.036 153.4351 12.52901 180.0001 A 
11 0.08475 0.812833 0.102417 15.255 146.3099 18.43506 180 A 
12 0.069606 0.077978 0.852417 12.52901 14.036 153.4351 180.0001 A 
13 0.04985 0.052567 0.897583 8.973 9.462006 161.5649 179.9999 A 
14 0.08475 0.062833 0.852417 15.255 11.30999 153.4351 180.0001 A 
15 0.069606 0.077978 0.852417 12.52901 14.036 153.4351 180.0001 A 
16 0.013833 0.975561 0.010606 2.489994 175.601 1.909008 180 A 
17 0.006772 0.984856 0.008372 1.219 177.2741 1.507 180.0001 A 
18 0.032811 0.045167 0.922022 5.905998 8.130006 165.964 180 A 
19 0.058283 0.878883 0.062833 10.49099 158.1989 11.30999 179.9999 A 
20 0.058283 0.878883 0.062833 10.49099 158.1989 11.30999 179.9999 A 
21 0.069606 0.077978 0.852417 12.52901 14.036 153.4351 180.0001 A 
22 0.08475 0.812833 0.102417 15.255 146.3099 18.43506 180 A 
23 0.069606 0.077978 0.852417 12.52901 14.036 153.4351 180.0001 A 
24 0.069606 0.077978 0.852417 12.52901 14.036 153.4351 180.0001 A 
25 0.069606 0.852417 0.077978 12.52901 153.4351 14.036 180.0001 A 
26 0.04985 0.052567 0.897583 8.973 9.462006 161.5649 179.9999 A 
27 0.069606 0.077978 0.852417 12.52901 14.036 153.4351 180.0001 A 
28 0.077978 0.852417 0.069606 14.036 153.4351 12.52901 180.0001 A 
29 0.069606 0.077978 0.852417 12.52901 14.036 153.4351 180.0001 A 
30 0.039583 0.91525 0.045167 7.124994 164.745 8.130006 180 A 
31 0.04985 0.052567 0.897583 8.973 9.462006 161.5649 179.9999 A 
32 0.04985 0.897583 0.052567 8.973 161.5649 9.462006 179.9999 A 
33 0.062833 0.897583 0.039583 11.30999 161.5649 7.124994 179.9999 A 
34 0.069606 0.077978 0.852417 12.52901 14.036 153.4351 180.0001 A 
35 0.013833 0.975561 0.010606 2.489994 175.601 1.909008 180 A 




37 0.04985 0.897583 0.052567 8.973 161.5649 9.462006 179.9999 A 
38 0.04985 0.897583 0.052567 8.973 161.5649 9.462006 179.9999 A 
39 0.077978 0.852417 0.069606 14.036 153.4351 12.52901 180.0001 A 
40 0.045167 0.897583 0.05725 8.130006 161.5649 10.305 179.9999 A 
41 0.045167 0.102417 0.852417 8.130006 18.43506 153.4351 180.0001 A 
42 0.08475 0.812833 0.102417 15.255 146.3099 18.43506 180 A 
43 0.039583 0.922022 0.038394 7.124994 165.964 6.910992 179.9999 A 
44 0.04985 0.052567 0.897583 8.973 9.462006 161.5649 179.9999 A 
45 0.077978 0.852417 0.069606 14.036 153.4351 12.52901 180.0001 A 
46 0.039583 0.062833 0.897583 7.124994 11.30999 161.5649 179.9999 A 
47 0.04985 0.052567 0.897583 8.973 9.462006 161.5649 179.9999 A 
48 0.04985 0.897583 0.052567 8.973 161.5649 9.462006 179.9999 A 
49 0.069606 0.077978 0.852417 12.52901 14.036 153.4351 180.0001 A 
50 0.032811 0.922022 0.045167 5.905998 165.964 8.130006 180 A 
51 0.04985 0.897583 0.052567 8.973 161.5649 9.462006 179.9999 A 
52 0.039583 0.062833 0.897583 7.124994 11.30999 161.5649 179.9999 A 
53 0.062833 0.897583 0.039583 11.30999 161.5649 7.124994 179.9999 A 
54 0.04985 0.052567 0.897583 8.973 9.462006 161.5649 179.9999 A 
55 0.039583 0.91525 0.045167 7.124994 164.745 8.130006 180 A 
56 0.069606 0.852417 0.077978 12.52901 153.4351 14.036 180.0001 A 
57 0.039583 0.897583 0.062833 7.124994 161.5649 11.30999 179.9999 A 
58 0.04985 0.052567 0.897583 8.973 9.462006 161.5649 179.9999 A 
59 0.039583 0.897583 0.062833 7.124994 161.5649 11.30999 179.9999 A 
60 0.04985 0.052567 0.897583 8.973 9.462006 161.5649 179.9999 A 
61 0.039583 0.897583 0.062833 7.124994 161.5649 11.30999 179.9999 A 
62 0.038394 0.039583 0.922022 6.910992 7.124994 165.964 179.9999 A 
63 0.045167 0.922022 0.032811 8.130006 165.964 5.905998 180 A 
64 0.023711 0.947433 0.028856 4.267998 170.5379 5.194008 179.9999 A 
65 0.038394 0.039583 0.922022 6.910992 7.124994 165.964 179.9999 A 
66 0.038394 0.039583 0.922022 6.910992 7.124994 165.964 179.9999 A 
67 0.102417 0.147583 0.75 18.43506 26.56494 135 180 A 
68 0.102417 0.75 0.147583 18.43506 135 26.56494 180 A 
69 0.102417 0.75 0.147583 18.43506 135 26.56494 180 A 
70 0.052567 0.897583 0.04985 9.462006 161.5649 8.973 179.9999 A 
71 0.039583 0.897583 0.062833 7.124994 161.5649 11.30999 179.9999 A 
72 0.069606 0.852417 0.077978 12.52901 153.4351 14.036 180.0001 A 
73 0.026106 0.026467 0.947433 4.699008 4.764006 170.5379 180.001 A 
74 0.0187 0.954833 0.026467 3.366 171.8699 4.764006 179.9999 A 
75 0.077978 0.852417 0.069606 14.036 153.4351 12.52901 180.0001 A 




77 0.039583 0.922022 0.038394 7.124994 165.964 6.910992 179.9999 A 
78 0.062833 0.852417 0.08475 11.30999 153.4351 15.255 180.0001 A 
79 0.069606 0.852417 0.077978 12.52901 153.4351 14.036 180.0001 A 
80 0.039583 0.897583 0.062833 7.124994 161.5649 11.30999 179.9999 A 
81 0.0187 0.954833 0.026467 3.366 171.8699 4.764006 179.9999 A 
82 0.05725 0.045167 0.897583 10.305 8.130006 161.5649 179.9999 A 
83 0.052567 0.897583 0.04985 9.462006 161.5649 8.973 179.9999 A 
84 0.069606 0.852417 0.077978 12.52901 153.4351 14.036 180.0001 A 
85 0.08475 0.812833 0.102417 15.255 146.3099 18.43506 180 A 
86 0.039583 0.062833 0.897583 7.124994 11.30999 161.5649 179.9999 A 
87 0.04985 0.052567 0.897583 8.973 9.462006 161.5649 179.9999 A 
88 0.069606 0.852417 0.077978 12.52901 153.4351 14.036 180.0001 A 
89 0.039583 0.897583 0.062833 7.124994 161.5649 11.30999 179.9999 A 
90 0.039583 0.897583 0.062833 7.124994 161.5649 11.30999 179.9999 A 
91 0.032811 0.045167 0.922022 5.905998 8.130006 165.964 180 A 
92 0.08475 0.812833 0.102417 15.255 146.3099 18.43506 180 A 
93 0.04985 0.052567 0.897583 8.973 9.462006 161.5649 179.9999 A 
94 0.062833 0.852417 0.08475 11.30999 153.4351 15.255 180.0001 A 
95 0.052567 0.897583 0.04985 9.462006 161.5649 8.973 179.9999 A 
96 0.0187 0.954833 0.026467 3.366 171.8699 4.764006 179.9999 A 
97 0.08475 0.812833 0.102417 15.255 146.3099 18.43506 180 A 
98 0.010606 0.975561 0.013833 1.909008 175.601 2.489994 180 A 
99 0.032811 0.045167 0.922022 5.905998 8.130006 165.964 180 A 
100 0.04985 0.052567 0.897583 8.973 9.462006 161.5649 179.9999 A 
 
Penunjuk 
A - lajur segitiga mewakili segitiga tak sama kaki 




15 LAMPIRAN D 
 
BIODATA PENULIS KHAT 
JURU TULIS KHAT 1 
NAMA : MOHD FATHY BIN ROSELY 
Objektif Kerjaya : Menyampaikan ilmu yang di pelajari kepada orang lain 
 
Alamat 
Lot 4919 Jalan Lubuk Binjai, Kg. Undang, 21400  Kuala Terengganu. 
Terengganu Darul Iman .  
No.tel  : R/ 09-6194484  
         h/p 014-5068725 
       :  
E-mail  : fat_ey89@yahoo.com 
 
Pengenalan Diri 
Umur       : 23 tahun                       Tarikh lahir : 10/10/1989 
Warganegara : Malaysia                       Jantina    : Lelaki 
No K/P      : 891010-11-5533                 Agama   : Islam 
Hobi        : Membaca , Menulis Blog ,Melukis ,Fotografi , Penulisan 
Kreatif ,Latihan Khat 
Personaliti    : Berfikiran terbuka ,mudah berbincang ,bertolak ansur, 
mudah menerima  
             pendapat orang lain.              
Kekuatan     : Bidang kesenian. 
Pendidikan 




Jurusan   : Sastera  
Institusi   : Sekolah Menengah Agama Durian Guling 
Graduasi  : 2006 
Keputusan : Lulus  
 
Tahap     : Sijil Seni khat & Kraf 
Jurusan    :   - 
Institusi    : Kolej Restu,Kompleks Taman Seni Islam 
Graduasi   : 2008 
Keputusan  : Semester 1 GPA : 3.50 
Semester 2 CGPA : 3.38 
         
Tahap    : Diploma Seni Mushaf 
Jurusan  : Seni mushaf 
Institusi   : Kolej Restu Shah Alam  
Graduasi  : Praktikal 
Keputusan peperiksaan :   Semester 1 CGPA 3.25 




                       Semester 3 CGPA 3.26 
                       Semester 4 CGPA 3.26 
                        
Kemahiran  
 
 Kemahiran komputer :  windows 7 , internet ,Adobe Photoshop CS3 
,Adobe Ilustrator CS3, 
 Kemahiran seni : mahir dalam penulisan seni khat nasakh, khat riqaah, 
khat thulus, khat diwani, khat kufi , khat nas ta’liq, melukis atas canvas 
, menulis manuskrip al-quran , melakar khat , mewarna zukhruf alquran 
, penghasilan khat atas seramik , 
 Lain-lain :  
 Kemahiran bahasa :  
Bahasa  Pertuturan Penulisan 
Bahasa Melayu 10 10 




Pencapaian Dan Aktiviti  
 
 2007 - Menyertai Bengkel Seni Khat Peringkat Negeri Selangor di 
Kompleks taman Seni Islam Selangor 
 
 2007 - SAGUHATI Pertandingan Seni Khat sepontan (terbuka 
Thuluth) di Masjid Sultan Salahuddin Abdul Aziz Shah. Shah Alam, 





 2007 - SAGUHATI Pertandingan Seni khat sepontan (terbuka 
Thuluth) di Jabatan Kebudayaan, Kesenian Dan Warisan Negeri 
Terengganu. Anjuran Persatuan Khat Kuala Terengganu. 
 
 2008 - Peserta Seminar Seni Khat Peringkat Kebangsaan di Muzium 
Negeri Terengganu anjuran Muzium Negeri Terengganu dengan 
kerjasama Persatuan Khat Kuala Terengganu. 
 
 2008 - Tempat KETIGA Pertandingan Seni Khat Jawi sepontan 
(terbuka dewasa Nasakh) anjuran Muzium Negeri Terengganu 
dengan kerjasama Persatuan Khat Kuala Terengganu di Muzium 
Negeri Terengganu 
 2009 - Tempat KEDUA Pertandingan Seni Khat Jawi spontan 
(terbuka dewasa Nasakh) anjuran Muzium Negeri Terengganu 
dengan kerjasama Persatuan Khat Kuala Terengganu di Muzium 
Negeri Terengganu 
 
 2009 - Tempat KETIGA Pertandingan Menifestasi Perdana Seni 
Khat (Seni Khat Tradisional Di Atas Kertas (spontan)peringkat 
dewasa riq’ah) anjuran Muzium Kesenian Islam Malaysia dengan 
kerjasama Persatuan Seni Khat Kebangsaan & Kumpulan Utusan. 
 
 2010 – SAGUHATI Musabaqah Khattil Quran Peringkat 
Kebangsaan 2010 (spontan nasakh) anjuran Yayasan Restu 
semperna Festival Al-Quran & Kesenian Islam. 
 
 2011 – Johan Pertandingan Musabaqah Khattul ketegori terbuka (spontan 
ummul quran) anjuran Yayasan Restu semperna Festival Al-Quran & 
Kesenian Islam. 
 
 2012 - SAGUHATI Terengganu International Islamic Art Festival 
2012 (kategori terbuka karya siap diatas kanvas dan terbuka 
spontan thuluth ) 
 
 Hakim pertandingan khat Universiti Putra Malaysia semperna Festival 
Kesenian Islam. 
 






 Wakil pelajar mempromosi kolej dalam ruangan majalah. 
 
 Menyertai Yayasan Restu dan Kolej Restu demonstrasi Seni khat 






JURU TULIS KHAT 2 
 
Nama: Mohamad Hafizuddin bin Mohamad Rasid 
Umur: 21 tahun 
Asal: Hulu Langat, Selangor 
Pendidikan: SAM Batu 10, Hulu Langat, Selangor (2008) 
           Kolej Restu, Shah Alam (2011) 





 Belajar secara formal dalam seni khat daripada 3 orang khattat iaitu Ustaz Mohammed Yusof 





Pencapaian : Johan ( UTM ) – 2010 
                  ( Peringkat Sekolah Menengah hingga ke peringkat negeri ) -2006, 2007 
 
            Naib Johan ( Manifestasi Jawi dan Khat ) – 2004 
                       ( Yayasan Restu ) – 2006, 2011 
 
            Ketiga ( TTI Terengganu ) – 2012 
 
            Saguhati ( Muzium Kesenian Islam ) – 2009 
                    ( TTI Terengganu ) – 2011, 2012 
                    ( Perpustakaan Negara ) – 2011 
                    ( Kelantan ) - 2012  
 





Penglibatan pameran dan aktiviti luar :  
 
*Terlibat dalam hampir kesemua pameran di bawah Yayasan Restu sepanjang 2012. 










JURU TULIS KHAT 3 
 
 NAMA: Muhd Zulhelmi Bin Muhd Sobri  
TEMPAT LAHIR: Kupang, Baling, Kedah Darul Aman  




















- kini)  
(2012)  
-Tech MARA (2012)  
-Syarif Meru (2012)  
 
th Halal Food Expo, Singapore (2012)  
 
th Putrajaya International Hot Air Ballon Feista (2012)  
 
-quran Mushaf Al-barakah (2011)  
 
 
SI PERDANA SENI KHAT Muzium Kesenian Islam 






JURU TULIS KHAT 4 
Nama: Mohd Hisyamuddin Bin Ramli 
Umur: 21 tahun 
Asal: Terengganu 
Pendidikan: SMA Mahmudiah, Kuala Berang (2008) 
           Kolej Restu, Shah Alam (2011) 





 Belajar secara formal dalam seni khat daripada 3 orang khattat iaitu Ustaz Mohammed Yusof 






     *  Pernah Menyertai Dan Memenangi Beberapa Pertandingan khat –  
                    
   ( Peringkat Sekolah Menengah Hingga ke Peringkat Negeri ) -2006, 2007 
 
   ( Manifestasi Jawi dan Khat ) – 2004 
 
   ( Yayasan Restu ) – 2010 
 
   ( TTI Terengganu ) – 2012 
 
   ( Muzium Kesenian Islam ) – 2009 
 
   ( TTI Terengganu ) – 2011, 2012 
                  





Penglibatan pameran dan aktiviti luar :  
 
*Terlibat dalam hampir kesemua pameran di bawah Yayasan Restu sepanjang 2012. 
*Menjalankan beberapa Bengkel Seni khat di beberapa tempat lain. 
 
JURU TULIS KHAT 5 
Nama: muhammad maimun bin abdurrahman. 
Tempat Lahir: aceh timur 
Tarikh: 30 september 1989 
Pendidikan: LEPASAN MAS BABUN NAJAH,BANDA ACEH DAN sijil kursus seni khat jangka 
pendek di kolej restu. Dan skrg tngah bwt degree di MEDIU,SHAH ALAM. 




JURU TULIS KHAT 6 
Nama: Muhammad Nazmi Bin Mohamad Rasid 
Umur: 19 tahun 
Asal: Selangor 
Pendidikan: SMKDN (2007-2011) 
           Kolej Restu, Shah Alam (2012-Sekarang) 





• Belajar secara formal dalam seni khat daripada 2 orang khattat iaitu Ustaz Ilham Ihsan dan 







     *  Pernah Menyertai Dan Memenangi Beberapa Pertandingan khat –  
       
      
      Tempat ke-2 Pertandingan Khat Kebangsaan (bawah 18 tahun) di PKNS Shah Alam - 2007 
       
      Saguhati Khat Kebangsaan (bawah 18 tahun) di Yayasan Restu - 2010 
 
      Tempat ke-3 Khat Kebangsaan (bawah 18 tahun) di TTI Terengganu - 2011 
 
      Tempat ke-3 Khat Kebangsaan (bawah 18 tahun) di Yayasan Restu - 2011 
 
      Saguhati Khat Kebangsaan (remaja) anjuran PNM - 2011  
 
      Tempat ke-2 Khat Kebangsaan (bawah 18 tahun) di Kelantan – 2012 
 
      Johan Khat Kebangsaan (bawah 18 tahun) di TTI Terengganu - 2012 
                  






Penglibatan pameran dan aktiviti luar :  
 
*Demonstrasi khat di Sekolah Menengah Agama. 












Nama      : Umi Faezah Binti Mustain 
Tarikh Lahir    : 26 Mac 1984 
No. Kad Pengenalan   : 840326-10-5884 
Alamat    : No 44, Jalan Desa 2, Taman Seri Desa 
Tongkah, 
      42700 Banting, Selangor Darul Ehsan. 
No. Telefon     : 016 637 5997 
Status     : Berkahwin 
Umur     : 29 Tahun 
Email     : zahfir_5884@yahoo.com 
Latar Belakang Pendidikan 
 
Tahap     :  Diploma 
Jurusan    :  Nun Wal Qalam 
Institut     :  Kolej Restu 
Yayasan Restu, Kompleks Taman Seni 
Islam Selangor 
Tahun     :  2001 – 2003 
 
Tahap     :  Sijil Pelajaran Malaysia ( SPM ) 
Jurusan     :  Sastera 
Sekolah    :  Sek. Agama Men. Unwanus Saadah, 
Kanchong Darat Banting 
Tahun     :  1997 – 2001 
Pencapaian  
 
1- Johan pertandingan khat peringkat sekolah menengah (1999) 
2- Tempat ketiga pertandingan khat sekolah menengah (2000) 
3- Sagu hati pertandingan khat di Terengganu (2010) 
4- Johan pertandingan sepanduk Maulidurrasul peringkat daerah Banting (2011) 
Pengalaman Berkerja 
 
Tahun     Syarikat / Jawatan 
_____________________________________________________________________
______ 




      : Bertugas sebagai Pem.Eksekutif 
Penulis Khat 
       Yayasan Restu. 
      : Menyalin Al-quran Mushaf 
Nurfatimah. 
: Mengikuti penyalinan: 
1- Al-Quran Mushaf Baraqah  
       2- Al-Quran Mushaf Tun 
Mahathir 
       3- Al-Quran Mushaf Kailan 





 Fasilitator program bengkel khat anjuran KPWK. 
 Tenaga pengajar bengkel khat. 
 Mengajar fardu ain di Yayasan Restu. 
 
JURU TULIS KHAT 8 
Nama: Soleh Bin Abubakr 
Umur: 28 tahun 
Asal: Selangor 
Pendidikan: Ummul Qura Institute ( Maa’had Ummul Qura ) pada tahun 1998 - 2003 
           Kolej Restu, Shah Alam (2010) Diploma Seni Mushaf 





 Belajar secara formal dalam seni khat daripada 3 orang khattat iaitu Ustaz Mohammed Ustaz 






       
      
       Johan pertandingan Khat kebangsaan Yayasan Restu pada tahun 2010              
  





Penglibatan pameran dan aktiviti luar :  
 
*Terlibat dalam hampir kesemua pameran di bawah Yayasan Restu sepanjang 2012. 















NAMA   : MOHD SHAFIQ BIN MOHAMAD 
ALAMAT    5460 Kg. Padang Lebam Bukit Payung 
     21400 Marang, Terengganu 
NO. TELIFON  : R/ 09-619 2446 h/p 010 – 8967 395 




Tarikh Lahir  : 25 September 1986   Agama   : 
Islam 
Umur   : 25 Tahun    Warganegara  : 
Malaysia 
I/C   : 860925-46-5409   Bangsa  : 
Melayu 
Jantina   : Lelaki     Kesihatan 
 : Baik  
Status   : Bujang     
 
Latar Belakang Pendidikan 
 
1998-2000 Syahadah Al-I’dadiah Maqbul/Lulus Ma’ahad Darul Quran 
2001-2004 Syahadah Thanawiah Maqbul/Lulus Ma’ahad Darul Quran 
2008 SPM 6D,2A,6C,,8E Persendirian 
2005 Sijil Seni Nun-Wal-Qalam CGPA : 3.27 Kolej Restu 
2007 Sijil Seni Khat Dan Kraf CGPA : 3.75 Kolej Restu 









Komputer  : Windows OS / MaC OSx 
: World Processing ( Microsoft World2010, Power 
Point2010,Publisher2010) 
  : Adobe CS6 (Photoshop, Illustrator, After Effect, Adobe Primer,  
  : CASmate-Pro 
  : Video Editing 
  : Sony Vegas pro 
  : Sony Vegas HD  
  : Final Cut Pro 
  : Magix Edit Pro 
   
 
 
Rekacipta : Menulis Khat 
: Geomatrikal design (Manual/Komputer)  
  : Floral design (Manual/Komputer) 
: Pewarnaan design (Manual/Komputer) 
 
 
Matapelajaran Yang Diambil 
 
Sijil Seni Nun-Wal-Qalam (Khat) 2005 
 
Al-Qalam I - Teori & Penulisan Khat-Nasakh 
Al-Qalam II - Teori & Penulisan Khat –Kufi Fatimi/Handasi 
Al-Qalam III - Teori & Penulisan Khat –Kufi Mus_Hafi 
Al-Qalam Iv - Teori & Penulisan Khat-Riq’ah 
Al-Qalam V - Teori & Penulisan Khat - Thuluth 
Masyru’ Al-Qalam - Qalam - Projek Seni Khat  
‘Amal Al-Qalam - Praktikum Seni Nun-Wal-Qalam  
Kitabah Al-Mus-Haf - Penyalinan Al-Quran  





Pengajian Tamadun Islam -Tamadun Seni Islam 
 
Sijil Seni Khat Dan Kraf 2007 
 
Seni Khat Nasakh 
Seni Khat Thuluth 
Seni Khat Kufi 
Seni Khat Riq’ah 
Penyalinan Mus-Haf 





Diploma Seni Mushaf 2011 
ATH 113 Seni Khat Nasakh 
MPW 1153 Seni Khat Reqa’ah 
ART 215 Asas Seni Lukis & Seni Reka 
KRS 111 Pengantar Seni Islam 
ATH 113 Pengantar Seni Mushaf 
MPW 1153 Pengajian Malaysia 
ART 215 Seni Catan – Cat Air 
KRS 111 Bahasa Arab 
CMA 213 Seni Khat Thuluth 
ART 113 Asas Reka Bentuk Islam 
CMA 214 Seni Khat Kufi 
KRS 121  Asas Komputer 




ART 214 Asas Iluminasi Al-Quran 
ART 225 Computer Grafik 1 
ATH 122 Pengantar Seni Lukis & Seni Reka 
MPW 1143 Pengajian Islam 
CAM 221 Penyalinan & Penerbitan Mushaf I 
CMA 222 Penyalinan & Penerbitan Mushaf Ii 
CMA 316 Seni Khat Farisi 
CMA 317 Seni Kaligrafi Barat 
KRS 112 Bahasa Inggeris 
KRS 332 Latihan Industri 
MPW 
1113/23 
Bahasa Kebangsaan A/B 
ART 326 Komputer Grafik 
KRS 332 Asas Keusahawanan 
CMA 324 Projek Seni Mushaf 




Pengalaman Kerja Dalam Negara 
 
2006 Guru Kelab Khat KOSPINT (Kolej Sains 
Pengajian Islam 
N.Terengganu 
2006 Guru Kelab Khat  MDQ (Maahad Darul Quran) 
2007 Guru Bengkel Khat (Kemas) Kompleks Taman Seni Islam 
2007 Guru Ganti Bengkel Khat (Mu’allaf) Kompleks Taman Seni Islam 
2007 Syarahan & Praktikal Seni Khat UiTM Shah Alam 




2007 Fasilitator bengkel ahli Persatuan Khat 
K.Terengganu 
SMASZA Ladang 
2008 Pereka (Seni Khat) Institut Al-Quran Terengganu 
(IQT) 
2008 Guru bengkel kelab Khat  SMASZA Batu Burok 
2008 Fasilitator bengkel kelab Khat  SMASZA Ladang 
2008 Hakim petandingan Khat  KEMAS 
2008 Tenaga pengajar kelas guru-guru J-QAF Terengganu ABM Jenagor 
2008 Tenaga pengajar bengkel khat dan kraf Yayasan Warisan Johor 
2008 Tenaga pengajar Pengenalan Khat SMA Mahmudiah 
2009 Jawatankuasa Persatuan Khat Kuala Terengganu Terengganu 
2009 Hakim pertandingan Khat Fakulti UDM (KUSZA) 
2009 Hakim Pertandingan Khat Peringkat Negeri 
Terengganu 
Muzium Negeri Terengganu 
2010 Guru Kelas Seni Khat Jangka Pendek  Yayasan Restu Shah Alam 
2010 Panel Penilai pengajian Kaligrafi dan Jawi Dewan Bahasa 
2010 Tenaga Pengajar Bengkel Khat Jangka Pendek Kolej Restu 
2010 Hakim Pertandingan Kain Rentang Maulidul Rasul Jais 
2011 Tenaga Pengajar Kursus Seni Khat 3 Hari Instep Terengganu 
2011 Tenaga Pengajar Khat Sekolah Integrasi Subang 
2011 Penerangn Asas Khat dan Hakim Pertandingan IKIM Johor 
2012 Hakim Sepanduk Maulidul Rasul Jais 
2012 Hakim Pertandingan Khat Mahabbah Antara Sekolah Menengah 
Agama 
2012 Tenaga Pengaja Kursus Jangka Pendek Restu College 
2012 Syarahan Asas Kemahiran Kaligrafi Restu College 
2012 Penerangan Alatan dalam Tulisan Kaligrafi SMAZA Terengganu 





Pengalaman Kerja Luar Negara 
 
2010 Pameran Seni Islam Dan Al-Quran (Yayasan Restu) Cape Town, South 
Africa 
2011 Pameran dan Pelancara Al-Qur’an Kazakhstan 
(Yayasan Restu) 
Almaty, Kazakhstan 
2012 R&D Pen Digital (Yayasan Restu) Shenzheng, China 
 
 
Penganugerahan Dalam Seni Khat 
 
2011 
Tempat KEDUA Musabaqah Khattul Quran (Ummul Quran) di Kompleks Taman 
Seni Islam Selangor. 
 
 2009 
Tempat PERTAMA manifenstasi seni khat (kanvas tradisional) di Muzium 
Kesenian Islam Kuala Lmpur. 
 
2008 
Tempat PERTAMA pertandingan seni khat sepontan (terbuka Thuluth) di Jabatan 
Kebudayaan, Kesenian Dan Warisan Negeri Terengganu.  
 
2008 
Tempat PERTAMA pertandingan seni khat sepontan (terbuka Thuluth) di Muzium 
Negeri Terengganu 




SAGUHATI petandingan seni khat sepontan (terbuka dewasa Thuluth) di muzium 
Al-Quran Melaka anjuran Muzium Melaka dengan kerjasama Yayasan Restu. 
2007 
Tempat PERTAMA pertandingan seni khat sepontan (terbuka Thuluth) di Jabatan 







Tempat KEDUA pertandingan seni khat karya siap (terbuka Thuluth) anjuran 
Majlis Agama Islam Dan Adat Melayu Terengganu (MAIDAM) dan Dewan Bahasa 
Dan Pustaka Wilayah Timur 
 
2007 
Tempat KETIGA pentandingan seni khat sepontan (terbuka Thuluth) di Muzium 
Negeri Terengganu Anjuran Dewan Bahasa dan Pustaka bersama Persatuan Khat 
Kuala Terengganu dengan kerjasama Muzium Negeri Terengganu dan Utusan 
Melayu (Malaysia) . 
 
2005 
Tempat KETIGA pertandingan seni khat sepontan (terbuka Nasakh) di Kompleks 
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16 LAMPIRAN E 
 
CONTOH IMEJ-IMEJ KHAT OLEH JURU TULIS KHAT  
Set Data Khat- Penulis nazmi- Jenis Thuluth 
 
  
   
     
     
     
     
     







Set Data Khat- PenulisUstaz nazmi Jenis Diwani 
     
     
     
     
     






Set Data Khat- Penulis nazmi- JenisFarisi 
 
     
     
     
     




Set Data Khat- Penulis nazmi- JenisNasakh 
     
     
     
    
 
     







Set Data Khat- Penulis nazmi- JenisRiqah 
     
     
    
 
     







Set Data Khat- Penulis shafiq- JenisThuluth 
 
     
     
     
     
     
     







Set Data Khat- PenulisUstaz shafiq-JenisDiwani 
     
     
     
     
     
     
 











     
     
     
     
 
 
Set Data Khat- Penulis shafiq- JenisNasakh 
     
     
     
    
 
     







Set Data Khat- Penulis shafiq- JenisRiqah 
     
     
     
     












     
     
  
   
  
   









Set Data Khat- PenulisUstaz Soleh JenisDiwani 
     
  
   
     
     













Set Data Khat- Penulis Soleh- JenisFarisi 
 
    
 
     
     
     
    
 
 
Set Data Khat- Penulis Soleh- JenisNasakh 
     
     
 
    
     
     







Set Data Khat- Penulis Soleh- JenisRiqah 
     
     
     
     






Set Data Khat- Penulis umifaezah- JenisThuluth 
 
     
     
     
   
  
     
     







Set Data Khat- PenulisUstaz umifaezahJenisDiwani 
     
 
    
     
     
   
 
 
     
 






Set Data Khat- Penulis umifaezah- JenisFarisi 
 
     
     
     
     
 
    
 
 




     
     
     
     








Set Data Khat- Penulis umifaezah- JenisRiqah 
     
     
     
     








Set Data Khat- Penulis zulhelmi- JenisThuluth 
     
     
     
     
     
     
  






Set Data Khat- PenulisUstaz zulhelmi_JenisDiwani 
     
     
     
    
 
     
     
 






Set Data Khat- Penulis zulhelmi- JenisFarisi 
 
    
 
     
   
  
     
    
 
 
Set Data Khat- Penulis zulhelmi- JenisNasakh 
     
     






     







Set Data Khat- Penulis zulhelmi- JenisRiqah 
     
     
     
     








Set Data Khat- Penulis Ustaz Maimun- Jenis Thuluth 
































     









     
 
Set Data Khat- Penulis Ustaz Aizat- Jenis Diwani 
 
     
     




   




     
     
  






Set Data Khat- Penulis Ustaz Aizat- Jenis Farisi 
 
     
      
      
 






   









Set Data Khat- Penulis Ustaz Aizat- Jenis Nasakh 
     
  
 
   
     
 









    
 
 







Set Data Khat- Penulis Ustaz Aizat- Jenis Riqah 
     
   
 
  
      




   
 
 
   
 






17 LAMPIRAN F 
e:\libsvm-3.0-GPUx32\windows>grid.py hodaTestOriCartesian.t 
[local] 5 -7 89.135 (best K=32.0, G=0.0078125, rate=89.135) 
Warning: empty z range [89.135:89.135], adjusting to [88.2437:90.0264] 
     line 2: warning: Cannot contour non grid data. Please use "set dgrid3d" 
. 
Warning: empty z range [89.135:89.135], adjusting to [88.2437:90.0264] 
     line 4: warning: Cannot contour non grid data. Please use "set dgrid3d" 
. 
[local] -1 -7 84.35 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 5 -1 80.995 (best K=32.0, G=0.0078125, rate=89.135) 
[local] -1 -1 72.795 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 11 -7 88.185 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 11 -1 81.0 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 5 -13 82.755 (best K=32.0, G=0.0078125, rate=89.135) 
[local] -1 -13 71.93 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 11 -13 86.81 (best K=32.0, G=0.0078125, rate=89.135) 
[local] -3 -7 81.725 (best K=32.0, G=0.0078125, rate=89.135) 
[local] -3 -1 49.165 (best K=32.0, G=0.0078125, rate=89.135) 
[local] -3 -13 66.175 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 5 1 43.1 (best K=32.0, G=0.0078125, rate=89.135) 
[local] -1 1 20.51 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 11 1 43.1 (best K=32.0, G=0.0078125, rate=89.135) 
[local] -3 1 13.425 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 9 -7 88.965 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 9 -1 81.0 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 9 -13 85.4 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 9 1 43.1 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 5 -11 84.505 (best K=32.0, G=0.0078125, rate=89.135) 
[local] -1 -11 77.39 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 11 -11 88.87 (best K=32.0, G=0.0078125, rate=89.135) 
[local] -3 -11 71.96 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 9 -11 87.655 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 3 -7 88.145 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 3 -1 81.0 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 3 -13 80.86 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 3 1 43.1 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 3 -11 83.07 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 5 -5 89.065 (best K=32.0, G=0.0078125, rate=89.135) 
[local] -1 -5 86.965 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 11 -5 87.335 (best K=32.0, G=0.0078125, rate=89.135) 
[local] -3 -5 84.66 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 9 -5 87.545 (best K=32.0, G=0.0078125, rate=89.135) 
[local] 3 -5 89.3 (best K=8.0, G=0.03125, rate=89.3) 
[local] 15 -7 87.155 (best K=8.0, G=0.03125, rate=89.3) 
[local] 15 -1 81.0 (best K=8.0, G=0.03125, rate=89.3) 




[local] 15 1 43.1 (best K=8.0, G=0.03125, rate=89.3) 
[local] 15 -11 89.355 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] 15 -5 87.2 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] 5 -15 80.77 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] -1 -15 66.23 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] 11 -15 84.955 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] -3 -15 64.15 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] 9 -15 83.71 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] 3 -15 77.32 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] 15 -15 87.13 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] -5 -7 77.575 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] -5 -1 30.525 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] -5 -13 64.16 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] -5 1 13.425 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] -5 -11 66.16 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] -5 -5 81.425 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] -5 -15 64.15 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] 5 3 21.145 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] -1 3 12.435 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] 11 3 21.145 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] -3 3 11.255 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] 9 3 21.145 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] 3 3 21.145 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] 15 3 21.145 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] -5 3 11.255 (best K=32768.0, G=0.00048828125, rate=89.355) 
[local] 7 -7 89.44 (best K=128.0, G=0.0078125, rate=89.44) 
[local] 7 -1 81.0 (best K=128.0, G=0.0078125, rate=89.44) 
[local] 7 -13 83.985 (best K=128.0, G=0.0078125, rate=89.44) 
[local] 7 1 43.1 (best K=128.0, G=0.0078125, rate=89.44) 
[local] 7 -11 86.075 (best K=128.0, G=0.0078125, rate=89.44) 
[local] 7 -5 88.16 (best K=128.0, G=0.0078125, rate=89.44) 
[local] 7 -15 82.68 (best K=128.0, G=0.0078125, rate=89.44) 
[local] 7 3 21.145 (best K=128.0, G=0.0078125, rate=89.44) 
[local] 5 -9 87.18 (best K=128.0, G=0.0078125, rate=89.44) 
[local] -1 -9 81.405 (best K=128.0, G=0.0078125, rate=89.44) 
[local] 11 -9 89.45 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] -3 -9 77.435 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 9 -9 89.365 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 3 -9 85.345 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 15 -9 88.09 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] -5 -9 71.865 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 7 -9 88.47 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 1 -7 86.37 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 1 -1 81.175 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 1 -13 77.31 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 1 1 43.12 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 1 -11 80.965 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 1 -5 88.605 (best K=2048.0, G=0.001953125, rate=89.45) 




[local] 1 3 21.145 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 1 -9 83.565 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 5 -3 87.815 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] -1 -3 87.565 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 11 -3 87.52 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] -3 -3 84.88 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 9 -3 87.515 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 3 -3 88.18 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 15 -3 87.52 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] -5 -3 80.895 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 7 -3 87.565 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 1 -3 88.765 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 13 -7 87.22 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 13 -1 81.0 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 13 -13 87.865 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 13 1 43.1 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 13 -11 89.315 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 13 -5 87.195 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 13 -15 86.02 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 13 3 21.145 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 13 -9 88.97 (best K=2048.0, G=0.001953125, rate=89.45) 
[local] 13 -3 87.52 (best K=2048.0, G=0.001953125, rate=89.45) 




Microsoft Windows [Version 6.1.7601] 







[local] 5 -7 90.96 (best K=32.0, G=0.0078125, rate=90.96) 
[local] -1 -7 84.94 (best K=32.0, G=0.0078125, rate=90.96) 
[local] 5 -1 77.79 (best K=32.0, G=0.0078125, rate=90.96) 
[local] -1 -1 68.455 (best K=32.0, G=0.0078125, rate=90.96) 
[local] 11 -7 90.675 (best K=32.0, G=0.0078125, rate=90.96) 
[local] 11 -1 77.79 (best K=32.0, G=0.0078125, rate=90.96) 
[local] 5 -13 84.11 (best K=32.0, G=0.0078125, rate=90.96) 
[local] -1 -13 66.725 (best K=32.0, G=0.0078125, rate=90.96) 
[local] 11 -13 89.47 (best K=32.0, G=0.0078125, rate=90.96) 
[local] -3 -7 80.01 (best K=32.0, G=0.0078125, rate=90.96) 
[local] -3 -1 53.345 (best K=32.0, G=0.0078125, rate=90.96) 
[local] -3 -13 56.575 (best K=32.0, G=0.0078125, rate=90.96) 
[local] 5 1 49.365 (best K=32.0, G=0.0078125, rate=90.96) 
[local] -1 1 25.325 (best K=32.0, G=0.0078125, rate=90.96) 
[local] 11 1 49.365 (best K=32.0, G=0.0078125, rate=90.96) 
[local] -3 1 14.44 (best K=32.0, G=0.0078125, rate=90.96) 
[local] 9 -7 90.97 (best K=512.0, G=0.0078125, rate=90.97) 
[local] 9 -1 77.79 (best K=512.0, G=0.0078125, rate=90.97) 
[local] 9 -13 88.42 (best K=512.0, G=0.0078125, rate=90.97) 
[local] 9 1 49.365 (best K=512.0, G=0.0078125, rate=90.97) 
[local] 5 -11 87.14 (best K=512.0, G=0.0078125, rate=90.97) 
[local] -1 -11 73.82 (best K=512.0, G=0.0078125, rate=90.97) 
[local] 11 -11 90.61 (best K=512.0, G=0.0078125, rate=90.97) 
[local] -3 -11 66.69 (best K=512.0, G=0.0078125, rate=90.97) 
[local] 9 -11 89.8 (best K=512.0, G=0.0078125, rate=90.97) 
[local] 3 -7 90.065 (best K=512.0, G=0.0078125, rate=90.97) 
[local] 3 -1 77.885 (best K=512.0, G=0.0078125, rate=90.97) 
[local] 3 -13 79.715 (best K=512.0, G=0.0078125, rate=90.97) 
[local] 3 1 49.365 (best K=512.0, G=0.0078125, rate=90.97) 
[local] 3 -11 84.195 (best K=512.0, G=0.0078125, rate=90.97) 
[local] 5 -5 91.245 (best K=32.0, G=0.03125, rate=91.245) 
[local] -1 -5 88.375 (best K=32.0, G=0.03125, rate=91.245) 
[local] 11 -5 89.815 (best K=32.0, G=0.03125, rate=91.245) 
[local] -3 -5 84.31 (best K=32.0, G=0.03125, rate=91.245) 
[local] 9 -5 90.17 (best K=32.0, G=0.03125, rate=91.245) 
[local] 3 -5 91.225 (best K=32.0, G=0.03125, rate=91.245) 
[local] 15 -7 89.64 (best K=32.0, G=0.03125, rate=91.245) 
[local] 15 -1 77.79 (best K=32.0, G=0.03125, rate=91.245) 
[local] 15 -13 90.735 (best K=32.0, G=0.03125, rate=91.245) 
[local] 15 1 49.365 (best K=32.0, G=0.03125, rate=91.245) 




[local] 15 -5 89.71 (best K=32.0, G=0.03125, rate=91.245) 
[local] 5 -15 79.7 (best K=32.0, G=0.03125, rate=91.245) 
[local] -1 -15 56.465 (best K=32.0, G=0.03125, rate=91.245) 
[local] 11 -15 88.245 (best K=32.0, G=0.03125, rate=91.245) 
[local] -3 -15 51.57 (best K=32.0, G=0.03125, rate=91.245) 
[local] 9 -15 86.88 (best K=32.0, G=0.03125, rate=91.245) 
[local] 3 -15 73.845 (best K=32.0, G=0.03125, rate=91.245) 
[local] 15 -15 89.815 (best K=32.0, G=0.03125, rate=91.245) 
[local] -5 -7 73.575 (best K=32.0, G=0.03125, rate=91.245) 
[local] -5 -1 35.155 (best K=32.0, G=0.03125, rate=91.245) 
[local] -5 -13 51.845 (best K=32.0, G=0.03125, rate=91.245) 
[local] -5 1 13.69 (best K=32.0, G=0.03125, rate=91.245) 
[local] -5 -11 56.885 (best K=32.0, G=0.03125, rate=91.245) 
[local] -5 -5 79.05 (best K=32.0, G=0.03125, rate=91.245) 
[local] -5 -15 51.57 (best K=32.0, G=0.03125, rate=91.245) 
[local] 5 3 22.625 (best K=32.0, G=0.03125, rate=91.245) 
[local] -1 3 11.13 (best K=32.0, G=0.03125, rate=91.245) 
[local] 11 3 22.625 (best K=32.0, G=0.03125, rate=91.245) 
[local] -3 3 11.04 (best K=32.0, G=0.03125, rate=91.245) 
[local] 9 3 22.625 (best K=32.0, G=0.03125, rate=91.245) 
[local] 3 3 22.625 (best K=32.0, G=0.03125, rate=91.245) 
[local] 15 3 22.625 (best K=32.0, G=0.03125, rate=91.245) 
[local] -5 3 11.04 (best K=32.0, G=0.03125, rate=91.245) 
[local] 7 -7 91.18 (best K=32.0, G=0.03125, rate=91.245) 
[local] 7 -1 77.79 (best K=32.0, G=0.03125, rate=91.245) 
[local] 7 -13 86.925 (best K=32.0, G=0.03125, rate=91.245) 
[local] 7 1 49.365 (best K=32.0, G=0.03125, rate=91.245) 
[local] 7 -11 88.685 (best K=32.0, G=0.03125, rate=91.245) 
[local] 7 -5 90.615 (best K=32.0, G=0.03125, rate=91.245) 
[local] 7 -15 84.075 (best K=32.0, G=0.03125, rate=91.245) 
[local] 7 3 22.625 (best K=32.0, G=0.03125, rate=91.245) 
[local] 5 -9 89.285 (best K=32.0, G=0.03125, rate=91.245) 
[local] -1 -9 79.895 (best K=32.0, G=0.03125, rate=91.245) 
[local] 11 -9 91.08 (best K=32.0, G=0.03125, rate=91.245) 
[local] -3 -9 73.77 (best K=32.0, G=0.03125, rate=91.245) 
[local] 9 -9 91.01 (best K=32.0, G=0.03125, rate=91.245) 
[local] 3 -9 87.655 (best K=32.0, G=0.03125, rate=91.245) 
[local] 15 -9 90.585 (best K=32.0, G=0.03125, rate=91.245) 
[local] -5 -9 66.62 (best K=32.0, G=0.03125, rate=91.245) 
[local] 7 -9 90.365 (best K=32.0, G=0.03125, rate=91.245) 
[local] 1 -7 88.305 (best K=32.0, G=0.03125, rate=91.245) 
[local] 1 -1 77.91 (best K=32.0, G=0.03125, rate=91.245) 
[local] 1 -13 73.855 (best K=32.0, G=0.03125, rate=91.245) 
[local] 1 1 49.38 (best K=32.0, G=0.03125, rate=91.245) 
[local] 1 -11 79.785 (best K=32.0, G=0.03125, rate=91.245) 
[local] 1 -5 90.675 (best K=32.0, G=0.03125, rate=91.245) 
[local] 1 -15 66.715 (best K=32.0, G=0.03125, rate=91.245) 
[local] 1 3 22.625 (best K=32.0, G=0.03125, rate=91.245) 




[local] 5 -3 89.33 (best K=32.0, G=0.03125, rate=91.245) 
[local] -1 -3 87.875 (best K=32.0, G=0.03125, rate=91.245) 
[local] 11 -3 89.16 (best K=32.0, G=0.03125, rate=91.245) 
[local] -3 -3 82.66 (best K=32.0, G=0.03125, rate=91.245) 
[local] 9 -3 89.16 (best K=32.0, G=0.03125, rate=91.245) 
[local] 3 -3 89.955 (best K=32.0, G=0.03125, rate=91.245) 
[local] 15 -3 89.16 (best K=32.0, G=0.03125, rate=91.245) 
[local] -5 -3 76.1 (best K=32.0, G=0.03125, rate=91.245) 
[local] 7 -3 89.165 (best K=32.0, G=0.03125, rate=91.245) 
[local] 1 -3 89.83 (best K=32.0, G=0.03125, rate=91.245) 
[local] 13 -7 90.15 (best K=32.0, G=0.03125, rate=91.245) 
[local] 13 -1 77.79 (best K=32.0, G=0.03125, rate=91.245) 
[local] 13 -13 90.125 (best K=32.0, G=0.03125, rate=91.245) 
[local] 13 1 49.365 (best K=32.0, G=0.03125, rate=91.245) 
[local] 13 -11 91.05 (best K=32.0, G=0.03125, rate=91.245) 
[local] 13 -5 89.71 (best K=32.0, G=0.03125, rate=91.245) 
[local] 13 -15 89.255 (best K=32.0, G=0.03125, rate=91.245) 
[local] 13 3 22.625 (best K=32.0, G=0.03125, rate=91.245) 
[local] 13 -9 90.89 (best K=32.0, G=0.03125, rate=91.245) 
[local] 13 -3 89.16 (best K=32.0, G=0.03125, rate=91.245) 
32.0 0.03125 91.245 
 
 
Microsoft Windows [Version 6.1.7601] 







[local] 5 -7 86.365 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -1 -7 81.72 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 5 -1 58.895 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -1 -1 25.26 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 11 -7 84.385 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 11 -1 58.895 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 5 -13 77.635 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -1 -13 66.86 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 11 -13 84.435 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -3 -7 78.43 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -3 -1 16.71 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -3 -13 59.92 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 5 1 21.65 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -1 1 12.005 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 11 1 21.65 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -3 1 10.86 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 9 -7 84.875 (best K=32.0, G=0.0078125, rate=86.365) 




[local] 9 -13 82.49 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 9 1 21.65 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 5 -11 81.785 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -1 -11 73.165 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 11 -11 86.135 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -3 -11 67.08 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 9 -11 85.53 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 3 -7 86.145 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 3 -1 58.895 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 3 -13 75.53 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 3 1 21.65 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 3 -11 78.845 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 5 -5 85.385 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -1 -5 84.835 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 11 -5 85.115 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -3 -5 81.48 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 9 -5 85.115 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 3 -5 86.215 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 15 -7 84.325 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 15 -1 58.895 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 15 -13 86.18 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 15 1 21.65 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 15 -11 85.775 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 15 -5 85.115 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 5 -15 75.08 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -1 -15 59.93 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 11 -15 81.155 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -3 -15 49.98 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 9 -15 79.265 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 3 -15 72.46 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 15 -15 84.495 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -5 -7 73.985 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -5 -1 15.395 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -5 -13 50.18 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -5 1 10.76 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -5 -11 59.695 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -5 -5 77.11 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -5 -15 48.525 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 5 3 12.375 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -1 3 11.13 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 11 3 12.375 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -3 3 10.43 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 9 3 12.375 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 3 3 12.375 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 15 3 12.375 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -5 3 10.36 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 7 -7 85.73 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 7 -1 58.895 (best K=32.0, G=0.0078125, rate=86.365) 




[local] 7 1 21.65 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 7 -11 83.97 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 7 -5 85.13 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 7 -15 76.955 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 7 3 12.375 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 5 -9 85.27 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -1 -9 77.5 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 11 -9 85.745 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -3 -9 73.88 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 9 -9 86.28 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 3 -9 83.36 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 15 -9 84.085 (best K=32.0, G=0.0078125, rate=86.365) 
[local] -5 -9 67.435 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 7 -9 86.305 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 1 -7 84.625 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 1 -1 58.9 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 1 -13 72.605 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 1 1 21.65 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 1 -11 76.58 (best K=32.0, G=0.0078125, rate=86.365) 
[local] 1 -5 86.47 (best K=2.0, G=0.03125, rate=86.47) 
[local] 1 -15 66.825 (best K=2.0, G=0.03125, rate=86.47) 
[local] 1 3 12.375 (best K=2.0, G=0.03125, rate=86.47) 
[local] 1 -9 80.4 (best K=2.0, G=0.03125, rate=86.47) 
[local] 5 -3 83.82 (best K=2.0, G=0.03125, rate=86.47) 
[local] -1 -3 81.59 (best K=2.0, G=0.03125, rate=86.47) 
[local] 11 -3 83.82 (best K=2.0, G=0.03125, rate=86.47) 
[local] -3 -3 73.525 (best K=2.0, G=0.03125, rate=86.47) 
[local] 9 -3 83.82 (best K=2.0, G=0.03125, rate=86.47) 
[local] 3 -3 83.85 (best K=2.0, G=0.03125, rate=86.47) 
[local] 15 -3 83.82 (best K=2.0, G=0.03125, rate=86.47) 
[local] -5 -3 53.83 (best K=2.0, G=0.03125, rate=86.47) 
[local] 7 -3 83.82 (best K=2.0, G=0.03125, rate=86.47) 
[local] 1 -3 84.025 (best K=2.0, G=0.03125, rate=86.47) 
[local] 13 -7 84.325 (best K=2.0, G=0.03125, rate=86.47) 
[local] 13 -1 58.895 (best K=2.0, G=0.03125, rate=86.47) 
[local] 13 -13 85.655 (best K=2.0, G=0.03125, rate=86.47) 
[local] 13 1 21.65 (best K=2.0, G=0.03125, rate=86.47) 
[local] 13 -11 86.15 (best K=2.0, G=0.03125, rate=86.47) 
[local] 13 -5 85.115 (best K=2.0, G=0.03125, rate=86.47) 
[local] 13 -15 83.13 (best K=2.0, G=0.03125, rate=86.47) 
[local] 13 3 12.375 (best K=2.0, G=0.03125, rate=86.47) 
[local] 13 -9 84.865 (best K=2.0, G=0.03125, rate=86.47) 
[local] 13 -3 83.82 (best K=2.0, G=0.03125, rate=86.47) 
2.0 0.03125 86.47 
 
 
