We present a new Cascaded Shape Regression (CSR) 
Introduction
Facial Landmark Detection (FLD), also known as face alignment, is a prerequisite for many automatic face analysis systems, e.g. face recognition [3, 33, 34] , expression analysis [13, 14] and 2D-3D inverse rendering [1, 20, 21, 23, 28, 48] . Facial landmarks provide accurate shape information with semantic meaning, enabling geometric image normalisation and feature extraction for use in the remaining stages of a face processing pipeline. This is crucial for high-fidelity face image analysis. As the technology of FLD for constrained faces has already been well developed, the current trend is to address FLD for unconstrained faces in the presence of extreme variations in pose, expression, illumination and partial occlusion [2, 4, 24, 25, 30] .
More recently, unconstrained FLD has seen huge progress owing to the state-of-the-art Cascaded Shape Re- gression (CSR) architecture [6, 12, 15, 29, 46] . The key to the success of CSR is to construct a strong regressor from a set of weak regressors arranged in a cascade. This architecture greatly improves the performance of FLD in terms of generalisation capacity and accuracy. However, in the light of very recent studies [35, 39, 42, 46, 47] , the capacity of CSR appears to be saturating, especially for unconstrained faces with extreme appearance variations. For example, the FLD error of state-of-the-art CSR-based methods increases from around 3% (error in percent of the inter-ocular distance) on the Labelled Face Parts in the Wild (LFPW) [2] dataset to 6.5% on the more challenging Caltech Occluded Faces in the Wild (COFW) [4] dataset. This degradation has three main reasons: 1) The modelling capacity of the existing CSR architecture is limited. 2) CSR is sensitive to the positioning of face bounding boxes used for landmark initialisation.
3) The volume of available training data is insufficient. Can these limitations be overcome, especially for unconstrained faces exhibiting extreme appearance variations? We offer an encouraging answer by presenting a new Dynamic Attention-Controlled CSR (DAC-CSR) architecture with a dynamic domain selection mechanism and a novel training strategy which benefits from training data augmentation and fuzzy set training sample weighting. Fig. 1 depicts a simplified overview of the proposed DAC-CSR architecture. Its innovation is in linking three types of regressor cascades performing in succession: 1) face bounding box refinement for better landmark initialisation, 2) an initial landmark update using a general CSR, and 3) a final landmark refinement by dynamically selecting an attention-controlled domain-specific CSR that is optimised to improve landmark location estimates. The new architecture decomposes the task at hand into three cascaded subtasks that are easier to handle.
In contrast to previous multi-view models, e.g. [39, 46] , the key innovation of our DAC-CSR is its in-built faulttolerant mechanism. The fault tolerance is achieved by means of an innovative training strategy for attentioncontrolled model training of the set of domain-specific CSRs performing the final shape update refinement. Rather than using samples from just a single domain, each domainspecific regressor cascade is trained using all the training samples. However, their influence is controlled by a domain-specific fuzzy membership function which weighs samples from the relevant domain more heavily than all the other training samples. An annealing schedule of domainspecific fuzzy membership functions progressively sharpens the relative weighting of in-domain and out-of-domain training samples in favour of the in-domain set for successive stages of each domain-specific cascade.
Each test sample progresses through the system of cascades. Prior to each of the domain-specific cascade stages, the domain of attention is selected dynamically based on the current shape estimate. The proposed training strategy guarantees that each domain-specific cascaded regressor can cope with out-of-domain test samples and is endowed with the capacity to update the shape in the correct direction even if the current domain has been selected subject to labelling error. This is the essence of error tolerance of the proposed system.
An important contributing factor to the promising performance of our DAC-CSR is training data augmentation. Our innovation here is to use a 2D face model for synthesising extreme profile face poses (out of plane rotation) with realistic background. Furthermore, we propose a novel contextaware feature extraction method to extract rich local facial features in the context of global face description.
The proposed framework has been evaluated on benchmarking databases using standard protocols. The results achieved on the database containing images with extreme poses (AFLW [24] ) are significantly better than the stateof-the-art performance reported in the literature.
The paper is organised as follows. In the next section we present a brief review of related literature. The preliminaries of CSR are presented in Section 3. The proposed DAC-CSR is introduced in Section 4.1. The discussion of its training is confined to Section 4.2, which defines the domain-specific fuzzy membership functions and their annealing schedule. On-line dynamic domain selection is the subject of Section 4.3 and the proposed feature extraction scheme can be found in Section 4.4. Section 5 addresses the problem of training set augmentation. The experimental evaluation carried out and the results achieved are described in Section 6. The paper is drawn to conclusion in Section 7.
Related Work
Facial landmark detection can trace its history to the nineteen nineties. The representative FLD methods making the early milestones include Active Shape Model (ASM) [8] , Active Appearance Model (AAM) [7] and Constrained Local Model (CLM) [10] . These algorithms and their extensions have achieved excellent FLD results in constrained scenarios [17] . As a result, the current trend is to develop a more robust FLD for unconstrained faces that are rich in appearance variations. The leading algorithms for unconstrained FLD are CSR-based approaches [6, 12, 15, 29, 46] . In contrast to the classical methods such as ASM, AAM and CLM that rely on a generative PCA-based shape model, CSR directly positions facial landmarks on their optimal locations based on image features. The shape update is achieved in a discriminative way by constructing a mapping function from robust shaperelated local features to shape updates. The secret of the success of CSR is the architecture that cascades a set of weak regressors in series to form a strong regressor.
There have been a number of improvements to the performance of CSR-based FLD. One category of these improvements is to enhance some components of the existing CSR architecture. For example, the use of more robust shape-related local features, e.g. Scale-Invariant Feature Transform (SIFT) [38, 42, 43] , Histogram of Oriented Gradients (HOG) [11, 15, 21, 40] , Sparse AutoEncoder (SAE) [16] , Local Binary Features (LBF) [6, 29] and Convolutional Neural Networks (CNN-) based features [35, 37] , has been suggested. Another example is to use more powerful regression methods as weak regressors in CSR, such as random forests [6, 29] and deep neural networks [32, 35, 37, 42, 43, 44] . Lately, 3D face models have been shown to positively impact FLD in challenging benchmarking datasets, especially in relation to faces with extreme poses [15, 26, 47] .
Multi-view models: Another important approach is to adopt advanced CSR architectures, such as the use of multiple CSR models or constructing multi-view models. Feng et al. [16] constructed multiple CSR models by randomly selecting subsets from the original training set and fusing multiple outputs to produce the final FLD result. A similar idea has also been used in [41] . As an alternative, a multiview FLD system employs a set of view-specific models that are able to achieve more accurate landmark detection for faces exhibiting specific views [9, 36, 46] .
However, the use of multiple models or multi-view models is not without difficulties. One has to either estimate the view of a test image to select an appropriate model, or apply all view-specific models to a test image and then choose the best result as the final output. For the former, implementing a model selection stage for unconstrained faces is hard in practice. An erroneously selected view-specific model may result in FLD failure. For the latter strategy, it is timeconsuming to apply all the trained models to a test image. Also, the ranking of the outputs of different view-based models is non-trivial. In contrast to previous studies, our DAC-CSR addresses these issues by improving the faulttolerance properties of a trained domain-specific model and by using an online dynamic model selection strategy.
Data augmentation: For a learning-based approach such as CSR, the availability of a large volume of training samples is essential. However, it is a tedious task to manually annotate facial landmarks for a large quantity of training data. To address this problem, data augmentation is widely used in CSR-based FLD. Traditional methods include random perturbation of initial landmarks, image flipping, image rotation, image blurring and adding noise to the original face images. However, none of these methods are able to inject new out-of-plane rotated faces to an existing training dataset. Recently, to augment a training set by samples with rich pose variations, the use of 3D face models has been suggested. For instance, Feng et al. [15, 23, 31 ] used a 3D morphable face model to synthesise a large number of 2D faces. However, the synthesised virtual faces lack realistic appearance variations especially in terms of background and expression changes. To mitigate this problem, they advocated a cascaded collaborative regression strategy to train a CSR from a mixture of real and synthesised faces. To generate realistic face images with pose variations, Zhu et al. fit a 3D shape model to 2D face images and generate profile face views from the reconstructed 3D shape information [47] . However, these 3D-based methods [15, 23, 47] require 3D face scans for model construction, which are expensive to capture. Also, it is difficult in practice to fit a 3D face model to 2D images. In this paper, we propose a simple but efficient 2D-based method to generate virtual faces with out-of-plane pose variations.
Cascaded Shape Regression (CSR)
Given an input face image I and the corresponding face
T (coordinates of the upper left and lower right corners) of a detected face in the image, the goal of FLD is to output the face shape in the form of a vector,
T , consisting of the coordinates of L pre-defined facial landmarks with semantic meaning such as eye centres and nose tip. To this end, we first initialise the face shape, s , by putting the mean shape into the bounding box. Then a trained CSR Φ = {φ(1), φ(2), ..., φ(N )} is used to update the initial shape estimate, where Φ is a strong regressor consisting of N weak regressors. A weak regressor can be obtained using any regression method, such as linear regression, random forests and neural networks. In this paper, we use ridge regression as a weak regressor, i.e. φ = {A, e}:
where A ∈ R 2L×N f is a projection matrix, N f is the dimensionality of a shape-related feature vector extracted using f (I, s ) , and e ∈ R 2L is an offset. For the shape-related feature extraction, we apply local descriptors, e.g. HOG, to the neighbourhoods of all the facial landmarks of the current shape estimate and concatenate the extracted features into a long vector. The use of a weak regressor results in an update to the current shape estimate:
A trained CSR applies all the weak regressors in cascade to progressively update the shape estimate and obtain the final FLD result from an input image. Given a training dataset
with I samples including face images, face bounding boxes and manually annotated facial landmarks, we first obtain the initial shape estimates,
, of all the training samples using the face bounding boxes provided. Then the shape update between the current shape estimate and ground-truth shape of the ith training sample can be calculated using δs * i = s * i − s i . The first weak regressor is obtained using ridge regression by minimising the loss:
where λ is the weight of the regularisation term. This is a typical least-square estimation problem with a closed-form solution [16, 38] . Last, this trained weak regressor is used to update the current shape estimates of all the training samples, which forms the training data for the second weak regressor. This procedure is repeated until all the N weak regressors are obtained.
Dynamic Attention-controlled CSR

Architecture
The architecture of the proposed DAC-CSR method has three cascaded stages: face bounding box refinement, general CSR and domain-specific CSR, as shown in Fig. 2 . In fact, our DAC-CSR can be portrayed as a strong regressor Φ = {φ b , Φ g , Φ d }, where φ b is a weak regressor for face bounding box refinement,
} is a strong regressor with M domainspecific CSRs and each of them has N d weak regressors Face bounding box refinement: We define the weak regressor for the first step as φ b = {A b , e b }:
where f b (I, b) extracts dense local features from the image region inside the original face bounding box and δb is used to adjust the original bounding box. The training of this weak regressor is the same as the procedure introduced in Section 3 for classical CSR. The only difference here is that we use face bounding box differences instead of shape differences for the regressor learning in Eq. (3). The ground-truth face bounding box for a training sample is computed by taking the minimum enclosing rectangle around the ground-truth face shape.
General CSR: The initial shape estimate, s , for general CSR is obtained by translating and scaling the mean shape so that it exactly fits into the refined bounding box, touching all four sides. Then the general CSR progressively updates the initial shape estimate, s ← s + δs , using all the weak regressors in Φ g = {φ g (1), ..., φ g (N g )}, as indicated in Algorithm 1. The nth weak regressor is defined as φ g (n) = {A g (n), e g (n)}:
where f c (I, s ) is a context-aware feature extraction function that combines both dense face description and shaperelated sparse local features. The training of this stage is the same as the classical CSR introduced in Section 3. Domain-specific CSR: Suppose this stage has M domain-specific CSRs corresponding to M sub-domains, each having N d weak regressors. The nth weak regressor of the mth domain-specific CSR is defined as:
where m = 1, ..., M , N = 1, ..., N d . Given the current shape estimate s output by the previous general CSR, a domain predictor is used to select a domain-specific CSR for input : image I, face bounding box b and a trained DAC-CSR model
facial landmarks s 1 refine the face bounding box b using φ b ; 2 estimate the current face shape, s , using the refined face bounding box ; 3 for n ← 1 to N g do 4 apply the nth general weak regressor φ g (n) to update the current shape estimate;
predict the label (m) of the sub-domain of the current shape estimate using Eq. (11) ; 8 apply the nth weak regressor φ d (m, n) in the mth domain-specific CSR to update the current shape; 9 end Algorithm 1: FLD using our DAC-CSR.
the current shape update (Section 4.3). It should be noted that we use a dynamic domain selection strategy, which updates the label for the domain-specific model selection after each shape update, as shown in Algorithm 1. As a result of the proposed domain-specific CSR training described in Section 4.2, this mechanism makes our DAC-CSR tolerant to domain prediction errors.
Offline Domain-specific CSR Training
Given a training dataset T with I samples, as introduced in Section 3, the first two stages, i.e. face bounding box refinement and general CSR, are trained directly using T . To train a domain-specific CSR, we first create M subsets {T 1 , ..., T M } from the original training set, where T m ⊆ T . To this end, we normalise all the current shape estimates, output by the previous general CSR, to the interval [0, 1]. Then PCA is used to obtain the first K shape eigenvectors. All the current shape estimates are projected to the rent shape update, as summarised in Algorithm 1. This dynamic model selection strategy is repeated after each shape update in our domain-specific CSR.
Context-aware Feature Extraction
Feature extraction is crucial for constructing a robust mapping from feature space to shape updates. In classical CSR-based approaches, shape-related local features are created by concatenating all the extracted local features around each landmark into a long vector. Although this sparse shape-related feature extraction method provides a good description of the texture information of different facial parts, it does not offer a good representation of the contextual information of faces. In our DAC-CSR, we use a contextaware feature extraction method. To be more specific, we use both a dense local description of the whole face region and sparse shape-related local features for weak regressor training (Fig. 3) . Note that, for the first bounding box refinement step, we use only the dense local features.
2D Profile Face Generation
For a learning-based approach, a large number of annotated face images are crucial for training. As discussed in Section 2, traditional data augmentation methods are not able to inject new out-of-plane pose variations, and the use of 3D face models is very expensive. To mitigate this issue, we propose a simple 2D-based method that can generate virtual faces with out-of-plane pose variations. A comparison between our proposed 2D-based profile face generator and two 3D-based methods [15, 47] is shown in Fig. 4 .
To warp a face image to another pose, we first build
