Abstract. We construct a group of C 1 -diffeomorphisms of the interval whose growth is intermediate, that is, faster than any polynomial but slower than any exponential. We prove that such an example cannot arise as a group of C 2 -diffeomorphisms of the interval. This generalises a classical result by J. Plante and W. Thurston. (2000): 20B27, 37E10, 37C85.
Introduction
A theory for groups of diffeomorphisms of the interval has been extensively developed by many authors (see for example [16, 18, 19, 24, 26, 28, 29, 30, 33] ). One of the most interesting topics of this theory is the interplay between the differentiability class of the diffeomorphisms and the algebraic (as well as dynamical) properties of the group (and the action). For instance, as a consequence of the classical Bounded Distorsion Principle, groups of C 2 -diffeomorphisms appear to have a very rigid behavior. This is no longer true for subgroups of Diff 1 + ([0, 1]), as it is well illustrated in the literature [4, 22, 31] . The aim of this work is to study this phenomenon for a remarkable class of groups, first introduced by R. Grigorchuk.
Given a finitely generated group (provided with a finite system of generators), the growth function assigns, to each positive integer n, the number of elements of the group that can be written as a product of no more than n generators or their inverses. One says that the group has polynomial, exponential or intermediate growth, if its growth function has the corresponding asymptotics. Those notions do not depend on the choice of the (finite) system of generators. A deep theorem by M. Gromov establishes that a group has polynomial growth if and only if it is almost nilpotent, i.e. if it contains a finite index nilpotent subgroup. (See [11] and references therein.) Typical examples of groups with exponential growth are those that contain free semigroups on two generators. (However, there exist groups with exponential growth and no free semigroup on two generators; see [21] ). The difficult question (raised by J. Milnor [17] ) concerning the existence of groups with intermediate growth was answered affirmatively by R. Grigorchuk in [8] (see also [9] ). Some years later [10] , one of his examples was realised (by R. Grigorchuk himself and A. Maki) as a subgroup of Homeo + ([0, 1]). The problem of improving the regularity of this embedding is at the core of this work. In the main part of this paper we prove the following result. Theorem A above answers a question from [10] . In fact, the group we consider turns out to be isomorphic to the group introduced by R. Grigorchuk in [9] , and studied in more detail in [10] . In the sequel, we will denote this group by H. We will prove more generally that for any C 1 -neighborhood V of the identity map of [0, 1], there exists an embedding H ֒→ Diff 1 + ([0, 1]) sending the generators of H to elements of V . This is an interesting issue; for instance, it is known that subgroups of Diff 2 + (S 1 ) generated by elements near the identity must satisfy very restrictive dynamical properties [20] .
The proof of Theorem A has two main technical ingredients. The first one is, instead of embedding directly H into Diff 1 + ([0, 1]) (which seems to be very difficult), to construct a coherent sequence of embeddings of some almost nilpotent groups which in some sense converge to H. (The group H turns out to be residually almost nilpotent.) An equicontinuity argument allows us to obtain, at the limit, the desired embedding. However, in order to apply this argument, it is necessary to obtain a uniform control for the derivatives of the generators of each group in the afore mentioned sequence with respect to some fixed modulus of continuity. To do this, the second ingredient of the construction is to use a technique inspired by Chapter X of M. Herman's thesis [14] . This is related to the classical construction of C 1+τ -Denjoy counter-examples, which seems go back to F. Sergeraert.
It is not clear that, by refining the technique of the construction above, it will be possible to improve the regularity for the embedding in order to reach the class C 1+τ for some τ < 1. Indeed, a quite remarkable obstruction appears in class C 2 . A weak version of the following result was already given in [18] for the description of the dynamics of a particular family of amenable groups of diffeomorphisms of the interval. The proof of Theorem B relies on the rigidity theory for centralisers of C 2 -diffeomorphisms of the interval. The foundations of this theory are related to the so called Kopell's Lemma [16] (each Abelian subgroup of Diff Concerning other 1-dimensional manifolds, let us mention that the methods used for the proof of Theorem B allow to demonstrate that subgroups of Diff 2 + (R) with subexponential growth are metabelian. Moreover, following a short argument given in [18, 20] , Theorem B implies that groups of C 2 -diffeomorphisms of the circle with subexponential growth are Abelian.
Remark. The example given for Theorem A can be seen as a sharp C 1 -counter-example for Theorem B. Nevertheless, it must be mentioned that several examples of "pathological" subgroups of Diff 1] ) contains all finitely generated torsion free nilpotent groups. Our construction for Theorem A is inspired by the one given in [4] . Another very interesting source of information on this kind of topics is [31] .
1 Continuous actions on the Cantor set and the interval First Grigorchuk's group G can be seen in many different ways: as the group generated by a finite automaton, as a group acting on the binary rooted tree T 2 , and as a group acting isometrically on the Cantor set {0, 1} N . This last two points of view are essentially the same, since the boundary at infinity of T 2 can be identified with {0, 1} N . Using the convention (x 1 , (x 2 , x 3 , . . .)) = (x 1 , x 2 , x 3 , . . .) for x i ∈ {0, 1}, the generators of G are elementsā,b,c,d whose actions on sequences (x 1 , x 2 , x 3 , . . .) in {0, 1} N are recursively defined bȳ
The action on T 2 of the elementā ∈ G consists on permuting the first two edges (and consequently, the trees rooted on the final vertex of each one of those edges). Elementsb,c andd fix the two first edges of T 2 , and their action on higher levels is illustrated below. 
It can be proven that G is a torsion group: each element has order a power of 2 (see [7] or [12] ). The first example of a torsion free group with intermediate growth was given in [9] . Geometrically, the idea consists on replacing T 2 by a rooted tree having vertices of infinite (countable) degree. So, we consider the group H acting the space Ω = Z N which is generated by elements a, b, c and d recursively defined by
The group H preserves the lexicographic order in Ω. It is then an orderable group [6] , and so it can be realised as a group of orientation preserving homeomorphisms of the interval. Those facts where first established (by an indirect method) in [10] . Now we give an elementary proof of the fact that H can be realised as a group of bilipschitz homeomorphisms of [0, 1]. 1 Fix a sequence (l i ) i∈Z of positive numbers such that l i = 1 and
Denote by 
We claim that A, B, C and D are bilipschitz homeomorphisms with Lipschitz constant bounded above by M . Indeed, this is clear for A. For B, C and D, this fact can be easily verified by induction. For example, if x ∈ I i for an even integer i, then
and since
The maps A, B, C and D extend to bilipschitz homeomorphisms of the whole interval [0, 1], and it is geometrically clear that they generate a group isomorphic to H. Remark finally that the constant M can be chosen as near to 1 as we want.
The preceding idea is not appropriated to obtain an embedding of H into Diff
. Indeed, the discontinuities for the derivative repeat at each level of the action of H. In the following section we will give a constructive method to obtain such an embedding; for that construction we will have to renormalise suitably the geometry at each step. Note that this idea appears already in [18] , and we will indeed perform the construction given there. Denoting by H n the stabiliser of the level n of the tree T ∞ for the action of H, we will construct embeddings of H/H n into Diff 1 + ([0, 1]) in a coherent way and keeping some uniform control for the derivatives of generators. Using ArzelaAscoli's Theorem, we will pass to the limit and obtain the desired embedding. Unfortunatelly, this method of construction will involve some technical issues. As a mather of fact, we emphasize that we have not been able to carry out a similar construction to obtain an embedding H ֒→ Diff 1+τ + ([0, 1]) for any 0 < τ < 1. Moreover, the action we will obtain is only semiconjugated, but not conjugated, to the bilipschitz action constructed above. (However, this seems to be a necessary condition for C 1 -actions of H.) Remark 1.1. In [8] , R. Grigorchuk gives a general procedure to construct groups of intermediate growth as groups acting on the dyadic rooted infinite tree T 2 . It is very plausible that, by considering the induced groups acting on the tree T ∞ by order preserving maps, one still obtains groups with intermediate growth. For all of these induced groups, the methods of this work lead to realisations as subgroups of Diff 
Note that ϕ(I, I) is forced to be the identity map.
The simplest family of equivariant homeomorphisms is the one formed by the affine maps ϕ a,b (x) = bx/a. However, this family is not adequate if we want to fit together maps smoothly. So, let us introduce a general and simple procedure to construct families of equivariant homeomorphisms as follows. Let {ϕ a : R →]0, a[; a > 0} be any family of homeomorphisms. Define ϕ a,
. So, extending continuously ϕ a,b to the whole interval [0, a], we obtain the desired equivariant family.
The corresponding equivariant family {ϕ a,b : [0, a] → [0, b]; a > 0, b > 0} will be essential in what follows. It was introduced by J. C. Yoccoz, and it was already used in [4] . The regularity properties of the maps ϕ a,b will be studied in §3. 
Note that
For each n ∈ N we will define homeomorphisms A n , B n , C n and D n , in such a way that the group generated by them will be isomorphic to H/H n . To do this, let us consider the homomorphisms φ 0 and φ 1 from the subgroup of H generated by b, c and d into H defined by
and
Definition of B n
Suppose that p ∈]0, 1[ belongs to I x 1 ,...,xn , and denote by (x 1 , . . . ,x n ) ∈ {0, 1} n the corresponding sequence reduced modulo 2.
· If p ∈ J x 1 ,...,x i ,...,x j for some i < j < n, let B n (p) = ϕ(J x 1 ,...,x i ,...,x j , J x 1 ,...,1+x i ,...,x j )(p).
The definitions of C n and D n are similar to that of B n . Clearly, the maps A n , B n , C n and D n extend to homeomorphisms of [0, T ]. The fact that they generate a group isomorphic to H/H n is geometrically clear and follows easily from the equivariant properties of the maps ϕ a,b . Moreover, condition (vi) implies that the sequences of maps A n , B n , C n and D n converge to limit homeomorphisms A, B, C and D respectively, which generate a group isomorphic to H. Example 2.2. Given a sequence (l i ) i∈Z of positive numbers such that
If one carries out the preceding construction (for T = 1) using the equivariant family of affine maps ϕ a,b (x) = bx/a, then one recovers the embedding of H into the group of bilipschitz homeomorphisms of the interval constructed at the end of §1 (under the assumptions that l i+1 /l i ≤ M and l i /l i+1 ≤ M for all i ∈ Z).
Modulus of continuity for derivatives
We denote by ψ ω the supremum of the left hand expression, and we call it the ω-norm of ψ.
The interest on the notion of ω-continuity relies on the obvious fact that, if (ψ n ) is a sequence of functions defined on [0, 1] such that sup n∈N ψ n ω < ∞, then (ψ n ) is an equicontinuous sequence.
Example 3.1. For ω(s) = s τ , 0 < τ < 1, the notions of ω-continuity and τ -Hölder continuity coincide.
Example 3.2. For ε > 0 suppose that ω = ω ε is such that ω ε (s) = s log(1/s) 1+ε for s small. If a map ϕ is ω ε -continuous, then it is τ -Hölder continuous for all 0 < τ < 1. Indeed, it is easy to verify that
Remark that the map s → s log(1/s) 1+ε is not Lipschitz. As a consequence, ω ε -continuity for a function does not implies that the function is Lipschitz. Example 3.3. A modulus of continuity ω satisfying ω(s) = 1/ log(1/s) for s small is weaker than any Hölder modulus s → s τ , τ > 0. Nevertheless, such a modulus will be essential for our construction. It was first used with dynamical purposes in the historical work of Stenberg concerning linearisations of germs of diffeomorphisms [28] .
We will now investigate several upper bounds with respect to some moduli of continuity for the derivatives of maps in Yoccoz's family. Letting u = ϕ −1 a (x), we have
Note that, as x → 0 (resp. x → 1), one has that u → −∞ (resp. u → +∞), and
. Therefore, the map ϕ a,b extends to a C 1 -diffeomorphism from [0, a] to [0, b] which is tangent to the identity at the end points of [0, a]. Moreover, for a ≥ b (resp. a ≤ b), the function u → u 2 +1/a 2 u 2 +1/b 2 attains its minimum (resp. maximum) value at u = 0. Since this value is equal to b 2 /a 2 , we have
For the second derivative of ϕ a,b one has
Note that from this equality one deduces that ϕ a,b is a C 2 -diffeomorphism, with ϕ ′′ a,b (0) = ϕ ′′ a,b (a) = 0. Moreover, the inequality
In an analogous way, if 2b ≥ a ≥ b, then
So, in both cases,
This last inequality and the following elementary proposition show that the family of maps ϕ a,b is in some sense optimal. 
(ii) x ≤ a/2: again, there exists s ∈]0, x[ such that
The following elementary lemma will be useful to control the ω-norm of the derivative of a map obtained by fitting together many diffeomorphisms defined on subintervals.
Lemma 3.5. Let {I n : n ∈ N} be a family of closed intervals in [0, 1] having disjoint interiors and such that the complement of their union is countable. Suppose that ϕ is a homeomorphism of [0, 1] such that its restrictions to each interval I n are C 1+ω -diffeomorphisms which are C 1 -tangent to the identity at both end points of I n and whose derivatives have C ω -norm bounded above by a constant M . Then ϕ is a C 1+ω -diffeomorphism of the whole interval [0, 1], and the C ω -norm of its derivative is less or equal than 2M .
Proof. Let x < y be two points of ∪ n∈N I n . If they belong to the same interval I n then, by hypothesis,
Suppose now that x ∈ I i = [x i , y i ] and y ∈ I j = [x j , y j ], with y i ≤ x j . In that case,
The map x → ϕ ′ (x) is then uniformly continuous on the dense set ∪ n∈N I n , and so it extends to some continuous function on [0, 1] having C ω -norm bounded above by 2M . The complement of ∪ n∈N I n being countable, the Fundamental Theorem of Calculus shows that this continuous function coincides (everywhere) with the derivative of ϕ. This finishes the proof of the lemma.
In what follows we will suppose, without loss of generality, that the map s → ω(s)/s is decreasing. Note that the moduli from examples 3.1, 3.2 and 3.3 can be taken satisfying this property. The notation ϕ will be used only for the maps of Yoccoz's family. The next lemma should be compared with §3.17 in [14] . 
then the C ω -norm of ϕ ′ a,b is less or equal than 6πM .
Proof. By inequality (2) one has, for all x ∈ [0, a],
. Since s → ω(s)/s is a decreasing function and z − y ≤ a, this gives
This proves our claim.
The preceding lemma allows to use the maps ϕ a,b to simplify the construction of Denjoy counterexamples in Chapter X of [14] . Indeed, consider any rotation R α of irrational angle α and fix a point x 0 ∈ S 1 . Blow-up the orbit (x n = R nα (x 0 )) n∈Z of x 0 replacing each point x n by an interval I n of length l n in such a way that l n < ∞. By this procedure one obtains another circleS 1 on which R α induces a mapR α by puttingR α (x) = ϕ(I n , I n+1 )(x) for x ∈ I n . It turns out that, if the lengths l n are well chosen, thenR α has good regularity properties. For example, for k ≥ 2 and ε > 0, taking
it is easy to verify thatR α is a C 1 -diffeomorphism with ω ε -continuous derivative, and that the ω ε -norm of its derivative converges to zero as k goes to infinity. By example 3.2,R α is a C 1+τ -Denjoy counter-example for any 0 ≤ τ < 1. (See [15] for sharper Denjoy counter-examples.) 4 The embedding of H into Diff In this Section, ω will denote a fixed modulus of continuity satisfying ω(s) = 1/ log(1/s) for s small enough (namely, for s ≤ 1/e), and such that the map s → ω(s)/s is decreasing. We will prove that there exist embeddings H ֒→ Diff 1+ω + ([0, 1]) sending the generators a, b, c, d of H (and their inverses) to diffeomorphisms as near as we want (in the C 1+ω -topology) to the identity map. To do that, fix any number M > 0, and for each k ∈ N define T k = i∈Z 1 (|i|+k) 2 < ∞. Consider an increasing sequence (k n ) of positive integer numbers such that k 1 ≥ 4. For n ∈ N and (x 1 , . . . , x n ) ∈ Z n let
.
In particular, we can define |J x 1 ,...,xn | by (1), that is
and for this choice we have
The procedure of §2 (using Yoccoz' equivariant family of maps) gives subgroups of Diff 1 + ([0, T k 1 ]) isomorphic to H/H n and generated by elements A n , B n , C n and D n . Our next step is to estimate the C ω -norm of the derivative of these maps.
Lemma 4.1. If the sequence (k n ) satisfy the conditions
then the C ω -norm of the derivatives of A n , B n , C n and D n are less or equal than M for all n ∈ N.
Proof. First of all, it is easy to verify that inequality (3) and hypothesis (4) 
We also have
So, by construction of the maps, and thanks to inequalities (7), the problem reduces to estimate expressions of the form
Indeed, if we verify that these expressions are bounded above by M/12π for all possible choices of subindices, then Lemmas 3.5 and 3.6 will imply that the C ω -norm of the derivatives of A n , B n , C n and D n are less or equal than M . Now, using the identity s 2n − 1 = (s − 1)(s 2n−1 + · · · + 1) and (8), we obtain
Since the map s → log(s)/s is decreasing for s ≥ e, by (6) we have
Let us now deal with the case of intervals J x 1 ,...,xn . First of all, a straightforward computation using (3) and (5) shows that
Then, using (3), (6), (9) and the triangular inequality
it is easy to verify that
is less or equal than
, and the value of this expression is bounded above by
This concludes the proof of the lemma.
Remark that similar computations can be done to estimate the C ω -norm of (
and D ′ n converge to some C ω -continuous maps (having C ω -norm bounded above by M ), which are the derivatives of C 1+ω -diffeomorphisms A, B, C and D such that the group generated by them is isomorphic to H. Note however that this group acts on the interval [0, T k 1 ]. In order to obtain a group acting on [0, 1], we can conjugate by the affine map
Since k 1 ≥ 4 we have T k 1 ≤ 1, and therefore this procedure does not increase C ω -norms of derivatives. For example,
Since every (orientation preserving) diffeomorphism f of [0, 1] has a point on which the derivative is equal to 1, if the C ω -norm of f ′ is bounded above by M then
So, if M is small, then f is near the identity in the C 1+ω -topology. Finally, it is easy to construct sequences (k n ) of integer positive numbers satisfying (4), (5) and (6). This finishes the proof of Theorem A.
Remark 4.2. Note that the action we obtained is given by diffeomorphisms which are tangent to the identity at the end points of [0, 1]. So, gluing together these two end points, we obtain a C 1 -action on the circle. Using the classical procedure of suspension, this allows to construct a codimension-1 foliation (on a 3-dimensional compact manifold) which is transversaly of class C 1 and whose leaves have subexponential growth. It turns out that a countable number of leaves have polynomial growth and a continium of leaves have intermediate growth, a fact that should be compared with [13] . In [3] one can find other interesting examples of codimension-1 foliations which are transversally of class C 1 but not C 2 and share similar properties for growth of leaves.
5 On the non existence of embedding into Diff
It is possible to give a proof for Theorem B following the lines of the proof sketched for Proposition 5.1 in [18] . To do this, one has to replace, along that proof, the use of Plante's Theorem [23] (all subgroups of Homeo + (R) having subexponential growth preserve a Radon measure of the real line) by Solodov's [27] or Beklaryan's [1] result (all finitely generated subgroups of Homeo + (R) with no free semigroup on two generators preserve a Radon measure). For the completeness of the present work, we will give in the sequel a self contained and direct proof of Theorem B, without any reference to Plante's Theorem or Solodov's and Beklaryan's result. Proof. For each n ∈ Z let a n = f n (a). We claim that for all n ∈ N sufficiently large one has g(a n ) = a n . Indeed, if this is not the case, then there exists an increasing sequence of positive numbers n i such that g(b n i ) ≤ a n i or g(a n i ) ≥ b n i for all i ∈ N. Let us consider the first case, the second being analogous. Following the proof of Kopell's Lemma in [2] , let us fix a constant κ such that
For some
The well known Bounded Distorsion Principle then gives
Note that the left hand term of this inequality is equal to g ′ (z i ) for some point
But since g ′ (z i ) tends to g ′ (0), which is necessarily equal to 1, this leads to a contradiction. Now let us fix the smallest positive integer N such that g(a n ) = a n for all n ≥ N . Let A = f n g mr f nr · · · g m 1 f n 1 and B = g q f ps g qs · · · f p 1 g q 1 be two words on f and g, where m i , n i , p i , q i are positive integers, n ≥ 0 and q ≥ 0. We have to prove that A and B do not represent the same diffeomorphism. Remark that, by the definition of N , one has A(a N −1 ) = a M , where M = N −1+n+ i n i . On the other hand, one has B(a N −1 ) = f M ′ (g q 1 (a N −1 )), where M ′ = i p i . However, since g q 1 (a N −1 ) = a N −1 , it is easy to verify that f M ′ (g q 1 (a N −1 )) is not equal to a M ′ +N −1 , and so to any a n . Thus A(a N −1 ) = B(a N −1 ), and this finishes the proof of the lemma. We claim that in this case the semiconjugacy is in fact a conjugacy (which implies in particular that Γ is Abelian). To prove this, let us suppose the contrary and let [a, b] ⊂]0, 1[ be a non degenerated closed interval which is sent to a single point by the semiconjugacy and which is maximal for this property. Without loss of generality, we may assume that f is mapped to the translation T −1 : x → x−1 by the homomorphism induced by the semiconjugacy. By the definition of [a, b] , there exists an increasing sequence (n i ) of positive integers numbers such that for each i ∈ N there existsf i ∈ Γ satisfying, for all n ∈ N,
Let a n = f n (a) and b n = f n (b). By passing to the limit as n goes to infinite in the inequalitȳ
(a n ) a n < f (a n ) a n ≤f
For fixed n ≥ 0, the intervals
Passing to the limit (as n goes to infinity) in the inequality
and using (10), we obtain for all i ∈ N and some uniform constant C > 0,
But this is impossible, because |f i ([a, b])| converges to zero as i goes to infinity. f ∈ Γ is an element such thatf Γ * generates Γ/Γ * andf (x) < x for some x ∈]0, 1[, then p n =f n (p 0 ) for all n ∈ Z.
Let us first suppose that the restriction of Γ * to ]p 1 , p 0 [ (equivalently, to each ]p n+1 , p n [) is Abelian. In that case, it is easy to see that Γ is solvable (and in fact metabelian). Since Γ has no free semigroup on two generators, the main result of [25] implies that Γ is almost nilpotent. By Plante-Thurston's Theorem [24] , Γ is almost Abelian. Let Γ 0 be an Abelian finite index subgroup of Γ and let [a, b[ any interval which is fixed by Γ 0 and such that the corresponding restriction has no global fixed point. It is easy to see that [a, b[ has the same properties with respect to the whole group Γ, and so [a, b[= [0, 1[. By Szekeres's Theorem [33] , Γ 0 is contained in the flow associated to any of its non trivial elements. If g belongs to Γ, then there exists n ∈ N such that g n ∈ Γ 0 . Thus the diffeomorphism g n belongs to the afore mentioned flow, which implies that g also belongs to that flow. This shows that the whole group Γ is contained in a flow, and in particular it is Abelian. Observe thatf n Γ * f −n = Γ * for all n ∈ Z, since Γ * is stable by conjugacy. It is then easy to verify that the elementsf and g satisfy the hypothesis of Lemma 5.3, showing that Γ has a free semigroup on two generators. This contradiction finishes the proof of Theorem B.
Remark 5.4. Recently, J. Wilson gave a nice example of a group having non uniform exponential growth, i.e. its exponential rate of growth is positive but becomes arbitrarily small under suitable changes of the system of generators [32] . This group acts faithfully by automorphisms of a rooted tree. Nevertheless, we think that such an example cannot arise in our context, that is, we think that non Abelian subgroups of Diff 
Some final remarks on centralisers
In order to prove that it is not possible to embed the group H into Diff Because of the proof above and the construction of the first part of this work, it is natural to study the structure of C 1 -centralisers of C 1 -diffeomorphisms (or homeomorphisms). The following simple and nice remark (due to C. Bonatti, S. Crovisier and A. Wilkinson) goes in that direction. We include a proof for the completeness of this work. Moreover, changing f and g by some iterates, we may assume that g(a) > f (b). All these conditions are preserved by conjugacy, that is f and g satisfy f (h n (a)) = h n (a), f (h n (b)) ∈]h n (a), h n (b)[, g(h n (a)) ∈]h n (a), h n (b)[, g(h n (b) = h n (b) and g(h n (a)) > f (h n (b)) for all n ∈ Z. If h(x) < x (resp. if h(x) > x) for all x ∈]0, 1[, then the sequences (h n (a)) and (h n (b)) (resp. (h −n (a)) and (h −n (b))) converge to the origin. Since f and g are of class C 1 , this implies that f ′ (0) = g ′ (0) = 1. However, since g(h n (a)) > f (h n (b)), there must exist a sequence of points x n ∈]a n , b n [ such that for each n ∈ N one has f ′ (x n ) < 1/2 or g ′ (x n ) < 1/2. This contradiction finishes the proof.
The preceding proposition implies that the group C 1 + (h) has some dynamically rigid properties. For instance, althought C 1 + (h) may contain free semigroups on two generators, it is not possible to detect them using a Ping-Pong Argument as in the proof of Lemma 5.2. Nevertheless, it is not clear that the algebraic structure of C 1 + (h) is also rigid in some sense. Indeed, the methods of the first part of this work allow easily to give examples of elements h ∈ Diff + (g) = {g n : n ∈ Z}. A similar statement holds for C 2 -centralisers of C 2 -diffeomorphisms [16] . However, and quite paradoxally, the reason is completely different: in class C 2 this phenomenon is related to the possibility of controling distorsion, and in class C 1 it is due to the absence of control of distorsion...
