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1. INTRODUCTION 
We consider the second-order ifferential expression M given by 
M=--$P$+Q (1.1) 
on the x interval [0, co), where P and Q are continuous real-valued 
symmetric 2 X 2 matrix functions with P nonsingular. The Hilbert space H
in which the spectral theory of M is developed isthat of vector functions 
such that 
(1.2) 
with the corresponding ner product 
As general references forvarious aspects of this pectral theory, we cite 
[S, 6, 13-151. The particular aspect that we are concerned with involves the 
deficiency index N of M. We recall that N is defined as the number of 
linearly independent solutions f the differential equation 
M-y = Ay (im L Z 0) (1.3) 
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which lie in H. From the general theory of 12, sect. 9 11; 11: 151, we know 
that N is independent of A and that he possible values of N are 2, 3, and 4. 
The exact value taken by N depends on properties of B and Q, and the 
problem investigated hereis that of determining conditions  P and Q under 
which N takes agiven one of its possible values 2, 3, 4. A complete analysis 
would be lengthy because of the number, six, of scalar functions inthe 
entries inP and Q and, in previous papers, attention hasbeen focused on the 
two cases where P(x) is either 
i 
PO(X) 0
\ Q 906) 1 
(1.4) 
In this paper we shall concentrate on the diagona.1 case (1.4) leaving to 
Section 5 some remarks on the case (1.5). Further, although our methods 
would apply more generally, we shall take p,,(x) = q,(x) = 1 in order to keep 
the details concise. Thus (1.1) is from now on taken in the form 
(1.6) 
where p, q, r are continuous real-valued functions defined on ]O, co). 
The exact value of N has been investigated in a number of previous papers 
/ !,4, 12, 171 and we state these results now as they apply to (1.6). 
RESULT I ] I, Theorem 2.4; 12; 171. Index N= 2 if 
P(X) Z -kx”, q(x) > -kx”, r(x) > -kx:: 
where a, y, and k (>O) are constants such that 
RESULT II [l, Theorem 3.41. Index N = 4 if Q < 0 and here is a 
positive C’*’ [X, co)function g (for some X > 0) such that gp’!2g)’ and gm ‘!’ 
are L(X, co) and 
(Q/g>' < 0 0~ [X, xl). 
As an example on II, we take g(r.-) =x6 (S > 2) and 
p(x) = -kx”, q(x) = -kx”, r(x) = cxp, 
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where k (20) and c are constants. Then we obtain N= 4 if 
a > 2, P> 2, Y < +(a + PI. (1.9) 
RESULT III [4]. Index N # 2 ifp, q, r have locally absolutely continuous 
first derivatives, 
P < 0, q<o in [Z a>, 
and P-I/~, qe114, rp-‘j4, rq-‘14, (p-‘14)“, (q-‘I”)” are all L2(X, CO) for 
some X > 0. 
An example on III is given by (1.8), where now 
a > 2, P> 2, y < $ min(a - 2, p - 2). (1.10) 
It was left undecided in[4] whether the actual value of N is 3 or 4 under 
the conditions i  III. We point out here that, in the standard situation (1.8) 
with nonnegative a, p, y, conditions (1.10) are covered by (1.9) and then 
N = 4 in III. Indeed we conjecture that III as it stands always gives N = 4 
and we provide further support for this conjecture in Section 4 of this paper. 
It therefore remains an open question whether and under what conditions 
the value N = 3 actually occurs, and our main purpose is to give an answer 
to this question. In Section 2,we generalise th conditions in III for N # 2 
and then, in Section 3,we show that N = 3 does occur as a special case of 
the more general conditions. In Section 4, we also give a closely related 
result onN = 4 using adifferent me hod and obtaining alternative conditions 
to those in II. 
2. THE BILINEAR FORM 
Let D denote the set of functions f in H such that: 
(i) f’ exists in[0, co) and is locally absolutely continuous, 
(ii) Mf is in H. (2.1) 
For two functions f and g in D with components f,, f,, g,, g,, the bilinear 
form is defined by
Then 
[f, gl = (.I-: El - fl ‘a + u-l e2 - .f* ia (2.2) 
(2.3) 
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a finite limit, asx -+ co. Further, I= 0 for all fand g in D if and only ii 
N = 2 [ 11, IZ]. The relationship between the bilinear form and the deficiency 
index, which we are stating here in the case of (1.6), has been used exten- 
sively in other contexts, and we refer to [3, 7] and to the bibliographies of 
these two papers for the range of applications. 
Returning to(X3), if we can select f and g in D so that 1$0, then we 
have N # 2. As usual in this method [4; 7; 13, Chapter 41, we take f= g and 
write 
where F, Y F,, 6, 9 G, are real valued with F, and F, nowhere zero, and 
to make f~ H. Granted the obvious differentiability conditions required by
(i), (2.1) is satisfied f 
pF, $ rF, f 6; F, - FI’ - i(F; G,)‘/F, > 
rFl f qF, + G;F, - F;’ - i(F; G2)‘/F2 
(2.5) 
are both L’(O, 30). Also, by (2.2), 
[f, f] = -2i(G, F; + G,F:). 
e choose 
G, = c, F;‘, G,=c,F,‘, (2.S) 
where C, and c, are constants with 
and then we have I= -2i(c, t CJ # 0 in (2.3). Hence, by (2.4)-(2.6), we 
have Nf2 if 
p + rF,/F, = -k, F;” + F;‘/F, + HI/F, 3
q + rF,/F, = -k,FT4 t F;/F2 i- H,/F,, 
(23) 
where F, , F,, H, ) H, are L*(O, co) with F, and F, nowhere zero, and we 
have written k,= cf: k, = cz. Thus, by (2.7), wehave 
k, 20, k, > 0, (k,, k2) # (0,Q). (2.9) 
409/93/c9 
428 EASTHAM AND GOULD 
We give some special cases of (2.8) in which H, and H, will denote 
L2(0, co) functions, otnecessarily thesame ones at each appearance. 
(A) Let there be nowhere zero L’(O, ok) functions F, and F, such that 
rF,, rF, E L*(O, co), 
P = -k, FF4 + F;/F, + H,/F, 
q = -k, F;’ + F;/F, + H,/F, 
(2.10) 
where (2.9) holds. Then Nf 2. 
We note that III in Section 1 is obtained from (2.10) by taking 
k, = k, = 1, F, = ( -P)-I’~, F = (-q)- 1’4 Other choices for F, and F, are . 
possible in(2.10), such as expressions f the form 
x”{ 1 + cxey sin@)] 0 > Oh 
leading to rapidly oscillating p and q of the type considered in [7]. We do 
not dwell on these details here, but turn to results ofa different kind. 
The result A gives conditions i  which r is in some sense small as x + co. 
In the following results B-E, r plays amore prominent role. 
(B) Let there be a nowhere zero L2(0, US) function F such that 
PF, sF E L*(O, a>, (2.11) 
Y = +(kF-4 - F”IF + HI/F), (2.12) 
where k > 0. Then N # 2. 
Here we take k, = k, = k, F, = TF, = F, H, = pF, and H, = qF in (2.8). 
(C) Let r be nowhere zero and let 
r-‘14, (rP114)“, prP’/4, qr-‘14 E L*(X, 03) (2.13) 
for some X > 0. Then N # 2. 
Here we take k= 1 and F=Ir(-L’4 in (2.12). Inthe case of the coef- 
ficients 
p(x) = axa, q(x) = bx4, r(x) = cxy, (2.14) 
where c # 0, the conditions (2.13) are satisfied f 
Y > 2, (2 < $(y - 21, P < i(Y - 2). (2.15) 
We note that (2.15) complements (1.10) but, more important from our point 
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of view in Section 3,there is no restriction hereon the signs ofp and q iis 
there was in (1.8). Another example on (2.13) is 
p(x) = UP, q(x) = beax, 
where y > 0, a < ay, p < $7. 
(ID) Let Y be nowhere zero and let 
r-l/4 3 (r-1’4)” E L2(X, a.3) 
for some X > 0. Let 
P = a i rl, 4 = b ii.\, 
where a and b are constants which are arbitrary except hat, if both a ? 0 
and b > 0, then ab < 1. Then N# 2. 
Mere we take F, = -d(sgn r)F, = / ri - Ii4 in (2.8) with a suitable constant 
d > 0. Then, with H, = -F, and H, = -F,, (2.8) gives 
and hence we have to choose the positives constants k,and ic, so that 
k, d4 = d - a, k, = d&’ - 6. Thus d (>0) must be chosen so that d> a and 
d-’ > i7, and this is possible if ither (i) at least one of a and b is negative or
(ii) a > 0, b > 0, and ab < 1. 
(E) Let p and Y be nowhere zero in [X, 03) and tet 
P-l, r-l, (p-l)“, (r-l)” E L’(X, co) 
for some X> 0. Let q = -kr4 + r2/pt where ic (>O) 3s a constant” Then 
Nf- 2. 
Here we choose F, = p -I, F, = -r - I, k, = 0 in. (2.8). 
3. THE CASE N= 3 
In this ection, we prove a lemma giving conditions under which not ail 
solutions f (1.3) are in the space H defined by(1.2), that is, N # 4. We then 
obtain the definite value N = 3 by showing that here is an overlap of the 
conditions i  the lemma and those in B-D of Section 2.In dealing with the 
question fwhether N = 4 or N # 4, we can relax the requirement that 3, be 
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nonreal in (1.3) [2, Theorem 9.11.21, and we shall take ,I = 0. Thus it is 
sufficient to decide whether the system 
-y; + PYI + rY2 = 0, -y; + f”Y 1 + qY2 = 0 (3.1) 
has all solutions lying in H. 
LEMMA. Let p > 0, q > 0 and let rnot change sign in [X, m) for some 
X> 0. Then (3.1) has a solution n tlying in H. 
Proof. We use a familiar convexity argument. Suppose first that r> 0 in 
[X, co). Let y, , y, be the real-valued solution f(3.1) satisfying theinitial 
conditions 
Then there is an interval (X,X’) (X’ > X) in which y:(x) > 0 and y;(x) > 0, 
and hence also y,(x) > 0, y2(x) > 0. Then, by (3.1) and the fact hat p> 0, 
q > 0, r > 0 in (X,X’), we have y;(x) > 0, y:(x) > 0 in (X,X’). Thus yi and 
y; are nondecreasing  any such interval (X,X’) where they are both 
positive. H nce y;(x) > 1, y;(x) > 1 for all x> X. Then y, , yz certainly does 
not lie in the space H defined by(1.2). 
The case r < 0 can be reduced to the one just considered by putting 
y2 = -Yz and writing (3.1) as 
-yl' + pyl + (-r)Y2 = 0, -Yi + (-r)yl + qY, = 0. 
Combining the lemma with C and D in Section 2, we obtain the following 
theorem, which gives two sets of conditions u der which N = 3. 
THEOREM 1. Let r be nowhere zero in some interval [X, 00) and let 
rp1j4, (r-“4)” E L’(X, co). Then N= 3 ifeither 
(i) p > 0, q > 0 in [X, 00) and pr-“4, qr-‘14 E L*(X, co), or 
(ii) p=a/rl,q=bJ 1, h r w erea>O, b>Oandab< 1. 
4. THE CASE N = 4 
We continue towork with (3.1) for the reasons given at the beginning of
Section 3.Conditions for N = 4 which are closely related to(2.8) and (2.10) 
can then be obtained from the following result ofKuptsov [16, Theorem 21, 
which we state here in a modified form suitable for application t  (3.1). 
KUPTSOV'S THEOREM. Let F be a function which is nowhere zero in 
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10, 00) and let F’ exist and be locally absolutely continuous ips /0, 00). Lei B 
be a positive symmetric 2 x 2 matrix function such that, for ail real two- 
component vectors u,
i;f {(B’(x)u, u)/(B(x)u, u)}> - 4F’(x)/F(x). 
Then say solution f(3.1) satisfies 
hi2 flY212 
Q (const) F2exp 
where 1is the unit 2x 2 matrix and // .II denotes any matrix norm. 
If in this theorem we make the choice 
where a, b, c are constants such that 




then (4.1) is satisfied an (4.2) immediately gives the following theorem 
concerning hi = 4. 
THEOREM 2. Let F satisfy the above conditions and bet 8’ be L. ‘(0, 3;? ). 
Let 
p = -aF-” + F”/F + p1/F2, 
q = -bF-4 + F”IF + #2/F2, 
r = -cFe4 + #JF2, 
where a, b, c are constants satisfying (4.3), and $, , $2, $I~ are all LjO, CD). 
Then N = 4. 
For the proof we have only to note that he form of p, q, r makes :ne 
exponential f ctor in(4.2) bounded as x + co. As a special case of Theorem 
2, we can clarify the value of N in the situation wbere I;, = F, in (2. IO). 
COROLLARY. Let the conditions of Section 2A hold with F, = F, and 
k,>O,k,>O.ThenN=4. 
ProoJ: In Theorem 2, we take a= k, , b = ii, 9 c = 0, 9, = H,F, $* = HIF, 
q3 = r-F2 = (rF)F, where F, = F, = F. 
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In particular, to support the conjecture in Section 1 concerning result III, 
we note that he corollary gives N = 4 under the conditions f III in the case 
p = (const)q. 
Theorem 2 and Section 1 II overlap but neither includes the other. They 
overlap because the choice g= Fp4 is possible ifF’ and F” are L*(O, co) 
and F’ < 0, and then we can take 4, = & = -FF” and 4x = 0 in Theorem 2 
to obtain Section 1 II with this particular g. 
For other applications of the ideas of Kuptsov, we refer to [8, 91. 
5. CONCLUDING REMARKS 
Similar methods to those of Sections 2-4 can be applied tothe case where 
P is given by (1.5). When, for example, Ye = 1, the relations 
corresponding to (2.8) are 
r + qF,/F, = -k, FF4 + F;/F, + H/F,, 
r + pF,/F, = -k, FT4 + F;/F2 + H,/F, .
For further details, we refer to [ 13, Chap. 31. 
Finally we mention that in [lo], an asymptotic theory was developed for 
(1.3) in the case (1.5), and a complete analysis ofthe value of N was made 
when p, q, r are multiples of powers of x. A similar theory for (1.4) is under 
investigation [ 181and it is hoped that he details will appear in due course. 
The asymptotic theory of [lo] and [ 181 is directed towards coefficients 
which resemble powers of x in the sense that 
P’(X) = o{x-‘P(x)}, p”(X) = 0(x-*p(x)} 
as x + co, and similarly forq and r. Such conditions arenot required inthe 
methods used in this paper. 
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