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Задача автоматической рубрикации текстов становится все более акту-
альной в наше время, поскольку информация стала самым ценным ресур-
сом и ее объемы непрерывно растут. Необходимость избавить человека от 
рутинной сортировки статей по классам поставила задачу создания авто-
матической системы рубрикации.  
Для решения задачи было решено использовать нейронные сети прямо-
го распространения с использованием нейронов Маккаллока-Питтса с раз-
ным количеством нейронов и скрытых слоев, поскольку нейронные сети 
часто применяются для решения задач машинного обучения и пригодны 
для классификации.  
Самой простой нейронной сетью считается перцептрон – нейрон-
ная сеть прямого распространения с одним скрытым слоем. При под-
боре гиперпараметров была изучена зависимость результата по метри-
ке качества accuracy (доля правильных ответов). При этом рост каче-
ства прекращался уже после 10 нейронов при изучении диапазона от 1 
до 50. Это означает, что большое количество нейронов не требуется в 
данной задаче. Значение метрики качества достигало максимума 0.70 
для accuracy и 0.71 для f1-score. 
Нейронная сеть с несколькими скрытыми слоями способна лучше 
улавливать сложные нелинейные зависимости результата от призна-
ков. Можно предположить, что ее потенциал позволит лучше решать 
поставленную задачу. Тем не менее серия тестов опровергла предпо-
ложение. Стабилизация часто наблюдалась несколько раньше, чем у 
однослойной нейронной сети, но результат не превышал 0.70 для 
accuracy и 0.71 для f1-score.  
Проведенные исследования позволили сделать вывод, что в задаче 
классификации текстов достаточно простых структур нейронных се-
тей. Возможно, это связано с большим количеством выбросов в 
текстах и склонностью сложных нейронных сетей к переобучению.  
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