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Abstract
Recently proposed normalizing flow models such
as Glow have been shown to be able to generate
high quality, high dimensional images with rela-
tively fast sampling speed. Due to their inherently
restrictive architecture, however, it is necessary that
they are excessively deep in order to train effec-
tively. In this paper we propose to combine Glow
with an underlying variational autoencoder in order
to counteract this issue. We demonstrate that our
proposed model is competitive with Glow in terms
of image quality and test likelihood while requiring
far less time for training.
1 Introduction
The field of deep generative models is experiencing rapid
progress, with new state-of-the-art results being achieved reg-
ularly. Currently, state-of-the-art in image generation is dom-
inated by adversarial training methods such as [Karras et al.,
2019]. However, Generative Adversarial Networks (GANs)
notoriously suffer from problems with training stability and
mode collapse due to the dynamics of an adversarial objec-
tive. Many ideas have been proposed for dealing with these
issues, such as [Arjovsky et al., 2017], however issues inher-
ently remain. Due to this, there is still significant attention
being given to pure likelihood models despite their poorer
qualitative performance, as maximum likelihood training is
stable and is able to achieve good mode coverage on account
of its heavy penalization of models that do not allocate prob-
ability mass to space containing training data.
There are numerous classes of likelihood-based deep gen-
erative models in the contemporary literature. Autoregres-
sive models such as PixelRNN [van den Oord et al., 2016b]
have been shown to achieve impressive test likelihood scores
on various datasets, however such models typically perform
poorly when evaluated using quantitative measures of image
quality, and in addition take a long time to generate samples.
Variational autoencoders (VAE) [Kingma and Welling, 2014],
a form of latent variable model and one of the earlier pro-
posed deep generative models, are known to produce samples
of poor quality when implemented in their most basic form
and as such require combining with more powerful genera-
tive models in order to be competitive. More recently, it was
shown in [Kingma and Dhariwal, 2018] that a class of likeli-
hood models known as normalizing flows can be used to gen-
erate high quality images with much faster sampling times
than autoregressive models. Heavy restrictions must be im-
posed on the model architecture however in order to be able
to efficiently calculate the determinant of the model Jacobian,
forcing implementations of such models to be extremely deep
and wide to make up for deficiencies of a restricted architec-
ture. As a result, training requires an exorbitant amount of
time; as an example 40 GPUs and ∼1 week of training was
required in order to produce the 256x256 CelebA-HQ sam-
ples in [Kingma and Dhariwal, 2018]. Finding ways to cut
down on these resource requirements is therefore pertinent in
order to make such models accessible to the average practi-
tioner. Towards achieving this goal, in this work we propose
combining the standard variational autoencoder model with
an overlying Glow layer and demonstrate competitive FID
[Heusel et al., 2017] results while simultaneously achieving
much lower training time.
2 Background and Related Models
2.1 Variational Autoencoders
Variational Autoencoders (VAEs), first proposed in [Kingma
and Welling, 2014] are a popular class of deep latent variable
model inspired by traditional variational inference. Given a
dataset X = {x(1), x(2), ..., x(n)}, the goal is to maximize
the log-likelihood lower bound
Eq(z|x(i))[log p(x(i)|z)]−DKL[q(z|x(i))||p(z)] (1)
where q(z|x) is an encoder distribution and p(x|z) is a de-
coder distribution, both parameterized by deep neural net-
works. The prior distribution p(z) may be fixed or learned.
Typically the encoder, decoder and prior distributions are all
assumed to be some simple distribution, usually Gaussian. In
this case the model enjoys the properties of stable training
and fast convergence, as well as fast sampling. VAEs are well
known to produce sample images of poor quality, however,
owing to a number of previously identified factors.
It has been pointed out that the typical Gaussian assump-
tion of the posterior q(z|x) leads to poor posterior approxi-
mations, as the true posterior is often far from Gaussian in
shape. As the optimizer is forced to fit mismatching distri-
butions, this results in the marginal encoder distribution q(z)
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Figure 1: Overview of our proposed method, which combines a simple VAE with a normalizing flow model in the pixel space. The model
training is split into two phases, please refer to Section 3.4 for more details.
diverging from the prior p(z). In [Jimenez Rezende and Mo-
hamed, 2015] and many subsequent works such as [Kingma
et al., 2016], it was proposed that the posterior be made more
flexible via the use of normalizing flows, which are discussed
in detail in the next section. In this way, the approximate
posterior can achieve a better fit to the true posterior.
In [Dai and Wipf, 2019] the authors pointed out that the
failure to optimize the decoder variance in typical imple-
mentations of VAEs is a major cause of poor quality sam-
ples, and that by optimizing decoder variance it is possible
to achieve an optimal VAE cost in the case where the en-
coder and decoder distributions are Gaussian (specifically, a
diagonal Gaussian encoder and isotropic Gaussian decoder).
Achieving the optimal VAE cost does not necessarily recover
the ground truth distribution, though, and so they additionally
proposed learning the distribution of the latent space using a
second-stage VAE, and proved that by doing so it is theoreti-
cally possible to recover the ground truth distribution.
Despite there being a theoretically obtainable optimal cost
in the case where the decoder variance is learned, in practice
using a decoder that assumes independence between pixels is
not ideal, as it is well understood that this leads to blurry re-
constructions due to the optimizer favouring solutions that are
a weighted mean of data points in pixel space. Additionally,
because Gaussian decoders are a poor fit for natural images,
they may introduce substantial noise into the generated sam-
ples, and so it is commonplace to restrict decoder sampling
to the mean. This artificially restricts the generative distribu-
tion to a manifold of dimensionality equal to that of the latent
space, and potentially limits sample diversity.
Complex, non-Gaussian decoder distributions have been
proposed in several previous works. In [Gulrajani et al.,
2017], the authors propose using autoregressive PixelCNN
layers [Van den Oord et al., 2016a] in the decoder, and are
able to achieve impressive test likelihood scores. An adver-
sarially trained autoencoder was proposed in [Larsen et al.,
2016], with the decoder objective being defined by a stan-
dard GAN loss over the generated image plus a representation
loss using L2 distance between discriminator hidden features.
However, such a model cannot be used to evaluate likelihood,
and being an adversarial method it suffers from problems with
training stability. [Shmelkov et al., 2019] propose a very sim-
ilar model to our own, with a Real NVP [Dinh et al., 2016]
normalizing flow model stacked on top of a VAE with Gaus-
sian decoder. They combine likelihood maximization with
adversarial training to achieve competitive FID scores on var-
ious datasets, however their model achieves poor results when
using a purely likelihood based approach.
2.2 Normalizing flows
Normalizing flows take advantage of the change of variables
formula for probability distributions, given by
p(x) = p(z)|det(∂f(x)/∂xT )| (2)
where f defines a bijection between the spaces of x and
z and is parameterized by a neural network. They have
found use with application to VAEs in order to achieve flexi-
ble priors/posteriors [Jimenez Rezende and Mohamed, 2015;
Chen et al., 2017], as well as being used as standalone gen-
erative models directly in data space [Dinh et al., 2014] in
which case exact likelihood evaluation is possible. One of
the most common implementations is that of autoregressive
flows, whereby the bijection f is made to be auto-regressive
resulting in a triangular Jacobian. This is important for effi-
ciency, as it allows the determinant in Eq. 2 to be calculated
in O(n) rather than O(n3). Composition of multiple autore-
gressive functions allows for the construction of high capacity
models. Split-based flows such as [Dinh et al., 2016] make
use of the same idea, but allow efficient calculation of f in
both directions. Methods that allow for free-form Jacobians
such as [Chen et al., 2019] have also been recently proposed.
In this paper we focus on [Kingma and Dhariwal, 2018] as a
baseline, as it is the model we use to stack on top of a VAE in
our experiments.
3 Method and Model Definition
At a high level, our idea is to combine a simple VAE model
with a normalizing flow model in the pixel space. As such,
we hope to obtain the benefits of both: the smaller model size,
faster training, and compact latent representation of VAEs, as
well as the high quality samples of normalizing flows. We
use a simple VAE to learn a base distribution, and train a
(a) Glow (b) Ours
Figure 2: Samples from models trained on CIFAR-10.
normalizing flow using this base distribution, such that we
end up with a conditional normalizing flow. As the VAE
should be able to learn a distribution that is already close to
the ground truth, our normalizing flow, when conditioned on
this base distribution, should not need to do as much work
as a full marginal normalizing flow model. Our flow compo-
nent therefore need not be as deep as standalone flows, saving
training time and model size. Our model is trained using pure
likelihood maximization, and is capable of evaluating a lower
bound on the likelihood of arbitrary data samples.
For our approach we use an underlying Gaussian decoder
to learn the base distribution of a normalizing flow. We denote
the random variable produced by this underlying decoder as
x¯ ∼ px¯(x¯|z) = N (x¯|gµ(z), gΣ(z)) (3)
where gµ decodes the mean of px¯(x¯|z) and gΣ decodes the
diagonal covariance. The normalizing flow layer then defines
a bijection f : Xˆ → X¯ and random variable
xˆ ∼ pxˆ(xˆ|z) = px¯(f(xˆ)|z)|det(∂f(xˆ)/∂xˆT )| (4)
where xˆ ∈ Xˆ and x¯ ∈ X¯ .
3.1 Underlying Gaussian decoder
In [Dai and Wipf, 2019] the authors propose to add a learn-
able parameter γ to the model, with the decoder likelihood
given byN (x|gµ(z), γI), and prove that doing so enables the
model to always be capable of achieving a better VAE cost by
lowering the value of γ. This has an additional benefit in the
case of our model, as it facilitates training of the overlying
Glow layer. By allowing the VAE decoder to shrink its vari-
ance as it gains confidence in its estimates, the Glow layer has
to do less work to remove any erroneous noise in the decoder
distribution.
We extend this idea by allowing the decoder distribution
to be Gaussian with diagonal covariance, rather than simply
an isotropic Gaussian. By doing so, we allow the decoder
to express confidence in its estimates at the pixel level. In
the case of MNIST, for example, the decoder is likely to be
highly confident in its estimate of the uniformly black back-
ground pixels, while the pixels on the border of the digit are
likely to be the source of lower confidence. When sampling
from the underlying VAE (while keeping decoder samples re-
stricted to the mean) this does not result in any significant im-
provement over the simpler isotropic Gaussian decoder. For
our full model, however, we found in our experiments that
this small change resulted in significant improvements to FID
score.
3.2 Prior distribution
As noted previously, we allow the decoder to learn the vari-
ance of its distribution. However, as shown in [Dai and Wipf,
2019], this results in the decoder likelihood quickly dominat-
ing the KL divergence term, resulting in the model favouring
learning of the data manifold over learning the ground truth
distribution. In other words, the model is able to learn much
more accurate reconstructions at the expense of the encoder
distribution matching the prior. Their proposed solution is
to learn the encoder distribution using a second-stage VAE,
and they prove that by doing so they are theoretically capable
of recovering the ground truth distribution. We note, how-
ever, that by using a flexible learned prior in the form of an
autoregressive normalizing flow, we are able to calculate ex-
act prior likelihood and are also able to recover the ground
truth distribution in a single stage of training. Recovery of the
ground truth distribution is possible as autoregressive normal-
izing flows are universal approximators [Huang et al., 2017].
This gives us a second latent distribution p(u) = N (u|0, I)
(a) Glow (b) Ours
Figure 3: Samples from models trained on CelebA.
and bijection h : Z → U with z ∈ Z and u ∈ U . The prior
distribution is then given by p(z) = p(u)|det(∂h(z)/∂zT )|.
Such a model was originally proposed in [Chen et al.,
2017], where the authors show that it is equivalent to Inverse
Autoregressive Flow (IAF) [Kingma et al., 2016] along the
encoder path, while being deeper along the decoder path. We
therefore obtain the benefit of using a flexible posterior while
simultaneously being able to close the gap between the en-
coder and prior distributions. We found in our experiments
that by using a normalizing flow prior we were able to obtain
better FID scores than by using a second-stage VAE. Results
are shown in the experiment section.
In our implementation we use a normalizing flow similar
in structure to Real NVP [Dinh et al., 2016] (which is a spe-
cial case of autoregressive normalizing flows [Papamakarios
et al., 2017]), as it allows both efficient training and sampling.
3.3 Normalizing flow layer
We use the additive version of the Glow model proposed in
[Kingma and Dhariwal, 2018]. More specifically, our flow
is comprised of several blocks, with each block containing an
activation normalization followed by an invertible 1x1 convo-
lution, which is then followed by an additive coupling layer
[Dinh et al., 2014]. Since our flow does not need to be as deep
on account of it being conditioned on the underlying VAE dis-
tribution, we do not utilize any split or squeeze operations.
3.4 Training
We split the model training into two phases. In the first phase,
we train the underlying VAE and its prior. In the second
phase, we keep all components of the underlying VAE in-
cluding its prior fixed while training the Glow layer on top of
it. That is, in the second stage we optimize the parameters of
FID
Fashion (2-stage VAE) 31.87
Fashion (Flow) 19.70
CIFAR-10 (2-stage VAE) 76.04
CIFAR-10 (Flow) 71.85
Table 1: FID scores comparing a normalizing flow prior with a
second-stage VAE.
the Glow layer to maximize Eq(z|x(i))[log pxˆ(x(i)|z)]. This
continues to maximize likelihood, as the first term in Eq. 1
is maximized while the second term is kept fixed. It is also
possible to train the entire model jointly in one phase, how-
ever we found that this resulted in poorer quality images. We
found in our experiments on joint training that the model did
not make full use of the VAE’s capacity such that little in-
formation was encoded in the decoder distribution, i.e. there
was little divergence between p(x¯|z) and p(x¯). This meant
that the Glow layer was responsible for capturing much of
the data distribution on its own. Additionally, since the Glow
layer became responsible for much of the diversity of the
model distribution, temperature reduction (discussed in the
next section) was less effective. Surprisingly this problem
was not a symptom of posterior collapse, which is a common
occurrence in VAEs whereby the KL divergence term pre-
vents the model from making full use of the latents. We ob-
served that the phenomenon still occurred even when giving
a very small weighting to the KL divergence term, suggest-
ing that it was instead a result of the interaction between the
VAE and Glow layers during joint training. We additionally
tried joint training after pre-training the model using the two
(a) CIFAR-10 (b) CelebA
Figure 4: Example of how the Glow layer modifies VAE samples. Left column: samples from the underlying VAE. Right columns: decoder
samples after being passed through the Glow layer.
phase approach and found that while this was able to improve
test likelihood slightly, it had a largely negative effect on FID
score. The entropy of the conditional Glow distribution in-
creased relative to the pre-trained model, and sample images
had visibly worse low level detail. Ostensibly, a two phase
approach forces the Glow layer to focus on the fine details
at the expense of better global likelihood allocation, which is
beneficial to FID.
3.5 Sampling
Sampling from the model is performed straightforwardly by
first sampling x¯ from the underlying marginal VAE distri-
bution, and then calculating the final sample via f−1(x¯).
In [Kingma and Dhariwal, 2018], the authors make use of
reduced-temperature sampling in order to improve image
quality. We note however that, since this operation results in
significantly reduced sample diversity, it will have a negative
impact on distance measures such as the FID score. In our
model, because the underlying VAE is trained first and then
subsequently kept fixed during training of the Glow layer, the
VAE ends up being responsible for sample diversity while the
Glow layer “sharpens” the VAE output. Due to this, we are
able to perform temperature reduction in the Glow layer with-
out significantly sacrificing sample diversity. We found that
using a temperature of 0.5 in the Glow layer produced the
highest FID scores across all of our experiments.
4 Experiments
4.1 Normalizing flow prior vs two-stage VAE
We begin our experiments by first demonstrating that our
choice of normalizing flow prior is advantageous over the
second-stage VAE proposed in [Dai and Wipf, 2019]. We
conduct experiments on Fashion-MNIST [Xiao et al., 2017]
and CIFAR-10 [Krizhevsky, 2009] using a decoder distribu-
tion given by N (x|gµ(z), γI), where γ is a learnable param-
eter. Experimental results are shown in Table 2. Note that we
use the same network architecture for both models in order to
have a fair comparison.
4.2 Results for full model
We now present our experimental results on both the CIFAR-
10 [Krizhevsky, 2009] and CelebA [Liu et al., 2015] datasets.
For both datasets we use a single layer Glow (i.e. no squeeze
or split operations) of depth 32. For the underlying VAE we
use the Resnet model described in [Dai and Wipf, 2019], with
a depth of 3 for CIFAR-10 and a depth of 4 for CelebA. The
prior was implemented using a 16 layer normalizing flow
with each layer comprised of two fully connected layers of
width 1024, each followed by a ReLU. For both datasets we
trained the underlying VAE for 1,000 epochs before training
the Glow layer for 1,000 epochs. We use an initial learning
rate of 0.0001 and halve it every 250 epochs.
Quantitative evaluation
We report Fre´chet Inception Distance [Heusel et al., 2017]
calculated against a held-out test set for quantitative image
Figure 5: Interpolation between randomly sampled points in the VAE latent space, demonstrating that our model learns a useful compact
representation.
FID bits/dim
PixelCNN 65.93 3.03
PixelIQN† 49.46 -
Glow 46.90 3.35
Residual Flow 46.37 3.28
Ours 42.14 ≤ 3.17
Table 2: FID score and bits per dimension on CIFAR-10.
(† uses quantile regression)
FID bits/dim
Glow 19.00 2.25
Ours 20.59 ≤ 2.50
Table 3: FID score on CelebA
quality evaluation, as well as test bits per dimension. For
our CIFAR-10 results we include FID scores and bits-per-
dimension reported in previous works involving likelihood-
based models, in order to provide a more comprehensive list
of baselines; results were taken from [Chen et al., 2019] and
[Ostrovski et al., 2018]. Results for CIFAR-10 can be found
in Table 2, and results for CelebA can be found in Table 3.
Qualitative experiments
Samples from Glow and our proposed model for the CIFAR-
10 and CelebA datasets are provided in Figure 2 and Fig-
ure 3 respectively. We also present qualitative experiments to
demonstrate the behaviour of our model. As mentioned ear-
lier, the Glow layer essentially becomes a “sharpening” layer
as a result of our two-stage training procedure. To demon-
strate this, in Figure 4 we show random samples from the
VAE alongside samples from the same latent code after hav-
ing been passed through the Glow layer. It can be seen that
the VAE samples are somewhat blurry as expected, and are
considerably sharper after being passed through Glow. The
content is entirely preserved by the Glow layer, with stochas-
ticity resulting in small changes to the fine details that are
only visible upon close inspection.
Additionally, we show images obtained by interpolating
between randomly sampled points in the VAE latent space in
Figure 5. This is common practice for latent variable models
in the literature to demonstrate the model’s ability to general-
ize and learn a useful compact representation.
4.3 Training time
One of the main claims made regarding our model is that it
can significantly reduce training time when compared with a
standalone Glow model. In order to validate this claim, we
measure wall clock time per epoch when training each model
CIFAR-10
Time/epoch (seconds)
Glow ∼ 512
Ours (VAE) ∼ 118
Ours (Glow) ∼ 162
Ours (Avg.) ∼ 140
Table 4: Training time per epoch for each model.
and report the results in Table 4. Times were measured using
a GeForce GTX 1080 Ti. We measure VAE and Glow layer
times separately for our model and, since we train an equal
number of epochs for each, the average of the two for the
overall time per epoch is included. We make a note of the fact
that we did not use gradient checkpointing when evaluating
training time. Results indicate that our model trains over 3.5x
faster than Glow when an equal number of total epochs are
used.
5 Conclusion and future research
We have presented a model combining standard VAEs with
Glow, and demonstrated that it is capable of achieving sample
image quality comparable to a standalone Glow model while
being faster to train. It is our hope that our results are use-
ful to any future works attempting to bridge the gap between
image quality of likelihood-based models and GANs. Future
research directions may involve investigating whether our re-
sults continue to hold when scaling up to higher dimensional
images.
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