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Solutions borne´es et auto-similaires d’e´quations inte´grales
Jean-Franc¸ois Bertazzon ∗ et Vincent Delecroix †
Re´sume´
Nous construisons des solutions borne´es aux e´quations inte´grales∫ λx
0
f(t) dt = f(x)− f(0)
ou` λ ≥ 2 est un entier. Cette construction s’appuie sur une me´thode originale de limite de
sommes de Birkhoff ite´re´es.
1 Introduction
Nous nous inte´ressons aux e´quations inte´grales :∫ λx
0
f(t) dt = δ
(
f(x)− f(0)) pour tout x ≥ 0. (Eλ,δ)
Remarquons tout d’abord que le parame`tre δ est accessoire : si f est solution de (Eλ,δ) alors
g(x) = f(|δ|x) est solution de (Eλ,1) ou (Eλ,−1). Cependant, il s’ave`re naturel de conside´rer des
parame`tres λ et δ entiers dans notre construction. On pre´fe´rera parfois la formulation e´quivalente
f ′(x) =
λ
δ
f(λx) pour tout x ≥ 0. (E′λ,δ)
L’e´quation ci-dessus est un cas particulier de l’e´quation du pantographe dont la forme ge´ne´rale est
f ′(x) = af(λx) + bf(x) avec a, b ∈ R et λ ∈ R+.
Nous renvoyons a` l’introduction de [BDMO08] pour une bibliographie re´cente sur le sujet.
Si 0 < λ ≤ 1, l’espace des solutions de l’e´quation (Eλ,δ) est de dimension 1 et les solutions sont
analytiques. Dans le cas qui nous inte´resse, λ > 1, le the´ore`me suivant montre que l’espace des
solutions est de dimension infinie.
The´ore`me 1. Soit f ∈ C∞([1, λ]) telle que, pour tout entier n, on ait f (n)(1) = f (n)(λ) = 0.
Alors f se prolonge de manie`re unique en une fonction C∞([0,∞[) solution de (Eλ,δ).
Nous montrons que les solutions ne peuvent pas eˆtre pe´riodiques et s’annulent ne´cessairement
infiniment souvent si δ > 0.
The´ore`me 2. Soit f une solution de l’e´quation (Eλ,δ) avec λ > 1.
– Si δ 6= 0 et f est pe´riodique, alors f = 0,
– Si δ > 0, alors pour tout t >
δ
λ(λ− 1) la fonction f s’annule au moins une fois dans
l’intervalle
[
t
δ
,
t
δ
λ3
]
.
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L’objectif principal de cet article est la construction de solutions borne´es et auto-similaires de
ces e´quations. Donnons nous deux fonctions fa : [0, λ] → R et fb : [0, λ] → R ve´rifiant fa(0) =
fa(λ) = fb(0) = fb(λ). Pour un mot infini w = w0w1 . . . ∈ {a, b}N, nous noterons fw : R+ → R la
fonction de´finie par
fw(nλ+ x) = fwn(x) pour x ∈ [0, λ] et n ∈ N.
On appelera f la concate´nation de fa et fb le long de w. Notons que cette de´finition fait aussi sens
pour des mots w finis, auquel cas la fonction obtenue est de´finie sur le domaine [0, |w|λ] ou` |w|
de´signe la longueur du mot w. Pour les mots de longueur 1, nous retrouvons bien les fonctions de
de´parts fa et fb.
Nos solutions sont construites sur des mots w substitutifs. Une substitution σ sur {a, b} est un
morphisme du mono¨ıde libre {a, b}∗. Notons qu’une substitution est entie`rement de´termine´e par
les images des ge´ne´rateurs σ(a) et σ(b). Notons e´galement que l’action d’une substitution s’e´tend
en une action sur les mots infinis (nous renvoyons a` la partie 3.2 pour plus de de´tails).
Prenons la substitution σ : a 7→ ab, b 7→ ba dite de Prouet-Thue-Morse. Les premie`res ite´rations
de cette substitution sur la lettre a donnent :
σ1(a) = ab, σ2(a) = abba, σ3(a) = abbabaab, σ4(a) = abbabaabbaababba . . .
On obtient une suite de pre´fixes emboˆıte´s qui convergent (pour la topologie produit) vers un mot
infini
w = abbabaabbaababbabaababbaabbabaabbaababbaabbabaababbabaabb . . .
appele´ mot de Prouet-Thue-Morse. C’est l’unique mot (infini) w commenc¸ant par a tel que σ(w) =
w. Autrement dit c’est un point fixe de σ. Pour tout mot fini u, nous noterons |u| sa longueur
et |u|α le nombre de lettre α dans ce mot. Une substitution σ sur {a, b} est dite λ-uniforme si
|σ(a)| = |σ(b)| = λ.
The´ore`me 3. Soit fa : [0, λ] → R et fb : [0, λ] → R et w ∈ {a, b}N tels que f = fw soit solution
de (Eλ,δ). Si f n’est pas identiquement nulle alors il existe une unique substitution λ-uniforme σ
telle que σ(w) = w. De plus |σ(a)|a = |σ(b)|a et pour tout x, y ∈ [0, λ] on a∫ λy
λx
fσ(a)(t) dt = δ
(
fa(y)− fa(x)
)
et
∫ λy
λx
fσ(b)(t) dt = δ
(
fb(y)− fb(x)
)
.
Notre me´thode pour construire des solutions de (Eλ,δ) repose sur la convergence de sommes de
Birkhoff. Repartons du mot de Prouet-Thue-Morse w = abbabaabb . . . et conside´rons ϕ : {a, b} → R
la fonction de´finie par ϕ = χa − χb ou` χα de´signe la fonction qui vaut un pour α et 0 sinon. Il
faut ici voir la suite n 7→ ϕ(wn) comme une fonction de´finie sur les entiers. Une version discre`te de
l’inte´grale consiste a` prendre des sommes de Birkhoff de cette fonction : on pose S
(1)
0 (ϕ,w) = 0 et
S(1)n (ϕ,w) =
n−1∑
k=0
ϕ(wk) pour tout entier n ≥ 1.
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Figure 1 – Les sommes S(k)(ϕ,w) pour k = 1, 2, 3 pour le mot de Prouet-Thue-Morse w et
ϕ = χa − χb.
Les quantite´s S
(1)
n (ϕ,w) peuvent a` nouveau eˆtre conside´re´es comme une fonction n 7→ S(1)n (ϕ,w).
On construit alors par re´currence une suite de fonctions discre`tes en de´finissant S(`+1)(ϕ,w) comme
la somme de Birkhoff de S(`)(ϕ,w). Nous montrons que cette suite de fonctions discre`tes propre-
ment renormalise´e converge vers une solution de (E2,1) (voir les figures 1 et 2).
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Figure 2 – La fonction limite fw pour le mot de Prouet-Thue-Morse w obtenue avec notre construc-
tion pour la fonction ϕ = χa − χb (fonction de Fabius [Fa66].).
Plus ge´ne´ralement, pour tout mot infini w sur {a, b} et toute fonction ϕ : {a, b} → R, nous
pouvons de´finir ses sommes de Birkhoff S
(`)
n (ϕ,w). Notons que si w = w0w1 . . .wm−1 est un mot
fini, la somme de Birkhoff S
(i)
n (ϕ,w) a bien un sens tant que n est infe´rieur ou e´gal a` la longueur
m du mot w. Pour de´terminer le parame`tre δ de l’e´quation fonctionnelle, nous introduisons la
de´finition suivante.
Lemme 1. Soit σ une substitution λ-uniforme sur {a, b}. Soit ϕ : {a, b} → R telle que ϕ(a) 6= ϕ(b),
alors pour tout i ≥ 1, la quantite´
S
(i)
λ (ϕ, σ(a))− S(i)λ (ϕ, σ(b))
ϕ(a)− ϕ(b)
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est inde´pendente de ϕ (telle que ϕ(a) 6= ϕ(b)). On notera δi(σ) cette quantite´ et
δ(σ) =
(
δ1(σ), . . . , δλ(σ)
)
.
Nous renvoyons le lecteur a` la section 3.3 pour la preuve de ce lemme. Remarquons cependant
que δ1(σ) = 0 si et seulement si σ(a) et σ(b) contiennent le meˆme nombre de a (et a` fortiori le
meˆme nombre de b).
Notre re´sultat principal est le suivant.
The´ore`me 4. Soit σ une substitution λ-uniforme sur {a, b} telle que δ1(σ) = 0, δ = δ2(σ) 6= 0 et
admettant un point fixe w = w0w1w2 · · · . Alors il existe deux fonctions continues fa, fb : [0, λ] →
R non-nulles avec fa(0) = fa(λ) = fb(0) = fb(λ) = 0 telles que f = fw est une solution de
l’e´quation (Eλ,δ).
Ce the´ore`me est une ge´ne´ralisation d’un re´sultat du premier auteur [Be12-b]. Dans ce dernier,
la fonction limite fw est construite dans le cas particulier de la substitution de Prouet-Thue-Morse
pour laquelle δ = (0, 1). Dans le cas ge´ne´ral, un des points de´licats est d’obtenir la valeur en 0
de la fonction limite. On trouvera plusieurs autres exemples dans les figures 3, 4 et 5 pour les
substitutions (a 7→ aab, b 7→ aba), (a 7→ aab, b 7→ baa) et (a 7→ abbaa, b 7→ baaab) qui ve´rifient
δ(aab, aba) = (0, 1, 0), δ(aab, baa) = (0, 2, 1) et δ(abbaa, baaab) = (0,−1, 2, 3, 1),
ou` nous avons abre´ge´ δ(a 7→ wa, b 7→ wb) par δ(wa,wb). E´tant donne´e une substitution λ-uniforme
telle que δ1(σ) = 0, nous verrons dans la section 7 que la fonction ϕ la mieux adapte´e a` la
construction est |σ(a)|bχa − |σ(a)|aχb.
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Figure 3 – Fonction fw pour le point fixe commenc¸ant par a de la substitution (a 7→ aab, b 7→ aba)
obtenue avec notre construction pour la fonction ϕ = χa − 2χb.
0 3 6 9 12 15 18 21 24
2
1
0
1
2
Figure 4 – Fonction fw pour le point fixe commenc¸ant par a de la substitution (a 7→ aab, b 7→ baa)
obtenue avec notre construction avec la fonction ϕ = χa − 2χb.
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Figure 5 – Fonction fw pour le point fixe commenc¸ant par a de la substitution (a 7→ abbaa, b 7→
baaab) obtenue avec notre construction avec la fonction ϕ = 2χa − 3χb.
Remarque 1. Il se peut qu’une substitution sur {a, b} aient deux points fixes (un commenc¸ant
par a et un commenc¸ant par b). Dans ce cas, les fonctions fw obtenues a` partir de ces deux points
fixes sont les concate´nations des meˆmes fonctions fa et fb, seul l’ordre de la concate´nation diffe`re.
Les premiers travaux conside´rant de telles fonctions remontent a` J. Fabius [Fa66]. Dans son
travail, il construit une fonction qui s’e´crit comme concate´nation de fa et fb = −fa le long du
mot de Prouet-Thue-Morse et qui est solution de (E2,1). La de´finition de Fabius de la fonction est
donne´e comme fonction de re´partition d’une somme infinie de variables ale´atoires. Nous obtenons
la meˆme fonction par une me´thode bien diffe´rente dans le The´ore`me 4 en prenant la substitution
de Prouet-Thue-Morse. Cette fonction est e´galement celle conside´re´e dans [Be12-b]. Pour tout
parame`tre λ > 1 (y compris irrationnel), T. Yoneda [Yo06] et [Yo07] obtient une solution de Eλ,δ.
De plus il prouve que cette solution est borne´e si et seulement si λ ≥ 2. Pour le cas λ = 2, il
retrouve la fonction de Fabius. Pour les cas λ > 2, cette solution est distincte de celles que l’on
peut obtenir avec notre approche.
Pour de´montrer notre re´sultat principal (le the´ore`me 4), nous commenc¸ons par introduire dans
la section 3 un groupe G construit comme produit semi-direct de l’espace des suites RN par R.
Dans ce groupe, les sommes de Birkhoff S
(1)
n , S
(2)
n , . . . apparaissent naturellement en regardant des
produits dans G (voir le lemme 6).
E´tant donne´ une substitution σ de longueur constante, nous construisons dans la section 4 un
endomorphismes Lσ de G qui ge´ne´ralise l’abe´lianise´ d’une substitution : la puissance k-e`me de
l’endomorphisme L de´crit les sommes de Birkhoff au temps n = λk. Ce sont alors les puissances
de L qui vont nous permettre d’analyser le comportement des sommes. Cette analyse est le point
central de cet article et est contenu dans les propositions 15 et 24. Une fois le comportement
des puissances de Lσ maˆıtrise´, nous de´montrons la convergence des sommes de Birkhoff dans la
section 7. A` noter que dans cette section, les fonction fa, fb et f sont explicitement de´crites comme
des limites de somme de Birkhoff (voir le the´ore`me 5).
2 Preuve des the´ore`mes 1, 2 et 3
Dans cette section nous donnons des preuves e´le´mentaires des the´ore`mes 1, 2 et 3.
Preuve du the´ore`me 1. Soit f une fonction comme dans l’e´nonce´. En utilisant (E′λ,δ), on peut
prolonger f sur [λ, λ2], puis [λ2, λ3] et ainsi construire de proche en proche une fonction f :
[1,+∞[→ R. La condition impose´e sur les de´rive´es garantit que la fonction est bien de´finie aux
points λn avec n > 1. Pour prolonger la fonction sur [1/λ, 1], on utilise la relation
f(x) = f(1)− 1
δ
∫ λ
λx
f(s) ds.
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Par construction, f est de classe C∞ sur [1/λ, λ]. Plus ge´ne´ralement, si f est de´finie sur [λ−n, λ],
on la prolonge sur [λ−n−1, λ−n] en posant
f(x) = f(λ−n)− 1
δ
∫ λ−n+1
λx
f(s) ds.
Aux points λ−n, la fonction ainsi prolonge´e est bien lisse (les formules qui de´finissent f co¨ıncident
a` gauche et a` droite des points λ−n). Par contre, il n’est pas imme´diat de voir que la fonction ainsi
construite se prolonge en 0. Introduisons pour n ≥ 0 les quantite´s
un = max
x∈[λ−n,λ−n+1]
|f(x)| et vn = max
x,y∈[λ−n,λ−n+1]
|f(x)− f(y)|.
Nous allons montrer que vn est le terme ge´ne´ral d’une se´rie convergente. Par de´finition et l’e´quation
fonctionnelle (Eλ,δ) ces suites ve´rifient pour n ≥ 1 :
vn ≤ |δ|−1
∫ λ−n+2
λ−n+1
|f(s)|ds ≤ |δ|−1λ−n+1(λ− 1)un−1
un ≤ un−1 + vn
un−1 ≤ un + vn−1.
En particulier
|un − un−1| ≤ |δ|−1λ−n+2 max(un−1, un−2).
On peut alors utiliser le re´sultat du lemme 2 ci-dessous. On remarque enfin que cette construction
de´finie de manie`re unique f sur chaque intervalle [λk, λk+1] pour k ∈ Z.
Lemme 2. Soit (un)n∈N une suite de re´els telle qu’il existe θ ∈ [0, 1[ tel que
|un+1 − un| ≤ θn max
0≤k≤n
|uk|.
Alors la suite un converge.
Preuve du lemme 2. Si nous montrons que (un) est borne´e alors |un+1 − un| est le terme ge´ne´ral
d’une se´rie convergente, ce qui montrera que (un) est une suite de Cauchy.
Pour obtenir une borne sur un posons
u′0 = |u0| et u′n+1 = (1 + θn)u′n.
Alors
|un| ≤ u′n ≤ u′0
n∏
k=0
(1 + θk) ≤ u′0
∞∏
k=0
(1 + θk).
Ce qui montre que (u′n) est borne´e et conclut la preuve.
Preuve du the´ore`me 2. Nous commenc¸ons par de´montrer, l’annulation de f . Supposons que λ > 1
et δ > 0. Quitte a` remplacer f(x) par f(δx), on peut supposer δ = 1.
L’e´quation (Eλ,1) permet d’e´crire pour tous re´els x, y
f(y)− f(x) =
∫ λy
λx
f(t) dt.
Soit t ≥ 1/(λ(λ − 1)) tel que f(t) 6= 0. Quitte a` changer f par −f on peut supposer que
f(t) > 0. Supposons que f ne s’annule pas sur [t, (λ3 + ε)t] pour un ε > 0. L’e´quation (E′λ,1)
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montre que f est strictement croissante sur [t, (λ2 + ε/λ)t]. On obtient alors que pour tout re´el
x ∈ [λt, (λ+ ε/λ2)t] :
f(x) > f(x)− f(t) car f(t) > 0
=
∫ λx
λt
f(s) ds par l’e´quation fonctionnelle
≥
∫ λx
x
f(s) ds car f ≥ 0 sur [λt, x] ⊂ [t, (λ2 + ε/λ)t]
> (λx− x)f(x) car f croissante sur [x, λx] ⊂ [t, (λ3 + ε)t].
On obtient une contradiction car x ≥ λt ≥ 1/(λ − 1). Ainsi f s’annule sur [t, (λ3 + ε)t]. Par
continuite´ de f et ε e´tant arbitraire, f s’annule sur [t, λ3t].
Passons maintenant a` la seconde partie du the´ore`me. Soient f une solution pe´riodique et T sa
plus petite pe´riode :
T = inf{t > 0 ; ∀x > 0, f(x) = f(x+ t)}.
Alors pour tout entier n :
n
∫ T
0
f(t) dt =
∫ nT
0
f(t) dt = δ
(
f
(
nT
λ
)
− f(0)
)
.
Comme f est borne´e, en passant a` la limite sur n, on obtient que
∫ T
0 f(t) dt = 0.
Maintenant, si x est un re´el positif on a
f(x) =
1
δ
∫ λx
0
f(t) dt+ f(0) =
1
δ
∫ λx+T
T
f(t) dt+
1
δ
∫ T
0
f(s) ds+ f(0)
=
1
δ
∫ λx+T
0
f(s) ds+ f(0) = f
(
x+
T
λ
)
.
Comme λ > 1 ceci contredit le fait que T est la plus petite pe´riode sauf si T = 0.
Preuve du the´ore`me 3. On sait par le the´ore`me 2 que la solution f ne peut pas eˆtre pe´riodique.
Ainsi fa 6= fb. De plus, comme fa(0) = fb(0), on a e´galement f ′a 6= f ′b.
L’e´quation fonctionnelle peut se re´e´crire f ′(t) = λδ f(λt). Pour tout k ≥ 0 entier et tout x ∈ [0, λ]
nous avons
f(λ2k + λx) =
δ
λ
f ′(λk + x) =

δ
λ
f ′a(x) si wk = a
δ
λ
f ′b(x) si wk = b.
Ainsi les valeurs de f sur le segment [λ2k, λ2k+λ2] ne de´pendent que de wk. Comme fa est distinct
de fb, et en conside´rant des positions k telles que wk = a et wk = b, on de´duit qu’il existe deux
mots finis σa et σb uniquement de´termine´s de longueur λ et tels que
δ
λ
f ′a(x) = fσa(λx) et
δ
λ
f ′b(x) = fσb(λx).
On conclut alors que le mot w est point fixe de la substitution a 7→ σa et b 7→ σb.
3 Un groupe nilpotent G pour les sommes de Birkhoff ite´re´es
Nous introduisons le groupe G, produit semi-direct de C par CN. Il peut eˆtre vu comme limite
projective de groupes nilpotents G` d’indice de nilpotence `. Nous explicitons par la suite le lien
entre les sommes de Birkhoff et ce groupe.
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3.1 De´finitions. Soit V = CN∗ l’ensemble des suites complexes indice´es a` partir de 1. C’est
un C-espace vectoriel. On de´finit l’ope´rateur de de´calage X : V → V comme
X · (s1, s2, . . .) = (0, s1, s2, . . .).
On note aussi V` = X
` · V l’ensemble des suites qui sont nulles a` partir du rang `+ 1.
L’espace vectoriel V est muni de la topologie produit. Pour cette toplogie, X est continue. On
dira qu’une application d’un C-espace vectoriel W de dimension finie dans V est polynomiale si
toutes ses coordonne´es sont des polynoˆmes. Une application polynomiale est continue.
Soit A = X + I. Cet ope´rateur agit sur les suites par :
A · (s1, s2, s3, . . .) = (s1, s2 + s1, s3 + s2, . . .).
Si on identifie V aux se´ries formelles en X alors A est simplement la multiplication par 1 + X.
Les puissances de A sont directement donne´es par le binoˆme de Newton Ak =
k∑
i=0
(
k
i
)
Xi. On peut
e´crire en coordone´es
Ak · s =
(
k∑
i=0
(
k
i
)
sn+1−i
)
n≥1
ou` par convention si = 0 si i ≤ 0. Cette de´finition s’e´tend a` tout nombre complexe ξ en posant
Aξ =
∑
i≥0
(
ξ
i
)
Xi
ou` les coefficients binomiaux sont de´finis pour tout entier k ≥ 0 par(
ξ
k
)
=
ξ(ξ − 1) · · · (ξ − k + 1)
k(k − 1) · · · 2 · 1 .
On note G le produit semi-direct Co V avec la multiplication
〈ξ, s〉 · 〈ζ, t〉 =
〈
ξ + ζ, Aζ s+ t
〉
.
Les sous-groupes V` sont distingue´s dans G et on note G` = G/V`+1. On a plus pre´cise´ment pour
un e´le´ment v ∈ V et 〈z, s〉 ∈ G
〈z, s〉−1v〈z, s〉 = Azv.
Le groupe G est une limite projective des G`.
Le commutateur de deux e´le´ments 〈ξ, s〉 et 〈ζ, t〉 de G est
[〈ξ, s〉, 〈ζ, t〉] = 〈ξ, s〉−1〈ζ, t〉−1〈ξ, s〉〈ζ, t〉.
Nous aurons souvent besoin des calculs suivants.
Lemme 3. Soient ξ, ζ deux nombres complexes et s, t deux suites de V = CN∗. Alors
〈ξ, s〉−1 = 〈−ξ,−A−ξs〉 et [〈ξ, s〉, 〈ζ, t〉] = 〈0, (Aζ − I)s− (Aξ − I)t〉.
En particulier, 〈ξ, s〉 et 〈ζ, t〉 commutent si et seulement si (Aζ − I)s = (Aξ − I)t.
Preuve du lemme 3. Soient 〈ξ, s〉 et 〈ζ, t〉 deux e´le´ments de G. Alors
〈ξ, s〉 · 〈−ξ,−A−ξs) = 〈0, A−ξs−A−ξs〉 = 〈0, 0〉.
Pour le commutateur, un calcul direct nous donne :
[〈ξ, s〉, 〈ζ, t〉] = 〈−ξ − ζ,−A−ξ−ζs−A−ζt〉〈ξ + ζ,Aζs+ t〉 = 〈0, Aζs+ t− s−Aξt〉.
8
Remarque 2. Le groupe G` est isomorphe au groupe multiplicatif des matrices complexes trian-
gulaires infe´rieures de la forme :
1 0 . . .
z 1 0 . . .(
z
2
)
z 1 0 . . .
...
...
. . .
. . .(
z
`−1
) (
z
`−2
)
. . . z 1 0
s` s`−1 . . . s2 s1 1

En particulier, pour ` = 2, il s’agit du groupe de Heisenberg.
3.2 Mots finis, mots infinis et substitutions. Soit A un ensemble fini que l’on appelle
alphabet. Dans la suite, on prendra tre`s souvent A = {a, b}. On note A∗ = A0 ∪ A1 ∪ A2 ∪ . . .
l’ensemble des mots finis sur A. Il s’agit d’un mono¨ıde pour la concate´nation et on note ε le
mot vide. Un facteur d’un mot u = u0u1 . . . un−1 est un mot v tel que v = uiui+1 . . . ui+k−1. On
conside´rera e´galement AN l’ensemble des mots infinis et AZ l’ensemble des mots bi-infinis. On
munit AN et AZ de la topologie produit ce qui en fait des espaces compacts.
Une substitution surA est un morphisme deA∗ vu comme mono¨ıde. On dira qu’une substitution
est positive si chaque image de lettre contient toutes les lettres de l’alphabet. Par exemple la
substitution de Prouet-Thue-Morse a 7→ ab, b 7→ ba est positive. Le langage d’une substitution
positive est le plus petit sous-ensemble de A∗ contenant A, stable par facteur et par σ. C’est
aussi l’ensemble des facteurs des mots σn(α) ou` α est une lettre de l’alphabet et n un entier. Par
exemple, le langage de la substitution de Prouet-Thue-Morse est
{ ε, a, b, aa, ab, ba, bb, aab, aba, abb, baa, bab, bba, . . . }.
A` une substitution positive σ, on associe e´galement le sous-ensemble de AN forme´ des mots
infinis dont tous les facteurs sont dans le langage de σ. C’est un ensemble compact et non-vide
que l’on note Kσ,N. De la meˆme fac¸on, on associe un sous-espace de AZ que l’on notera Kσ,Z.
La substitution σ agit continuement sur Kσ,N et Kσ,Z. Un point pe´riodique pour σ de pe´riode p
est un e´le´ment de Kσ,N ou Kσ,Z tel que σ
p(w) = w. Par exemple, le mot de Prouet-Thue-Morse
commenc¸ant par
w = abbabaabbaababbabaababbaabbabaabbaababbaabbabaababbabaabbaababbabaaba . . .
est un point fixe de (a 7→ ab, b 7→ ba) (i.e. un mot de pe´riode 1).
Dans la suite, on note indiffe´remment K l’ensemble des mots infinis ou bi-infinis sur A. Le
de´calage sur K est l’application qui consiste a` de´caler l’origine T : (ui)i 7→ (ui+1)i. Si l’on munit
X de la topologie produit, alors X est compact et T est une application continue. Sur AZ c’est un
home´omorphisme alors que sur AN c’est une application dont chaque fibre a le meˆme cardinal que
A. L’orbite d’un point u ∈ K est la suite de points u, Tu, T 2u, . . . .
Si σ est une substitution positive, alors Kσ,N et Kσ,Z sont invariants par T : ce sont des
sous-de´calages de AN et AZ respectivement. Ils ont la proprie´te´ d’eˆtre minimaux : pour tout mot
w ∈ Kσ,Z son orbite positive {Tnw}n∈N est dense dans Kσ,Z.
3.3 Sommes de Birkhoff. Soit A un alphabet. On note K le de´calage AN ou AZ. Soit
ϕ : K → R une application continue. Par exemple, la fonction χa : K → R de´finie par
χa(u) =
 1 si u0 = a0 sinon.
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Soit u un e´le´ment de K. Nous associons a` la paire (ϕ, u) sa somme de Birkhoff de´finie par
S(1)n (ϕ, u) =
n−1∑
k=0
ϕ(T ku).
Si ϕ est la fonction χa, alors S
(1)
n (ϕ, u) est le nombre de a dans le pre´fixe de u0u1 . . . un−1 de u. On
de´finit par re´currence les sommes de Birkhoff ite´re´es de ϕ par
S(`+1)n (ϕ, u) =
n−1∑
k=0
S
(`)
k (ϕ, u). (1)
Soit σ une substitution positive et Kσ,N le de´calage associe´. Le the´ore`me suivant est un re´sultat
classique de the´orie ergodique. Nous renvoyons a` [Py00] pour des de´tails.
Proposition 4 (Unique ergodicite´). Soit σ une substitution positive et (K,T ) le de´calage associe´.
Alors il existe une unique mesure de probabilite´ µ sur K invariante par T . De plus, pour toute
fonction ϕ ∈ C(K), pour tout ` ≥ 1, on a uniforme´ment en u
lim
n→∞
(
n
`
)−1
S(`)n (ϕ, u) =
∫
K
ϕdµ.
L’e´nonce´ ci-dessus est souvent e´crit avec ` = 1. La convergence pour ` ≥ 2 de´coule directement
du cas ` = 1 en remarquant que les moyennes au rang `+ 1 sont les moyennes de Cesa`ro ce celles
au rang `.
Ce re´sultat montre que la premie`re e´chelle d’approximation de S
(`)
n (ϕ, u) est
(
n
`
) ∫
K ϕ. Dans cet
article, pour certaines substitutions et certaines fonctions, nous montrons que quitte a` soustraire
un polynoˆme, les sommes de Birkhoff restent borne´es. Ce re´sultat est tre`s spe´cifique et ne concerne
pas toutes les substitutions. On trouvera une e´tude pre´cise de la croissance des sommes de Birkhoff
S
(1)
n pour une substitution quelconque dans [Ad04].
Nous faisons maintenant le lien avec l’ope´rateur A et le groupe G introduits dans la section 3.1.
Pour chaque ` et chaque n, on peut voir S
(`)
n comme un endomorphisme de C(K). On note Sn =
(S
(1)
n , S
(2)
n , S
(3)
n , . . .) vu comme ope´rateur de C(K) dans C(K)N
∗
. On plonge C(K) dans C(K)N
∗
via f 7→ (f, 0, 0, . . .). On de´finit deux ope´rateurs UT et A sur C(K)N∗ comme
UT · (ϕ1, ϕ2, . . .) = (ϕ1 ◦ T, ϕ2 ◦ T, . . .) et A · (ϕ1, ϕ2, . . .) = (ϕ1, ϕ2 + ϕ1, ϕ3 + ϕ2, . . .).
La notation A surcharge la de´finition que nous avons donne´e sur V mais on a la compatibilite´
suivante. Pour tout mot u dans K on a une projection eu : C(K)
N∗ → V qui consiste a` e´valuer
toutes les coordonne´es en u. On a alors pour tout ϕ, eu(Aϕ) = A(eu(ϕ)). Notons que les ope´rateurs
UT et A commutent.
E´tant donne´ ϕ = (ϕ1, ϕ2, . . .) ∈ C(K)N∗ on peut lui associer ses sommes de Birkhoff en posant
S0 = I et Sn+1 = U
n
T +ASn.
Bien entendu, si ϕ ∈ C(X) alors on retrouve la de´finition standard via le plongement C(K) →
C(K)N
∗
Sn(ϕ, u) = (S
(1)
n (ϕ, u), S
(2)
n (ϕ, u), . . .).
Lemme 5. On a
Sn =
n−1∑
k=0
An−k−1UkT .
En particulier, pour une fonction ϕ ∈ C(K) et un entier ` ≥ 0 on a
S(`)n (ϕ, u) =
n−∑`
k=0
(
n− k − 1
`− 1
)
ϕ(T ku).
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Du fait de leur de´finition, les sommes de Birkhoff Sn peuvent eˆtre construites directement dans
le groupe G. E´tant donne´ ϕ ∈ C(K), on de´finit piϕ : K → G par
piϕ(u) = 〈1, (ϕ(u), 0, 0, . . .)〉.
Lemme 6. Soit u ∈ AN et ϕ ∈ C(K) alors
piϕ(u)piϕ(Tu) . . . piϕ(T
n−1u) = 〈n, Sn(ϕ, u)〉 = 〈n, (S(1)n (ϕ, u), S(2)n (ϕ, u), . . .)〉.
On de´montre maintenant le lemme e´nonce´ dans l’introduction qui dit que les quantite´s δi sont
bien de´finies.
Preuve du lemme 1. Pour tous re´els α, β on a S
(i)
n (αϕ+ β, u) = αS
(i)
n (ϕ, u) +
(
n
i
)
β. On en de´duit
donc que la quantite´ (S
(i)
λ (ϕ, σ(a))−S(i)λ (ϕ, σ(b)))/(ϕ(a)−ϕ(b)) est invariante par toute transfor-
mation affine ϕ 7→ αϕ+ β. Comme toutes les fonctions ϕ : {a, b} → R telles que ϕ(a) 6= ϕ(b) sont
relie´es entre elle par une relation affine, on en de´duit le re´sultat.
Remarque 3. Nous pouvons conside´rer la double suite (S
(`)
n (ϕ, u))`,n comme un triangle de Pascal
ge´ne´ralise´, pour lequel la premie`re colonne, constitue´e de 1 dans le triangle de Pascal, est remplace´e
par un = ϕ(T
nu) et dans lequel on applique la meˆme re`gle de construction :
n\` 0 1 2 3 4 5
0 u0 0 0 0 0 0
1 u1 u0 0 0 0 0
2 u2 u0 + u1 u0 0 0 0
3 u3 u0 + u1 + u2 2u0 + u1 u0 0 0
4 u4 u0 + u1 + u2 + u3 3u0 + 2u1 + u2 3u0 + u1 u0 0
5 u5 u0 + u1 + u2 + u3 + u4 4u0 + 3u1 + 2u2 + u3 6u0 + 3u1 + u2 4u0 + u1 u0
3.4 Puissances dans G. Nous allons de´finir la puissance ξ-ie`me d’un e´lement 〈z, s) de G
pour tout nombre complexe ξ. Notons de´ja` que pour toute puissance entie`re k :
〈1, s〉k =
〈
ξ, (I +A+ · · ·+Ak−1) s
〉
.
Posons pour tout entier k ≥ 0,
B(k) = I +A+ · · ·+Ak−1 =
∑
n≥0
(
k
n+ 1
)
Xn.
Comme pour les puissances de A, on e´tend cette de´finition aux nombres complexes ξ non nuls en
posant
B(ξ) =
∑
n≥0
(
ξ
n+ 1
)
Xn =
Aξ − 1
A− 1 =
Aξ − 1
X
.
Nous de´finissons pour tout complexe ξ la puissance ξ-ie`me d’un e´le´ment 〈z, s〉 de G en posant
〈z, s〉ξ =
 〈z ξ,B(zξ)B(z)
−1 · s〉 =
〈
z ξ, A
zξ−1
Az−1 · s
〉
si z 6= 0
〈0, ξ s〉 si z = 0
.
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Lemme 7. L’application (〈z, s〉, ξ) 7→ 〈z, s〉ξ est continue. De plus, pour tout e´le´ment 〈z, s〉 de G
et tous nombres complexes ξ et ζ :
〈z, s〉ξ+ζ = 〈z, s〉ξ · 〈z, s〉ζ .
Soit 〈z, s〉 un e´le´ment de G avec z non nul, alors l’ensemble des e´le´ments de G qui commutent
avec 〈z, s〉 sont les e´le´ments de la forme 〈z, s〉ξ avec ξ ∈ R.
Preuve du lemme 7. Fixons un e´lement 〈z, s〉 de G`. L’application ξ 7→ 〈z, s〉ξ est continue de R∗
dans G. Nous allons montrer qu’elle se prolonge en 0 par la formule donne´e dans le lemme.
Il nous suffit de montrer que pour tous les nombres complexes z et ξ
B(zξ)B(z)−1 −→
m→0
ξ. (2)
Pour cela, il suffit de remarquer que
Azξ − 1
z
−→
z→0
ξ.
Nous allons maintenant montrer la relation sur les puissances. Soit ξ, ζ ∈ R et 〈z, s〉 ∈ G. Nous
avons
〈z, s〉ξ · (z, s〉ζ = 〈zξ,B(zξ)B(z)−1s〉 〈zζ,B(zζ)B(z)−1s〉
=
〈
z(ξ + ζ),
(
AzζB(zξ) +B(zζ)
)
B(z)−1s
〉
.
Le re´sultat suit en remarquant que pour tous les nombres complexes ξ et ζ on a
B(ξ + ζ) = B(ξ) +AξB(ζ).
D’apre`s le lemme 3, deux e´le´ments (z, s) et (z′, t) de G commutent si et seulement si (Az′−1)s =
(Az−1)t. Cette relation peut e´galement s’e´crire B(z′)s = B(z)t et si z 6= 0 on a t = B(z′)B(z)−1s.
Autrement dit 〈z, s〉z′/z = 〈z′, t〉.
3.5 Sous-groupes discrets. Notons Γ (respectivement Γ`) les e´le´ments de G (resp. G`) dont
tous les coefficients sont entiers. Autrement dit, Γ = Z o ZN (resp. Γ` = Z o Z`).
Soit b = 〈1, 0〉, et pour i ≥ 1, ai = 〈0, Xi−1 · 1〉. Remarquons que
[ai, b] = 〈0,−Xi−1〉 〈−1, 0〉 〈0, Xi−1 · 1〉 〈1, 0〉
= 〈−1,−(1 +X)−1Xi−1 · 1〉 〈1, (1 +X)Xi−1 · 1〉
= 〈0, Xi · 1〉 = ai+1.
Lemme 8. Avec les meˆmes notations que ci-dessus. Le groupe Γ est isomorphe au groupe engendre´
par b,a1,a2, . . . avec les relations
1. an+1 = [an, b] pour n,
2. [ai,aj ] = 1 pour tout i, j.
Pour obtenir le groupe Γ`, il suffit d’ajouter la relation a`+1 = 1.
Preuve. Soit H le groupe engendre´ par b,a1,a2, . . . et les relations donne´es dans l’e´nonce´. On
construit un morphisme f : Γ→ H en envoyant l’e´le´ment 〈1, 0〉 sur b et 〈0, Xi−1 · 1〉 sur ai. Il est
par construction injectif car Γ ve´rifie les relations donne´es dans le lemme.
Le morphisme inverse est construit de la manie`re suivante. En utilisant la relation an+1 = [an, b]
qui se re´e´crit anb = banan+1 et la commutation des e´le´ments ai, tout e´le´ment de H` peut se
mettre sous la forme bmas11 a
s2
2 a
s3
3 . . .a
s`
` ou` s1, s2, . . . , s`,m ∈ Z. Cet e´le´ment est bien suˆr l’image
de 〈m, (s1, . . . , s`)〉 ce qui montre que f est surjectif.
Remarque 4. Le groupe Γ` est engendre´ par b1 et a. Pour ` = 2, on obtient assez simplement la
liste de relations
[a1, [a1, b]] = 1 et [b, [a1, b]] = 1
qui sont les relations standards pour le groupe d’Heisenberg a` coefficients entiers.
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4 Endomorphismes de G et substitutions
On se donne une substitution σ et une fonction ϕ : {a, b} → R non constante. Le but de
cette section est de de´finir un endomorphisme L = Lϕ,σ qui permettent de traduire l’action de
σ au niveau des sommes de Birkhoff. Plus pre´cise´ment, nous construisons tout d’abord dans la
section 4.1 un morphisme piϕ : {a, b}∗ → G (semblable a` celui de la section 3.3) tel que pour tout
mot fini u
piϕ(u) = 〈|u|, S|u|(ϕ, u)〉.
Nous construisons ensuite un endomorphisme Lϕ,σ de G tel que piϕ ◦ σ = Lϕ,σ ◦ piϕ.
4.1 Projections du mono¨ıde libre dans G. Soit ϕ : {a, b} → R une fonction. On conside`re
implicitement ϕ comme une fonction sur les mots infinis en posant ϕ(u) = ϕ(u0). A` un mot fini u
du mono¨ıde libre ge´ne´re´ par a et b, nous pouvons lui associer ses sommes de Birkhoff ite´re´es (voir
le lemme 6) :
piϕ(u) = 〈1, ϕ(u0))〉〈1, ϕ(u1)〉 . . . 〈1, ϕ(u|u|−1)〉 = 〈|u|, S|u|(ϕ, u)〉.
L’application piϕ ainsi de´finie est un morphisme : piϕ(uv) = piϕ(u)piϕ(v).
En prenant ϕ = χa on a par exemple
bbbb (4, (0, 0, 0, 0))
bbba (4, (1, 0, 0, 0))
bbab (4, (1, 1, 0, 0))
babb (4, (1, 2, 1, 0))
abbb (4, (1, 3, 3, 1))
bbaa (4, (2, 1, 0, 0))
baba (4, (2, 2, 1, 0))
baab (4, (2, 3, 1, 0))
abba (4, (2, 3, 3, 1))
abab (4, (2, 4, 3, 1))
aabb (4, (2, 5, 4, 1))
baaa (4, (3, 3, 1, 0))
abaa (4, (3, 4, 3, 1))
aaba (4, (3, 5, 4, 1))
aaab (4, (3, 6, 4, 1))
aaaa (4, (4, 6, 4, 1))
Proposition 9. Soit ϕ : {a, b} → R telle que ϕ(a) 6= ϕ(b). Alors l’application piϕ : {a, b}∗ → G
est injective. De manie`re plus pre´cise, piϕ est une injection de l’ensemble des mots de longueurs `
dans G`.
Preuve. Si u et v n’ont pas la meˆme longueur alors clairement piϕ(u) 6= piϕ(v). On suppose alors
que u et v ont meˆme longueur et on proce`de par re´currence sur la longueur.
Le re´sultat est imme´diat pour les mots a et b puisque nous avons suppose´ que ϕ(a) 6= ϕ(b).
Supposons le re´sultat vrai pour les mots de longueurs plus petites ou e´gales a` n − 1. Fixons
alors deux mots u = u0 . . . un−1 et v = v0 . . . vn−1 de longueur n tels que piϕ(u) = piϕ(v).
On a S
(n)
n (ϕ, u) = ϕ(u0) et S
(n)
n (ϕ, v) = ϕ(v0). Donc ne´cessairement, les deux mots commencent
par la meˆme lettre. Notons u′ = u1 . . . un−1 et v′ = v1 . . . vn−1. Par de´finition piϕ(u) = piϕ(u0)piϕ(u′)
et donc l’e´galite´ piϕ(u) = piϕ(v) entraˆıne que piϕ(u
′) = piϕ(v′). On peut alors appliquer l’hypothe`se
de re´currence pour de´duire que u′ = v′ et donc que u = v.
4.2 Ge´ne´ralite´s sur les endomorphismes de G. Dans cette section, nous classifions les
endomorphismes des groupes G` et du groupe G introduit dans la section 3.1. Rappelons que G
est construit a` partir de l’espace vectoriel des suites V = CN∗ et de l’ope´rateur A = 1 +X.
Un endomorphisme de G est une application L : G→ G telle que
L(〈z, s〉〈z′, t〉) = L(〈z, s〉) · L(〈z′, t〉) et L(0) = 0.
Il est alors clair d’apre`s le lemme 8 que pour tout re´el ξ, L(〈z, s〉ξ) = L(〈z, s〉)ξ.
Notons tout d’abord que l’endomorphisme inte´rieur L(x) = 〈z, s〉−1x〈z, s〉 ve´rifie
L(〈1, 0〉) = 〈1, (I −A)s〉 et L(〈0, 1〉) = 〈0, Az〉.
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Lemme 10. Soit L : G → G un endomorphisme de G. Les quantite´s λ, µ ∈ R et β, δ ∈ V telles
que
L(〈1, 0〉) = 〈λ, β〉 et L(〈0, 1〉) = 〈µ, δ〉
ve´rifient l’e´quation
(Aµ − 1)
(
(Aλ − 1)δ − (Aµ − 1)β
)
= 0. (3)
Autrement dit, si µ = 0 il n’y a pas de condition, sinon il faut que (Aλ − 1)δ = (Aµ − 1)β.
Re´ciproquement, e´tant donne´ λ, ν ∈ R et β, δ ∈ V ve´rifiant (3) il existe un unique endomor-
phisme L : G→ G tel que L〈1, 0〉 = 〈λ, β〉 et L〈0, 1〉 = 〈µ, δ〉.
En passant au quotient, on retrouve le cas ` = 2 de [Ge94].
Preuve du lemme 10. On sait que G est engendre´ par les deux e´le´ments b = 〈1, 0〉 et a1 = 〈0, 1〉 et
leurs puissances. Donc leurs images par L de´terminent entie`rement L. Nous allons e´tablir quelles
relations doivent ve´rifier leurs images. Pour cela, nous commenc¸ons par calculer l’image de an pour
n ≥ 2.
D’apre`s le lemme 3, le commutateur d’un e´le´ment 〈r, w〉 avec 〈λ, β〉 est
[〈λ, β〉, 〈r, w〉] = 〈0, (Ar − 1)β − (Aλ − 1)w〉.
On en de´duit L(a1) = 〈µ, δ〉, L(a2) =
〈
0, (Aλ − 1)δ − (Aµ − 1)β〉 et
L(an) =
〈
0, (Aλ − 1)n−2((Aλ − 1)δ − (Aµ − 1)β)
〉
.
Il est alors clair que les images de an commutent pour n ≥ 2. La seule obstruction est donc
L([a1,a2]) = 1 et un calcul explicite nous donne
[L(a2),L(a1)] = 〈0, (Aµ − 1)((Aλ − 1)δ − (Aµ − 1)β〉.
D’ou` le re´sultat.
4.3 Endomorphismes associe´s aux sommes de Birkhoff. Rappelons que nous voulons
analyser les sommes de Birkhoff ite´re´es d’une fonction ϕ : {a, b} → R. Nous avons vu en 3.3 que
ces sommes de Birkhoff ite´re´es peuvent eˆtre vues comme une projection du mono¨ıde libre {a, b}∗
dans le groupe G.
Lemme 11. Soit σ une substitution de longueur constante λ > 0 sur {a, b} telle que σ(a) 6= σ(b).
Soit ϕ : {a, b} → R une fonction telle que ϕ(a) 6= ϕ(b). Alors il existe un unique morphisme
L = Lϕ,σ tel que
L ◦ piϕ = piϕ ◦ σ. (4)
De plus, ce morphisme pre´se`rve V et plus pre´cise´ment, pour tout n ≥ 1 on a :
L(an) =
〈
0, (Aλ − I)n−1δ
〉
,
ou` δ = δ(σ) = (δ1(σ), δ2(σ), . . .) est le vecteur de´fini dans le lemme 1.
Remarquons que l’action de L sur V ne de´pend pas de la fonction ϕ choisie.
Preuve. D’apre`s le lemme 6, il faut et il suffit de construire un morphisme tel que
L(〈1, ϕ(a)〉) = 〈λ, S(ϕ, σ(a))〉 et L(〈1, ϕ(b)〉) = 〈λ, S(ϕ, σ(b))〉.
Pour ce faire, on se rame`ne au lemme 10. On a,
〈1, ϕ(a)〉−1〈1, ϕ(b)〉 = 〈0, ϕ(b)− ϕ(a)〉 = 〈0, 1〉ϕ(b)−ϕ(a).
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Donc
〈0, 1〉 = (〈1, ϕ(a)〉−1〈1, ϕ(b)〉)1/(ϕ(b)−ϕ(a)).
De la meˆme fac¸on on peut exprimer 〈1, 0〉 a` partir de 〈1, ϕ(a)〉 et 〈1, ϕ(b)〉 en utilisant 〈1, 0〉 =
〈1, ϕ(a)〉〈0, 1〉−ϕ(a). On peut alors utiliser le lemme 10 en remarquant qu’on a un exemple dans
lequel µ = 0. En particulier, L(V ) ⊂ V . L’unicite´ vient de la construction car les e´le´ments 〈1, ϕ(a)〉
et 〈1, ϕ(b)〉 et leurs puissances engendrent tout G.
La formule explicite sur V s’obtient d’une part en remarquant que
L
(〈
0, ϕ(a)− ϕ(b)〉) = 〈0, S(ϕ, σ(a))− S(ϕ, σ(b)〉 = 〈0, (ϕ(a)− ϕ(b))δ〉
et en suivant les calculs du lemme 10.
Soit λ > 0, β, δ ∈ V . On conside`re le morphisme L = Lλ,β,δ qui ve´rifie
L(〈1, 0〉) = 〈λ, β〉 et L(〈0, 1〉) = 〈0, δ〉.
Par la remarque 11 on a L(an) = 〈0, (Aλ − 1)n−1δ〉. On obtient alors pour un e´le´ment 〈z, s〉 de G
l’expression suivante
L(〈z, s〉) = L(bzas11 . . .as`` . . .)
= 〈λ, β〉z
∞∏
k=1
〈0, (Aλ − 1)k−1δ〉sk
=
〈
λz,
( ∞∑
k=1
sk(A
λ − 1)k−1
)
δ +B(λz)B(λ)−1β
〉
.
Notons que la somme est bien valide car dans chaque coordonne´e, la somme est finie. Pour le
passage a` la dernie`re ligne, on a utilise´ les formules pour les puissances du lemme 7. Afin d’avoir
une expression plus explicite, on introduit les polynoˆmes qi,n(λ) de´finis par :
qi,n(λ) =
∑
n1+...+ni=n
n1≥1,...,ni≥1
(
λ
n1
)
. . .
(
λ
ni
)
. (5)
On pose e´galement q0,0 = 1 et q0,n = 0 si n > 0 et qi,0 = 0 si i > 0. De manie`re e´quivalente, nous
pouvons de´finir les qi,n(λ) par
(Aλ − 1)i =
∞∑
n=0
qi,n(λ)X
n. (6)
On a par exemple :
i\n 0 1 2 3 4 5
0 1 0 0 0 0 0
1 0 λ
(
λ
2
) (
λ
3
) (
λ
4
) (
λ
5
)
2 0 0 λ2 λ3 − λ2 7λ4−18λ3+11λ212 3λ
5−14λ4+21λ3−10λ2
12
3 0 0 0 λ3 32(λ
4 − λ3) 5λ5−12λ4+7λ34
4 0 0 0 0 λ4 2(λ5 − λ4)
5 0 0 0 0 0 λ5
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Proposition 12. Pour tout entier n ≥ 0 on a(
λx
n
)
=
n∑
i=0
qi,n(λ)
(
x
i
)
.
Ou de manie`re e´quivalente
B(λ)−1 B(λx) =
∞∑
i=1
(
x
i
)
(Aλ − 1)i−1.
Avant d’entammer la preuve de cette proposition on en de´duit une forme plus explicite pour
le morphisme L.
Corollaire 13. Soit λ ∈ R et β, δ ∈ V . Soit L l’endomorphisme de G tel que L(〈1, 0〉) = 〈λ, β〉 et
L(〈0, 1〉) = 〈0, δ〉. Alors pour un e´le´ment 〈z, s〉 de G, on a
L(〈z, s〉) = 〈λz, ∞∑
k=1
(Aλ − 1)k−1
(
skδ +
(
z
k
)
β
)〉
.
Aini, en e´crivant L〈z, s〉 = 〈λz, t〉 avec t = (t1, t2, . . .) on a pour tout k ≥ 1 l’expression
tk =
k∑
j=1
k−j+1∑
i=1
qj−1,k−i(λ)
(
δisj + βi
(
z
j
))
.
Preuve de la proposition 12. Soit x entier. Nous avons d’une part
Aλx =
+∞∑
k=0
(
λx
k
)
Xk.
D’autre part, en e´crivant (Aλ)x on a
Aλx =
∞∑
n=0
∑
k1+...+kx=k
k1≥0,...,kx≥0
(
m
k1
)
. . .
(
m
kx
)
Xk =
∞∑
k=0
x∑
j=0
(
x
j
)
qj,k(λ)X
k.
Comme
(
x
j
)
s’annule pour x entier et j > x on a pour tout x entier(
λx
k
)
=
k∑
j=0
(
x
j
)
qj,k(λ).
Comme les deux membres de l’e´quation ci-dessus sont polynomiaux en x, l’e´galite´ est ve´rifie´e pour
tout x dans R. Maintenant, en utilisant l’expression obtenue, nous pouvons re´e´crire
B(λx) =
∞∑
k=0
(
k∑
i=0
qi,k(λ)
(
x
i
))
Xk−1 =
∞∑
i=0
( ∞∑
k=0
qi,k(λ)X
k−1
)(
x
i
)
=
∞∑
i=0
(
m
i
)
(Aλ − 1)i
X
.
Et donc
B(λ)−1B(λx) =
X
Aλ − I
∞∑
i=0
(
m
i
)
(Aλ − 1)i
X
=
∞∑
i=0
(
m
i
)
(Aλ − 1)i−1.
Nous pouvons de´duire imme´diatement de la proposition le corollaire suivant :
Corollaire 14. Soit 〈z, s〉 un e´le´ment de G et soit L : G → G de´fini par L(〈1, 0〉) = 〈λ, β〉 et
L(〈0, 1〉) = 〈0, δ〉.
Si δ1 = 0, la deuxie`me coordone´e du j-e`me coefficient de l’e´le´ment L(n)
(〈z, s〉) ne de´pend que
de (m, s1, . . . , sj−n).
Preuve. Le corollaire de´coule de la forme explicite de l’endomorphisme donne´e dans le corollaire 13.
La seconde partie s’obtient par re´currence sur n.
Nous reviendrons dans la partie 6.1 sur les proprie´te´s asymptotiques des polynoˆmes qi,n.
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5 Cobords et approximation polynomiale des sommes ite´re´es
Le but de cette partie est d’introduire et d’e´tudier le comportement des sommes ite´re´es qui
nous permettrons de construire a` la limite une solution a` l’e´quation (Eλ,δ). Pour cela nous e´tudions
le comportement asymptotique des ite´re´es des endomorphismes L associe´s aux paires (ϕ, σ) ou`
ϕ : {a, b} → R est une fonction et σ une substitution sur {a, b}. En effet, la puissance k-e`me de L
est directement relie´e a` la valeur des sommes de Birkhoff de ϕ au temps n = λk
5.1 Approximation polynomiale. Soit λ > 0 et β, δ ∈ V . Comme pre´ce´demment, on conside`re
le morphisme L tel que L(〈1, 0〉) = 〈λ, β〉 et L((0, 1〉) = 〈0, δ〉. Afin d’e´tudier les puissances de
l’endomorphisme L on introduit des polynoˆmes Ri,n(x) en posant pour i ≥ 0 :
Li(〈x, (0, . . . , 0)〉) = 〈λix, (Ri,1(x), Ri,2(x), Ri,3(x), . . .)〉 . (7)
Les Ri,n(x) sont bien des polynoˆmes en x (de´pendants des parame`tres β, δ et λ) d’apre`s la formule
pour les puissances et le fait que Li(〈x, 0〉) = (Li(〈1, 0〉))x. De plus, en e´crivant Li+1(〈x, 0〉) =
L(Li(〈x, 0〉)) on tire la relation de re´currence
(Ri+1,1(x), Ri+1,2(x), . . .) =
∞∑
k=1
(Aλ − 1)k−1
(
Ri,k(x)δ +
(
m
k
)
β
)
.
Commenc¸ons par exprimer les polynoˆmes Ri,n pour i ≥ n a` l’aide des valeurs diagonales
Ri+1,i+1(1/λ
i+1). Ces dernie`res peuvent eˆtre vues comme un vecteur propre de L sur G.
Proposition 15. Soit λ > 0 et β ∈ V et δ ∈ V2 (i.e. δ = (0, δ2, δ3, . . .)). Soit L l’endomorphisme
de G tel que L〈1, 0〉 = 〈λ, β〉 et L〈0, 1〉 = 〈0, δ). On pose
ci = Ri+1,i+1
(
1
λi+1
)
.
Alors pour tout i ≥ 1 et n ≥ 0 on a
Ri+n,i(x) = Ri,i(λ
nx) et Ri,i(x/λ
i) =
i−1∑
k=0
(
x
i− k
)
ck.
De plus
L(〈1, (c0, c1, c2, . . .)〉) = 〈1, (c0, c1, c2, . . .)〉λ.
Pour la substitution de Prouet-Thue-Morse, les constantes ci sont toutes e´gales a` ze´ro. On
verra dans la proposition suivante, que ceci implique que les sommes de Birkhoff ite´re´es sont
toutes borne´es. Une autre conse´quence est que la fonction limite fw est nulle en ze´ro. Par contre
pour les deux substitutions a 7→ aab, b 7→ baa et a 7→ aab, b 7→ aba ce n’est pas le cas.
c0 c1 c2 c3 c4 c5
a 7→ aab, b 7→ aba 2/3 1/3 10/9 11 8567/27 718435/27
a 7→ aab, b 7→ baa 1/3 1/3 23/9 440/9 74431/27 455949
Preuve. On fixe un entier i et nous faisons les calculs dans Gi = G/Vi+1.
Comme δ1 = 0 pour tout s = (s1, s2, . . .) ∈ V on a d’apre`s le corollaire 14
Li(〈z, s〉) = 〈λiz, (Ri,1(z), Ri,2(z), . . . , Ri,i(z))〉.
En particulier, Li(〈λnx, 0〉) = Li ◦ Ln(〈x, 0〉) et donc〈
λi+nx, (Ri,1(λ
nx), . . . , Ri,i(λ
nx))
〉
=
〈
λi+nx, (Ri+n,1(x), . . . , Ri+n,i(x))
〉
.
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Ce qui de´montre la premie`re e´quation.
Comme L est un morphisme et 〈n, 0〉 = 〈1/λi, 0〉nλi on a :
Li(〈n, 0n〉) = 〈nλi, (Ri,1(n), . . . , Ri,i(n))〉
=
(Li(〈1/λi, 0〉))nλi
=
〈
1,
(
Ri,1(1/λ
i), . . . , Ri,i(1/λ
i)
)〉nλi
.
En utilisant la formule pour les puissances, on obtient que pour tout 1 ≤ j ≤ i
Ri,j(n) =
j∑
k=1
(
nλi
j − k + 1
)
Ri,k(1/λ
i).
En utilisant la premie`re e´quation on peut remplacer Ri,k(1/λ
i) par Rk,k(1/λ
k). On trouve alors la
seconde relation en prenant j = i.
Pour de´montrer la dernie`re partie, remarquons tout d’abord que
Li
(〈
1
λi
, 0
〉)
= 〈1, (Ri,1(1/λi), Ri,2(1/λi), . . . , Ri,i(1/λi))〉
= 〈1, (R1,1(1/λ), R2,2(1/λ2), . . . , Ri,i(1/λi))〉
= 〈1, (c0, c1, . . . , ci−1)〉.
On a alors
L(〈1, (c0, c1, . . . , ci−1)〉) = Li+1(〈1/λi, 0〉) = (Li+1(〈1/λi+1, 0〉))λ = 〈1, (c0, . . . , ci−1)〉λ.
On se sert maintenant des polynoˆmes Ri,i(x) pour redresser les sommes de Birkhoff. Soit σ une
substitution de longeur constante λ telle que δ1(σ) = 0. Rappellons que cette condition signifie que
σ(a) et σ(b) contiennent le meˆme nombre de a. Soit ϕ : {a, b} → R une fonction non constante.
On associe a` la fonction ϕ et la substitution σ l’endomorphisme L = Lϕ,σ de G de´fini dans la
partie 4.3.
Soit Ri,n et ci les polynoˆmes et les constantes de´finis dans la proposition 15. On pose pour tout
entier ` ≥ 1 et tout re´el x :
p`(x) =
∑`
i=0
ci
(
x
`− i
)
= R`,`(x/λ
`) + c`. (8)
Proposition 16. Soit σ une substitution de longueur constante λ telle que δ1(σ) = 0. Soient p`
les polynoˆmes de´finis en (8). Alors, pour tout entier ` ≥ 1 et tout mot u ∈ σ`({a, b}N) on a :
– pour tout re´el x, p`(x+ 1)− p`(x) = p`−1(x) ;
– pour tout entier n,(
S
(`)
n+1(ϕ, u)− p`(n+ 1)
)− (S(`)n (ϕ, u)− p`(n)) = S(`−1)(n) (ϕ, u)− p`−1(n). (9)
– pour tout entier n,
S
(`)
n·λ`(ϕ, u) = p`(nλ
`)− c`. (10)
– la suite
(
S
(`)
n (ϕ, u)− p`(n)
)
n≥0 est borne´e.
Preuve. Le premier point est imme´diat par la de´finition des polynoˆmes (p`)`. En effet pour tout
nombre re´el x et tout entier ` ≥ 1 :
p`(x+ 1)− p`(x) =
∑`
i=0
ci
(
x+ 1
`− i
)
−
∑`
i=0
ci
(
x
`− i
)
=
`−1∑
i=0
ci
(
x
`− 1− i
)
= p`−1(x).
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Le deuxie`me point de´coule imme´diatement.
On note pi = piϕ et soit u0u1 . . . = σ
`(v0v1 . . .) un mot de σ
`({a, b}N). On conside`re l’endomor-
phisme L = Lϕ,σ du lemme 11. Fixons un entier n ≥ 0. D’une part, L ◦ pi = pi ◦ σ, et donc
pi(u0 · · · unλ`−1) = pi ◦ σ`(v0 · · · vn−1) = L` ◦ pi(v0 · · · vn−1).
On a ainsi dans G`
pi(u0 · · · uλ`n−1) = 〈nλ`, (R`,1(n), . . . , R`,`(n))〉
Par le lemme 6, nous obtenons
S
(`)
nλi
(ϕ, u) = R`,`(n) = p`(nλ
i)− c`.
Ce qui prouve (10).
Le dernier point est facile car les incre´ments de la suite (S
(`)
k (ϕ, u)− p`(k))k≥0 sont en nombre
fini, donc borne´s.
Remarque 5. Pour ` = 2, nous pouvons interpre´ter le fait que S
(2)
λ2
(ϕ, σ2(a)) = S
(2)
λ2
(ϕ, σ2(b))
de manie`re visuelle. Prenons pour simplifier la fonction ϕ = χa. Nous associons a` tout mot v =
v0 · · · vn−1 une ligne brise´e (Xk)k dans R2 de´finie par re´currence de la manie`re suivante. On pose
X0 = (0, 0) et supposons avoir construit la ligne brise´e (X0, . . . , Xmk) associe´e au mot v0 · · · vk−1.
Si vk = a, on ajoute les deux termes Xmk + (0, 1) et Xmk + (1, 1) a` notre suite. Si vk = b on ajoute
le terme Xmk + (1, 0).
σ(a)
σ(a)
σ(b)
σ(a)
σ(b)
σ(a)
Figure 6 – Repre´sentation de la ligne brise´e pour σ : a 7→ aab, b 7→ aba.
Comme on peut le voir sur la figure 6, la hauteur de la ligne brise´e au point k est S
(1)
k (ϕ, v) et
S2k(χa, v) est alors l’aire de la zone sous la ligne brise´e. Les aires situe´es entre sous les lignes brise´es
jusqu’a` l’abscisse k = 9 = λ2 sont e´gales.
5.2 Cobords. Dans cette section on revient sur les coefficients ci de la proposition 15 et
leur application au comportement moyen des sommes de Birkhoff dans la proposition 16. Nous
montrons qu’un the´ore`me plus ge´ne´ral est vrai (dans le cadre d’un alphabet quelconque). On
montre e´galement comment ce phe´nome`ne de sommes de Birkhoff borne´es s’articule avec la notion
de cobord.
On fixe un de´calage K ⊂ AN ou K ⊂ AZ.
Une fonction continue ϕ : X → R est un cobord continu s’il existe une fonction continue
ψ : X → R telle que ϕ = ψ ◦ T − ψ. Autrement dit, la fonction ϕ est dans l’image de l’ope´rateur
UT−I : ψ 7→ ψ◦T−ψ. Si ϕ est un cobord, alors la fonction ψ telle que ϕ = ψ◦T−ψ est de´termine´e a`
une constante pre`s. Si ϕ est un cobord, alors sa somme de Birkhoff se re´ecrit simplement en fonction
de ψ : S
(1)
n (ϕ, u) = ψ(Tnu)− ψ(u). En particulier, la suite S(1)n (ϕ, u) est borne´e. La re´ciproque est
vraie, c’est le the´ore`me de Morse-Hedlund : si K est minimal, une fonction ϕ : K → R dont la
somme de Birkhoff est borne´e est un cobord continu.
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Nous dirons que la fonction ϕ est un cobord infini s’il existe une constante ψ0 et une suite de
fonctions continues (ψn)n≥1 telle que ϕ+ ψ0 = ψ1 ◦ T − ψ1 et pour tout entier n ≥ 1,
ψn = ψn+1 ◦ T − ψn+1.
Autrement dit, la fonction ϕ est a` une constant pre`s dans
⋂
n≥0(UT−I)nC(K). La suite de fonctions
(ψn)n est unique et pour tout entier n ≥ 1, la moyenne de ψn selon toute mesure T -invariante µ
est nulle. Avec ces notations, si ϕ est un cobord infini, alors pour tout u ∈ X on a
S
(1)
n (ϕ, u) = ψ1 ◦ Tn(u)− ψ1(u)− nψ0 ,
S
(2)
n (ϕ, u) = S
(1)
n (ψ1, u)− nψ1(u) = ψ2(Tnu)− ψ2(u)− nψ1(u)−
(
n
2
)
ψ0
S
(3)
n (ϕ, u) = S
(1)
n (ψ2, u)− nψ2(u)−
(
n
2
)
ψ1(u) = ψ3(T
nu)− ψ3(u)− nψ2(u)−
(
n
2
)
ψ1(u)−
(
n
3
)
ψ0.
On de´duit aise´ment par re´currence que pour tout ` ≥ 0,
S(k)n (ϕ, u) = ψk(T
nu)−
k∑
j=0
(
n
k − j
)
ψj(u). (11)
Et plus ge´ne´ralement pour i ≥ 1 et k ≥ 0 on a
S(k)n (ψi, u) = ψi+k(T
nu)−
k∑
j=1
(
n
k − j
)
ψi+j(u). (12)
En particulier, si on note p`,u(n) =
∑`
k=0
(
n
`−k
)
ψk(u), alors S
(`)
n (ϕ, u) − p`,u(n) = ψ`(Tnu) est une
suite borne´e. Autrement dit, les sommes de Birkhoff ite´re´es sont a` distance borne´e des valeurs d’un
polynoˆme. Et il est facile de voir que p`,Tu(n) = p`,u(n+ 1).
Dans la section pre´ce´dente,A = {a, b} et nous travaillions avec une fonction ϕ ne de´pendant que
de la premie`re lettre d’un mot, sur un de´calage Kσ provenant d’une substitution. Les constantes
ci obtenues dans la proposition 16 ve´rifient alors ci = −ψi(w). Notons que dans ce cas, les ci
de´terminent entie`rement les fonctions ψi
Dans cette section, nous montrons que la proposition 16 se ge´ne´ralise de la manie`re suivante.
Proposition 17. Soit A un alphabet fini et v = (vα)α∈A un vecteur d’entiers strictement positifs.
Soit σ une substitution sur A telle que pour chaque couple de lettres α, β ∈ A, σ(α) contienne
vβ fois la lettre β. Autrement dit, l’image de chacune des lettres a le meˆme abe´lianise´ v. On note
λ =
∑
α∈A vα la longueur de la substitution. Alors toute fonction ϕ : A → R de moyenne nulle est
un cobord infini sur le de´calage (Kσ, T ).
Pour une lettre α, on note [α] = {u ∈ Kσ,Z ; u0 = α}. Pour 0 ≤ m < λk, notons Cyl(k,m, α) =
Tmσk([α]). Pour chaque entier k ≥ 0, Kσ se de´compose de la manie`re suivante :
Kσ =
⋃
α∈A
⋃
0≤m<λk
Cyl(k,m, α). (13)
Si σ est une substitution positive, deux cas peuvent se produire : soit Kσ,Z est un ensemble fini
(auquel cas tous les mots de Kσ,Z sont pe´riodiques) soit Kσ,Z est infini et alors la de´composition (13)
est une re´union disjointe (voir [Mo96]). Le premier cas apparaˆıt par exemple lorsque toutes les
images de σ sont identiques. Le the´ore`me e´tant e´le´mentaire pour les mots pe´riodiques nous sup-
posons que Kσ,Z est infini.
On note F k l’ensemble des fonctions de Kσ dans R qui sont constantes sur chaque Cyl(k,m, α)
et F k0 les fonctions de F
k de moyenne nulle.
Le the´ore`me ci-dessus se de´duit du lemme suivant.
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Lemme 18. Soit σ une substitution sur A ve´rifiant les meˆmes hypothe`ses que celles du the´ore`me 17.
Soit ϕ ∈ F k0 . Alors ϕ est un cobord et si ψ est telle que ϕ = ψ ◦ T − ψ alors ψ appartient a` F k+1.
Autrement dit,
F k0 ⊂ (UT − I)(F k+10 ).
Ce lemme se de´duit lui-meˆme du re´sultat suivant
Lemme 19. Avec les meˆmes hypothe`ses que dans le the´ore`me 17. Pour tout k,m, α,
µ (Cyl(k,m, α)) =
vα
λk+1
.
D’autre part, si ϕ ∈ F k alors pour tout α et tout u ∈ Cyl(k + 1, 0, α) on a
λk+1−1∑
m=0
ϕ(Tmu) =
∫
Kσ
ϕdµ,
ou` on rappelle que µ est l’unique mesure de probabilite´ sur Kσ invariante par T .
Preuve. Comme la mesure µ est invariante, µ(Cyl(k,m, α)) = µ(Cyl(0,m, α)). On note µk la
mesure de´finie pour tout ensemble mesurable Y par
µk(Y ) = µ(T
kσ(Y )).
Alors µ0, µ1, . . . , µλ−1 sont a` supports disjoints et µ0 + µ1 + . . .+ µλ−1 est une mesure invariante
dont il est facile de voir que c’est une mesure de probabilite´. Par unique ergodicite´, elle est e´gale
a` µ et on en de´duit que pour tout ensemble mesurable Y ⊂ Kσ
µ(σ(Y )) =
µ(Y )
λ
.
Ceci prouve la premie`re partie du lemme.
La seconde partie de´coule du fait que chaque image de σ a le meˆme abe´lianise´.
Preuve du lemme 18. Soit ϕ ∈ F k0 , prenons u ∈ Cyl(k + 1, 0, α) et posons pour m < |σ|k+1,
ψ(Tmu) = S
(1)
m (ϕ, u). La fonction ψ s’e´tend de manie`re unique en une fonction de F k+1. D’apre`s
la seconde partie du lemme 19, on a pour tout u ∈ Cyl(k+ 1, 0, α), et pour tout m ≥ 0, ψ(Tmu) =
S
(1)
m (f, u). Et donc pour tout u ∈ Kσ, S(1)m (ϕ, u) = ψ(Tmu)− ψ(u).
Remarque 6. Le the´ore`me 17 ne se ge´ne´ralise pas simplement a` d’autres substitutions. Les
fonctions qui ne de´pendent que de la premie`re lettre et qui sont des cobords se lisent sur la matrice
d’incidence de la substitution (voir [Ad04]). Par exemple, pour les mots sturmiens sur {a, b} (qui
sont des codages de rotations et dont certains sont substitutifs), il est bien connu que les fonctions
χa − µ([a]) et χb − µ([b]) sont des cobords : il existe α tel que∣∣∣S(1)n (χa, u)− kα∣∣∣ est borne´e.
Cependant, il est montre´ dans [Pi00] que pour tout parame`tre β,∣∣∣∣S(2)n (χa, u)− α(n2
)
− βn
∣∣∣∣ n’est par borne´e.
Plus ge´ne´ralement, l’e´tude des sommes de Birkhoff ite´re´es pour un syste`me substitutif est un sujet
inte´ressant et assez peu de´veloppe´ mais sortant du cadre de cet article.
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5.3 Une remarque sur le mot de Prouet-Thue-Morse. La section pre´ce´dente pourrait laisser
penser que toutes les fonctions continues sont des cobords. Dans cette section, nous montrons que
la plupart des fonctions sur le de´calage Kσ associe´ au mot de Prouet-Thue-Morse et qui de´pendent
des deux premie`res lettres ne sont pas des cobords. Ce re´sultat est un corollaire des travaux de B.
Adamczewski [Ad04].
Rappelons, que le mot de Prouet-Thue-Morse est un point fixe de la substitution σ : a 7→ ab, b 7→
ba. Pour e´tudier les sommes de Birkhoff des fonctions sur deux lettres, il suffit de conside´rer la
substitution associe´e aux mots de deux lettres. En notantA = aa, B = ab, C = ba et D = bb il
s’agit de
σ2 : A 7→ BC B 7→ BD C 7→ CA D 7→ CB.
On obtient le mot de Prouet-Thue-Morse en prenant le point fixe de σ2 commenc¸ant par B et en
projettant sur l’alphabet {a, b} via le morphisme τ : A,B 7→ a et C,D 7→ b.
Les sommes de Birkhoff de χA sur le de´calage Kσ2,Z sont e´gales a` celles de la fonction χaa sur
le de´calage Kσ,Z ou`
χaa(u) =
 1 si u0u1 = aa0 sinon.
Plus pre´cise´ment, pour tout mot u ∈ Kσ2,Z nous avons Sn(χA, u) = Sn(χaa, τ(u)).
Les valeurs propres de la matrice d’incidence de σ2 sont 2, 0, 1 et −1. Chacune d’elles est
associe´e a` une fonction qui de´pend d’au plus deux lettres
ϕ2 = 1 ϕ0 = χa − χb ϕ1 = χab − χba ϕ−1 = 2(χaa + χbb)− (χab + χba).
Ce sont des vecteurs propres a` gauche pour la matrice d’incidence : pour α = 2, 0, 1,−1 et tout n
entier on a
S2n(fα, σ(u)) = αSn(fα, u).
En appliquant le crite`re de [Ad04] on obtient.
Proposition 20. Soit F = Rχaa⊕Rχab⊕Rχba⊕Rχab = Rϕ2⊕Rϕ0⊕Rϕ1⊕Rϕ−1 les fonctions
qui de´pendent d’au plus deux lettres sur le de´calage de Prouet-Thue-Morse. Alors l’ensemble des
cobords est Rϕ0 ⊕ Rϕ1. En particulier, pour tout mot de deux lettres v et toute constante c la
fonction χv − c n’est pas un cobord.
Remarquons que la raison pour laquelle le the´ore`me 17 ne s’applique pas est que les cylindre
[v] ne se de´compose pas simplement sur les cylindres Cyl(k,m, α). Par exemple, pour [aa], on peut
e´crire
[aa] = Tσ2(b) ∪ T 3σ2(bb)
dont on de´duit que
[aa] = Cyl(2, 1, b) ∪ Cyl(4, 9, a) ∪ Cyl(8, 21, b) ∪ . . .
6 Asymptotiques
Dans cette section nous e´tudions en de´tail les polynoˆmes qi,n(λ) intervenant dans les mor-
phismes L, en particulier certaines valeurs asymptotiques. On en de´duit alors le comportement des
coefficients c` et des polynoˆmes Ri,n introduits dans la section 5.1.
6.1 Polynoˆmes qi,n(λ). Le principal outil de cette section va eˆtre la re´currence suivante.
Lemme 21. Les polynoˆmes qi,n ve´rifient
q1,n =
(
λ
n
)
, qn,n = λ
n , qn,n+1 =
λ− 1
2
nλn.
et pour 2 ≤ i ≤ n
qi,n+1 =
λi
n+ 1
qi−1,n +
λi− n
n+ 1
qi,n.
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Preuve. En de´rivant en X l’e´galite´ de se´ries formelles
(Aλ − 1)i =
∑
n≥0
qi,nX
n
on obtient
nqi,n = i
n−1∑
m=1
m
(
λ
m
)
qi−1,n−m. (14)
Ainsi, en e´crivant
(
λ
m+1
)
= λ−m+1m
(
λ
m
)
, on a
nqi,n = i
n−1∑
m=1
m
(
λ
m
)
qi−1,n−m = λiqi−1,n−1 + i
n−1∑
m=2
m
(
λ
m
)
qi−1,n−m
= λiqi−1,n−1 + i
n−2∑
m=1
(m+ 1)
(
λ
m+ 1
)
qi−1,n−m−1
= λiqi−1,n−1 + i
n−2∑
m=1
(λ−m)
(
λ
m
)
qi−1,n−m−1
= λiqi−1,n−1 + iλ
n−2∑
m=1
(
λ
m
)
qi−1,n−m−1 − i
n−2∑
m=1
m
(
λ
m
)
qi−1,n−m−1
= λiqi−1,n−1 + λiqi,n−1 − i
∑
α1+...+αi=n−1
α1
(
λ
α1
)
. . .
(
λ
αi
)
.
On conclut en utilisant a` nouveau (14).
Proposition 22. Pour tout i ≥ 1, on a lorsque n→∞
qn,n+i(λ) ∼
n
(λ− 1)i
2ii!
niλn. (15)
Remarque 7. Pour i ≥ 1, on peut montrer par re´currence qu’il existe des polynoˆmes Pi ∈ Q[λ, n]
tel que
qn,n+i(λ) =
λn(λ− 1)
i!2i
Pi(λ, n).
De plus
Pi(λ, n/(λ+ 1)) = n
i + a
(i)
1 (λ) n
i−1 + . . .+ a(i)i−2(λ)n
2 + a
(i)
i−1(λ)n.
ou` a
(i)
k ∈ Q[λ] est de degre´ k.
Par exemple :
P1
(
λ,
n
λ+ 1
)
= n
P2
(
λ,
n
λ+ 1
)
= n2 + 1/3(λ− 3)n
P3
(
λ,
n
λ+ 1
)
= n3 + (λ− 3) n2 + 2(−λ+ 1)n
P4
(
λ,
n
λ+ 1
)
= n4 + 2(λ− 3) n3 +
(
1
3
λ2 − 10λ+ 11
)
n2 +
(
− 2
15
λ3 − 14
15
λ2 +
62
5
λ− 6
)
n.
Preuve. Posons
Qi,n =
n(n+ 1) . . . (n+ i− 1)
λn
qn,n+i.
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Alors, Q0,n = qn,n = λ
n et la re´currence du lemme 21 nous donne
Qi+1,n = Qi+1,n−1 + (n(λ− 1)− i)Qi,n.
On en extrait la formule
Qi+1,n =
n∑
m=0
(m(λ− 1)− i)Qi,m. (16)
On de´montre maintenant par re´currence que Qi,n ∼ (λ− 1)in2i/(2i i!). Cette formule est vraie
pour i = 0, supposons la vraie jusqu’au rang n. Alors, en utilisant la formule (16) on trouve
Qi+1,n ∼ (λ− 1)
n∑
m=0
mQi,m ∼ (λ− 1)
i+1
2i i!
n∑
m=0
m2i+1 ∼ (λ− 1)
i+1
2i i!
n2i+2
2i+ 2
En revenant a` qn,n+i, on obtient le re´sultat.
Lemme 23. Soit λ un entier supe´rieur ou e´gal a` 1. Alors
sup{qi,j(λ) ; 1 ≤ i ≤ j ≤ n} ≤ (2λ− 1)n.
Preuve. Notons An = sup{qi,j(λ); 1 ≤ i ≤ j ≤ n}. Nous montrons ce re´sultat par re´currence. On
a A1 = |q1,1(λ)| = λ. Fixons un entier n et i ∈ {2, . . . , n}, alors :
qi,n+1(λ) =
λi
n+ 1
qi−1,n(λ) +
λi− n
n+ 1
qi,n(λ) ≤ λn
n+ 1
An + λ
λ− 1
n+ 1
An
≤ n
n+ 1
(2λ− 1)An = (2λ− 1)(2λ− 1)n = (2λ− 1)n+1.
D’autre part le re´sultat est aussi vrai pour qn+1,n+1(λ) = λ
n+1 ce qui termine la preuve.
6.2 Comportement asymptotique diagonal. Soit λ un re´el positif, β ∈ V et δ ∈ (V2\V3)
(i.e. δ1 = 0 et δ2 6= 0). Soit L le morphisme de G tel que L
(〈1, 0〉) = 〈λ, β〉 et L((〈0, 1〉) = 〈0, δ〉.
On a alors L(V ) ⊂ V2.
Dans cette section nous e´tudions le comportement de L restreint a` V . Pour cette raison, les
e´le´ments de V seront directements e´crits (s1, s2, . . .) plutoˆt que 〈0, (s1, s2, . . .)〉.
Si s = (s1, . . . , sn, . . .) ∈ V , nous notons s(k) = X−kLks autrement dit
Lk(s) = ( 0 , . . . , 0︸ ︷︷ ︸
k fois
, s
(k)
1 , s
(k)
2 , . . .).
Comme δ1 = 0, ces e´le´ment sont bien de´finis et s
(k)
n ne de´pend que de s1, s2, . . . , sn (voir corol-
laire 14).
Proposition 24. Soit λ > 0, β ∈ V et δ ∈ V2\V3. Soit L le morphisme de G tel que L
(〈1, 0〉) =
〈λ, β〉 et L(〈0, 1〉) = 〈0, δ〉.
Il existe une fonction Φ` : V → R line´aire et qui ne de´pend que des ` premie`res coordonne´es
telle que pour tout s ∈ V on ait
s
(n)
` = Φ`(s) δ
n
2 λ
(n+`−1)(n+`−2)
2 + on
(
δn2λ
(n+`−1)(n+`−2)
2
)
.
De plus, Φ`(b`) = 1 et
s
(n)
1 = s1 δ
n
2 λ
n(n−1)/2 et s(n)2 = s2 +
n−1∑
m=0
λ−n−1
(
n(λ− 1)
2
+
δ3
δ2
)
.
En particulier
Φ1(s) = s1 et Φ2(s) = s2 +
1
λ− 1
(
1
2
+
δ3
δ2
)
s1.
24
Preuve. Comme nous n’utilisons que la restriction de l’endomorphisme L sur V ⊂ G on e´crira plus
simplement L(v) pour L(〈0, v〉).
Nous prouvons le re´sultat ge´ne´ral par re´currence sur `. Nous commenc¸ons par e´tudier s
(n)
1 et
s
(n)
2 pour lesquels tout est explicite.
Cas ` = 1 et ` = 2 :
Par la forme explicite de L (voir corollaire 13), on a
L(s) =
(
0, δ2s1, δ3s1 + λδ2s2, s
(1)
3 , s
(1)
4 , . . .
)
Donc s
(1)
1 = δ2s1 et s
(1)
2 = δ3s1 + λδ2s2. En appliquant a` nouveau L on trouve
L2(s) =
(
0, 0, λδ2s
(1)
1 ,
((
λ
2
)
δ2 + λδ3
)
s
(1)
1 + λ
2δ2s
(1)
2 , s
(2)
3 , s
(2)
4 , . . .
)
Nous trouvons donc s
(2)
1 = λδ
2
2s1 et s
(2)
2 =
((
λ
2
)
δ2 + λδ3
)
s
(1)
1 + λ
2δ2s
(1)
2 . On montre alors simple-
ment par re´currence que
s
(n+1)
1 = δ2 qn,n s
(n)
1 = δ2λ
ns
(n)
1 et s
(n+1)
2 = (qn,n+1 δ2 + qn,n δ3)s
(n)
1 + qn+1,n+1 δ2 s
(n)
2 . (17)
Ainsi s
(n)
1 = s1 δ
n
2 λ
n(n−1)
2 . Pour l’e´tude de s
(n)
2 , posons
yn =
s
(n)
2
δn2λ
n(n+1)/2
.
En divisant la relation de re´currence pour s
(n)
2 on obtient
yn+1 = yn +
1
δn+12 λ
(n+1)(n+2)/2
(
qn,n+1δ2 + qn,nδ3
)
s
(n)
1 = yn +
qn,n+1δ2 + qn,nδ3
δ2λ2n+1
s1
ou` on a utilise´ (n+1)(n+2)2 − (n + 1) = n(n+1)2 et (n+1)(n+2)2 − n(n−1)2 = 2n + 1. Maintenant, nous
savons que qn,n(λ) = λ
n et qn,n+1(λ) =
n
2 (λ− 1)λn Nous trouvons alors
qn,n+1δ2 + qn,nδ3
δ2λ2n+1
=
1
δ2λ2n+1
(n
2
(λ− 1)λnδ2 + λnδ3
)
=
1
λn+1
(
n
2
(λ− 1) + δ3
δ2
)
.
La se´rie de terme ge´ne´ral λ−n−1
(
n
2
(λ− 1) + δ3
δ2
)
est sommable et donc la suite (yn)n converge
vers
Φ2(s) = s2 + s1
∞∑
m=0
λ−n−1
(
n
2
(λ− 1) + δ3
δ2
)
= s2 +
1
λ− 1
(
1
2
+
δ3
δ2
)
s1.
Passage de `− 1 a` `. Pour le cas ge´ne´ral, on e´tablit d’abord une relation de re´currence similaire
a` (17) qui exprime s
(n)
` sous la forme d’une se´rie. Nous utilisons ensuite l’estimation asymptotique
des qn,n+i pour conclure qu’elle converge.
D’apre`s la forme explicite de L (voir corollaire 13), on trouve
s
(n+1)
` =
∑`
j=1
`−j+1∑
i=1
qj+n−1,n+`−iδi s
(n)
j . (18)
Posons
yn =
s
(n)
`
δn2λ
(n+`−1)(n+`−2)/2 .
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Le coefficient de s
(n)
` dans la relation (18) est qn+`−1,n+`−1 = λ
n+`−1. En remarquant que
(
n+`
2
)−(
n+`−1
2
)
= n+ `− 1 et en divisant la relation (18) par δn+12 λ(
n+`
2 ), nous trouvons :
yn+1 = yn +
1
δn+12 λ
(n+`2 )
`−1∑
j=1
(
`−j+1∑
i=1
qj+n−1,n+`−iδi
)
s
(n)
j .
Nous voulons montrer que la se´rie de terme ge´ne´ral yn+1 − yn converge. Cette se´rie est elle-meˆme
d’une somme d’un nombre fini de termes. Nous allons e´tudier chacun de ces termes et montrer
qu’ils sont sommables. Fixons j ∈ {1, . . . , `−1} et i ∈ {1, . . . , `−j+1} et e´tudions le comportement
asymptotique de la suite
zn =
1
δn+12 λ
(n+`−1+1)(n+`−2+1)/2 qj+n−1,n+`−iδis
(n)
j .
D’apre`s l’hypothe`se de re´currence, zn est e´gal a` :
qj+n−1,n+`−iδi
(
Φj(s)
δn2λ
(n+j−1)(n+j−2)
δn+12 λ
(n+`−1+1)(n+`−2+1)/2 + o
(
δn2λ
(n+j−1)(n+j−2)
2
δn+12 λ
(n+`−1+1)(n+`−2+1)/2
))
.
Nous pouvons imme´diatement simplifier cette expression en remarquant que(
n+ `
2
)
−
(
n+ j − 1
2
)
= n(`− j + 1) + j′ avec j′ = (`2 − `− j2 + 2j + j − 2)/2.
Donc
zn = qj+n−1,n+`−iδi
(
Φj(s)
1
δ2λn(`−j+1)+j
′ + o
(
1
δ2λn(`−j+1)+j
′
))
.
Nous avons vu dans la section 6.1 le comportement asymptotique de la suite qj+n−1,n+`−i(λ).
D’apre`s la proposition 22, nous trouvons :
qj+n−1,n+`−i(λ) = qn+`−i−(`−j+1),n+`−i(λ) ∼
n→+∞
(n+ `− i)`−j+1
2`−j+1(`− j + 1)!
(
λ− 1
λ
)`−j+1
λn+`−i.
Donc, nous obtenons l’e´quivalent suivant :
qj+n−1,n+`−i(λ) ∼
n
An`−j+1λn avec A =
λ`−i
2`−j+1(`− j + 1)!
(
λ− 1
λ
)`−j+1
.
Soit encore,
zn = Φj(s)
An`−j+1λn
δ2λn(`−j+1)+j
′ + o
(
An`−j+1λn
δ2λn(`−j+1)+j
′
)
= Φj(s)
An`−j+1
δ2λn(`−j)+j
′ + o
(
An`−j+1
δ2λn(`−j)+j
′
)
.
La suite (yn)n converge donc vers un re´el Φ`(s). Puisque yn est la somme de s` et d’une combinaison
line´aire de Φj(s), la fonction Φ`(s) est bien line´aire en s1, . . . , s`, et le coefficient de s` est 1.
Ce qui finit la de´monstration du re´sultat.
6.3 Asymptotiques des sommes de Birkhoff et des polynoˆmes d’approximation. On montre
dans cette section deux applications de la proposition 24 qui nous permettront de controˆler la taille
des sommes de Birkhoff et des polynoˆmes d’approximation Ri,j .
Corollaire 25. Soit σ une substitution λ-uniforme telle que δ1(σ) = 0 et δ2 = δ2(σ) 6= 0. Soit
ϕ : {a, b} → R telle que ϕ(a) 6= ϕ(b). Soit Ri,j les polynoˆmes d’approximation de la section 5.1.
Alors pour tout mot fini u0u1 . . . um−1 et tout entier k ≥ 0,
lim
n→∞
S
(n+k)
mλn (ϕ, σ
n(u))−Rn,n+k(m)
δn2 λ
(n+k−1)(n+k−2)/2
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converge vers Φk(Sm(ϕ, u)) lorsque n tend vers +∞.
Pour tout entier k et tout re´el x,
Rn+k,n+k(x)−Rn,n+k(λkx)
δn2 λ
(n+k−1)(n+k−2)/2
converge vers Φk ((Rk,1(x), Rk,2(x), . . .)) lorsque n tend vers +∞.
Preuve du corollaire 25. Par construction, on a
Ln ◦ pi(u0 . . . um−1) =
〈
mλn, S
(n)
mλn(ϕ, σ
n(u))
〉
et
Ln(〈m, 0〉) = 〈mλn, (R1,n(m), R2,n(m), . . .)〉.
Maintenant, remarquons que dans G on a 〈z, s〉−1 〈z, t〉 = 〈0, s− t〉. En particulier
Ln(〈m, 0〉−1pi(u)) = 〈mλn, (Rn,1(m), Rn,2(m), . . .)〉−1〈mλn, Smλn(ϕ, σn(u))〉
=
〈
0, Smλn(ϕ, σ
n(u))− (Rn,1(m), Rn,2(m), . . .)
〉
.
Il suffit alors, d’appliquer la proposition 24.
On montre la seconde partie de manie`re similaire. Soit x un re´el. Alors :
Ln ◦ Lk(〈x, 0〉) = 〈λn+kx, (Rn+k,1(x), . . . , Rn+k,j(x), . . .)〉
Ln(〈λkx, 0〉) = 〈λn+kx, (Rn,1(λkx), . . . , Rn,j(λkx), . . .)〉.
On peut alors e´crire
Ln(〈0, (Rk,1(x), Rk,2(x), . . .)〉) = Ln ◦ Lk(〈x, 0〉 〈λkx, 0〉−1)
=
〈
0, (Rn+k,1(x)−Rn,1(λkx), Rn+k,2(x)−Rn,2(λkx), . . .)
〉
.
Il suffit d’appliquer la proposition 24 pour conclure.
6.4 Coefficients c`. Soient λ un entier, β ∈ V et δ ∈ V2\V3. Comme auparavant, on leur
associe un endomorphisme L. On suppose ici que β et δ ont des coefficients nuls a` partir du rang
λ + 1. C’est le cas lorsque L est associe´ a` une paire (ϕ, σ) de fonctions ϕ : {a, b}∗ → R et d’une
substitution σ de longueur constante λ. On notera ||δ|| = sup{|δi|; 1 ≤ i}.
Nous reprenons les polynoˆmes Ri,j et les nombres c` introduit dans la proposition 15. Rappelons
qu’ils sont de´finis
Li(〈x, 0〉) = 〈λix, (Ri,1(x), Ri,2(x), Ri,3(x), . . .)〉 .
et qu’on pose alors
ci = Ri+1,i+1
(
1
λi+1
)
.
Nous allons montrer le re´sultat suivant :
Proposition 26. Soit ci comme ci-dessus. Alors, la suite
(
c` · δ−`2 λ−(`−1)(`−2)/2
)
`≥0
converge.
Preuve. Fixons un entier ` ≥ λ. Commenc¸ons par rappeler la relation de la proposition 15 :
L(〈1, (c0, c1, c2, . . .)〉) = 〈1, (c0, c1, c2, . . .)〉λ.
D’apre`s la forme explicite de l’endomorphisme L (corollaire 13), nous trouvons pour ` > λ :
λc` +
(
λ
2
)
c`−1 + · · ·+
(
λ
`+ 1
)
c0 = λ
`−1δ2c`−1 +
`−1∑
j=1
`−j+2∑
i=1
qj−1,`+1−iδicj−1
= λ`−1δ2c`−1 +
`−1∑
j=2
`−j+2∑
i=2
qj−1,`+1−iδicj−1.
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La seconde e´galite´ est duˆe au fait que q0,i = 0 si i > 0. La double somme se majore avec le
lemme 23 : ∣∣∣∣∣`−1∑j=1
`−j+2∑
i=2
qj−1,`+1−iδicj−1
∣∣∣∣∣ ≤ ||δ|| · sup1≤j≤`−2 |cj | · `−1∑j=1
`−j+2∑
i=2
qj−1,`+1−i
≤ ||δ|| · sup
1≤j≤`−2
|cj | ·
(
`−2∑
k=0
qk,`−1 +
`−2∑
r=0
r∑
k=0
qk,r
)
≤ ||δ|| · sup
1≤j≤`−2
|cj | ·
(
`− 1 + (`2)) (2λ− 1)`−1
≤ ||δ|| · sup
1≤j≤`−2
|cj | ·
(
`+1
2
)
(2λ− 1)`−1.
Pour l’autre partie, on utilise simplement :∣∣∣∣(λ2
)
c`−1 + · · ·+
(
λ
`+ 1
)
c0
∣∣∣∣ ≤ 2λ sup
0≤j≤`−1
|cj |.
Nous trouvons donc :
|λc` − λ`−1δ2c`−1| ≤ ||δ||
(
`+ 1
2
)
(2λ− 1)`−1 sup
1≤j≤`−2
|cj |+ sup
1≤j≤`−1
|cj | · 2λ. (19)
Notons c˜j = cj · δ−j2 λ−(j−1)(j−2)/2. Nous avons∣∣∣∣ cjδ`2λ(`−1)(`−2)/2
∣∣∣∣ = |c˜j ||δ2|`−jλ(`−1)(`−2)/2−(j−1)(j−2)/2 ≤ |c˜j |λ(`−1)(`−2)/2−(j−1)(j−2)/2 .
En divisant la relation (19) par δ`2λ
(`−1)(`−2)/2, on obtient alors
|c˜` − c˜`−1| ≤ ‖δ‖
(
`+ 1
2
)
(2λ− 1)`−1
λ2`−1
sup
0≤j≤`−2
|˜cj |+ 2
λ
λ`−1
sup
0≤j≤`−1
|c˜j |
car pour 1 ≤ j ≤ `− 2 : (`−12 )− (j−12 ) = `+ `− 1 + (`−32 )− (j−12 ) ≥ 2`− 1 et (`−12 )− (`−22 ) = `− 1.
Maintenant, si θ est tel que 2λ−1
λ2
< θ < 1 alors pour ` assez grand on a
|c˜` − c˜`−1| ≤ θ` sup
1≤j≤`−1
|c˜j |.
On peut alors conclure en utilisant le lemme 2.
7 Preuve du the´ore`me
On se donne une substitution σ de longueur constante λ telle que δ1(σ) = 0, δ2(σ) 6= 0 et
admettant un point fixe w = w0 · · ·wn · · · . Soit ϕ : {a, b} → R une fonction non constante. Nous
allons de´finir une suite de fonctions en escalier (f (`))`≥1 qui convergera vers la fonction fw,ϕ = fw
du the´ore`me.
On reprend les constantes ci de la section 5.1 et la suite de fonctions ψi : Kσ → R de la
section 5.2 telles que
ψ0 = −
∫
ϕ , ϕ+ ψ0 = ψ1 ◦ T − ψ1 et ψn = ψn+1 ◦ T − ψn+1.
Et ci ve´rifient ci = −ψi(w). Rappelons qu’on a un lien direct entre ces fonctions et les sommes de
Birkhoff via
ψi(T
nw) = S(i)n (ϕ,w)− pi(n) ou` pi(n) =
i∑
k=0
(
n
i− k
)
ck.
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On de´finit une suite de fonctions f (i) : R→ R par
f
(i)
w (x) =
ψi(T
mw)
δi−12 λ(i−1)(i−2)/2
avec m =
⌊
λi−1x
⌋
.
Pour des entiers i ≥ 0 et 0 ≤ m < i et une lettre α, on rappelle la notation Cyl(i,m, α) =
Tmσi([α]) (voir section 5.2). On rappelle que la fonction ψi est constante sur chaque Cyl(i,m, α)
et on notera par ψ(i,m, α) cette valeur. On de´finit deux fonctions f
(i)
a , f
(i)
b : [0, λ]→ R par
f (i)a (x) =
ψ(i, bλi−1xc, a)
δi−12 λ(i−1)(i−2)/2
et f
(i)
b (x) =
ψ(i, bλi−1xc, b)
δi−12 λ(i−1)(i−2)/2
.
On a alors pour x ∈ [0, λ] et n entier positif la relation :
f
(i)
w (x+ λn) = f
(i)
wn(x).
Comme pour tout u ∈ Cyl(i, 0, α) on a ψi(T λiu) = ψi(u) on en de´duit que
f
(i)
w (0) = f
(i)
a (0) = f
(i)
b (0) =
−ci
δi2λ
(i−1)(i−2)/2 .
D’autre part, comme pour tout mot u on a ψi(Tu)− ψi(u) = ψi−1(u) on obtient l’e´quation
f
(i)
w
(
x+
1
λi−1
)
− f (i)w (x) = 1
δ2λi−2
f
(i−1)
w (λx). (20)
Tout le reste de cette section sera de´die´e a` la preuve du re´sultat suivant qui pre´cise l’e´nonce´
du the´ore`me 4 de l’introduction.
The´ore`me 5. Soit σ, f
(i)
w , f
(i)
a et f
(i)
b comme ci-dessus. Les suites f
(i)
w , f
(i)
a et f
(i)
b convergent
uniforme´ment vers des fonctions continues fw, fa et fb sur respectivement R+, [0, λ] et [0, λ]. De
plus :
1. fa et fb ne sont pas nulles,
2. fa(0) = fb(0) = lim−ci/δi−12 λ(i−1)(i−2)/2,
3. pour x ∈ [0, λ] et n entier : fw(x+ λn) = fwn(x),
4. fw est solution de l’e´quation (Eλ,δ2(σ)).
Une fois la convergence e´tablie, les items 2, 3 et 4 proviennent directement de la construction.
7.1 Convergence aux points λ-adiques. On appelle un point λ-adique un re´el x tel qu’il
existe un entier n tel que λnx soit entier.
Lemme 27. Les fonctions f
(i)
w , f
(i)
a et f
(i)
b convergent en tout point λ-adique.
De plus, si on note respectivement λa et λb le nombre de a et b dans σ(a) alors pour tout entier
0 ≤ k < λ on a pour tout i ≥ 1
f (i)a (k + 1)− f (i)a (k) =

λb
λ (ϕ(a)− ϕ(b)) si (σ(a))k = a
λa
λ (ϕ(b)− ϕ(a)) si (σ(a))k = b.
et
f
(i)
b (k + 1)− f (i)b (k) =

λb
λ (ϕ(a)− ϕ(b)) si (σ(b))k = a
λa
λ (ϕ(b)− ϕ(a)) si (σ(b))k = b.
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Preuve. Soit x un re´el tel que λi0−1x = m ∈ N. On note kj = δj−12 λ(j−1)(j−2)/2 les coefficients de
renomalisation. Alors pour tout i ≥ 0 :
f (i+i0)(x) =
ψi+i0(T
mλiw)
ki+i0
; f (i+i0)a (x) =
ψ(i+ i0,mλ
i, a)
ki+i0
et f
(i+i0)
b (x) =
ψ(i+ i0,mλ
i, b)
ki+i0
.
Nous allons montrer que la suite
(
f (i)(x)
)
i
converge, ce qui prouvera le re´sultat.
f (i+i0)(x) =
ψi+i0(T
mλiw)
ki+i0
=
S
(i+i0)
mλi
(ϕ,w)− pi+i0(mλi)
ki+i0
=
1
δi0−12
S
(i+i0)
mλi
(ϕ,w)− pi+i0(mλi)
δn2λ
(i+i02 )
=
S
(i+i0)
mλi
(ϕ,w)−Ri+i0,i+i0(m)− ci+i0
ki+i0
d’apre`s l’e´quation (8)
=
S
(i+i0)
mλi
(ϕ,w)−Ri,i+i0 (m)
ki+i0
+
Ri,i+i0 (x)−Ri+i0,i+i0 (x)
ki+i0
− ci+i0
ki+i0
Les trois termes ci-dessus convergent d’apre`s le corollaire 25 et la proposition 26.
Dans le cas particulier i0 = 1, on obtient une formule explicite et qui ne de´pend pas de i.
Ceci est directement relie´ au fait que, dans la Proposition 24, les valeurs de s
(n)
1 renormalise´es
sont constantes. Comme dans la section 5.2, on note Cyl(0, 0, a) le cylindre de Kσ,Z des mots
· · · u−1 · u0u1 · · · tels que u0 = a. D’apre`s les formules pour les sommes de Birkhoff (11) et (12), on
sait que pour u ∈ σi(Cyl(0, 0, a)) = Cyl(i, 0, a) on a
ψi+1(T
λiu)− ψi+1(u) = S(1)(ψi, σi(a)).
De la meˆme fac¸on pour u ∈ Cyl(i, 0, b) en remplac¸ant a par b ci-dessus. En particulier, cette
quantite´ ne de´pend pas de u. D’autre part, nous savons par la proposition 24 que pour tout i ≥ 1
que
S
(1)
λi
(ψi, σ
i(a))− S(1)
λi
(ψi, σ
i(b)) = S
(i+1)
λi
(ϕ, σi(a))− S(i+1)
λi
(ϕ, σi(b)) = (ϕ(a)− ϕ(b))δi2λ(i−1)(i−2)/2.
De plus, ψi+1 est de moyenne nulle et donc
λaS
(1)(ψi, σ
i(a)) + λbS
(1)(ψi, σ
i(b)) = 0.
En recollant ces deux e´galite´s, on obtient le re´sultat annonce´.
Ainsi les valeurs aux points entiers sont constantes le long de la suite f (i). Ce n’est plus vrai
pour les points de la forme m/λ2 du fait de la formule pour s
(n)
2 dans la proposition 24. Lorsqu’on
choisit ϕ = λbχa − λaχb alors la diffe´rence fa(k+ 1)− fa(k) vaut soit λb si la k-e`me lettre de σ(a)
est un a et vaut −λa sinon. On peut voir ce fait sur les figures 7, 8 et 9.
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Figure 7 – Les fonctions fa et fb pour a 7→ aab, b 7→ aba et pour ϕ = χa − 2χb.
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Figure 8 – Les fonctions fa et fb pour a 7→ aab, b 7→ baa et pour ϕ = χa − 2χb.
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Figure 9 – Les fonctions fa et fb pour a 7→ abbaa, b 7→ baaab et pour ϕ = 2χa − 3χb.
7.2 Borne uniforme. Nous attaquons la partie la plus de´licate de la preuve : montrer
que les fonctions f (i) sont borne´es. La preuve est tre`s similaire a` celle de la proposition 26 pour la
convergence des coefficients c`.
Proposition 28. La suite de fonctions f (i) est uniforme´ment borne´e.
En conse´quence, puisque f (i) est une ”concate´nation” de fonctions f
(i)
a et f
(i)
b , ces suites de
fonctions sont e´galement uniforme´ment borne´es.
Preuve. Fixons un entier ` > λ+ 1. Nous noterons qi,n = qi,n(λ) et kj = δ
j
2λ
(j−1)(j−2)/2.
Nous commenc¸ons par relier les valeurs prises par la fonction f (`), a` celles prises par les fonctions
f (1), . . . , f (`−1).
D’apre`s le corollaire 13 et le travail fait dans la partie 4.3, pour tout entier r :
S
(`)
rλ =
`−1∑
j=2
`−j+1∑
i=2
qj−1,`−i
(
δi · S(j)r + βi
(
r
j
))
. (21)
Puisque pour tout entier r, et tout entier j ≤ `, S(j)
iλ`
= pj(iλ
`)− cj , nous en de´duisons que
p`(rλ)− c` =
`−1∑
j=2
`−j+1∑
i=2
qj−1,`−i
(
δi · (pj(r)− cj) + βi
(
r
j
))
. (22)
Rappelons maintenant la relation ve´rifie´e par les coefficient ci :
c` =
1
λ
∑`
j=2
`−j+2∑
i=1
qj−1,`+1−iδicj−1 − 1
λ
(
λ
2
)
c`−1 − · · · − 1
λ
(
λ
λ+ 1
)
c`−λ.
Nous posons alors
C` =
∑`
j=2
`−j+2∑
i=1
(
qj−1,`+1−i
δi
λ
cj−1 − qj−1,`−iδicj
)
− 1
λ
λ∑
k=1
(
λ
k + 1
)
c`−k et C˜` = 1
k`
C`.
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En rassemblant les e´quations (21) et (22), nous trouvons :
f (`)
(
rλ
λ`−1
)
=
1
k`
`−1∑
j=2
`−j+1∑
i=2
qj−1,`−iδi ·
(
S(j)r − pj(r)
)
+ C˜`.
Nous trouvons donc :
f (`)
(
rλ
λ`−1
)
=
`−1∑
j=2
`−j+1∑
i=2
qj−1,`−iδi · f (j)
( r
λ`−1
)
· kj
k`
+ C˜`.
D’apre`s l’e´quation (20), entre deux valeurs de iλ
λ`−1 , la fonction f` est une somme renormalise´e
d’au plus λ termes de f (`−1)(x).
Remarquons que pour 1 ≤ k ≤ `− 2 : (`−12 )− (`−k−12 ) ≥ (`−12 )− (`−32 ) = 2`− 5. Rappelons que
les poynoˆmes qi,j sont a` valeurs dans N. En notant ‖δ‖ = sup{|δi|; i ∈ N∗} = max{|δi|; 1 ≤ i ≤ λ},
M = ‖δ‖ · λ5 et puisque |δ2| ≥ 1 :
||f (`)||∞ ≤ ||f (`−1)||∞ +M 1
λ2`
`−2∑
j=2
`−j+1∑
i=2
qj−1,`−i
 · ||f (j)||∞ + λ ‖δ‖
λ`−2
||f (`−1)||∞ + |C˜`|.
Notons alors Fr = sup{‖f (j)‖; 1 ≤ j ≤ r}, en utilisant la majoration du lemme 23 et θ =
2λ−1
λ2
∈]0, 1[ :
||f (`)||∞ ≤
(
1 +
M
λ`
)
||f (`−1)||∞ +M · θ` ·
(
`
2
)
· F`−2 + |C˜`|. (23)
On e´tudie maintenant le comportement de la suite |C˜`|.
C` =
λ∑
i=2
q1,`+1−iδic1 +
`−1∑
j=2
`−j+1∑
i=2
(
1
λ
qj,`+1−i − qj−1,`−i
)
δicj − 1
λ
λ∑
k=1
(
λ
k + 1
)
c`−k.
Le coefficient de c`−1 est nul dans la double somme. En notant ‖λ‖ = sup{
(
λ
j
)
; j ≥ 1} et c˜j =
sup{|ck|; 1 ≤ k ≤ j} :
|C`| ≤ 2λ(2λ− 1)`‖δ‖c˜`−2 + ||λ|| · c˜`−1
Puisque 1k` c` converge, cette suite est borne´e et il existe une constante D telle que pour tout
entier ` et pour k ∈ {1, . . . , `− 2}, 1k` |ck| ≤ 1λ2`D et
c˜`−2
k`
≤ 1
λ2`
D et
c˜`−1
k`
≤ 1
λ`
D.
Finalement il existe une constante ∆ tel que
|C˜`| =
∣∣∣∣C`k`
∣∣∣∣ ≤ ∆(θ` + 1λ`
)
. (24)
En rassemblant (23) et (24) :
‖f (`)‖∞ ≤
(
1 +
M
λ`
+Mθ`
(
`
2
))
F`−1 + ∆
(
θ` +
1
λ`
)
.
On peut alors appliquer le lemme 2 qui permet de conclure que la suite (‖f (`)‖)` est convergente
donc borne´e.
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7.3 Fin de la preuve.
Lemme 29. Pour tout i ≥ 1, tout x, y ∈ [0, λ] et u ∈ {a, b} :∣∣∣f (i)u (y)− f (i)u (x)∣∣∣ ≤ λ
δ2
∥∥∥f (i−1)u ∥∥∥(|y − x|+ 2
λi−1
)
.
De plus, pour tout i ≥ 1 et x, y ∈ R+ :∣∣∣f (i)w (y)− f (i)w (x)∣∣∣ ≤ λ
δ2
∥∥∥f (i−1)w ∥∥∥(|y − x|+ 2
λi−1
)
.
Preuve. Nous faisons la preuve avec u = a. Soit xi = bλi−1xc/λi−1 et yi = bλi−1yc/λi−1. Alors
f
(i)
a (xi) = f
(i)
a (x) et f
(i)
a (yi) = f
(i)
a (y). Maintenant pour tout u ∈ Kσ
|ψi(T λi−1yiu)− ψi(T λi−1xiu)| = |S(1)λ(i−1(yi−xi)(ψi−1, T
λi−1xiu)| ≤ λi−1|yi − xi| · ‖ψi−1‖.
Et donc
|f (i)a (yi)− f (i)a (xi)| ≤
λi−1δi−12 λ
(i−2)(i−3)/2
δi2λ
(i−1)(i−2)/2 |yi − xi| · ‖f (i−1)a ‖ =
λ
δ
‖f (i−1)a ‖ · |yi − xi|.
Il suffit alors de remarquer que |yi − xi| ≤ |y − x|+ 2/λi−1 pour conclure.
La meˆme preuve montre la deuxie`me relation de l’e´nonce´.
Proposition 30. Les fonctions fw, fa et fb sont continues et la fonction f est solution de l’e´quation
inte´grale (Eλ,δ2).
Preuve. La continuite´ des fonctions est une conse´quence directe du lemme 29 et du fait que les
fonctions f
(i)
a , f
(i)
b et f
(i) sont uniforme´ment borne´es (proposition 28).
En reprenant l’e´quation (20) et puisque
(
i−1
2
)
+ i − 1 = (i−22 ), nous trouvons pour tout entier
n : ∫ n/λi−1
0
f (i)(t) dt =
n−1∑
j=0
f (i)
(
j
λi−1
)
1
λi−1
= δ2f
(i+1)
( n
λi
)
− δ2f (i+1)(0).
En passant a` la limite, la fonction f ve´rifie l’e´quation inte´grale en tout point λ-adique. Par densite´
des points λ-adiques et par continuite´ de la fonction, f est solution de l’e´quation inte´grale.
A Le cas δ2 = 0
L’hypothe`se δ2 6= 0 dans le the´ore`me 4 est essentielle. Nous expliquons quels re´sultats restent
valables dans ce cas et pre´sentons le re´sultat de simulations.
Soit σ une substitution sur {a, b} de longueur constante λ et telle que |σ(a)|a = |σ(b)|a On
suppose e´galement que σ(a) 6= σ(b) (car sinon le point fixe de σ est un mot pe´riodique). On sait
par la proposition 9 qu’il existe un entier 2 ≤ k < λ tel que δ2 = δ3 = . . . = δk−1 = 0 et δk 6= 0.
Dans cet article nous avons construit une solution a` l’e´quation (Eλ,δ) lorsque k = 2.
De manie`re ge´ne´rale, le the´ore`me 17 s’applique. En particulier, nous savons que l’on peut
construire une solution ψ = (ψ1, ψ2, . . .) a` l’e´quation cohomologique ϕ = (UT − A)ψ de`s que
ϕ : {a, b} → R est de moyenne nulle. En particulier, toutes les sommes de Birkhoff (recentre´es)
sont borne´es. Il semblerait que les 2n-ie`mes sommes ite´re´es (respectivement les 2n+1-ie`mes sommes
ite´re´es) le long d’un point fixe de σ convergent lorsque le temps est renormalise´ par λn (resp. λn+2).
Les deux exemples les plus simples sont donne´s par les substitutions
σ1 :
 a7→ababab 7→baaab et σ2 :
 a 7→abbaab 7→baaba
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Elles ve´rifient δ(σ1) = (0, 0, 3, 3, 1) et δ(σ2) = (0, 0, 2, 3, 1). Il semblerait que pour ces deux substitu-
tions, les sommes S
(2n)
λn (ϕ, σ
2n(a)) et S
(2n+1)
λn+2
(ϕ, σ2n+1(a)) convergent et vers des limites distinctes.
On a trace´ ces sommes dans les figures 10 et 11. Les points sur les dessins correspondent aux
”valeurs entie`res” de la limite, c’est-a`-dire aux temps kλn−1 pour S(2n) et aux temps kλ2n pour
S(2n+1). On voit bien que ces valeurs sont toutes identiques et ceci peut-eˆtre prouve´ en suivant
simplement la de´monstration de 17 ou bien en calculant les ite´re´s de L.
Figure 10 – Sommes S
(2n)
λn (ϕ, σ
2n(a)) pour n = 1, 2, 3 et la substitution a 7→ ababa, b 7→ baaab.
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Figure 11 – Sommes S
(2n+1)
λn+2
(ϕ, σ2n+1(a)) pour n = 1, 2, 3 et la substitution a 7→ ababa, b 7→ baaab.
B Une construction S-adique
Soit σ une substitution de longueur constante λ telle que δ1(σ) = 0 et δ2(σ) 6= 0. Dans le
the´ore`me 5 nous avons construit deux fonctions fa : [0, λ] → R et fb : [0, λ] → R comme limite
des k-ie`mes sommes de Birkhoff sur respectivement σk(a) et σk(b). E´tant donne´ un mot infini
u ∈ {a, b}N on peut construire une fonction fu : R+ → R en posant
fu(x) = fum(x−mλ) ou` m = bx/λc.
En adaptant la preuve du the´ore`me 5, il est facile de voir que∫ λx
0
fσ(u) ds = δ2 (fu(x)− fu(0)). (25)
Lorsque u = σ(u) on retrouve l’e´quation (Eλ,δ).
Plus ge´ne´ralement, il semble possible de construire des fonctions limites lorsque les substitutions
varient. Les constructions de ce type sont appele´es S-adiques (voir [DLR13] ou bien [BD14]). Nous
pre´sentons un exemple associe´ aux deux substitutions suivantes
σ1 : a 7→ aaabb, b 7→ aabab et σ2 : a 7→ ababb, b 7→ abbab.
Nous avons choisi ces deux substitutions car elles ont la meˆme longueur λ = 5 et le meˆme vecteur
δ = (0, 1, 1, 0, 0).
Pour tout mot infini ω = ω0ω1 . . . ∈ {1, 2}N (on dira suite directrice) on peut de´finir un mot
infini comme limite
u(ω) = lim
n→∞σω0σω1 . . . σωn−1(a).
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Par exemple pour ω = 1111 . . . on retrouve le point fixe de σ1 et pour ω = 2222 . . . on retrouve le
point fixe de σ2. Plus ge´ne´ralement tout suite directrice pe´riodique correspond a` un point fixe de
substitution. E´tant donne´ cette suite ω on peut e´galement lui associer des de´calages Kω,N et Kω,Z.
La preuve du the´ore`me 17 s’adapte directement : toute fonction ϕ : {a, b} → R est un cobord
infini sur Kω,Z. Cependant, si nous prenons na¨ıvement la suite des cobords successifs ψ0, ψ1, . . . il
n’y a pas de renormalisation convenable qui fasse converger les fonctions.
On conside`re l’ensemble {1, 2}Z des mots bi-infinis sur S et les fonctions ϕ1 = 2χa − 3χb et
ϕ2 = 3χa − 2χb. Si ω0 = 1 alors ϕ1 est de moyenne nulle sur Kω,Z alors que si ω0 = 2 alors ϕ2 est
de moyenne nulle.
On note Z+ = {0, 1, 2, . . .} et Z− = {−1,−2, . . .}. E´tant donne´ un mot infini, on marquera la po-
sition de l’indice 0 avec un point ainsi : ω = . . . ω−2ω−1.ω0ω1 . . .. A` chaque mot ω ∈ SZ−∪{0} nous al-
lons construire un couple de fonctions fa : [0, λ]→ R et fb : [0, λ]→ R. On de´finit ψi,ω : KT−iω,Z →
R comme le i-e`me cobord de la fonction ϕω−i . Bien suˆr, ψi ne de´pend que de ω−i, ω−i+1 . . . ω−1 et
ω0. De plus, il est constant sur les cylindres Cylω(i,m, α) := T
mσω−iσω−i+1 . . . σω−1([α]). On pose
f (i)ω,a(x) =
ψi,ω(Cylω(i,m, a))
5(i−1)(i−2)/2
et f
(i)
ω,b(x) =
ψi,ω(Cylω(i,m, b))
5(i−1)(i−2)/2
ou` m = b5i−1xc. En suivant la preuve de la proposition 27, on peut montrer que les diffe´rences entre
deux points entiers successifs de fω,a et fω,b sont constantes et ne de´pendent que de σω−1 . Nous ne
le de´montrons pas formellement, mais f
(i)
ω,a et f
(i)
ω,b ainsi de´finies convergent. Voir les graphiques de
la figure 12.
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Figure 12 – Dessins des premie`res fonctions f
(i)
ω,a. Les graphiques a` gauche sont obtenus en pro-
longeant ω vers la gauche tandis que les graphiques sur la droite sont obtenus en prolongeant ω
vers la droite. Remarquer que les diffe´rences entre les valeurs aux points entiers ne de´pendent que
de ω−1.
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En admettant que la construction pre´ce´dente est valide, nous pourrions associer a` chaque mot
bi-infini ω ∈ SZ une fonction fω en concate´nant fa,ω et fb,ω (qui ne de´pend que de ω− et ω0) selon
le motif de u(ω) (qui ne de´pend que de ω+). La famille de fonctions fω ve´rifirait alors l’e´quation
fonctionnelle ∫ λy
λx
fω(s) ds = δ(σω0)
(
fTω(y)− fTω(x)
)
.
ou` T : SZ → SZ est le de´calage sur les suites directives.
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