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Matched filtering is a widely used signal processing technique for 
detecting a known signal imbedded in noise. In the pulsed sonar case, 
the medium often distorts the received signal to such an extent hat 
matched filtering is not optimal. This paper deals with the case 
where a record is obtained of Gaussian oise containing many repe- 
titions of the distorted signal waveform. After obtaining an estimate 
of the waveform autocorrelation based upon nonoverlapping sec- 
tions from the first part of the record, a test procedure is developed 
for determining whether or not the waveform is present in a subse- 
quent section. The test procedure is derived from a Taylor series 
approximation of the likelihood ratio, where the signal-to-noise 
ratio is quite low and the probability that two or more waveforms 
are in the section is negligible. This suboptimal test involves cross 
correlating the sample autocorrelation with the waveform auto- 
correlation. 
An approximation is given to the difference in power between the 
likelihood-ratio test and its approximation. A comparison is made 
with the matched filter approach. 
1. INTRODUCTION 
Matched filtering is a widely used signal processing technique for 
detecting the arrival of a known sonar signal imbedded in ambient  sea 
noise. However, due to the instabi l i ty and nonisotropic nature of the 
medium it often happens that  the sonar waveform is so distorted that  
the matched filtering is no longer optimal. I f  the medium remains table 
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FIG. 1. Recurr ing waveform 
long enough to send and receive areasonable number of signals, it may be 
possible to utilize some sort of adaptive waveform detector (Williams, 
1966). 
Suppose we haYe an input X(t) made up of an unknown waveform 
O(t) of known length, which is repeated randomly and is imbedded in 
Gaussian noise with a known eovariance function (Fig. i). The  average 
time between recurrences of the waveform is large compared to its 
length. In addition, the signal-to-noise ratio is quite low. We wish to 
detern~ne the times of occurrence of the waveform in a reeord of dis- 
crete-time observations of X(t). 
In a recent paper, Jakowatz and Stutt (1960) discuss the present 
state of development of a special system, the Adaptive Filter (Hinieh, 
1962; 3akowatz et al., 1960) which utilizes an iterative schem e based 
upon a cross-correlation type decision rule to detect he times of recur- 
rence of an unknown 0(t). In related work, Seudder (1965) makes 
ingenious use of a Bayesian approach to develop another type of 
iterative scheme that asymptotically behaves as a matched filter. An 
application of adaptive filtering for sonar is given in (Williams, 1966). 
If the noise power is large relative to the waveform, these adaptive 
schemes fail to converge to a matched filter because of the relatively 
large false-alarm probability associated with a decision that the ~vave- 
form O(t) is present in a section of the record along with the noise, when 
in fact it is not true. Besides triggering falsely on just noise alone in the 
section, the cross-correlation detector can be fooled by a sample correla- 
tion function exceeding the threshold of the decision rule because of the 
situation where a part of 0(t)--the lead end or the tail end, for example-- 
is present in the section along with the noise. If the relative maxima of 
the waveform autoeorrelation function ~(r) = f O(t + .r)O(t) dt are 
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not much smaller than the absolute maximum ~(0), the filter will have 
difficulty in precisely estimating the times of recurrence of 0(t). The 
iterative procedure uses sections of the record where the waveform is 
presen t along with the noise in order to update the running estimate 
of 0, which is then utilized in the decision rule that detects later recur- 
rences of  the waveform. Therefore, averaging sections where there is 
great ambiguity in waveform position causes ~'blurring" of the estimate 
of 0(t) arid consequently a severe weakening of the decision procedure. 
Averaging sections of noise alone does not cause this type of problem 
since, because of stationarity in the mean, the noise "washes out" 
in the averaging. However, if the signal power is low, then the time- 
position ambiguity can foul the iteration and result in instability of the 
procedure. Moreover, in this case it is difficult to get the initial crude 
estimate of 0(t) which primes the filter. 
Due to the assumed conditions, it is inappropriate to detect the 
occurrences of the waveform by simple cross correlation. This paper 
deals with the extreme case of low "generalized signal-to-noise ratio" 
(see Section 2) and uses a largetsample approach in order to help obtain 
general bounds of the asymptotic performance of adaptive waveform 
detectors. I t  also suggests an alternative to simple cross correlation for 
the data processing of the observed X(t) to be used in the decision part 
of the "detect-estimate-detect" iteration. 
Suppose we restrict ourselves to a sampling scheme by which we ob- 
serve a number of nonoverlapping sections of the record, which are 
spaced in time sufficiently far apart so that the observations in one sec- 
tion are independent of those in other sections (Fig. 2). 
There are two basic possibilities for a given section of X(t) [discussed 
in detail by Hinich ( 1965)]. Either that section consists of just noise alone, 
or there is some part of 0 in the section (the head end, tail end, or all 
of 0). Since the times of occurrence of 0 are assumed to have a purely 
random distribution with an average time between O's which is longer 
than the duration of the waveform and the length of the section, then 
all possible shifted positions of 0 in the section are equally likely. More- 
over many sections will consist of just noise. 
Let the column vector X denote a discrete-time section of X(t) 
consisting of w successive observations X~ = X(t~) for i = 1, . . .  , w 
where W = t~l - t~ is the sampling interval. By using the prime to 
denote the transpose, X r = (X~, - - . ,  X~) is the section, N '= 
(N1, • • • , N~) is the noise vector, and 0' = (01, • • • , 0,) represents he 
discrete unknown waveform. 
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SECTION 5 
I t  is easy to check that there are n + w - 1 possible shifted positions 
of 0 in X. The j th  shift can be represented as 
(s~e)'  = (e~+l, . . . ,  ej+~) 
with 0~ = 0 if/~ -< 0 or/~ > n + 1. For example (S~_10)' = (0n, 0, . • • , 0) 
and (S_.+~0)' = (0, 0, • • • , 01). There is no way of knowing in advance 
which case is occurring. Since the signal power is low we will not attempt 
to determine which case, if any, occurred in a given section. Instead we 
will,try[to distinguish between the two basic possibilities, 
Ho:X  = N 
(1) 
H1 :X  = N + Ss'~ for some j = w + 1, . - -  ,n -  1 
i.e., H0 is the noise alone case and H~ is the ease where some part of 0 is 
in the section. 
The noise vector has a w-dimensional multivariate normal distribu- 
tion with mean zero and a known covariance matrix Z. We express this 
by £{N} = ~(0,  Z) where £{N} is the distribution function of the 
random variable N (Wilks, 1962, Chapt. 7). 
Given a section X, we will decide between H0 and H~ on the basis of a 
test derived using a Taylor series approximation of the appropriate 
likelihood-ratio. Middleton ( 1960, Chapt. 20) calls such an approximate 
likelihood-ratio test, suboptimal. The difference in power  between the 
likelihood-ratio test and the suboptimal test, will be approximated. 
2. ESTIMATION OF THE WAYEFORM AUTOCORRELATION 
In the discrete case, the waveform autocorrelation is defined as the 
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n-dimensional vector ~' = (Ca, " .  , C/A), where 
1 n 4- -1  
= k ,  @5 = ~O~Ok+l ,  . . ' ,@~ = el0~. (2) 
1 1 
In order to simplify the testing problem we assume that ¢0, the DC 
value of 0, is ¢~0 = ~ 0~ = 0. This is a reasonable assumption in most 
applications. 
Suppose tha~ we have many non-overlapping sections of X( t )  such 
that th e possibilities are given as in (1) for each section. We find it 
convenient to make the linear transformation on a section X, 
Z = ~-IX, (3) 
where 2~ -1 is the inverse of ~, the eovarianee matrix of the Gaussian 
noise vector N. From ( 1 ) we have the two basic possibilities 
Ho:Z  = N* 
(4 )  
H~ :Z  = N* + Z-1SjO for some j = w + 1, . - . ,  n - 1, 
where £{N*} = ~(0, ~-1). 
Define Y(z) '  = (YKz) ,  . " ,  Y~(z)) by 
w--k+l 
Y (z) = - (5 )  
i= l  
for k = 1, - . -  , n with notation ~-~ = (a¢~). 
The vector Y(z) is a slightly different form for the discrete sample 
autocorrelation of the transformed vector of observations Z. 
It  is understood that z~ = 0 if i =< 0 or i => w + 1, and thus if w < n 
Yw+l(Z) . . . . .  Yn(z) = O. 
I t  was shown (Hinich, 1965) that for small signal power, it is very 
difficult to estimate 0 while it is relatively easy to estimate ~b from the 
sections. Furthermore the ~b~ are natur~l parameters in the approxima- 
tion to the likelihood-ratio test. 
Let X (~), • • • , X (~) denote m sections of X(t) ,  ~ denote the probability 
that some part of O is present in a section, D denote the covariance ma- 
trix of the sample autocorrelation Y(Z)  given that Z is iust noise alone, 
and Z (k) = X-~X (k) for every k. Then, adapting the proof of Theorem 
4 of Hinieh (1965), 
¢_  n+w- -  1D- ,~y(g  (k)) (6) 
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is asymptotically (for large m) normally distributed with mean ~ and 
with a covariance matrix which is as small as possible--to roughly sum- 
marize the concept of asymptotic efficiency which is discussed in detail in 
Chapt. 12 of Wilks (1962). The covariance matrix of ¢ is of the order of 
--1 m and we suppose that we can observe X(t)  sufficiently long so that 
we can assume the ~b~ as known parameters in the problem of testing 
for the presence of 0 in a section X. 
The signal-to-noise ratio was defined (Hinich, 1965) as R0 = II 0 112/nz ~
where z ~ = EN2(t) is the variance of the noise N(t),  and II 0 Ii 2 = 
~i  0i ~. R0 was assumed to be small. It is more meaningful in this type of 
problem to define the signal-to-noise ratio in terms of the noise covariance 
E. Since E is positive definite, it has a nonsingular symmetric square root 
Z ~/~ such that (Z~/2) 2= Z. Define the vector X* = (Z~12)-~X, which is the 
"prewhitened" version of X since from (1) the noise component of X* 
has a diagonal covariance matrix with diagonal elements all equal to 
z 2. The maximum power of the waveform component of X* is 1] ~-~/20 ii ~ 
= 01z-I0. 
Let X0 be the minimum eigenvalue of E, i.e., the maximum eigenvalue 
of 2; -~. Then the maximum waveform component in X* is bounded as 
follows: 
_-< xJll o Ii -- Xo' E 05 
i 
This motivates the following generalization for the definition of the 
signal-to-noise ratio R0.~ of the waveform in noise: 
Ro,~ = Ii 0 ]]~/nXo. (7) 
For example if ~ was almost singular, i.e., X0 is near zero, then X0 -~ is 
large and thus R0,~ can be large even though II 0 ]l is small in magnitude. 
Heuristically, the smallness of X0 makes the noise process N(t) very 
predictable and thus even a waveform with small power can be detected 
with probability near one. 
If the noise is white, the generalized efinition reduces to R0 since 2; 
is a diagonal matrix with diagonal elements z ~. 
3. STATISTICAL DETECTION OF THE WAVEFORM 
We will discuss the likelihood-ratio test of the following two hy- 
potheses for the observed random vector Z = ~-*X. 
Ho:Z  = N* 
(s) 
HI :Z  =N*  + E-~SjO for some j = --w + 1, . . .  , n -- 1, 
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where £ { N* } = 9z (0, ~ -~). In other words, we wish to determine whether 
or not the section X contains part of the waveform along with noise. 
Let f (z I O) be the density of Z parameterized by 0, given that hy- 
pothesis H1 is true. Since we are averaging over the position uncertainty, 
f(z I O) - 1 ~ n(z t E-~Si O, E-~), (9) 
n+ W-}- l j~w+l 
where n(z I E-*SJ 0, E -z) is a w-dimensional normal density function with 
mean E-~S~0 and covarianee matrix E -1. 
The density function of Z given that Ho is true, is simply f(z I O) 
n(z [ O, E-~). 
Adapting Lemma 1 from a previous paper (Hinich, 1965) and since 
~0 = ~0~ = 0, we have the likelihood ratio 
n 
I o )  _ 1 
f(z[O) 1 +n + w- -  lk=l 
(10) 
+ Ga(z l i, j,/¢)0(11 0 II + g(z,  0)0(l! 0 Ii4), 
i , j ,k  
where 
Ga(z I i, j, k) = z~zjzk - z~Jz~ - aikzj - zil~zl 
(11) 
Eo{ G3( Z I i, j, k ) 1 =0 forall  i, j, k 
and EoIK~(Z, 0) } exists and is bounded by some number independent of
0 for each r ~_ 0. E0 represents expectation with respect to f(z] 0). 
Moreover the 0( [[ 0 I[ 8) and 0( II 0 II 4) terms are functions of 0 whieh do 
not involve z or w. 
We observe from (10) that the linear term is zero in this approxima- 
tion of the likelihood ratio and that the quadratic term is an inner 
product of the sample correlations Y(Z) and the waveform autocorrela- 
tion ~, which is assumed to be known. 
In order to obtain the distribution of the test statistic given below, 
we will restrict the noise N(t) to be Gaussian Markov with variance 
normalized to one, i.e., assume that the eovariance function of N(t) is 
EN( t+ r)N(t) = p(r) 0 < o < 1 (12) 
and therefore the noise covariance matrix is 






X k ~ 
X ] 
~W--2 
IX ~-~ k ~-z X ~:-3 "- 1 
where k = pT~- and W is the fixed time between successive observ'~tions 
X(&)  and X(&+j ,  i.e., W -1 is the sampling rate. 
From a result by Dixon (1944), we have for large w that the minimum 
cigenvalue of 2~ is 1 - I X I and thus from (7) the signal-to-noise ratio is 
We now prove the following theorem. 
TrIEOR~M 1. For small R~,~ the suboptimal li]celihood ratio test for choosing 
between the hypotheses 
Ho : Z = N*  (noise alone in record) 
H1 : Z = N*  + ~-z8¢O 
is to reject Ho if the statistic 
for some j = - -w + 1 , . . .  , n -- i 
1 
T(Z)  - ~.~ Y~(z)¢~ (13) 
n+w-11 
is greater than a threshold t~, defined such that 
pr {T(Z)  > t Sol -- 
is the false-alarm probability. 
For large w the test statistic is approximgtely norm~flly distributed 
gs follows: 
(i) Given that H0 is true 
2{wT(Z)}  - %(0, ~o ~) 
2 
~o = ~'D¢,  
where 
D = EoY(Z)Y<Z/  
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is the n X n covariance matrix of Y(Z) ,  as is given in Example C of a 
previous paper (Hinieh, 1965). 




~? = ~'D~ + O(l] 0 1t% 
where the 0( 11 0 116) term is of order w. 
Proof. We obtain the statistic T(Z)  from the likelihood ratio ( 10 )by 
neglecting the O( II 0 II 3) and higher terms. 
From Example C (Hinich, 1965) it follows that for large w the compo- 
nents of the matrix w-*D are 0(1).  Furthermore, w - n + w - 1. Then 
by adapting Lemmas 5 and 6 of Hinieh (1965), we have 
Eo Y ( Z) - 1 n+w-  ID~ (14) 
and 
Coy0 Y(Z)  = D + O(I I 0 ll"), (15) 
where the term 0(I I 0 ]]2) is of order w. 
Since (n + w - 1)T(Z)  = Y(Z)'~, the expressions for ~ and ~12 
follow from (14) and (15). Under the null hypothesis H0, 
EoY(Z) = 0 
Coy0 Y(Z)  = D 
and thus a02 follows. 
The asymptotic normality of the statistic follows from the main 
theorem of Anderson and Walker (1964). 
The n + w -- 1 is used ins tend of w in the expression for the mean 
in order to preserve the "small sample" unbiasedness of the statistic 
T(EoT(Z) = ~). Of course for large w, n + w - 1 -" w. 
If the noise is white (k = 0) we have a somewhat sharper esult. 
TuEonnM 2. Given that ~ = I, the identity matrix, for small It 0 II the sub- 
optimal ikelihood-ratio test is to reject Ho if the statistic 
_ 1 ~ YgX)~k 
T(X)  n+ w- -  l~=~ 
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is greater than t~ , where 
£ Y I (X)  = X}  - w 
i~1  
w- - I  
Y2(X) = ~ Xi X~+I 
w--n+l 
7;=1 
For  l~rge w the test stat ist ic  is approx imate ly  normal ly  d is t r ibuted  
as follows : 
( i)  G iven  that  H0 is true 
~{T(Z)}  ~- ~(0 ,  ~o ~) 
., - i  + $ . o-o ~ = W 2612 
i~2 
(ii) Given that HI is true 
= (n+w- -  1) -1 2¢12 + 6i 2 
~1 = w 2~ + + 0 6 , 
where the te rm O( il 0 li 6) is of order one in w. 
ProqL Since ~ = I ,  Z = X. Fur thermore  
I 
2w 0 
w- -1  
D = w - 2 (16) 
0 w-n+l )  
Therefore 
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From Theorem 1, for large w the distribution under Ho, 
~e{T(X)l H0} -~¢(0, ~o%-o ~) 
and under H i ,  
~,~{T(X)] H1} --" ~'~(W--]p,, Z0--20-12), 
The desired results then follow where once again we use n + w - 1 
instead of w in g in order to keep EoT(X)  = ~. 
Notice that by neglecting higher order terms, the detectability ~is 
, = o-o ~ = o-? = o( l l  o 1¢). 
By assumption this is very small and thus it is very hard to separate 
signal from noise in one observation section X. We can increase the de- 
teetability if we observe a large number of independent sections 
X m,  . . .  , X ('~> where each section has the two basic possibilities as in(8) 
but where the reality is unknown in each case. By taking the logarithm of 
~he likelihood and expanding as above, it is easy to see that the subopti- 
mal procedure is to reject H0 if 
. .  = G(x  )¢~ (17)  
' m(n  + w - 1) ~=l ~=1 
is greater than & where under H0 
Pr {T(X (I), . . -  , X ('~)) > t~ t H0} = a. 
For sufficientIy large m the power of the test (the probability of rejecting 
H0 when H~ is true) can be made as close to one as desired, i.e., m--*~, 
Pr {T > t~ (tt~} ~ 1, 
which implies that the probability of missing the waveform goes to zero. 
4. POWER OF THE TEST 
In this section we will approximate the difference in power between 
the likelihood-ratio test and its approximation, assuming white noise. 
The likelihood-ratio test with false-alarm probability a is to reject 
H0 if 
~(xl0) /(z t0) = ~(~ ! o - - - - -Y  > ~° ,  (:t8) 
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where  
Pr {x(x l  o) > h. I Ho} = ~. 
From (10) the higher order terms have variance O(w II O jj6) and thus 
x(x I o) = 1 + T(x) + O(w -''21l o 113). (19) 
Since both tests have false-alarm probability a, 
J~, = 1 + t,, + o (w - '~  t[ o iI~). (20) 
Let fix(0) be the power of the X test, i.e., it is the probability of deciding 
that there is some part of 0 present in X when in fact it is true. Thus 
fix(0) = Pr {X(Xt 0) > h~ 1111}. (21) 
The optimality of the likelihood-ratio test can be expressed in terms of 
the power. Given any other test with false-Mama probability ~and power 
fi,/3 =< fix for each 0. 
Let fir(0) be the power of the T test, i.e., 
fir(0) = Pr {T(X) > t~ [H1}. (22) 
We now prove the following results: 
THEOaE~ 3. fir(0) < fix(0) < fir(0) + 0(il 0 Jl) for small 1] 0 il and 
large w, witt~ the error term of order one in w. 
Proof. If Y is a normal random variable with mean ~n and variance v2, 
then by taking derivatives 
Pr {Y > t -  e} = Pr {Y > t} q-O v 
for small e. 
Substituting (19) and (20) in (22), 
fix = Pr {X(X I 0 ) > 1 + & + O(lJ.) -112 !l 0 j]3)l 1~1} 
(24) 
: ~Pr { T(fi(-_ -) } t~ -Jr- O(W -1/2 II 0 !jS)t H I} ,  
By Theorem 2, T(X)  is approximately normal with variance of the 
order O(w -1 !l 0 II~). Thus from (23) and (24), 
fix = Pr {T(X) > t~ l H,} +o( i [  o II) 
= fir + o(!! o !!). 
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5. MATCHED FILTER COMPARISON 
Returning to the detection problem as formulated in the beginning of 
Section 3, we will compare the suboptimal detector with a version of 
matched fil tering. 
Suppose that we are given the waveform vector 0 and the information 
that if 0 is present in the section X, it has the kth shifted position Sk0 for 
a fixed -w  + 1 < k < n - 1. Thus the two alternatives for Z = ~- IX  
are 
Hu:Z  = N* 
(25) 
' Hi": Z = N* + Z-1SkO, 
where ~3{N*} = 9Z(0, z - l ) .  For example if w = n and k = 0, the Hi '  
hypothesis states that SoO = 0 is centered in the section. Given the formu- 
lation as in (25), the likelihood-ratio test is to reject H0 if the statistic 
S(Z)  ' " = Z S~0 is greater than some threshold. This is a form of matched 
filtering, which can be easily seen if we assume the noise is white, w = n, 
and k = 0, for then the test statistic becomes 
X'O = ~ OiX~. 
i=l 
Given H0 is true, S(Z)  is normally distributed with mean zero and 
variance 
0 -2= (~kO)t~-~--l+.~k O. (26) 
Given H1 is true, S(Z)  is also normally distributed with mean 0-~ and 
2 yaria~ce 0-. 
However, suppose we were misinformed and that we observe a section 
Z which is distributed as given in (8), i.e., if the waveform is present in 
Z then all shifted positions of 0 are equally likely. Since we believe that 
Z is distributed as in (25), we reject H0 if S(Z)  = Z'S~O is greater than 
some threshold. 
Given H0 is true, S(Z)  is normally distributed with mean zero and 
2 variance 0- as in (26). Because Z is distributed as in (8), given H1, 
S(Z)  is also normal but with mean 
n--1 
-- 1 ~_. (S j  O)'z-lk~k O. (27) 
n+ w- -  l j~w+l  
However, it can be easily shown that 
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n--1 
(s~o)' = (~0, ~0, . . . ,  ~0); (28) 
i~w+ l 
and since ~0 = Z0~ = O, applying (28) to (27) we have that ~ = 0. 
Therefore ven given H1, S(Z) has zero mean. 
The variance of S(Z) given H1, is 
n--1 
052 -- E (k~k 0)"[ ~-1 "~- 2--1Sj 0(Sj 0)'2-1]~k 0 
n zc w -- 1 j=-~+l 
1 ,,.-1 (29) 
[(& o)'z-% o] ~. = (Sk 0)'2 - l& 0 + n + w - 1 ~--~+~ 
Now by the Sehwarz inequality 
[(s~0) '2 -~s~o] ~<= [(&o) '2 -~&o] [( s~o ) '2 %sp] 
(3o) 
=< x;-~[(S~o) 's~0][(sjo) 'sjo], 
where X0 is the minimum eigenvalue of E. It can easily be shown thac 
n--1 
(S~O)'SiO = 2¢1 = !! 0 il 2 (31) 
j=w+l 
and also 
(s~e)%o =< ii o ]i ~. 
Applying (30) and (31) to (29), we have 
~,2 =< ~ + x~-2 I! o I¢. (32) 
Summing up the above 
£{S(Z) I Ho} = ~(0, J )  
~ /s (z ) l  ~1} : ~(o,  ~ + x ;  2 il 0 ii'). 
We observe that the only difference in the distribution of the test statistic 
is an increase in the variance of order ]l 0 il 4 given the alternative H1. 
This increase in variance is of the magnitude of the mean shift given Ht 
for the suboptimal test procedure. In order to take advantage of the in- 
crease in variance of S(Z)  given H I ,  we would compute S2(Z) and com- 
pare it with a threshold, and this involves the same sort of data processing 
as in the suboptimal scheme plus knowledge about 0 which is difficult to 
obtain. 
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