This paper reports on measurements of the ion energy distribution ͑IED͒ at the cathode of an argon dc microdischarge using energy-resolved molecular beam mass spectrometry. The measurements are conducted at a fixed pressure-electrode separation product ͑pd͒ of 1 cm Torr with a maximum discharge pressure of 20 Torr. The measured IED is compared to the theory of Davis and Vanderslice ͓W. D. Davis and T. A. Vanderslice, Phys. Rev. 131, 219 ͑1963͔͒. A higher pressure in a case of almost constant normalized current densities by pressure ͑Jp −2 = 0.080± 0.006 mA" cm −2 Torr −2 ͒ yields a lower ratio of the ion mean free path to the sheath thickness. The results in almost constant Jp −2 case then indicate that a scaling law of Jp −2 is no longer applicable for IED of microdischarge. Expected background gaseous temperatures from IEDs with the collisional Child law have reasonable increasing with increased current density ͑J͒ in both cases of almost constant Jp −2 and a constant pressure of 10 Torr. Supported by temperature measurement by laser absorption spectroscopy, it is demonstrated that the expanded theory might be applicable also to microdischarges ͑Arϳ 20 Torr͒ with temperature adjusting.
I. INTRODUCTION
In dc glow discharges, the cathode sheath is responsible for the creation of energetic ions, which, upon striking the cathode surface, create secondary electrons necessary for sustaining the discharge. These secondary electrons are accelerated by the cathode fall to an energy sufficient for direct collisional ionization. In some glow discharge applications, the ions bombarding the cathode are used in surface treatment, etching, sputtering, and ion-assisted deposition. A dc microdischarge, characterized by electrode separations of order 1 mm or less, has a relatively high cathode surface area to volume ratio. Furthermore, extending the size of discharges to the microscale requires operation at relatively high pressures ͑10-100 Torr͒ in order to preserve the pressure-electrode separation ͑pd͒ product, a result of the usual scaling of gas discharges ͓1,2͔ when gas heating is neglected. A departure from this usual scaling law must be considered for a microdischarge. Since, in a parallel electrode configuration, the heat conducted to the electrodes scales inversely with the electrode separation, d, whereas the Ohmic heat generated scales inversely with d 2 , then a consequence of a reduced separation to preserve a pd scaling results in an elevation in the gas temperature. Gas heating is not commonly considered in the modeling of the cathode fall of lower pressure glow discharges. Understanding the cathode fall ͑sheath͒ and its associated physical phenomena including ion transport, the development of the ion energy distribution, and the heating of the neutrals in microdischarges is critical to the understanding of the applications of these devices to the development of novel light sources ͓3͔, processing plasmas ͓4͔, micropropulsion devices ͓5͔, among others.
Some of the earliest experimental and theoretical work on the ion energy distribution ͑IED͒ in dc discharges was performed by Davis and Vanderslice ͓6͔ in the early 1960s. In that study, they show that the structure of the IED should depend largely on the ratio of the ion mean free path, i , to the sheath thickness, S. This scaling has been supported by numerous subsequent studies ͓7-12͔, in some cases to values of the electric field to neutral number density ratio, E / n as high as 2 ϫ 10 −7 V m 2 in Ar ͓8͔. Included in these studies are direct measurements of the IED at the cathode although the pressures considered have been no higher than a few Torr. In almost all cases ͓6-9͔, an analysis of the results assumes that the elevation in the background gas temperature is negligible-a reasonable assumption for experiments carried out at pressures in the few Torr range or less, with electrodes of sufficient size capable of providing an adequate thermal reservoir. More recently, there have been some experimental and theoretical studies of the impact of thermal heating of the background gas in argon ͓12-15͔ and in helium ͓16͔ dc glow discharges. Measurements were also made by laser absorption of the elevated temperatures in argon dc microhollow cathode discharges ͓17͔. The simulations of Revel et al. ͓13͔ confirm that the affect on the discharge associated with thermal heating is insignificant at typical current densities ͑Ͻ4 mA cm −2 ͒ and pressures ͑ഛ1 Torr͒ associated with low pressure dc glow discharges. However, at higher current densities and at even modest pressure levels ͑3 Torr͒, the temperature elevation becomes significant ͓14,15͔. In atmospheric pressure microhollow cathode discharges, the temperatures recorded were nearly 2000 K ͓18͔. Microdischarges, which often operate a relatively high pressure environment, have a concomitantly higher current density, and so it is expected that in comparison to conventional macroscale discharges, will operate at higher temperatures, as predicted by consideration of the scaling of the energy deposition and transport processes as discussed above.
In this paper, we report on measurements of the energy distribution of ions at the cathode of an argon planar dc microdischarge, with an electrode separation as low as d *Email address: tsuyohito@stanford.edu = 500 m. The ion energy is characterized by energyresolved mass spectrometry. The discharge pressure is varied to as high as p = 20 Torr, with mass spectrometry and sampling through the cathode facilitated by differential pumping stages. We show that the theory of Davis and Vanderslice ͓6͔ with a sheath potential variation proposed by BudtzJørgensen et al. ͓9͔ leads to a reasonable description in the observed energy spectra at these higher pressures if we account for Ohmic heating of the background gas. Dopplerbroadened spectral absorption measurements using a cw laser tuned to an excited state in neutral argon is used to confirm the relatively high gas temperature and its dependence on the discharge pressure and reduced current density. In addition to confirming the importance of thermal heating in these dc microdischarges, we quantify its affect on the interpretation of the applicability of simplified models for ion transport and ion energy distribution.
II. EXPERIMENT

A. Ion energy distribution measurements
The dc microdischarge used here is generated between planar electrodes comprised of a grounded stainless-steel ͑foil͒ cathode and a carbon steel anode in argon ͑Ar͒ at a pressure of p =2-20 Torr. Voltage is applied to the anode through a ballast resistance ͑10 k⍀ -1 M⍀͒ and the discharge current is monitored at the anode side using an ammeter that is electrically floating at anode potential. The anode is mounted to a three-dimensional translation stage allowing adjustment of the electrode separation ͑d͒. In the study reported on here, the separation is varied between 500 and 5000 m or the pressure is varied between 2 and 20 Torr while keeping pd constant at a value of pd = 1 cm Torr. The cathode, which has a thickness of about 60 m, is held at ground potential. The cathode surface is masked by alumina ͑mainly to prevent unwanted discharging from the cathode edge͒, defining an exposed cathode diameter of 6.3 mm. The positive discharge voltage applied to the anode is corrected for the voltage drop across the ballast resistance. The current density ͑J͒ is determined from the measured current and exposed cathode area, assuming a uniform current distribution. Qualitative visual ͑and photographic confirmation͒ is made of the discharge to ensure that the plasma uniformly fills the space between the electrodes, and operates in the abnormal glow regime. Figure 1 presents a compilation of the discharge current density and voltage for all operating points at which ion energy distributions are measured in this study. It is noted that the current density is scaled by pressure ͑Jp −2 ͒ in accordance with the usual scaling laws as presented by Phelps ͓19͔. As discussed by Phelps ͓19͔, the appropriate scaling parameters for abnormal glow discharges are Jn −2 , nd, and E / n, where n is the neutral number density. The conventional use of pressure ͑p͒ in place of n is due to the usual assumption that the gas temperature is uniform and close to room temperature. The measurements in Fig. 1 appear to collapse onto a curve over the range of pressure investigated, with the measured discharge voltage generally increasing with the scaled current density
Jp
−2 , as expected for an abnormal glow discharge. The experimental scatter for the 10 Torr data is partly due to irregularities in the electrode surface ͓8͔. In the course of this study, we periodically polished the electrode surface to maintain reasonable reproducibility in the discharge current and voltage.
A schematic diagram of the experimental arrangement used for measuring the IED is given in Fig. 2 . In order to successfully sample ions from the microdischarge, which is operated at a relatively high pressure, the microdischarge is attached to a chamber equipped with differential pumping stages. Ions incident on the cathode in the discharge stage ͑2 -20 Torr͒ pass through a 20 m diameter pinhole. The ions subsequently drift through this intermediate stage ͑Ͻ10
−4 Torr͒, and enter the independently pumped mass spectrometer ͑Hiden model No. EQP-300͒. The mass spectrometer is equipped with a sector-field energy analyzer and quadrupole mass filter. This facility allows us to discriminate between the positive charge carriers in a gas mixture, although only pure argon discharges are reported on here. Even at the highest voltages studied ͑ϳ320 V͒ the measured IED is well within 100 eV, which is the maximum energy limit of the analyzer. With the discharge at a pressure of 20 Torr, the analyzer stage is maintained at a pressure of approximately 10 −7 Torr. We performed two series of experiments at a fixed value of pd = 1 cm Torr. In the first series, the pressure was varied while maintaining a constant normalized current density Jp −2 = 0.080± 0.006 mA cm −2 Torr −2 . The second series of experiments was carried out by changing the normalized current density over the range Jp −2 = 0.03-0.21 mA cm −2 Torr −2 while at a fixed pressure of p = 10 Torr ͑d =1 mm͒. These experiments serve to test the Jp −2 scaling of the discharge voltage ͑see Fig. 1͒ and the validity of the theory of Davis and Vanderslice ͓6͔ for ion energy distributions under microdischarge conditions at pressures up to 20 Torr. Both sets of experiments allowed us to examine the affect of gas heating, if any, which has been largely ignored in most glow discharge studies.
In interpreting the measured IED, f͑ i ͒, we use the theory of Davis and Vanderslice ͓6͔, modified by Budtz-Jørgensen et al. ͓9͔ to account for a sheath potential variation that is in better agreement with particle-in-cell simulations. The resulting distribution ͑expressed in terms of the normalized ion energy i = i / eV d ͒ is given here as
In deriving the IED, it is assumed that ͑i͒ there is negligible ionization within the cathode fall, ͑ii͒ ions lose all their energy in a collision, and ͑iii͒ the ion collision cross section, cx , is independent of ion energy. Assumption ͑ii͒ is supported by the dominance of the resonance charge transfer collision process between Ar and Ar + for the range of E / n expected in our experiments ͓8͔. This resonant charge exchange cross section is believed to vary between approximately 6 ϫ 10 −19 m 2 and 4 ϫ 10 −19 m 2 , over a range of energy of 1 -100 eV, respectively ͓20͔. A value of 5 ϫ 10 −19 m 2 is employed in this study, consistent with the value extracted from experiments by Davis and Vanderslice ͓6͔. One can find reference to a range of values for this cross section derived from experiments, e.g., 3.7-5.3ϫ 10 −19 m 2 in dc glow discharges ͓6,9͔ and 4 -7.2ϫ 10 −19 m 2 in uniform electric field experiments ͓8͔. Equation ͑1͒ indicates that the IED depends exclusively on the ratio of the sheath thickness to the ion mean free path. This ratio also enters into the collisional form of the Child-Langmuir Law for the current density variation with discharge voltage, expressed here as ͓9͔
Here, 0 is the free space permittivity, and T g is the gas temperature, which is assumed to be constant within the cathode sheath. In previous measurements of the IED in low pressure ͑Ͻ1 Torr͒ argon discharges ͓9͔, the ratios S / i determined from the measured distributions ͓according to Eq. ͑1͔͒ were used along with the measured J, p, and V d , and with the collisional Child-Langmuir law to determine cx under the assumption that there is little or no gas heating. In our studies described below, carried out at higher pressure, we demonstrate conclusively that while such as assumption is valid at pressures below a few Torr, it cannot be applied at the highest pressures investigated by us ͑ϳ20 Torr͒, where we find that the temperature elevation can exceed 700 K. A further complication can arise in applying these theories to high pressure, when there is a strong variation in the gas temperature ͑number density͒ within the sheath itself. While our temperature measurements described in the next section cannot resolve these possible nonuniformities, we carry out a simple analysis in the Appendix that suggests that over the pressure range investigated, the discharge cannot support strong thermal gradients at our dissipated power levels. In our conditions, the temperature nonuniformities that may exist give rise to only minor departures in the IED from those predicted by the simple theory of Davis and Vanderslice ͓6͔, certainly well within the accuracy of our experiments. However, at higher pressures, strong thermal gradients over scales comparable to the sheath thickness would require a reexamination of the theory.
B. Temperature measurements by laser absorption spectroscopy
Figure 3 depicts a schematic diagram of the implementation of laser absorption spectroscopy ͑LAS͒ used for characterizing the discharge gas temperature. In these measurements, the position of the cathode is varied relative to the fixed anode. A thermocouple attached to the backside of the thin cathode is used to estimate the cathode temperature. The tunable, narrow-band ͑1 -10 MHz bandwidth͒ output from a Ti:sapphire laser ͑Coherent, model No. 899-21͒ pumped by a diode-pumped Nd:yttrium-aluminum-garnet ͑YAG͒ laser ͑Coherent, model Verde͒ is focused using a 40 cm focal length lens into the center of the discharge along a direction parallel to the electrodes and used to probe absorption of the 811.5 nm ͑1s 5 -2p 9 ͒ excited electronic transition in argon, originating on the metastable ͑1s 5 ͒ electronic state. The laser is chopped to facilitate detection of the transmitted beam recorded on a photodiode using a lock-in amplifier ͑Stanford Research Systems model No. SR850͒. A portion of the laser probe beam is split from the main beam and directed into a wavemeter ͑Burleigh model No. WA-1000͒ for monitoring of the laser wavelength. The probe laser wavelength is scanned across the 811.5 nm spectral line at a rate of 20 GHz/ min. The focused beam waste, aligned to coincide with the center of the discharge, is estimated to be 250-300 m. This beam waist, which is comparable in size to the separation between the electrodes in some cases, precluded an accurate measure of the spatial distribution in the gas temperature, at this time. Although the species probed by laser absorption is in an electronically excited state of argon, it is assumed that this excited state is populated primarily by excitation of the ground state by electron collisions, and that the Dopplershifted absorption spectrum represents the distribution of ground-state velocity component in a plane normal to the discharge axis. Previous studies of emission in argon glow discharges confirm that the temperature of electronically excited argon atoms is equal to that of the background argon ͓21͔. Penache et al. ͓17͔ and Tachibana et al. ͓22͔ also employed similar laser absorption measurements on an excited electronic state for Doppler characterization of the gas temperature in an argon glow discharge. It is noteworthy that while the laser beam may partially probe a region overlapping with the cathode fall, and the neutral argon component in the cathode fall can gain energy along a direction parallel to the discharge axis due to charge exchange with energetic ions, the motion in a plane normal to the axis will preserve the random ͑thermal͒ component of the velocity distribution and the absorption spectrum should therefore characterize the gas temperature.
For the analysis of the LAS spectra, we assume that the discharge is uniform along a direction coinciding with the path of the probe laser. The transmitted laser intensity ͑I͒ will be attenuated when compared to the incident intensity ͑I 0 ͒ in accordance with the Beer-Lampert law
Here, k͑͒ is the frequency-dependent absorption coefficient, which is proportional to the spectral lineshape, and ᐉ is the absorption path length ͑equal in this case to the discharge diameter͒. The measured spectral line shape, proportional to ln͑I / I o ͒, will have a Voigt shape characteristic of a convolution between a Gaussian component ͑due to Doppler broadening͒ and a Lorentzian component ͑primarily due to collisional broadening͒. The full width at half maximum ͑FWHM͒, ⌬ D of the Doppler broadened component is given here as
here 0 is spectral line center frequency, c is the light speed, k B is the Boltzmann constant, M is the argon mass, and T is the temperature. In our measurements, the Lorentzian width is found to comprise about 10% of the total spectral width. Experimental uncertainty associated with an accurate determination of the spectral absorption base line precluded use of this Lorentzian component measurement to accurately confirm the pressurebroadening constant for this transition. However, our results are found to be within the range determined by Tachibana et al. ͓22͔ for this electronic transition.
III. RESULTS AND DISCUSSION
Examples of the observed cathode-incident Ar + energy distributions under conditions of pd = 1 cm Torr and a reduced current density Jp −2 = 0.080± 0.006 mA cm −2 Torr −2 are shown in Fig. 4 . It is noteworthy that only minor adjustments in voltage are needed to maintain a constant value for Jp −2 . According to the collisional Child-Langmuir law ͓Eq.͑2͔͒, the corresponding ratio S / i should vary only slightly for the range of operating conditions studied. Application of Eq.͑1͒ to an analysis of these energy distributions give the dashed lines that are superimposed onto the data in the figure. The ratio S / i is adjusted in each case until an acceptable fit to the distributions is obtained. While the theory of Davis and Vanderslice captures the shape of the distributions reasonably well, it is apparent that the differences in the required S / i values needed to obtain agreement to theory is significant, in contrast to that predicted by Eq.͑2͒. As described below, we attribute this discrepancy to the effect of gas heating, predominantly at the higher operating pressures investigated.
The ratios S / i extracted from the energy distributions for the complete range of conditions examined are presented as the open circles in Fig. 5 . Also plotted as the open diamonds, are the corresponding values determined from the collisional Child-Langmuir law, assuming a temperature of 300 K. While good agreement between the two measurements is obtained at low pressure, the disparity increases with increasing pressure. The suspected parameter that could account for this increased disagreement is the gas temperature. In Fig. 6 we plot the adjustments in the gas temperature used in the collisional Child-Langmuir law that are necessary in order to bring these two sets of data into agreement. It is noteworthy that the estimated temperature depends on the value used for the charge exchange cross section. We see that the corresponding gas temperature must necessarily increase with increased pressure; an expected consequence associated with the different scaling behavior associated with the Ohmic dissipation and heat flux as discussed above. Figure 7 presents representative Ar + energy distributions at a pressure of 10 Torr, while varying the reduced current density over the range Jp −2 = 0.03-0.21 mA" cm −2 Torr −2 . Again, superimposed onto these data are the theoretical curves of Eq. ͑1͒, with the ratios S / i adjusted to obtain a reasonable fit to the measured distributions. The variations in the extracted ratios S / i with Jp −2 for the entire data set are summarized as the open circles in Fig. 8 . Also indicated in this figure are the ratios obtained from the collisional ChildLangmuir law assuming a gas temperature T g = 300 K ͑open diamonds͒. The values obtained from the measured energy distributions are consistently lower than those obtained from the Child-Langmuir law, with the differences increasing with increased current density. This difference can be accounted for by an increased gas temperature. In Fig. 9 , we plot the temperature that would be required in order to bring these two data sets into agreement. Despite the scatter in this data, there is a clear upwards trend in the temperature with increased current density; also an expected consequence associated with increased Ohmic dissipation.
Laser absorption spectroscopy was used to confirm the expected increase in gas temperature with increasing pressure and current density. A representative lineshape obtained from a typical absorption scan of the 811.5 nm transition is shown in Fig. 10 . Also shown is a Voigt function constructed from the convolution of a normalized Gaussian and Lorentzian line shape, with their corresponding FWHM adjusted to obtain good agreement with the measured profile. It is noteworthy that the optimization of the fit with two adjustable parameters is facilitated by the fact that the Lorentzian component mainly affects the spectral line wings, while the Gaussian ͑Doppler͒ component most strongly influences the shape of the spectral line core. For this particular spectral lineshape, the "best fit" Doppler width is ⌬ D = 0.98 GHz, corresponding to a temperature of T g = 543 K. The "best fit" Lorentzian width is ⌬ D = 0.09 GHz, which is within the range expected for pressure broadening ͓22͔.
Figures 11 and 12 summarize the temperatures measured by LAS, for the cases where pressure and reduced current density are varied, respectively. Also illustrated in these figures is a line representing the trends seen in the temperatures obtained in Figs. 6 and 9 . The agreement between these temperatures is remarkably good, certainly within experimental uncertainty, and reinforces our understanding of the effect that gas heating has on the scaling expected from the collisional Child-Langmuir law. It is noteworthy however, that the elevated temperatures measured by LAS are in the midgap region of the discharge, somewhat beyond the location of the sheath edge, and the temperatures are expected to fall slightly towards the electrodes in order to support the local heat flux. In the Appendix, we estimate that the temperature difference between the mid gap region and the cathode is no more than approximately 50 K if 25% of the discharge power is dissipated in the form of Ohmic heating ͓13͔. A difference of 50 K is within the experimental uncertainty of our LAS temperature measurements. Thermocouple measurements were also made of the temperature on the backside of the thin cathode foil, the results of which are also plotted in Fig. 12 . Despite our estimates of a 50 K temperature difference, there appears to be a relatively large temperature drop at the cathode surface ͑as much as 200 K͒. In the Appendix, we estimate that 100% of the discharge power would have to be invested into Ohmic heating to obtain such a temperature difference-an unlikely scenario. We believe that this difference instead can be accounted for by a temperature slip at the cathode surface, which is not uncommon in thermal transport at low gas density. The temperature slip ͑difference between the cathode temperature and adjacent gas temperature, ⌬T cath ͒ is given by ͓23͔   FIG. 9 . Gas temperature required for agreement between the sheath thicknesses to mean free path ratio extracted from the ion energy distribution and from the collisional Child law for 10 Torr-1 mm gap conditions. The dashed line represents a fit to the data. FIG. 12. A comparison of the temperature derived from LAS to the temperature fit from Fig. 9 . Also shown is the temperature measured on the backside of the thin cathode for 10 Torr.
Here T is the thermal conductivity of the gas ͓24,25͔ which will depend on the gas temperature, and c p is the specific heat capacity, taken to be approximately 523 J " kg
͓26͔, M is the molecular mass of argon, and ␣ is the energy accommodation coefficient. The heat flux, q, to the cathode is established by the gas temperature gradient, q = ͉ T dT g dx ͉ cath . The maximum temperature slip ͑maximum gradient͒ is when q = IV d /2A, i.e., when all of the discharge power is deposited into the background gas. Examining Eq. ͑6͒ for the 10 Torr discharge case where the current density J =15 mA cm −2 ͑0.15 mA" cm −2 Torr −2 ͒, we find that a temperature slip of ⌬T cath = 90 K is possible if the temperature of the gas at the cathode surface is 590 K, and if we assume a reasonable value of ␣ = 0.25. This temperature slip would result in a cathode surface temperature of about 500 K, which is comparable to that measured ͑ϳ420 K͒.
IV. CONCLUSIONS
Measurements were reported of the ion energy distribution of cathode-impinging ions in an Ar dc microdischarge. Experiments were carried out at pd = 1 cm Torr to a pressure as high as 20 Torr under conditions of constant Jp −2 ͑0.080± 0.006 mA" cm −2 Torr −2 ͒ and at a pressure of 10 Torr with varying Jp −2 ͑0.03-0.21 mA" cm −2 Torr −2 ͒. A comparison of the measured distributions to the theory of Davis and Vanderslice ͓6͔ allows an estimate of S / i , which is in good agreement with that expected from the collisional form of Child's law at low pressure, or at low current density, where heating of the background neutral gases is expected to be negligible. However, a significant disagreement is seen at higher values of p, J, attributable to Ohmic heating. The difference can be accounted for by an increase in the background argon temperature. This increased temperature is verified by laser absorption spectroscopy. At the highest pressure and current density range examined, the argon temperature reaches values as high as approximately 700 K. The results provide convincing support for the applicability of the theory of Davis and Vanderslice, and 
Here x is the distance from the cathode, e is the ion charge, n s and u s are the ion density and an ion velocity at the sheath edge respectively, 0 is the permittivity of free space, i is the ion mean free path ͑for charge transfer͒, M is the ion mass, J is the ion current density ͑specified and constant͒, k is Boltzmann's constant, T g is the neutral gas temperature ͑depends on x͒, p is the pressure ͑specified and constant͒, and cx is the charge transfer cross section. The gas temperature in the vicinity of the sheath is assumed to be a balance between heat conduction and Ohmic heating
͑A2͒
The factor ␤ is a parameter ͑unknown͒ that characterizes the fraction of the total discharge power that results in Ohmic dissipation. Solution of Eqs. ͑A1͒ and ͑A2͒ require boundary conditions on T g and E. The temperature and the sheath voltage are specified at the sheath edge, and their derivatives at the sheath edge are taken to be zero. Equations ͑A1͒ and ͑A2͒ are solved numerically by marching towards the cathode surface from the sheath edge. The cathode surface is determined to be where the plasma potential becomes 0 V-the defining condition for the sheath thickness. The plasma potential variation, ͑x͒, in the sheath is obtained from integrating the electric field. This procedure is repeated by changing the specified gas temperature ͑at the sheath edge͒ until the desired gas temperature at the cathode surface is obtained ͑shooting method͒. The resulting calculation provides us with T g ͑x͒, and a measure of the difference, ⌬T g , between the gas temperature at the sheath edge, and that at the cathode surface.
Knowledge of the temperature variation in the sheath allows us to determine the number of ions, dN, that undergo charge transfer in the region dx at a position x and that subsequently strike the cathode without further collisions
The cathode impinging ion energy distribution, F͑͒ is defined by
where x is the inverted dependence of the position x on the local plasma potential , easily evaluated from ͑x͒.
Computed ion energy distributions F͑͒ are presented in Figs. 13 and 14 for a range of values for the gas temperature at the cathode surface. In both figures, ͑b͒ is an expanded scale of ͑a͒, to cover the range of ion energy resolved in our experiments. The discharge conditions in Figs. 13 and 14 correspond to: p = 10 Torr, Jp −2 = 0.207 mA· cm −2 Torr −2 , and V 0 = 315 V-conditions where we expected large gas temperature differences between the sheath edge and the cathode surface. Figures 13 and 14 differ in the assumed fraction, ␤, of the discharge power that is channeled into gas heating. In Fig. 13 , we assume that all of the discharge power is channeled into Ohmic heating, i.e., ␤ = 1. In Fig. 13 , we take ␤ = 0.25. For comparison, in both figures, we also show the resulting IED for a uniform temperature T g = 700 K ͑␤ =0͒. In both cases, it is also apparent that differences between the ion energy distributions for the case of a uniform temperature ͑here, 700 K͒, and that of a nonuniform temperature in the sheath, appear only at large energies, i.e., i = i / eV d ജ 0.4, above the energy range investigated in our experiments ͑ i = i / eV d ഛ 0.35͒.
Although not shown, in Fig. 13 , with ␤ = 1 the computed temperature difference ⌬T g varies from approximately ⌬T g = 170 K for T g,cath = 1000 K to ⌬T g = 260 K for T g,cath = 300 K. This should be contrasted with ⌬T g = 45 K for T g,cath = 1000 K to ⌬T g = 80 K for T g,cath = 300 K, when ␤ = 0.25, as in Fig. 14. This confirms that if heat conduction through the sheath were responsible for the observed differences between the measured temperatures near the discharge center, and the cathode temperature ͑of about 200 K at these conditions͒, nearly 100% of the discharge power would have to be channeled into thermal energy of the neutrals-an unlikely scenario. We believe therefore, that the difference must be due in part to the existence of a slip condition under these low pressure environments. As discussed in Sec. III, a temperature slip can account for nearly 90 K of the 200 K temperature difference. Conditions where ␤ ϳ 0.5 can easily account for the rest. Finally, this analysis supports our assumption of the use of the original model of Davis and Vanderslice ͓6͔ in the interpretation of our results in that any temperature variation for reasonable values of ␤ are certainly within the uncertainty in the measurements of the temperature in our experiments. FIG. 13 . Simulated ion energy distribution for conditions of p = 10 Torr, Jp −2 = 0.207 mA" cm −2 Torr −2 , and V 0 = 315 V: the spatially variant temperature model ͑300-1000 K at the cathode, based on the 100% Ohmic heating͒ and the uniform temperature model ͑700 K͒: ͑a͒ full ion energy range and ͑b͒ expanded range to cover range of energies measured in this study.
FIG. 14. Simulated ion energy distribution for conditions of p = 10 Torr, Jp −2 = 0.207 mA" cm −2 Torr −2 , and V 0 = 315 V: the spatially variant temperature model ͑300-1000 K at the cathode, based on the 25% Ohmic heating͒ and the uniform temperature model ͑700 K͒: ͑a͒ full ion energy range and ͑b͒ expanded range to cover range of energies measured in this study.
