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ABSTRACT: We have developed a scheme to compute the standard
potential of the Ag/AgCl reference electrode using density functional
theory-based molecular dynamics, similar to the computational standard
hydrogen electrode (SHE) developed by Cheng, Sulpizi, and Sprik [J.
Chem. Phys. 2009, 131, 154504], with which our new computational
reference electrode was compared. We have obtained a similar value of
the potential of the Ag/AgCl electrode versus SHE to the experiment.
The newly developed computational reference electrode will be extended
to nonaqueous solvents in the future, where it will be used to predict
standard equilibrium potentials to be compared with experimental data.
1. INTRODUCTION
The equilibrium potential of an electrochemical reaction is one
of the most important fundamental properties of chemical
thermodynamics, which expresses the tendency of a chemical
species to either being reduced or oxidized. The absolute
equilibrium potential of a redox couple is difficult to be
obtained experimentally, which is instead measured with
respect to the equilibrium potential of another redox couple
which is used as a reference and the standard hydrogen
electrode (SHE) being the agreed reference standard, as
implied in its name. There are many experimental reference
electrodes, the only requisite to building one is that it must be
made by combining a metal electrode with a redox couple with
a very high rate of interfacial electron transfer in both
directions. This will result in the electrochemical reaction
instantaneously achieving equilibrium, and thus, the electro-
chemical potential of the electrons in the metal (μ̃M
e , which is
equivalent to the metal’s Fermi level) is determined by the
(electro)chemical potentials of the reduced and oxidized forms
of the redox couple in the solution. Potentials measured using
a given reference electrode in an aqueous solution can be
translated to the SHE scale, or to any other scale based on any
other electrochemical equilibrium in the aqueous solution, by
simply knowing the potential of the corresponding reference
electrode versus the SHE.
The problem arises, however, when potentials measured in
nonaqueous media need to be compared with those in the
SHE scale because a direct measurement of the potential of the
nonaqueous reference with respect to the SHE will always
include a liquid junction potential, whose exact value is
unknown and cannot be measured.1 There is, therefore, no
simple and reliable way to convert potentials measured in a
nonaqueous medium to the SHE scale. A closely connected
problem is the fact that the equilibrium potentials of most
technologically relevant electrocatalytic reactions in non-
aqueous media are unknown, a particularly important problem
in electrochemical energy conversion and storage, whose
efficiency is determined by the overpotential necessary to
achieve a sufficiently high current density, which can only be
determined if the equilibrium potential in the medium in
which the reaction is taking place is known.
Computational chemistry has proven to be very useful to
study redox reactions,2−11 particularly density functional
theory (DFT)-based methods, although correlated wave
function methods can be a substitute.12 A cornerstone of all
these methods necessarily is the development of a computa-
tional reference electrode. This is largely based on the work of
Trasatti,13 who defined the absolute potential of the SHE (for
which he calculated a widely accepted value of 4.44 V) using
the energy of the electron in the vacuum just outside the
electrolyte as the reference state. Trasatti’s value of the
absolute SHE includes the surface potential of the water−gas
interface, which has been estimated to be ca. 0.16 eV in the
case of water.14−17 In computational calculations of the
absolute potential of the SHE, however, the Gibbs free energy
of solvation of the proton has to be used, which does not need
to include the surface potential of the water−gas interface.
Thus, appropriate quantum calculations of the absolute SHE in
aqueous media in principle need to subtract 0.16 eV from
Trasatti’s absolute potential.
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The problem outlined above can be circumvented if the
equilibrium potential of a redox couple is the target to
calculate, by using an internal reference instead of the absolute
potential of the SHE. In this case, the equilibrium potential of
the target redox couple can be obtained from ΔG° of the
reduction (oxidation) of the oxidized (reduced) form of the
couple by H2 (H
+), which can be obtained from a
thermodynamic cycle. This method requires the solvation
Gibbs free energy of proton, which, in order to ensure that all
energies are at the same theory level of electronic structure,
should be calculated in the same model.2,9−11,18
The computational SHE developed by Cheng et al.19−21
uses the approach described above, which can be applied not
only to calculate the equilibrium potentials of redox couples in
solutions9 but also to compute the electrode potential at
solid−water interfaces.10,22 Crucially, the electronic energy
level in the simulation can be directly aligned with the SHE
scale by using this computational SHE. Cheng et al.19 compute
the free energy of solvation of an aqueous proton using
thermodynamic integration (TI) over a set of ensembles
sampled by DFT-based molecular dynamics (DFT-MD). This
DFT-MD method involves substantial computational costs,
but it has the advantage of not being solvent-dependent. For
example, it has been applied in some organic solvents, such as
acetonitrile.18 However, although a computational SHE can be
calculated in nonaqueous solutions, the SHE is not usually
employed in experiments in this kind of media. If the
computed potentials are to be compared with experimental
measurements, the same reference in the same medium needs
to be employed, and there is, therefore, a need to develop an
alternative computational reference electrode that can also be
applied experimentally in a wide spectrum of nonaqueous
media.
Free energy calculations in the condensed phase require
modeling the solvent environment. Models employed include
implicit solvation models,23 conductor-like screening model,24
and Poisson−Boltzmann gradient methodology.25 Thanks to
the high level of knowledge of solvation structures in aqueous
solutions, these solvent models have been successfully
employed in calculating equilibrium potentials with very low
computing cost in aqueous media.2,11 Recently, Otani and co-
workers have developed a sophisticated implicit solvent model
based on the reference interaction site model26 and
successfully calculated the equilibrium potentials for aqueous
solutions.27 However, when dealing with nonaqueous solvents,
especially room-temperature ionic liquids (RTILs), the solvent
coordination is still not clear yet. Though Andreussi et al.28
have improved Fattebert et al.’s solvation model29 and
determined solvation energies with negligible errors for a set
of 240 neutral solutes and reasonable errors in charged
solutes,30 self-dissociating and strong hydrogen-bonding
species are still limitations in their method, especially in
charged solutes. Even if the hydrogen bonding error between
the solute and the solvent may be decreased by adding some
explicit solvent molecules,31 a careful analysis of tunable
parameters on a wide variety of solvents is still a challenge. An
alternative is employing explicit solvents with MD, such as the
DFT-MD simulations used by Cheng, Sprik, and so on.19,32−34
Solvent molecules, in this way, are explicitly described together
with the solute at the same theory level of electronic structure.
However, the number of molecules in modeling such an
extended system (condensed phase) is unachievable in
computation. The standard approach is to employ periodic
boundary conditions (PBCs), so that the finite unit cell is
replicated to infinity. Thus, the solvent environment is
naturally consistent with experiments, except for the electro-
static potential reference under PBC. The computational SHE
and the Ag/AgCl reference electrode are devised to restore the
experimental potential reference (see below).
Our objective is to calculate the equilibrium potentials of
important electrocatalytic reactions in nonaqueous media,
which can then be compared with experimentally applied
potentials under reaction conditions to determine the actual
overpotential and, therefore, the energy efficiency of the
process. This requires the prior development of a computa-
tional reference electrode in the nonaqueous medium of
choice. We have decided to develop a computational Ag/AgCl
electrode in a solution containing Cl− because it is easier to
describe and define computationally a solvated Cl− ion in a
nonaqueous medium than a solvated proton and because this is
a reference electrode which can be easily prepared in nearly
any medium, thus allowing for experimental tests of our
computational results, for example, in RTIL studies.35−39 This
approach is based on Cheng et al.’s computational SHE in
explicit aqueous solutions using DFT-MD.19 Here, we test our
method by developing a computational Ag/AgCl electrode in
an aqueous solution at the standard condition aCl− = 1. First,
we present the method of developing the computational Ag/
AgCl (aCl− = 1) reference electrode. Then, we calculate the
solvation energy of aqueous Cl− and correction energies for the
calibration result of the Ag/AgCl (aCl− = 1) reference electrode
potential with respect to the computational SHE in aqueous
solution. The last part is the error analysis of this computa-
tional Ag/AgCl (aCl− = 1) reference electrode and the outlook
for future applications of our work in RTILs and other
nonaqueous media.
2. METHOD
Among the many possible reference electrodes that can be
used in nonaqueous media, we have chosen the Ag/AgCl
reference electrode as the better suited candidate for our
calculations because (i) its potential is determined exclusively
by the activity of the Cl− ion in the solution, (ii) it is relatively
easy to describe and define computationally a solvated Cl− ion
in a nonaqueous medium, and (iii) it is easy to fabricate
experimental Ag/AgCl reference electrodes in nearly any
medium using which our computational results can be tested .
2.1. Calibration Versus SHE. Whether experimental or
computational, when a new reference electrode is constructed,
calibration against a well-known reference is the first thing to
do. Therefore, our first objective is to calibrate the electrode
potential of our computational Ag/AgCl electrode versus the
computational SHE recently developed by Cheng and Sprik,19
through which the applicability to calculate redox equilibrium
potentials in aqueous solutions,9 as well as the potential of zero
charge of several metal surfaces,22 has been amply demon-
strated. Because the computational Ag/AgCl reference
electrode developed here makes use of the same DFT-MD
method as that computational SHE, all the free energies
calculated in those previous works can be inherited and
converted to the Ag/AgCl (aCl− = 1) reference electrode scale
directly.
The potential of the Ag/AgCl (aCl− = 1) reference electrode
with respect to the SHE is simply the standard Gibbs free
energy, ΔG°, of reaction 1
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G e U
Ag(s) Cl (aq) H (aq) AgCl(s) 1/2H (g)2
0 Ag/AgCl
SHE
+ + → +
Δ ° =
− +
(1)
which can be calculated by using the thermodynamic cycle in
Figure 1, where the reaction pathway and the energy associated
with each step is illustrated by the solid arrows.
In fact, the sum of free energies on the right side in Figure 1
(see the energy definitions in the figure caption) corresponds
to the absolute electrode potential of SHE,13
U W G e
1/2H (g) H (aq) e (vac.),
( )/
2
H /H
abs
H f H
g,
02
→ +
= − + Δ
+ −
◦
+ + + (2)
Similarly, the left side in Figure 1 is the absolute electrode
potential of Ag/AgCl
U W G e
Ag(s) Cl (aq) AgCl(s) e (vac. ),
( )/Ag/AgCl
abs
Cl f Cl
g,
0
+ → +
= − Δ
− −
◦
− − (3)
The definitions of the energy terms in eqs 2 and 3 are given
in Figure 1 and its caption. Also, the notations of work
functions of solvated H+ and Cl− (WH+ and WCl−) account for
the surface potential of the water−gas interface, while the
solvation free energies of ions often do not include this surface
potential term.21
Thus, the potential of the Ag/AgCl (aCl− = 1) reference
electrode against the SHE is
U U U
W W G G e( )/
Ag/AgCl
SHE
Ag/AgCl
abs
H /H
abs
Cl H f Cl
g,
f H
g,
0
2
= −
= + − Δ − Δ◦ ◦
+
− + − + (4)
In eq 4, the standard Gibbs free energies Gf H
g,Δ ◦+ and Gf Cl
g,Δ ◦−
are taken from the thermodynamic table,40 that is, 15.81 and
−1.30 eV, respectively. Here the standard state compression
term, kBT ln(RTc°/p°) = 0.082 eV, has been included in these
two standard Gibbs free energies in order to account for the
different standard states between the standard pressure (i.e., in
Gf H
g,Δ ◦+ and Gf Cl
g,Δ ◦−) and the standard concentration (i.e., in
WH+ and WCl−). Note that this treatment of converting
standard states is consistent with previous literature work.21
Therefore, the problem now reduces to calculating the work
functions of H+ and Cl−. It is worth pointing out the work
functions (standard solvation-free energies) of aqueous ions
take the dilute limit of ideal solution and extrapolate to the
standard concentration c° = 1 M neglecting ion−ion
interactions.
2.2. Calculation of Work Functions of Solvated Ions.
The approach to calculate the work functions of solvated ions
using DFT-MD is based on the free-energy perturbation
method to calculate the free energy of particle insertion. The
insertion of a solute in a solvent is implemented in the periodic
DFT-MD simulation by calculating the potential energy of the
system with and without the solute. An artificial mapping
Hamiltonian, Hη = (1 − η)H0 + ηH1, can be constructed by
linearly mixing the Hamiltonians of the initial and final states
(H0 and H1, respectively), with η a coupling parameter that
increases from 0 (initial state) to 1 (final state). The TI
method is employed to convert the derivative of the mixing
Hamiltonian, which can be obtained from the potential energy
difference between the two states, to the free energy change of
removing the chloride ion from the solution, represented as a
thermodynamic integral below
A E dCl
0
1
∫ ηΔ = ⟨Δ ⟩η− (5)
The potential energy calculation requires the process to be
reversible. When the ion is extracted from the solution, it is not
simply removed from the system but transformed by a dummy
atom at the same location instead. In this way, the ion can be
directly transferred back to the solvent. The dummy atom
introduced in the particle insertion method has neither
Coulombic nor van der Waal interactions with other molecules
in the system, which implies that it can be anywhere within the
cell during the simulation. This can lead to unphysical
configurations of the solute in the solvent, including overlap
with other molecules, deeming computation impossible. In the
particular case of the solvated proton, this problem is avoided
by bonding the dummy atom with a water molecule in a
hydronium-like structure (full details and assumptions can be
found in the appendix of Costanzo et al.’s work in 2011).41 In
this work, however, the solute particle is a chloride ion, which
cannot be properly controlled through hydrogen bonding with
the solvent molecules. Thus, the crucial problem here is how to
properly implement the particle insertion method and restrain
the dummy atom to avoid the unphysical overlap between the
chloride ion and the solvent molecules.
The method to restrain the dummy atom follows the one
used by Leung et al.42 They calculated the solvation energy of
Cl− by employing several TIs, which includes placing a
repulsive Lennard-Jones potential around the dummy atom
that keeps the water molecules away from their optimal
position. The last step of the method of Leung et al.’s method
is to remove the Lennard-Jones sphere when the classical
chloride has zero charge, which is equivalent to the dummy
atom in our DFT-MD method. Thus, we apply a similar
repulsive potential to displace water molecules away from the
Figure 1. Thermodynamic cycle used to calculate ΔG° of reaction 1.
Green, pink, and gray circles correspond to chloride, hydrogen, and
silver atoms, respectively. The two sides of the picture (two gray
columns) are silver and platinum electrodes. The electrostatic
reference for electrons and ions follows the convention in electro-
chemistry, which is the vacuum just outside the solution. WH+ and
WCl− are the work functions of solvated H
+ and Cl−, respectively.
Gf H
g,Δ ◦+ and Gf Cl
g,Δ ◦− are the standard Gibbs free energy of formation of
the gas-phase proton and chloride anion, respectively. The standard
state for the gas phase is p° = 1 bar, while the standard concentration
of solvated Cl− and H+ is c° = 1 M.
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dummy atom and avoid any overlap between it and the water
molecules. In this way, the final state of the TI is changed, and
a full picture of this artificial transform from initial state
(quantum chloride anion) to final state (dummy atom with
repulsive potentials applied) is presented in Figure 2.
The final state (η = 1) of the TI method in Figure 2 is not an
ideal bulk water system, as it has a repulsive potential inside
the box. This repulsive potential displaces water molecules
from their optimal position, increases the energy of the system
because of the presence of a cavity in the solution, and
resulting a change in water density. As mentioned above, this
contribution to the energy of the system is calculated by using
a Lennard-Jones potential
V r r4 ( / ) ( / )LJ
12 6ε σ σ= [ − ] (6)
where σ is the finite distance at which the interparticle
potential is zero, ε is the depth of the potential well, and r is
the distance between the particles. Here, parameter values of σ
= 3.785 Å and ε = 0.5216 kJ mol−1 are adopted from Rajamani
et al.’s work.43
As explained by Leung et al.,42 a TI is employed to calculate
the corresponding contribution to the Helmholtz free energy
associated with forming the cavity in bulk water:
A Ed /d dLJ
0
∫ σ σΔ = ⟨ ⟩
σ
σ
′
(7)
where σ increases from 0 to σ′. The derivative of the mapping
potential surface, ⟨dE/dσ⟩σ, is obtained from a finite difference
method with Δσ = 0.02 Å.
E E Ed /d ( /2) ( /2)σ σ σ σ σ⟨ ⟩ = [ + Δ − − Δ ]σ (8)
Utilizing the eq 7 can obtain the formation energy of the
cavity, ΔALJ, but it does not include the entropic contribution
of the dummy atom inside the box. By removing the formation
energy of the cavity and the translational entropic contribution
of the dummy atom from ΔACl−, the Helmholtz free energy
required to remove a chloride anion from the solution to an
artificial reference state with total energy zero is obtained.
Please note that the free energies obtained are Helmholtz free
energies, rather than of Gibbs free energies. However, their
difference for condensed phases under ambient pressure is
negligible. Now, only the free energy of a chloride ion in the
gas phase is needed to calculate the work function of solvated
ions. The gas-phase free energy consists of the total energy of
Cl− (ECl−) and a translational entropic contribution. Because
the Cl− and dummy atom have the same mass and
concentration, their entropic contributions are exactly the
same. Therefore, these two entropic contributions are
cancelled, thus being absent in the expression of calculating
the work functions of solvated ions (see below).
Because of the artificial PBC used, the average electrostatic
potential in the PBC box is set to zero in standard Ewald sum,
which is certainly different from the potential reference in
experiment. For this reason, we add a constant V0 to represent
the potential shift (the average electrostatic potential of the
box) compared with the absolute potential reference (i.e.,
vacuum). For a confined system with PBC, this potential shift
V0 is a collective contribution from all components in the PBC
box, which attains different values in different simulation boxes,
but for the same system, and as long as the same PBC is used,
V0 is constant.
Thus, the work function of solvated chloride ions, WCl−,
corresponds, therefore, to the sum of all these contributions
mentioned above
W A A E e VCl Cl LJ Cl 0 0= Δ − Δ + +− − − (9)
Similarly, the work function of the solvated H+ is
W A E e VH H ZP H (H O) 0 02= Δ − Δ −+ + + (10)
where ΔAH+ is the thermodynamic integral of removing the
proton H+ from solution, and ΔZPEH+(H2O) is the zero-point
energy of the ground-state O−H vibration in hydronium.
Equation 10 is adopted from previous work by Cheng et al.,19
which also includes the potential shift correction V0. Although
the value of this correction will not be exactly the same for H+
V( )0
H+ and Cl− V( )0
Cl− , the difference between V0
Cl− and V0
H+
can be ignored because the average electrostatic potential in
the simulation box is dominated by the solvent molecules. As
long as we include enough solvent molecules in the unit cell,
this difference will be negligible, and therefore, V0 can be
regarded to be the same in eqs 9 and 10. Once these two
equations are substituted into eq 2, V0 cancels, and the free
energy of reaction 1 is given by
e U A A E A
E G G
0 Ag/AgCl
SHE
Cl LJ Cl H
ZP H (H O) f H
g,
f Cl
g,
2
= Δ − Δ + + Δ
− Δ − Δ − Δ◦ ◦
− − +
+ + − (11)
Figure 2. Schematic view of the TI method used to calculate the Helmholtz free energy of removing a chloride ion from the solution. Three cubic
cells show the corresponding structures in different reaction states, represented by the coupling parameter η in the lower right corner. The red
arrow shows the reaction direction. The initial state is the quantum chloride ion (green circle) surrounded by bulk water (blue region), and the
final system is the bulk water and a classical dummy (white circle in the center of the box) with a repulsive Lennard-Jones potential (yellow region).
The dashed circle represents the average distance between the chloride ion/dummy atom and the water molecules. The intermediate state with η =
0.5 has a mixture potential surface with half H0 and H1. Thus, in the middle cell, we use light color for both the chloride ion (light green) and
repulsive potential region (light yellow), and a smaller repulsive potential region than in the final state.
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If the equilibrium potential of a specific redox couple X/X−
with respect to the computational Ag/AgCl (aCl− = 1)
reference electrode is of interest, similar to eq 4, the potential
is composed by the absolute electrode potential of Ag/AgCl,
UAg/AgCl
abs , and the absolute equilibrium potential of X/X−
U U UX /X
Ag/AgCl
X /X
abs
Ag/AgCl
abs= −− − (12)
where the absolute equilibrium potential of X/X−, e U0 X/X
abs
−, is
obtained by the adiabatic ionization potential (AIP) of a
solvated species
U eX (aq) X(aq) e (vac. ), AIP /X /X
abs
X 0→ + =
− −
− −
(13)
Here, AIPX− can be considered as the electronic work function
of an electron bound in solvated X−, and, similar to eqs 9 and
10, it can be obtained from computation by removing an
electron in the system
A e VAIPX X /X 0 0= Δ +− − (14)
where ΔAX−/X is the thermodynamic integral of removing an
electron from solvated X−.
Substituting eqs 3, 9, 13, and 14 into 12, the equilibrium
potential of X/X− redox couple against the Ag/AgCl (aCl− = 1)
reference electrode is
eU A A A E GX /X
Ag/AgCl
X /X Cl LJ Cl f Cl
g,= Δ − Δ + Δ − + Δ ◦− − − − −
(15)
2.3. Computational Setup. All DFT-MD simulations use
the Born−Oppenheimer method and have been carried out
employing the open-source CP2K program.44 The density
functional implementation in the Quickstep section of the
program is based on the hybrid Gaussian plane wave scheme,
and the cutoff energy of the finest grid level of plane wave
density in this work was set to 400 Ry. All quantum chemical
calculations are performed with the BLYP functional45,46 for
the exchange correlation approximation, triple-ζ basis with two
sets of polarization function (TZV2P) standard basis set,
Goedecker−Teter−Hutter pseudopotentials47,48 and the van
der Waals correction with the Grimme D3 method.49
The simulation boxes are cubic cells with two sizes at L =
9.86 and 12.42 Å, including 31 and 63 water molecules,
respectively, plus 1 reactant molecule corresponding to the
ambient density. The Nose−Hoover thermostat is employed
for generating the NVT ensembles, and the temperature of the
system is 300 K. The time step is 0.5 fs for a good total energy
conservation. The production periods of DFT-MD simulations
are ∼10 ps after more than 5 ps equilibration.
3. RESULTS AND DISCUSSION
3.1. Work Functions of Solvated Cl− and H+. The
energy required to extract one chloride ion from the solution,
WCl−, is calculated with eq 9. There are two TIs required in this
equation, needed to calculate ΔACl− and ΔALJ, respectively.
The first term, ΔACl−, is obtained from integrating the potential
energy difference ⟨ΔECl−⟩η between the initial (η = 0) and final
(η = 1) states in Figure 2. Because of the thermal fluctuation of
the solvent, this potential energy difference is averaged over
the MD trajectories with a sequence of numerical integration
points η, as illustrated in Figure 3. The upper row (Figure 3a,c)
and the lower row (Figure 3b,d) show the time dependence of
ΔECl− at constant η, and the average value of ΔECl−, ⟨ΔECl−⟩η,
as a function of η in 31-water and 63-water boxes, respectively.
Five integration points from 0 to 1 are sampled in each system.
Figure 3. Time averages of potential energy differences ⟨ΔECl−⟩η as a function of the simulation time (a,b) for different values of η from 0 (chloride
anion) to 1 (dummy) in a 31-water box (a) and in a 63-water box (b). Plots of ⟨ΔECl−⟩η obtained from the simulations as a function of η (c,d),
from which the corresponding work function of solvated chloride is obtained as ΔACl− = ∫ 01⟨ΔECl−⟩η dη.
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Normally, the convergence of potential energy difference
⟨ΔE⟩η is slow when η = 119 because the DFT-MD method
requires a direct insertion of species in bulk solvent, which
causes a large fluctuation of the potential energy surface.
However, in Figure 3a,b, the insertion of Cl− anion does not
result in significant fluctuation at any sampling point, which
means the time-averaged value of ⟨ΔECl−⟩η is easier to
converge. This is because the repulsive Lennard-Jones
potential applied in the final state (eq 6) has avoided the
strong interaction between inserted solute and solvent
molecules.
The second term in eq 9, ΔALJ, is the energy associated with
the formation of the Lennard-Jones cavity. The derivative of
the potential energy of the system dE/dσ is calculated by using
the finite difference method and then averaged over the MD
when σ increases from 0 to 3.785. Classical dynamics were
employed to compute the potential energies in eq 8 in order to
reduce the cost. Specifically, we have used the TIP3P
(modified) water model50 to reproduce the experimental
behavior. TIs (see eq 7) with systems containing 31 and 63
water molecules are illustrated in Figure 4 (red and blue lines).
The higher value of the averaged derivative of the potential
energy ⟨dE/dσ⟩σ observed in the 31-water box (red line) when
σ > 3.2, as compared with the 63-water box (blue line), is due
to the finite size of the unit cell, a consequence of which is the
compression of the water molecules due to the repulsive
Lennard-Jones potential introduced when a large cavity forms
on the center position occupied by the dummy atom. Values of
ΔALJ were obtained with systems containing up to 255 water
molecules, in order to validate the finite size effect, and the
results are shown in Figure 5. The compressing effect is clearly
smaller with larger unit cells. However, this effect is small
compared with the uncertainty intrinsic to the DFT-MD
method, which is therefore ignored in this article. Leung et
al.42 estimated ΔALJ to be around 4.0 kcal mol−1 using SPC/E
model, only 0.04 eV smaller than the result in this work using
TIP3P model. As a line of evidence that the formation energy
of the cavity, ΔALJ, is insensitive to the water model, a DFT-
MD simulation using a 63-water box is also presented in Figure
4 (yellow line). The dip around σ = 3.2 and the following rapid
increase in the DFT result must be caused by insufficient
statistical sampling because water molecules around the large
cavity may not converge within tens of picoseconds. Becuase
the difference between the DFT model and classical model is
very small (less than 0.02 eV), the classical model result of
ΔALJ is used in the calculation.
Once the two TI terms are obtained, the total energy of gas-
phase chloride ECl− is added to yield the work function of
solvated Cl− (eq 9). The value ECl− = 408.23 eV is obtained
using the BLYP functional and the TZV2P basis set. Note that
we have checked the basis set convergence by calculating the
ionization potential of gas-phase chloride. The results for 31-
and 63-water boxes can be found in Table 1. In order to save
computing costs, we adopt Cheng et al.’s9 value of the work
function of solvated proton, ΔAH+ = 15.35 eV, and the zero-
point energy of the ground-state O−H vibration in hydronium,
ΔZPEH+(H2O) = 0.35 eV, in both 31-water and 63-water systems.
Our computational setup for the calculation of ΔACl− is
consistent with their setup for the calculation of ΔAH+.
Therefore, the potential shift V0 in eqs 9 and 10 cancels in eq
11.
Note that because of the presence of the artificial term e0V0
in eqs 9 and 10, we cannot directly compute the work function
of solvated proton and chloride. If we use the experimental
work function of aqueous proton (11.36 eV),13,21 we could
estimate e0V0 = 3.64 eV using eq 10 for our water simulation
box. Substituting it into eq 9, we can obtain the work function
Figure 4. Average values of the derivative of the potential energy
surface, ⟨dE/dσ⟩σ, as a function of the finite distance, σ, in the
Lennard-Jones potential. Integration of the plot from σ = 0 to 3.785 Å
yields the energy of formation of the cavity, ΔALJ. Integration
sampling points of σ for TIP3P classical models (red and blue) are
0.1, 0.8, 1.8, 2.8, 3.2, 3.4, and 3.785 Å, while the DFT integration
points (yellow) start from 1.8 Å.
Figure 5. Lennard-Jones cavity formation energy ΔALJ as a function
of number of molecules in the system. The number of molecules in
the horizontal axis includes the solvent water molecules and a chloride
anion.
Table 1. Values of the Free Energies Obtained from Our
Simulations in Two Different Box Sizesa
N
ΔAH+
(eV)
ΔACl−
(eV)
ΔALJ
(eV)
eUAg/AgCl
SHE
(eV)
eUexp
(eV)
ΔUerror
(V)
31 15.35 408.02 0.22 0.06 0.22 −0.16
63 15.35 407.97 0.21 0.02 0.22 −0.20
aN is the number of water molecules in the box. ΔACl− is the
Helmholtz free energy of removing a Cl− ion from solution, ΔALJ is
the energy resulting from the Lennard-Jones repulsive potential
applied to displace water away from the dummy atom, eUAg/AgCl
SHE is the
free energy of reaction 1, and Uexp is the experimental potential of the
Ag/AgCl (aCl− = 1) reference electrode vs the SHE. The last column
is the difference between our computational UAg/AgCl
SHE and Uexp.
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of solvated chloride to be equal to 3.20 eV. This estimate is
close to the literature value.51
3.2. Calculation of the Potential of the Computa-
tional Ag/AgCl Reference Electrode. The potential of our
computational Ag/AgCl (aCl− = 1) reference electrode versus
the computational SHE is given by eq 11. Results for both 31-
water and 63-water boxes are presented in Table 1.
As can be seen in Table 1, our computational method yields
a standard potential for the Ag/AgCl electrode reasonably
close to the experimental value with an error of about 0.2 V.
This error arises from four contributions:
i Computational setup difference due to the slight
difference in computational setup between this work
and the work of Sprik and co-workers9,52 from where we
have adopted the deprotonation integral of solvated
hydronium ΔAH+ for both the 31-water and 63-water
systems. A temperature of 330 K and a plane wave cutoff
of 280 Ry was employed, while here, we have used 300
K and 400 Ry, respectively. We calculated a few
potential energy differences ⟨ΔECl−⟩η in the condition
of 330 K and 280 Ry and found that new results
⟨ΔECl−⟩η were only about 0.1 eV higher than the
standard condition in this work (300 K and 400 Ry).
Thus, the error due to the changes in computational
settings (temperature and plane wave cutoff) is on the
order of 0.1 eV.
ii Finite size effect, which in turn contains two
contributions, a density effect and a charge effect. The
former is due to removing a solute molecule, e.g., Cl− or
H+, from the solution, thereby decreasing the density (in
particles per unit volume) in the simulation box by 1/32
and 1/64 in the 31-water and 63-water boxes,
respectively. Also, contributing to the density effect is
the compression due to the repulsive potential. As
shown in Figure 4, the error resulting from this
compression is very small, which can be significantly
reduced by increasing the box size. Regarding the charge
effect, it is due to the coulomb interaction between
charged particles in the unit cell and in its replica in
PBC. According to the previous work,53 this effect is
very small for monovalent ions in water due to water’s
strong dielectric screening. Overall, the finite size effect
is small and is significantly reduced with bigger box sizes.
This conclusion is also consistent with our recent
quantum mechanics (QM)/molecular mechanics (MM)
model tests, which can have larger box sizes than the
DFT-MD model.
iii Statistical error in MD calculation. As shown in Figure 3,
the averaged energy gaps are well converged at the time
scale of ∼10 ps. It is also consistent with previous tests9
that showed that for this model size and time scale, the
statistical uncertainty of our DFT-MD simulations is
usually within 0.1 eV.
iv DFT calculation error. The last uncertainty is the level of
DFT approximations. The BLYP approximation is the
functional of choice in this DFT-MD simulation of
aqueous solution, and the functional error appears
negligible for computation of solvation-free energy of
closed shell chloride anion in water. It however should
be borne in mind that DFT-MD calculations of redox
potentials and water electronic structure are significantly
affected by the well-known delocalization error in
density functionals.9 For example, the computed redox
potential of Cl/Cl− is underestimated by 0.9 V by the
BLYP functional. Applying the Born−Haber cycle, one
could infer that this large error must imply that the
solvation-free energy of aqueous Cl radical computed by
the free-energy perturbation method would have the
similar size of error at the level of BLYP functional
because this functional can give fairly good solvation-free
energy of chloride anion and ionization potential of gas
phase chloride. This is in line with the expectation that
open shell radicals in water would suffer most from the
delocalization error of density functionals.
4. CONCLUSIONS AND OUTLOOK
We have developed a DFT-MD method that has allowed us to
calculate a computational Ag/AgCl (aCl− = 1) reference
electrode, which can be used for the calculation of redox
potentials that can be directly compared to experiment. The
potential of the Ag/AgCl (aCl− = 1) reference electrode versus
the SHE is calculated as the free energy of the corresponding
reaction. The method is based on a thermodynamic cycle in
which all the energies involved except the work functions of
solvated Cl− and H+ are known from experimental data. The
key step, therefore, is the calculation of these two energies
using DFT-MD. This requires reversibly inserting and
removing the target particle (Cl−) in the solution during the
simulation. In order to avoid the randomly inserted particle
from overlapping with solvent molecules, we replace it by a
neutral dummy atom and introduce a Lennard-Jones potential
to displace the solvent molecules around the dummy atom,
correcting later for the cavity effect. This implementation can
be applied further in other solvation energy calculations. The
error incurred in the computed potential of the Ag/AgCl Ag/
AgCl (aCl− = 1) reference electrode, as compared with the
experimental value, is less than 0.2 V even with the smallest
simulation box. This error could be further reduced by
increasing the box size.
Our computational Ag/AgCl reference electrode can now be
employed to calculate redox potentials in aqueous solutions,
with the advantage over other methods that the calculated
potentials can be directly compared with the experiment. This
DFT-MD-based computational Ag/AgCl reference electrode
can be further applied to QM/MM or machine-learning-based
potential methods to reduce the computing cost. Most
importantly, the implementation of this computational
reference electrode is applicable to other nonaqueous media
such as RTILs.
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