








Generating cartoonize video background based on Generative 












































Animation has been giving various values in the economy and society. Thus, the 
demand for creating animation has been increasing. However, production of animation 
has been done by manpower so far, so that labor costs increase with the demand and 
shortage of animators. For that reason, it has big values and significance if we could 
develop automatic system for the task of creating anime. Under the circumstances, there 
exists a way which can convert one image to cartoon style, but the method which 
consider sequence of time series hasn’t been established. 
In recent years, many methods in image to image translation have been proposed. They 
have been mostly used Generative Adversarial Networks (GANs) proposed by Ian Good 
fellow in 2014. However, there aren’t many methods using motion information in the 
case of generating cartoon videos from real videos in previous research. Therefore, we 
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この画像スタイル変換タスクにおいて，2014 年に Ian Goodfellow らによって
提唱された GAN (Generative Adversarial Networks)[3]を元に応用した研究が
近年多く行われている．GANは人が機械に正解を指示することなく学習が進む，


















しいデータを Generator が生成しては，Discriminator は入力されたデータが本
物かどうかを見破る，という作業が行われ，結果としてあたかも本物らしいデ
ータ生成が行えるシステムとなっている． 

































出してきている．この分野については 2016年，Image-to-image translation [4]
の論文において，一般化した解決策が最初に提案された．特徴としては，単な













CartoonGAN では通常の GAN同様，Generatorと Discriminator の敵対的学習の
ために用いられている adversarial loss という損失関数の他，Generator に入







































基本構成として CartoonGAN を利用し，各画像フレームの生成用に用いた． 
























下の図 4〜6 に示す． 
 















図 5 次の画像フレーム 
        図 6 取得したオプティカルフロー(Gunnar-Farneback) 
 
また，オプティカルフローの誤差を計算するため，CartoonGAN で使われている







ℒ𝑎𝑑𝑣(𝐺, 𝐷) = 𝔼𝑐𝑖~𝑆𝑑𝑎𝑡𝑎(𝑐)[𝑙𝑜𝑔𝐷(𝐶𝑖)] + 𝔼𝑝𝑘~𝑆𝑑𝑎𝑡𝑎(𝑝)[log (1 − 𝐷(𝐺(𝑝𝑘)))] (3.1.1) 
ℒ𝑐𝑜𝑛(𝐺, 𝐷) = 𝔼𝑝𝑖~𝑆𝑑𝑎𝑡𝑎(𝑝) [||𝑉𝐺𝐺𝑙 (𝐺(𝑝𝑖)) − 𝑉𝐺𝐺𝑙(𝑝𝑖)||1]                              (3.1.2)  
ℒ𝑜𝑝𝑡(𝐺, 𝐷) =||Warp(𝑦𝑡−1, 𝑦𝑡 , 𝑓𝑙𝑜𝑤) −Warp(G(𝑥)𝑡−1, 𝐺(𝑥)𝑡 , 𝑓𝑙𝑜𝑤) ||1   (3.1.3) 
また，本提案手法で学習を行うための損失関数をℒ(𝐺, 𝐷)として，以下の式
(3.1.4)で表す． 





























ティカルフロー，オプティカルフローの warping 結果を示す． 
 
 
図 7 前の画像フレーム 
 











            図 10 取得したオプティカルフローwarping 
 
図 10に示した画像がオプティカルフローを逆に計算し，出力した結果である．
図 8で示した次の画像フレームに対し warping を行ない画像を出力した．画像
のため，確認する方法が人手評価ではあるが，オプティカルフローをかける前









3.3 Generator への入力 
2次元の畳み込みは，画像処理の特徴抽出における重要な技術の 1 つである． 
今回，CartoonGAN に用いられている VGGや ResNetなど，事前に学習済みの
ImageNetを活用することで，空間特徴処理に向けた 2次元畳み込みを利用でき
る．また時間的特性に関しては，3.1 節で述べたオプティカルフローを適用して
いる．CartoonGAN の Generator に入力する前に，オプティカルフローによる処
理を行う．動画に使われている画像フレームの中から，連続した 2 枚を初めか



























「Melibea-Wakeup」[15]，「Mauritius mountains from drone 4K」[16]，アニ
メは「Popeye Episodes 1」[17]を用いた． 
 
4.1 CartoonGAN による前実験 
CartoonGAN を用いたアニメーション生成結果を以下の図 11〜13に示す． 
 
 














図 12 学習用アニメ動画 
 
 










のとき式(3.1.4)において，ハイパーパラメータである(𝜔𝑎𝑑𝑣，𝜔𝑐𝑜𝑛，𝜔𝑜𝑝𝑡) =  
(500，1e-2，1)，(1000，1，1)，(1，4，1)，(380000，5e-1，1)，(1，8，1)，
(1，10，1)，(1，20，1)の値で実験を行なった. 
𝜔𝑎𝑑𝑣 = 520，𝜔𝑐𝑜𝑛 = 1e-2，𝜔𝑜𝑝𝑡 = 1 のとき，目視で最もアニメスタイルのよう
な学習結果を確認できた．図 14〜19にそれぞれ,時系列ごとの学習結果を示す． 
 
図 14 Epoch 0, batch100 
 
 
図 15 Epoch 0, batch400 
 
 
図 16 Epoch 0, batch600 
 
 







図 18 Epoch 3, batch100 
 
 
図 19 Epoch 40, batch500 
ここで得た学習結果の重みを元に実際のテストを行なったところ，図 20で示す
現実世界の動画から, 図 21のようなアニメーションが生成された． 
 
                      図 20入力した現実世界の動画 

























































































[3] GOODFELLOW，Ian，et al．Generative adversarial nets．In: Advances in 
neural information processing systems．2014．pp．2672-2680． 
[4] ISOLA，Phillip，et al．Image-to-image translation with conditional 
adversarial networks．In: Proceedings of the IEEE conference on 
computer vision and pattern recognition．2017．pp．1125-1134． 
[5] MIRZA，Mehdi; OSINDERO, Simon．Conditional generative adversarial 
nets．arXiv preprint arXiv:1411．1784，2014． 
[6] ZHU，Jun-Yan，et al．Unpaired image-to-image translation using 
cycle-consistent adversarial networks．In: Proceedings of the IEEE 
international conference on computer vision．2017．pp．2223-2232． 
[7] CHEN，Yang; LAI，Yu-Kun; LIU，Yong-Jin．CartoonGAN: Generative 
adversarial networks for photo cartoonization．In: Proceedings of the 
IEEE Conference on Computer Vision and Pattern Recognition．2018．
pp．9465-9474． 
[8] BASHKIROVA, Dina; USMAN, Ben; SAENKO, Kate. Unsupervised 
video-to-video translation. arXiv preprint arXiv:1806.03698, 2018. 
[9] MITTAL, Gaurav; MARWAH, Tanya; BALASUBRAMANIAN, Vineeth N. 
Sync-draw: automatic video generation using deep recurrent attentive 
architectures. In: Proceedings of the 25th ACM international 
conference on Multimedia. 2017. pp. 1096-1104. 
[10] LI, Yachao; KOMMA, Toshihiro. Generating Videos Based on 
Convolutional Recurrent Generative Adversarial Networks. 
In: International Conference on Geometry and Graphics. Springer, 
Cham, 2018. pp.1334-1339. 
[11] GAO, Chang, et al. Reconet: Real-time coherent video style transfer 
network. In: Asian Conference on Computer Vision. Springer, Cham, 





[12] JIANG, Huaizu, et al. Super slomo: High quality estimation of multiple 
intermediate frames for video interpolation. In: Proceedings of the 
IEEE Conference on Computer Vision and Pattern Recognition. 2018. pp. 
9000-9008. 
[13] FARNEBÄCK, Gunnar. Two-frame motion estimation based on polynomial 
expansion. In: Scandinavian conference on Image analysis. Springer, 



































ョン生成，人工知能学会第 33回全国大会，講演番号 1H2-J-13-01 
[2] 森山紘行，長内洋太，李亜超，下川原(佐藤)英理，山口亨，Ontology DrivenGAN































１）𝜔𝑎𝑑𝑣 = 500，𝜔𝑐𝑜𝑛 = 1e-2，𝜔𝑜𝑝𝑡 = 1のとき， 
 
図 21 Epoch 1 
 
 
図 22 Epoch 8 
 
 
    図 23 Epoch 9 
 
 
    図 24 Epoch 10 
 
 
    図 25 Epoch 13 
 
 





図 27 生成されたアニメーション動画 
 
2）𝜔𝑎𝑑𝑣 = 1000，𝜔𝑐𝑜𝑛 = 1，𝜔𝑜𝑝𝑡 = 1のとき， 
 
 
図 28 Epoch 1 
 
 
 図 29 Epoch 8 
 
 
 図 30 Epoch 9 
 
 
 図 31 Epoch 10 
 
 





図 33 Epoch 100 
 
図 34 生成されたアニメーション動画 
 
3）𝜔𝑎𝑑𝑣 = 1，𝜔𝑐𝑜𝑛 = 4，𝜔𝑜𝑝𝑡 = 1 のとき， 
 
 
    図 35 Epoch 1 
 
 
    図 36 Epoch 8 
    図 37 Epoch 9 







    図 39 Epoch 13 
 
    図 40 Epoch 100 
 
図 41 生成されたアニメーション動画 
 
4）𝜔𝑎𝑑𝑣 = 380000，𝜔𝑐𝑜𝑛 = 5e-1，𝜔𝑜𝑝𝑡 = 1のとき， 
 
 
    図 42 Epoch 1 
 
 
図 43 Epoch 8 
 
 







    図 45 Epoch 10 
 
 
    図 46 Epoch 13 
 
 




図 48 生成されたアニメーション動画 
5）𝜔𝑎𝑑𝑣 = 1，𝜔𝑐𝑜𝑛 = 8，𝜔𝑜𝑝𝑡 = 1 のとき， 
 
 







    図 50 Epoch 8 
 
 
    図 51 Epoch 9 
 
 
    図 52 Epoch 10 
 
 
    図 53 Epoch 13 
 
 

















図 55 生成されたアニメーション動画 
 
6）𝜔𝑎𝑑𝑣 = 1，𝜔𝑐𝑜𝑛 = 10，𝜔𝑜𝑝𝑡 = 1 のとき， 
 
 
    図 56 Epoch 1 
 
 
    図 57 Epoch 8 
 
 
    図 58 Epoch 9 
 
 









    図 60 Epoch 13 
 
 
    図 61 Epoch 100 
 
 
図 62 生成されたアニメーション動画 
 
 
7）𝜔𝑎𝑑𝑣 = 1，𝜔𝑐𝑜𝑛 = 20，𝜔𝑜𝑝𝑡 = 1 のとき， 
 
 
    図 63 Epoch 1 
 
 








`    図 65 Epoch 9 
 
 
    図 66 Epoch 10 
 
 
    図 67 Epoch 13 
 
 
    図 68 Epoch 100 
 
 
   図 69 生成されたアニメーション動画 
 
 
 
 
