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Summary
The delivery of high quality video to wireless users depends on achieving high compression 
efficiency and high robustness to wireless channel errors. Research on these topics has led to the 
introduction of a number of video codec standards. However, most of these standards incorporate 
redundant syntactical information that renders the video more susceptible to channel errors, and 
reduces the compression efficiency. This thesis presents a new approach to video compression 
that removes most of the problems associated with the excess syntax. A header compressor and 
decompressor is placed adjacent to encoder and decoder respectively. The compressor removes 
the excess header redundancy and decompressor regenerates the original header using already 
stored reference.
The thesis investigates the syntactical header information of video coding standards MPEG-4 and
H.264. The analysis shows that the overheads in small video packet may contribute up to 50% of 
the texture data. The video packet header fields are classified as static and dynamic. Based on the 
header analysis, a comprehensive header compression scheme is designed for MPEG-4 and H.264 
video packets. For a practical scenario, simulations of video packets are carried out including the 
compressed IP/UDP/RTP overheads. The ROHC (RObust Header Compression) standard 
compresses the IP/UDP/RTP headers. In this thesis, ROHC parameters have been optimised for 
transmission over 3GPP simulated downlink channel. Furthermore, an improvement in the ROHC 
U-mode has been proposed to reduce the effects of unnecessary packet loss due to false context 
damage. Results show better video quality and lower packet loss rates with proposed scheme.
The efficiency of the proposed video header compression scheme is evaluated with different 
combinations of encoding parameters. Experiments show the using the proposed video header 
compression scheme, up to 95% of header redundancy may be removed. Extensive simulations 
illustrate improvements in video quality due to the proposed header compression scheme under 
various channel conditions. The video quality is further enhanced by using a header-compression 
based unequal error protection scheme. The bits saved due to header compression can be utilised 
adaptively to protect the critical data at a fixed transmission rate. The results show significant 
improvement in objective and subjective video quality.
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Acknowledgments
I would like to thank my principal supervisor Dr. A. H. Sadka for his invaluable support and 
guidance. My special thanks go to Dr. S. Worrall, whose constant supervision and technical 
discussions helped me keep the right direction. I would also like to thank Prof Ahmet Kondoz for 
his help throughout the project.
I am very much obliged to my family, especially to my mother and father, for their constant 
support and sacrifices during my PhD research. Their enormous struggle, love, affection, and 
encouragement made me able to undertake this level of studies. I am thankful to my wife and 
daughters and acknowledge their support, patience, and high level of sacrifice during my research 
period.
Finally, I acknowledge the support provided by the I-Lab members and colleagues during my stay 
in the multimedia group.
Contents
Contents
Summary.............................................................................................................  ii
Acknowledgments..................................................................................................................iii
Contents................................................................................................................................. iv
List of Figures........................................................................................................................ ix
List of Tables.......................................................................................................................xvi
Glossary of Terms............................................................................................................. xviii
1 Introduction..........................................................................................   1
1.1 Background..  ........................   1
1.2 Objectives.............................  2
1.3 Achievements................................................................................................................3
1.4 Thesis Outline..............................................................................................................4
2 Syntactical Header Data in Video Coding Headers........................................................ 6
2.1 Introduction...................................................................................................................6
2.2 Video Coding Functions  ......   6
2.2.1 Discrete Cosine Transform (DCT)............................................................................6
2.2.2 Quantization............................................................................................................ 8
2.2.3 Motion Estimation (ME).............  9
2.2.4 Zigzag, Run-length and Entropy Coding.................................................................10
2.3 Error Resilience Tools................................................................................................. 12
2.3.1 MPEG-4 Error Resilience................ .....................................................................12
2.3.1.1 Packet Resynchronization................................................................................13
2.3.1.2 Data partitioning........................................................................................... . 13
2.3.1.3 Reversible VLC.............................................................................   14
2.3.2 H.264 Error Resilience Tools.................................................................................14
2.3.2.1 Slices..................................  15
2.3.2.2 Parameter Sets.................................................................................................15
2.3.2.3 Flexible Macroblock Ordering......................................................................... 15
2.3.2.4 Redundant Slices (RSs)....................................................................................15
2.3.2.5 H.264 Data Partitioning..................................................................  16
iv
Contents
2.4 Syntactical overheads analysis....................................................................................16
2.4.1 MPEG-4 Header Analysis  ................................................................................18
2.4.1.1 MPEG-4 Video Packets...................................................................................18
2.4.1.2 MPEG-4 Header Classification............................................................   19
2.4.2 H.264 Header Analysis..........................................................................................25
2.4.2.1 H.264 Header Classification.............................................................................28
2.5 Conclusion................................................................................................................. 28
3 Header Compression Schemes....................................................................................... 30
3.1 Introduction............................................................................................................... 30
3.2 ROHC RFC 3095 .......................................................................................................31
3.2.1 Classification of Header Fields...............................................................................32
3.2.2 ROHC States......................................................................................................... 33
3.2.2.1 Compressor States...........................................................................................34
3.2.22  Decompressor States........................................   36
3.2.3 Modes and State Transitions.................................................................................. 36
3.2.3.1 Unidirectional Mode (U-Mode).......................................................................36
3.2.3.2 Bidirectional Optimistic Mode (O-mode)........................................................37
3.2.3.3 Bidirectional Reliable Mode (R-mode)............................................................37
3.2.4 ROHC Encoding Methods..................................................................................... 37
3.2.4.1 Least Significant Bits (LSB) Encoding.............................................................38
3.2.4.2 Window-Based LSB (WLSB) Encoding...........................................................38
3.3 ROHC Parameters Optimization for 3GPP Video Transmission...................................39
3.3.1 k out of n Criterion..................................................................    39
3.3.2 FO Timeout.....................................   41
3.3.3 IR Timeout.....................................................................................  42
3.3.4 ROHC Optimisation Conclusion............................................................................42
3.4 Implementation of ROHC Zero Byte Header (ZBH)   .................................................. 45
3.5 Improvement in ROHC U-Mode................................................................................. 46
3.5.1 Analysis of Context Damage................................................................................. 46
3.5.2 Minimisation of False Context Damage................................................................. 48
3.6 Simulations and Results............................................................................................. 50
3.7 Conclusion..................................................................................................................51
4 MPEG-4 Header Compression...................................................................................... 53
4.1 Introduction................................................................................................................ 53
4.2 Proposed Header Compression Scheme....................................................................... 55
v
Contents
4.2.1 MPEG-4 Packet Length........................................................................................55
4.2.2 Packet Formats................................................................................................ .....55
4.2.3 Header Compression Procedure..............................................................................57
4.2.3.1 VOP Header Compression...............................................................................57
4.2.3.2 VP Header Compression................................................................................. 58
4.2.4 Header Decompression..........................................................................................61
4.2.5 Signalling............................................................................................................. 62
4.2.6 Transmission of Video Packets With IP/UDP/RTP Compressed Header Packets With 
ROHC62
4.3 Simulations..................................................................  63
4.3.1 MPEG-4 Configuration......................................................................................... 63
4.3.2 ROHC Configuration............................................................................................ 64
4.3.3 Wireless Channel Simulation.................................................................................64
4.3.4 Performance Metrics............................................................................................. 64
4.4 Results and Discussion  ..........................................................................................65
4.4.1 Scenario A: Without ROHC Overheads......................................................   67
4.4.1.1 Data Partitioning Enabled.............................................................................. 67
4.4.1.2 Data Partitioning Disabled...........................  67
4.4.2 Scenario B: With ROHC Overheads.......................................................................70
4.4.2.1 Data Partitioning Enabled.............................................................................. 70
4.4.2.2 Data Partitioning Disabled..................   70
4.4.3 Subj ective Results..................................................................................................73
4.5 Conclusion..............................................................................   78
5 H.264 Header Compression........................................................................................... 79
5.1 Introduction..................................................................................................................79
5.2 Proposed Header Compression Scheme.........................................................................80
5.2.1 Overview of H.264 Overheads and Encoding Methods...........................................80
5.2.2 H.264 Compressed Header Packet Formats From Compressor to Decompressor 81
5.2.3 Compressed Header Packet Types.......................................................................... 82
5.2.3.1 Packet Type ‘zero’ ..................................................................................... 82
5.2.3.2 Packet Type ‘one’....................................................................................... 82
5.2.3.3 Packet Type R ..........................................................................   83
5.2.4 The Compressor.....................................................................................................84
5.2.5 The Decompressor................................................................................................. 86
5.2.6 Signalling...........................   86
5.3 Simulations...............................   87
Contents
5.3.1 Performance Metrics.................................................. .......................................... 87
5.4 Results and Discussion............................................................................................... 88
5.4.1 Scenario A: Errors Only in the Headers......................................................... 88
5.4.2 Scenario B: Errors in All Parts of the Video Packet....................................... 91
5.4.3 Scenario C: Transmission with ROHC...........................................................96
5.5 Subj ective Results......................................................................................................98
5.6 Conclusion............................................................................................................... 105
6 Header Compression Based Error Resilience....................................   106
6.1 Overview................................................................  106
6.2 Overview of Slice Overheads.................................................................................... 108
6.3 Slice Header Compression........................................................................................ 112
6.4 Header Compression Based Quality Enhancement Schemes.......................................112
6.4.1 Scheme 1: JC-RLI...............................................................................................113
6.4.2 Scheme 2: JC-UEP............................................................................................ 115
6.5 Simulations...............................................................................................................120
6.5.1 H.264 Configuration:...................................................   120
6.5.2 ROHC Configuration..........................................................................................121
6.5.3 Wireless Channel Simulation..........................................................   121
6.6 Results......................................................................................................................121
6.6.1 Scenario A: Without IP/UDP/RTP Protocols......................  121
6.6.1.1 JC-RLI Scheme............................................................................................. 121
6.6.1.2 JC-UEP Scheme........................................................................  125
6.6.2 Scenario B: With IP/UDP/RTP Compressed Headers (ROHC)...............................127
6.6.2.1 JC-RLI Scheme............................................................................................. 128
6.6.2.2 JC-UEP Scheme............................................................................................ 129
6.6.3 Subj ective Results:...............................................................................................131
6.7 Conclusion................................................................................................................ 136
7 Conclusions and Future Work.......................................................................................137
7.1 Preamble.................................................................................   137
7.2 Concluding Overview................................................................................................ 138
7.3 Future Work............................................................................................................. 141
A List of Publications...................................................................................................... 143
B Lower Link Assistance for ROHC Zero Byte Header.................................................144
C MPEG-4 Compressed Header Packet Formats.............................................................146
Contents
C. 1 VOP Compressed Header Packet Formats.................................................................. 146
C.2 VP Compressed Header Packet Formats..................................................................... 149
D Additional Subjective Results............................................................   153
D. 1 Chapter 4 Subjective Results................ ..................................................................... 154
D.2 Chapter 5 Subjective Results...................................................................................... 158
E Video Packet Header Semantics.................................................................................. 162
E. 1 MPEG-4 Video Packet Headers Semantics..................................................................162
E.2 H.264 Slice Headers Semantics....................................................................  164
F ROHC WLSB Example................................................................................................166
List of Figures
List of Figures
Figure 2.1: Block diagram of the basic H.263+ video encoder [21]..........................................  7
Figure 2.2: MPEG-4 decoding scheme.................................    10
Figure 2.3: Flexible division of macroblocks for motion compensation...................................... 11
Figure 2.4: Video packet resynchronization error resilience tool (a) insertion of resynchronization
code word into video bitstream (b) generation of a video packet.........................................13
Figure 2.5: Data partitioning in MPEG-4...............................................   14
Figure 2.6: Different types of FMO in H.264 (a) Type 0 (b) Type 1 (c) Type 2 (d) Type 3 (e) Type
4(f) Type 5.......................................................................................................................17
Figure 2.7: Structure of MPEG-4 video packets.........................................................................19
Figure 2.8: Behaviour of time fields in VOP. Carphone 60kb/sec, VP = 650 bits, MP4 rate control.
Similar results obtained for other video sequences Foreman and Suzie............................... 22
Figure 2.9: Analysis of QP parameter for Carphone sequence at 60kb/sec, VP = 650 bits, (a) MP4
rate control (b) TM5 rate control....................................................................................... 23
Figure 2.10: An example of analysis of motion boundary marker location in the video packet for
the Suzie sequence at 60 kbits/sec with VP size of approximately 100 bits............   24
Figure 2.11: Skipping macrobloclc analysis example for Carphone sequence with 1MB/VP at 90
kbits/sec. The sample shows the data for 10th frame to 15th frame of encoded sequence.......24
Figure 2.12: Semantics of a NALU header................................................................................ 25
Figure 2.13: H.264 slice header format for baseline profile........................................................26
Figure 2.14: Analysis of MB number field in slice header with 20 MB/slice for baseline profile
without FMO....................................................................................................................26
Figure 2.15: Example of some static and incremental fields in the slice header of H.264 basic
profile for Carphone with 20 MB/slice.............................................................................. 27
Figure 2.16: Dynamic behaviour of QP and bits used to encode QP value for ‘Foreman5 sequence
at 90 kbits/sec.....................................   28
Figure 3.1: (a) Transmission of compressed packets between ROHC compressor and
decompressor.(b) Location of ROHC in UMTS transmission chain....................................33
Figure 3.2: The state machine of the ROHC compressor........................................................ j... 35
Figure 3.3: The state machine of the ROHC decompressor..........................   35
Figure 3.4: Optimization of the context damage parameter lc for different ROHC modes in UMTS 
error downlink error prone conditions with round trip time = 200 msec (a) Eb/N0 = 4 dBs (b)
Eb/N0 = 6dBs................................................................................................................... 43
IX
List of Figures
Figure 3.5: Variation of average compressed header length and PLR with ROHC U-mode ‘FO 
Timeout’ parameter for UMTS video transmission with Eb/N0 = 4 dBs. IR Timeout = 500
packets.................................................................     44
Figure 3.6: Effects of ROHC U-mode IR Timeout parameter on average compressed header
length and PLR for UMTS downlink error prone channel (Eb/N0 = 4 dBs). FO Timeout = 100
packets............................................................................................................................. 44
Figure 3.7: Structure of ROHC compressed header packet type UO-O........................................45
Figure 3.8: Effective packet loss rate is much higher in ROHC U-mode due to context damage . 47 
Figure 3.9: Flow diagram of proposed criterion for context damage in ROHC U-mode at
decompressor........................................................   49
Figure 3.10: MPEG-4 ‘Foreman’ video objective quality for ROHC U-mode k=4, when
transmitted over UMTS dedicated channel in pedestrian environment with Eb/N0 = 4 dBs.. 51
Figure 4.1: Location of MPEG-4 header compressor and decompressor.....................................54
Figure 4.2: Generalized VP compressed packet formats for data partitioning ‘enabled’, where CH
is Compressed Header..............................................................  56
Figure 4.3: Flow diagram of MPEG-4 header compressor..........................................................59
Figure 4.4: Flow diagram of VP header compression (VP-HC)..................................................60
Figure 4.5: Skipped macroblock coding.................................  60
Figure 4.6: MPEG-4 compressed header packet flow diagram in the PDCP layer of UMTS 63
Figure 4.7: Data rate increase due to MPEG-4 header compression at various encoded packet sizes
 66
Figure 4.8: Scenario A: Average PSNR results of Foreman sequence with transmission rate of 64
kb/sec with and without the proposed scheme....................................................................68
Figure 4.9: Scenario A: Performance comparison of Carphone sequence for 64 kb/sec
transmission rate, for the proposed scheme........................................................................ 68
Figure 4.10: Scenario A: Foreman Sequence objective video quality for proposed scheme with
data partitioning disabled.................................................................................................. 69
Figure 4.11: Scenario A: Performance comparison of Carphone sequence with and without header
compression data partitioning disabled.....................   69
Figure 4.12: Scenario B: Objective video quality of Foreman sequence including ROHC
overheads, 250 frames, 64 kb/sec user data rate, and data partitioning ‘enabled’.,............... 71
Figure 4.13: Scenario B: Objective video results of Carphone sequence including ROHC
overheads, 250 frames, 64 kb/sec user data rate, and data partitioning ‘enabled’.................71
Figure 4.14: Scenario B: Performance comparison of the proposed header compression scheme
with MPEG-4 standard for the Foreman sequence including the ROHC overheads............. 72
Figure 4.15: Scenario B: Objective video quality for various packet sizes of Carphone sequence 
with and without the proposed scheme including the ROHC overheads.............................. 72
x
List of Figures
Figure 4.16: Selected frame No. 125 of Foreman sequence at 64 kb/sec transmission data rate for 
data partitioning ‘enabled’ at Et/N0 = 4 dBs (a) for VP = 100 (1 MB/VP) with MPEG-4 
compressed (b) for VP = 100 (1 MB/VP) without MPEG-4 compressed header (c) for VP =
650 with MPEG-4 compressed (d) for VP = 650 without MPEG-4 compressed header.......74
Figure 4.17: Reconstructed frame No. 90 of Carphone sequence at 64 kb/sec transmission data 
rate for data partitioning ‘enabled’ with VP = 650 (n MB/VP) (a) with MPEG-4 compressed 
header in error prone conditions (b) without MPEG-4 compressed header in error prone 
conditions (c) with MPEG-4 compressed header in error free environment (d) without
MPEG-4 compressed header in error free environment...........................................   75
Figure 4.18: Performance comparison of selected frame No. 125 of Foreman sequence at 64
kb/sec transmission data rate for data partitioning ‘disabled’ in error prone conditions (Eb/N0 
= 4 dBs) (a) for one macroblock per VP with compressed header (b) for one macroblock per 
VP without MPEG-4 compressed header (c) for VP = 650 with MPEG-4 compressed header
(d) for VP = 650 without MPEG-4 compressed header.......................................     76
Figure 4.19: Subjective performance of Carphone sequence, frame No. 90 at 64 kb/sec
transmission data rate for data partitioning ‘disabled’ with VP = 650 (n MB/VP) (a) with 
MPEG-4 compressed header in error prone conditions (b) without MPEG-4 compressed 
header in error prone conditions (c) with MPEG-4 compressed header in error free
environment (d) without MPEG-4 compressed header in error free environment................ 77
Figure 5.1: Generalised format of H.264 compressed header packet................................. 81
Figure 5.2: Compressed header video packet structure for data partitioned slices A, B and C 82
Figure 5.3: Flow diagram of H.264 header compression scheme................................  85
Figure 5.4: Scenario A: Significant improvements in video objective quality due to header
compression at 96 kb/sec. (a) Foreman (b) Carphone (c) Suzie...........................................91
Figure 5.5: Scenario B: Performance comparison of the proposed header compression scheme 
with H.264 standard for Suzie sequence without data partitioning at 96 kbits/sec in various
UMTS downlink channel conditions.................    93
Figure 5.6: Scenario B: Objective video quality for Suzie sequence with data partitioning 
‘enabled’ at 96 kbits/sec in UMTS down link various channel conditions. Dotted lines 
represent the H.264 standard and solid lines show the PSNR values with proposed header
compression scheme......................................................................................................... 93
Figure 5.7: Scenario C: Objective video quality for Carphone sequence without data partitioning.
The transmission rate is 96 kbits/sec for different channel conditions................................. 97
Figure 5.8: Scenario C: Performance comparison of Carphone sequence with data partitioning
‘enabled’ at various channel conditions at 96 kbits/sec with different slice sizes.................97
Figure 5.9: Scenario C: Subjective comparison of reconstructed video frame number 33 for 
scenario C from Foreman sequence with data partitioning ‘disabled’ in error prone
XI
List o f Figures
conditions ( E b /N 0 = 4 dBs) (a) proposed scheme with one macroblock per slice (b) without 
the proposed scheme with one macroblock per slice (c) proposed scheme with 33MB/slice
(d) without the proposed with 33M B/slice.......................................................................................101
Figure 5.10: Scenario C: Selected frame No. 140 o f Foreman sequence for scenario C. Data
partitioning is disabled with 33 MB/slice for (a) proposed scheme in error prone conditions 
(Eb/N0 = 4 dBs) (b) without the proposed scheme in error prone conditions (Eb/N0 = 4 dBs)
(c) proposed scheme in error free conditions (d) without the proposed scheme in error free
conditions.................................................................................................................................................102
Figure 5.11: Scenario C: Comparison o f selected frame No 160 o f Suzie sequence with and 
without the proposed scheme for scenario C. Data partitioning is disabled in error prone 
conditions (Eb/N0 = 4 dBs) (a) for one macroblock per slice with proposed header 
compression (b) for one macroblock per slice without the proposed scheme (c) for 33 
macroblock per slice with proposed header compression (d) for 33 macroblock per slice
without proposed header compression.............................................................................................. 103
Figure 5.12: Scenario C: Subjective video performances o f Suzie sequence for the reconstructed 
frame No 140 for scenario C. Data partitioning is disabled with 33 MB/slice for (a) proposed 
scheme in error prone conditions (Eb/N0 = 4 dBs) (b) without the proposed scheme in error 
prone conditions (Eb/N0 = 4 dBs) (c) proposed scheme in error free conditions (d) without the
proposed scheme in error free conditions.........................................................................................104
Figure 6.1: Slice structure o f H.264 with NAL header.................................................................  109
Figure 6.2: Average percentage o f overheads with varying M Bs/slice.............................................. 110
Figure 6.3: Effects o f errors on information loss in a non-partitioned H.264 video packet........... I l l
Figure 6.4: M odified slice format after insertion o f length indicators................................................ 114
Figure 6.5: Calculation o f RS parities for the motion data o f a frame................................................ 116
Figure 6.6: Structure o f the video packet after concatenation o f the parity information................ 116
Figure 6.7: (a) An example o f parity bits calculation for a frame having 3 slices with RS budget o f 
18 bytes, (b) Recovery o f motion data after erasure o f 2 packets during transmission where
‘X ’ represents lost motion byte...........................................................................................................117
Figure 6.8: An example o f LI insertion length for frame 100 of Foreman sequence at 96 lcb/sec,
with 5 MB per slice. Similar results can be seen for other sequences........................................123
Figure 6.9: Effect o f proposed scheme on number o f MBs lost during transmission in error prone 
environment (Et/No = 4 dBs). Foreman sequence, 250 frames with different slice sizes at 96
kbits/sec....................................................................................................................................................123
Figure 6.10: Improvement in the video objective quality due to proposed scheme for Foreman 
sequence at 96 lcb/sec with error prone channel, Eb/N0 = 4 dBs..................................................124
List o f Figures
Figure 6.11: Scenario A: Objective video performance comparison for Foreman sequence o f 
proposed scheme with the H.264 standard at various channel conditions and slice sizes for
fixed data transmission rate o f 96 kb/sec........................................................................................ 126
Figure 6.12: Scenario A: Objective video performance comparison for Carphone sequence o f 
proposed scheme with the H.264 standard at various channel conditions and slice sizes for
fixed data transmission rate o f  96 kb/sec........................................................................................ 127
Figure 6.13: Scenario B: Comparison o f objective video quality o f Carphone sequence for 
proposed scheme with H.264 standard at fixed transmission rate o f  96 kb/sec inclusive o f 
ROHC overheads in error prone environment (Eb/N0 = 4 dBs) for one macroblock per slice.
....................................................................................................................................................................131
Figure 6.14: Scenario B: Frame num ber 145 o f Foreman sequence at 96 lcb/sec inclusive o f
ROHC overheads in UMTS error prone downlink channel for (a) 5 M B/slice with proposed 
scheme JC-RLI (b) 5 MB/slice without JC-RLI (c) 11 MB/slice with proposed scheme JC-
RLI (d) 11 MB/slice without JC -R L I................................................................................................132
Figure 6.15: Scenario B: Subjective video quality o f the reconstructed frame 145 from Carphone 
sequence at 96 lcb/sec inclusive o f ROHC overheads in UMTS error prone conditions for (a)
5 MB/slice with proposed scheme JC-RLI (b) 5 MB/slice without JC-RLI (c) 11 MB/slice
with proposed scheme JC-RLI (d) 11 MB/slice without JC-RLI................   133
Figure 6.16: Scenario B: Reconstructed frames from Foreman sequence at Eb/N0 = 4 dBs at 96 
lcb/sec with 11 MB/slice (a) Frame 150 with proposed scheme, (b) Frame 150 without 
proposed scheme (c) Frame 205 with proposed scheme (d) Frame 205 without proposed
schem e..............................................................    134
Figure 6.17: Scenario B: Reconstructed frames from Carphone sequence at Eb/N0 = 4 dBs at 96 
lcb/sec with one macrobloclc per slice (a) Frame 150 with proposed scheme, (b) Frame 150 
without proposed scheme (c) Frame 205 with proposed scheme (d) Frame 205 without
proposed schem e..................................................................................................   135
Figure B .l: 3GPP RLC modifications for ROHC Zero Byte Header support...................................145
Figure B.2: Insertion o f the H-bit for in-band signalling o f the ZBH packet......................   145
Figure C .l: VOP packet formats for updating fields for data partitioning enabled (a) VOP-QP 
packet (b) VOP-TI packet (c) VOP-FC packet (d) VOP-QP1 packet (e) VOP-QP2 packet (f)
VOP-H p ack e t........................................................................................................................................147
Figure C.2: VOP packet formats for updating fields for data partitioning disabled (a) VOPd-3xQP 
packet (b) VOPd-TI packet (c) VOPd-FC packet (d) VOPd-QPl packet (e) VOPd-QP2
packet (f) VOPd-H packet.............................   148
Figure C.3: Compressed header MPEG-4 video packet formats for 1 MB/VP scheme with data 
partitioning enabled (a) VP1-MP packet (b) VP1-TM packet (c) VP1-S packet (d) VP1-QP 
packet (e) VP1-MB packet (f) VP1-HE packet (g) VP1-H packet............................................. 150
xiii
List o f Figures
Figure C.4: The structure o f compressed header MPEG-4 video packet formats for 1 MB/VP
scheme with data partitioning disabled (a) V Pld-M P packet (b) V Pld-T M  packet (c) V Pld-S  
packet (d) V Pld-Q P packet (e) V Pld-M B packet (f) V Pld-H E packet (g) V Pld-H  packet.
...................................................................................................................  151
Figure C.5: Compressed header video packet formats for n MB/VP. (a) VPn-MP packet for MP4 
rate control with DP enabled (b) VPnd-MP packet for MP4 rate control with DP disabled (c) 
VPn-TM packet for TM5 rate control with DP enabled (d) VPnd-TM packet for TM5 rate
control with DP disabled...................................................................................................................... 152
Figure D .l: Selected frame No. 78 o f Foreman sequence at 64 kb/sec transmission data rate for 
data partitioning ‘enabled’ with VP = 650 (n MB/VP) (a) with MPEG-4 compressed header 
in error prone conditions (b) without MPEG-4 compressed header in error prone conditions
(c) with MPEG-4 compressed header in error free environment (d) without MPEG-4
compressed header in error free environment..................................................................................154
Figure D.2: Reconstructed frame No. 90 o f Carphone sequence at 64 lcb/sec transmission data rate 
for data partitioning ‘enabled’ with VP = 100 (1 MB/VP) (a) with MPEG-4 compressed 
header in error prone conditions (b) without MPEG-4 compressed header in error prone 
conditions (c) with MPEG-4 compressed header in error free environment (d) without
MPEG-4 compressed header in error free environment................................................................ 155
Figure D.3: Performance comparison o f selected frame No. 175 o f Carphone sequence at 64 
kb/sec transmission data rate for data partitioning ‘disabled’ with VP = 100 (1 MB/VP) (a) 
with MPEG-4 compressed header in error prone conditions (b) without MPEG-4 compressed 
header in error prone conditions (c) with MPEG-4 compressed header in error free
environment (d) without MPEG-4 compressed header in error free environment..................156
Figure D.4: Subjective performance o f Foreman sequence, frame No. 78 at 64 kb/sec transmission 
data rate for data partitioning ‘disabled’ with VP = 650 (n MB/VP) (a) with MPEG-4 
compressed header in error prone conditions (b) without MPEG-4 compressed header in 
error prone conditions (c) with MPEG-4 compressed header in error free environment (d)
without MPEG-4 compressed header in error free environment.................................................157
Figure D.5: Subjective comparison o f reconstructed vide frame No. 205 from Foreman sequence. 
Data partitioning is disabled with one macroblock per slice for (a) proposed scheme in error 
prone conditions (Eb/N0 = 4 dBs) (b) without the proposed scheme in error prone conditions 
(Eb/N0 = 4 dBs) (c) proposed scheme in error free conditions (d) without the proposed
scheme in error free conditions........................................................................................................... 158
Figure D.6: Selected frame No. 206 o f Foreman sequence. Data partitioning is disabled with 33 
MB/slice for (a) proposed scheme in error prone conditions (Eb/N0 = 4 dBs) (b) without the 
proposed scheme in error prone conditions (Eb/N0 = 4 dBs) (c) proposed scheme in error free 
conditions (d) without the proposed scheme in error free conditions........................................ 159
xiv
List o f Figures
Figure D.7: Comparison o f selected frame No. 205 o f Suzie sequence with and without the 
proposed scheme. Data partitioning is disabled with one macroblock per slice for (a) 
proposed scheme in error prone conditions (b) without the proposed scheme in error prone 
conditions (c) proposed scheme in error free conditions (d) without the proposed scheme in
error free conditions...............................................................................................................................160
Figure D.8: Subjective video performances o f Suzie sequence for the reconstructed frame No.
205. Data partitioning is disabled with 33 MB/slice for (a) proposed scheme in error prone 
conditions (b) without the proposed scheme in error prone conditions (c) proposed scheme in
error free conditions (d) without the proposed scheme in error free conditions...................... 161
Figure F .l: An example o f ROHC W indow-based Least Significant Bit (W-LSB) encoding. The 
context window o f 10 years is maintained at the compressor......................................................166
xv
List o f Tables
List of Tables
Table 2.1: Variations o f  overheads with video packet sizes for Foreman sequence at 64 kbits/sec
  20
Table 2.2: Classification o f video packet header fields............................................................................21
Table 2.3: Classification o f video frame header fields.............................................................................21
Table 2.4: Classifications o f headers used by baseline H.264 encoder................................................ 27
Table 3.1 Bit error rate performance o f a UMTS downlink dedicated channel [14]......................... 40
Table 3.2 Effect o f k on packet loss ra te ..................................................................................................... 50
Table 4.1: Header compression efficiency for Foreman with data partitioning enabled.................. 65
Table 5.1: Performance statistics o f header compression scheme for 250 frames..............................89
Table 5.2: Scenario B: Comparison o f objective video quality for Foreman, Carphone and Suzie 
sequences with data partitioning ‘disabled’ at 96 lcb/sec for various M Bs/slice with and
without proposed header compression scheme at different channel conditions.........................94
Table 5.3: Scenario B: Comprehensive analysis o f  the objective video quality for Foreman, 
Carphone and Suzie sequences with data partitioning ‘enabled’ at 96 lcb/sec for various 
M Bs/slice with and without proposed header compression scheme at different channel
conditions...................................................................................................................................................95
Table 5.4: Scenario C: Video objective performance comparison o f the proposed scheme with 
H.264 standard without data partitioning for Foreman, Carphone and Suzie sequences 
inclusive o f ROHC overheads at 96 lcb/sec for various slice sizes and UMTS channel
conditions...........................................................................................................................................   99
Table 5.5: Scenario C: Detailed results for Foreman, Carphone and Suzie sequences with and 
without proposed header compression scheme. The transmission rate is fixed at 96 lcb/sec
with data partitioning inclusive o f ROHC overheads.................................................................... 100
Table 6.1: Slice overheads for Foreman at 96 lcb/sec encoding rate with different M B s/slice.... 109
Table 6.2: Slice overheads for Foreman with QP=28 for different M Bs/slice..................................110
Table 6.3: (a) Coding Table for a 1 to 3 bit descriptor for in-band signalling (b) Experimentally 
determined RS windows sizes for different slice sizes used in the proposed scheme for
motion data protection...........................................................................................................................118
Table 6.4: Performance evaluation o f the proposed JC-RLI scheme in error prone conditions
(Eb/N0 = 4 dBs) with different slice sizes o f Foreman sequence..........................................   122
Table 6.5: Performance comparison o f the proposed SC-RLI scheme with H.264 standard in terms 
o f (a) Percentage MBs lost (b) video objective quality ...........................................     124
xvi
List o f Tables
Table 6.6: Scenario A: Comparison o f objective video quality for Foreman and Carphone at 96 
kb/sec for various M Bs/slice with and without proposed scheme JC-UEP at different channel
conditions................................................................................................................................................ 128
Table 6.7: Scenario B: Comparison o f the proposed SC-RLI scheme with Ft.264 standard
inclusive o f ROHC overheads (a) Percentage MBs lost (b) video objective quality  129
Table 6.8: Scenario B: Comparison o f objective video quality for Foreman and Carphone at 96 
kb/sec for various MBs/slice with and without proposed scheme JC-UEP at different channel
conditions................................................................................................................................................130
Table B. 1: Coding o f the H-bit for the proposed ZBH module in R L C ............................................. 145
Table C .l Description o f packet types for VOP header com pression.................................................149
Table C.2: Description o f updating packet types for VP header compression..................................152
Glossary o f Terms
Glossary of Terms
3G Third Generation
ACIC Acknowledgement
AIR Adaptive Intra Refresh
ARQ Automatic Repeat Request
CIF Common Interchange Format with resolution o f 352x288
O R Cyclic Intra Refresh
CRC Cyclic Redundancy Check
CRTP Compressed Real-time Transport Protocol
CTCP Compressed TCP
DC Discrete Cosine
DCT Discrete Cosine Transform
DP Data Partitioning
Eb/N0 Ratio o f Energy per Bit (Eb) to the Spectral Noise Density (N0)
FC VOP Forward Coded
FEC Forward Error Correction
FMO Flexible M acro Block Ordering
FO First Order
HC Header Compression
HEC Header Extension Code
IDCT Inverse Discrete Cosine Transform
IDR Instantaneous Decoder Refresh
IETF Internet Engineering Task Force
IP Internet Protocol
IPHC IP Header Compression
IR Initialization Refresh
xviii
Glossary o f Terms
ISO International Standard Organisation
ITU International Telecommunications Union
I-VOP Intra-coded Video Object Plane
JC-RLI Joint header Compression and Robust Length Indicators
JC-UEP Joint header Compression and Unequal Error Protection
LSB Least Significant Bit
M Marker
MAC M edium Access Control
MB Macro-Bloclc
MBM M otion Boundary Marker
MCBPC MB Mode and Coding Block Pattern for Chrominance
MPEG Moving Picture Experts Group
MTB VOP Modulo Time Base
MTU M aximum Transmission Unit
MV M otion Vector
NACIC Non-ACKnowledgement
NAL Network Abstraction Layer
NALU NAL Unit
NC No Context
O-Mode Optimistic Mode
PDCP Packet Data Convergence Protocol
PDU Packet Datagram Unit
PLR Packet Loss Rate
PSNR Pealc-to-peak Signal-to-Noise Ratio
PT Prediction Type
P-VOP Predicted-coded Video Object Plane
QCIF Quarter Common Intermediate Format with a resolution o f 176x144
QP Quantization Parameter
xix
Glossary o f Terms
RFC Request For Comments
RLC Radio Link Control
R-Mode Bidirectional Reliable Mode
RNC Radio Network Controller
ROCCO RObust Checksum-based Com pression
ROHC RObust Header Compression
RS Reed-Solomon
RT Rounding Type
RTP Real-time Transport Protocol
RVLC Reversible Variable Length Code
SAD Summation o f Absolute Difference
SC Start Code
SN Sequence Number
SO Second Order
SVGA Super Video Graphics Array
TCP Transmission Control Protocol
TI VOP Time Increment
TM5 Test Model 5
UDP User Data Protocol
UE User Equipment
UEP Unequal Error Protection
U-Mode Unidirectional Mode
UMTS Universal Mobile Telecommunication Service
VLC Variable Length Code
VOP Video Object Plane
VP Video Packet
WCDMA Wideband Code Division Multiple Access
WLAN Wireless Local Area Network
xx
Glossary o f Terms
WLSB
YUV
ZBH
W indow-based Least Significant Bit
1 component for luminance (Y), 2 components for chrominance (U and V) 
Zero Byte Header
Chapter 1. Introduction
C h a p t e r  1
1 Introduction
1 .1  B a c k g r o u n d
An increasing number o f telecommunications services are creating a greater need for efficient 
video coding and its robust transmission to the end user. Mobile networks such as UMTS 
(Universal Mobile Telecommunication Service) offer much lower data rates with efficient channel 
coding techniques [1-4]. Video coding for telecommunications applications has evolved to the 
efficient coding standards MPEG-4 and H.264. Efforts have been made not only to enhance the 
compression efficiency but to make the transmission o f video packets more robust to transmission 
errors [5;6].
Transmission o f video packets over the Internet and wireless networks is usually carried out using 
IP/UDP/RTP protocols. These protocols reduce the effective transmission rate because o f the 
large overheads. However, the research in the field o f header compression significantly reduces 
the transmission and control protocols overheads. The ROHC (RObust Header Compression) 
standard RFC 3095, developed by IETF (Internet Engineering Task Force) in July 2001, 
compresses the 40 bytes o f IP/UDP/RTP headers down to 1 byte [7;8]. The ROHC standard offers 
efficient header compression in error free and error prone wireless environments. The ROHC 
protocol for header compression is a mandatory component o f the endorsed UMTS standards. 
Header Compression can reduce the size o f IP/UDP/RTP protocols by as much as 95%, 
drastically reducing the bandwidth and infrastructure needed to support voice and video 
applications over mobile networks. Therefore, header compression enables subscribers to enjoy a 
higher level o f quality. Leading market research firms, such as Gartner [9] and the Yankee [10] 
group, anticipate that mobile operators will spend several hundred billion dollars worldwide on 
2.5G and 3G infrastructure in the next few years. For some types o f IP traffic, header compression 
technologies will save as much as 75% o f the required bandwidth and thereby reduce necessary 
investments. By shrinking the size o f Internet packet headers, the header compression software is 
expected to save mobile operators up to US $15B in reduced infrastructure costs [11].
Video coding standards incorporate redundant syntactical information in the video packets for 
efficient transmission over error prone wireless links. Most o f the overheads are introduced into 
the encoding bitstream for error resilience and error robustness. However, in error prone
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environments, larger overheads are more susceptible to transmission errors. Furthermore, the 
video packet overheads reduce the compression efficiency. In this thesis, a detailed analysis o f the 
video packets overheads is carried out. Based upon the overheads analysis, header compression 
schemes are proposed for M PEG-4 and H.264 video packets. The bits saved due to header 
compression are utilised to enhance the error resilience o f video packets over the wireless 
networks.
Due to the scarcity o f  bandwidth in wireless communications, header compression offers 
attractive solution to improve the transmission rates. The proposed header compression schemes 
can be used for video communications in the UMTS or wireless LAN. The large video packet 
headers degrade the video quality rapidly in error prone environment o f wireless air interface. The 
proposed header compression improves the error resilience in error prone conditions. This means 
that the end users enjoy better video quality and the service providers save the deployment and 
operational costs. Savings in bandwidth enable the service providers to increase the number o f 
subscribers by making affordable the usage cost. The other applications areas include video 
broadcasting, satellite communications, video wireless telephony etc.
1 .2  O b j e c t iv e s
The main research objective o f  this thesis is to minimise the overheads in the encoded video 
sequences using a header compression scheme without modifying the video coding standards. For 
this purpose header compressor and decompressor have to be designed and are placed adjacent to 
the video encoder and decoder respectively. In order to design a header compression scheme, 
detailed analysis o f the header fields is carried out with various encoding parameters in different 
transmission conditions. The classifications o f the headers fields are used to develop header 
compression scheme that is robust and efficient,
The compressed video header packets are encapsulated using IP/UDP/RTP protocols and 
transmitted over the error prone wireless network. This means that a packet over the wireless link 
has a compressed IP/UDP/RTP header (ROHC header) followed by the compressed video packet 
header. Since ROHC is used to compress the IP/UDP/RTP protocols, the optimization o f ROHC 
parameters is carried out for transmission o f video packets over the UMTS channel. ROHC 
performance in terms o f error robustness in the absence o f feedback channel (U-mode) depends 
upon ROHC parameters and channel conditions. A burst o f errors may trigger the context damage 
in U-mode which results in unnecessary packet loss. Hence, one o f the objectives o f this research 
is to minimise the effects o f  frequent context damage in ROHC unidirectional mode.
The decompressor at the receiver reconstructs the video packet header. The bits saved due to 
header compression during the transmission are utilised to enhance the error robustness and error
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resilience without increasing the transmission bit rate. Therefore, the objectives are summarised 
into following three points:
® Syntactical analysis o f  the overheads in the video coding standards.
• Design o f video header compression schemes for wireless transmission of:
o  MPEG-4 video packets 
o H.264 video packets
• Optimization o f the ROHC parameters for video wireless transmission over the UMTS 
wireless links.
® Minimization o f false context damage in ROHC U-mode.
• Performance evaluation o f the proposed scheme with the ROHC compressed 
IP/UDP/RTP headers.
•  Improvement in the error resilience and error robustness o f  the decoded video in error 
prone environment by using proposed header compression scheme in conjunction with 
error protecting codes.
1 .3  A c h ie v e m e n t s
The research in this thesis has produced a number o f publications, which are listed in Appendix 
A. The work involved extensive studies o f the video coding techniques, header compression 
standards and 3GPP networks. The work which is believed to be original is listed below:
• Comprehensive syntactical analysis o f the video packet header data for MPEG-4 and 
H.264 has been carried out. Various video sequences have been analysed with different 
encoding parameters. Based upon the analysis, the header fields are classified.
• Analysis and optimisation o f ROHC parameters have been carried out for transmission o f 
video packets over the 3GPP downlink channel.
9  A scheme is proposed to support the ROHC zero byte header functionality in 3GPP with
the help o f LLA (Lower Layer Assistance).
• Improvements made for the ROHC U-mode (Unidirectional-mode) for the minimisation 
o f false context damage in error prone environments.
• Designed and implemented framework for video header compression, with header 
compression efficiency up to 95%. The proposed video header compression scheme has 
been designed for the relatively latest video compression standards MPEG-4 and H.264.
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® Joint header compression and error resilience schemes for H.264 have been proposed. The 
header compression-based error resilience provides an average o f 3 dB gain at a fixed 
transmission rate.
1 .4  T h e s i s  O u t l in e
The first Chapter provides the background o f video transmission over mobile networks. It 
introduces the transmission o f video packets over the error prone wireless links. This pinpoints 
some issues related to redundant overheads in the error resilient video transmission. It provides 
the motives behinds the header compression for video packets. The objectives o f the research are 
highlighted and finally, the achievements made during the research work are listed.
Chapter 2 gives the overview o f the video coding standards MPEG-4 and H.264. The error 
resilience options are discussed in detail. Then the syntactical analysis o f the overheads for the 
video packets is carried out. Header fields are classified according to the changing behaviour from 
one packet to another packet. Different video sequences are analysed w ith various encoding 
parameters combinations. The chapter provides reasons for the header compression which is 
proposed in later chapters.
The existing header compression schemes are discussed in Chapter 3. The RFC 3095, also called 
ROHC standard for IP/UDP/RTP header compression, is explained in the beginning o f the 
chapter. After highlighting the ROHC functionality, the ROHC parameters which affect the 
compression efficiency and robustness are discussed. Optimisation o f these parameters for video 
transmission over the downlink channel o f 3GPP is carried out. The recommended ROHC 
parameters are used in all the experiments in the thesis. ROHC recommendations for zero byte 
header are also discussed in the last parts o f the chapter. Finally, reasons for context damage in U- 
mode are elaborated. A scheme to improve the performance o f the ROHC U-mode is proposed in 
the end o f the chapter.
Chapter 4 describes the MPEG-4 header compression scheme. Based upon the analysis o f  MPEG- 
4 packet overheads in Chapter 2, various compressed header packet formats are designed. Special 
treatment is given to one macroblock per video packet packetization method. Header compressor / 
decompressor are designed to compress / decompress the video packets while keeping the target 
bit rate constant. The efficiency o f  the proposed scheme is calculated and simulations are earned 
out with various encoding parameters and channel conditions.
Chapter 5 proposes the header compression scheme for H.264 packet headers. The redundant data 
in the slice header is compressed before transmission over UMTS wireless channel. The 
decompressor at the receiver reconstructs the slice header in such a way that the reconstructed
4
Chapter 1. Introduction
header is exact replica o f  the uncompressed header. Compressed header video packet formats 
communicate updating information between compressor and decompressor. Timer based refresh 
packets keep the context synchronized.
Header compression based error resilience concept is introduced in Chapter 6. Bits saved due to 
header compression at a fixed transmission rate are utilized to give more protection to important 
data. Two header compression based error resilience schemes for H.264 have been proposed. The 
first scheme called Joint Header Compression and Robust Length Indicators (JC-RLI) inserts the 
length indicators in the slice to minimise the propagation o f errors within the slice. The second 
scheme Joint Header Compression and Unequal Error Protection (JC-UEP) gives more protection 
to motion data during transmission over the wireless link. Simulations and results show 
significant improvements in video objective and subjective qualities.
The last Chapter presents the overall conclusions o f the thesis leading to some suggestions for 
future work. A list o f  publications produced during the research work is included in Appendix A.
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2 Syntactical Header Data in Video Coding 
Headers
2 .1  I n t r o d u c t io n
Video coding is the key to enable the wireless or wired communications o f high quality digital 
video contents. High performance video compression algorithms, like MPEG-4 and H.264, can 
offer high image quality even at extremely high compression rates [12-14]. The efficient 
compression o f video data not only enables many new applications, it also makes these available 
to the end users. This chapter presents an overview o f the video coding standards MPEG-4 and 
H.264. Then the error resilience options adopted by the standard coders are highlighted. Finally, 
an analysis o f overheads added during the process o f encoding is presented.
2 .2  V id e o  C o d in g  F u n c t io n s
The recent standardised video coding standards MPEG-4 and H.264 use block-based video coding 
schemes. Each video frame is divided into a number o f 16 x 16 matrices called the macroblocks 
(MBs), hi MPEG-4 each MB may be divided into four 8 x 8  blocks [15-18]. However, H.264 
facilitates the use o f quad-tree partition o f each MB supporting block size o f as small as 4 x 4 and 
each block may further be divided into four 4 x 4  sub-blocks [19]. The bloclc-based video coding 
techniques use either INTRA or INTER modes. INTRA coding is done without reference to other 
pictures. This means only spatial redundancies o f  a video frame are suppressed. INTER coding is 
more efficient using inter prediction o f each block o f sample values from some previously 
decoded picture selected by the encoder. Figure 2.1 shows the building diagram o f the H.263+ 
encoder, which reflects the basic principle o f  block-based video coding. The following sub­
sections describe the main functions o f a typical block-transform video coder.
2.2.1 Discrete Cosine Transform  (DCT)
The discrete cosine transform is a function that reduces the correlations between the coefficients 
o f  a macroblock. [20]. Generally speaking, compression is not undertaken at this phase, but the
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same information is presented in a form that is more suitable for compression. In effect, the image 
is represented in a range o f frequency components, where higher frequency components denote 
'sharper' edges and changes in the image and lower frequency components denote more gradual 
changes in the image.
To video 
f  multiplexer 
coder
T Transform
Q Quantizer
P Picture memory with motion compensated variable delay
CC Coding control
F Flag for Inter/Intra
qz Quantizer indication
q Quantizing index for transform coefficients
v Motion vector
Figure 2.1: Block diagram of the basic H.263+ video encoder [21].
In block-based video coding, the following DCT formula is applied to each row  and column o f  the 
8 x 8  block:
AM
F (u ) = a(u)  / (v) cos
x = 0
7 C ( 2 x  +1 )u
2N
(2.1)
for u = 0,1,2,....... ,N-1. The value o f o(u) is defined as:
a(u )  = i
V at f a r u  = 0
2- fo r  u + 0
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This converts the pixels in a block to vertical and horizontal spatial frequency coefficients. In 
practice, one dimension transform is used, however, a two-dimensional DCT transform F(u, v) 
may also be applied to the 64 coefficients o f every 8 x 8  block in a video frame. The two- 
dimensional 8 x 8  block-transform is given as:
f (u , v) = i  c (« )c (v )  Y  Yu y ) cos
x=o _y=0
n (  2x + Y)u __ cos
n{2y  + l)v __ (2.2)
where F(u, v) denotes the transfonned coefficient at position (u, v) and f(x, y) is the original pixel 
value at the location (x, y).
C(u) = — for u = 0; 1 otherwise 
v 2
C(v) = for v = 0; 1 otherwise 
V2
DCT is computationally a fast operation and it produces real outputs for real inputs. For u = v = 0, 
Equation 2.1 gives the INTRADC coefficient and the remaining 63 coefficients are called the AC 
coefficients. The inverse DCT transform is given by Equation 2.2.
f ( x >y) = - j C ( u ) C ( v ) Y  Y F (U’V^ C0S
U=0 v=0
n (2 x  +1 )u_ _ _ _ _ cos
K(2y  + l)v 
16
(2.3)
The DCT transform considerably reduces the spatial redundancies o f the block and suppresses the 
correlations o f original pixels. Since the human eye is more sensitive to low order DCT 
coefficients, the block transform video coding algorithm codes the perceptually important DC 
coefficients o f  the block differently than the remaining 63 AC coefficients. The DC coefficients 
are then assigned an 8-bit codeword and the AC coefficients are coded using the run-length codes.
2 .2 .2  Q u a n tiz a t io n
It is a process whereby values from DCT are divided by the quantization factor. The higher the 
factor, the higher the compression rate (and lower the image quality). The quantization factor is 
either selected by the user or by the automatic rate control algorithm that is responsible for 
ensuring that the amount o f data generated by the encoder is within the bounds set by the 
transmission channel or storage device. The general aim is to provide the best image quality that 
is permissible by the transmission channel. The coefficients divided by the quantization factor are 
then rounded, and as a result the higher the quantization factor, the more often the result o f the 
division is zero. This phase in the process causes data rates to drop dramatically because the
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higher frequency components (depending on the quantization factor and the image content) end 
up being rounded to zero [22]. The benefit o f carrying out the quantization in the frequency 
domain, as opposed to in the XY spatial domain, is that discarding the higher frequency 
components compromises the sharp edges and contrast o f the image (more or less depending on 
quantization), which, when done within reason, is not easily perceived by the human eye. In 
H.264, perceptual-based quantization scaling matrices is supported. The encoder can specify, for 
each transform block size and separately for intra and inter prediction, a customized scaling factor 
for use in inverse-quantization scaling by the decoder. This allows tuning o f the quantization 
factor according to a model o f the sensitivity o f the human visual system to different types o f 
error. This means it improves subjective quality, which is really the more important criterion. 
Default values for the quantization scaling matrices are specified in the standard, and the encoder 
can choose to instead use customized values by sending a representation o f those values at the 
sequence or picture level.
2 .2 .3  M o tio n  E s t im a t io n  (M E )
W hereas DCT and quantization compress the spatial aspects o f one frame, motion estimation is 
used to compress temporal redundancy, i.e., in the time domain over two consecutive frames. A 
practical method o f motion estimation is to compensate for movement o f rectangular sections or 
blocks o f the current frame. Both MPEG-4 and H.264 coding standards process each video frame 
in the form o f macroblocks. The motion estimation performs a differential analysis between two 
consecutive frames and determines whether areas o f the image have changed or moved between 
the frames. For this purpose one frame acts as reference, which is a previously encoded frame 
from the sequence and may be before or after the current frame in display order. In many cases an 
area stays exactly as it was in the previous frame and therefore it is sufficient for the encoder to 
inform the decoder to display this area as it was in the previous frame. I f  the area moves in a 
certain direction, the motion estimation algorithm directs the decoder to use the same piece o f 
image as in the previous frame, but to move it a certain amount in a defined direction. In practice 
this will be accomplished by sending motion vectors within the MPEG-4 bitstream as shown in 
Figure 2.1. These vectors will guide the decoder in choosing the appropriate portions o f the 
previously decoded frame to be used in the reconstruction o f the current frame as shown in Figure 
2.2. Therefore, motion estimation vastly increases the compression efficiency. A variety o f basic 
motion estimation and compensation process are available. The reference frame may be a 
previous frame in temporal order, a future frame or a combination o f predictions from two or 
more previously encoded frames. If  there is a significant difference between the current and the 
reference frame, the encoder may select the Intra mode.
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The motion estimation is a very computationally intensive function [23]. In the MPEG-4 standard, 
each 1 6 x 1 6  or 8 x 8  pixel block is matched for all positions within a search area o f previously 
reconstructed frame. Typically, the search area is + /-1 6  pixels. However, the search accuracy can 
be as accurate as l/8 th  o f a pixel for H.264 (MPEG-4 AVC). The displacement vector between 
the current MB and its best match 1 6 x 1 6  matrix in the previous reconstructed frame is called the 
motion vector and is represented by a vertical and horizontal component. Both the horizontal and 
vertical components are sent to the decoder for correct reconstruction. The motion vectors are 
coded differentially using a motion vector predictor. The difference between the actual motion 
vector and that o f the predictor is encoded. At the decoder, the motion vector is recovered with the 
help o f already know predictor and the received motion vector difference as shown in Figure 2.2.
Figure 2.2: MPEG-4 decoding scheme
2 .2 .4  Z ig z a g , R u n - le n g th  a n d  E n tr o p y  C o d in g
The combination o f motion estimation, cosine transform and quantization alone can dramatically 
reduce the bit rate needed for digital video. However, a few more steps are required before full 
compressed video stream is at hand. Video compression works in a block level, i.e., 8 x 8  pixel 
blocks (or matrices), which are compressed at the same time. The output coming from the 
quantization function is further processed by a zigzag coder. This coder forms a 64 (8 x 8 pixel) 
element long vector out o f  the 8 x 8 matrix so that the low frequency components will be placed at 
the beginning o f the vector. Next the 64 element long vector is analysed by the Run-Length 
encoder module. The name describes the function o f the module quite well; the run-length 
encoder calculates the number o f  consecutive zeros in the vector and forms run-length Code 
(RLC) words based on the calculation. After the quantization there is a high probability o f a 
significant amount o f zeros in the 8 x 8 matrix (likely to be in the high frequency components) 
and there is no need to transmit or store such information. So, one RLC word represents the 
number o f zeros between the consecutive non-zero elements in the vector. Also, the value o f the
10
Chapter 2. Syntactical Header Data in Video Coding Headers
last non-zero element after the zeros is represented in one RLC word as well as the information as 
to whether this value was the very last component in the vector. Thus, each RLC word consists o f 
three components. The RLC words are then Huffman coded using Variable Length Codes (VLC). 
Basically this means that certain RLC words are given a specific bit pattern. The most common 
RLC words are given the shortest VLC bit pattern. The VLC patterns are specified in the MPEG-4 
standard and were generated based on the vast amount o f  video test material.
The coding concepts o f new video coding standard, H.264, are similar to already established 
standards H.263 and MPEG-4. However, H.264 encoder includes numerous advances such as 4 x 
4 block integer transform, 9 Intra prediction modes, in-loop deblocking filter, 5 reference frames, 
and new entropy codes. The integer transforms for coding o f the prediction error allow accurate 
specification with the help o f nonlinear quantization operating over a smaller block size o f 4 x 4. 
hi order to obtain the prediction more precisely than previous standards, 7 modes for flexible 
block motion estimation and compensation have been defined with a motion vector accuracy o f 
V a .  W ithin a video picture, macrobloclcs can be divided into two or four sub-blocks as shown in 
Figure 2.3. For intra prediction, 9 directional prediction modes are used for 4 x 4 blocks and 4 
infra frame plane (horizontal and vertical) prediction modes are used for 16 x 16 block sizes. To 
further improve the subjective quality, H.264 defines an adaptive in-loop deblocking filter [24]. 
The filter reduces visible block artefacts, especially at low bit rates while retaining the sharpness 
o f the edges in the picture.
16 x 16 16 x 8 8 x 16 8 x8
First Level 
16 x 16 
MB Types
Second Level 
8 x 8  
MB Types
0
0
1
8 x 8 8 x 4
0
0
1
0 1
4 x 8
0 1
0 1
2 3
4 x 4
0 1
2 3
Figure 2.3: Flexible division of macroblocks for motion compensation
Compared to the previous standards, H.264 supports two alternatives for entropy coding called 
context-adaptive variable-length coding (CAVLC) and context-adaptive binary arithmetic coding
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(CAB AC) [25;26]. CAVLC is less complex than CAB AC and it uses the VLC tables that are 
switched depending on the values o f previous syntax elements for coding o f quantized transform 
coefficients. The CAB AC further improves the efficiency by adjusting its probability estimates to 
adapt non-stationary statistical behaviour. Both new coding methods use context-conditional 
probability estimates and hence their efficiencies are better than the previous schemes using single 
VLC table. Finally, in contrary to MPEG-4, which only allows using the frame before the actual 
frame as reference, H.264 offers choosing from multiple frames for inter motion search. This 
means the prediction can be carried out w ith reference to the previous frame (like in MPEG-4) or 
even to a frame before that. Because o f multiple frame reference (e.g. a P-frame can refer to a 
frame before the latest I-frame), a new frame type called IDR-Frames (Instantaneous Decoder 
Refresh) has been introduced. The difference between IDR pictures and regular intra-pictures is 
that the later do not provide the reference access to succeeding pictures before the intra pictures. 
IDR exploits the long term dependencies in the coding pictures but reduce the coding process.
2 .3  E r r o r  R e s i l i e n c e  T o o ls
The compressed video streams may get corrupted during transmission over error prone channels, 
such as wireless links. The coded video data is highly sensitive to information loss and a single bit 
error may drastically degrade the video quality [27-29]. One reason for this degradation is the loss 
o f motion vector information which affects not only the current MB but all the subsequent MBs 
whose prediction depends upon that o f the current MB. Similarly, the variable length coding may 
propagate the errors due to the loss o f synchronization o f decoder. Therefore, the standard coders 
employ a number o f error resilience tools to mitigate the effects o f errors inflicted during 
transmission. The following subsections discuss the tools included by the MPEG-4 and H.264 
standards.
2 .3 .1  M P E G -4  E r r o r  R e s i l ie n c e
MPEG-4 has adopted error resilience tools that provide basic error robustness. The following 
tools are specified for the simple profile.
•  Packet resynchronization
• Data partitioning
• Reversible VLC
These tools facilitate resynchronization, error localization, data recovery, and error concealment. 
However the MPEG-4 standard does not specify which actions the decoder should take, when an
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error is detected, although some strategies are suggested in Annex E o f the MPEG-4 standard 
[30],
2 .3 .1 .1  P a c k e t  R e s y n c h r o n iz a t io n
Packet resynchronization attempts to re-establish synchronization between the decoder and the 
bitstream after an error has been detected. This is achieved by inserting resynchronization markers 
in the bitstream as shown in Figure 2.4 (a). A resynchronization marker is a unique code that 
cannot be emulated by the encoder. When an error is detected, the decoder finds the next 
synchronization marker. The synchronization words are inserted in the bitstream at regular 
intervals defined by the user in the encoding parameter file. MPEG-4 has adopted a packet-based 
resynchronization solution [31]. Each video packet consists o f an integer number o f consecutive 
coded MBs preceded by a video packet header as shown in Figure 2.4 (b). Video packets enable 
the decoder to localize errors to within a few MBs. In addition to inserting resynchronization 
markers all dependencies between consecutive video packets are eliminated. This ensures that a 
corrupt video packet does not hinder the other video packets from being decoded. Prediction tools 
such as AC/DC prediction and motion vector prediction are limited by video packet boundaries. 
This limits error propagation.
Resynchronization marker
V
Video data
■
■  Video data
1
Video data |  Video data
(a)
Video data of n macroblocks
(b)
Figure 2.4: Video packet resynchronization error resilience tool (a) insertion of resynchronization 
code word into video bitstream (b) generation of a video packet
2 .3 .1 .2  D a t a  p a r t i t i o n in g
Data partitioning has been adopted to enable better resynchronization and error localization. Data 
partitioning separates the MB data into high-priority and low-priority components as shown in 
Figure 2.5. For infra-coded MBs the DC coefficients are separated from the AC coefficients and a 
DC marker (DCM) is inserted between the two parts. For inter-coded MBs the motion data is
I Video packet header
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separated from the texture data and a M otion Marker (MM) is inserted between the two parts. 
UEP (Unequal Error Protection) schemes may be used with data partitioning to improve the 
decoded video quality in error prone environments [32;33].
Resynchronization Motion/DC
/ marker , marker
Video packet header + Motion data ^ Texture Data
Figure 2.5: Data partitioning in MPEG-4
2 .3 .1 .3  R e v e r s i b le  V L C
Using reversible VLC (RVLC) to encode the DCT coefficients enables the decoder to better 
isolate errors. RVLCs are special VLCs that can be uniquely decoded in the forward and reverse 
direction. W hen an error is detected the next resynchronization marker is found, and from there 
the bitstream is decoded, in the backward direction, until a new error is detected. Based on the 
location o f the two errors, the decoder can recover some of the data between the two 
synchronization points. The MPEG-4 standard includes an efficient and robust RVLC table for 
encoding DCT coefficients. However these codes are only used in conjunction with data 
partitioning.
2 .3 .2  H .2 6 4  E r r o r  R e s i l ie n c e  T o o ls
H.264 defines three profiles: Baseline, Main, and Extended. The baseline profile is the simplest 
profile; it targets mobile applications with limited processing resources. The baseline profile 
supports three error resilience tools, namely Flexible Macroblock Ordering (FMO), arbitrary slice 
order and Redundant Slices (RS). The use o f parameter sets and formation o f slices are also 
considered as error resilience tools [34]. The main profile is intended for digital television 
broadcasting and next-generation DVD applications, and does not stress on error resilience 
techniques. However, the extended profile targets streaming video, and includes features to 
improve error resilience by using data partitioning and to facilitate switching between different 
bitstreams by using SP/SI slices. The extended profile also supports all the error resilience tools o f 
baseline profile.
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2 .3 .2 .1  S l ic e s
Similar to MPEG-4 video packets, H.264 supports picture segmentation in the form o f slices. A 
slice consists o f an integer number o f MBs o f one picture ranging from a single MB per slice to 
all macrobloclcs o f a picture per slice. The segmentation o f picture into slices facilitates the 
adaptation o f the coded slice size to different M TU (Maximum Transmission Unit) sizes and 
helps to implement schemes such as interleaved packetization [35]. Each slice carries all the 
necessary information as slice header to decode all the macroblocks in the slice.
2 .3 .2 .2  P a r a m e t e r  S e t s
Parameter set is a mandatory encoding tool, whose intelligent use greatly enhances error 
resilience. A parameter set consists o f all information related to all the slices o f a picture. A 
number o f predefined parameter sets are available at encoder and decoder. The encoder chooses a 
suitable parameter set by referencing the storage location and the same reference number is 
included in the slice header o f each coded slice to inform the decoder. In this way, in error prone 
environment, it is ensured that the most important parameter information is arrived with minimum 
errors. [34].
2 .3 .2 .3  F le x ib le  M a c r o b lo c k  O r d e r in g
Flexible macroblock ordering is a powerful error resilience tool, which allows MBs to be assigned 
to slices in an order other than the scan order [36;37]. A Macro-Block Allocation map (MBAmap) 
is used to statically assign each MB to a slice group. All macrobloclcs within a slice group are 
coded using the normal scan order. A maximum o f eight slice groups can be used. FMO consists 
o f seven different types, named type 0 to type 6. Except type 6, all other contain a certain pattern 
as shown in Figure 2.6. Slice type 0 divides the frame into a number o f different sizes o f slice 
groups. As the number o f slice groups is increased, the number o f macrobloclcs surrounding each 
macroblock increases. For example, slice type 1 spreads the macrobloclc into more than one slice 
groups in such a way that each macroblock is surrounded by macrobloclcs from different slice 
groups. Slice type 2 is used to highlight the regions o f interest inside the frame. Slice types 3 to 5 
allow formation o f dynamic slice groups in a cyclic order. If  a slice group is lost during 
transmission, reconstruction o f the missing blocks is easier with the help o f the information o f the 
surrounding macrobloclcs. However, FMO reduces the coding efficiency and has high overheads 
associated in form o f MBAmap which has to be transmitted.
2 .3 .2 .4  R e d u n d a n t  S l i c e s  ( R S s )
Redundant slices have been introduced to support highly error-prone wireless environments [38]. 
One or more redundant copies o f  the macrobloclcs, in addition to the coded macroblocks, are
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included into the same bitstream. The redundant representation can be coded using different 
coding parameters. The primary representation is coded with high quality and the RS 
representations can be coded with a low quality utilizing fewer bits. I f  no error occurs during 
transmission, the decoder reconstructs only the primary slice, and discards all redundant slices. 
However, if  the primary slice is lost during transmission, the decoder uses the information from 
the redundant slices, if  they are available.
2 .3 .2 .S  H .2 6 4  D a t a  P a r t i t i o n in g
Data partitioning separates the coded slice data into more than one partition, but in contrast to 
MPEG-4, separate bit strings are created without the need o f boundary markers. Each partition 
has its own header and is transmitted independently according to the assigned priority. H.264 
supports 3 different types o f partitions:
1. Type A partition: The most important information in a video slice including header data 
and motion vectors constitutes type A partition. W ithout this information, symbols o f 
other partitions cannot be decoded.
2. Type B partition: It compromises INTRA coefficients o f a slice. It carries less importance 
than type A partition.
3. Type C partition: Only INTER coefficients and related data are included in type C 
partition. This is the least important and the biggest partition.
Type A partition can be protected more than the other two types. However, if  the INTER or the 
INTRA partitioning are not available, the decoder can still use the header and motion information 
to improve the efficiency o f error concealment [39;40].
2 .4  S y n t a c t i c a l  o v e r h e a d s  a n a ly s i s
Compressed video bitstreams are generally arranged in a hierarchical structure. In most error 
resilience modes, each compressed frame is split into a number o f parts. Each part contains a 
certain section o f the compressed frame, and may be called a slice, or in MPEG-4 terminology, a 
video packet. Each video packet (or slice) is deliberately constructed so that it may be decoded 
independently o f other packets within the frame. This construction method enhances error 
resilience, limiting the amount o f data that must be discarded in response to transmission 
problems (e.g. wireless channel bit errors, packet losses). However, it also requires the addition o f 
a certain amount o f header and overhead information, leading to excess redundancy. The wide 
range o f options and modes supported by modem video codecs, means that the overhead 
requirements can be significant in certain cases.
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Figure 2.6: Different types of FMO in H.264 (a) Type 0 (b) Type 1 (c) Type 2 (d) Type 3 (e) Type 4 (f)
Type 5
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Large overheads are more susceptible to transmission errors, and an error in the header causes the 
loss o f whole packet. To make the bitstream as robust to bit errors as possible, the video packets 
should be as small as possible because effects o f  loss o f bigger packets are worse than the loss o f 
smaller packets. But, using small video packets means that more video packets are used in a 
frame, and therefore more fixed length overhead would be generated. Thus, small video packets 
increase the amount o f  redundancy present in the encoded video bitstream. This section o f the 
chapter analyses the redundancy present in the MPEG-4 and H.264 video codecs.
2 .4 .1  M P E G -4  H e a d e r  A n a ly s is
There are two types o f overheads in the MPEG-4 video packets. One is the video packet header 
itself, and the other is the payload overhead in the case of data partitioned video packets. 
Moreover, the first packet o f each frame contains a VOP header instead o f a VP header.
2 .4 .1 .1  M P E G - 4  V id e o  P a c k e t s
An MPEG-4 encoder generates a hierarchical data stream. A Video Object Plane (VOP) or video 
frame consists o f  a VOP header and several Video Packets (VP). Each video packet contains a 
video packet header and one or more encoded macrobloclcs data. The video packet headers 
include a synchronization marker [41]. When an error is detected, the video decoder stops 
decoding and searches for the next resynchronization marker. MPEG-4 incorporates the data 
partitioning mode, which partitions the data in a VP into a motion part and a texture part separated 
by a M otion Boundary M arker (MBM). The most important data, which includes header and 
motion information, is placed in the first part o f partition and less important texture data is placed 
in second partition. The motion part is more important for video decoding than the texture part, 
since motion compensation can conceal the errors without too much degradation o f the 
reconstructed picture even without the texture data [42;43].
The overheads o f an error resilient encoded MPEG-4 bitstream are Header Extension Code 
(HEC), synchronization marker, video packet header, and motion boundary markers [44;45]. The 
meanings o f VOP and VP overheads are listed in Appendix E. There are approximately 74 bits o f 
VOP overheads and 55 bits o f VP header in each video packet. The percentage o f overheads in a 
video packet depends upon the length o f the packet as shown in Table 2.1. The test is conducted 
for Foreman sequence at 64 kbits/sec encoding rate with and without data partitioning. The first 
frame is encoded as INTRA and all subsequent frames are encoded as P-frames. A total o f 250 
frames at 10 frames/sec are encoded using MP4 type rate control. The overheads include all the 
VP headers, VOP headers and motion boundary marker bits. For smaller packet sizes the 
overheads can be as large as 45% o f the total packet size. As the packet size is increased, the 
overheads reduce. For average packet size o f 700 bits, the overheads reduce down to 7%. The
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overheads without data partitioning are approximately 30% less than the case when data 
partitioning is enabled for the same packet size. This is because data partitioning inserts 17 bits of 
motion marker or 19 bits o f DC marker in each video packet. Similar results have been obtained 
for other video sequence with different encoding rates.
2 .4 .1 .2  M P E G - 4  H e a d e r  C la s s i f i c a t io n
The overheads o f a typical video packet are shown in Figure 2.7. The changing behaviour o f each 
field in video packet carrying VP header or VOP header is analysed for different sequences. 
Various combinations o f parameters are tested for the Microsoft MPEG-4 encoding software. 
Different error resilience conditions with varying packet sizes and encoding rates are considered 
to get a comprehensive conclusion. MPEG-4 VP and VOP headers are broadly grouped into two 
major categories; static and dynamic as shown in Table 2.2 and Table 2.3. Static fields do not 
change their value throughout the life time o f the session. On the other hand, dynamic fields have 
randomly changing values and are not predictable. However, the fields which change values 
according to a specific pattern can be inferred from other fields and are called ‘inferred’ fields. 
Some static fields have fixed known values and these fields are called ‘static-known’ fields.
Video Frame
VOP header
SC M DC Data AC Data VP1 VP2 VPn
VP„
Acronym Glossary
SC Synchronisation Code
PT VOP Prediction Type 
MTB VOP Modulo Time Base 
M Marker
TI VOP Time Increment
C VOP Coded
RT VOP Rounding Type
IDT Intra DC Threshold
QP Quantisation Parameter 
FC VOP Forward Coded
MBM Motion Boundary Marker^
Resync
Marker MB QP HEC
Motion
Data
Motion Texture
Marker Data
VP header
Video Packet
Figure 2.7: Structure of MPEG-4 video packets.
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In order to classify the overheads in the VP and VOP packets o f MPEG-4 bitstream, the changing 
behaviour o f each o f the overhead field is analysed with various encoding scenarios. The 
parameters which affect the overheads include error resilience options, rate control type, MB 
skipping, control rate, quantization precision, and prediction type. Various combinations o f the 
encoding parameters are tested to classify the overheads for three video sequences Carphone, 
Foreman, and Suzie. The results from the analysis are summarised in Table 2.2 and Table 2.3 for 
VP overheads and VOP overheads, respectively. As can be seen from these Tables, highly 
dynamic fields are VOP time information, MB number, QP value, and motion boundary marker 
location information.
The changing behaviour o f VOP Modulo Time Base and VOP Time Increment fields in VOP 
header is incremental in nature as illustrated in Figure 2.8. In the analysis o f  overheads, TM5 and 
MP4 type rate controls have used as examples to categorise two levels o f rate control namely, 
video packet level rate control and frame level rate control, respectively. The MP4 type rate 
controller may drop frames to regulate the target bit rate [46]. This results in jum ps o f time 
increment value. For TM5 type rate control, the time increment field progresses smoothly [47]. 
Similarly, the modulo time base field follows a fixed pattern most o f the time.
For MP4 type rate control, QP remains static for all the video packets in a frame as shown in 
Figure 2.9 (a). However, its value changes dynamically from one frame to another frame. In the 
case o f TM5 type rate control, the QP may vary with each video packet, and the QP changing 
pattern cannot be predicted as shown in Figure 2.9 (b). The value o f QP depends upon the motion 
information in the particular area o f the current frame. The absolute difference between the QP 
values o f consecutive video packets is shown in Figure 2.9. For MP4 rate control, the delta-QP 
value remains less than 2 for most o f the packets, as shown by straight line in Figure 2.9 (a). 
Similarly for TM5 rate control the majority o f delta QP value is less than 7.
Table 2.1: Variations of overheads with video packet sizes for Foreman sequence at 64 kbits/sec
Average VP size 
(bits)
Overheads (%)
Data Partitioning ‘Enabled’ Data Partitioning ‘Disabled’
100 45.04 33.24
200 27.75 18.46
300 17.49 11.72
700 7.28 4.99
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Table 2.2: Classification of video packet header fields
Field Size (bits) Class
Resynchronization marker 17-23 Static-known
Header Extension Code 1 Static-known
M acroblock number 1-14 Inferred
Quantisation scale 5 Dynamic
Motion Boundary Marker 17-19 Static-known but location is dynamic
Table 2.3: Classification of video frame header fields
Field Size (bits) Class
VOP start code 32 Static-known
VOP coding type 2 Static
Modulo time base Variable Dynamic
M arker 1 Static-known
VOP time increment Variable Inferred
VOP coded 1 Dynamic
VOP rounding type 1 Dynamic but usually establishes pattern
Intra DC Switch Threshold 3 Static-known
VOP quantization 3-9 Dynamic
VOP fcoded Forward/ 
backward
3
Dynamic
If  data partitioning is disabled, the video packet does not has MBM. In case o f data partitioning 
enabled, M BM is inserted at the end o f the combined motion data o f  all the macrobloclcs in a 
packet. The location o f MBM in a packet is highly dynamic and depends upon the motion part o f 
the packet. The length o f the motion partition depends upon size o f video packet, encoding rate 
and motion o f objects in the scene. Figure 2.10 shows an example o f analysis o f  the length o f 
motion data for Suzie sequence with VP size o f approximately 100 bits. The encoding rate is 60 
kbits/sec with MP4 rate control. The high probability distribution values for some MBM locations
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in the video packet suggest that variable length coding can be used to communicate the length of 
motion data. Similar results have been obtained for other sequences with different encoding 
parameters.
The MB number in the video packet is another dynamic field. Each video packet header indicates 
the first MB number in the packet. The number o f macroblocks in a video packet depends upon 
the value o f encoder parameter ‘video packet length’, and the contents o f the scene. A video 
packet may contain several small size MBs due to a number o f skipped macroblocks, as an 
example. Therefore, the MB number is not predictable if  more than one MBs constitute a video 
packet. However, if  each video packet contains only one MB, the MB number is incremental in 
nature.
F ram e N um ber
Figure 2.8: Behaviour of time fields in VOP. Carphone 60kb/sec, VP = 650 bits, MP4 rate control. 
Similar results obtained for other video sequences Foreman and Suzie.
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Figure 2.9: Analysis of QP parameter for Carphone sequence at 60kb/sec, VP = 650 bits, (a) MP4 rate
control (b) TM5 rate control
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L ocation  o f  M B M  in video packet (bits)
Figure 2.10: Ail example of analysis of motion boundary marker location in the video packet for the 
Suzie sequence at 60 kbits/sec with VP size of approximately 100 bits.
M a c ro  B lo c k  N u m b e r
Figure 2.11: Slapping macroblock analysis example for Carphone sequence with 1MB/VP at 90 
kbits/sec. The sample shows the data for 10th frame to 15th frame of encoded sequence.
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2 .4 .2  H .2 6 4  H e a d e r  A n a ly s is
H.264 includes a Video Coding Layer (VCL) and a Network Abstraction Layer (NAL). The VCL 
implements the main compression and generates the slices by combining macrobloclcs 
independent o f the network [13]. The error resilience tools for transmission in error prone 
environments are also provided by the VCL layer. The bit strings generated by the VCL are 
encapsulated into NAL units (NALUs) in the network adaptation layer for adaptation to various 
networks. The earlier video compression standards always used the concept o f  a bitstream mostly 
for the circuit switched networks. Fixed pattern syntax elements are separated by start codes to 
allow re-synchronization to the bitstream in case o f corruption. In order to support such a framing 
scheme, H.264 employs an optional Annex B file format. However, the RTP packetization uses 
the native NAL interface that is based on NAL units (NALUs).
Figure 2.12: Semantics of a NALU header.
A  NALU is a variable length byte string that contains data o f a certain class. For example, 
NALUs carrying data partitions type A, B, C, or a sequence or picture parameter set. The NALU 
header is 1-byte in length and consists o f three fixed-length fields as shown in Figure 2.12. The 
definitions o f NALU header semantics are listed in Appendix E.2. I f  data partitioning is disabled 
(baseline profile), the NALU type is T  with most o f the video packets. Similarly, ‘NAL 
reference idc’ field remains static with most o f the packets for baseline profile. The forbidden bit, 
finally, is specified to be zero in H.264 encoding.
Similar to MPEG-4, a coded H.264 video sequence consists o f a sequence o f coded pictures. Each 
picture or frame is divided into fixed number o f macrobloclcs (MBs). Slices are formed by 
combining a sequence o f macrobloclcs. A picture can have one or more slices. The number o f 
macrobloclcs in the slice is flexible and no limit is imposed on the number o f MBs per slice,
H.264 supports two modes o f encoding, namely Annex B and RTP. In this thesis, H.264 with RTP 
support is considered. The RTP overheads are discussed in Chapter 3. A typical slice header for
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baseline profile is shown Figure 2.13. A slice header carries all necessary information so that MBs 
in the slice can be correctly decoded without use o f data from the other slice. The next subsection 
classifies the slice header fields.
Figure 2.13: H.264 slice header format for baseline profile.
Slice Number
Figure 2.14: Analysis of MB number field in slice header with 20 MB/slice for baseline profile without
FMO
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Slice Number
Figure 2.15: Example of some static and incremental fields in the slice header of H.264 basic profile
for Carphone with 20 MB/slice.
Table 2.4: Classifications of headers used by baseline H.264 encoder
Field Size (bits) Classification
First MB in slice Variable Dynamic incremental; known
Slice type 5 (P), 7(IDR) Dynamic known
Picture parameter set ID ~1 Rarely change
Frame num 7 Dynamic incremental; known
Picture order count lsb 10 Dynamic incremental; known
Num re f idx active override flag 1 Static
No output o f prior pictures flag 1 Static
Long term reference flag 1 Static
Slice QP delta variable Dynamic
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Figure 2.16: Dynamic behaviour of QP and bits used to encode QP value for ‘Foreman’ sequence at
90 kbits/sec.
2 .4 .2 .1  H .2 6 4  H e a d e r  C l a s s i f i c a t io n
The slice header starts with ‘first MB in slice’ field. The macroblock number is incremental in 
nature, if  FMO (Flexible Macro Block Ordering) is not used, as shown in Figure 2.14. The 
increment step is equal to the number o f MBs in each slice and its value is set in the encoder 
parameter file. The slice type is a dynamic field, but its pattern is already defined in the encoder 
parameter file. The picture parameter set ID changes only if  the encoder refers to another set of 
parameter ID, otherwise its value remains constant. The frame number and picture order count 
least significant bit fields follow an incremental pattern as shown in Figure 2.15. Some flag bits in 
the slice header remain static with most o f the video packets. Table 2.4 gives the summary o f slice 
headers classifications for baseline profile. The QP field is highly dynamic and it uses variable 
length o f bits to encode the delta QP value as shown in Figure 2.16. This means the size and value 
o f delta QP field is highly dynamic and cannot be predicted.
2 .5  C o n c lu s io n
This chapter presented a brief overview o f the video coding techniques. The error resilience tools 
included in the MPEG-4 and H.264 are discussed. There are approximately 31 to 55 bits of 
overheads in each video packet o f  MPEG-4 encoded stream. The overheads o f H.264 bitstream
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include 1 byte o f NALU header and a variable length o f slice header. The percentage o f overheads 
in the encoded bitstream depends upon the error resilience options and the size o f video packet or 
slice. For one macrobloclc per video packet, the overhead may contribute 45% o f the video data 
for MPEG-4 bitstream. The syntactical analysis o f the MPEG-4 and H.264 overheads revealed the 
presence o f a number o f  overheads that remain static between the video packet headers. Most o f 
the fields in the header follow a known pattern or are incremental in nature such as macroblock 
number. A compressor at the encoder may be designed to compress the header fields. As 
discussed in the following chapters, a decompressor at the decoder predicts the header using the 
already stored information o f the known pattern, and reconstructs exactly the original header 
before the decoder. Therefore, the redundancy present between the fields o f video packets may be 
exploited to design header compression schemes, which are proposed in Chapters 4 and 5.
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3 Header Compression Schemes
3 .1  I n t r o d u c t io n
Multimedia video communication is increasing over packet switched wireless networks. Video 
data is generated and coded as a series o f video packets or slices, which are then carried using 
RTP (Real Time protocol), UDP (User Datagram Protocol), and IP (Internet Protocol) packets 
[48-50]. One problem with this method o f communication is that these transmission and control 
protocols have up to 40 bytes o f overheads in the case o f IPv4 and up to 60 bytes for IPv6. 
Several schemes have been proposed to compress the transport and network layer protocol 
headers since 90’s. Van Jackobson’s CTCP (Compressed TCP) [51] technique was the first IP 
header compression scheme. CTCP compresses IP and TCP (Transmission Control Protocol) 
header to 4 octets using delta coding. The disadvantage o f this scheme is its vulnerability to 
channel errors. Loss o f a single delta coded header means that the error propagates to subsequent 
error free packets. The CTCP compressor sends all TCP re-transm issions uncompressed in order 
to recover from these errors. This repair mechanism does not require any explicit signalling 
between compressor and decompressor. In 1999, EPHC (EP Header Compression) [52] provided 
extension to CTCP by supporting compression for UDP. However, it does not support RTP, 
making it unsuitable for multimedia transmission. IPHC does not use delta encoding, when 
compressing non-TCP headers, and is robust but less efficient. In the same year, 1999, RFC 2508 
known as CRTP (Compressed Real-time Transport Protocol) [53] presented a solution for 
compression o f RTP, UDP and IPv4 headers together. CRTP cannot use a feedback repair 
mechanism, because UDP/RTP are unidirectional protocols without retransmissions. Instead it 
uses explicit signalling messages from decompressor to compressor to indicate loss of 
synchronization. Therefore, it does not perform well for error prone links and long round trip 
delay networks [54].
A refinement to CRTP is ROCCO (RObust Checksum-based Compression) [55] which was 
presented in 2000. ROCCO facilitates local recovery from synchronization [56]. Another 
mechanism, known as TWICE [57], is used with CRTP decompressors to avoid losing packets
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due to the context being out o f  synchronization. Although TWICE improves CRTP performance 
significantly, it doubles CRTP compressed header size. Furthermore, it becomes mandatory to use 
the UDP Checksum. Finally, RObust Header Compression (ROHC) was introduced in 2001 as an 
IETF (Internet Engineering Task Force) standard, RFC 3095 [58], incorporating elements from 
ROCCO and ACE (Adaptive Header Compression) [59]. ROHC profile 1 compresses 
IP/UDP/RTP efficiently in wireless error prone environment and is an integral part o f the 3GPP- 
UMTS specification for compression o f IP/UDP/RTP headers for multimedia services in wireless 
communications [60]. An extension o f the ROHC profile recommends procedures for header-less 
packet transmission over wireless links [61-63].
The chapter starts with an introduction to ROHC, leading to a discussion o f zero byte header 
compression. Then the simulations and optimization issues o f  ROHC parameters for video 
transmission over 3 GPP networks are discussed. Finally, a local repair mechanism to minimise 
the occurrence o f context damage for smaller values o f ROHC parameter ‘k ’ is proposed. After 
the simulations and the discussions, the conclusions are given in the end o f the chapter.
3 .2  R O H C  R F C  3 0 9 5
The IETF standard for Robust Header Compression (RFC 3095) is a framework in which multiple 
compression profiles can be added. Currently, it has six profiles.
•  Profile 0 is without compression.
• Profile 1 provides the generic IP/UDP/RTP header compression [58].
•  Profile 2 is a variant o f profile 1 where the compression is only applied for the IP/UDP
headers.
• Profile 3 compresses the IP/ESP (IP Encapsulating Security Payload) header [64].
•  Profile 4 compresses only the IP header [65],
• Profile 5 is built as an extension to the ROHC RTP profile 1 [62].
Research on new ROHC profiles is a continuing process [66-69]. In this thesis, ROHC profile 1 
and profile 5 are discussed. The ROHC profile 1, achieves compression typically down to 1 to 3 
bytes. The profile 5 gives recommendations for zero byte header compression. It is designed to 
work well over links with high bit error rates and long round trip times such as cellular links [VO- 
73].
ROHC works on the principle o f removing redundancy between header fields within the same 
packet header and/or between consecutive packets o f a packet stream. The header packets are 
classified as static, dynamic and inferred. Static headers are transmitted only once in the start o f
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the communication and their values are stored in the memory called the context memory at the 
compressor and decompressor. Once the static information is sent successfully, the compressor 
sends only the dynamic fields, called the compressed header. The decompressor reconstructs the 
full header from the received compressed header with the help o f context memoiy. Header 
compression is successful as long as long compressor and decompressor remains synchronised.
ROHC is located in the standard protocol stack between the IP-based network layer and the link 
layer as shown in Figure 3.1 (a). The header compression works only between the two wireless 
nodes, whereas for the rest o f  the Internet this operation remains transparent. In the simplest 
configuration, the wireless transmitter contains the compressor and the decompressor is located in 
the wireless receiver as shown in Figure 3.1 (b). ROHC controls the interaction between these two 
nodes in order to achieve a significant bandwidth saving with an acceptable quality o f service. In 
order to keep the decompressor synchronized in error prone environments, the compressor 
transmits uncompressed headers more frequently. ROHC thus sacrifices compression efficiency 
for error correction capability and therefore does not always work at the peak o f its compression 
abilities. Different levels o f compression, called states, are used within ROHC. The rest o f this 
section gives a basic overview o f how ROHC achieves robust header compression.
3 .2 .1  C la s s if ic a t io n  o f  H e a d e r  F ie ld s
The IP/UDP/RTP header fields have been classified into broad categories in Anex A o f RFC 3095 
[58], M ost o f these header fields are easily compressible, since they never or seldom change. Only 
few fields; IPv4 Identification, UDP Checksum, RTP Marker, RTP Sequence Number, and RTP 
Timestamp, need more sophisticated mechanisms. It is further concluded that the values o f the TS 
(Time Strand) and IP-ID fields can usually be predicted from the RTP Sequence Number, which 
increments by one for each packet emitted by an RTP source. The M -bit is also usually the same, 
but needs to be communicated explicitly occasionally. The UDP Checksum should not be 
predicted and is sent uncompressed when enabled. Therefore, ROHC RTP compression first 
establishes functions from sequence number to the other fields, and then reliably communicates 
the sequence number only instead o f sending all the header fields. W henever a function from 
sequence number to another field changes, i.e., the existing function gives a result which is 
different from the field in the header to be compressed, additional information is sent to update 
the parameters o f that function for the decompressor.
32
Chapter 3. Header Compression Schemes
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ROHC
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Header
Compressor/
Decompressor
(b)
Figure 3.1: (a) Transmission of compressed packets between ROHC compressor and 
decompressor.(b) Location of ROHC in UMTS transmission chain.
3.2.2 R O H C  S ta te s
The ROHC establishes state information at both compressor and decompressor. Different parts o f 
the state are established at different times and with different frequencies [74]. The ROHC 
compressor and decompressor can each be regarded as a state machine with three states. 
Compressor and decompressor start at the lowest state which is defined as ‘no context 
established’. In this state, compressor and decompressor have no agreement on compressing or
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decompressing a certain stream. Thus, the compressor needs to send a ROHC packet containing 
all the stream and packet information (static and dynamic) to establish the context. This packet is 
the largest ROHC header that the compressor sends. In the second state, the static part o f the 
context is regarded as established between compressor and decompressor while the dynamic part 
o f the context is not built. In this state, the compressor sends ROHC headers containing 
information on the dynamic part o f  a context. These headers are smaller than those sent in the first 
state hut slightly larger than the headers used in the third state. In the third and final state, the 
static as well as the dynamic part o f a context are established and the compressor needs to send 
only minimal information to advance the regular sequence o f compressed header fields. Fall­
backs to lower states occur when the compressor detects a change or irregularity in the static or 
dynamic part (i.e., pattern) o f  a stream, or when the decompressor detects an error in the static or 
dynamic part o f a context. The compressor strives to operate as long as possible in the third state 
under the constraint o f being confident that the decompressor has enough and up-to-date 
information to decompress the headers correctly. Otherwise it must transit to a lower state to 
prevent context inconsistency and to avoid context error propagation.
3 .2 .2 .1  C o m p r e s s o r  S t a t e s
The three ROHC compressor states, as illustrated in Figure 3.2, are:
•  Initialization and Refresh state (IR),
•  First Order state (FO), and
•  Second Order state (SO).
The compression starts with the lowest compression state (IR) and transits gradually to higher 
compression states. In the IR state, state, the compressor sends complete header information. The 
purpose o f the IR state is to initialize the static parts o f the context at the decompressor or to 
recover after failure. The purpose o f the FO sate is to effectively communicate irregularities in the 
packet stream. This means that only the dynamic fields are updated in this state. The compressor 
stays in the SO state until it is confident that the decompressor had acquired all the information 
for the new pattern. After establishing context in the FO state, the compressor enters to SO state. 
The SO state is the optimal compression state. In the SO state the header to be compressed is 
completely predictable from the RTP sequence number. The compressor leaves this state and goes 
back to the FO state when the header fields do not follow the uniform pattern.
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U-Mode: optimistic approach (static and dynamic) 
O-Mode: optimistic approach (static and dynamic) or ACK 
R-Mode: ACK
U-Mode: optimistic approach (static) 
O-Mode: optimistic approach (static) or ACK 
R-Mode: ACK
ii ii
U-Mode: optimistic approach (dynamic) 
O-Mode: optimistic approach (dynamic) or Ack 
R-Mode: Ack
U-Mode: Timeout 
O-Mode: STATIC-NACK 
R-Mode: STATIC-NACK
v u
IR FO SO
U-Mode: Timeout or Update 
O-Mode: NACIC or Update 
R-Mode: NACIC or Update
U-Mode: Timeout 
O-Mode: STATIC-NACK 
R-Mode: STATIC-NACK
Figure 3.2: The state machine of the ROHC compressor
k2 out of n2 CRC failures k, out o f n, CRC failures
Figure 3.3: The state machine of the ROHC decompressor
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3 .2 .2 .2  D e c o m p r e s s o r  S t a t e s
There are three ROHC states namely:
• No Context (NC) state
• Static Context (SC) state
• Full Context (FC) state
As shown in Figure 3.3, the decompressor starts from the lowest compression state (NC state) and 
gradually transits to higher states. In NC state, only IR packets (i.e. packets with uncompressed 
header) can be decompressed. Once a packet has been successfully decompressed in NC state, the 
deompressor can transit directly to the FC state. The decompressor normally never leaves the FC 
state after entering into this state. From the SO state, the decompressor transits back to lower 
states only upon repeated failures. It first transits back to the SC state. M ost often, reception of 
any packet sent in the compressor FO state corrects the context enabling the transition to the 
decompressor FC state again.
3.2.3 M odes and State Transitions
To offer the ability to run over different types o f links, ROHC supports following three modes:
• Unidirectional mode
• Bidirectional Optimistic mode
•  Bidirectional Reliable mode
Similarly to the states, ROHC starts at the most basic mode (unidirectional), ROHC can transit to 
other modes if  the link is bidirectional. The main difference between states and modes is that, 
modes are not directly related to the level o f compression. Each mode supports all the states. The 
modes differ from each other in terms o f the use o f  feedback packets sent by the decompressor to 
the compressor. The Unidirectional mode does not make use o f feedback packets at all, while the 
Bidirectional Optimistic mode and Bidirectional Reliable mode use the feedback channel for 
acknowledgements and context damage.
3 .2 .3 .1  U n id ir e c t io n a l  M o d e  ( U - M o d e )
In this mode o f operation, packets are sent in one direction form compressor to decompressor. 
There is no way for the compressor to know whether the decompressor has received the packet 
correctly. Therefore, the compressor optimistically assumes that the decompressor has received 
the context data correctly by repeatedly sending the same information. Transitions between the 
compressor states are performed using the periodic timeouts and irregularities in the header field
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change patterns as shown in Figure 3.2. Typically, the timeout period for transition down to the IR 
state is much larger than the timeout period for FO state. The decompressor periodically sends FO 
and IR packets to verify and possibly correct its context. Whenever the compressor is in the IR or 
FO state, it sends multiple packets w ith the same lower level o f compression L times, where L is 
called the confidence level to establish the context at decomporessor. After achieving the 
confidence level, the compressor optimistically transits upward to the higher compression FO or 
SO state. Compression in the U -M ode is the least efficient and least robust than the other two 
ROHC modes.
3 .2 .3 .2  B id ir e c t io n a l  O p t im is t i c  M o d e  ( O - m o d e )
The Bidirectional Optimistic mode uses feedback channel to send error recovery requests and 
acknowledgements. There are no timer based transitions to FO and IR states in this mode. Context 
update acknowledgements (ACKs) are used to notify the compressor that the decompressor has 
successfully received the context information. However, these ACKs from the decompressor are 
optional. In case o f an error in the received packet, the decompressor sends a negative 
acknowledgement (NACK) to the compressor, causing a retransmission o f context information to 
update and repair the context at the decompressor. If the static context is damaged, the 
decompressor forces the compressor back to the IR state by sending a Static-NACK packet as 
shown in Figure 3.2. The compressor achieves a higher compression efficiency compared to the 
unidirectional mode with these context updates requests. O-mode sparsely uses the feedback 
channel. It reduces the number o f  damaged headers due to context invalidation.
3 .2 .3 .3  B id ir e c t io n a l  R e l ia b le  M o d e  ( R - m o d e )
The R-mode uses the feedback channel more intensively. All context updates are acknowledged. 
However, every packet does not update the context in R-mode. This mode aims to maximize 
robustness against loss propagation due to context invalidation even under error burst 
environments. It uses a stricter logic at both the compressor and decompressor that prevents loss 
o f context synchronization between compressor and decompressor except for very high residual 
bit error rates. Furthermore, the transitions between the compressor states are carried out only 
after receiving an ACK from the decompressor. A negative acknowledgement (NACK, Static- 
NACK) from decompressor, or a need by the compressor to update the context causes' the 
compressor to transit downward.
3 .2 .4  R O H C  E n c o d in g  M e th o d s
The encoding method in ROHC is employed for dynamic fields having a specific changing 
pattern. Several encoding methods may be used for the dynamic fields in a single packet header.
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The following are the common coding methods used by the ROHC framework for most o f 
IP/UDP/RTP headers fields.
3 .2 .4 .1  L e a s t  S ig n i f i c a n t  B i t s  ( L S B )  E n c o d in g
LSB encoding is used for header fields with small changes. Instead o f sending the original field 
value, the k  least significant bits o f the field value are transmitted, where lc is a positive integer. 
After receiving k bits, the decompressor derives the original value using the previously received 
value as reference (vref). The compressor and decompressor each use an interpretation interval in 
which the original value resides whose k  least significant bits exactly match as those transmitted. 
The interpretation interval f(vref, lc) can be described as:
f ( y re/,k )  = [vre/- p , v ref+ (2 k - 1  ) - p ]  C3-1)
where p is an integer used to shift the interpretation interval with respect to vref. For example, for 
field values that stay the same or increase, p can be set to 0. The interpretation interval becomes 
[vref, vref + 2k - 1]. For any value lc, the lc least significant bits will uniquely identify a value in 
f(vref, lc).
The compressor always uses the last compressed value protected by a CRC as reference vrefC. The 
decompressor uses as vrefd the last decompressed value verified by CRC. When compressing a 
value v, the compressor finds the minimum value o f lc such that v falls into the interval f(vrefc, lc). 
This selection function is called g(vrefC, v).
3 .2 .4 .2  W in d o w - B a s e d  L S B  ( W L S B )  E n c o d in g
The LSB encoding scheme is not robust in error prone environments. The compressor may not be 
able to determine the exact value o f vrefd that will be used by the decompressor for a particular 
value v, since some candidates for vrefd may have been lost or damaged. The WLSB encoding 
maintains a window at the compressor and calculates lc such that all vrefd candidates produce the 
correct v. For each value v being compressed, the compressor chooses lc as follows:
k  = m ax[g(vniin, v), g (vniax, v)] (3.2)
where v,„in and vmax are the minimum and maximum values in the sliding window, and g is the 
function defined in the section 3.2.4.1.
The window is advanced when the compressor is sufficiently confident that a certain value v and 
all values older than v will not be used as reference by the decompressor. The confidence may be 
obtained by various means. In R-mode, an ACK from the decompressor implies that values older 
than the ACKed one can be removed from the sliding window. In U/O-mode there is always a
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CRC to verify correct decompression, and a sliding window with a limited maximum width is 
used. After successful compression o f new  packet, the window slides to include the new 
reference. Depending upon the length o f window, minimum number o f least significant bits is 
calculated. The decompressor matches the received LSBs with the LSBs o f all the potential 
candidates in the window. After successful decompression, the decompressor updates its context 
and chooses the last successful decompessed value as future reference. WLSB coding is 
illustrated with examples in Appendix F. W ith a large value o f window, ROHC compressor needs 
more bits to represent the LSBs. However, larger window offers robustness to ‘window size 
minus one’ consecutive lost packets.
3 .3  R O H C  P a r a m e t e r s  O p t im iz a t io n  f o r  3 G P P  V id e o  T r a n s m is s io n
ROHC uses a number o f parameters which are implementation dependent. The most important 
parameters that determine the compression efficiency and robustness are k out o f n value, FO 
timeout, and IR timeout. In order to determine the optimum parameter values for video packets 
transmission over 3GPP downlink channel, various experiments are conducted. Approximately 
20000 MPEG-4 video packets are generated from the Foreman and Carphone sequences at 64 
lcbits/sec. The video packets are encapsulated using IP/UDP/RTP protocols. ROHC profile 1 is 
simulated for all the three modes and compressed header packets are transmitted over the 3 GPP 
simulated downlink channel [14]. The following subsections present the simulation for ROHC 
parameters optimization and discuss the results.
3.3.1 k out o f n Criterion
The ROHC decompressor uses the context validation rule called “lc out o f n ”, where k  is the 
number o f  packets received in error in the last n received packets. I f  there are lc errors in the last n 
received packets, context damage is assumed and the decompressor moves downwards to a lower 
state. I f  a feedback channel is available, the decompressor generates a negative acknowledgement; 
otherwise the decompressor waits for the refresh packets. Implementation o f this rule requires a 
sliding window of length n, which keeps records o f success or failure for the most recent n packet 
headers.
The parameter “lc out o f n” directly affects the robustness o f the ROHC. Errors in the packet 
header are detected with the help o f a CRC. However, smaller CRCs may fail to detect the errors 
in the packet header, and the information incorrectly updates the context. This type o f error is 
called the residual error and it causes the propagation o f error due to invalid context update. A 
context also becomes invalid if  an update fails to reach the decompressor due to an error during 
transmission. Furthermore, a burst o f errors during transmission may also cause failure o f CRCs
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of k packets. In this case, the decompressor wrongly assumes the context damage and starts 
discarding the packets unnecessarily. The effects for false context damage are more critical in 
case o f U-mode and this subject is discussed in further details in section 3.5.
In order to determine the effects o f lc on the packet loss rate simulations have been carried out for 
different channel conditions. The value o f n is kept 1.125 x k. This is derived from the fact that 
most o f  the ROHC packets carry 3 bits CRC, which is able to detect errors with a probability o f 
7/8 [58]. Figure 3.4 (a) shows the effects o f  “k  out o f n ” parameter on the packet loss rate (PLR) 
for all the three ROHC modes for UMTS dedicated downlink channel (release 99) with Eb/N0 = 4 
dBs. This corresponds to a bit error rate o f 4.3 x 10"2. Details o f  other channel bit error rates used in 
this thesis are given in Table 3.1. The simulation conditions for UMTS dedicated channel are 
pedestrian mobile user, 1/3 Turbo coder, fast power control, no transmit time diversity, and 
spreading factor o f 32. The Eb/N0 is classically defined as the ratio o f Energy per Bit (Eb) to the 
Spectral Noise Density (N0). The relationship between the carrier to noise ratio (C/N) and Eb/N0 is 
determined using the equation:
—  = —  X -  (3 3 )N  N  B  K' ’x  ’ O ^  tv
where f b is the bit rate, and B w is the receiver noise bandwidth.
In case o f U-mode, PLR is very high for small values o f k because the decompressor incorrectly
assumes context damage and discards all the packets until the refresh packet has arrived. The PLR
decreases quickly with the increase in value o f k, because the probability o f occurrence o f long 
error bursts is less than the probability o f occurrence o f short error bursts.
Table 3.1 Bit error rate performance of a UMTS downlink dedicated channel [14]
E b/N0(dBs) B ER
4 4.3x1 O'2
6 8.4x1 O’3
8 3 .1 x l0 ’4
10 5.8 x 10"6
12 0
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In O-mode, the PLR first decreases to a minimum value and then starts increasing again with the 
increase o f k. The increase o f PLR with k is because with large k  values, the decompressor has to 
wait for more CRC failures to occur before detecting context damage. This does not happens in 
case o f U-mode because o f the absence o f feedback channel in U-mode. This means 
decompressor has to wait for refresh packets and early detection o f the context damage does not 
reduce PLR. In R-mode, the PLR is minimum in all cases and it remains almost stable for all 
values o f k, because in R-mode strong (7 or 8 bit) CRC is used in each updating packet. This 
reduces the chances o f context damage due to residual errors. Furthermore, acknowledgement o f 
each update in R-mode makes it most robust against transmission errors. Figure 3.4 (b) shows the 
effects o f k  on packet loss rate in less error prone condition with Eb/N0 = 6 dBs. The packet loss 
rate remains approximately constant for all values o f k  for O-mode and R-mode. However, in U- 
mode the packet loss rate follows similar pattern as in Figure 3.4 (a). Based upon the results, it 
can be concluded that value o f k  less than 10 should be avoided for all cases and channel 
conditions.
3 .3 .2  F O  T im e o u t
Timer based context resynchronisation is maintained by ROHC compressor in U  mode. The FO 
timeout parameter is used to move the compressor state to FO state from SO state. In the FO state, 
the dynamic part o f the context is updated. After staying in FO state for a short time, the 
compressor then optimistically transits upwards to SO state. FO timeout affects the compression 
efficiency because the compressed header length is bigger in FO state than in SO state. FO 
timeout also affects the robustness because, larger values o f this parameters means context may 
remain invalid for longer period o f time in event o f context damage.
Figure 3.5 shows how the variation in FO timeout directly affects the compression efficiency and 
the eiTor robustness. The value o f IR timeout in this experiment is kept 500. Smaller values o f FO 
timeout have low PLR, but low compression efficiency. PLR is small for smaller FO timeout 
values because loss propagation is less due to fast context resynchronisation. As the value o f FO 
timeout increases, the average compressed header size decreases, but PLR increases. However, 
the compression efficiency does not improve much after FO timeout = 75. This is because the 
compressor transition to FO state to update some dynamic information due to variation in 
dynamic pattern o f the packet stream overtakes the FO timeout large values. Therefore, smaller 
values o f FO timeout are preferred. One more reason for smaller values o f FO timeout is that all 
the SO packets in U-mode carry a 3 bit CRC that may not be able to detect all the errors. 
Therefore, probability o f context damage in SO state is more than in FO state. Hence smaller 
values o f FO timeout are desirable in U-mode.
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3 .3 .3  I R  T im e o u t
Similar to FO timeout, U-mode uses the IR timeout parameter to force the compressor to transit 
down to JR state. In IR state all the static parts o f the header are refreshed. Since the IR packets 
carry the biggest header size, the compression efficiency is very low for small IR timeout values 
as shown in Figure 3.6. The value o f FO timeout is kept at 100. As the IR timeout is increased the 
compressed header length decreases quickly until IR timeout = 300, and then almost stabilises to 
13 bits. The PLR is high at very small and very large values o f IR timeout. The PLR increases as 
IR timeout is reduced below 200, because large header sizes are more vulnerable to transmission 
errors. The PLR starts increasing sharply after IR timeout = 400, because the decompressor has to 
wait longer to receive the IR refresh packets in the event o f  static context damage. The 
decompressor discards all the packets until the static refresh packets have arrived successfully.
3 .3 .4  R O H C  O p t im is a t io n  C o n c lu s io n
From the experiments for video transmission over UMTS, the following values o f the ROHC 
parameter are selected. The “lc out o f n ” parameters in U-mode should be kept larger than 30. For 
O-mode, “lc out o f n ” should be 15 and for R-mode 10. The timers are valid only for U-mode, and 
FO-timeout is selected as 50 as the best compromise between compression efficiency and 
robustness. However, i f  compression efficiency is preferred to be as high as possible, then a value 
o f 100 is selected for FO time out. The value o f IR timeout should be set between 200 and 400.
Some other parameters such as confidence level and WLSB window length also affect to some 
extent the robustness and compression efficiency. However, their values are more dependent upon 
the characteristics o f the channel. In error prone environment, larger values o f L and WLSB 
window lengths are recommended. In this thesis, L = 3 and WLSB window length = 16 is used 
throughout the experiment work.
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k  out o f  n  C riteria
(a)
k  out o f  n  C riteria
(b)
Figure 3.4: Optimization of the context damage param eter k for different ROHC modes in UMTS 
error downlink error prone conditions with round trip time = 200 msec (a) Eb/N0 = 4 dBs (b) Eb/N0 =
6 dBs
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Figure 3.5: Variation of average compressed header length and PLR with ROHC U-mode ‘FO 
Timeout’ param eter for UMTS video transmission with Eb/N0 = 4 dBs. IR  Timeout = 500 packets.
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Figure 3.6: Effects of ROHC U-mode IR Timeout parameter on average compressed header length 
and PLR for UMTS downlink error prone channel (Eb/N0 = 4 dBs). FO Timeout = 100 packets.
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3 .4  I m p le m e n t a t io n  o f  R O H C  Z e r o  B y t e  H e a d e r  (Z B H )
ROHC has been designed to operate most o f  the time in the SO state. In U/O mode, ROHC uses 
the one byte UO-O packet in the SO state. ROHC recommends stripping this one byte header with 
the condition that the functionality provided by the UO-O packet is available from the lower link 
layer. In [75; 76], an adaptive buffering technique for header stripping for ROCCO over wireless 
link is proposed. However, this technique requires a proxy server at the edge o f the wireless 
network. In this thesis, ROHC recommendations for zero byte header compression are simulated 
with the lower layer assistance. The rest o f this section gives an overview o f the ZBH scheme.
The packet type UO-O is the most frequent and the smallest compressed header o f all the ROHC 
packet types [58]. Symbols ‘U ’ and ‘O ’ indicate that this packet type is used in both U-mode and 
O-mode. It is one byte in length as shown in Figure 3.7. The first bit is the packet type 
identification. The next four bytes represent the RTP sequence number using the WLSB coding 
bits. The last three bits carry the CRC, which is calculated over all octets o f the entire original 
header before compression. The UO-O packet updates the current value o f context for the RTP 
sequence number. The one byte compressed header is sent when the compressor is confident that 
the decompressor has all the necessary information to reconstruct the full header using the RTP 
sequence number.
As shown in Figure 3.7, the UO-O compressed header packets carry three types o f information, 
packet type identification, sequence number, and the CRC. If  the lower link layer can provide 
these functionalities, there is no need to send them with each packet. All ROHC headers carry a 
packet type identifier, indicating to the decompressor how the header should be inteipreted. This 
function can be provided by an in-band signalling by the lower link layer as suggested in 
Appendix B, which separates packets with a ROHC header from packets without a header.
One byte
Sequence Number CRC
Figure 3.7: Structure of ROHC compressed header packet type UO-O
The purpose o f the sequence number is to cope with packet reordering and packet loss. From the 
sending application, the RTP sequence number is increased by one for each packet sent. If  
reordering or loss has occurred before the transmission point, the compressor is not allowed to 
send a header-free packet. It is the requirement o f the ROHC that the assisting layer must 
guarantee in-order delivery over the link and at the receiving side it must provide an indication for 
each packet loss over the link, hi 3GPP, the packets lost during transmission are reported to the
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upper layer. Furthermore, in-sequence transmission is a function provided by the RLC (Radio 
Link Control) [77]. Therefore, the sequence number can be completely stripped.
In-order delivery and packet loss indication over the link not only make it possible to infer the 
sequence number information, but also supersedes the main function o f the CRC, which normally 
takes care o f bit errors in the compressed sequence number. All context updating ROHC packets 
carry a CRC calculated over the uncompressed header. The CRC is used by the decompressor to 
verify that the updated context is correct. Since a ZBH does not have any header, the transmission 
link cannot damage a header that is not even sent. It is thus reasonable to assume that compression 
and decompression transparency can be assured with high confidence even without a CRC in 
header-free packets.
3 .5  I m p r o v e m e n t  in  R O H C  U - M o d e
The success o f ROHC depends upon the synchronisation o f the context between compressor and 
decompressor. The compressor updates the context for any changes in the established pattern. In 
case o f a burst o f error greater than the WLSB encoding window, the context becomes invalid 
resulting in the loss o f  synchronisation. The decompressor detects context damage by counting k  
losses in n decompressed packets. If  no feedback channel is available, the decompressor cannot 
report context damage to the compressor, and discards all the packets until a refresh packet has 
arrived. In literature [71;74], k  is recommended greater than the WLSB window size. However, 
use o f larger values o f lc delays the detection o f context damage, requires more computational 
effort and larger storage space. In this section, a local repair mechanism to minimise the 
occurrence o f context damage for smaller values o f k is proposed.
3 .5 .1  A n a ly s is  o f  C o n te x t  D a m a g e
In ROHC U-mode, all compressed headers carry a CRC which must be verified for successful 
decompression. If  the CRCs o f k  packets in the last n  received packets fail, the decompressor 
assumes that context damage has occurred. The decompressor moves to the static context mode 
and does not attempt further decompression until a refresh packet is received. All the packets 
between the context damage detection and the refresh packets arrival are discarded, as shown in 
Figure 3.8.
A mismatch in the CRC may occur because o f residual bit errors in the current header or a 
damaged context due to residual bit errors in previous headers. Residual bit errors occur due to the 
occasional inability o f 3-bit CRC to detect errors present in some header formats during 
transmission. Another possibility o f context damage is due to a burst o f  k  errors. After k CRC 
failures, the decompressor triggers context damage and moves down to a lower state. If k is less
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than the WLSB window length (w), the decompressor has announced false context damage. Since 
the decompressor does not know the cause o f CRC failures, it triggers false context damage 
resulting in unnecessary packet loss.
A single bit error in the ROHC header leads to the loss o f the whole packet. This means the 
effective error rate is much higher than the channel bit error rate eCh. The effective error rate for 
the compressed ROHC header is:
eff(ecA,Lr) = l - ( l - e c, ) L' (3.4)
where Lr is the length o f ROHC header.
In U-mode, context damage can lead the packet loss to propagate until a refresh packet header is 
received at the decompressor. Thus the effective packet loss rate eff(PLR) in ROHC U-mode is 
much higher than the packet loss rate caused by the effective error rate. In order to determine the
effects o f context damage on the packet loss rate, consider Figure 3.8. L; is the distance measured
in packets between the two IR (Initialisation Refresh) timers. Context damage is considered when 
decompression o f k  consecutive packets fails. I f  n is the location o f the first context damage, then 
the effective packet loss rate (eff(PLR)) can be calculated as:
r - n  (3-5)
e f f (P L R )— £  p - f -
n=0 A
where Lj = refresh rate and p = probability o f  n being the first event o f context damage.
k
Choosing large values o f k will reduce the probability o f context damage due to a burst o f  errors, 
provided that k < WLSB window. From Equation 3.4, it is concluded that larger values o f Lj have 
greater effective packet loss in bad channel conditions. Furthermore, smaller values o f lc will 
trigger frequent false context damage resulting in unnecessary packet loss.
Com pressed ROHC
Refresh Error burst Refresh
header packets
IE \k <■
%
>J^— k —> [< --------  Discarded packets >
n
  Lj (Refresh rate)
Figure 3.8: Effective packet loss rate is much higher in ROHC U-mode due to context damage
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3 .5 .2  M in im is a t io n  o f  F a ls e  C o n te x t  D a m a g e
One solution to minimise the effects o f  context damage in U-mode is to reduce the values o f 
refresh timers IR (Initialisation Refresh) and FO (First Order). Let Np be the frequency o f change 
in the established pattern at the compressor, N  be the total number o f packets, Ld be the value o f 
dynamic packet refresh measured in packets, and L be the confidence level. The average 
compressed packet header length may be obtained as:
Ar,T 1 rL N I r , N  L N  L N  ... (3.6)
ACL  — —  [—-— H L(~— + Np)D + (N  —  ------- -------A^L)C(w)]
N  Li Ld Li Ld
where I, D and C are the sizes o f full header, dynamic header and compressed header in bits 
respectively and C(w) depends on the compressed packet type used at the compressor:
C(w) =
'8  i f  w < 15 
24 i f  w > 15 < 64 
32 i f  w > 63
From Equation 3.6, it is obvious that increasing the IR/FO frequency reduces the compression 
efficiency.
Another solution is to use large values o f lc and n. However, this increases complexity and 
processing requirements. Large amounts o f memory space will also be required to store data for 
all the previous n packets. Due to bursts o f errors, a false context damage may occur for k less 
than WLSB window size. To avoid false context damage, the following procedure is proposed.
1. W hen k  out o f n failures occur, context damage is not considered instantaneously.
Instead, the newly arrived error free packet is decompressed using the most recent
correctly received context C„, and if  it is successful, decompression o f the next packet is 
also attempted as shown in Figure 3.9. Upon at least two successful decompressions, it is 
assumed that context damage has not occurred and the burst o f  error has no effect on the 
validation o f context even though the lc out o f n rule was satisfied.
2. In UMTS, a burst o f  errors may result in the loss o f a number o f packets. If  the
information from the lower layer about the number o f missing packets is available, the 
decompressor may avoid the context damage provided that the missing packets do not 
contain any updated information other than the sequence number. Upon reception o f an 
error free packet after m missed packets, the decompressor attempts decompression using 
a previously received good context Cn. If m < WLSB window size, decompression will be 
successful. If  m > WLSB window size, the context will be invalid. In the latter case, the 
decompressor may attempt decompression using Cn and m such that:
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where SN(reference) is decompressed sequence number in the previous correctly received 
context C„, ‘m ’ is the number o f lost packets, and SN(current) is the decompressed 
sequence number o f the newly received packet. Using SN(current), an attempt is made to 
decompress the packet. If  the CRC o f at least two successive attempts is successful, then 
the updated context is valid.
______________________________________________ Chapter 3. Header Compression Schemes
Figure 3.9: Flow diagram of proposed criterion for context damage in ROHC U-mode at
decompressor
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3 .6  S im u la t io n s  a n d  R e s u l t s
To conduct the performance evaluation o f the proposed scheme, MPEG-4 [30] video packets from 
the ‘Forem an’ sequence are sent over a UMTS simulated channel [14] at a user bit rate o f 64 kb/s. 
Only the first frame o f the sequence is coded as an intra-flame. AIR and C1R macrobloclcs are set 
to 3 per frame. A total o f 250 video frames are encoded with QCIF (176x144) resolution at 10 
frames per second.
Video packets are encapsulated using IP/UDP/RTP protocols and the compressed ROHC header 
packets are transmitted over the simulated dedicated channel o f UMTS. In sequence packet 
delivery is assumed. The lower layer is allowed to pass the erroneous packets to upper layer. 
Furthermore, delay, jitter and buffer overflow are not considered. Tests are carried out using a 
spreading factor o f 32 for a pedestrian user at different channel conditions. The Turbo code rate is 
set to 1/3 with no transmit time diversity. The ROHC is operated in U-mode with L = 3, IR = 300, 
FO = 70 and w = 15. If  there is an error in the ROHC packet header, the whole video packet is 
destroyed. The erroneous video packet is concealed by copying the spatially corresponding 
macroblocks from the previous frame.
Table 3.2 Effect of k on packet loss rate
Eb/N0 (dBs)
ROHC RFC 3095 (%PLR) Proposed(%PLR)
k = 4 k = 10 k = 4 k =  10
4 29.4 21.3 15.8 15.1
6 6.7 5.1 3.2 3.2
8 0.4 0.1 0.2 0.1
Simulations are carried out for different values o f k in various error prone environments. Table 
3.2 shows the percentage packet loss rate (PLR) with and without the proposed scheme for ROHC 
U-mode. At Eb/N0 = 4 dBs and k = 4, the PLR for ROHC RFC 3095 is 29.4%. W ith the proposed 
scheme at Eb/N0 = 4 dBs, the PLR reduces significantly to 15.8%. This shows clearly the 
effectiveness of the proposed scheme to reduce the propagation o f packet loss due to context 
damage for smaller values o f k. As k  is increased, the packet loss rate reduces because the chance 
o f false context damage reduces with increase o f k.
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Fram e N um ber
Figure 3.10: MPEG-4 ‘Foreman’ video objective quality for ROHC U-mode k=4, when transmitted 
over UMTS dedicated channel in pedestrian environment with Eb/N0 = 4 dBs.
Figure 3.10 shows the objective quality o f video with and without the proposed scheme for lc = 4 
with Eb/N0 = 4 dBs. The proposed scheme performs consistently better throughout the sequence 
compared to the ROHC without the proposed algorithm. The capability o f the proposed scheme to 
mitigate the packet loss rate due to false context damage for smaller values o f lc improves 
significantly the objective video quality in error prone environments.
3 .7  C o n c lu s io n
In this chapter, the overview o f robust header compression is presented. The header compression 
standard, RFC 3095 profile 1, compresses 40 bytes headers o f IP/UDP/RTP down to 1 byte. 
ROHC works as a state machine with three compression states and three decompression states. 
Depending upon the type o f channel, ROHC supports 3 modes o f operation U-mode, O-mode and 
R-mode. ROHC R-mode is the most efficient and robust mode. For better robustness and 
efficiency over the UMTS downlink channel, the effects o f ROHC parameters are simulated. 
Based upon the results, the optimised values o f these parameters are chosen for use in the 
experiments in this thesis. The chapter also discusses the zero byte header concept recommended 
by the ROHC standard.
Finally, the effects o f  context damage on packet loss and video quality in ROHC U-mode are 
analysed. Smaller values o f “k  out o f n” criteria to detect the context damage can trigger false
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context damage in error prone environments. The resulting context damage in U-mode forces the 
decompressor to enter into a state where it starts discarding a number o f packets. A scheme to 
minimise the occurrence o f context damage, while keeping k small, is proposed and analysed. The 
proposed method is efficient and robust to burst errors in ROHC U-mode. The results show the 
effectiveness o f the proposed scheme in terms o f smaller packet loss rate and improved objective 
video quality.
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C h a p t e r  4
4  M P E G - 4  H e a d e r  C o m p r e s s i o n
4 .1  In tr o d u c tio n
The delivery of high quality video to wireless users requires high robustness to wireless channel 
errors, and high compression efficiency. Research on these topics has led to the introduction of a 
number of video codec standards. However, most of these standards incorporate redundant 
syntactical information that renders the video more susceptible to channel errors, and reduces the 
compression efficiency. This chapter presents a new approach to video compression that removes 
most of the problems associated with the excess syntax. A technique for dynamic video codec 
syntax compression is proposed, by taking inspiration from network protocol header compression 
schemes. The proposed scheme is standard compatible and requires a header compressor at 
transmitter and a decompressor at decoder. To demonstrate the effectiveness of this technique, 
MPEG-4 headers are analysed, and an MPEG-4 header compression scheme is tested using a 
simulated UMTS-WCDMA channel. The results show that significant gains in quality can be 
achieved using video header compression.
Owing to the increasing demand of multimedia transmissions over wireless networks, various 
error resilience tools have been developed for MPEG-4 video compression standards. MPEG-4 
error resilient tools include resynchronization, data partitioning [12], and Reversible Variable 
Length Coding (RVLC) [78]. When used with data partitioning, RVLC helps localisation of error. 
Significant amount of work has been carried out in literature to provide error resilience and 
robustness to video packets with and without already recommended tools by the standard [30]. In 
order to protect the error resilience overheads from being corrupted in error prone environment, 
many [79-82] have proposed UEP (Unequal Error Protection) schemes. These schemes protect 
most important header data at the cost of compression efficiency. Error concealment is another 
methodology to improve video quality in unavoidable error prone environment. A number of 
error-concealment schemes [83-85] for motion vector estimation have been reported. A few other 
techniques proposed in literature include multiple description video coding [86], data embedded 
video coding scheme [87], efficient intra refreshment [87;88], and conditional replenishment of 
MBs using feedback channel [89].
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The error resilience tools recommended by coding standards introduce redundancy in the coded 
bitstream. All the related research proposals in the area also either reduce the effective user data 
rate or require feedback channel. Many proposed schemes modify the standard or add complexity 
to encoder and decoder. In this chapter, a novel error resilient strategy based on header 
compression of video packet is introduced. The scheme proposed in this chapter provides 
bandwidth optimised error resilience using tools recommended by the standard. MPEG-4 coding 
is chosen as an example, to verify the effectiveness of the proposed scheme.
The core MPEG-4 error resilient tools are resynchronization and data partitioning. The 
effectiveness of such resilience tools reduces due to the fact that the overheads themselves are 
subject to channel errors. In reality, a single bit error in any part of packet overheads may result in 
the loss of the whole packet. One solution to this problem is to protect these overheads using 
redundant bits, but this further reduces the coding efficiency. A novel solution to protect error 
resilience overheads is presented to compress them efficiently. This serves two purposes;
• The reduction in overheads increases the useful data rate
• Smaller headers are less likely to be exposed to channel errors.
The proposed scheme is computationally less intensive and effective in both error free and error 
prone environments. It can be implemented for any type of video coding standard in any wireless 
environment.
Header Compressor
3GPP down link UE
channel
Figure 4.1: Location of MPEG-4 header compressor and decompressor
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MPEG-4 header compressor and decompressor are located adjacent to encoder and decoder 
respectively, as shown in Figure 4.1. The chapter is organized in five sections. The MPEG-4 
video packet header compression scheme is discussed in Section 4.2. Simulation configurations 
are presented in Section 4.3. Results are discussed in Section 4.4. Finally, conclusion is given in 
Section 4.5.
4 .2  P ro p o se d  H e a d e r  C o m p r e ssio n  S ch em e
This section gives details of the proposed header compression scheme, based on the analysis 
described in Chapter 2. In the beginning of the section, video packetisation is discussed. A new 
packet format scheme, to carry the compressed header video packets, is proposed. Then VOP 
header compressor and VP header compressor procedures are discussed. Finally, header 
decompression and signalling issues are highlighted.
4 .2.1  M P E G -4  Packet Len gth
MPEG-4 video packets are generated by combining macrobloclcs. The formation of a video 
packet is flexible and its length is set by an encoder parameter. Each VP may contain varying 
numbers of macrobloclcs [90]. There are two ways to packetise MBs in VPs.
1. 1 MB in a Video Packet
2. n MB’s in a Video Packet
One macrobloclc per video packet will result in large overheads in each packet. If the overheads 
are reduced, then one MB per video packet may be more robust in error prone environment. 
Multiple MBs per video packet has fewer overheads, but is less robust compared to one MB per 
packet. The following sections will examine how overheads can be reduced for MPEG-4 video 
transmission.
4 .2 .2  Packet Form ats
A comprehensive header compression scheme should be able to compress video packets with and 
without data partitioning. For both cases, the video packets stream contains two types of packets: 
VP header packets and VOP header packets. In this thesis, two types of rate control techniques 
have been used as an example, frame level (TM5) rate control or packet level (MP4) rate control. 
Finally, encoded video packets may contain one MB per VP or multiple MBs per VP. Keeping in 
view all of these possibilities, a packet type indication scheme for MPEG-4 header compression 
has been designed. Figure 4.2 shows the generalized structure of a compressed header packet for 
data partitioned VP. The location indication of motion or DC marker, LMM/LDC, is placed after the
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compressed header. For VP without data partitioning, the compressed header packet does not 
contain LMm/Ldc field. Depending on packetization scheme used and type of rate control, different 
types of video packet formats are used to transmit compressed packet header. There are two main 
categories of video packets; packets containing VOP header and packets starting with VP header.
VP/VOP Motion / DC co­ Motion/DC Texture/AC co-efficient
header efficient of n blocks Marker of n blocks
C Ldc/ Motion/DC co- Texture/AC co­
H Emm efficient of n blocks efficient of n blocks
Figure 4.2: Generalized VP compressed packet formats for data partitioning ‘enabled’, where CH is
Compressed Header.
The VOP header contains the necessary information to decode a frame. The compressed header 
packets used for VOP header compression with and without the data partitioning are described in 
Appendix C.l. The first byte of each compressed VOP header enables the decompressor to 
distinguish among different packet types. For example, the VOP compressed header packet 
carrying the QP updating field starts with bit string ‘11111100’. The header compressor selects an 
appropriate compressed header packet type depending upon the behaviour of the changing fields 
in the current header. As an example, for current video packet with MP4 rate control, the change 
in the TI field has to be updated in the VOP header. For this purpose, the compressor selects a 
packet type which carries TI field in its compressed header. In this way, the contexts in the header 
compressor and decompressor are updated. Similarly, it is often essential to refresh the header 
fields stored in the decompressor reference memory. For this purpose, the compressor will select a 
packet type containing all the VOP headers.
The VP header is smaller than the VOP header and it has three dynamic fields; MB number, QP 
value and HEC. For one MB per video packet, the MB number is incremental with a predictable 
pattern. However, for multiple MBs in a video packet, the MB number is not predictable. 
Therefore, two types of VP compressed header packet format schemes have been designed as 
described in Appendix C.2. The compressor selects a suitable VP compressed header packet 
format to transmit the header fields. For example, in case of MP4 rate control, the QP value
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remains constant for all the video packets in the frame. Therefore, the compressor chooses a 
packet type which does not contain a QP field for most of the video packets. However, in error 
prone transmission conditions, the compressor and decompressor may lose the synchronization. 
Therefore, periodic transmission of uncompressed full VP header is necessary to regain the 
synchronization between compressor and decompressor.
4 .2.3 H eader Com pression Procedure
The proposed header compressor has been placed adjacent to the video encoder. The inputs to the 
header compressor are video packets generated by the encoder with full length, uncompressed 
headers. The outputs of the header compressor are video packets with compressed headers. The 
building blocks of the MPEG-4 header compressor are shown in Figure 4.3. Video packets are 
extracted from the packetised bitstream and are individually processed for header compression. 
Each video packet is passed through a packet parser, which removes the packet header from the 
payload. The main functions of the header compressor are VOP header compression, VP header 
compression and video packet payload overhead compression. As shown in Figure 4.3, two 
different compression modules, HC (Header Compression) module and MBMC (Motion 
Boundary Marker Compression) module, compress VOP/VP headers and payload overheads 
(MBM) respectively.
4 .2 .3 .1  V O P  H e a d e r  C o m p r e ssio n
In the HC module of the header compressor, VOP packets headers are separated from VP packets 
headers. The VOP header starts with a 32 bit VOP start code. In case of one video packet per 
RTP, the compressor replaces the start code with a small packet identification code. The 
decompressor identifies the compressed header VOP packet by the packet identification scheme 
described above. After successful arrival of the video packet at the receiver, the decompressor 
reinserts the VOP start code and forwards the packet to the decoder. The next three fields in the 
VOP header are modulo time base, VOP type and time increment. The values of these fields 
follow a known pattern and the decompressor can infer their values from the sequence number. 
Therefore, these fields are compressed efficiently and the compressor does not send them with 
each packet. Similarly other fields in the VOP header except the VOP quantisation are effectively 
compressed due to the predictable nature of their values. The VOP quantisation is a dynamic field 
and is sent without compressing its value.
If MP4 type rate control is enabled, the value of the QP field for 3 consecutive VOP packets may 
be repeated in each VOP packet header in error prone conditions. The QP value of the current 
frame is stored in a temporary memory, and the packet is passed to the VOP header compressor. If 
the rate control type is TM5, QP may not remain constant for all video packets within the frame.
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Therefore, the VOP packet with TM5 rate control is passed directly to the header compressor 
without the need to store the QP value of the frame.
With MP4 rate control, the timing fields such as VOP TI and VOP Modulo time base may jump 
and advance in an uneven fashion. This may happen where the encoder drops frames to control 
the encoded bit rate. A packet carrying TI may be used to update changes in TI field. Similarly, 
the FC field may also change depending on the motion information in the picture and it must also 
be updated appropriately. For less error prone environments, differentially Huffman coded values 
of QP may be transmitted to communicate the QP value in the VOP header.
VOP packets without data partitioning have no overheads in their payload. Therefore, VOP 
payload without data partitioning is directly concatenated with the compressed header to form the 
compressed header packet. Packets with data partitioning enabled have a 19 bit marker, which 
separates the two partitions. In order to compress DC/Motion marker, these markers are extracted 
from the packet payload as shown in the MBMC module of Figure 4.3. The location of the DC 
marker in the packet is the distance from the end of header to the beginning of the MBM. This 
length indicator is variable length coded, and is called LDC. The AC and DC parts can now be 
aggregated together. The length indicator LDc is placed in the beginning of the video packet 
payload, to generate the modified packet payload. The modified packet payload now starts with a 
length indicator LDC, followed by the aggregated AC and DC data.
4 .2 .3 .2  Y P  H e a d e r  C o m p re ssio n
In contrast to the VOP header, the VP header is much smaller. However, packets with a VP 
header are more frequent. Figure 4:4 shows the flow diagram of VP header compression. In the 
VP headers there are four fields. The first field, the resynchronisation marker, is static and its 
value is known. For RTP packets carrying exactly one VP, the synchronization marker can be 
stripped completely at the compressor. After the transmission of compressed header packet, the 
decompressor reinserts the synchronization marker at the start of the video packet. The next VP 
header field is MB number. Its value increments by one with each packet for one macroblock per 
video packet and can be inferred from other fields such as the RTP sequence number [48]. For 
one macroblock per video packet, information about the number of skipped MBs must be encoded 
efficiently as shown in Figure 4.5. The next field is the HEC, which is usually inserted in the 
second packet following the VOP packet. The HEC field can be easily compressed due to 
predictable changing pattern. Finally, the QP field in the VP header shows dynamic characteristics 
and cannot be predicted. However, if the rate is controlled at the frame level, all the packets in the 
frame carry the same QP values. Therefore, for MP4 rate control the QP value is sent only with 
the first packet in the frame. This means that the complete VP header can be shipped for MP4 rate 
controlled video packets.
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Figure 4.3: Flow diagram of MPEG-4 header compressor.
For multiple macroblocks per video packet, the MB number is compressed using 4 bit W-LSB 
encoding. This gives protection against de-synchronization for 15 consecutive packet losses. W- 
LSB coding requires a small memory at both compressor and decompressor. For no feedback 
channel, a periodic VP synchronization timer must be used to send the full VP header. The value 
of the timer may be set appropriately based on the condition of channel. For TM5 rate control, the 
QP field may change in each packet and must not be compressed. For differentially encoded QP 
and MB fields, timer based refresh packets must be sent to ensure synchronization at the 
decompressor. The values of timers may be used adaptively if channel condition information is 
known.
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Figure 4.4: Flow diagram of VP header compression (VP-HC).
Figure 4.5: Skipped macroblock coding
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4 .2 .4  H eader Decom pression
Header deompressor reconstructs the original video packet header with the help of the prior 
information stored in the decompressor context. Transmission of packets from MPEG-4 header 
compressor to the decompressor always starts with an uncompressed header. The values of all the 
header fields are stored in a memory at compressor and decompressor called the context. Static 
and known headers, which do not change throughout the communications such as VOP start code, 
are not stored in the context. After establishing the synchronization between compressor and 
decompressor by sending the uncompressed header packet several times, the compressor starts 
sending the compressed header packets. Upon reception of a compressed header packet, the 
decompressor reconstructs the header using the information stored in the context. As an example, 
the current value of the ‘VOP modulo time base’ field Cur(VOP_modulo_time_base), at the 
decoder is calculated using following equation:
Cur(VOP_modulo_time_base) = Ref (VOP_modulo_time_base) + f 0 (4.1)
where fD is the decoder output frame rate. This is the number of frames to be skipped while 
encoding and is specified by the encoder parameter file. The reference value in the context, 
Ref(VOP_modulo_time_base), is then updated to the current calculated value of the ‘VOP 
modulo time base’. Similarly, other VOP and VP packet headers are decompressed depending 
upon the type of rate control used and the packetization scheme used by the encoder. For 
example, the macroblock number is incremented with each video packet received for the case of 
one macroblock per video packet.
It is the requirement of the MPEG-4 header compression scheme that the lower transmission link 
must forward information about the number of packets lost during transmission. Using the lost 
packet information, related VOP/VP header fields are incremented accordingly. After header 
decompression, for data partitioned video packets, the motion boundary marker is inserted in the 
payload using the motion length indicator in the header. An error in locating the correct position is 
treated by the decoder as an error in the motion partition and the packet is considered lost. No 
further action is required by the decompressor in this case. The complete decoded video packet is 
submitted to the MPEG-4 decoder for decoding of video packets. The decompressor keeps track 
of its success/failure by monitoring the output of the decoder. In the rare case of successive losses 
of VOP headers, the decompressor may regain synchronization after a full VOP header is 
received. The frequency of sending the full VOP header may be set to an appropriate number 
depending upon the channel conditions.
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4 .2 .5  Signalling
At the beginning of the session, the MPEG-4 header compressor and decompressor must negotiate 
the following parameters through reliable signalling.
• COMP flag is enabled for MPEG-4 header compression
• DATA_PART takes value ‘on’ or ‘off
• RATE_CONTROL can be ‘MP4’ or ‘TM5’ type
• FRAMEJSEQ is encoded frame pattern
• RTPJPACK is ‘ 1 MB/RTP’, ‘n MB/RTP’ or ‘n VP/RTP’
The signalling parameter ‘COMP’ is disabled, if the ‘video packet’ error resilience option is 
turned ‘off, or if RTPPACK is ‘n VP/RTP’.
4 .2 .6  Transm ission o f Video Packets W ith IP/U D P/R TP Com pressed H eader  
Packets W ith R O H C
The compressed MPEG-4 header packets are encapsulated using IP/UDP/RTP protocols, and are 
transmitted over the Internet. IP/UDP/RTP headers are compressed with the ROHC specifications, 
hi 3GPP, ROHC operates in the PDCP (Packet Data Control Protocol) layer of air interface [60]. 
Figure 4.6 shows the flow of video packets within the PDCP layer. The value of the TS (Time 
Strand) in RTP header remains constant for all the packets within the video frame. Therefore, the 
value of TS will increment only with the RTP packet containing VOP packet. The pattern of this 
increment may change in case of MP4 rate control, because some frames may be dropped by 
encoder to reduce the transmission rate. The RTP TS encoding must increment the TS value 
accordingly as shown in Figure 4.6.
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Figure 4.6: MPEG-4 compressed header packet flow diagram in the PDCP layer of UMTS
4 .3  S im u la tio n s
In this section, the configuration of different simulation scenarios for testing the proposed MPEG- 
4 header compression scheme over the UMTS wireless link is discussed. The parameters used to 
encode video streams, the optimized parameters for ROHC and the wireless link characteristics 
are provided.
4 .3.1 M P E G -4  C onfiguration
Two video sequences, Foreman and Carphone, have been tested to evaluate the proposed header 
compression scheme. Video sequences are encoded using the Microsoft reference MPEG-4 
software. The user target bit rate is 64 kbits/s. Only the first frame of the sequence is coded as an 
intra-frame and all subsequent frames are coded as inter-frames. The first frame is considered to 
be error free. AIR is implemented as recommended in the standard [30]. AIR and CIR 
macrobloclcs per frame are set to 3 each. A total of 250 video fames for each sequence are 
encoded with QCIF (176 x 144) resolution at 10 frames per second.
63
Chapter 4 MPEG-4 Header Compression
4 .3.2  R O H C  Configuration
MPEG-4 compressed header packets are encapsulated within IP/UDP/RTP and transmitted over 
the Internet. The ROHC header compression is simulated in the RNC (Radio Network Controller) 
of the UMTS network. ROHC operation in O-mode is considered. Appropriate ROHC parameters 
are set according to recommendations of Chapter 3. Confidence level is set 3, IR (Initialization 
Refresh) time out is 300, FO (First Order) time out is 100. ROHC feedback round trip time is set 
200 msec.
4 .3.3  W ireless C han nel Sim ulation
The wireless transmission of the packets is simulated using a downlink dedicated channel for a 
single user [14]. Tests are carried out using a spreading factor of 32 for a pedestrian mobile user at 
different channel conditions. The Turbo code rate is set to 1/3 with no transmit time diversity. 
Each test is run 30 times to achieve stable results. If there is an error in the video packet header, or 
in the motion part of the packet, the erroneous VP is replaced by the corresponding spatial VP in 
the previous frame [91; 92].
4 .3 .4  Perform ance M etrics
In this chapter, PSNR measurement is used as the performance metric for objective video quality, 
and the compression efficiency is calculated to evaluate the potential savings in wireless 
bandwidth. For each video sequence, the average PSNR of a sequence having N frames calculated 
for T runs of tests is given as:
where PSNRy denotes the PSNR value of the jth frame in the ith test.
If Sc denotes the size of compressed packet header and Su denotes the size of uncompressed 
header, then the compression efficiency is calculated as:
Header compression improves the video quality at a fixed channel bandwidth. Reducing the 
packet overheads allows more bandwidth to be used for actual video data. The rate control 
mechanism increases the quality of the video to fill the bandwidth freed by header compression. 
Let AOH be the total saving of overheads for a given number of frames ft, then the increase in 
motion and texture data, AMTR, due to header compression can be calculated as:
(4.2)
o _ o
MPEG-4 Header Compression Efficiency, S hc = —   x 100 %
Su
(4.3)
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AMTR (bits/sec) = AOH
f/f)
(4-5)
/ ,
where f is the number of frames per second.
4 .4  R esu lts  an d  D iscu ssio n
A variety of video packet sizes have been tested with and without MPEG-4 header compression 
for different UMTS channel conditions. All other parameters are kept constant for fair evaluation. 
Two scenarios, header compression without ROHC (scenario A) and header compression with 
ROHC overheads (scenario B), are considered. In each scenario objective and subjective video 
quality performance is evaluated for data partitioning enabled and data partitioning disabled video 
bitstreams. Simulations with uncompressed IP/UDP/RTP overheads are not considered, because 
the large amount of uncompressed IP/UDP/RTP overheads with small video packets make the 
transmission unfeasible.
Table 4.1: Header compression efficiency for Foreman with data partitioning enabled.
VP size 
(bits)
Header compression efficiency, Shc (%)
Data partitioning 
enabled
Data partitioning 
disabled
100 93.0 95.0
200 81.4 83.9
300 77.0 84.2
650 70.5 86.1
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V P  Size (bits)
Figure 4.7: Data rate increase due to MPEG-4 header compression at various encoded packet sizes
In order to show the efficiency of the proposed header compression scheme, the header 
compression efficiency is calculated for Foreman sequence with and without the data partitioning 
error resilience tool. Similar results have been obtained for other sequences. The values o f , She 
show the percentage of header bit removed by the header compressor compared to the original 
uncompressed header. For example, Shc = 93 means that 93% of overall header redundancy in the 
video sequence has been removed. The efficiency of the header compressor is high for smaller 
video packets as shown in Table 4.1. The average saving in terms of bandwidth is greater than 
70% for all packet sizes. Header compression performs better for data partitioning ‘disabled’, 
because of absence of MBM in the video packets. Saving in bandwidth allows the encoder to 
insert more motion and texture information, AMTR by reducing the QP value. For average video 
packet size of 100 bits with data partitioning ‘enabled’, AMTR is approximately 38 kbits/sec, as 
shown in Figure 4.7. As the packet size increases, the value of AMTR decreases due to decrease 
in overheads for a fixed number of frames. The maximum increase in AMTR for data partitioning 
‘disabled’ is 26 kbits/sec with VP average size of 100 bits. Header compression brings gain in 
video quality from three ways:
1- Compression of overheads increases payload data rate.
2- Smaller headers are less vulnerable to channel error during transmission.
3- Loss of a small video packet has less effect on video quality than loss of a large video 
packet containing information about a row of macroblocks.
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4 .4.1  Scenario A : W ithout R O H C  O verheads
In this scenario, IP/UDP/RTP overheads are not considered. The video packets are encoded at the 
transmission rate of 64 kbits/sec and the proposed header compression scheme is applied to the 
VP and VOP overheads. The compressed header packets are transmitted over the simulated 
UMTS channel. Simulations are earned out with and without the data partitioning.
4 .4 .1 .1  D a ta  P a r titio n in g  E n a b le d
The average PSNR performance comparison of Foreman sequence with data partitioning 
‘enabled’ is shown in Figure 4.8. The size of video packet shown in the legend is average length 
of packet in bits including the overheads. VP length of 100 bits corresponds to one macroblock 
per video packet scheme while all other are for multiple macrobloclcs per video packet scheme. 
The dotted lines represent the MPEG-4 standard performance and the solid lines are for the 
proposed scheme. In error prone conditions, the best performance is for the proposed header 
compression scheme with VP size of 100 bits. This is because header compression efficiency is 
high for smaller video packet as give in Table 4.1. Furthermore, transmission errors have less 
effect on the video quality with smaller video packet sizes. The worst performance in error prone 
environment is for VP size of 100 bits without header compression. The large amount of 
overheads for a sequence with small video packets reduces the video quality in both the error free 
and eiTor prone channel conditions. The best video quality in error free environment is for the 
average VP length of 650, because larger video packets have minimum amount of overheads as 
shown in Table 2.1. Similar results can be seen for Carphone sequence in Figure 4.9.
4 .4 .1 .2  D a ta  P a r titio n in g  D isa b le d
Figure 4.10 and Figure 4.11 show the objective video quality for Foreman and Carphone 
sequences respectively, with data partitioning ‘disabled’. In this case, the proposed header 
compression scheme with one macroblock per video packet (average VP length of 100 bits) 
outperforms all other cases in all channel conditions. This is due to the fact that header 
compression efficiency for data partitioning ‘disabled’ is greater than data partitioning ‘enabled’ 
as shown in Table 4.1. For all video packet sizes in all the channel conditions, the performance 
with proposed header compression is better than without the header compression. The lowest 
PSNR value in error prone conditions is for VP = 650, because an error in any part of the packet 
may result in loss of all the macrobloclcs in the packet. As the channel conditions are improved, 
the video packets with larger sizes exhibit better PSNR value compared to smaller packet sizes. 
Compared to the data partitioning enabled scenario, data partitioning enabled video packets 
perform better than the data partitioning disabled video packets in error prone conditions.
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However, the error free performance of data partitioning disabled video sequence is better than 
the data partitioning enabled video sequence due to smaller overheads in former.
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Figure 4.8: Scenario A: Average PSNR results of Foreman sequence with transmission rate of 64 
kb/sec with and without the proposed scheme.
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Figure 4.9: Scenario A: Performance comparison of Carphone sequence for 64 kb/sec transmission
rate, for the proposed scheme.
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Figure 4.10: Scenario A: Foreman Sequence objective video quality for proposed scheme with data
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Figure 4.11: Scenario A: Performance comparison of Carphone sequence with and without header
compression data partitioning disabled
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4 .4 .2  Scenario B; W ith R O H C  O verheads
This scenario presents the performance of the proposed header compression scheme including the 
effects of compressed IP/UDP/RTP overheads.
4 .4 .2 .1  D a ta  P a r titio n in g  E n a b le d
The effects of ROHC overheads jointly with and without the proposed header compression 
scheme are shown in Figure 4.12 and Figure 4.13 for Foreman and Carphone sequences 
respectively. Similar to performance evaluation in section 4.4.1.1, the best performance in error 
prone conditions is for the proposed header compression scheme with a VP size of approximately 
100 bits. The reason for this is smaller packet sizes with all redundant overheads compressed by 
the header compression scheme. Short compressed headers reduce the probability of corruption 
during the transmission. Furthermore, in case of error in smaller packets, data loss is also small. 
Therefore, packet size of 100 remains on top of the graph from Eb/N0 = 4 dBs to 10. In error free 
conditions (Ei/N0 =12 dBs), the performance of VP = 650 is the best. However, the error free 
PSNR value of VP =100 with proposed scheme is only 0.02 dBs less than that of VP = 650 with 
proposed scheme. Despite the fact that 95 % of overheads are removed by the header compressor 
for VP = 100 (see Table Table 4.1), there are still some mandatory overheads present in the 
compressed header packets. For example, timer based full header refresh and the motion boundary 
marker length indicators etc. Therefore, the overall compressed overheads for VP = 650 are less 
than those present in case of VP = 100. The size of the overall joint ROHC and compressed video 
packet header is larger or equal to the header size in scenario A. It means that due to inclusion of 
extra ROHC overhead, the packet loss rate would be higher. Therefore, the error prone 
performance with ROHC overheads for all the cases is decreased compared to scenario A.
4 .4 .2 .2  D a ta  P a r titio n in g  D isa b le d
Figure 4.14 and Figure 4.15 depict the objective video quality for various packet sizes with 
ROHC overheads for Foreman and Carphone sequences, respectively. Similar to performance 
evaluation in section 4.4.1.2, the best performance in error free conditions is for VP = 650 bits. 
Due to ROHC overheads the PSNR value of VP =100 bits without header compression in error 
free environment decreases from 29.4 dBs (see Figure 4.10 ) to 28.7 dBs (see Figure 4.14). 
However, for larger video packets, ROHC overheads have marginal reduction effects in error free 
conditions, because for a fixed number of video frames larger packets generate fewer overheads 
than smaller packets. The error prone performance of all the packet sizes decreases by 
approximately 1 dB compared to scenario A. Similar results can be seen for Carphone sequence in 
Figure 4.15.
70
Chapter 4 MPEG-4 Header Compression
33 
31 - 
29 - 
^ 2 7
i f 25
^  23 - 
21 - 
19 
17
boaBiSStSiy
□
■€>
Proposed scheme VP=100 
Proposed scheme VP=200 
-Q— Proposed scheme VP=650 
o MPEG-4 standard VP= 100 
a MPEG-4 standard VP=200 
© MPEG-4 standard VP=650
10 12
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Figure 4.14: Scenario B: Performance comparison of the proposed header compression scheme with 
MPEG-4 standard for the Foreman sequence including the ROHC overheads.
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Figure 4.15: Scenario B: Objective video quality for various packet sizes of Carphone sequence with 
and without the proposed scheme including the ROHC overheads.
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4 .4.3  Subjective Results
An indication of the subjective quality of the selected frames from the Foreman and Carphone 
sequences with and without the header compression is shown in this subsection. All the results 
include the ROHC overheads. Figure 4.16 shows the comparison of Foreman sequence with and 
without the proposed scheme, for data partitioning ‘enabled’ in error prone channel of Eb/N0 = 4 
dBs. Figure 4.16(a) and Figure 4.16(c) are perceptually better than Figure 4.16(b) and Figure 
4.16(d), due to the proposed compressed header scheme. Comparing Figure 4.16 (a) with Figure 
4.16(c) and (d), it can be concluded that the header compressor makes it possible to transmit 
packets as small as one macroblock with an acceptable video quality at the receiver. Figure 4.17 
shows the comparison of Carphone sequence with and without the proposed scheme, for data 
partitioning ‘enabled’ with VP size of 650 bits. Although the bit rate saving due to header 
compression is small for larger video packets compared to smaller packet sizes, the packet loss 
rate reduces due to compressed header size. Hence header compression improves the subjective 
video quality for all packet sizes in all the channel conditions.
Similar to data partitioning enabled scenario, there is significant improvement in the case of data 
partitioning disabled due to header compression. Figure 4.18 gives the performance comparison 
of the proposed scheme with the MPEG-4 standard for the Foreman sequence without data 
partitioning in error prone channel (Eb/N0 = 4 dBs). Figure 4.18(a) and (b) are with small packet 
size of 100 bits and Figure 4.18(c) and (d) are with large packet lengths of approximately 650 bits. 
Figure 4.18(a) and (c) are perceptually batter than Figure 4.18(b) and (d) due to the proposed 
header compression scheme. Figure 4.18(b) shows the worst case because of large amount of 
overheads with small packets. Header compession with smaller packet size of 100 bits (Figure 
4.18(a)) outperforms all other cases in error prone environment. For VP size of approximately 650 
bits, the sequence with proposed header compression outperforms the sequence without header 
compression as shown in Figure 4.19. There is not much difference in error free environment for 
VP = 650 because of fewer overheads to be compressed for large video packets. More subjective 
results can be seen in Appendix D.l.
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(a) (b)
(c) (d)
Figure 4.16: Selected frame No. 125 of Foreman sequence at 64 kb/sec transmission data rate for data 
partitioning ‘enabled’ at Eb/N0 = 4 dBs (a) for VP = 100 (1 MB/VP) with MPEG-4 compressed (b) for 
VP = 100 (1 MB/VP) without MPEG-4 compressed header (c) for VP = 650 with MPEG-4 compressed 
(d) for VP = 650 without MPEG-4 compressed header.
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(a) (b)
(c) (d)
Figure 4.17: Reconstructed frame No. 90 of Carphone sequence at 64 kb/sec transmission data rate 
for data partitioning ‘enabled’ with VP = 650 (n MB/VP) (a) with MPEG-4 compressed header in 
error prone conditions (b) without MPEG-4 compressed header in error prone conditions (c) with 
MPEG-4 compressed header in error free environment (d) without MPEG-4 compressed header in
error free environment.
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(a) (b)
(c) (d)
Figure 4.18: Performance comparison of selected frame No. 125 of Foreman sequence at 64 kb/sec 
transmission data rate for data partitioning ‘disabled’ in error prone conditions (Eb/N0 = 4 dBs) (a) 
for one macroblock per VP with compressed header (b) for one macroblock per VP without MPEG-4 
compressed header (c) for VP = 650 with MPEG-4 compressed header (d) for VP = 650 without
MPEG-4 compressed header.
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(c) (d)
Figure 4.19: Subjective performance of Carphone sequence, frame No. 90 at 64 kb/sec transmission 
data rate for data partitioning ‘disabled’ with VP = 650 (n MB/VP) (a) with MPEG-4 compressed 
header in error prone conditions (b) without MPEG-4 compressed header in error prone conditions
(c) with MPEG-4 compressed header in error free environment (d) without MPEG-4 compressed
header in error free environment.
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4 .5  C o n c lu sio n
In this chapter, a comprehensive methodology to compress video packet headers for transmission 
over mobile networks is proposed. Based on the analysis of the MPEG-4 video packet headers 
presented in Chapter 2, compressor and decompressor have been designed to perform MPEG-4 
header compression and decompression at encoder and decoder, respectively. A comprehensive 
scenario of transmission of MPEG-4 video packets including ROHC overheads is simulated using 
the parameters optimized in Chapter 3. The packetisation scheme of one macroblock per video 
packet, in combination with the header compression scheme outperforms all other packet sizes in 
error prone environments. The substantial reduction in overhead of greater than 70% results in an 
improvement of up to 6 dBs in objective quality. Other advantages achieved are the fast recovery 
from errors and improved subjective quality. This chapter presented the improvements achieved 
in the objective and subjective video quality due to MPEG-4 video packet header compression 
scheme. Similar techniques can be applied to other video coders such as H.264 video packets, and 
this is presented in next chapter.
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5  H . 2 6 4  H e a d e r  C o m p r e s s i o n
5 .1  In tro d u c tio n
H.264 coded video data can be transmitted over wireless networks in the form of video packets, hi 
a video packet, different parts of data exhibit varying sensitivities to transmission errors. Headers 
contain the most critical data in the packet. A single bit error in a header may lead to the loss of a 
whole packet. The inter-paclcet redundancies present between various fields of H.264 headers can 
be reduced to increase the video transmission throughput. In this chapter, a novel method to 
improve the video quality by compressing the overheads of H.264 video packets is presented. The 
results show significant improvements in video objective and subjective qualities due to 
overheads compression.
As discussed in Chapter 2, H.264 is a new video coding standard from the ITU-T, which provides 
a number of improvements over its predecessors H.263 and MPEG-4 [93;94]. It offers excellent 
resilience and robustness to errors for low bit rate communication [13]. Extensive research in this 
respect can be cited in the literature [95;96], In addition to data partitioning and reference frame 
selection, H.264 introduces new error resilience tools namely parameter sets, Flexible Macroblock 
Ordering (FMO) and Redundant Slices (RS) [34]. However, H.264 coder is the most complex 
video coding standard. The encoder and decoder need more processing power and it takes much 
longer to encode a video sequence compared to older standard.
In this chapter, a novel approach to improve video quality by compressing the H.264 video packet 
headers is proposed. The H.264 slice headers have significant redundancy of overheads between 
the consecutive video packets, as analysed in section 2.4.2. The redundant slice overheads reduce 
the encoder compression efficiency. Headers of large size are more likely to be corrupted by 
transmission errors and therefore, reduce the decoded video quality in error prone conditions. 
Similar to MPEG-4 header compression scheme, the overheads present in the H.264 video packet 
headers can be compressed to improve the decoded video quality. The aim of the proposed 
methodology is twofold. One is to improve H.264 encoding efficiency and the other is to enhance 
the video quality by reducing the data loss rate during transmission. The rest of the chapter is 
organised as follows. Design of a novel H.264 header compression scheme is presented in Section
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5.2. Simulations are described in Section 5.3 and the results are discussed in Section 5.4. Section 
5.5 gives the conclusion.
5 .2  P r o p o se d  H e a d e r  C o m p r e ssio n  S ch em e
This section discusses the concept of H.264 header compression scheme. After an overview of the 
analysis of H.264 slice header and compression methodology, the design of compressed header 
packet formats is provided. Then the header compressor, decompressor and signalling issues are 
discussed.
5 .2.1 O verview  o f H .264  O verheads and Encoding M ethods
As mentioned in Chapter 2, there are two major types of field values in the H.264 slice header; 
dynamic fields and static fields. For the baseline profile, the slice header starts with the ‘first MB 
in slice’ field. Its value changes according to the number of macroblocks in the slice, which are 
specified in the encoding parameter file. Therefore, its value can be predicted at the decoder. 
Similarly, as mentioned in Table 2.4, most of the slice header fields increment in a known pattern 
and can be efficiently compressed. However, the ‘slice QP delta’ field is highly dynamic, and its 
value should be updated more frequently.
A header compressor, located after the H.264 encoder, analyses the slice headers and efficiently 
reduces the header size by transmitting only the dynamic fields. All the static fields are 
transmitted only at the start of the transmission and the values are stored in the memory called 
context at the compressor and decompressor. Upon reception of a compressed header packet, the 
decompressor uses the context to decompress the header. Any dynamic field is updated by the 
compressor. As an example, the current value of the picture order count lsb (least significant bits) 
field, Cur(pie_order_cnt_lsb), at the decoder is calculated using following expression:
Cur (pic _  order _ cnt _ lsb) = Ref (pic _ order _ cnt _ lsb) + f  (5 .1 )
where fp is the number of top fields of frames to be skipped while encoding and is specified by the 
encoder parameter file. The reference value, Ref(pic_order_cnt_lsb), in the context is then 
updated to the current calculated value of the picture order count least significant bits. Similarly, 
the first MB in the slice can be inferred using the equation:
Cur (firs t_mb_in_s lice) = Ref (first_mb_in_slice) + Nm (5.2)
where Nm is the number of MB per slice, and its value is set in the encoder parameter file. The 
reference value, Ref(first_mb_in_slice), in the context is then set equal to the current calculated 
value of the first MB in the slice, Cur(first_mb_in_slice). The frame number field is incremented
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after all the MBs in the frame are encoded. Therefore, its value is updated using the following 
relationship:
where f0 is the decoder output frame rate. After incrementing the Cur(frame_number), the value of 
Ref(frame_number) is set equal to the value of Cur(frame_number). The compressor also 
maintains a timer to refresh the static context by sending the uncompressed slice header. The 
value of the timer may be adapted to the channel error conditions.
5 .2.2  H .264  Com pressed H eader Packet Form ats From  Com pressor to 
Decom pressor
The generalized form of a compressed video packet header is shown in Figure 5.1. The H.264 
compressed header scheme uses only two packet types to identify compressed headers, and one 
for initialization/refresh. Therefore the following naming scheme is used to uniquely identify the 
format when necessary:
For example, VP1-M denotes a compressed header video packet type 1 with macroblock number 
update information, VPR-H is a video packet of type R carrying an uncompressed slice header. 
For detailed descriptions of the formats of the packet types, see section 5.2.3.
Figure 5.2 shows the structure of video packets when data partitioning is enabled. Since only 
partition A carries the slice header, the header compression is applied to the partition A slice 
header. The NAL (Network Abstraction Layer) header in all the video packets and the slice ID in 
NAL-A and NAL-B video packets may be compressed before transmission to the mobile 
interface, if the packet transmission order is guaranteed.
if (Cur(first_mb_in_slice) == 0)
Cur (frame _ number) = Ref (frame _ number) + f Q (5.3)
<packet type number>-<property>
Slice header Slice payload
CH Slice payload
CH : Compressed Header
Figure 5.1: Generalised format of H.264 compressed header packet
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NAL-A CH Motion data
Data partitioned slices A
NAL-B Slice ID Intra co-efficient
Data partitioned slices B
NAL-C Slice ID Inter co-efficient
Data partitioned slices C
CH = Compressed Header
Figure 5.2: Compressed header video packet structure for data partitioned slices A, B and C.
5 .2.3 Com pressed H eader Packet Types
Three compressed header packet types have been defined, packet type ‘zero’, packet type ‘one’ 
and packet type ‘R’. The following subsections explain the properties of each packet type.
5 .2 .3 .1  P a c k e t T y p e  ‘ z e r o 9
This packet type is used when parameters of all slice header are known by the decompressor, and 
the header to be compressed follows a known pattern.
1-VPO-C
Packet type VPO-C has no header. The packet may be used in case of frame level rate control by 
the encoder:
Motion/Texture data
5 .2 .3 .2  P a c k e t T y p e  ‘ o n e 9
This packet type is used when the field values of QP or MB number change. The information 
about the number of MBs skipped in case of one macroblock per slice is also communicated using 
packet type ‘one’.
1-VP1-V
This packet type is used to convey the dynamic field value of QP, when slice level rate control is 
enabled:
11111000 QP Motion/Texture data
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2-VP1-M
VP1-M packets update the MB field, and may be used when all other fields in the slice header 
except the MB remain unchanged:
11111001 MB Motion/Texture data
3-VP1-MQ
This packet is similar to a VP1-M packet. It updates both the MB number and QP value:
11111010 MB QP Motion/Texture data
4-VP1-S
The VP1-S packet is designed for the 1 MB/slice case. It is used for indicating the number of MBs 
slapped by the encoder. The field ‘skip’ informs the decompressor about the number of 
consecutive skipped MBs. The skip information is conveyed in the following non skipped video 
packet:
11111001 Skip (3 bits) Motion/Texture data
S.2 .3 .3  P a c k e t T y p e  R
This packet type communicates the static part of the context, i.e., the value of the constant fields 
in the header. It can optionally communicate the dynamic part of the context such as flags, 
parameter set ID etc.
1-VPR-H
In order to keep synchronization between compressor and decompressor, a full uncompressed 
slice header is sent at regular intervals. Furthermore, the VP-H packet is used to update the slice 
header fields, which are not included in the compressed packet formats:
11111111 NAL Uncompressed Slice Header Motion/Texture data
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5 .2 .4  Th e Com pressor
Figure 5.3 shows the flow diagram of the header compression scheme. The packet parser extracts 
the slice header from the video packet. The compressor starts with an uncompressed header by 
sending the full header packet (type R packet). The compressor stores the static field information 
in the context. In order to make sure that the packet communication has been successful, the 
compressor always sends the full header packet (type R packet) L times, where L is called the 
confidence level. Once the packet reaches the decompressor successfully, the decompressor stores 
the static field information in the decompressor context. After establishing the context at the 
compressor and decompressor, the compressed header packets of type 0 or 1 may be sent.
When the optimistic approach is taken as described above, there will always be a possibility of 
failure, since the decompressor may not have received sufficient information for correct 
decompression. Therefore, the compressor must periodically transmit an uncompressed packet 
type or packet type ‘one’. In addition to the full packet header transmission carried out due to 
periodic timeouts, the compressor must also immediately transmit the appropriate compressed or 
uncompressed header packet, when the header to be compressed does not conform to the 
established pattern.
Most of the time, the compressor sends the packet type 0, because of the established pattern 
between the consecutive header field such as the incremental fields ‘frame number’ and ‘picture 
order count lsb’. For low bit rate QCIF transmission of an IPPP sequence, both of these fields can
be inferred from the number of slice packets sent. Similarly, the flag fields in the slice header
remain static most of the time and are easily compressible. However, the ‘delta QP’ field is highly 
dynamic and may not be compressed.
After header compression, the rate analyser calculates the savings of header bits in the ith slice, 
AHjas follows:
AHi = Su — Sc (5 4)
where Sc denotes the size of the compressed packet header and Su denotes the size of the 
uncompressed header.
The saving of slice header bits in the jth frame having n slices is:
Aft = £ af t  (5.5)
1=1
The actual target bits, for encoding the (j+l )th frame is then computed using the following 
equation :
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fj  +, = Tj +1 +AHj (5.6)
where TJ+i is the target bits for the (j+1 )th frame calculated by the H.264 encoder rate controller 
[97].
Figure 5.3: Flow diagram of H.264 header compression scheme
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5 .2 .5  T h e Decom pressor
The decompressor uses the references stored in the context and the type of packet received in 
order to decompress the header. As an example, the first macroblock number in the slice field is 
incremental in nature, if FMO is disabled. The decompressor uses the following relationship to 
decompress the macroblock number:
If (FMO disabled)
Current MB number = Previous MB number + Number of MBs per slice
If (Current MB number > total MBs in Picture)
Current MB number = 0
else
Use the encoded FMO pattern (Slice Groups, slice group map type)
The encoded FMO pattern is transmitted in the video packet containing parameter information 
and is stored in the context of the decompressor. It is assumed that loss of the video packets 
during transmission is indicated by the lower link layer, so that the decompressor can update its 
context accordingly. In the event of failure of decompression due to transmission errors in the 
compressed header or de-synchronisation due to failure of correct updates, the packet is 
considered lost. The decompressor discards the packets until a refresh packet is received.
5 .2 .6  Signalling
It is the requirement of the proposed header compression scheme that the compressor and 
decompressor exchange certain signalling information prior to the start of communication session. 
The configuration parameters include video coding type, coding profile, error resilience mode etc. 
It is important for the compressor and decompressor contexts to have the same information about 
all the parameters which are used to encode a particular sequence. Examples of important 
parameters are:
• Encoding pattern, such as EPPPP
• Decoder output frame rate, f0
• Number of MBs per slice, Nm
• Type of rate control
The information about the header compression parameters is exchanged at the start of the 
transmission and is assumed to be valid until the end of the communication session.
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5 .3  S im u la tio n s
To evaluate the effects of the proposed video quality enhancement scheme, three video sequences 
Carphone, Foreman and Suzie have been tested. Three scenarios A, B and C are considered. In 
scenario A, errors only in the slice header are considered, and the slice payload is free from 
transmission errors. For scenario B, the whole video packet is exposed to transmission errors but 
the IP/UDP/RTP overheads are not considered. For data partitioning ‘enabled’, unequal error 
protection is not applied to any slice partition. Scenario C takes into account the compressed 
IP/UDP/RTP overheads with different channel conditions. Video sequences are encoded using the 
H.264 reference software version JM-9.5. The bit rate is set at 96 kb/s. Only the first frame of the 
sequence is coded as an intra-frame and all subsequent frames are coded as inter-frames. The first 
frame is considered to be error free. One row of macroblock in every picture is sent as intra. A 
total of 250 video fames for each sequence are encoded with QCIF (176x144) resolution at 10 
frames per second.
Header compression is performed on encoded video packets, and the compressed header video 
packets are transmitted over the simulated wireless downlink channel [14]. Tests are carried out 
using a spreading factor of 32 for a pedestrian mobile user in different channel conditions. The 
Turbo code rate is set to 1/3 with no transmit time diversity. Each test is run 20 times to achieve 
stable results. If there is an error in the video packet header, the VP is discarded and the erroneous 
VP is recovered using the spatially corresponding VP in the previous frame.
5 .3.1 Perform ance M etrics
For each video sequence, the header compression efficiency for m transmitted frames having n 
slices per frame is calculated as follows:
Where Sc denotes the size of the compressed packet header and Su denotes the size of the 
uncompressed header.
The Bit Rate Saving (BRS) of m frames at a fixed user data rate ‘r’ is given as:
2 > ( o
1=1 x 100 (5.7)
=  —  x l O O
s (5.8)
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m x AH :
BRS = ---------J-  (5.9)
tm(r)
where tni(r) is the transmission time of m frames, and AHj is the saving of slice header bits given 
in Equation (5.5).
Finally, the subjective results of selected video frames for different scenarios are presented.
5 .4  R e su lts  a n d  D iscu ssio n
Table 5.1 shows the header compression efficiency for Foreman, Carphone and Suzie sequences 
for different number of macroblocks per slice. The encoding rate is 96 kb/sec, and frame level rate 
control is enabled. Data partitioning is disabled and one byte of NAL overhead with each slice is 
included in the overheads. The H.264 header compressor refresh timer is set to 10 frames. From 
the analysis of results in Table 5.1, it is observed that he BRS is higher for one macroblock per 
slice due to the presence of significant amount of overheads in each frame. As the number of 
macroblocks per slice is increased, the bits saving rate due to header compression is decreased. 
This because of fewer overheads are present in large slices. Furthermore, the compression 
efficiency is greater than 87% for all sequences at different slice sizes. For smaller video packets 
of one macroblock per slice, the compression efficiency is as high as 90.9%. This means that 
approximately up to 91% overheads redundancy may be removed due to the proposed H.264 
header compression scheme. The following subsections present the effects of header compression 
on H.264 video quality.
5 .4.1 Scenario A : E rrors O n ly  in the Headers
Figure 5.4 (a), (b) and (c) show the objective video quality of the ‘Foreman’, ‘Carphone’ and 
Suzie sequences, respectively, with and without header compression, subjected to various channel 
conditions. In this scenario, errors only in the header part are considered. If there is an error in the 
header, the decoder may not be able to decode the slice, and discards the packet. As shown in 
Figure 5.4 (a), the worst performance in all channel conditions is for one macroblock per slice 
with uncompressed headers due to excessive overheads. However, header compression improves 
the objective quality of ‘Foreman’ sequence by 2.2 dBs for one macroblock per slice, in error 
prone conditions. There is an improvement of 4.3 dBs for ‘Foreman’ in case of one macroblock 
per slice in error free conditions due to the proposed header compression scheme. In the case of 
33 MB/slice there is an improvement of 0.04 dBs in error free conditions. The PSNR 
improvement due to header compression for one macroblock per slice case at Eb/N0 = 12 dBs is 
greater than that of 33 MB/slice, because there are more overheads in smaller packet. However, in
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error prone environments, 33 MB/slice has an improvement of up to 3.83 dBs due to header 
compression. This is because compressed headers are small compared to uncompressed headers, 
and smaller headers are less exposed to errors during transmission. The window based least 
significant bit coding, which is used to compress header fields, give sufficient protection against 
bursts of errors and therefore, compressed header fields are less affected by the transmission 
errors. The error free performance of one macroblock per slice is worse than 33 MB/slice due to 
the fact that overheads, even after header compression for 1 MB/slice, are approximately 33 times 
greater than 33 MB/slice as shown in Table 5.1. Similar results can be seen for the Carphone and 
Suzie sequences.
Table 5.1: Performance statistics of header compression scheme for 250 frames.
Sequence MB/slice
S
kbits
C
kbits
BRS
bits/sec
Vh
%
1 1381.54 178.07 48.14 87.11
Foreman 11 117.41 14.17 4.13 87.93
33 37.65 4.40 1.33 88.30
1 1371.64 133.64 49.52 90.26
Carphone 11 115.39 12.15 4.13 89.47
33 37.16 3.91 1.33 89.47
1 1346.69 122.00 48.99 90.94
Suzie 11 113.84 10.60 4.13 90.69
33 36.79 3.54 1.33 90.38
C = Total overheads in 250 frames with header compression 
S = Total overheads in 250 frames without header compression 
BRS = Bits Saving Rate
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Eb/N0
(c)
Figure 5.4: Scenario A: Significant improvements in video objective quality due to header 
compression at 96 kb/sec. (a) Foreman (b) Carphone (c) Suzie
5 .4 .2  Scenario B: E rrors in A ll Parts o f the Video Packet
In contrast to scenario A, the effects of errors on all parts of a video packet are analysed in this 
scenario. Figure 5.5 shows the PSNR results of the Suzie sequence in different channel conditions 
with data partitioning disabled. Compared to scenario A, the error prone video quality with small 
slices is reduced significantly due to errors affecting all parts of the video packet. Nevertheless, in 
eiTor prone conditions, the use of one macrobloclc per slice with the proposed header compression 
scheme outperforms all other cases. The worst performance in error prone environments is for 33 
MB/slice without proposed header compression. The reason for poor performance of large slices 
is because a single bit of error in a header may cause the whole video packet to be discarded. Also 
an error at the start of a larger packet may result in a loss of information for the subsequent 
macrobloclcs in the slice. Whereas, in the case of smaller packets, synchronization loss due to an 
error during transmission results in the loss of fewer macrobloclcs. In error free environment, 33 
MB/slice with the proposed header compression scheme has the highest PSNR value among all 
the cases. Similar results for the data partitioning enabled case can be viewed in Figure 5.6.
The comprehensive results of the three video sequences Foreman, Carphone and Suzie with and 
without the proposed header compression scheme are presented in Table 5.2 and Table 5.3 . In the
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case of data partitioning disabled, the maximum gain in PSNR, due to the proposed header 
compression scheme, is for the Suzie sequence with 33 MB/slice in error prone environments, as 
can be viewed from Table 5.2. However, in error free conditions, the maximum gain of 4.69 dBs 
is for the Carphone sequence with one macroblock per slice. For data partitioning enabled, the 
maximum improvement in video quality due to header compression is 2.73 dBs for the Suzie 
sequence with 11 MB/slice in error prone conditions. Due to excessive overheads, encoding of 
one macroblock per slice at 96 lcb/sec without header compression is not possible. However, 
header compression makes it feasible to encode with one macroblock per slice and its 
performance in error prone environment is better than all other cases, as can be seen from Table
5.3. In error free conditions, the Carphone sequence with 5 MB/slice has the largest PSNR gain 
(compared to corresponding uncompressed header case) of 1.49 dBs among all other cases.
The comparison of Table 5.2 and Table 5.3 reveals that data partitioning, even without any 
unequal error protection scheme, improves the error prone performance by typically 1-2 dBs 
compared to un-partitioned video packets. This is due to the fact that data partitioning breaks 
down a single packet into 2 to 3 packets thus reducing the chance of losing important data during 
transmission. However, more overheads are present in data partitioned packets compared to no 
data partitioned packets. Therefore, the error free performance of video with data partitioning 
‘disabled’ is better than the data partitioning ‘enabled’ case, depending upon the number of slices 
per frame. For all the three sequences, the compressed header one macroblock per slice scheme 
with data partitioning enabled outperforms all other slice combinations in all channel conditions.
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Eb/Nc
Figure 5.5: Scenario B: Performance comparison of the proposed header compression scheme with 
H.264 standard for Suzie sequence without data partitioning at 96 kbits/sec in various UMTS
downlink channel conditions.
Eb/No
Figure 5.6: Scenario B: Objective video quality for Suzie sequence with data partitioning ‘enabled’ at 
96 kbits/sec in UMTS down link various channel conditions. Dotted lines represent the H.264 
standard and solid lines show the PSNR values with proposed header compression scheme.
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Table 5.2: Scenario B: Comparison of objective video quality for Foreman, Carphone and Suzie 
sequences with data partitioning ‘disabled’ at 96 kb/sec for various MBs/slice with and without 
proposed header compression scheme at different channel conditions.
Sequence
Eb/N0
(dBs)
H.264 standard Proposed
1 MB
/slice
5MB
/slice
11 MB 
/slice
33 MB 
/slice
1 MB 
/slice
5 MB
/slice
11 MB 
/slice
33 MB 
/slice
Foreman
4 22.47 21.61 20.88 19.92 23.67 22.92 22.35 21.57
6 26.48 28.41 27.78 26.53 28.35 29.41 28.86 28.14
8 30.03 33.28 33.31 32.95 32.60 33.90 34.04 33.86
10 30.50 34.66 34.81 35.36 34.81 35.38 35.59 35.69
12 30.55 34.97 35.46 35.80 34.90 35.53 35.74 35.86
Carphone
4 25.96 25.70 24.97 24.07 27.68 27.23 26.70 26.01
6 30.05 32.59 31.63 30.61 31.86 33.13 32.38 32.04
8 31.79 35.48 35.40 35.50 35.06 35.92 35.86 35.91
10 31.97 36.42 36.90 37.05 36.62
36.71
37.06 37.05 37.30
12 32.02 36.52 36.98 37.25 37.14 37.29 37.33
Suzie
4 26.18 25.44 24.80 23.78 27.76 27.19 26.89 25.98
6 31.63 32.53 32.63 30.84 33.61 33.91 34.00 32.63
8 34.61 37.72 38.00 37.59 37.80 38.50 39.00 38.90
10 35.34 39.16 39.74 39.93 39.49 39.87 39.96 40.03
12 35.35 39.42 39.81 40.09 39.52 39.96 40.09 40.16
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Table 5.3: Scenario B: Comprehensive analysis of the objective video quality for Foreman, Carphone 
and Suzie sequences with data partitioning ‘enabled’ at 96 kb/sec for various MBs/slice with and 
without proposed header compression scheme at different channel conditions.
Sequence
Eb/N0
(dBs)
H.264 standard Proposed
1MB
/slice
SMB
/slice
11MB
/slice
33 MB 
/slice
1MB
/slice
5 MB 
/slice
11MB
/slice
33 MB 
/slice
Foreman
4 - 22.50 22.10 21.65 24.87 24.23 23.82 23.22
6 - 29.51 28.92 28.99 30.69 30.41 29.95 29.75
8 - 33.43 33.79 34.28 35.29 34.52 34.77 34.77
10 - 34.45 34.94 35.46 36.27 35.40 35.47 35.60
12 - 34.54 35.31 35.77 36.56 35.91 35.83 35.90
Carphone
4 - 27.28 26.81 26.32 29.39 28.75 28.42 27.94
6 - 32.19 32.64 32.34 33.97 33.68 33.12 33.46
8 - 35.32 35.75 35.95 36.63 36.37 36.33 36.31
10 - 35.95 36.80 37.17 37.80 37.11 37.17 37.33
12 - 36.03 36.82 37.22 38.04 37.52 37.38 37.39
Suzie
4 - 26.76 26.25 25.54 29.34 28.94 28.98 28.17
6 - 33.94 33.72 33.12 35.60 35.28 35.37 34.42
8 - 38.16 38.65 38.58 39.70 38.84 39.35 39.23
10 - 39.01 39.65 40.03 40.59 39.92 40.01 39.83
12 - 39.01 39.67 40.06 40.91 40.34 40.18 40.21
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5 .4.3  Scenario C : Transm ission w ith R O H C
Scenario B examines the transmission of video packets without considering RTP overheads. In 
scenario C, a complete performance of the proposed schemes, in combination with compressed 
IP/UDP/RTP (ROHC) overheads is presented. ROHC optimistic mode is used with a round trip 
time of 200 msec. This means in the event of context damage, the ROHC decompressor sends a 
feedback signal to the ROHC compressor to indicate the loss of synchronization. ROHC is 
described in Section 3.2. The compressor then sends the refresh packet to regain synchronization. 
However, the decompressor discards all the packets until the refresh packet has arrived. Figure 5.7 
and Figure 5.8 present the objective results for the Carphone sequence, with and without the data 
partitioning, respectively. Similar to scenario B, two slice sizes in different channel conditions are 
considered. The smaller slice sizes with header compression perform the best in both the cases for 
eiTor prone conditions. Without the proposed header compression, 33 MB/slice has the worst 
objective quality. As channel conditions improve, the H.264 standard with 5 MB/slice tends to fall 
behind the other cases due to large overheads. In error free environments, 33 MB/slice with 
header compression has the best objective quality. This is due to the minimal amount of 
overheads present.
When comparing the data partitioning disabled case of Figure 5.7 with the data partitioning 
enabled case of Figure 5.8, it can be seen that the error prone performance of the later is better 
than the former. This is because with data partitioning the important header and motion data of a 
slice is transmitted separately from the texture data. This arrangement reduces the chances of 
corruption of critical data. However, data partitioned packets have additional overheads. 
Therefore, the error free performance of the data partitioned case is inferior compared to the non 
data partitioned case.
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Eb/N0
Figure 5.7: Scenario C: Objective video quality for Carphone sequence without data partitioning. 
The transmission rate is 96 kbits/sec for different channel conditions.
Eb/N0
Figure 5.8: Scenario C: Performance comparison of Carphone sequence with data partitioning 
‘enabled’ at various channel conditions at 96 kbits/sec with different slice sizes.
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Table 5.4 and Table 5.5 provide the detailed analysis of three sequences Foreman, Carphone, and 
Suzie. Various slice combinations with different channel conditions are presented. From Table
5.4, it can be concluded that the proposed header compression scheme increases the video quality 
up to 2.15 dBs in error prone environment and up to 5.61 dBs in error free environment. The 
maximum improvement in PSNR value due to header compression, compared to the case of 
without header compression in all cases, is 5.61 dBs for the Foreman with one macroblock per 
slice at Eb/No =12 dBs. In error prone environment, 33 MB/slice for Suzie has the maximum 
improvement of 2.15 dBs. Similar results can be seen for the data partitioned case. For data 
partitioning, encoding of one macroblock per slice without header compression is not feasible due 
to excessive overheads. However, proposed header compression scheme makes feasible one 
macroblock per slice to be transmitted at 96 kb/sec and it outperforms all other cases in all the 
channel conditions, as is clear from Table 5.5.
5 .5  S u b je c tiv e  R esu lts
This section provides the video subjective performance comparison of Foreman and Suzie 
sequences with and without the proposed header compression scheme in various channel 
conditions. The sequences are encoded for data partitioning ‘disabled’ and with ROHC overheads 
inclusive (scenario C) at the transmission rate of 96 kb/sec. The error prone conditions mean 
Eb/No = 4 dBs and error free conditions correspond to Eb/N0 = 12 dBs. Figure 5.9 shows the 
selected frame number 33 of Foreman in error prone conditions for two slice sizes; 1 MB/slice 
and 33 MB/slice. The header compression scheme removes much of the overhead redundancy in 
the encode bitstream and enables the transmission of packet sizes as small as 1 MB/slice at 
acceptable video quality at the decoder. The subjective video quality is better for Figure 5.9(a) 
and (c) with header compression compared to Figure 5.9(b) and (d) without header compression. 
Figure 5.9(b) shows the worst case due to large overheads with smaller packets without header 
compression and Figure 5.9(d) shows the best case without the header compression with large 
packet length (33 MB/slice). To demonstrate the subjective video quality with larger slice size of 
33 Mb/slice in error free and error prone channel conditions, refer to Figure 5.10. The 
improvement in subjective quality due to the proposed header compression in error prone channel 
conditions is significant. However, the gain due to header compression is not noticeable in case of 
larger slice size of 33 MB/slice in error free channel conditions, as can be seen in Figure 5.10 (c) 
and (d). This is because of the fact that there are fewer overheads in large slices. Therefore, header 
compression does not bring significant difference in error free video performance. Similar results 
are shown for Suzie sequence in Figure 5.11 and Figure 5.12. More subjective results can be seen 
in Appendix D.2.
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Table 5.4: Scenario C: Video objective performance comparison of the proposed scheme with H.264 
standard without data partitioning for Foreman, Carphone and Suzie sequences inclusive of ROHC 
overheads at 96 kb/sec for various slice sizes and UMTS channel conditions.
Sequence
Eb/N0
(dBs)
H.264 standard Proposed
1MB
/slice
5 MB 
/slice
11MB
/slice
33 MB 
/slice
1MB
/slice
SMB
/slice
11MB
/slice
33 MB 
/slice
Foreman
4 21.97 21.26 20.35 19.71 23.24 22.81 22.29 21.43
6 26.32 27.94 27.66 26.31 28.04 29.12 28.90 28.01
8 28.26 32.23 32.75 32.66 32.28 33.46 33.71 33.55
10 28.64 34.62 34.81 35.21 34.13 35.32 35.35 35.57
12 28.64 34.85 35.41 35.76 34.25 35.42 35.70 35.81
Carphone
4 25.73 25.63 24.67 23.45 27.01 26.62 25.94 24.99
6 29.34 31.94 31.60 30.38 31.17 32.36 32.10 31.42
8 30.55 35.34 35.22 35.35 34.61 35.81 35.74 35.75
10 30.65 36.27 36.58 37.01 36.07 36.78 37.18 37.13
12 30.66 36.39 36.93 37.24 36.02 37.01 37.22 37.30
Suzie
4 25.79 25.37 24.01 23.53 26.61 26.82 26.34 25.68
6 30.98 32.56 32.38 30.58 31.64 32.16 32.00 31.81
8 33.16 37.72 38.00 37.30 37.50 38.45 38.82 38.62
10 33.58 39.10 39.50 39.65 38.87 39.73 39.77 39.80
12 33.60 39.30 39.76 40.08 38.94 39.85 40.03 40.12
99
Chapter 5 H.264 Header Compression
Table 5.5: Scenario C: Detailed results for Foreman, Carphone and Suzie sequences with and without 
proposed header compression scheme. The transmission rate is fixed at 96 kb/sec with data 
partitioning inclusive of ROHC overheads.
Sequence
Eb/N0
(dBs)
H.264 standard Proposed
1MB
/slice
SMB
/slice
11MB
/slice
33 MB 
/slice
1MB
/slice
SMB
/slice
11MB
/slice
33 MB 
/slice
Foreman
4 - 22.28 22.02 21.60 24.52 24.02 23.73 23.16
6 - 28.77 28.54 28.91 30.38 30.31 30.14 29.71
8 - 33.36 33.72 34.08 35.20 34.69 34.67 34.44
10 - 34.38 35.23 35.51 35.94 35.39 35.43 35.26
12 - 34.41 35.26 35.70 36.08 35.80 35.77 35.88
Carphone
4 _ 25.91 25.72 25.38 28.29 27.62 27.20 26.54
6 - 32.18 32.27 32.14 32.99 32.77 32.59 32.46
8 - 35.51 36.06 36.13 36.48 36.28 36.26 36.15
10 - 35.88 36.72 37.14 37.30 37.01 37.22 36.81
12 - 35.90 36.75 37.17 37.69 37.43 37.32 37.36
Suzie
4 - 26.00 26.06 25.06 29.09 28.60 28.47 28.01
6 - 33.68 33.60 33.02 34.85 34.80 34.87 34.20
8 - 38.03 38.58 38.22 39.14 38.87 39.06 39.01
10 - 38.88 39.48 39.11 40.29 39.79 40.00 39.98
12 ~ 38.89 39.63 40.01 40.59 40.22 40.13 40.18
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(b)
(c) (d)
Figure 5.9: Scenario C: Subjective comparison of reconstructed video frame number 33 for scenario 
C from Foreman sequence with data partitioning ‘disabled’ in error prone conditions (Eb/N0 = 4 dBs) 
(a) proposed scheme with one macroblock per slice (b) without the proposed scheme with one 
macroblock per slice (c) proposed scheme with 33MB/sIice (d) without the proposed with 33MB/slice.
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(a) (b)
(c) (d)
Figure 5.10: Scenario C: Selected frame No. 140 of Foreman sequence for scenario C. Data 
partitioning is disabled with 33 MB/slice for (a) proposed scheme in error prone conditions (Et/N0 = 4 
dBs) (b) without the proposed scheme in error prone conditions (Eb/N0 = 4 dBs) (c) proposed scheme 
in error free conditions (d) without the proposed scheme in error free conditions.
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(c) (d)
Figure 5.11: Scenario C: Comparison of selected frame No 160 of Suzie sequence with and without 
the proposed scheme for scenario C. Data partitioning is disabled in error prone conditions (Eb/N0 = 4 
dBs) (a) for one macroblock per slice with proposed header compression (b) for one macroblock per 
slice without the proposed scheme (c) for 33 macroblock per slice with proposed header compression
(d) for 33 macroblock per slice without proposed header compression.
103
Chapter 5 H.264 Header Compression
(a) (b)
(c) (d)
Figure 5.12: Scenario C: Subjective video performances of Suzie sequence for the reconstructed 
frame No 140 for scenario C. Data partitioning is disabled with 33 MB/siice for (a) proposed scheme 
in error prone conditions (Eb/N0 = 4 dBs) (b) without the proposed scheme in error prone conditions 
(Eb/N0 = 4 dBs) (c) proposed scheme in error free conditions (d) without the proposed scheme in error
free conditions.
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5 .6  C o n c lu sio n
In this chapter, an error resilient and bit rate enhancement scheme for H.264 is proposed for 
wireless transmission. Based upon the analysis of H.264 video packet headers for baseline profile 
in Chapter 2, the H.264 header compressor and decompressor are designed. Different types of 
compressed header packet formats are designed to work with the proposed header compression 
scheme. A variety of scenarios for different sequences are simulated to compare the performance 
of the proposed scheme with H.264 standard. The header compression efficiency for tested 
sequences is greater than 87%. The saving in data rate due to compression of overheads at a fixed 
user data rate is utilised to increase the encoding bit rate. This gives further enhancement in video 
quality. Results show an improvement of up to 3 dBs in error prone conditions and approximately 
5 dBs in error free environment for one macroblock per slice encoded video bitstream. For larger 
slices, since there are fewer overheads, the error free gain due to header compression is not 
noticeable. However, in error prone environment, header compression brings approximately 2 dBs 
improvement for video bitstreams encoded with larger slices.
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6  H e a d e r  C o m p r e s s i o n  B a s e d  E r r o r  
R e s i l i e n c e
6 .1  O v e r v ie w
Transmission errors in wireless communications cause detrimental effects on decoded video 
quality. For error prone low bit rate video transmission, error resilience and error robustness 
techniques are used to improve the perceived video quality. In packet based transmission, the 
video packet headers reduce the effective transmission rate and contribute to increase the packet 
loss rate due to errors in headers. In particular, slice headers occupy a significant proportion of the 
bitstream for smaller packet sizes. This increases the chance of packet loss due to errors in 
headers. Extra redundancy present in the packet header can be compressed between consecutive 
packets to reduce the overheads. Header compression saves bandwidth and the saved bits can be 
used to increase the video quality. Header compression based quality enhancement can be 
performed for any coder supporting packet based transmission, but in this thesis H.264 is 
presented as the test case. This chapter presents two schemes to increase the video quality in error 
prone conditions using the joint header compression and error robust schemes at a fixed 
transmission rate. Simulations over a UMTS downlink channel include the use of compressed 
IP/UDP/RTP overheads (ROHC). Results show significant improvements in objective and 
subjective video quality.
The video quality perceived by the mobile end user depends upon efficient compression by the 
encoder and successful transmission of encoded video packets. The compressed video data is 
highly susceptible to the transmission errors. Errors during transmission may degrade video 
quality by an unacceptable amount. Many error robustness and error resilience techniques require 
extra bandwidth, thus reducing the transmission efficiency. In MPEG-4, the insertion of fixed 
length start codes and motion boundary markers are used to minimise the propagation of error 
within the video stream [30]. The reversible variable length coding provides the ability to the 
decoder to localize the error [43], The header extension code is also used to duplicate the video 
object plane (VOP) header [12].
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The error resilience tools recommended by the H.264 coding standard are based upon the concept 
of slices [98]. The H.264 baseline profile provides three major error resilience features; FMO 
(Flexible Macroblock Ordering), arbitrary slice order and redundant slices [13;34;95]. FMO 
changes the allocation of macroblocks to several slice groups. The idea is to spread the effects of 
errors over the whole frame so that more neighbouring macroblocks are available for error 
concealment. Similar to the concept of FMO, is another error resilient tool called arbitrary slice 
order. In arbitrary slice order error resilience tool, the decoder allows the slices to arrive in 
arbitrary order. This is, in particular, useful to account for the packet arrival characteristics of IP 
networks. However, all the slices of one frame must have arrived before the decoder can start 
decoding of the next frame. The third important tool is the redundant slices. Redundant slices 
allow the insertion of primary and one or more secondary slices in the bitstream. In the case of an 
error in the primary slice, it can be replaced by an error-free redundant slice.
Apart from the error resilience tools recommended by the coding standards, network assisted and 
FEC (Forward Error Control) techniques are used to reduce errors during transmission [79-82]. 
Network assisted error control methods require a feedback channel and memory storage. In 
UMTS (Universal Mobile Telecommunications System), ARQ (Automatic Repeat Request) is an 
example of network-based error correction. For video communications using the feedback 
channel, efficient intra refreshment, and conditional replenishment of MBs [89] have been 
proposed. Such techniques are not applicable for time sensitive applications particularly in case of 
wireless transmission with long round trip time delays. The FEC techniques use UEP (Unequal 
Error Protection) schemes [99]. The sender estimates the condition of channel and protects the 
important data of the bitstream by adding the suitable redundancy. In error prone environments, 
the receiver can recover the critical information if any of the redundant data is received without 
errors [100]. Error concealment is another methodology to improve video quality in error prone 
environment. A number of error-concealment schemes for motion vector estimation have been 
reported [83-85]. Although error-concealment methods generally do not add redundant bits, a 
fairly high computational power at the receiver is required. A few other techniques reported in 
literature include multiple description video coding [86] and data embedded video coding 
schemes [86;87]. However, the FEC techniques are highly effective against transmission errors.
The FEC schemes add extra redundancy to reduce the effects of the channel errors [101-104]. 
This means extra transmission bandwidth will be required. The error resilience tools 
recommended by coding standards also introduce redundancy in the coded bitstream. Many 
proposed schemes modify the standard, add complexity to encoder and decoder, or require 
feedback channel, hi this chapter, a novel error resilience strategy based on header compression of 
video packets, is introduced. The scheme proposed in this chapter provides bandwidth-optimised 
error resilience using video packet header compression. For an error prone channel, the bit budget
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provided by the header compressor can be utilised in any error robust scheme. Two header 
compression based error resilience schemes are proposed in this chapter. In the first proposed 
scheme, MB length indicators are transmitted to help the decoder remain synchronised in case of 
an error during transmission. In the second proposed joint header compression and channel coding 
method, error-protection bits are distributed dynamically among the slices of the encoded 
bitstream, while keeping the total bit rate unchanged. H.264 coding is chosen as an example, to 
verify the effectiveness of the proposed scheme.
It is important to take account of the network and transmission overheads for calculating the 
transmission bit rate. Video packets are encapsulated within IP/UDP/RTP for transmission over 
packet switched networks [48-50]. In this chapter, the packetization scheme of putting exactly one 
NALU (Network Abstraction Layer Unit) in one RTP packet is considered. The basic RTP header 
size is 12 bytes and the combined IP/UDP/RTP had header size of 40 bytes (20+8+12). As 
discussed in chapter 3, several schemes have been proposed to compress the transport and 
network layer protocol headers since Van Jackobson’s CTCP (Compressed TCP) technique [51- 
55;57;59]. CTCP compresses IP and TCP header to 4 octets and ROHC profile 1 compresses 
IP/UDP/RTP down to 1 byte [58;105]. ROHC RFC 3095, an IETF (Internet Engineering Task 
Force) standard, is the most comprehensive and robust header compression standard and has been 
incorporated in wireless standards such as UMTS and 3GPP2 for compression of IP/UDP/RTP 
headers [60; 106; 107]. In this chapter, ROHC overheads have been tested jointly with the 
proposed slice header compression schemes to present the complete scenario of IP-based video 
transmission.
The chapter is organised according to the following layout. In Section 6.2, the effects of slice 
sizes on overheads and error robustness are discussed. Section 6.3 describes the analysis and 
header compression technique for the overheads present in the H.264 baseline profile. Section 6.4 
presents the proposed robust quality enhancement schemes including the redundant length 
indicator method and the joint header compression and channel coding method. The simulations 
and experimental results are discussed in Section 6.5 and Section 6.6, respectively. Finally, 
conclusions are given in Section 6.7.
6 .2  O v e r v ie w  o f  S lice  O v e r h e a d s
In order to mitigate the effects of transmission errors, baseline H.264 defines slices and slice 
groups. Slices are formed by combining one or more macrobloclcs and a slice group is composed 
of one or several slices. Smaller sizes of slices are preferable, because in case of errors in the 
slice, the whole slice may have to be discarded. But frequent use of slices either significantly 
increases the encoding rate at a fixed quality level, or degrades the video quality at a fixed
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transmission rate. This is because of the large amount of overhead in the form of slice headers 
associated with each slice.
Table 6.1 shows the header statistics for the first 100 frames of the Foreman sequence. The 
sequence is encoded with the baseline profile with EPPP pattern in two scenarios, at a constant rate 
of 96 kb/sec, and another with constant QP of 28. Parameter slice overheads are not considered. 
One byte of NAL (Network Abstraction Layer) header, as shown in Figure 6.1, is counted in the 
calculation. Error resilient tools such as redundant slices and FMO are disabled. Different slice 
sizes have been tested to find the percentage of overheads. As shown in Table 6.1, the slice header 
contributes approximately 55% of total encoded data for one macroblock per slice at fixed 
encoding rate. With the increase in slice size, the overheads reduce to approximately 1.5% for 33 
MB/slice. This reduction of overheads allows the encoder to decrease the average encoded QP 
value. This fact is reflected in Table 6.1 by AQ value, which is the absolute difference of QP with 
respect to 33 MB/slice. Table 6.2 shows the statistics of slice overheads with fixed QP value of 
28. AT is the amount of extra encoding data rate required to achieve desired QP compared to the 
encoding date rate of 33 MB/Slice. For one macroblock per slice, the value of AT may reach up to 
64 lcbits/sec. As the slice size is increased, the overheads reduce sharply with the increase in slice 
size up to 5 MB/slice. After this point, the overheads decrease almost linearly, as illustrated in 
Figure 6.2.
NAL Slice Header Video Data
Figure 6.1: Slice structure of H.264 with NAL header.
Table 6.1: Slice overheads for Foreman at 96 kb/sec encoding rate with different MBs/siice
MB/Slice Overheads (%) QP (average) AQ
1 54.85 42.03 10.05
5 10.50 33.37 1.39
11 4.63 32.56 0.58
33 1.48 31.98 0.00
where AQ = Absolute difference of QP with respect to 33 MB/slice
109
Chapter 6 Header Compression Based Error Resilience
Table 6.2: Slice overheads for Foreman with QP=28 for different MBs/slice
MB/Slice Overheads (%) T(kb/sec) AT(kb/sec)
1 27.66 177.39 63.39
5 7.69 128.19 14.19
11 3.67 119.79 5.79
33 1.24 114 0.00
T = Average encoding rate in lcb/sec
AT = Extra encoding data rate required compared to the encoding data rate of 33 MB/Slice
In addition to the overheads, the slice size should be selected keeping in view the channel 
conditions. In error prone environments, a single bit error may cause the whole packet to be 
discarded. Therefore, a slice consisting of several macroblocks covers a much larger image 
region, and if it is lost, it is more difficult to conceal than a small region.
A single bit error in the slice header leads to the loss of the whole packet as shown in Figure 6.3. 
This means the effective error rate is much higher than the channel bit error rate ech. As can be 
seen from Equation (3.3).
MB/Slice
Figure 6.2: Average percentage of overheads with varying MBs/slice
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slice header payload
H , L
------ ------ ---------- ------ >j
0 1 2 o • e • n H-l 0 1 2 0 0 0 0 m m+1 . . . . L-l
f  1<     J
. 1 1, , information lost Ierror in payload
\<--------------------------------------------------------------- >\
error in header slice discarded due to error in header
Figure 6.3: Effects of errors on information loss in a non-partitioned H.264 video packet.
If there is no error in the slice header, and there is an error in the slice payload, then the 
information lost depends upon the location of the error. Assume an error occurs and is detected at 
a bit position m as shown in Figure 6.3. All the information is lost starting from bit m till the end 
of the slice. Therefore, the effective error rate for errors in the slice payload is:
eff{ech,L) =  H J L  (6 j)
S  1
where
Therefore,
Pm ~ ech (1 ech )
m
e. i "1
E m=0
(6.2)
where L is the length of the slice payload.
Therefore, the overall effective error rate is:
p £4 (6.3)
eff{ech) = \ - ( l - e ch)H + / - Y V - e ch)m( L - m )
L  m = 0
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It is clear from Equation 6.3 that smaller values of H and L will reduce the effective error rate. 
This can be achieved by reducing H using header compression techniques. For example, let eCh= 
0.01 and L = 100. The eff(ecjl) = 0.767 for H = 50, and it reduces to 0.421 for H = 5.
6 .3  S lice  H e a d e r  C o m p re ssio n
The motivation for compressing the slice header is based on the observation that, for a large 
number of slices per picture or for a small number of MBs per slice, a lot of information is always 
repeated by the slice header. Therefore, it is superfluous to transmit the same information many 
times for neighbouring slices. As analysed in section 6.2, the size of the slice header may 
contribute up to 54% of total slice size, especially for P-pictures and low bit rates. For a given 
parameter set, most of the header fields can be inferred from other fields of same slice header or 
from the slice header of already received packets and therefore it is not necessary to transmit them 
with each slice.
The syntactical analysis of H.264 slice headers is illustrated in Chapter 2. Table 2.4 gives the 
analysis of the typical fields in the slice header for baseline profile. As is clear from Table 2.4, 
that most of the slice headers for baseline profile of H.264 are predictable. The H.264 header 
compression scheme is proposed in Chapter 5. Static fields in slice header are sent only once and 
are stored in the context at compressor and decompressor for future compression/ decompression. 
Redundant fields are not sent at all. Based upon the information stored in the context, the 
compressor sends only the dynamic fields. Upon reception of the compressed header packet, the 
decompressor decodes the header with the help of stored information in the context. The ‘first 
macroblock in slice’, ‘picture order count lsb’, and ‘frame number’ field in the slice header 
advance in a known pattern. Therefore, most of the slice header field can efficiently be 
compressed and decompressed.
Header decompression is successful as long as compressor and decompressors remain 
synchronised. However, in case of packet erasures, decompression of inferred fields such as frame 
number and first macro block number may fail. To ensure synchronization, periodic transmission 
of uncompressed header is necessary. Furthermore, the transmission link layer must inform the 
decompressor about any loss of packets during transmission. More details on the subject can be 
found in [76; 108].
6 .4  H e a d e r  C o m p r e ssio n  B a se d  Q u a lity  E n h a n ce m e n t S ch em es
Video header compression saves bandwidth by eliminating the redundancy in packet header. The 
saved bits due to header compression can be utilized to enhance the video quality in numerous
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ways. In this section, two schemes are proposed: Joint Header Compression and Robust Length 
Indicators (JC-RLI) and Joint Header Compression and Unequal Error Protection (JC-UEP). JC- 
RLI inserts length indicators in video packets to minimize the error propagation. JC-UEP uses the 
bits saved by header compression to give additional error protection for motion data.
6 .4.1 Schem e 1 : J C -R L I
H.264s baseline profile does not support data partitioning. This means that macroblock motion 
and texture data of one macroblock is concatenated sequentially before the start of the next 
macroblock in the slice. In case of an error during transmission, the decoder may lose 
synchronization and all the data between the location of error and the end of the slice is lost. The 
amount of information lost depends upon the location of the error in the slice and the length of the 
slice. The bits saved due to header compression can be utilized to limit the propagation of errors 
within a slice by inserting Length Indicators (Lis) in the start of the slice. The LI is the length of a 
macroblock within a slice. When an error occurs in a macroblock data of a slice consisting of 
multiple macroblocks, the decoder can synchronise quickly with the help of LI of the next MB 
within the slice. Larger packets can benefit more from the insertion of Lis, but larger packets have 
fewer overheads than smaller packets. The number of bits used to insert Lis depends upon the bits 
saved due to header compression. Therefore, fewer Lis are available for larger packets.
The procedure to insert the Lis in the slice is as follows. First, the length of each encoded 
macroblock in a slice is calculated. Then, all the Lis of the slice are combined together and 
inserted at the beginning of the slice after the header as shown in Figure 6.4. The motion and 
texture data of the slice is finally appended to the modified packet. The length indicators in a slice 
carry information about the length of macroblocks belonging to the current slice. The first LI 
corresponds to the length of the first MB, the second LI indicates the length of the second MB and 
so on.
Ideally, length indicators for all macroblocks in the slice should be inserted. However, not all the 
slices have the Lis available for all macroblocks. The number of Lis that can be inserted in a slice 
depends upon the savings due to header compression in the current frame. However for very small 
slices, typically less than 5 MB/slice, little improvement is expected from the insertion of Lis due 
to fewer macroblocks per slice. On the other hand, for large slices such as 33 MB/slice, the 
savings in overheads are not sufficient to insert all the Lis in a slice. Therefore, slice sizes greater 
than 5 MB and less than 33 MB can effectively mitigate the macroblock propagation loss within 
the slice in error prone environments.
Since an error in the macroblocks at the start of the slice may cause unnecessary loss of 
subsequent macroblocks in the slice, insertion of Lis for macroblocks in the beginning of a slice is
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preferred to the insertion of Lis for macroblocks near the end of the slice as shown in Figure 6.4. 
Therefore, the Lis are inserted from top to bottom and from left to right of slices until all the bits 
saved due to header compression are exhausted. As an example, for 2 slices/frame, first LI will be 
inserted for MB! of slice 1, second LI will be inserted for MB] of slice 2, third LI will be inserted 
for MB2 of slice 1 and so on. The algorithm for inserting Lis in the ith frame having ‘m’ slices 
with ‘n’ macrobloclcs, at a fixed target rate is as follows:
While ( ELI bits < bits saved by header compression)
{
Insert LI (m, n)
Increment m
If (m = = total slices per frame) { 
m=0 
n++
}
}
Compressed 
slice header n x LI M,T, m 2t 2 M Tn n
LI. LI,.... LI1 2 n
where LIn = the length indicator of nth MB in octet
Figure 6.4: Modified slice format after insertion of length indicators.
The modified video packets after insertion of length indicators are transmitted over the wireless 
channel. During transmission, an error may occur in any parts of a slice. If there is an error in the 
header or the length indicators are corrupted due to transmission errors, the receiver will not be 
able to regain synchronization. However, if there is an error in the macroblock, but there is no 
error in the header and no error in the length indicators, the decoder may regain synchronization 
using the length indicator to mark the start of the next macroblock. The discarded macroblocks 
are copied spatially from the previous video frame.
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6.4.2 Scheme 2: JC-UEP
The most important data in the slice after the header bits is the motion information. An error in the 
motion bits may result in a significant reduction in video quality. Furthermore, texture 
information cannot be decoded without the motion data. Therefore, protection o f motion 
information against transmission errors significantly improves video quality [90; 109]. A scheme 
is proposed in this section to protect motion vectors, in conjunction with header compression. The 
bits saved due to header compression are dynamically utilised to add RS (Reed Solomon) code 
protection for the motion data [110].
Figure 6.5 shows the concept o f the proposed rate adaptive UEP (Unequal error Protection) 
scheme for motion data. The motion data Mr,s o f all the macroblocks in a frame is collected 
together and is arranged as a r x s size (in octet) matrix, where r is total motion bytes in a slice and 
s is the number o f slices in a frame. If the motion data o f a slice is absent or less than r bytes, the 
matrix row is filled with octets o f the texture data o f that slice. RS parities are calculated keeping 
the target bit rate constant. This means that the number o f motion vectors protected is varied to 
match the target bit rate.
An RS(n, k) code can protect‘t’ erasures provided t <n-k, where k is the number o f packets to be 
protected. The greater the number o f parities, the better is the protection against errors. As shown 
in Figure 6.5, w l, w2, and w 3 are the three RS(n, lc) windows measured in bytes, corresponding to 
three levels o f protection LI, L2, and L3 respectively, where LI corresponds to a greater level o f 
protection than L2, and L2 represents a greater protection level than L3. A descriptor o f 1 to 3 bits 
is included in the start o f each packet to indicate the information about LI, L2, or L3 level 
parities, as shown in Figure 6.6 . Table 6.7 (a) gives the meanings o f the codes used. The parity 
bytes in each parity block Pi, P2 and P3 are calculated vertically across the slices.
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Slice N 0 
Slice N,
RS block „ 
for 1 st byte
Slice N
Motion data o f  a slice 
«------------ w ,  ► w,
M,0,0
M,0,1
M,0,s
0,0
M
M1,1
M
1,S
1,0
M n M „x,0 x+1,0
M ,i Mx+1>1
M M ,.x,s x + l,s
My,p y^+1,0 r^,0
M M ., .... My,s y + l ,s  r
Frame
P P 0,1 r 1,1 P P 0,2 1,2
Parity block P, Parity block P, Parity block P3
Ns = Number of slices in a frame 
Mr s = *th motion byte of sth slice
Figure 6.5: Calculation of RS parities for the motion data of a frame.
[<— 3 bits — — W j —►[<— W2 - » K - W3
L, l2 l2 P, P2 P3 Slice header Slice payload
Lj L2 and L3= Flags indicating the inclusion of parities Pp P2 and P3 respectively before the slice header 
Wj, w2 and w3 = Window length in bytes corresponding to protection levels Lj ,L2 and L3 respectively.
Figure 6.6: Structure of the video packet after concatenation of the parity information
~\
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First ‘8’ motion bytes o f a slice
Before
Transmission
M u m ,,2 M u Mi,4 M ,,5 M1j6 M,i7 M i,8
m 2>1 m 2,2 m 2,3 M2i4 M 2,5 m 2>6 M 2>7 M2i8
M 3>i m 3,2 m 3,3 M3i4 M3,5 m 3>6 M3i7 OO'i
RS RS RS RS RS RS RS RS
RS RS RS RS RS RS
RS RS RS RS
Frame 
with 3 
slices
(a)
Recoverable 1
4----------- W ] ------->|«* w2 ------  I “ w3 ------ ►
data ' ' '
X X X X X X X X
X X X X X X X X
After M3), m 3>2 M 3,3 M 3,4 M 3,5 m 3,6 M 3>7 M 3,s
Transmission RS RS
'
RS RS RS RS RS RS
RS RS RS RS RS RS
RS RS RS RS
(b)
Figure 6.7: (a) An example of parity bits calculation for a frame having 3 slices with RS budget of 18 
bytes, (b) Recovery of motion data after erasure of 2 packets during transmission where ‘X’
represents lost motion byte.
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Table 6.3: (a) Coding Table for a 1 to 3 bit descriptor for in-band signalling (b) Experimentally 
determined RS windows sizes for different slice sizes used in the proposed scheme for motion data
protection.
(a)
L, l 2 l 3 Parity Block
0 - - -
1 0 1 Pi
1 1 0 P i,P 2
1 1 1 P i,P 2, P3
(b)
MB/Slice Wi (Octet) w2(Octet) w3(Octet)
1 3 - -
5 12 9 9
11 12 12 12
33 9 - -
Figure 6.7 shows an example o f parity bits calculation for a frame consisting o f 3 slices. Let the 
savings o f bits due to header compression for this frame be 18 bytes. This means 18 RS parity 
bytes are available for motion data protection. M],i is the first byte o f motion data for slice 1 in the 
current frame. M ij2 is the second byte o f motion data o f slice 1 in the current frame and so on. The 
RS parities are calculated for each column from left to right. The number o f parities for each 
column can be varied depending upon the amount o f protection required. In Figure 6.7 (a), the 
first four motion bytes are protected using 3 RS bytes for each column. Columns five and six use 
2 parities each and columns 7 and 8 use one parity each. This means the first four bytes o f motion 
data can be recovered even i f  there is a consecutive loss o f 3 packets during transmission.
After calculating the parities, the motion and texture data is transmitted and the RS parities o f the 
current frame are transmitted with the packets o f  the following frame. Row 1 o f the parities (8 
bytes in this example) is appended to the start o f the first packet o f the next frame. Similarly row 
2 consisting o f 6 parity bytes is sent with packet 2 o f next frame. At the receiver, the motion data 
and parity bytes are rearranged according to Figure 6.7 (b). In the event o f a loss o f data during
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transmission, recovery o f the motion data is attempted using the RS bytes. Consider an erasure o f 
2 consecutive packets resulting the loss o f first two slices o f the frame. Assume all the RS bytes
are received error free. The first 6 bytes o f motion data o f all the 3 slices can be recovered using
the RS parities. However, rest o f  motion data for slice 1 and slice 2 is not recoverable.
The selection o f window lengths depends upon the number o f MBs per slice, bit rate saving and 
the channel condition. For example, in the case o f 5 MB/slice, bits saved due to header 
compression for one frame are typically around 1000, and up to 6 packets may be protected 
against the erasure during transmission. This suggests that 100 x 6 = 600 bits may be used for 
motion data level 1 protection in each slice in the frame using RS(26, 20) code. The remaining 
400 bits are then utilized for level 2 and 3 protection with RS(23, 20) and RS(22, 20), 
respectively. Table 6.3 (b) gives the experimentally derived values o f w b w2 and w3 used in this 
research. The bytes saved per frame, b, may be calculated as follows:
b = H s x  (Ns -  N U P )  (6 .4)
where Hs = Redundant and static header bits per slice 
N s = Number o f slices per frame
NUP = Number o f timer based uncompressed header updates per frame
Let nb n2, and n3 be the number o f parity blocks Pb P2 and P3 in a frame, respectively. For L! the 
n! parities are calculated such that n = ni +lc, where k is the number o f slices in the current frame 
and n is the total number o f packets including the packets with parity blocks o f current frame. 
Similarly, n2 and n3 parities are calculated for L2 and L3 respectively. The bits saved per frame, b, 
are then related to RS window lengths w,, w2 and w3 for level 1, 2 and 3, respectively as follows:
b = nx x + n2 x w2 + n3 x w3 (6 .5)
where n t > n2 > n3, and in this research, ni is set to 2n2 and n2 = 2n3.
Depending upon the channel conditions and value o f b, an appropriate value o f ni is chosen 
heuristically. The values o f n2 and n3 are then deduced using the following Equation:
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Yn i \  =
-  wxn{
else
n2 = n3 = 0
(6.6)
i f  ( - - ^ \ n x~w 2n2) > w3
O
b
L«3J =
- w ln1- w 2n2
Wo
else n3 -  0
More bit savings during the current frame means that more protection can be provided to motion 
data.
6.5 Simulations
A comprehensive simulation scenario, including the transmission overheads, is considered to 
display the effectiveness o f the proposed quality enhancement schemes. First, header compression 
and proposed schemes are applied to H .264 video packets for various combinations o f slice sizes. 
Then the packets are encapsulated into IP/UDP/RTP and transmitted over the packet switched 
network. ROHC is applied to compress the IP/UDP/RTP protocols before transmission over the 
simulated UMTS air link. At the receiver side, the decompression o f ROHC is carried out. Then 
the slice headers are decompressed and finally video packets are decoded and video quality is- 
measured against the original transmitted sequence.
6.5.1 H.264 Configuration:
Two video sequences ‘Carphone’ and ‘Foreman’ have been tested. Video sequences are encoded 
using the H.264's reference software version JM-9 .5 . The bit rate is set at 96 kb/s. The rate is 
controlled at the frame level [97]. Only the first frame of the sequence is coded as an intra-frame 
and all subsequent frames are coded as inter-frames. The first frame is considered to be error free. 
One row o f macroblocks in every picture is sent as Intra. A total o f 250 video fames for each
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sequence are encoded with QCIF (quarter common intermediate format, 176 x 144) resolution at 
10 frames per second.
6.5.2 ROHC Configuration
H .264 compressed header packets are encapsulated within IP/UDP/RTP and transmitted over the 
packet switched network. ROHC header compression standard RFC 3095 is simulated for 
transmission over the UMTS network. ROHC operation in O-mode is considered [58]. 
Appropriate ROHC parameters are set as recommended in Chapter 3 . The confidence level is set 
to 3, the IR (Initialization Refresh) time out is 300, FO (First Order) time out is 100, as discussed 
in Section 3.3 .
6.5.3 Wireless Channel Simulation
Header compression is performed on encoded video packets, and the compressed header video 
packets are transmitted over the simulated UMTS-WCDMA downlink dedicated wireless channel 
[14]. Tests are carried out using a spreading factor o f 32 for a pedestrian mobile user at different 
channel conditions. Turbo code rate is set to 1/3 with no transmit time diversity. Each test is run 
20 times to achieve stable results. If an error is detected in the video packet by the encoder, the 
video packet is discarded and the erroneous macroblocks are replaced with the spatially 
corresponding macroblocks in the previous frame.
6.6 Results
This section provides the performance analysis o f both the proposed schemes JC-RLI and JC- 
UEP. Two scenarios are considered. In scenario A, IP/UDP/RTP overheads are not taken into 
account. In scenario B, ROHC overheads are considered. Various packet sizes with different 
channel conditions are simulated and objective and subjective results are presented.
6.6.1 Scenario A; Without IP/UDP/RTP Protocols
Both proposed schemes, JC-RLI and JC-UEP, are tested without the IP/UDP/RTP compressed 
overheads.
6.6.1.1 JC-RLI Scheme
The scheme to insert the length indicators is implemented according to the methodology defined 
in Section 6 .4 .1. Figure 6.8 shows that the average number o f bits required to encode the MB 
length using a Huffman coding scheme is approximately 5 bits. The effectiveness o f the proposed
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scheme is clear from the results shown in Figure 6.9 in terms o f the percentage o f macroblocks 
lost in error prone environments, for a sequence o f 250 frames. The number o f macroblocks lost 
increases with increase in number o f macroblocks per slice, because an error in a macroblock in 
the start o f slice may cause the decoder to lose synchronisation and all the macroblocks in the 
slice are lost. However, with the proposed scheme, the number o f macroblocks lost is 
approximately 2% less for all slice lengths than with the H .264 standard without the proposed 
scheme. If the compressed header reference packets are protected (ideal case) against the 
transmission errors, there is further improvement o f 1~ 2% in average macroblock lost, as shown 
in Table 6 .4 . In this simulation, timer based full header update for 5 MB/slice case is set to 3 per 
frame, for 11 MB/slice it is 2 updates per frame and for 33 MB/slice it 1 update per frame. The 
difference between the ideal and the proposed scheme is large for 33 MB/slice compared to all 
other slice sizes, because a de-synchronization between the compressor and the decompressor 
results in the loss o f the whole frame in case o f 33 MB/slice. Figure 6.10 shows the improvement 
in objective quality for the Foreman sequence. Table 6.8 (a) gives the performance comparison o f 
the proposed scheme in terms o f the percentage o f macrobloclcs lost for the two sequences 
Foreman and Carphone in error prone environments. There is a gain o f approximately 1 to 3 dBs 
for different slice lengths in error prone conditions as shown in Table 6.8 (b). For 5 MB/slice, 
macroblock loss is 2% less compared to H .264 standard. As the slice length increases, the Lis 
effectively stop the propagation o f errors within the slice. The maximum reduction in macroblock 
loss is for 11 MB/slice. However, in case o f 33 MB/slice, fewer Lis are available because o f  
smaller overhead rate. Therefore, the macroblock loss increases and hence the video quality 
decreases. Since the bits needed for LI do not exceed the bits saved due to header compression, 
the error free quality for all the cases is either similar or better than the H .264 standard.
Table 6.4: Performance evaluation of the proposed JC-RLI scheme in error prone conditions (Eb/N„ = 
4 dBs) with different slice sizes of Foreman sequence.
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MBs per 
slice
Reference
header/slice
Average number o f  
times reference lost
Total MB 
lost (%)
Total MB lost 
ideal case (%)
33 1 5 32.2 29.8
11 2 7 26.5 25.1 '
5 3 8 24.89 23.9
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MB Number
Figure 6.8: An example of LI insertion length for frame 100 of Foreman sequence at 96 kb/sec, with 5 
MB per slice. Similar results can be seen for other sequences.
MB/Slice
Figure 6.9: Effect of proposed scheme on number of MBs lost during transmission in error prone 
environment (Eb/N0 = 4 dBs). Foreman sequence, 250 frames with different slice sizes at 96 kbits/sec.
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_____________________ MB/Slice_____________________
—+-~ proposed scheme with errors ~ ♦* proposed scheme error free 
H.264 standard with error * a* H.264 standard error free
Figure 6.10: Improvement in the video objective quality due to proposed scheme for Foreman 
sequence at 96 kb/sec with error prone channel, Eb/N0 = 4 dBs
Table 6.5: Performance comparison of the proposed SC-RL1 scheme with H.264 standard in terms of
(a) Percentage MBs lost (b) video objective quality
(a)
MB/Slice
JC-RLI 
MB lost (%)
H.264 standard 
MB lost (%)
Foreman
5 24.89 27.07
11 26.55 29.41
33 32.20 34.17
Carphone
5 24.89 27.10
11 26.03 29.58
33 31.71 34.56
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(b)
MB/Slice
JC-RLI 
PSNR (dBs)
H.264 standard 
PSNR (dBs)
Eb/N0 — 4 Eb/N0 = 12 Eb/N0 = 4 Eb/N0 = 12
5 24.37 35.31 21.61 34.72
Foreman 11 24.21 35.46 20.88 35.24
33 21.50 35.63 19.92 35.58
5 28.53 36.89 25.70 36.52
Carphone 11 28.02 36.98 24.97 36.98
33 26.08 37.25 24.07 37.25
6.6.1.2 JC-UEP Scheme
Figure 6.12 and Figure 6.13 show the experimental results from a performance comparison 
between the original decoder and the proposed JC-UEP scheme at different bit error rates for the 
Foreman and Carphone sequences, respectively. Three macroblock sizes o f 1, 11 and 33 per slice 
are selected. The value o f U) (number o f RS parity blocks for level 1) is chosen as 33 for one 
macroblock per slice, 3 for 11 MBs/slice, and 2 for 33 MBs/sliee.
As shown in Figure 6.12, the one macroblock per slice with proposed scheme outperforms all 
other cases in error prone environments. There is an improvement o f 6.6 dBs in objective video 
quality at Eb/N0 = 4 dBs for one macroblock per slice with proposed scheme compared to H .264 
standard. This is because, i f  an error occurs in case o f one macroblock per slice, only the 
information o f one MB is lost. Whereas, in case o f 11 MB/slice or 33 MB/slice, an error in one 
macroblock may cause the loss o f many macrobloclcs, starting from the location o f the error till 
the end o f the slice. An error in a slice header also causes the decoder to discard the slice and in 
this case large slices will mean large number o f macrobloclcs o f  a frame may be lost. Therefore, 
the worst case performance is for 33 MB/slice without the proposed scheme.
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Figure 6.11: Scenario A: Objective video performance comparison for Foreman sequence of proposed 
scheme with the H.264 standard at various channel conditions and slice sizes for fixed data
transmission rate of 96 kb/sec.
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The performance order reverses in error free conditions. The error free performance o f 33 
MB/slice with the proposed scheme is the best among all the cases. This is due to the fact that 
there are only 3 slice headers per frame for 33 MB/slice and 99 slice headers per frame for one 
macrobloclc per slice. This means there are 33 times more overheads in case o f one macroblock 
per slice compared to 33 MB/slice. Therefore the error free objective quality o f one macrobloclc 
per slice without the proposed scheme is 6 dBs less than the 33 MB/slice. However, the average 
PSNR for the one macrobloclc per slice with proposed scheme is approximately 2 dBs less than 
the best performance case o f 33 MB/slice with the proposed scheme. The factors that contribute to 
the loss o f 2 dBs in error free conditions are large number o f compressed slice headers, timer 
based uncompressed slice header refreshments, and unequal error protection redundancy. 33 
MB/slice performs almost the same with and without the header compression, because very few  
motion vectors are protected. Similar results can be seen for the Carphone sequence in Figure 
6 .12. The detailed analysis o f the results can be seen in Table 6 .6 .
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6.6.2 Scenario B: With IP/UDP/RTP Compressed Headers (ROHC)
Scenario A examines the transmission o f video packets without considering IP/UDP/RTP 
overheads. In scenario B, the performance o f the proposed schemes JC-RLI and JC-UEP in 
combination with the IP/UDP/RTP overheads are presented. For small slice sizes, large 
uncompressed IP/UDP/RTP overheads make video communications impractical at low  
transmission rates. Therefore, the performance in combination with ROHC is considered.
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Figure 6.12: Scenario A: Objective video performance comparison for Carphone sequence of 
proposed scheme with the H.264 standard at various channel conditions and slice sizes for fixed data
transmission rate of 96 kb/sec.
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Table 6.6: Scenario A: Comparison of objective video quality for Foreman and Carphone at 96 kb/sec 
for various MBs/slice with and without proposed scheme JC-UEP at different channel conditions
Sequence
Eb/N0
(dBs)
1 MB/Slice 5 MB/Slice 11 MB/Slice 33 MB/Slice
Proposed H .264 Proposed H .264 Proposed H .264 Proposed H .264
Foreman
4 28.17 22.47 27.00 21.61 24.45 20.88 21.88 19.92
6 34.39 26.48 33.11 28.41 32.54 27.78 27.54 26.53
8 34.39 28.91 34.70 33.28 35.20 33.31 33.39 32.95
10 34.39 29.39 34.92 34.66 35.46 34.81 35.56 35.36
12 34.39 29.39 34.97 34.85 35.46 35.41 35.80 35.76
Carphone
4 31.19 25.96 31.09 25.70 28.22 24.97 24.28 24.07
6 36.17 30.05 35.37 32.59 35.15 31.63 30.52 30.61
8 36.17 31.79 36.38 35.48 36.84 35.40 35.24 35.50
10 36.17 31.97 36.51 36.42 36.98 36.90 37.02 37.05
12 36.17 32.02 36.52 36.52 36.98 36.98 37.25 37.25
6.6.2.1 JC-RLI Scheme
The performance comparison o f the proposed JC-RLI in conjunction with ROHC overheads for 
Foreman and Carphone sequences is given in Tables 6 .5. The minimum percentage o f MB lost 
during transmission in error prone environment is for Caiphone with 5 MB/slice with proposed 
scheme as shown in Table 6.7 (a). This is because, in smaller packet sizes there is less chance o f 
unnecessary loss o f macrobloclcs compared to larger packet lengths. A single error in the start o f a 
larger slice consisting o f several macrobloclcs may result in loss o f all the subsequent macrobloclcs 
in the slice. The maximum reduction in macroblock loss is 2 .8% for 11 MB/slice for Foreman 
sequence due to the proposed scheme. Therefore, 11 MB/slice with proposed scheme has highest 
PSNR improvement o f 3.3 dBs compared to H .264 standard in error prone conditions, as is given 
in Table 6.7 (b). For 33 MB/slice, the improvement in the video quality due the proposed scheme 
is approximately 1.9 dBs for Foreman. This improvement is less compared to 11 MB/slice 
because in case o f 33 MB/slice, fewer length indicators are inserted due to fewer bits saved by the 
header compression. In error free conditions, the objective video quality o f the proposed scheme 
for all the cases is either similar or better than the H .264 standard. Compare to scenario A, the
128
Chapter 6 Header Compression Based Error Resilience
performance o f the proposed scheme is less in scenario B due to ROHC overheads. The decrease 
in video quality for both Foreman and Carphone with all slice combinations at Eb/N0 = 4 dBs is 
approximately 1 dB. However, ROHC has fewer effects in case o f H .264 standard without the 
proposed scheme. This is because o f increase in overheads due to ROHC, which in turn reduces 
the number o f length indicators compared to scenario A.
6.6.2.2 JC-UEP Scheme
Table 6.5 provides a summary o f objective results for Foreman and Carphone sequences, with and 
without the proposed scheme inclusive o f the ROHC overheads. The error free best performance 
is for 33 MB/slice with proposed scheme in both sequences. The error prone best performance is 
for 11 MB/slice with proposed scheme in both sequences. It is worth mentioning the significant 
improvement o f approximately 6 dBs in case o f  one macroblock per slice with the proposed 
scheme compared to the H .264 standard without the proposed scheme. Compared to the scenario 
A, the maximum loss due to ROHC overheads is 2.2 dBs for 11 MB/slice in error prone case 
(Eb/N0 = 4 dBs). This is because o f the reduction in the saved bit budget due to increase in ROHC 
overheads. This means less RS bits are available for motion protection. ROHC overheads have 
very little effect in case o f 33 MB/slice because overheads are significantly reduced with larger 
slices. Figure 6.13 shows the performance o f the proposed scheme JC-UEP in error prone 
environment for Caiphone sequence with one macroblock per slice. The proposed scheme 
consistently outperforms the H .264 standard throughout the sequence.
Table 6.7: Scenario B: Comparison of the proposed SC-RLI scheme with H.264 standard inclusive of 
ROHC overheads (a) Percentage MBs lost (b) video objective quality
(a)
MB/Slice
JC-RLI 
MB Lost (%)
H.264 standard 
MB lost (%)
Foreman
5 26.83 27.46
11 27.88 29.87
33 32.25 34.21
Carphone
5 26.12 27.14
11 27.12 29.90
33 32.82 35.43
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(b)
MB/Slice
JC-RLI 
PSNR (dBs)
H .264 standard 
PSNR (dBs)
Eb/N0 =4 Eb/N0 =12 Eb/N0 =4 Eb/N0 =12
5 23.09 35.2 21.261 34.85
Foreman 11 22.88 35.41 20.35 35.41
33 21.44 35.56 19.71 35.57
5 27.13 36.76 25.6 36.40
Carphone 11 26.89 36.93 24.7 36.92
33 25.14 37.24 23.5 37.2
Table 6.8: Scenario B: Comparison of objective video quality for Foreman and Carphone at 96 lcb/sec 
for various MBs/slice with and without proposed scheme JC-UEP at different channel conditions
Sequence Eb/N0
1 MB/Slice 5 MB/Slice 11 MB/Slice 33 MB/Slice
Proposed H .264 Proposed H .264 Proposed H .264 Proposed H .264
Foreman
4 27.98 21.97 26.06 21.61 22.23 20.85 21.59 19.71
6 33.65 26.32 32.06 27.94 29.35 27.66 27.29 26.31
8 33.65 28.26 34.37 32.23 33.49 32.75 32.82 32.66
10 33.65 28.64 34.90 34.62 35.26 34.81 35.08 35.21
12 33.65 28.64 34.97 34.72 35.46 35.24 35.80 35.58
Carphone
4 30.97 25.73 30.02 25.63 25.87 24.67 24.11 23.45
6 35.41 29.34 34.83 31.94 31.94 31.60 30.45 30.38
8 35.41 30.55 36.18 35.34 35.68 35.22 35.42 35.35
10 35.41 30.65 36.49 36.27 36.72 36.58 37.06 37.01
12 35.41 30.66 36.50 36.39 36.98 36.93 37.25 37.24
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Figure 6.13: Scenario B: Comparison of objective video quality of Carphone sequence for proposed 
scheme with H.264 standard at fixed transmission rate of 96 kb/sec inclusive of ROHC overheads in 
error prone environment (Eb/N0 = 4 dBs) for one macroblock per slice.
6.6.3 Subjective Results:
This subsection presents the subjective video quality o f Foreman and Carphone sequences in 
various conditions o f the UMTS downlink channel with and without the proposed JC-RLI and JC- 
UEP schemes. The ROHC overheads are included in all the cases. Figure 6.14 shows the 
reconstructed video frame number 145 from the Foreman sequence with and without JC-RLI at 96 
kb/sec in error prone environment. Figure 6.14 (a) and Figure 6.14 (c) for the proposed scheme 
with 5 MB/slice and 11 MB/slice respectively are better than Figure 6.14 (b) and Figure 6.14 (d) 
for H .264 standard. This is due to reduced macroblocks loss with the proposed scheme compared 
to the H .264 standard. The subjective results are consistent with the objective results analysed in 
Section 6.6.2 .1. Similar results can be viewed for Caiphone sequence in Figure 6.15. The figures 
at the left clearly show the benefits o f joint protection o f motion and header compression 
information.
Figure 6.16 shows the extracted frames from Foreman sequence at transmission rate o f 96 kb/sec 
for Eb/N0 = 4 dBs with and without the proposed JC-UEP scheme for one macrobloclc per video 
packet. The proposed scheme makes it possible to achieve good video quality even for as small 
slice sizes as one macrobloclc per slice. Figure 6.16 (a) and Figure 6.16 (c) are clearly perceptually 
superior to Figure 6.16 (b) and Figure 6.16 (d), respectively. In fact without the proposed header 
compression scheme, large amount o f overheads associated with small video packets make the
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video quality unacceptable, particularly, in error prone conditions. Figure 6.17 shows the 
performance comparison for Carphone with 11 MB/slice. At Eb/N0 = 4 dBs, the difference 
between the video quality with the proposed scheme and the video quality without the proposed 
scheme for 11 MB/slice is prominent. This is because in error prone conditions the proposed 
scheme with 11 MB/slice protects the motion information for approximately half of each video 
frame.
(a) (b)
(c) (d)
Figure 6.14: Scenario B: Frame number 145 of Foreman sequence at 96 kb/sec inclusive of ROHC 
overheads in UMTS error prone downlink channel for (a) 5 MB/slice with proposed scheme JC-RLI 
(b) 5 MB/slice without JC-RLI (c) 11 MB/slice with proposed scheme JC-RLI (d) 11 MB/slice without
JC-RLI
132
Chapter 6 Header Compression Based Error Resilience
(C) (d)
Figure 6.15: Scenario B: Subjective video quality of the reconstructed frame 145 from Carphone 
sequence at 96 kb/sec inclusive of ROHC overheads in UMTS error prone conditions for (a) 5 
MB/slice with proposed scheme JC-RLI (b) 5 MB/slice without JC-RLI (c) 11 MB/slice with proposed
scheme JC-RLI (d) 11 MB/slice without JC-RLI.
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(a) (b)
(c) (d)
Figure 6.16: Scenario B: Reconstructed frames from Foreman sequence at Eb/N0 = 4 dBs at 96 kb/sec 
with 11 MB/slice (a) Frame 150 with proposed scheme, (b) Frame 150 without proposed scheme (c) 
Frame 205 with proposed scheme (d) Frame 205 without proposed scheme
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(a)
(c) (d)
Figure 6.17: Scenario B: Reconstructed frames from Carphone sequence at Eb/N0 = 4 dBs at 96 kb/sec 
with one macroblock per slice (a) Frame 150 with proposed scheme, (b) Frame 150 without proposed 
scheme (c) Frame 205 with proposed scheme (d) Frame 205 without proposed scheme
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6 J  Conclusion
In this chapter, two techniques based on the compression o f video codec headers, have been 
proposed to strengthen the robustness o f H .264 video without increasing the transmission rate 
over error prone channels. The proposed techniques, called the JC-RLI scheme and JC-UEP 
scheme, work on top o f the header compression scheme, already proposed in Chapter 5 . Header 
compression efficiently removes the redundancy present in the slice header. The resulting reduced 
slice header is less vulnerable to transmission errors. Furthermore, the bits saved due to header 
compression give flexibility to implement error robustness and error resilience techniques without 
increasing the transmission bit rate.
The JC-RLI scheme effectively reduces the propagation of errors in the slice for the baseline 
H .264 profile. Results show a decrease o f up to 3 .5% macroblock loss rate with the proposed 
scheme. The PSNR increase is approximately 1 to 3 dBs for different slice sizes. The JC-UEP 
scheme performs even better than the JC-RLI scheme by providing protection to the motion data 
within a slice. The amount o f protection depends upon savings due to header compression. 
Experimental results show that the encoded bitstream with one maeroblock per slice can provide 
better decoded video quality than other slice sizes in error prone channel conditions. There is an 
increase o f 5.7 dBs in average PSNR for one macroblock per slice case with the proposed scheme 
compared to H .264 standard in error prone wireless environments. Finally, transmission with the 
compressed IP/UDP/RTP headers is presented. The results show approximately 7 dBs gain in 
objective quality can be obtained by using the proposed scheme for Foreman sequence.
In conclusion, the two techniques proposed in this chapter provide highly robust wireless video 
communications. Apart from the enhanced video quality, another advantage o f the header 
compression based robust schemes is that although extra bits are used to minimise the propagation 
o f errors, the total bit rate for transmission is not increased.
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7.1 Preamble
Header compression saves precious wireless bandwidth thereby increasing available channel 
capacity. Research in the field o f header compression has resulted in ROHC to compress 
EP/UDP/RTP headers, which was developed and approved by the Internet engineering task force. 
In the same context o f IP header compression, compression o f video data reduces the transmission 
and storage costs. For example, a QCIF resolution frame will need 38 kbytes to represent its 
content when each luminance or chrominance component is represented with 8-bit precision. 
Video frames transmission without compression at a rate o f 25 frames per second will require a 
bandwidth o f 7.6 Mbits/sec. Compression or video encoding, is the key to enabling both wireless 
transmission and storage o f digital video content. High performance video compression 
algorithms, like MPEG4 and H.264, offer high image quality even at exceptionally high 
compression in the rates o f 70:1 to 200:1.
One disadvantage with the compressed data is the high vulnerability to transmission errors. In 
video coding, variable length codes are used which exhibit major role in error propagation at 
decoder. A single error in the encoded bitstream can lead to loss o f several macrobloclcs. As the 
channel bit error rate increases, the decoded video quality suffers dramatically. If no error control 
mechanism is employed to protect coded video against the transmission errors, the decoded 
quality degrades rapidly. Moreover, the temporal and spatial prediction coding renders the 
compressed bitstream even further vulnerable to channel errors. In the event o f an error, the 
decoded video quality starts decreasing quickly for extended periods o f time due to the 
propagation o f errors in both time and space. To mitigate the effects o f channel errors, efficient 
and robust error-handling schemes must be applied.
Many error resilience schemes have been incorporated into the video coding standards to 
minimise the effects o f transmission errors in compressed video streams. The error resilience tools 
recommended by the MPEG-4 standard are the resynchronisation markers, reversible variable 
length coding, placement o f intra macroblocks per frame, header extension code, and data 
partitioning. The latest video coding standard H.264, offers extensive set o f tools to limit the 
errors during transmission. H .264 uses slices and network abstraction layer units for efficient and
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flexible video data transmission. In addition to the data partitioning and intra MBs/frames, three 
new error resilience tools have been introduced in H .264 namely; parameter sets, flexible 
macroblock ordering, and redundant slices. Moreover, H .264 uses IDR pictures for stronger 
resynchronisation.
The error resilience and error robustness schemes add redundant data mainly aiming to regain 
synchronization at the decoder after an error corrupts the bitstream during transmission. Although 
the error resilience tools improve the decoded video quality in error prone conditions, the error 
free performance decreases due to extra overheads required for error resilient tool. The overheads 
associated with the video packets can be reduced for transmission by the design o f novel video 
packet header compression schemes similar to the existing IP header compression schemes such 
as ROHC. Header compression enhances the coding efficiency and makes possible the 
transmission o f smaller packet sizes, which is always preferred in error prone conditions.
7.2 Concluding Overview
The sole aim o f the research program was to design a framework for video packets header 
compression. The purpose o f compressing the video packet headers was to improve the 
compression and transmission efficiencies. Another target was to improve the video quality 
without increasing transmission bit rate in error prone environments.
The study o f various error resilience techniques has been carried out for the latest video coding 
standards MPEG-4 and H.264. In MPEG-4, use o f resynchronisation marker helps to regain 
synchronisation by the decoder in the event o f an error during transmission. Data partitioning 
improves video quality in error prone environment by separating the motion data from the texture 
data in video packet. The insertion o f error resilient data in the bitstream reduces the error free 
video quality. The analysis o f overheads in MPEG-4 reveals that most o f the header fields remain 
static. Similarly, the detailed header analysis o f H .264 was done with different combinations o f  
encoding parameters. Although H .264 does not use the resynchronisation marker, but the slice 
header is larger than MPEG-4 video packet headers due to enhanced error resilience adopted by
H.264.
The transmission o f video through packet switched networks is carried out using IP/UDP/RTP 
protocols. Due to large IP/UDP/RTP overheads, header compression is performed before 
transmission over the wireless link. The IETF standard ROHC, compresses the 40 bytes o f  
IP/UDP/RTP header down to 1 byte. In order to evaluate the effects o f ROHC overheads on the 
video quality, a simulator for ROHC framework was developed. With three modes and three 
states, ROHC is a complex state machine. It works with various parameters which are user 
dependent. Therefore, simulations were earned out to optimise ROHC parameters for
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transmission o f video packets over 3GPP downlink channel. In particular, the ROHC timer and 
context damage parameters affect the compression efficiency and error robustness. The 
recommended ROHC parameters have been used for all the experiments throughout the thesis. 
Moreover, ROHC recommendations for zero byte header (ZBH) have also been discussed. A no 
header packet transmission is possible for specific ROHC packet type with the assistance of 
transmission link layer. ROHC operates most o f the time in third order state which is the most 
efficient state. In third order state, the one byte packet UO-O is used to update the sequence at the 
decompressor. The functionality o f  communicating the sequence number can be provided by the 
lower link layer. Therefore, ROHC can operate efficiently without sending any header 
information.
The success o f ROHC depends upon the synchronization of the context between the compressor 
and the decompressor. In optimistic and reliable modes, ROHC regains the synchronisation 
quickly with the help o f feedback channel. However, in U-mode due to unavailability o f feedback 
channel, ROHC performance degrades sharply with the increase in bit error rate. ROHC uses ‘k 
out o f n ’ criterion to determine the context damage. In error prone environments smaller values o f  
k and n may trigger false context damage. In the event o f  context damage, ROHC decompressor 
falls back to lower operating state and starts discarding the packets until refresh packets from the 
compressors have arrived. A scheme to reduce the false context damage with smaller values o f k 
has been proposed in Chapter 3 .
After analysis o f the video packets overheads and optimization o f the ROHC parameters, the 
thesis moves on to the work o f the header compression framework for MPEG-4 . The chapter 
starts with the discussion o f  video packet size. Video packetization with one macroblock per 
video packet allows macrobloclc number to increment with each packet giving it an advantage 
over multiple macroblocks per video packet for compression o f macrobloclc number field. After 
categorisation o f packets into one macroblock per video packet and multiple macroblocks per 
video packet, various types o f compressed header formats have been designed for different 
encoding parameter options. The compressed header packets contain information only about the 
dynamic fields such as QP, MB number and location o f motion boundary marker in the video 
packet. The static fields and the fields that can be inferred from other fields in the header are not 
sent with each packet.
Video packet header compressor and decompressor have been designed and are located adjacent 
to the encoder and decoder respectively. The compressor parses each video packet into header and 
payload. Based upon the video packet type (I or P), the location o f the MBM is calculated. The 
header fields are separately compressed depending upon the type o f header (VP header or VOP 
header). The compressed header packet is then concatenated with the modified packet payload to 
form the compressed header packet. The video packet is then encapsulated into the IP/UDP/RTP
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and ROHC is used to compress the IP headers before transmission over the 3GPP simulated 
downlink channel. At the receiver the ROHC decompressor regenerates the compressed 
IP/UDP/RTP headers, and if  successful, the video packet is passed to the video packet header 
decompressor. The compressed header video packet is finally reconstructed with the help o f 
already stored context information. In order to keep synchronisation between the compressor and 
decompressor contexts, timer based refresh packets are transmitted to the video packet 
decompressor.
The concept o f  MPEG-4 video packets header compression is also applied to H .264 headers. The 
header compression scheme for H .264 is described in Chapter 5. At the start o f the chapter, 
examples o f  the compression methods for the H .264 headers fields are explained. Then 
compressed header packet formats for H .264 slice headers are designed. The compressor and 
decompressor functionalities are described in detailed. Finally, comprehensive sets o f simulations 
are presented with and without the ROHC overheads. The chapter also highlights the benefits 
achieved due to the header compression. In addition to the improved video coding efficiency due 
to removal o f  overheads redundancy, smaller sizes o f header are less likely to be corrupted during 
transmission. Furthermore, header compression makes possible the transmission o f video packets 
as small as one macroblock per video packet. Smaller packet sizes help to limit the error 
propagation to smaller region.
For a given fixed transmission rate, bits saved due to header compression can be utilized to 
improve video quality by increasing the encoding data rate by the same amount. In this case, the 
error free and error prone video qualities increase depending upon the amount o f bits saved and 
the condition o f the channel. Alternatively, the bits saved due to header compression can be 
utilised to improve the error resilience. This means that the error free performance at the fixed 
transmission rate will be the same as without header compression. However, the video quality in 
error prone conditions may significantly improve compared to the standard video without header 
compression. Two header compression-based error resilience schemes for H .264 have been 
proposed in Chapter 6. The first scheme JC-RLI uses the saved bits budget to insert the length 
indicators in the slices. The scheme improves the error prone video quality for baseline H .264 
profile. JC-RLI mitigates the propagation o f errors within the slice and the optimum performance 
is with 11 MB/slice. The second proposed scheme is JC-UEP, which unequally protects the 
motion data using the Reed Solomon codes. The bits saved due to header compression in each 
video frame are allocated to RS parities, which are calculated column by column for the motion 
data o f each frame. The parities o f the current frame are transmitted with the video packets o f the 
next frame. Reed Solomon error protection saves the loss o f motion data in error prone conditions. 
The amount o f protection depends upon the bit rate saving due to header compression. Smaller 
packet sizes have larger bit savings and therefore can have better RS protection than the bigger
140
Chapter 7. Conclusions and Future Work
packet sizes. Both the header-compression based error resilience schemes improve the video 
objective and subjective qualities in error prone environments.
7.3 Future W ork
Efficient insertion o f the redundant information for protection o f the critical information in the 
compressed bitstream and the faster regain o f the synchronisation at the decoder will keep going 
hand in hand with the video compression research. More flexibility in video coding options and 
complex error resilience schemes mean larger sizes o f overheads with each video packet have to 
be transmitted. The efficient solution to minimise the overheads is to combine the header 
compression technologies with the video coding techniques, such as proposed and tested in this 
thesis. The rest o f the section provides some thoughts for future work in this field.
In continuation o f the work done in this thesis, the concept o f header compression can be 
extended to macrobloclc overheads. Similar to video packet header or slice header, each MB has 
its own header information such as macroblock modes, texture modes etc. It is anticipated that 
there may be strong correlations between macroblocks within the slice or frame. More work can 
be done to explore the statistical characteristics o f modes among adjacent macroblocks spatially 
and temporally. Similarly texture modes may have similarities in adjacent MBs and may not be 
sent with each macroblock. Header compression techniques may reduce the macrobloclc 
overheads significantly.
In this thesis, not all o f the encoding parameters have been simulated for header compression. The 
performance evaluation of the header compression can be earned out for encoding frame pattern 
with B-frames. In MPEG-4, the header compression efficiency o f video packets with data 
partitioning ‘enabled’ can be further enhanced by encapsulating the motion information in one 
IP/UDP/RTP packet separately than the combine motion and texture information. H .264 is 
relatively new coding standard, and it includes powerful error resilience techniques. Some o f the 
FMO types carry significantly large overheads. For the evaluation o f the header compression 
scheme with FMO enable, error concealment methods have to be implemented first in the decoder 
and then a header compression scheme can be designed to work with all o f the FMO types. The 
proposed header compression scheme can also be extended for multi-frame reference encoding 
and scalable video coding techniques which introduce extra overheads in the bitstream.
Header compression-based error resilience schemes presented in Chapter 6 can be extended for 
more efficient error resilience schemes such as region o f interest unequal error protection. The 
bits save due to header compression can be used to provide extra protection to the MBs 
constituting important visual effects in the frame such as talking face. Bits saved due to header
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compression can also be used to transmit the information which is helpful in the process o f error 
concealment.
The new areas in the field o f header compression include cross layer header compression for all 
the overheads from the encoding o f the video packets to the wireless transmission o f the IP 
packets. This thesis has dealt with the header compression o f video packets headers and 
IP/UDP/RTP headers. ROHC header compressor is located in the PDCP (Packet Data 
Convergence Protocol) layer o f UMTS air interface. There are three more layers below the PDCP: 
layer namely; RLC (Radio Link Control) layer, MAC (Medium Access Control) layer and 
physical layer. The RLC and MAC layers add extra overheads to the block data called SDU 
(Service Data Unit). Particularly, segmentation or concatenation is performed in the RLC layer o f  
air interface. Typical RLC header includes RLC sequence number (7 ~  12 bits), flags (such as 
data or control bit, extension bit), and length indicators (7 or 15 bits). The MAC header is 
typically 24 bits in length. Although the UMTS air interface overheads are not as big as IP 
headers, but the cross layer header compression may improve the protocol efficiency, hi fact, the 
cross layer protocols design is the new emerging area holds greater potential for research.
Wireless link protocols for IEEE 802 standards provide another research area where header 
compression can prove significant improvements in the transmission throughput. IEEE 802 
standards use the MAC layer protocols for packet transmission in conjunction with various 
contention (competition for resources) protocols. A comprehensive study o f these protocols may 
lead to an efficient cross layer header compression scheme.
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A p p e n d i x  B
B  L o w e r  L i n k  A s s i s t a n c e  f o r  R O H C  Z e r o  
B y t e  H e a d e r
An extension o f ROHC proposes Zero Byte Header (ZBH) for the third order state header UO-O 
as described in Section 3 .4 . In ZBH, the UO-O header is completely stripped and the lower link 
provides the functionalities present in the UO-O header. This section describes how the lower link 
may provide the functionality o f ‘packet type identifier, field in UO-O header.
All ROHC headers (including UO-O) start with a packet type identifier, indicating to the 
decompressor how the header should be interpreted. For UO-O header, packet type identifier is 
one bit having value ‘O’. Since ROHC state machine sends various types o f packets at different 
occasions, it is compulsory in case o f ZBH packet to signal the decompressor that the current 
packet is a ZBH packet having no header at all. This section proposes an in-band signalling 
scheme as shown in Figure B .l. A ZBH module is proposed in the RLC (Radio Link Control) 
layer o f 3 GPP, which sets an H-bit in the RLC header for the UO-O packets after stripping the 
ROHC header. The existing RLC header is modified to carry H-bit for each ROHC packet. The 
most significant bit o f RLC length indicator in RLC header is interpreted as H-bit as shown in 
Figure B.2 . This modification limits the maximum length o f ‘length indicator’ field o f RLC 
header to 14 bits. The meanings o f the H-bit are given in Table B .l. At the receiver, the ZBH 
module in the RLC checks the value o f H-bit. If it is ‘O’, then the current ROHC packet is not a 
ZBH. If value o f H is ‘1’, then the current packet is a ZBH, and the ZBH module regenerates the 
UO-O packet header.
From PDCP Radio Interface (Uu)
ZBH moduleTransmission buffer
Y ZBH modul
Add UO-O
Remove 1st bvte
  t  ' '
Reassembly
Segmentation & Concatenation
Remove RLC header
Add RLC header
Reception buffer
Ciphering
Deciphering
Figure B.l: 3GPP RLC modifications for ROHC Zero Byte Header support
Sequence number E
H Length Indicator E
0
O
0
H Length Indicator E
Data
<-----------------------------  8-bits  ►
Figure B.2: Insertion of the H-bit for in-band signalling of the ZBH packet
Table B.l: Coding of the H-bit for the proposed ZBH module in RLC
H Description
0 Packet being delivered is not a ZBH packet
1 Packet being delivered is a ZBH packet
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A p p e n d i x  C
C  M P E G - 4  C o m p r e s s e d  H e a d e r  P a c k e t  
F o r m a t s
This Appendix describes the compressed header packets formats, which are used to carry the 
MPEG-4 video compressed header packets from the compressor to the decompressor. The 
compressed header packet formats have been designed based upon the analysis carried out in 
2 .4 .1. In an MPEG-4 video stream, there are two main types o f video packets; packets with VOP 
header and packets with VP headers. The following sections give the packet formats for VOP and 
VP header compression.
C .l VOP Compressed Header Packet Formats
Two major VOP packet formats have been designed for VOP header compression; VOP-* 
(packets with data partitioning) and VOPd-* (packets without data partitioning). The compressed 
header packets used for VOP header compression with data partitioning enabled are listed in 
Figure C .l. The compressed header packets used for VOP header compression with data 
partitioning disabled are listed in Figure C.2 .
The most dynamic field in VOP header is QP and its value is critical for decoding the frame. 
Therefore in order to make it more robust against burst o f errors, a compressed header packet type 
has been designed to repeat the value QP in 3 consecutive VOP headers. However, in error free 
environment, the delta encoded value o f QP may be sent using packet types VOP-QP1 and VOP- 
QP2 . All the VOP compressed header packets update QP value.
To update any changing VOP field, which is not included in the packet types shown in Figure 
C .l, uncompressed full header (VOP-H) must be sent. The packets containing the uncompressed 
VOP header is sent based upon timer, or occasionally to update a rarely changing field, which is 
not included in the packet types shown in Figure C .l. It starts with first byte set to ‘11111000’. If 
the data partitioning is enabled, packet type VOP-H is used, otherwise packet type VOPd-H is 
sent.
In order to update the dynamic fields TI with data partitioning ‘enabled’, VOP-TI updating packet 
is used. Similarly, VOP-FC packet is used to update FC value. If values o f both TI and QP
change, then the packet type VOP-QP2 should be used. Similar packet types have been designed 
for data partitioning ‘disabled’ case. The summary o f all the VOP packets used in header 
compression scheme is given in Table C .l.
11111 001 QP0QP1QP2 Ldc AC + Texture
(a)
11111 010 QP0QP1QP2 TI Ldc AC + Texture
(b)
11111 Oil QP0QP1QP2 FC TI L dc AC + Texture
(c)
11111 100 AQP S Ldc AC + Texture
(d)
11111 101 AQP S FC TI L dc AC + Texture
(e)
11111 000 VOP uncompressed header Ldc AC+ Texture
(f)
Figure C.l: VOP packet formats for updating fields for data partitioning enabled (a) VOP-QP packet 
(b) VOP-TI packet (c) VOP-FC packet (d) VOP-QP1 packet (e) VOP-QP2 packet (f) VOP-H packet
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11111 001 QPi-2QPi-iQPi AC + Texture
(a)
11111 010 QPi-aQPi-iQPi TI AC + Texture
(b)
11111 O il QPwQPi-iQPi FC TI AC + Texture
(c)
11111 100 AQP S AC + Texture
(d)
11111 101 AQP S FC TI AC + Texture
(e)
11111 000 VOP uncompressed header AC+ Texture
(f)
where QPj-2, and QPj-i, are the QP values in the VOP header o f previous two consecutive frames, 
and QPj is the QP value o f the ith frame.
Figure C.2: VOP packet formats for updating fields for data partitioning disabled (a) VOPd-3xQP 
packet (b) VOPd-TI packet (c) VOPd-FC packet (d) VOPd-QPl packet (e) VOPd-QP2 packet (f)
VOPd-H packet
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Table C.l Description of packet types for VOP header compression
X y z
Packet Type
DescriptionData partitioning 
‘enabled’
Data partitioning 
‘disabled’
0 0 0 VOP-H VOPd-H
Full VOP header without 
compression
/
0 0 1 VOP-QP VOPd-QP QP values o f 3 frames
0 1 0 VOP-TI VOPd-TI
Time increment; mandatory when 
MP4 rate control drops frame
0 1 1 VOP-FC VOPd-FC Forward code update
1 0 0 VOP- QP1 VOPd- QP1
Huffman delta QP encoding for good 
channel. S=0 for +ve slope and 1 for 
-v e  slope.
1 0 1 VOP- QP2 VOPd- QP2
Huffman delta QP encoding with 
forward code and TI. S=0 for +ve 
slope and 1 for -v e  slope.
1 1 X Reserved Reserved Not used'
C.2 VP Compressed Header Packet Formats
The VP header has three dynamic fields; MB, QP and HEC. The MB number is incremental for 
one MB/VP, but MB number is not predictable for multiple MBs per video packet. Therefore, VP 
compressed header packets are divided into two categories based on the packetization scheme; 
V P1* packet type and VPn* packet type. V P1* packet types are used for one macrobloclc per 
video packet scheme, and VPn* packet types are used with multiple macrobloclcs per video 
packets scheme.
Figure C .3 shows the packet formats used for one macrobloclc per video packet scheme with data 
partitioning ‘enabled’. In the case o f MP4 rate control, the value o f QP does not change for all the 
packets within the frame. This means, packet type VP1-MP can be used frequently. If TM5 rate 
control is enabled, QP value may change in each packet. Therefore, packet type V P1-TM should 
be used. In error prone conditions with TM5 rate control, delta encoded QP and MP compressed 
header packets may be used less frequently and packet types V P1-QP or V P1-MB may be used 
more often. If MB skipping is enabled, packet type V P1-S is sent to encode the number of
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macrobloclcs skipped. In error prone conditions, an uncompressed VP header (VP1-H) must be 
sent periodically. Similar packet types have been designed for the one macrobloclc per video 
packet scheme with data partitioning ‘disabled’, as shown in Figure C.4 .
The compressed header packets used for multiple macroblocks per video packet are shown in 
Figure C.5. If MP4 rate control is used with data partitioning ‘enabled’, the macrobloclc number 
should be updated using packet type VPn-MP. For data partitioning ‘disabled’, packet type VPnd- 
MP is used for MP4 rate control. Similarly, packet types VPn-TM and VPnd-TM are used for 
TM5 rate control with and without data partitioning, respectively. In error prone environments, 
periodic transmission o f uncompressed full headers (VP1-H) is used. Table C.2 gives a summary 
o f all the updating packet types used in the VP header compression scheme.
L,M M Motion + Data
(a)
Lmm AQP S Motion + Data
(b)
11101 skip (3bits) Lmm QP Motion + Data
(c)
11110 010 QP Lmm Motion + Texture
(d)
11110 001 MB Lmm Motion + Texture
(e)
11110 011 Compressed VOP header MB QP Lmm Motion +Texture
(f)
11110 000 VP full header Lmm Motion + Texture
(g)
Figure C.3: Compressed header MPEG-4 video packet formats for 1 MB/VP scheme with data 
partitioning enabled (a) VP1-MP packet (b) VP1-TM packet (c) VP1-S packet (d) VP1-QP packet (e) 
VP1-MB packet (f) VP1-HE packet (g) VP1-H packet
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Motion + Data
(a)
AQP Motion + Data
(b)
11101 skip (3bits) AQP Motion + Data
(c)
11110 010 QP Motion + Texture
(d)
11110 001 MB Motion + Texture
(e)
11110 011 Compressed VOP header MB QP Motion + Texture
(f)
11110 000 VP full header Motion + Texture
(g)
Figure C.4: The structure of compressed header MPEG-4 video packet formats for 1 MB/VP scheme 
with data partitioning disabled (a) VPld-MP packet (b) VPld-TM packet (c) VPld-S packet (d) 
VPld-QP packet (e) VPld-MB packet (f) VPld-HE packet (g) VPld-H packet.
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AMB Motion + Data
(a)
AMB Motion + Data
(b)
Lmm AMB AQP S Motion + Data
(c)
AMB AQP S Motion + Data
(d)
Figure C.5: Compressed header video packet formats for n MB/VP. (a) VPn-MP packet for MP4 rate 
control with DP enabled (b) VPnd-MP packet for MP4 rate control with DP disabled (c) VPn-TM 
packet for TM5 rate control with DP enabled (d) VPnd-TM packet for TM5 rate control with DP
disabled.
Table C.2: Description of updating packet types for VP header compression
Packet type
Descriptiona b c Data partitioning 
enabled
Data partitioning 
disabled
0 0 0 VP1-H VPld-H
Full VP header 
compression
without
0 0 1 V P1-MB VPld-MB
MB number sent 
compression
without
0 1 0 V P1-QP VPld-QP
QP value sent 
compression
without
0 1 1 V P1-HE VPld-HE Indicates HEC=1
1 X X Reserved Reserved Not used
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A p p e n d i x  D
D  A d d i t i o n a l  S u b j e c t i v e  R e s u l t s
This section provides additional subjective results for the proposed video header compression 
schemes in Chapters 4 and 5. The conditions o f simulations are similar to those shown in the 
simulation sections o f respective chapters. The Figures below give the clear indication o f the 
improvement in video subjective quality due to the proposed header compression schemes for 
MPEG-4 and H.264.
D .l  C h ap ter 4 S u bjective R esu lts
(a) (b)
(c) (d)
Figure D.l: Selected frame No. 78 of Foreman sequence at 64 kb/sec transmission data rate for data 
partitioning ‘enabled’ with VP = 650 (n MB/VP) (a) with MPEG-4 compressed header in error prone 
conditions (b) without MPEG-4 compressed header in error prone conditions (c) with MPEG-4 
compressed header in error free environment (d) without MPEG-4 compressed header in error free
environment.
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(C) (d)
Figure D.2: Reconstructed frame No. 90 of Carphone sequence at 64 kb/sec transmission data rate for 
data partitioning ‘enabled’ with VP = 100 (1 MB/VP) (a) with MPEG-4 compressed header in error 
prone conditions (b) without MPEG-4 compressed header in error prone conditions (c) with MPEG-4 
compressed header in error free environment (d) without MPEG-4 compressed header in error free
environment.
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(C) (d)
Figure D.3: Performance comparison of selected frame No. 175 of Carphone sequence at 64 kb/sec 
transmission data rate for data partitioning ‘disabled’ with VP = 100 (1 MB/VP) (a) with MPEG-4 
compressed header in error prone conditions (b) without MPEG-4 compressed header in error prone 
conditions (c) with MPEG-4 compressed header in error free environment (d) without MPEG-4 
compressed header in error free environment.
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(a) (b)
(c) (d)
Figure D.4: Subjective performance of Foreman sequence, frame No. 78 at 64 kb/sec transmission 
data rate for data partitioning ‘disabled’ with VP = 650 (n MB/VP) (a) with MPEG-4 compressed 
header in error prone conditions (b) without MPEG-4 compressed header in error prone conditions
(c) with MPEG-4 compressed header in error free environment (d) without MPEG-4 compressed
header in error free environment.
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D .2 C h ap ter  5 S u bjective  R esu lts
(a) (b)
(c) (d)
Figure D.5: Subjective comparison of reconstructed vide frame No. 205 from Foreman sequence. 
Data partitioning is disabled with one macroblock per slice for (a) proposed scheme in error prone 
conditions (Eb/N0 = 4 dBs) (b) without the proposed scheme in error prone conditions (Eb/N0 = 4 
dBs) (c) proposed scheme in error free conditions (d) without the proposed scheme in error free
conditions.
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(a) (b)
(c) (d)
Figure D.6: Selected frame No. 206 of Foreman sequence. Data partitioning is disabled with 33 
MB/slice for (a) proposed scheme in error prone conditions (Eb/N0 = 4 dBs) (b) without the proposed 
scheme in error prone conditions (Eb/N0 = 4 dBs) (c) proposed scheme in error free conditions (d) 
without the proposed scheme in error free conditions.
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(C) (d)
Figure D.7: Comparison of selected frame No. 205 of Suzie sequence with and without the proposed 
scheme. Data partitioning is disabled with one macroblock per slice for (a) proposed scheme in error 
prone conditions (b) without the proposed scheme in error prone conditions (c) proposed scheme in 
error free conditions (d) without the proposed scheme in error free conditions.
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(a) (b)
(c) (d)
Figure D.8: Subjective video performances of Suzie sequence for the reconstructed frame No. 205. 
Data partitioning is disabled with 33 MB/slice for (a) proposed scheme in error prone conditions (b) 
without the proposed scheme in error prone conditions (c) proposed scheme in error free conditions
(d) without the proposed scheme in error free conditions
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A p p e n d i x  E
E  V i d e o  P a c k e t  H e a d e r  S e m a n t i c s
This section explains the meanings o f the header fields used in the MPEG-4 video packet headers 
and H .264 slice header. Short explanations o f the headers fields are presented. For detailed 
understanding, refer to the standard’s documentation [30;98].
E .l MPEG-4 Video Packet Headers Semantics
VOP start code: This is the bit string ‘000001B 6’ in hexadecimal. It marks the start o f a video 
object plane.
Modulo time base: This value represents the local time base in one second resolution units (1000 
milliseconds). It consists o f a number o f consecutive ‘1’ followed by a ‘O’. Each ‘1’ represents a 
duration o f one second that have elapsed. For I and P-VOPs o f a non scalable bitstream and the 
base layer o f a scalable bitstream, the number o f ‘ l ’s indicate the number o f seconds elapsed since 
the synchronization point marked by “time code” o f the previous header or by “modulo time 
base” o f the previously decoded I or P-VOP, in decoding order.
VOP time increment: This value represents the absolute VOP time increment from the 
synchronization point marked by the “modulo time base” measured in the number o f clock ticks. 
It can take a value in the range o f (0, VOP time increment resolution). The number o f bits 
representing the value is calculated as the minimum number o f unsigned integer bits required to 
represent the above range. The local time base in the units o f seconds is recovered by dividing this 
value by the “VOP time increment resolution”.
VOP coded: This is a 1-bit flag which when set to 'O' indicates that no subsequent data exists for 
the VOP.
VOP rounding type: This is a one-bit flag which signals the value o f the parameter “rounding 
control” used for pixel value interpolation in motion compensation for P VOPs. When this flag is 
set to ‘O’, the value o f “rounding control” is 0, and when this flag is set to ‘1’, the value o f 
“rounding control” is 1. When “VOP rounding type” is not present in the VOP header, the value 
o f “rounding control” is 0 .
Intra DC threshold: This 3-bit code allows a mechanism to switch between two VLC’s for 
coding o f Intra DC coefficients.
VOP fcode forward: This is a 3-bit unsigned integer taking values from 1 to 7; the value o f zero 
is forbidden. It is used in decoding o f motion vectors.
VOP quantization: This is an unsigned integer which specifies the absolute value o f quantization 
to be used for de-quantizing the macrobloclc until updated by any subsequent de-quantization 
value or quantization scale value. The length o f this field is specified by the value o f the 
parameter “quantization precision”. The default length is 5-bits which carries the binary 
representation o f quantizer values from 1 to 31 in steps o f 1.
Resynchronization marker: This is a binary string o f at least 16 zero’s followed by a one‘0 0000 
0000 0000 0001’. For an I-VOP or a VOP where “video object layer shape2 has the value “binary 
only”, the resynchronization marker is 16 zeros followed by a one. The length o f this 
resynchronization marker is dependent on the value o f “VOP fcode forward”, for a P-VOP, and 
the larger value o f either “VOP fcode forward” and “fcode backward” for a B-VOP. The 
relationship between the length o f the resynchronization marker and appropriate fcode is given by 
16 + fcode. The resynchronization marker is (15 + fcode) zeros followed by a one. It is only 
present when “resynchronization marker disable” flag is set to ‘O’. A resynchronization marker 
shall only be located immediately before a macrobloclc and aligned with a byte.
VP Macrobloclc number: This is a variable length code with length between 1 and 14 bits. It 
identifies the macrobloclc number within a VOP. The number o f the top-left macrobloclc in a VOP 
shall be zero. The macrobloclc number increases from left to right and from top to bottom.
VP Quant scale: This is an unsigned integer which specifies the absolute value o f quantization to 
be used for de-quantizing the macrobloclc o f the video packet until updated by any subsequent 
dquant. The length o f this field is specified by the value o f the parameter “quantization precision”. 
The default length is 5-bits.
Header extension code: This is a 1-bit flag which when set to ‘1’ indicates the prescence o f  
additional fields in the header. When header extension code is set to ‘1’, modulo time base, vop 
time increment and VOP coding type are also included in the video packet header. Furthermore, if  
the VOP coding type is equal to either a P or B VOP, the appropriate fcodes are also present.
Motion marker: This is a 17-bit binary string ‘1 1111 0000 0000 0001’. It is only present when 
the “data partitioned” flag is set to T .In  the data partitioning mode, a motion marker is inserted 
after the motion data (prior to the texture data). The motion marker is unique from the motion data 
and enables the decoder to determine when all the motion information has been received 
correctly.
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DC marker: This is a 19 bit binary string ‘110 1011 0000 0000 0001’. It is present when the 
“data partitioned” flag is set to ‘1’. It is used for I-VOPs. In the data partitioning mode, a DC 
marker is inserted into the bitstream after the “mcbpc”, “dquant” and “dc data”, but before the “ac 
pred” flag and remaining texture information.
E.2 H.264 Slice Headers Semantics
First MB in slice: It specifies the address o f  the first macrobloclc in the slice.
Slice type: This specifies the coding type o f the slice such as I, B, P etc.
Picture parameter set ID: Its value specifies the picture parameter set in use. The value o f 
picture parameter set ID shall be in the range o f 0 to 255, inclusive.
Frame number: It is used as an identifier for pictures and shall be represented by 
log2_max_frame_num_minus4 + 4 bits in the bitstream. If the current picture is an IDR picture, 
frame number shall be equal to 0 .
IDR picture ID: This identifies an IDR picture. The values o f IDR picture ID in all the slices o f  
an IDR picture shall remain unchanged. When two consecutive access units in decoding order are 
both IDR access units, the value o f IDR picture ID in the slices o f the first such IDR access unit 
shall differ from the IDR picture ID in the second such IDR access unit. The value o f IDR picture 
ID shall be in the range o f 0 to 65535, inclusive.
Picture order count Isb: It specifies the picture order count modulo for the top field o f a coded 
frame or for a coded field. The size o f  the picture order count lsb syntax element is 
log2_max_pic_order_ent_lsb_minus4 + 4 bits.
Redundant picture count: This is equal to 0 for slices and slice data partitions belonging to the 
primary coded picture. The value o f redundant picture count shall be greater than 0 for coded 
slices or coded slice data partitions o f a redundant coded picture. When redundant picture count is 
not present in the bitstream, its value shall be inferred to be equal to 0. The value o f redundant 
picture count shall be in the range o f 0 to 127, inclusive.
Field picture flag: If it is equal to 1, it specifies that the slice is a slice o f a coded field. Field 
picture flag equal to 0 specifies that the slice is a slice o f a coded frame. When field picture flag is 
not present it shall be inferred to be equal to 0 .
Bottom field flag: If it is equal to 1, it specifies that the slice is part o f a coded bottom field. 
Bottom field flag equal to 0 specifies that the picture is a coded top field. When this syntax 
element is not present for the current slice, it shall be inferred to be equal to 0 .
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Direct spatial M V prediction flag: This specifies the method used in the decoding process to 
derive motion vectors and reference indices for inter prediction.
Num reference idx active override flag: Its value equal to 0 specifies that the values o f the 
syntax elements “num ref idx 10 active minus 1” and “num ref idx 11 active minus 1” specified in 
the referred picture parameter set are in effect, “num ref idx active override” flag equal to 1 
specifies that the “num ref idx 10 active minus 1” and “num ref idx 11 active minus 1” specified in 
the referred picture parameter set are overridden for the current slice (and only for the current 
slice) by the following values in the slice header.
Num ref idx 10 active minus 1: It specifies the maximum reference index for reference picture list 
0 that shall be used to decode the slice.
Num reference idx 11 active minusl: This has the same semantics as “num ref idx 10 active 
minus 1” with 10 and list 0 replaced by 11 and list 1, respectively.
CABAC initialisation idc: It specifies the index for determining the initialisation table used in 
the initialisation process for context variables. The value o f CABAC initialisation idc shall be in 
the range o f 0 to 2, inclusive.
Slice QP delta: It specifies the initial value o f QP to be used for all the macroblocks in the slice 
until modified by the value o f MB QP delta in the macrobloclc layer. The value o f slice QP delta 
shall be limited such that Slice QP is in the range o f 0 to 51, inclusive.
NALU type (T): It is a 5-bit field that characterizes the NALU as one o f 32 different types. Types 
1-12 are currently defined by H.264. Types 24 to 31 are made available for uses outside o f H.264, 
and the RTP payload specification employs some o f these values to signal aggregation and 
fragmentation packets. All other values are reserved for future use by H.264.
NAL reference idc (R): It can be employed to signal the importance o f a NAL unit for the 
reconstruction process. A value o f 0 indicates that the NAL unit is not used for prediction, and 
hence could be discarded by the decoder or by network elements without risking drifting effects—  
even though with a negative impact for the user (the same impact that the discarding o f B-frames 
has in previous video compression standards). Values higher than 0 indicate that the NALU is 
required for a drift-free reconstruction, and the higher the value, the higher the impact o f a loss of 
that NALU (in the encoder’s opinion) would be. Network elements can use the NAL reference 
idc to protect important packets more forcefully than less important ones.
Forbidden bit: It is specified to be zero in H .264 encoding. Network elements can set this bit to 1 
when they identify bit errors in the NALU. The forbidden bit is primarily useful in heterogeneous 
network environments (such as combined wire-line/wireless environments), where some decoders 
may be prepared to operate on NALUs containing bit errors.
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A p p e n d i x  F
F  R O H C  W L S B  E x a m p l e
The ROHC framework introduces a more complex algorithm to compress the field values that 
follow an incremental pattern. ROHC header compression is robust against bit errors, packet loss 
and long round trip times observed during transmission over the wireless networks. For robust and 
efficient compression o f most o f the fields in the IP/UDP/RTP headers, ROHC introduces the 
Window-based Least Significant Bit (W-LSB) encoding algorithm. A  simple example o f WLSB 
coding is illustrated in Figure F.l.  Let the arriving packets to the compressor cany the year field 
in decimal form. Say, the discussion is about the 18//? century i.e. the year field 17xx, then the 
year field can be represented with only the last two numbers. The 66th year will be understood as 
1766 and the 83rd year will be understood as 1783. In other words the year field is represented 
with the 2 least significant numbers with reference to the 18th century. As the window is shifted 
back to the 11 th or forward to the 19th century, the year field will be interpreted as 1666 or 1866.
Number o f digits sent: Number o f digits sent: Compression tj:
100 *  4 =  400 4+9*2+90*1 =  112 =72 %
Compressor Context Decompressor Context
Figure F.l: An example of ROHC Window-based Least Significant Bit (W-LSB) encoding. The 
context window of 10 years is maintained at the compressor.
The IP-ID field in the IP header is represented using 16 bits without any compression. Let the IP- 
ID starts from 0 and increases by 1 each time a packet is sent. Let the window size be 8 packets. 
This means only 3 bits are needed instead o f 16 bits to represent the EP-ID. As IP-ID starts to 
increase beyond number 7, the window is shifted forward. It can be observed that if  a small 
number o f packets is lost during transmission, the decompression still can successfully 
decompress the packets. The compression is not completely dependent on consecutive packets. 
The window size plays an important role in the robustness o f the algorithm. It can be adjusted 
dynamically as link conditions are observed. However, packet losses beyond the current window 
size limits cannot be handled. These situations can be effectively handled by feedback 
mechanisms supported by ROHC U and O-modes.
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