The design, implementation, and testing of virtual environments is complicated by the concurrency and realtime features of these systems. Therefore, the development of formal methods for modeling and analysis of virtual environments is highly desirable. In the past, Petri-net models have led to good empirical results in the automatic verification of concurrent and real-time systems. We applied a timed extension of Petri nets to modeling and analysis of the CAVETM1 virtual environment at the University of Illinois at Chicago. Here, we report on our time Petri net model and on empirical studies that we conducted with the Cabernet toolset from Politecnico di Milano. Our experiments uncovered a flaw in the way a shared buffer is used by CAVE processes. Due to an erroneous synchronization on the buffer, different CA\'E walls can simultaneously display images based on different input information. We conclude from our empirical studies that Petri-net-based tools can effectively support the development of reliable virtual environments.
INTRODUCTION
\'irtual Reality (VR) systems are becoming increasingly widespread. Projection-based systems, such as the CAVE, consist of several walls that display computergenerated images for the benefit of a human viewer. These images are drawn in real-time on the basis of the viewer's perspective in the virtual world in such a way as to create the impression of a real-life, three-dimensional view of a given scene.
Several features of VR systems complicate modeling, analysis and testing of these systems. For instance, VR systems usually consist of multiple hardware and software components that operate asynchronously, such as sensors, image computation and rendering processes. and analog-to-digital converters. However, the output of a VR system typically consists of video and audio streams that must be output synchronously to create the impression of a real scene to human eyes and ears. Thus, the computations occurring in a VR system must comply with real-time constraints in order for the system to work convincingly. Moreover, the presence of multiple asynchronous components introduces the possibility of concurrency errors, such as missed updates or inconsistent changes to shared data. When the-3e errors occur, the output of the VR system is often compromised, sometimes resulting in "simulation sickness'' for the unfortunate human viewer.
Given the high cost and the timing requirements of \'R systems, there is a need for automated tools that can predict the performance of these systems before the systems are deployed. To date, numerous techniques have been defined for the automated analysis of' general concurrent and real-time systems [l, 4-11,14,16.19.22] . However, these techniques and tools have yet to be applied to modeling and analysis of IrR systems.
Our goal here is to analyze a specific VR system. the CAVE environment at the University of Illinois at Chicago, using a timed extension of Petri nets for modeling and analysis [12] . We selected (a Petri-net-based formalism for many reasons. First, Petri nets can capture quite naturally the main features of VR :j\atems.
It is well known that Petri nets can model easily nondeterminism and parallel computation, two essential features of concurrent systems, such as VR systems. In addition, Petri nets can model easily synchronizatioii of asynchronous processes, which is commonplace in 1-R systems. For instance, VR systems often carry out tlic computation and the rendering of the images for xnulti--__ ple walls as asynchronous processes. H o w w r . thc processes must be synchronized with each Other (alld. \\.hen applicabie. with processes producing audio strrilllls) h i -fore their output is displayed.
An additional advantage is that Petri nets can accommodate quite easily models at different abstraction levels. Although we have only considered high-level models of the CAVE thus far, we plan to use Petri nets also for finer-grained analysis, such as automatic verification of CAVE application code. Other authors have shown that Petri nets can be easily generated from high-level code written, for instance, in the Ada language [5, 13, 24] . Finally, Petri nets have been studied extensively in the past three decades, resulting in the definition of numerous tools and techniques for analysis. In particular, Petri nets are amenable both to formal verification and simulation techniques [5, 13] .
To date, many extensions of Petri nets to the timed domain have been defined (see, for instance, [15, 18, 23, 251) . These models differ in terms of their expressive power and their ability to support analysis. In general, the more expressive notations are also more difficult to analyze and vice versa. For our work we chose Merlin and Faber's time Petri nets mostly because they were the least expressive notation that could adequately model the properties of interest of VR systems [18] . These nets associate a so-called firing intervd (i.e., a delay bounded by two constants) with net transitions.
Our work on Petri-net-based analysis of the CAVE environment has led to two main results. First, we built a time-Petri-net model of the CAVE environment. Second, we applied the Cabernet toolset to the simulation and automatic verification of the net model [2] . Here we report on the model we defined and on the results of our simulations with the model.
Our experiments uncovered a flaw in the way a shared buffer is used by C.4VE processes. The buffer is written by a process producing sensor information about the current position and orientation of the CAVE viewer. Four additional processes use information from the buffer to compute the images to be displayed simultaneously on each of the CAVE walls. Due to an erroneous synchronization on the buffer, the four processes sometimes use inconsistent information (e.g., by missing an update to the buffer) about the position and the orientation of the viewer. As a result, different walls can simultaneously display images based on different sensor information. This possibility was discovered concurrently but independently from us by another CAVE researcher. Evidently, this flaw could have been detected before CAVE's code was written-and corrected more easily-if tools similar to ours had been used during the CAVE's design stages.
This paper is organized as follows. Section 2 summarizes the CAVE environment. Section 3 introduces time Petri nets. Our Petri net model of the CAVE is dis-I cussed in Section 4. We discuss our empirical results in Section 5. Some conclusions and future research directions are discussed in Section 6.
THE CAVE ENVIRONMElNT
The CAVE is a multi-person, room-sized, highresolution, 3D video and audio environment [12] . The heart of the image generation is the Infinite Reality Engines running on two SGI Onyx hosts n-ith three high-speed graphics pipelines each linked to an independent R10,000 processor. The processors within each Onyx host share a common memory space where variables for the generation of the scenes can be stored and accessed by each processor; however, the two Onys hosts are connected through a high-speed communication network. Each processor uses input data from the tracker and information stored in a visual database to generate an image. The database stores a 3D representation of the scene on display in the CAVE. Some processors can be used to update visual scene variables while other are used to generate database changes and communicate with other computers over high-speed networks for multi-system collaborative environments.
A typical CAVE application starts by initializing internal graphics and external projection and sensory hardware. An initial scene is generated and displayed on all walls of the CAVE. Next, the application begins reading real-time data from the sensors attached to the viewer moving about in the environment. These data are used to change the generated look-at point and to interact with objects in the scene. The images are either updated at a fixed interval set by the program or run free.
In the free-running mode, there is no deadline for the program to finish computing an image. When this happens, the image is displayed. In the fixed-interval mode, there is a strict timing loop whereby the program must display the content of a suitable buffer, whether the image is complete or not, upon expiration of a deadline.
After the new image has been sent to the projectors, the program returns to the point where it obtains new input data from the sensors or other devices.
TIME PETRI NETS
A A state of a time Petri net consists of a marking (i.e., an assignment of tokens to each place) and a vector of dynamic firing intervals for each enabled transition. The initial net state is defined by the initial net marking, time 6 = 0, and dynamic delays equal to the static delays for all enabled transitions. When a transition t is fired the net moves from a state z to a new state y. The marking of y. is obtained by removing a token from each input place o f t and adding a token to each output place of t. The dynamic firing delays of transitions enabled in y are computed as follows. If a transition was not enabled in z, its dynamic delay is equal to its static delay. If a transition was enabled in x, its dynamic delay in y is the difference between its dynamic delay in z and 6 ( t ) , the dynamic delay of the transition that fired. An important property of time Petri nets is that their state space (i.e., the set of states reachable from the initial state) can be fully represented as a finite graph [3].
PETRI NET MODEL OF 'THE CAVE
Our first objective was t o build a Petri-net-based model of the CAVE. This activity turneld out to be more difficult than we had anticipated because there were no documents describing in sufficient (detail the interactions among CAVE components and the effect of delays introduced by the components on the overall CAVE behavior.
We did have access to some high-level descriptions of the CAVE [12, 17, 20] and t o operational specifications for some of the components. We also conducted interviews with CAVF developers when these descriptions proved inadequate. The time Petri net that we defined is the first formal model of the CAVE'S operational and timing behavior.
In brief, the CAVE consists of the following three main subsystems. First, the tracker subsystem obtains input data about the position and orientation of the C.A17E viewer. This subsystem also calibrates the data in order to reduce noise in the data. The main subsystem uses this data to compute the images to be displayed on the four CAVE walls and renders (i.e., draws) the images. Finally, a monitor subsystern displays the images on four screens. In this section, we first summarize the behavior of each subsystem and then describe how the subsystems are modeled in our tirne Petri net.
Cave subsystems
We will now provide a brief description of the functional subsystems of the C.41-E. We understand that this organization is fairly common among \'R environments.
Tracker subsystem. This sub:system computes the position and orientation of the head and wand of a CAVE viewer. Measured data are sent to two SGI Onyx hosts in the main subsystem, where the images to be displayed are computed. In brief. the tracker transmits a pulsed direct current DC magnetic field that is siniultaneously measured by all the receivers in the Ascension sensors. These receivers are located on the viewer's eyeglasses and wand; they provide input data about the position and orientation of the viewer's head and wand. The signal read by the antenna located on the viewer's eyeglasses provides six readings, corresponding to the six degrees of freedom of the viewer's head. This information is important because it allows the I'R system to compute the viewer's perspective on the scene being displayed.
An additional antenna located on the wand tracks tlie wand's position and orient,ation. This antenna works in a similar way to the antenna on the viewer's hrad. In addition, the wand has three butt,oris and a pressure sriisitive joystick. The joystick is a t~~o-dixiieii!;ional dcvicr t,hat allows t,he viewer to ent,er nawigation iiiforniatioii. ~,
The buttons allow the viewer to set modes and select options.
The tracking sample is synchronized with the leading edge of the monitor signal coming from the display subsystem. Once a tracker sample is obtained, it is calibrated by electronic filters that reduce the noise present in the input data. The tracker communicates with the rest of the VR system through a 33.6 Kbaud serial line connected to an IBM PC. The PC, which also takes input from the joystick and buttons, is connected to the two Onyx hosts through a high-speed fiber-optic network link.
Main subsystem. This subsystem creates images to be displayed on the walls of the CA\TE. The created images are stored in a buffer shared with the display subsystem. Image creation is accomplished in two steps. First, an image computation process defines the geometric features of each image to be displayed. The main purpose of this process is to identify the objects that will appear in each image. Second. an image rendering process defines the full visual representation of the image and stores it in the shared buffer. A rendering process running on one of the Onyx hosts reads the data from the tracker and copies it to the internal memory shared by the Onyx processors. Given that there are four walls in the CAI'E and each SGI-Onyx has only 3 graphics pipelines, two Onyxes are required to render the four walls. After reading tracker data, Onyx 1 forks a master process. The master process first forks a network process to communicate with Onyx 2. This system computes and renders the image for the bottom wall of the CAVE. Next, the master process forks two additional processes on Onyx 1 that compute and render the left and right walls. Finally, the master process proceeds to compute and render the front wall.
The CAVE implementation uses double buffering to avoid interference between the main subsystem and the display subsystem. The buffer between these subsystems consists of two components. While the main subsystem is writing into one buffer component, the display subsystem reads from the other component and vice versa.
The processes rendering the four images must be synchronized with each other before the images are displayed on the CAVE walls. Whenever a process finishes an image, it sends a message to the master process and suspends itself while waiting for a response from the master process. Upon completion of all four images, the master process instructs the other processes to swap the double buffer; buffer swapping takes place at the next monitor cycle.
Image displaying subsystem This subsystem consists of a large screen, high resolution, passive (or active) stereo, projection display well-suitled for large audiences. The swapping between the front and back buffers is synchronized with the leading edge of the monitor which has a frequency of 48 Hz. When all the four walls are ready, swapping takes place at the next edge of the monitor signal. If any of the walls is not ready to swap, the monitor signal is ignored and a new monitor signal is issued at the next monitor cycle (Le., after 20.8 ms).
Once the buffers are swa:>ped the four images are displayed on the CAVE walls. Figure 1 shows a time Petri net miodel of the CAVE virtual environment. This model wa.s entered into Cabernet using Cabernet's graphical editor. Subsequently, we ran numerous experiments on the Petri net: which are discussed in the next section. Except when stated otherwise, assume that transitions appearing in the Petri net have either zero or negligible delays (i.e.> because they model synchronization among CAVE processes or short process computations).
Time Petri net model
The Petri net in Figure 1 [20.8, 20 .81 in ordeir to capture the time required by the walls to display thle images. The behavior of the transitions modeling the other three walls is similar.
When the images have been displayed on all four walls. transition Display4 WullsComplete is fired, which adds a token to place Monitor-Swap. Note that the total amount of time required to return a token to this place is 20.8 ms.
We observe that the static delay of most transitions in our Petri net is a point, rather than an interval. X transition has a point delay when its ea.riiest and latest static firing times are identical. There are several reasons for this fact. Some transitions model (computations that require a negligible amount of time. We defined the static delay of these transitions to be [O., 01, meaning that the transition must always fire as'soon as it becomes enabled unless it is disabled by another fireable transition. Other transitions model synchronous events, such as the monitor clock at 48 Hz or the tracker sampling period at 96 Hz. For instance, we capt,ure the beginning of each monitor cycle by firing a transit,ion with a delay inttmd of [20.8? 20.81 , meaning that a new cycle begins exactly every 20.8 ms.
EMPIRICAL RESULTS
We conducted numerous experiments with the Cabernet toolset for the analysis of Petri-net models [22] We used automatic verification to establish certain bounded safety properties of our net models. For instance, we checked that deadlock cannot occur within 40 ms from the beginning of an experiment. Deadlock is possible whenever the state space contains a nonfinal state without successors. This experiment took less than two hours of CPU time on a Sun Sparcstation IPC with 24 XlBytes of memory. However, we were unable to use the verification capabilities of Cabernet for experiments whose duration was greater than 40 ms because of the state explosion problem. In the sequel, we summarize relevant simulation experiments with our Petri-net model.
In general. our simulation experiments differ from each other in the way we associate delay intervals with transitions appearing in our Petri-net model. The first experiment that we discuss is the simulation of the normal behavior of the CAI'E. The goal of this experiment is to define a baseline for the timing of CAVE events. The second and third experiments are aimed at observing the effects of delays on the arrival of head data on CAVE behavior. The fourth, fifth, and sixth experiments impose delays on the processes that compute and render images. In practise, such delays can occur when complex images (i.e., images containing many objects) must be drawn. The goal of the seventh experiment is to establish absence of starvation in the CAVE. Starvation is an erroneous condition in which a process cannot make progress because it lacks a required resource, although the resource never becomes permanently unavailable.
All experiments reported below were run on our Sun Sparcstation IPC with 24 hlBytes of memory.
Normal Behavior
This experiment is aimed a t observing normal (i.e., correct) CAVE behavior. Relevant transition delays that we used for this experiment are shown in Table 1 . The delay on the arrival of tracker data reflects the 96 Hz frequency of the tracking devices. The interval delay on transition Trans-Delay models transmission of 224 bits over a 33.6 KBaud serial line between the tracker and the IBM PC. The 224 bits consist of 12 16-bit words giving the position and orientation of the viewer's head and wand. Two additional 16-bit words start and end the transmission of information. The delays on the transitions corresponding to the image clomputation processes were set to a small amount (e.g., 1 ms), in order to model a simple CAVE application. Finally, the delay on the monitor transition is set to 20.8 ms to capture the standard delay of all display dlevices. Table 1 : Time intervals of key transitions.
The timing of relevant events is slhown in Table 2 . The computation of all images is completed at 19.4 ms. This is after tracker data is sampled, the sampling is synchronized with the Monitor signal, the sampling is sent to the IBM P C for calibration, and the imai, res are computed by the Onyx hosts. Because these activities are completed before the end of the first monitor cycle at 20.8 ms. the images are displayed, as expected. upon completion of the second monitor cycle (i.e., at 41.6 ms). Table 2 : Transition firing time for the four walls.
Arrival of head data with a delay of 5 ms
In the first experiment the data is immediately available at time zero. In the second experiment. we modify the model to make head data arrive at time 5 ins. Table 3 shows that the drawings on all the ~valls are agaiii completed by time 20.8 ms, despite the additional delay. This is so because head data must be synchronized in the tracker with a Monitor signal at tinic 10.4 111s. Thus, the delay that we int-roduce is absorlwd by tlic tracker subsystem before the main subsystem rcvivrs the data.* Again, the images arc' displayed on t lic four walls at time 41.6 ms. Table 4 ).
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Transttion name
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CompRender-Bottom-Wall Table 4 : Transition firing time for the four walls.
-,
Computation of front walLin 5 ms
In this experiment we increase the time to draw the front wall from 1 ms to 5 ms by changing the interval delay of transition 11 to [5, 51. Here we are working on the assumption that the image on the front wall is far more graphics intensive than the images on the other walls, resulting in a long computation time for the front wall. Data at the head and wand is assumed to be available at the start of the simulation, similar to the first experiment.
In this case, the left, right, and bottom walls must wait for the front wall to finish its computation. From Table 5 we observe that the three walls complete their drawing by time 20.8 ms; however, the front wall fails to do so. which causes all the walls to miss a monitor cycle. From time 22.9 ms to time 41.6 ms the processes computing all walls are idle while they wait for synchronization with the next monitor cycle. The interesting result of this experiment is that a relatively small increase in the computation of the front wall is magnified to a delay of 20.8 ms on the displaying of the images. Table 6 shows that the added delay on the right vvall does not affect the time at which the images are displayed. with respect to the previous experiment. At this time, the left, right and bottom wall have processed the first and third tracker samples; however, the front wall has only processed the first sample.
In this case, the frame drawn by the front wall lags the frame drawn by the other three walls, which can result in simulation sickness on the part of the CAVE viewer. This phenomenon was confirmed by a CAVE developer, who discovered the anomaly independently and concurrently with US [21] . At the time of this writing, the anomaly has been corrected by introducing an additional synchronization between the tracker subsystem and the main subsystem.
We tried to detect this error using the automatic verification capabilities of Cabernet. However, this experiment requires that all states reachable within 62.4 ms from the beginning of the experiment be explored. The state explosion problem prevented Cabernet from completing this experiment. \Ye discontinued our run after three hours of CPU time on our Sun Sparcstation IPC. Table 7 : Transition firing time for the four walls.
Absence of starvation on front wall
For this experiment we used a predicate-checking capability of the Cabernet toolset. In particular, we checked whether the computation of the front wall must be completed before time 20.8 ms under normal operating conditions. Thus, we used the same Petri net as for the first experiment. In this case, Cabernet returns the value true, indicating that we can guarantee the computation of the front wall to be completed within 20.8 ms. The analyzer generates the reachability graph and does a graph traversal in order to determine if this assertion is true or not.
CONCLUSIONS AND FUTURE WORK
Our preliminary results indicate that Petri-net-based techniques can effectively support the design and validation of virtual reality environments. To our knowledge, ours is the first comprehensive model of a VR environment. We are also strongly encouraged by our ability to find a flaw in the CAVE version that we studied.
We observe that the synchronous aspects of the CAVE'S behavior have a significant effect om our Petri-net model.
As we noted earlier, most of our net transitions have point, rather than delay, intervals. We suspect that synchronous aspects will play less of a role in models at lower levels of abstraction than our current model. However, the predominance of transitions with point delays suggests that we should experiment also with less expressive models than Merlin arid Faber's time Petri nets. In general, less expressive models are more conducive to automated verification and vice versa.
At present, we are pursuing several additional research directions. First, we wish to "hide" Petri-net models from developers of VR applications. In particular.
we are in the process of developing a front-end system with an easy-to-use graphical user interface. Developers would use this interface to enter descriptions of virtual environments. Subsequently, a translator would generate Petri-net-based representations automatically.
\Ve are also investigating compositional analysis techniques for our formal models. These techniques take advantage of the modular structure of a system under development by analyzing individual system components separately. The results of component analysis are eventually combined into a single (usually smaller) representation of the whole system. Given that in general VR systems are highly modular, we believe that ive can get good results with compositional techniques.
Finally, we are planning to build Petri net models at a lower level of abstraction. In particular, we are inwstigating Petri-net translators for CAVE library functions. These translators would allow us to build finer-grained models of VR applications automatically.
