Brualdi et al. introduced the concept of poset codes, and gave an example of poset structure which admits the extended binary Hamming code to be a double-error-correcting perfect P-code. Our study is motivated by this example. In this paper we classify all poset structures which admit the extended binary Hamming code to be a double or triple-error-correcting perfect P-code. © 2004 Elsevier B.V. All rights reserved.
Introduction
In [4] [5] [6] Niederreiter considered the ways of generalizing a classical problem of coding theory by introducing a new metric which generalizes the Hamming metric. This idea was fully applied by Brualdi et al. in 1995 to the concept of poset codes. We first review basic facts on posets and poset codes and introduce some concepts which will be needed in our study. We develop a theory over the binary field since we are mainly interested in binary codes. The theory over an arbitrary finite field can be treated in a similar manner, and we refer to [1, 2] for general theory.
Let F 2 be the finite field of order 2 and F n 2 the vector space of n-tuples over F 2 . Let (P , ) be a partially ordered set, henceforth abbreviated poset, of cardinality n. A subset I of P is called an ideal if x ∈ I and y x imply that y ∈ I. For a subset A of P, A will denote the smallest ideal of P containing A. In particular, for x ∈ P , x will denote the ideal of P generated by {x}. We define the ith level set (i) (P ) (or simply (i) ) of P by
where |X| denotes the number of elements in a finite set X. Without loss of generality, we assume that the ground set of P is [n] = {1, 2, . . . , n} and the coordinate positions of a vector in F n 2 are in one-to-one correspondence with the elements of [n] . Let x = (x 1 , x 2 , . . . , x n ) be a binary vector of length n. Sometimes, we identify x with its support, and consider x as a subset of [n] . The P-weight of a vector x in F n 2 is defined as the cardinality w P (x) = | x | of the smallest ideal of P containing x. The P-distance of the elements x, y ∈ F n 2 is defined as
d P (x, y) = w P (x − y).
If P is an antichain in which no two elements are comparable, P-weight and P-distance become the Hamming weight and Hamming distance of classical coding theory. It is known (cf. [2] ) that P-distance d P (·, ·) gives a metric on F n 2 . The metric d P (·, ·) is called a poset-metric. If F n 2 is endowed with a poset metric, a subset C of F n 2 is called a poset-code. If the poset-metric corresponds to a poset P, C is called a P-code. In particular, if C is a subspace of F n 2 of dimension k and d P is the minimum P-distance between distinct codewords of C, C is called an [n, k, d P ] poset-code. Sometimes, it is necessary to view C as a code in the Hamming space. We use the notation [n, k] (resp. [n, k, d] H ) code to denote a linear code of length n, and dimension k (resp. the minimum Hamming distance d).
Let x be a vector in F n 2 and r be a nonnegative integer. The P-sphere with center x and radius r is defined as the set S P (x; r) = {y ∈ F n 2 | d P (x, y) r} of all vectors in F n 2 whose P-distance to x is at most equal to r. It is easy to see (cf. [2] ) that
where j (i) denotes the number of ideals of P with cardinality i having exactly j maximal elements. We say that C is an r-errorcorrecting perfect P-code if the P-spheres of radius r centered at the codewords of C are pairwise disjoint, and their union is F n 2 . Let C be a perfect P-code and P be a poset equivalent to P (resp. let C be a perfect P-code and C be a code equivalent to C). In general, it is not true that C is also a perfect P -code (resp. C is also perfect P-code). We say that C is a strongly perfect P-code if every code equivalent to C is P-perfect (or equivalently, C is P -perfect for every poset P which is equivalent to P). When we deal with a perfect (but not strongly perfect) P-code C, we need to specify a labelling of coordinate positions of C and a labelling of the ground set of P. In the sequel, we first fix a labelling of coordinate positions of C and find a suitable labelling on the ground set of P for which C is a perfect P-code.
We now introduce the binary extended Hamming codes. Let m( 2) be an integer. The Hamming code of length n = 2 m − 1 has parity check matrix whose columns consist of all nonzero binary vectors of length m, each used once. It is an The Hamming codes form an important family of single-error-correcting perfect codes while the extended Hamming codes are not perfect in the classical sense. One merit of the theory of poset codes is that it gives many interesting perfect codes which are not perfect in the classical sense. For example, Brualdi et al. [2] gave an example of poset structure P for which the extended Hamming code H m is a double-error-correcting perfect P-code. Our study is motivated by this example. In this paper, we consider the problem of classifying all poset structures which admit the extended Hamming code to be a perfect code.
In Section 2, we study the double-error-correcting case. We classify posets up to equivalence that admit the extended Hamming code to be a double-error-correcting perfect (or strongly perfect) P-code.
In Section 3, our concern is focused on the triple-error-correcting case. We derive a necessary and sufficient condition for a poset P on [n], n = 2 m , which admits the extended Hamming code to be a triple-error-correcting perfect P-code. To illustrate our results, we classify explicitly posets up to equivalence that admit the extended Hamming code to be a triple-error-correcting perfect P-code when m = 3, 4.
Let P be a poset with the ground set [n] = {1, 2, . . . , n}. As usual we use a Hasse diagram to represent P graphically. To describe P literally, we introduce the following subsets of P. For an integer i, 1 i n, and elements a 1 , a 2 , . . . , a l of [n], we define
..,a l (P ).
The double-error-correcting case
In this section, we classify the poset structures on [n], n = 2 m , up to equivalence that admit the extended binary Hamming code H m (m 2) to be a double-error-correcting perfect P-code.
Before starting the double-error-correcting case, we give a simple observation of the single-error-correcting case. Note that S P (c; 1) ⊆ S H (c; 1) for any poset P, where S H (c; 1) denotes the Hamming sphere of radius 1 that is centered at c. Since the Hamming spheres of radius 1 centered at the codewords of H m do not cover the whole space F n 2 in the Hamming metric, there are no poset structures on [n] which admit the extended binary Hamming code to be a single-error-correcting perfect P-code.
We start with a proposition which gives a necessary and sufficient condition for a given code to be an r-error-correcting perfect P-code. (Sufficiency) We shall show that the partition condition is equivalent to the condition that
for any nonzero codeword c ∈ C. Assume the partition condition and suppose that ∈ S P (0; r) ∩ S P (c; r). Then, w P ( ) r and w P ( + c) r. Since { ∩ c, c\( ∩ c)} is a partition of c, the partition condition implies that either w P ( ∩ c) r + 1 or w P (c\( ∩ c)) r + 1. Since w P ( ∩ c) w P ( ) r we have w P (c\( ∩ c)) r + 1. It now follows that:
But w P ( + c) r, a contradiction. It is clear that (2) implies the partition condition. We now consider the double-error-correcting case.
Lemma 1. If the extended Hamming code is a double-error-correcting perfect P-code, there are no elements whose poset weight is bigger than two, i.e. P = (1) (P ) ∪ (2) (P ).
Proof. Suppose that there is an element x ∈ [n] such that w P (x) 3. By the P-perfectness, there is a codeword c of H m such that x ∈ S P (c; 2). Recall our convention that we identify a binary vector of length n with its support. Since w P (x) 3, c is a nonzero codeword. Since H m has minimum Hamming distance 4, w H (c) 4. Then, we must have that d P (c, x) 3, a contradiction.
Lemma 2. If the extended Hamming code is a double-error-correcting perfect P-code, there are at most two elements whose poset weight are
Proof. Suppose that H m is a double-error-correcting perfect P-code. It follows from the sphere packing condition that
, , Let s be the number of elements in
It follows from (3) and (4) that s = 1 or 2.
For a poset P on [n] and a ∈ [n], we define a (P ) (or simply a ) to be the set of elements in [n] which are greater than a in the poset P, i.e.
. If the extended Hamming code is a double-errorcorrecting perfect P-code, a has an even number of elements for every a ∈ (1) .
Proof. Suppose that (1) = {a, b}. For each x ∈ a , consider the set x = {a, b, x}. By the P-perfectness, we can find a unique nonzero codeword c such that x ∈ S P (c; 2). Then, c should be of Hamming weight 4, and contain x . Therefore, we can write c = {a, b, x, y} with x = y. If y ∈ b , then {a, x} ∈ S P (0; 2) ∩ S P (c; 2), a contradiction. This proves that y ∈ a . Therefore, we have a map of a into a which maps x to y. Clearly y is assigned to x under this map. This proves that a has an even number of elements.
It follows from Lemma 1-3 that if H m is a double-error-correcting perfect P-code, then P is equivalent to one of the following posets:
We draw posets described in (i), (ii), and (iii) by Hasse diagram as follows. We now describe the main result of this section. Proof. If P is a poset described in (i), (ii), or (iii) of Fig. 1 , it follows from (1) that
Theorem 1. Let m 3 be an integer, and H m denote the extended binary Hamming code with parameters
[n = 2 m , 2 m − 1 − m, 4] H .
(a) H m is a double-error-correcting strongly perfect P-code if and only if P is equivalent to a poset described in
Therefore, by Proposition 1, it is sufficient to check the partition condition. (a). Let c be an arbitrary nonzero codeword H m . If |c| 6, there is nothing to prove. Now assume that c is a 4-set, and that we have a partition {x, y} of c. If x is a 1-or 3-set, the result is obvious. If x is a 2-set, y is also a 2-set. It follows from poset structure of (i) or (ii) that either w P (x) 3 or w P (y) 3. Hence the proof of (a) is completed.
(b). We now assume that H m is the [2 m , 2 m − m − 1, 4] H code with the usual parity check matrix H m which is described in Section 1. We can easily give a labelling on a poset P described in (iii) such that H m is a double-error-correcting perfect P-code. For example, we take (1) (P ) = {1, 2}. And we let {x, y} ⊂ a (P ) for some a ∈ {1, 2} if {1, 2, x, y} is a codeword of H m . This is always possible since | a (P )| is even for a ∈ {1, 2}. Note that H m is not strongly P-perfect. For example, let us give a labelling on P such that (1) = {1, 2}, 3 ∈ 1 , and 4 ∈ 2 . Note that the vector c = {1, 2, 3, 4} is a codeword of H m , and that {1, 3} ∈ S P (0; 2) ∩ S P (c; 2).This proves that H m is not a strongly perfect P-code. Remark 1. Brualdi et al. [2] used the poset structure P described in (i) of Fig. 1 to illustrate that the extended Hamming code can be a double-error-correcting perfect P -code.
The triple-error-correcting case
In this section, we describe poset structures on [n], n = 2 m , which admit the extended binary Hamming code H m to be a 3-error-correcting perfect P-code.
It is well-known (cf. [3] ) that the codewords of H m of weight 4 form a Steiner system S(3, 2 m , 4). Let P be a poset on [n], n = 2 m , for which H m is a 3-error-correcting perfect P-code. For a positive integer r 3, we define a set M r (P ) (or simply M r ) as follows: M r = {x | x is an r-subset of [n] such that w P (x) r}. Using the fact that the codewords of H m of weight 4 form a Steiner system, we define a map : 
Corollary 2.
If H m is a 3-error-correcting perfect P-code, then
Proof. Since P is a poset with the ground set [n], n = 2 m , we have
It follows from Proposition 2 that
Lemma 4.
Proof. Suppose | (1) | = s. It follows from the sphere packing condition and (1) that
It follows immediately from definition that (3) . By Corollary 2, we have
It follows from (6) and (7) that
This proves that | (1) | = s 3.
Proof. It is sufficient to prove that |S P (0;
By (1), we have
Since
It follows from (8) and (9) that
By assumption we have s 3. This proves that |S P (0; 3)| = 2 m+1 .
We are now in a position to state the main result of this section. As an illustration of our theorem, we classify poset structures which admit the extended binary Hamming code H m to be a 3-error correcting perfect P-code when m = 3, 4. It follows from Theorem 2 that P-perfectness of H m is mainly depending on the substructure 3 i=1 (i) (P ) of P. Therefore, we introduce the structure vector (a, b, c) of P, where a=| (1) |, b=| (2) |, c=| (3) |.
Theorem 2. The extended binary Hamming code H m is a 3-error-correcting perfect P-code if and only if the following conditions are satisfied:
We first derive necessary conditions which are satisfied by the structure vector of P for which H m is a 3-error-correcting perfect P-code.
It follows from Corollary 2 that
By Lemma 4 we have a 3. We divide the problem into three cases.
Case I: a = 1. In this case, we have 2 (3) = b 2 , and 3 (3) = 0. Therefore, (10) becomes
It follows from the sphere packing condition that
From (12), we obtain b ≡ 1 or 2 (mod 4). By substituting b = 4k + 1 (or 4k + 2) in (11), we obtain
where k and c are nonnegative integers.
Case II: a = 2. For simplicity, we assume that (1) = {1, 2} and put
It follows easily from definitions that:
Therefore (10) becomes
By substituting b = k, we obtain
where k, u 1 , u 2 , and c are nonnegative integers such that k = u 1 + u 2 .
Case III: a = 3. For simplicity, we assume that (1) = {1, 2, 3} and put It will be verified that there are no poset structures which admit H m to be a 3-error-correcting strongly perfect P-code. Therefore, we first fix a labelling on the coordinate positions of H m and assume that H m is a [2 m , 2 m − m − 1, 4] H code with the parity check matrix H m where H m is defined in the introduction. Next we give a labelling on the ground set of P such that H m to be a 3-error-correcting perfect P-code. 
It follows from (13), (14) and (15) that possible structure vectors are:
For each possibility for structure vector, we calculate all possible poset structures which admit H 3 to be a 3-error-correcting perfect P-code with the given structure vector. We only give the detailed calculation for the cases (a, b, c) = (1, 1, 3) , (1, 2, 2) and (2,1,2), since the other cases can be treated similarly.
(
There is a unique poset structure P up to equivalence with the structure vector (1,1,3) , where (1) (P ) = {x 1 }, (2) (P ) = {x 2 }, and (3) (P ) = {x 3 , x 4 , x 5 }. If we give a labelling on P such that (1) = {1}, (2) = {2}, (3) = {3, 5, 7}, then we can check that the conditions of Theorem 2 are satisfied. Actually, condition (i) of Theorem 2 is automatically satisfied. There are three elements in M 3 , say = {1, 2, 3}, = {1, 2, 5}, = {1, 2, 7}, and ∞ i=4 (i) = {4, 6, 8}. Clearly, maps to 4, to 6, and to 8, hence condition (ii) of Theorem 2 is verified. Suppose c is a 4-set which admits a partition {x, y} such that w H (x) = w H (y) = 2, and w P (x) 3, w P (y) 3. By poset structure of P, the only possibilities for c are{1, 2, 3, 5}, {1, 2, 3, 7}, and {1, 2, 5, 7}. We can easily see that these are not codewords of H 3 , hence condition (iii) of Theorem 2 is verified. This proves that any poset P on [8] = {1, 2, . . . , 8} with (1) = {1}, (2) = {2}, (3) = {3, 5, 7} admits H 3 to be a 3-error-correcting perfect P-code.
(ii) (a, b, c) = (1, 2, 2). There are two nonequivalent poset structures, say P 1 , P 2 , with the structure vector (1,2,2), where (1) 
x 2 (P 1 ) = {x 4 , x 5 }, and (1) (P 2 ) = {x 1 }, (2) 
x 3 (P 2 ) = {x 5 }. For the poset P 1 , we give a labelling such that (1) 
2 (P 1 ) = {3, 5}. By a similar argument as in the previous case, we can show that P 1 admits H 3 to be a 3-error-correcting perfect P 1 -code. For the poset P 2 , we can show that P 2 does not admit H 3 to be a 3-error-correcting perfect code. Indeed, suppose that P 2 admits H 3 to be a 3-error-correcting perfect code. Note that M 3 (P 2 ) has three elements, say = {x 1 , x 2 , x 4 }, = {x 1 , x 3 , x 5 }, and = {x 1 , x 2 , x 3 }. By Theorem 2(ii), we have codewords
Then, the Hamming weight of the codeword c 1 + c 2 + c 3 is 6, and by taking complement, we conclude that H 3 should have a codeword of Hamming weight 2, a contradiction.
(iii) (a, b, c) = (2, 1, 2). There are three nonequivalent poset structures, say P 1 , P 2 , and P 3 , with the structure vector (2,1,2), where (1) 
2 = {3, 5}. Then P 1 admits H 3 to be a 3-error-correcting perfect code. For P 2 , we can show that P 2 does not admit H 3 to be a 3-error-correcting perfect code by a similar method as in the previous case. For P 3 , we give a labelling such that (1) = {1, 2},
1,2 = {5, 7}. Then, P 3 admits H 3 to be a 3-error-correcting perfect code. We summarize our calculation as in the following theorem. Fig. 2 , we give a possible labelling on a poset P for which H 3 is a 3-errorcorrecting perfect P -code in Table 1 . Table 1 A possible labelling for which H 3 is a 3-error-correcting perfect P-code
Remark 2. For each Hasse diagram described in

Structure vector
Possible labelling 
It follows from (13), (14), and (15) that possible structure vectors are: For each possibility for structure vector, we calculate all possible poset structures which admit H 4 to be a 3-error-correcting perfect P-code with the given structure vector. We only give detailed calculation for the cases (a, b, c) = (1, 1, 7) , (1, 2, 6), (2, 2, 5) and (3, 2, 3) since the other cases can be treated similarly.
There is a unique poset structure P up to equivalence with the structure vector (1,1,7), where (1) (P ) = {x 1 }, (2) (P ) = {x 2 }, and (3) (P )={x 3 , x 4 , x 5 , x 6 , x 7 , x 8 , x 9 }. If we give a labelling on P such that (1) ={1}, (2) ={2}, (3) ={3, 5, 7, 9, 11, 13, 15}, then we can check that the conditions of Theorem 2 are satisfied. There are seven elements in M 3 , say i ={1, 2, 2i +1}, 1 i 7, and ∞ i=4 (i) = {4, 6, 8, 10, 12, 14, 16}. Clearly maps i to 2i + 2, 1 i 7, hence condition (ii) of Theorem 2 is verified.
Suppose c is a 4-set which admits a partition {x, y} such that w H (x)=w H (y)=2, and w P (x) 3, w P (y) 3. By poset structure of P, c is of the form {1, 2, a, b}, where a, bare two distinct elements in (3) . Since condition (ii) of Theorem 2 holds true, c cannot be a codeword of H 4 , hence condition (iii) of Theorem 2 is verified. This proves that any poset P on [16] = {1, 2, . . . , 16} with (1) = {1}, (2) = {2}, (3) = {3, 5, 7, 9, 11, 13, 15} admits H 4 to be a 3-error-correcting perfect P-code.
(ii) (a, b, c) = (1, 2, 6 ). There are four non equivalent poset structures, say P 1 , P 2 , P 3 , and P 4 , with the structure vector (1,2,6), where
x 3 (P 4 ) = {x 7 , x 8 , x 9 }. P 4 P 1 P 2 P 3 P 5 P 6 P 7 P 8 P 9 P P 11 10 P 12 For the poset P 1 , we give a labelling such that (1) = {1}, (2) = {2, 15}, (3) = {3, 5, 7, 9, 11, 13}. For the poset P 3 , we give a labelling such that (1) 
3 ={5, 6}. Then, P 1 , P 3 admit H 4 to be a 3-error-correcting perfect P 3 -code. For the poset P 2 , we can show that P 2 does not admit H 4 to be a 3-error-correcting perfect P 2 -code. Indeed, suppose that P 2 admits H 4 to be a 3-error-correcting perfect code. Since M 3 (P 2 ) has seven elements, by Theorem 2(ii), we have codewords 4 , . . . , x 16 }, whereˆdenotes the deletion. By taking complement, we conclude that H 4 should have a codeword of Hamming weight 2, a contradiction. In a similar manner, we can prove that P 4 does not admit H 4 to be a 3-error-correcting perfect P 4 -code.
(iii) (a, b, c) = (2, 2, 5) and u 1 = u 2 = 1. There are twelve non equivalent posets, say P 1 , P 2 , . . . , P 12 whose Hasse diagrams are given in Fig. 3 , with the structure vector (2,2,5) and u 1 = u 2 = 1. For the poset P 1 , we give a labelling such that (1) = {1, 2},
1,2 = {5, 7, 9, 11, 13}. For the poset P 4 , we give a labelling such that (1) = {1, 2},
1,2 = {9, 11, 13}. For the poset P 7 , we give a labelling such that (1) 
1,3 ={5}. Then, P 1 , P 4 , P 7 admit H 4 to be a 3-error-correcting perfect code.
For the remaining posets, we can show that they do not admit H 4 to be a 3-error-correcting perfect code. We first show that if P is a poset which contains two disjoint chains of cardinality 3 then P cannot admit H 4 to be a 3-error-correcting perfect code. In fact, let I = {x 1 , x 2 , x 3 , x 4 , x 5 , x 6 } be the union of two disjoint chains of cardinality 3. Since H 4 has rank 5, there is a codeword c such that c ⊂ I . By the partition condition the result follows. It follows from this observation that P i (i = 3, 6, 8, 9, 11, 12) cannot admit a 3-error-correcting perfect code. For the remaining posets, we can check case by case. For example, suppose that H 4 becomes a 3-error-correcting perfect code for some labelling of P 10 . We may assume that (1) (P 10 
x 3 (P 10 ) = {x 5 , x 6 , x 7 , x 8 , x 9 }. Since M 3 (P 3 ) has seven elements, by Theorem 2(ii), we have codewords c 1 ={x 1 , x 2 , x 3 , x 10 }, c 2 ={x 1 , x 2 , x 4 , x 11 }, c 3 ={x 1 , x 3 , x 5 , x 12 }, c 4 ={x 1 , x 3 , x 6 , x 13 }, c 5 ={x 1 , x 3 , x 7 , x 14 }, c 6 = {x 1 , x 3 , x 8 , x 15 }, c 7 = {x 1 , x 3 ,x 9 , x 16 }. Then c 1 + c 2 + · · · + c 7 = {x 1 , x 4 , x 5 , x 6 , . . . , x 16 }. By taking complement, we see that H 4 should have a codeword c = {x 2 , x 3 }, which is obviously impossible. This proves that P 10 does not admit H 4 to be a 3-error-correcting perfect code.
(iv) (a, b, c) = (3, 2, 3) and v 1 = v 2 = 1. There are 19 nonequivalent posets with the structure vector (3, 2, 3) and v 1 = v 2 = 1. Using techniques developed in the above, we can show that there are no posets admitting H 4 to be a 3-error-correcting perfect code in this case. We summarize our calculation as in the following theorem. (1) = {1}, (2) = {2}, (3) = {3, 5, 7, 9, 11, 13, 15}
(1,2,6) (1) = {1}, (2) = {2, 15},
2 = {3, 5, 7, 9, 11, 13} (1, 2, 6) (1) = {1}, (2) = {2, 3},
2 = {9, 11, 13, 15}, 
2 = {3, 5, 7, 9, 11, 13} (2,1,6)
(1) = {1, 3},
2 = {9, 11, 13, 15},
1,3 = {5, 6} (2,1,6)
(1) = {1, 2},
1,2 = {9, 11, 13, 15} (2, 1, 6) (1) = {1, 2},
1,2 = {3, 5, 7, 9, 11, 13} (2,2,5)
1,3 = {5} (2,2,5)
1,2 = {9, 11, 13} (2,2,5)
1,2 = {5, 7, 9, 11, 13} (2,4,0)
(1) = {4, 15},
4 = {8, 12, 13, 14} (3, 0, 6) (1) = {1, 2, 15},
1,2 = {3, 5, 7, 9, 11, 13} (3, 0, 6) (1) = {1, 2, 3},
1,2 = {5, 7, 9, 11},
1,3 = {13, 14} (3, 0, 6) (1) = {1, 5, 9},
1,5 = {10, 11},
1,9 = {2, 3},
5,9 = {4, 8} (3,3,0)
(1) = {1, 5, 9},
Remark 3. For each Hasse diagram described in Fig. 4 , we give a possible labelling on a poset P for which H 4 is a 3-errorcorrecting perfect P -code in Table 2 .
