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1 Introduction
It is useful to have bounds for eigenvalues and spread in term of the functions of
entries of the given matrix. Such bounds have been studied extensively in literature,
see [1-18]. Bounds on eigenvalues and spread of a matrix A in terms of the traces of A
and A2 are of special interests. These bounds are in fact the immediate consequences
of inequalities for real or complex numbers. In this note we point out some more such
bounds related to the variance of real and complex numbers.
Let x1, x2, ..., xn denote n real numbers. Their arithmetic mean is the number
x =
1
n
n∑
i=1
xi (1.1)
and the variance is
S2x =
1
n
n∑
i=1
(xi − x)
2
. (1.2)
Samuelson’s inequality [12] says that
S2x ≥
1
n− 1
(xj − x)
2
, (1.3)
for all j = 1, 2, ..., n.
The Nagy inequality [11] gives a lower bound for the variance,
S2x ≥
1
2n
max
i,j
(xi − xj)
2
. (1.4)
A more general inequality due to Fahmy and Prochan [7] says that for x1 ≤ x2 ≤ ... ≤ xn,
we have
S2x ≥
l (n− k + 1)
n (n+ l − k + 1)
(xk − xl)
2
, (1.5)
where 1 ≤ l < k ≤ n.
We here study some extensions of these inequalities for the complex numbers and
discuss their applications. Let z1, z2, ..., zn denote n complex numbers. Their arithmetic
mean is the number
z˜ =
1
n
n∑
i=1
zi. (1.6)
Let
S2 =
1
n
n∑
i=1
(zi − z˜)
2
, (1.7)
2
and
S2z =
1
n
n∑
i=1
|zi − z˜|
2
. (1.8)
For zi = xi + ıyi we have S
2
z = S
2
x + S
2
y . On substituting 2xi = zi + zi in (1.2), we get
that
2S2x = S
2
z + ReS
2 and 2S2y = S
2
z − ReS
2. (1.9)
We first prove some basic inequalities involving real and complex numbers in the following
lemmas, and use these inequalities to derive several bounds for the eigenvalues in Section
2.
Lemma 1.1. Let zi = xi + ıyi, i = 1, 2, ...n. For x1 ≤ x2 ≤ ... ≤ xn,
|xk − xl|
2 ≤
n (n+ l − k + 1)
2l (n− k + 1)
(
S2z + ReS
2
)
, (1.10)
For y1 ≤ y2 ≤ ... ≤ yn,
|yk − yl|
2 ≤
n (n + l − k + 1)
2l (n− k + 1)
(
S2z − ReS
2
)
. (1.11)
Also, the inequalities
|zk − zl|
2 ≤
n (n+ l − k + 1)
2l (n− k + 1)
(
S2z +
∣∣S2∣∣) , (1.12)
hold for some permutation of complex numbers zi, i = 1, 2, ..., n, and 1 ≤ l < k ≤ n.
Proof. For any complex number z there is a complex number α with |α| = 1 such that
Re(αz) = |z|. Therefore, for xi = Re(αzi) we can choose α such that |α| = 1 and
|xk − xl| = |Re(αzk)− Re(αzl)| = |zk − zl| . (1.13)
Without restricting generality, assume that z1, z2, ..., zn is a permutation of complex
numbers zi such that Re(αz1) ≤ Re(αz2) ≤ .... ≤ Re(αzn). Put xi = Re(αzi) in (1.2),
we find that
2S2x = S
2
z +
1
n
Re(α2
n∑
i=1
(zi − z˜)
2). (1.14)
For |α| = 1, we have ∣∣∣∣∣ 1n Re(α2
n∑
i=1
(zi − z˜)
2)
∣∣∣∣∣ ≤ ∣∣S2∣∣ . (1.15)
3
It follows from (1.14) and (1.15) that for any complex number α with |α| = 1 and
xi = Re(αzi), we have
2S2x ≤ S
2
z +
∣∣S2∣∣ . (1.16)
Substituting (1.13) in (1.5) and use (1.16), we immediately get (1.12).
The inequalities (1.10) and (1.11) follow immediately on using (1.9) in (1.5). 
Lemma 1.2. Let
µ2 =
n∑
i=1
pi
(
xi − µ
′
1
)2
, (1.17)
where µ
′
1 =
n∑
i=1
pixi and pi are non-negative real numbers such that
n∑
i=1
pi = 1 and pj 6= 1.
Then
µ2 ≥
pj
1− pj
(
µ
′
1 − xj
)2
, (1.18)
for all j = 1, 2, . . . , n.
Proof. From (1.17), we have
µ2 = pj
(
xj − µ
′
1
)2
+ (1− pj)
1
1− pj
n∑
i=1,i 6=j
pi
(
xi − µ
′
1
)2
. (1.19)
It follows from the Cauchy-Schwarz inequality that
1
1− pj
n∑
i=1,i 6=j
pi
(
xi − µ
′
1
)2
≥
(
1
1− pj
n∑
i=1,i 6=j
pi
(
xi − µ
′
1
))2
. (1.20)
On the other hand, the sum of all the deviations from the mean is zero, therefore
n∑
i=1
pi
(
xi − µ
′
1
)
= 0,
and we get that
n∑
i=1,i 6=j
pi
(
xi − µ
′
1
)
= pj
(
xj − µ
′
1
)
. (1.21)
Combining (1.20) and (1.21), we find that
1
1− pj
n∑
i=1,i 6=j
pi
(
xi − µ
′
1
)2
≥
(
pj
(
xj − µ
′
1
)
1− pj
)2
. (1.22)
Insert (1.22) in (1.19), a little computation leads to (1.18). 
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Lemma 1.3. For x1 ≤ x2 ≤ . . . ≤ xn, the inequality
S2x ≥
k
n− k
(x− xj)
2 (1.23)
holds for j = k and j = n− k + 1 with k ≤ n− k + 1.
Proof. For x ≥ xk, we have
S2x =
1
n
n∑
i=1
(xi − x)
2 ≥
k
n
(xk − x)
2 +
1
n
n∑
i=k+1
(xi − x)
2
. (1.24)
Let
y =
1
n
(
kxk +
n∑
i=k+1
xi
)
,
and
S2y =
1
n
(
k (xk − y)
2 +
n∑
i=k+1
(xi − y)
2
)
.
It is clear that y ≥ x and
S2x ≥
k
n
(xk − x)
2 +
1
n
n∑
i=k+1
(xi − x)
2 ≥ S2y .
Using Lemma 1.2, we have
S2x ≥ S
2
y ≥
k
n− k
(y − xk)
2 ≥
k
n− k
(x− xk)
2
,
for k = 1, 2, ..., n− 1.
On using similar argument we find that for x ≤ xk, we have
S2x ≥
n− k + 1
k − 1
(xk − x)
2
,
k = 2, 3, .., n. Thus,
S2x ≥ min
{
k
n− k
(x− xk)
2
,
n− k + 1
k − 1
(xk − x)
2
}
, (1.25)
for k = 2, 3, ..., n− 1. The assertions of lemma now follow from (1.25) and the fact that
(n− k + 1) (n− k) ≥ k (k − 1) if and only if k ≤ n− k + 1. 
Lemma 1.4. Let zi = xi + ıyi, i = 1, 2, ...n. For x1 ≤ x2 ≤ ... ≤ xn, the inequalities
S2z + ReS
2 ≥
2k
n− k
∣∣∣∣∣ 1n
n∑
i=1
xi − xj
∣∣∣∣∣
2
, (1.26)
5
hold for j = k and j = n − k + 1 with k ≤ n − k + 1. Likewise, for y1 ≤ y2 ≤ ... ≤ yn,
we have
S2z − ReS
2 ≥
2k
n− k
∣∣∣∣∣ 1n
n∑
i=1
yi − yj
∣∣∣∣∣
2
. (1.27)
Also,
S2z +
∣∣S2∣∣ ≥ 2k
n− k
∣∣∣∣∣ 1n
n∑
i=1
zi − zj
∣∣∣∣∣ . (1.28)
Proof. Use (1.6)-(1.9), (1.16) and Lemma 1.3; we immediately get the inequalities
(1.26)-(1.28).
Lemma 1.5. For n complex numbers zi, we have
1
n
n∑
i=1
|zi − z˜|
2r ≥
1 + (n− 1)2r−1
n (n− 1)2r−1
|zj − z˜|
2r
, (1.29)
where z˜ is given in (1.6).
Proof. We write
1
n
n∑
i=1
|zi − z˜|
2r =
|zj − z˜|
2r
n
+
n− 1
n
1
n− 1
n∑
i=1,i 6=j
|zi − z˜|
2r
. (1.30)
For m positive real numbers yi, i = 1, 2, ..., m,
1
m
m∑
i=1
yki ≥
(
1
m
m∑
i=1
yi
)k
, k = 1, 2, . . . . (1.31)
Applying (1.31) to n − 1 positive real numbers |zi − z˜|
2r
, i = 1, 2, . . . , n and i 6= j, we
get
1
n− 1
n∑
i=1,i 6=j
(
|zi − z˜|
2
)r
≥
(
1
n− 1
n∑
i=1,i 6=j
|zi − z˜|
2
)r
. (1.32)
Also, we have
1
n− 1
n∑
i=1,i 6=j
|zi − z˜|
2 ≥
(
1
n− 1
n∑
i=1,i 6=j
|zi − z˜|
)2
. (1.33)
On the other hand the sum of all the deviations from the mean is zero, therefore
n∑
i=1
(zi − z˜) = 0,
6
and we get that
|z˜ − zj | ≤
n∑
i=1,i 6=j
|zi − z˜| . (1.34)
Combining (1.31)-(1.34), we find that
1
n− 1
n∑
i=1,i 6=j
|zi − z˜|
2r ≥
(
|zj − z˜|
n− 1
)2r
. (1.35)
Insert (1.35) in (1.30), a little computation leads to (1.29). 
2 Bounds on eigenvalues using traces
Let A = (aij) be an n × n complex matrix with eigenvalues λ1, λ2, ..., λn. Let λi =
αi + ıβi, i = 1, 2, ...n. Then
λ˜ =
1
n
n∑
i=1
λi =
trA
n
, (2.1)
S2 =
1
n
n∑
i=1
(
λi − λ˜
)2
=
trA2
n
−
(
trA
n
)2
, (2.2)
and
S2λ =
1
n
n∑
i=1
∣∣∣λi − λ˜∣∣∣2 = 1
n
n∑
i=1
|λi|
2 −
∣∣∣∣trAn
∣∣∣∣2 , (2.3)
where trA denotes the trace of A. Likewise, we have
S2α =
1
n
n∑
i=1
(αi − α˜)
2 =
S2λ + ReS
2
2
, (2.4)
and
S2β =
1
n
n∑
i=1
(
βi − β˜
)2
=
S2λ − ReS
2
2
. (2.5)
Theorem 2.1. Let A be an n× n complex matrix. Then, the disk∣∣∣∣z − trAn
∣∣∣∣ ≤
√
n− k
2k
(
S2λ + |S|
2
)
, (2.6)
contains at least n − 2k + 2 eigenvalues of A where k is a positive integer less than or
equal to n+1
2
. Also, the disks∣∣∣∣x− Re trAn
∣∣∣∣ ≤
√
n− k
2k
(S2λ + ReS
2) (2.7)
7
and ∣∣∣∣y − Im trAn
∣∣∣∣ ≤
√
n− k
2k
(S2λ − ReS
2), (2.8)
contains real and imaginary parts of eigenvalues, respectively.
Proof. Let xi = Re (αλi) . Then, there is a complex number α with |α| = 1 such that∣∣∣∣∣xi − 1n
n∑
i=1
xi
∣∣∣∣∣ =
∣∣∣∣Reα(λi − trAn
)∣∣∣∣ = ∣∣∣∣λi − trAn
∣∣∣∣ .
It follows from Lemma 1.4 that∣∣∣∣λi − trAn
∣∣∣∣ ≤
√
n− k
2k
(
S2λ + |S|
2
)
, (2.9)
for i = k and i = n − k + 1 with k ≤ n − k + 1. Let Dk denote the k
th disk in (2.9).
It is easy to see that Dn+1
2
⊆ Dn−1
2
⊆ ... ⊆ D2 ⊆ D1 when n is odd. By Lemma 1.4,
the eigenvalue λn+1
2
lies in the disk Dn+1
2
while λn−1
2
and λn+3
2
lie in Dn+1
2
⊆ Dn−1
2
. So
the disk Dn−1
2
contains at least three eigenvalues. Repeating the above process, we can
easily see that the disk Dk contains n − 2k + 2 eigenvalues. Likewise, the inequalities
(2.7) and (2.8) follow from (1.26) and (1.27), respectively. 
For a normal matrix, we have
S2λ =
trAA∗
n
−
∣∣∣∣trAn
∣∣∣∣2 . (2.10)
Using this in (2.6)-(2.8), we can calculate the corresponding upper bounds and hence
the regions containing eigenvalues. For arbitrary matrices, we can use the various upper
bounds for
∑n
i=1 |λi|
2
, see [17]. For special case k = 1, we get Theorem 2.7 of Huang
and Wang [8]. It is clear that if rank of matrix is m; we can replace n by m.
Theorem 2.2. Let A be an n×n complex matrix with eigenvalues λi = λi = αi+ıβi, i =
1, 2, ...n. For α1 ≤ α2 ≤ ... ≤ αn, the inequalities
|αk − αl|
2 ≤
n (n + l − k + 1)
2l (n− k + 1)
(
S2λ + ReS
2
)
, (2.11)
hold for 1 ≤ l < k ≤ n, and for β1 ≤ β2 ≤ ... ≤ βn
|βk − βl|
2 ≤
n (n + l − k + 1)
2l (n− k + 1)
(
S2λ − ReS
2
)
. (2.12)
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Also, the inequalities
|λk − λl|
2 ≤
n (n+ l − k + 1)
2l (n− k + 1)
(
S2λ +
∣∣S2∣∣) , (2.13)
hold for some permutation of complex numbers zi, i = 1, 2, ..., n and 1 ≤ l < k ≤ n.
Proof. The assertions of the theorem follow easily from Lemma 1.1. 
It may be noted here that for l = 1 and k = n, Theorem 2.2 provides bounds for the
spread, Spd(A) = maxi,j |λi − λj| .
Corollary 2.3. Let A be an n×n complex matrix with at least two distinct eigenvalues.
Let λk = αk+ ıβk, k = 1, 2, ...n be any eigenvalue of A. For α1 ≤ α2 ≤ ... ≤ αn, the disk
|x− αl| ≤
n√
2 (n− 1)
√
S2λ + ReS
2, (2.14)
contains real part of one more eigenvalue. For β1 ≤ β2 ≤ ... ≤ βn
|y − βl| ≤
n√
2 (n− 1)
√
S2λ − ReS
2, (2.15)
contains imaginary part of one more eigenvalue. Also, the disk
|z − λl| ≤
n√
2 (n− 1)
√
S2λ + |S
2|, (2.16)
contains one more eigenvalue of A.
Proof. It follows from Theorem 2.2 that for k = l + 1,
2 |αl+1 − αl|
2 ≤
n2
2l(n− l)
(
S2λ + ReS
2
)
, (2.17)
2
∣∣βl+1 − βl∣∣2 ≤ n22l(n− l) (S2λ − ReS2) , (2.18)
and
2 |λl+1 − λl|
2 ≤
n2
l(n− l)
(
S2λ +
∣∣S2∣∣) , (2.19)
l = 1, 2, ..., n − 1. The inequalities (2.14)-(2.16) respectively follow from (2.17)-(2.19),
and the fact that l(n− l) ≥ n− 1 for l = 1, 2, ..., n− 1. 
The above corollary is useful when one of the eigenvalues is known. For example, for a
singular matrix one eigenvalue is zero.
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Theorem 2.4. Let A be an n × n complex matrix. Then all the eigenvalues of A are
contained in the disk∣∣∣∣z − trAn
∣∣∣∣ ≤
(
(n− 1)2r−1
1 + (n− 1)2r−1
n∑
i=1
|λi (B)|
2r
) 1
2r
, (2.20)
where B = A− trA
n
I and r = 1, 2, ....
Proof. Let λi be eigenvalues of A, then the eigenvalues of B
r are
(
λi −
trA
n
)r
, i =
1, 2, ...n. The assertions of the theorem now follow on using Lemma 1.5. 
Note that
n∑
i=1
|λi (B)|
2r =
n∑
i=1
|λi (B)
r|
2
≤
√(
‖Br‖2
2
−
1
n
|trBr|2
)2
−
1
2
‖Br (Br)∗ − (Br)∗Br‖
2
2
+
1
n
|trBr|2 .
Using this and other relation in (2.20), we can obtain various bounds for eigenvalues.
Theorem 2.5. Let A be an n × n complex normal matrix. Then, one eigenvalue of A
lies on or outside the circle ∣∣∣∣z − trAn
∣∣∣∣ = (trBr (Br)∗) 12r . (2.21)
Proof. The proof of theorem follows from the fact that
trBr (Br)∗
n
=
1
n
n∑
i=1
∣∣∣∣λi − trAn
∣∣∣∣2r ≤ ∣∣∣∣λj − trAn
∣∣∣∣2r . 
Let the eigenvalues of a complex n×n matrix A are all real, as in case of a Hermitian
matrix. Wolkowicz and Styan [18] have shown that
λmax ≥
trA
n
+
√
trB2
n (n− 1)
and
λmin ≤
trA
n
−
√
trB2
n (n− 1)
.
We prove extensions of these inequalities in the following theorem.
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Theorem 2.6. Let A be an n×n complex matrix with real eigenvalues λi, i = 1, 2, ..., n.
Then
λmax ≥
trA
n
+
trB2
n
(
1 + (n− 1)2r−1
(n− 1)2r−1
1
trB2r
) 1
2r
(2.22)
and
λmin ≤
trA
n
−
trB2
n
(
1 + (n− 1)2r−1
(n− 1)2r−1
1
trB2r
) 1
2r
, (2.23)
where B = A− trA
n
I.
Proof. We have [3]
1
n
trB2 ≤
(
λmax −
trA
n
)(
trA
n
− λmin
)
.
Therefore,
λmax ≥
trA
n
+
1
n
trB2
trA
n
− λmin
. (2.24)
It follows from Theorem 2.4 that
λmax ≤
trA
n
+
(
(n− 1)2r−1
1 + (n− 1)2r−1
trB2r
) 1
2r
. (2.25)
Combining (2.24) and (2.25), we get (2.23). The inequality (2.22) follows on using similar
arguments. 
Example 1. Let
A =

4 0 2 3
0 5 0 1
2 0 6 0
3 1 0 7
 .
The estimates of Wolkowicz and Styan [18] give λmax ≥ 7.1583 and λmin ≤ 3.841 while our
estimates (2.22) and (2.23) for r = 2 give λmax ≥ 7.2586 and λmin ≤ 3.7414, respectively.
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