This paper presents a new method for image classification based on image saliency region. The proposed attention region latent SVM (ARLSVM) is highly distinctive by training in a weakly-supervised manner which without requiring objects position or bounding boxes in training images. We use a latent SVM to model the optimization problem with saliency regions are latent variables. An EM method is proposed to solve the semi-convex optimization problem. Through experiments, our proposed approach performs favourably compared with two well-known algorithms in a benchmark dataset.
Introduction
Recent researches proved that the performance of object classification can be highly improved by giving bounding boxes around exemplars of a given class label. Estimating the distribution of object location i.e. the image saliency is an important problem in computer vision [1, 2, 3, 4] . Here we show that the classification of object classes without their localization, also benefits from the estimation of image saliency map, even when these are not supplied as part of the training. What's more, we find that given a class, visual saliency is attributed to different local regions based on their appearance and their spatial location in an image i.e. the human faces also be the middle part of the image.
Visual saliency local regions have been detected by using interest points (e.g. [5, 6] ) which can be invariant to image transformations (e.g. rotation, scale, affine). They have been very successfully applied in image classification, object recognition and object detection. [7, 8] . Moosmann et al. [9] use image saliency maps as a supervised information to improve object categorization. Xx segment the image into a number of regions, and associate image labels with these segmented regions for object classification. Gao and Vasconscelos [10] define a joint distribution over visual features extracted from the regions and image labels. Parikh et al. [11] explore the use of context to determine which low-level appearance cues in an image are salient or representative of an image's contents. Khan et al. [12] model color based saliency by splitting the cues in a bottom-up descriptor cue and a top-down attention cue. Yao et al. [13] explore fine image statistics and identify the discriminative image patches for recognition.
Recently, latent support vector machine (LSVM) classifiers have shown impressive performance in many visual tasks. Felzenszwalb et al. [14] combine a margin-sensitive approach for data-mining hard negative examples with a latent SVM. Bilen et al. [15] use LSVM model for image classification with object position and size as latent variables.
In this paper we propose a new image saliency based method for image classification. We first divide images into regions, and we associate a binary latent variable with each region indicating whether we include it for "figure" or "ground". The image score is obtained by computing maximum score of each latent variable. We use a proposed ARLSVM to model the optimization problem in a weakly-supervised manner. Finally, an EM method is proposed to solve the semi-convex optimization problem.
Attention-Region latent SVM

Feature selection
Our model is based on learning weights for image attention regions by solving a max-margin problem. The image saliency maps are used as latent variables which cannot be observed either in training images or test images. In our model, the latent variable can be interpreted as "figure" or"ground" in an image. For example in a binary object classification task, the learning weights are used as a score function to classify object and the context in which it appears.
We segment an image into a set of N regions 1 2 { , ,..., } indicates how the segment will be scored.
Image score function
The image score function ( , ) f x z is a discriminative function that measures the matching quality between given image features x and predicted class label y with latent variable z . The separating hyperplane can be maximized by changing the saliency map of image.
Given a particular assignment of latent variable, image score function is defined as inner-class and intra-class terms. Inner-class term is represented as the sum of unary and pairwise, while intra-class term is defined as a score punishment proportional to the deviation of the average image saliency map
The unary score is determined by the given value of latent variable i z . The pairwise term denotes that image regions with the same value of latent variables usually connected spatially contiguous. The intra-class term is inspired by the fact that the corresponding local feature pairs will fall within the same area in geometric invariant space, which can be showed in Fig. 1 . 
Problem formulation and optimization solving
We use the latent SVM framework described in [1, 9, 17 ] to learn the model weights vector z with the image saliency maps s are latent variables. Given an image set m M ∈ with class labels {1, 1} m y ∈ − , the optimization with hinge loss is represented as followed: 
According to Eq. 3, the optimization problem is semi-convex in the sense that the objective function is convex if the latent variables for positive images are fixed. For positive images, a positive prediction required at least one latent variable assignment result in positive label, while all possible assignment of latent variables should result in negative prediction.
We use EM algorithm to solve the problem with w and z as two blocks of variables, which is alternately optimized while keeping the other variable fixed. The detail of EM Algorithm is shown in Table 1 
Experiment and Analysis
Experimental setup
In this section, a well-known image datasets are used in our experiments for evaluating the proposed algorithm. We also compare the proposed algorithm against two well-known methods [19, 20] . We present experiments on airship, camel, cannon, bus, face, car, chair, dog, horse and orangutan from Caltech-256.
The dataset is very difficult to classify due to significant background clutter and large intra-class variability. Some example images of Caltech-256 are shown in Fig.2 .
We use average precision (AP) to evaluate the classification performances. AP is computed from the average value of precision over the interval by decreasing classification score. The mean average precision is the mean of the AP computed for each class. computed over a grid with 8 pixels. We also perform k-means clustering of a random subset of descriptors from the training set to form a visual vocabulary, and the typical vocabulary size in our experiments is 800 W = . All the experiments are repeated ten times with randomly selected training set and testing set.
We use the 
Experimental result analysis
The classification experiment is done by using some categories in Caltech-256 dataset with different algorithms. Each category has 100 to 200 images, and average image size is 300*200 pixels. We use 50 images per class for training classifiers and the rest images for testing. Table 1 . shows the detailed results of classification experiments for three compared algorithm. The best performance of each image category is emphasized by underline. Although the improvement is quite small, the proposed ARLSVM is out performance than the other algorithms for most of the test cases. More important, categories of vehicles appearing in urban street scenes (bus and car) standout by particularly large improvements for both proposed ARLSVM and RBLSVM. This can be explained by these categories have more complex background, which are easily confused by SVM via BoW histogram.
It is interesting to comparing the proposed ARLSVM and RBLSVM on with face, orangutan, horse, cat and dog categories. Our method achieves better performance in all categories, for this reason that these objects have more stable structure such as human face and horse walking by four legs. 
Conclusion
In this paper, we have presented a new method for image classification based on image saliency region. The proposed ARLSVM is trained in a weakly-supervised manner which without requiring objects position or bounding boxes in training images. We use a latent SVM to model the optimization problem with saliency regions are latent variables. An EM method is proposed to solve the semi-convex optimization problem. Comparing with the bag-of-words SVM, region-based latent SVM and our attention region latent SVM has shown promising results in a benchmark dataset classification experiment, which contain significant clutter and occlusions (Caltech-256). The ARLSVM achieves better performance than other methods.
Despite the advantage described above, our method is not meant as a sufficient solution to all kinds of image classification. In our future work, we will extend our approach to using non-linear kernels, which are known to yield better classification performance.
