In spite of remarkable progress in machine learning techniques, the state-of-the-art machine learning algorithms often keep machines from real-time learning (online learning) due, in part, to computational complexity in parameter optimization. As an alternative, a learning algorithm to train a memory in real time is proposed, named the Markov chain Hebbian learning algorithm. The algorithm pursues efficient use in memory during training in that: 1) the weight matrix has ternary elements (−1, 0, 1) and 2) each update follows a Markov chain-the upcoming update does not need past weight values. The algorithm was verified by two proof-of-concept tasks: image (MNIST and CIFAR-10 datasets) recognition and multiplication table memorization. Particularly, the latter bases multiplication arithmetic on memory, which may be analogous to humans' mental arithmetic. The memory-based multiplication arithmetic feasibly offers the basis of factorization, supporting novel insight into memory-based arithmetic.
I. INTRODUCTION
Recent progress in machine learning (particularly, deep learning) endows machines with high precision recognition and problem-solving capabilities beyond the human level [1] - [3] . Computers on the von Neumann architecture are the platform for the breakthroughs albeit frequently powered by hardware accelerators, e.g., graphics processing unit (GPU) [4] . The main memory stores intertwined fragmentary information, e.g., weight matrix, representation of hidden neurons, input datasets, and so forth. However, essential to efficient memory retrieval is memory organization such that the whole weight matrix can readily be recalled when necessary. In this regard, a high-density crossbar array (CBA) of two-terminal memory elements, e.g., oxide-based resistive memory and phasechange memory, is perhaps a promising solution to machine learning acceleration [5] - [9] . The connection weight between a pair of neurons is stored in each memory element in the CBA as conductance, and the weight is read out in place by monitoring current in response to a voltage [5] - [9] .
Albeit promising, this approach should address the following challenges; each weight should be calculated beforehand using a conventional error-correcting technique, and the pre-calculated value needs to be programmed in a single memory element. The former particularly hinders online learning.
In this study, an easy-to-implement algorithm based on a stochastic neural network-termed the Markov chain Hebbian learning (MCHL) algorithm-is proposed. The most notable difference between the MCHL and restricted Boltzmann machine (RBM) [10] - [15] is that the MCHL is a discriminative learning algorithm with the aid of ''external field'' that realizes supervised learning. Also, each update uses only local (spatial and temporal) data rather than global data such as energy of the entire network.
The MCHL algorithm also features as follows: (a) Each weight w[i, j] is a ternary number: w [i, j] ∈ (b) Given (a), each update of weight follows a finite-state Markov chain, and the update probability is in line with the Hebbian learning. (c) A group of output neurons in a bucket (rather than a single neuron) simultaneously represent a data class (label), which is comparable to concept cells [16] - [18] . (d) When the network is deep, the network is trained in a greedy layer-wise manner, and each layer is trained in a greedy edge-wise manner. Provided with these features, the MCHL algorithm enables an ad hoc update of the weight matrix (online learning) in a memory-saving fashion, so that it is suitable for machine learning powered by CBA-based memory. No need for an auxiliary function for error correction, e.g., backpropagation, particularly alleviates computational complexity. Each synapse is given a ternary number during the entire learning period-distinguishable from binarizing real-valued weight at each update step [19] as well as the use of auxiliary realvalued variables [20] .
A Markov chain, specifically, in Markov chain Monte Carlo (MCMC), is a common means of sampling from a complex distribution of data to extract information in stochastic machine learning [21] Especially, a Markov decision process offers a solution to an optimal policy that maps a current state of an agent to a certain action resulting in the maximum reward in reinforcement learning [22] , [23] Additionally, MCMC yields a posterior probability distribution that is the key to Bayesian inference and learning [21] Examples also include recent attempts to apply Markov chains to multi-instance multi-label learning [24] that addresses objects embodying multiple instances (features). In this case, Markov chains are used as probabilistic classifiers mapping multiple instances to multiple labels [25] .
Stochastic Hebbian learning algorithms are methods to probabilistically train a binary synapse conditional on the pre and postsynaptic activities in line with the MCHL algorithm [26] , [27] . Interestingly, such algorithms can train networks to a comparable degree with its deterministic counterpart [26] , [27] . Yet, these algorithms barely support supervised learning for classification tasks. Senn and Fusi proposed a single-layer perceptron with a stochastic learning algorithm for supervised learning [28] . The algorithm requires global inhibition that is applied to all output neurons so that the actual synaptic input in total (input from binary excitatory synapses plus global inhibition) is not all or nothing. Additionally, no explicit method to apply the algorithm to multilayer perceptrons (MLPs) is proposed.
Note that, regarding the feature (d), the network depth indicates repeated linear classifiers through the layers so that it differs from that of a multilayer feed-forward network that features a nonlinear classifier. Nevertheless, we term the additional layers between input and output layers as hidden layers (HLs) given that they are literally hidden irrespective of their role in non-linear classification. Additionally, a network with such HLs is referred to as a deep network.
The MCHL algorithm was applied to two proof-ofconcept examples: image recognition using the MNIST and CIFAR-10 datasets and multiplication table memorization. The latter example relates the arithmetic to memory-based perception in an analogous way to humans' mental arithmetic. The weight matrix trained with the multiplication table was then applied to more complicated arithmetic such as aliquot part evaluation and prime factorization.
II. MODEL DESCRIPTION A. NETWORK STRUCTURE AND ENERGY
Analogous to the RBM, two layers of neurons without recurrent connection form the basis for the MCHL algorithm. However, it differs from the RBM such that the HL in the RBM is replaced by an output layer that does not feed input into the input layer. Fig. 1 (a) depicts a stochastic neural network of M input features and N output neurons. u 1 and u 2 denote the input vector and activity vector of the output layer, defined as
respectively. In the output layer, H neurons associatively represent each of total L labels so that the output layer includes LH neurons (N =LH). A group of such H neurons is referred to as a bucket. When the L labels are indexed from 1 to L, u 2 [(n − 1)H +1:nH] is a block of output activities for the nth label. Note that x[a:b] denotes a block ranging from the ath to bth elements of vector x.
A matrix w ∈ Z LH ×M defines the weight of feed-forward connection from the input to output layer such that the input z[i] into the ith output neuron is given by
Each element of w is given one of the ternary values (−1, 0, 1). According to the bucket configuration of the vector u 2 , the matrix w can be partitioned such that w[(n − 1)H +1:nH,·] is for the connection from the input vector to the output neurons of the nth label. '·' means all j =1, . . . , M . Likewise, z (= wu 1 ) can also be partitioned into L buckets.
The energy of this network is defined as
where w is a weight matrix, and 1 is a N -long vector filled with ones. b denotes a bias vector for the output layer. 2u 2 − 1 in (2) transforms u 2 such that a quiet neuron (u 2 [i] = 0) is given an output of −1 rather than zero. This counts the cost of a positive connection (w[i, j] = 1) between a nonzero input (u 1 [j] = 0) and output neuron in an undesired label (u 2 [i] = 0). This undesired connection raises the energy by u 1 [j]. The following conditional probability that u 2 [i] = 1 given z[i] holds:
where τ denotes a temperature parameter. (3) is plotted in Fig. 1(b) . The derivation of (3) is elaborated in Appendix A.
We also define the deterministic activity of neuron i in the jth layer as
For instance, for the network in Fig. 1(a 
and
respectively. The description of each mathematical symbol is addressed in Table 1 .
B. FIELD APPLICATION AND UPDATE PROBABILITY
In the MCHL algorithm, write vector v designates the correct label of a given input u 1 . Akin to u 2 , v is an LH-long vector in which v[(n − 1)H +1:nH] is assigned to the nth label. The correct label (indexed N ) is indicated by v such that where 1 ≤ h ≤ H, and h is chosen at random. That is, one of the elements for label N is endowed with 1 while one of the elements for each undesired label is given −1. Thus, only one element in v has 1, L − 1 elements −1, and the others 0.
In conjunction with the corresponding input vector u 1 , a field matrix F is defined as
determines the sign and probability of weigh change of w[i,j] for a given input and its correct label. F[i,j] (>0) causes potentiation ( w[i,j] = 1) at probability P + only if u 2 [i] = 0 (condition (a)) and w[i,j] = 1 (condition (b)). In contrast,F[i,j] (<0) causes depression ( w[i,j] = −1) at probability P − only if u 2 [i] = 1 (condition (a)) and w[i,j] = −1 (condition (b)). P + and P − are where P 0 + and P 0 − denote the maximum probability of potentiation and depression, respectively. Stochastic update on weight given probability is detailed in Appendix B.
This update rule is reminiscent of the Hebbian learning such that the larger the input u 1 [j], the more likely the update is successful since P + and P − (depression probability) scale with u 1 [j] as shown in (9) . Condition (a) indicates that a quiet output neuron (u 2 [i] = 0) supports potentiation, whereas an active one (u 2 [i] = 1) supports depression. Condition (b) keeps w [i, j] ∈ {−1, 0, 1} so that the update falls into a finitestate Markov chain. v is renewed for the subsequent update with another input data and its label. h in (8) is also randomly renewed.
Specifically, the MCHL algorithm exploits inhomogeneous Markov chains that alter the transition matrices every training epoch given the update probability conditional on input and write vector according to (9) . Several basic properties of the inhomogeneous Markov chains in the MCHL algorithm are addressed in Appendix C.
Generally, a learning rate is of significant concern for successful learning. A learning rate in the MCHL algorithm is dictated by P 0 + and P 0 − in place of an explicit rate term. For extreme cases such as P 0 + = 1 and P 0 − = 1, the matrix barely converges, but constantly fluctuates.
When including HLs (Fig. 2) , the network is trained in a greedy layer-wise manner as for deep belief networks [29] . That is, the matrix w 1 was first fully trained with a field matrix F 1 of each input vector u 1 and the corresponding write vector v. The matrix w 2 is subsequently trained with a field matrix F 2 for a given u 1 and v, which reads
2 . Such layer-wise training continues up to the topmost weight matrix w D−1 that is trained with F D−1 shown in Fig. 2 .
III. IMPLEMENTATION OF THE MCHL ALGORITHM ON HARDWARE A. FIELD-PROGRAMMABLE GATE ARRAY
Implementing the MCHL algorithm on hardware boosts the advantage of the algorithm with regard to its efficient use of memory and computational simplicity in weight update. To identify the acceleration of training and inference, a fieldprogrammable gate array (FPGA) is an easy-to-implement test bed where weight matrices can be densely organized in static random access memory (SRAM) arrays that are readily accessed when necessary. We will highlight the significant acceleration of the MCHL algorithm by implementing the MCHL algorithm on an FPGA board later in Sec. IVA.
B. RESISTANCE-BASED RANDOM ACCESS MEMORY
A CBA of resistance-based memories offers extremely timeefficient multiply-accumulate (MAC) operation and random accessibility to each bit [30] , making the MCHL come into its own. Fig. 3 (a) illustrates a feed-forward connection between u 1 and u 2 for the topology in Fig. 1(a) , where the weight matrix w is mapped onto a RAM. Each ternary unit is placed at the cross point between a word line (vertical grey line) and bit line (horizontal grey line). The input vector u 1 is physically represented by a voltage array in that u 1 [j] is applied to the jth word line. w [i,j] is implemented by the conductance of the unit at the cross point between the jth word and ith bit lines. High conductance and low conductance correspond to 1 and 0, respectively. Likewise, a w[i,j] of −1 corresponds to negatively high conductance. This counterintuitive concept is realized as illustrated in Fig. 3(b) . Each unit consists of 2 bits (two resistors), and each word line for u 1 [j] is paired with an additional line for negative u 1 [j] ( Fig. 3(b) ). Therefore, the total current through the parallel resistors I is
where G andḠ are the conductance of the left and right resistors in each unit, respectively. The three combinations of G andḠ in Fig. 3 (b) realize the ternary weight. Note that G,Ḡ = (1, 1) is not favorable because of high power consumption, it can represent 0 though. Therefore, in this strategy, z corresponds to an array of output currents; z[i] is the current through the ith bit line, equivalent to (1) .
The random accessibility to each unit supports the parallel programming 
IV. APPLICATIONS A. IMAGE RECOGNITION
The MCHL algorithm was applied to image recognition tasks with the MNIST database (M = 28×28 and L = 10) and CIFAR-10 database (M = 32×32×3 and L = 10). Fig. 4 (a) shows a memory-centric schematic of the network for the training, which includes one HL. The implementation was two-fold. First, the MCHL algorithm was implemented on a general-purpose computer (CPU: Intel i5-4690 3.5GHz) without using a GPU. The code was written in Python. Second, the algorithm was implemented on an FPGA board (Virtex-7 XC7VX485T) to identify the acceleration of the algorithm. Hereafter, the FPGA board on which the MCHL algorithm is implemented is referred to as an MCHL accelerator. Regarding a tradeoff between recognition accuracy and training speed, parameters P 0 + (= P 0 − ) and τ were set to 0.1 and 1, respectively, during training with the MNIST dataset. The effect of the parameters on training behavior is elaborated in Appendix D. Note that parameters P 0 + (= P 0 − ) and τ were set to 0.01 and 1, respectively, during training with the CIFAR-10 dataset, with regard to the tradeoff.
1) IMPLEMENTATION ON A GENERAL-PURPOSE COMPUTER
When training the network with the MNIST dataset, the repeated ad hoc updates increase the recognition accuracy and decrease the network energy in (5) as plotted in Fig. 4(b) . The network depth substantially alters the recognition accuracy as plotted in Fig. 4(c) . Without HL the accuracy merely reaches approximately 88% at H 1 = 100 while deploying one HL improves the accuracy up to approximately 92% at H 1 = 100 and H 2 = 50. Note that H 1 and H 2 denote bucket size in the HL and output layer, respectively. Improvement on accuracy continues onwards with more HLs (e.g., two HLs; blue curve in Fig. 4(c) ), although its effect becomes smaller compared with the drastic improvement by the first HL. The training and test in detail are addressed in Appendix E.
The weight matrix becomes larger with bucket size, so is the memory allocated for the matrix. Nevertheless, the benefit of deploying buckets at the expense of memory is two-fold. First, many input features (pixels) are shared among labels such that several individual features do not exclusively belong to a single particular label. The use of buckets allows such common features to be connected with elements over different labels given the sparse update on the weight matrix. For instance, without such buckets, every attempt to direct the feature at (1, 1) -belonging to both labels 1 and 2-to label 1 probabilistically weakens its connection with label 2. Second, when shared, the statistical correlation between the feature and each of the sharing labels is captured by bucket, enabling comparison among the labels. As depicted in Fig. 4(a) , the 10 sub-matrices in the matrix w 2 define 10 ensembles of H 2 output neurons; the final output from each label O[n] is the sum of deterministic activity a 2 [i] over the neurons in the same label, i.e., the output range scales with H 2 in the range 0 -H 2 . A single training is hardly able to capture a statistical correlation between input and write vectors. However, the larger the training numbers, the less likely the statistical error (noise) is incorporated into the data, which is similar to the error reduction in Monte Carlo simulation with an enormous number of random numbers (RNs) [31] . The use of buckets enables the parallel acquisition of effectively multiple w matrices as opposed to repeated training trials to acquire a w matrix on average. Therefore, it is conceivable that a larger bucket size tends to improve the recognition accuracy. In fact, the bucket size and consequent memory allocation for matrix w significantly determine the recognition accuracy (see Fig. 5 ). However, in Monte Carlo simulations, the error reduction with sample number tends to be negligible when the number is sufficiently large. The same holds for the MCHL algorithm as shown in Fig. 5 . Additionally, the memory cost perhaps outweighs the negligible improvement in the accuracy. Therefore, it is practically important to reconcile the performance with the memory cost.
Considerable reductions in memory usage and training time (for 10 5 epochs) for the MCHL algorithm were experimentally identified as plotted in Fig. 6 . The networks subject to the measurements varied in the numbers of HLs and neurons in each layer. Benchmarking data were acquired from two feed-forward networks: MLP and convolutional neural network (CNN). They were trained using a backpropagation algorithm with real-valued weights. The MLP consisted of 784 input neurons, one HL including 100 neurons, and 10 output neurons. The CNN employed 3×3 kernels, 1×1 stride, and 2×2 max pooling size. Its fully-connected network was of 2,048×100×10. The MLP and CNN can infer the labels of handwritten digits with high accuracy (98% and 99.5%, respectively) at the cost of memory in use and complexity in computation (see Fig. 6 ).
On the other hand, the input complexity in the CIFAR-10 dataset keeps the recognition accuracy of our network considerably low as for the MLP trained using a backpropagation algorithm [32] . The network under training varied in the number of HLs from zero to three with a bucket size of 500. P 0 + , P 0 − , and τ were set to 0.01, 0.01, and 1, respectively. The training results are plotted in Fig. 7 , identifying a maximum accuracy of approximately 43% when incorporating three HLs. This maximum accuracy is approximately 8% lower than the benchmark accuracy from an MLP with three HLs (each of which has 500 nodes) trained using a backpropagation algorithm with real-valued weights (see the red curve in Fig. 7(a) ).
2) MCHL ACCELERATOR
The same type of network was built on an FPGA board and trained using the MCHL algorithm that was modified to save the resource. The modification includes representation of a j [i] in (4) and (7) using an 8-bit integer value. The original input data (8 bits/pixel) was downsized to 2 bits/pixel to accelerate the input data transfer from the computer to the FPGA board (bandwidth: 300 kb/s). The MCHL accelerator is of bucket-wise parallel structure such that the evaluation of neuronal activities in one bucket is performed in parallel with the other buckets. Accordingly, the partitions of each weight matrix are also structured in parallel so that an update on weight in each partition can be executed in parallel. The MCHL accelerator is elaborated in Appendix F. A network with one HL (H 1 =20, H 2 =10) was trained with the downsized MNIST dataset, resulting in a recognition accuracy of 88%. The reduction in recognition accuracy for the FPGA implementation arises from the downsized input data and the use of 8-bit numeric data type for a j [i].
The MCHL accelerator markedly accelerates training and minimizes a need for memory (see Fig. 6 ). Evaluating the activity of each neuron in a bucket using (1) and (7) merely needs one clock cycle T clk (=1/f clk , where f clk denotes clock speed). Inferring a single handwritten digit needs to evaluate all neurons in the network, (H 1 +H 2 )L in total. The evaluation for each bucket is executed in parallel. Thus, each inference takes (H 1 +H 2 )T clk , i.e., (H 1 +H 2 )/f clk . Setting f clk to 20 MHz, single inference is finished in 1.5 µs.
Each update on w 1 needs the evaluation of u 2 (performed in parallel with the update) given the current w 1 , u 1 , and v to determine the update probability detailed in Sec. IIIB. This is done in a single clock cycle (T clk ) with regard to the partition-wise parallel weight update (see Appendix F). Therefore, each w 1 -training epoch takes 1/f clk , e.g., 50 ns at 20 MHz.
However, each update on w 2 needs the evaluation of a 2 given the fully trained w 1 and input u 1 using (1) and (7) beforehand. As such, this step takes H 1 T clk , i.e., H 1 /f clk . Akin to updating w 1 , an update on w 2 given the evaluated a 2 , current w 2 , v, and u 3 (also acquired in parallel with the update) merely takes one clock cycle (T clk ). The weight update time in total for each w 2 -training epoch is therefore (H 1 +1)/f clk : 1.05 µs at 20 MHz.
The only memory in use was for the weight matrices w 1 and w 2 . Given that 2-bit memory is allocated to each element, w 1 Multiplication is deterministic so that no stochasticity intervenes in learning. Consequently, P 0 + = 1 and P 0 − = 0 were given to (9) , and all neurons were frozen (τ = 0.01). In this regard, write vector generation does not require random sampling within the bucket in the desired label. Instead, an element in the bucket is conferred on each pair of factors in training order. For instance, 2×8 addresses the nth element in label 16, and the multiplication addressing the same label in the closest succession, e.g., 4×4, takes the (n+1)th element. Therefore, the bucket includes a set of possible multiplications yielding the same label. Notably, a prime number has only two factors, '1' and itself, and thus, the bucket includes only two multiplications. Note that bias is given to each output neuron; b[i] = 3 for all i's. Therefore, (3) is expressed as
The bias allows u 2 [i] = 1 only if z[i] > 2 so that a single factor cannot solely activate the output neuron. The network structure is sketched in Fig. 8(a) ; no HL is required to achieve the maximum accuracy. The training continued onwards until the entire pairs of numbers in the table were memorized. M 2 training steps were thus required to complete the memorization task. Indexing vector A ∈ Z M 2 ; A [i] = h was defined to count the possible multiplications (h) resulting in the same product. For instance, when M ≥ 6, A[6] = 4 because 1×6, 2×3, 3×2, and 6×1 result in 6 (see Fig. 8(a) ). Notably, A[i] is identical to the number of factors of i. The training procedure is elaborated in Appendix G. Note that the prime numbers large than M cannot be taken as a label.
Notably, the bucket size H should not be smaller than the maximum A[i] (i ≤ M 2 ), otherwise some buckets cannot host all multiplications. To save memory, it is necessary to calculate the integer (≤ M 2 ) that has the most factors and accordingly allocate memory to each bucket.
The trained matrix w can readily be used to find the aliquot parts of number n by transposing the matrix: w T ∈ Z 2M ×N ; N = M 2 H (see Fig. 8(b) ). The matrix multiplication z = w T u 1 with u 1 ∈ Z N ; N = M 2 H -all H elements in the nth bucket are set to 1-yields a vector z whose upper M bits z[1:M ] are the sum of the entire aliquot parts, each of which is represented by a one-hot vector ( Fig. 8(b) ). The matrix w trained with an M × M multiplication table also serves as the basis for prime factorization ( Fig. 9(a) ). It is a modified version of the aliquot part retrieval to avoid retrieving '1' and itself if other factors exist. A remarkable advantage consists in the parallel decomposition of many numbers; for input u (the sum of one-hot vectors under decomposition, e.g., A = a × b and B = c × d), the single , and τ were set to 1, 0, 3, and 0.001, respectively (b) Network architecture of aliquot part retrieval given the matrix w . The transpose of w (w T ) finds the entire aliquot parts of a given number in a parallel manner in place. For instance, for number '6', an input vector u 1 (M 2 H long vector) has a single nonzero bucket (6th bucket) that is filled with ones. The output vector z is [111001000|111001000], indicating the sum of four one-hot vectors ('1' + '2' + '3' + '6')-each of them is an aliquot part of 6. For prime numbers, the output vector includes only two 1's (1 and its own number) so that prime numbers can readily be found; for instance, 7 results in [100000100|100000100] as shown in the figure. matrix-vector multiplication z = w T u uncovers all a, b, c, and d. It should be noted that u[i] for all i's is no longer one of the binary numbers (0 and 1); instead it can be any nonnegative integer.
An M × M multiplication table that the matrix w is trained with beforehand can be used to factorize any positive integers whose all factors are smaller than or equal to M . That is, a priori knowledge of a number subject to prime factorization can significantly reduce the size of a multiplication table in use. Without such knowledge of integer N under prime factorization, a full N × N multiplication table is needed to safely prime factorize the number. If N is a priori known to be an even number, an (N /2)×(N /2) multiplication table is sufficient for successful prime factorization. . The first iterative step outputs a 1 in (c); the address of each element indicates a factor, e.g., the 21st element, a [21] , means a factor of 21, and the element value its exponent. Only a 1 [21] and a 1 [40] in a 1 except a 1 [1] are nonzero, indicating 21×40. The second iteration outputs a 2 whose nonzero elements are a 2 [2], a 2 [3] , a 2 [7] , and a 2 [20] (= 1, 1, 1, and 1, respectively), implying 2 2 ×10×21. The third iteration respectively sets a 3 [2] , a 3 [3] , a 3 [7] , and a 3 [10] to 2, 1, 1, and 1, i.e., 2 2 ×3×7×10. The forth iteration sets a 3 [2] , a 3 [3] , a 3 [5] , and a 3 [7] to 3, 1, 1, and 1, i.e., 2 3 ×3×5×7 and an additional iteration does not alter other elements than a [1] such that the prime factorization is completed. (d) The number of factorization steps until prime factors for the integers (1.62884×10 10 -7.75541294×10 11 ). The results are compared with the direct search factorization. Fig. 9 (b) illustrates a factor tree of '840'; the first iteration with w (M = 50) results in '40' + '21', the following iteration gives '2' + '3' + '7' + '20', and the third iteration 2×'2' + '3' + '7' + '10', equivalent to a 1 , a 2 , and a 3 in Fig. 9(c) . To demonstrate the efficiency of this method, a randomly picked integer in a multiplication table (M =300) was prime factorized, and the number of the iteration steps was counted. The results for the integers (1.62884×10 10 -7.75541294×10 11 ) are plotted in Fig. 9(d) in comparison with benchmark results (direct search factorization). The higher efficiency of the present method over the benchmark can obviously be understood. The direct search factorization is elaborated in Appendix H. The matrix w once trained with a multiplication table can repeatedly be used to prime factorize numbers covered by the table. Therefore, the factorization iteration steps in Fig. 9(d) do not include the multiplication table memorization steps.
The capacity for prime factorization using the proposed algorithm is dictated by the size of a trained M × M multiplication table. As such, the larger the size M , the more the factorizable integers ( Fig. 10) . Note that the factorizable integers should be addressed as a product in the M × M multiplication table so that the number of factorizable integers is identical to that of products in the table. There exist 36 different products in the 9×9 multiplication table; all of them are prime-factorizable. Upon enlarging the table size up to M =300, the capacity reaches 24,047. Given the ternary weight in w (each element needs 2 bits), the required memory size for w (M =300) is 180 kbits (Fig. 10 ).
V. DISCUSSION
The MCHL algorithm employs the population representation of output neurons; the population is partitioned as a consequence of bucket allocation for each label. This notion is reminiscent of 'concept cells' [16] - [18] . They fire only to specific inputs that point to the same concept even with different stimulus modalities [17] . Likewise, the 10 populations in Fig. 4 (a) may be equivalent to concept cells, each of which represents each digit. Additionally, deploying buckets may support the integration of different stimulus modalities, each of which is directed to the same concept cell throughout different pathways. This bucket can include different neurons at the pinnacles of different pathways, e.g., in an auditory modality, so that these different stimulus modalities can complementarily activate the bucket.
Given that each bucket represents a single concept, a onehot vector representation is most suitable for the mathematical description of concepts. The proposed multiplication table memorization algorithm therefore lays the foundation of arithmetic in association with perception via memory. All integers (factors and products) in the table are represented FIGURE 11. Effect of multinary synaptic weight. Improvement of handwritten digit recognition accuracy with multinary synaptic weight. The trained network is a single-layer network (H = 100). A benchmark is a single-layer perceptron with real-valued weight, which was trained with a backpropagation algorithm.
by one-hot vectors that are equivalent to concept cells. They may be addressed by not only arithmetic but also external stimuli in different sensory modalities. Arithmetic with the aid of memory may be akin to humans' mental arithmetic, particularly, of simple single-digit arithmetic [33] - [35] . Additionally, this memory-based multiplication may combine arithmetic with sensory modalities, e.g., visual and auditory stimuli. For instance, an agent-endowed with the handwritten digit recognition and aforementioned arithmetic capabilities-can recognize handwritten digits (through a visual modality) and multiply them.
The MCHL algorithm offers a solution to online learning given that the algorithm enables ad hoc updates on a weight matrix accommodated by a random access memory (RAM) without pre-calculating the weight matrix. This approach, therefore, provides a workaround for the matrix calculation overhead that is a challenge when addressing representations with enormous features. Additionally, the ternary (−1, 0, 1) weight elements-each of which merely needs 2 bits as shown in Fig. 3(b) -significantly improve the areal density of the matrix mapped onto a RAM array in support of density-as well as the energy-wise efficiency of training. A CBA of resistance-based memory is perhaps most suitable for the MCHL algorithm, leveraging its capability of efficient MAC operation [5] , [9] , [36] . Given the stochasticity in resistance switching (particularly, on-and off-switching voltages [37] , [38] ) in nature, the probabilistic weight transition may be achieved by controlling driving voltage without RN generation [39] . Additionally, every update simply overwrites the current memory contents in this training scheme in that the past weight matrix no longer needs to be kept given the Markov chain nature, which also alleviates large memory needs.
A rise in handwritten digit recognition accuracy by approximately 2% was achieved by endowing each unit with 11 levels, w [i, j] ∈ {−5, −4, . . . , 4, 5} as plotted in Fig. 11 . The network includes no HL. This implies that the ternary weight limits the recognition accuracy below a benchmark accuracy of approximately 92% acquired from an MLP (with realvalued weight and no HL) trained using a backpropagation algorithm. Such 11 levels require five conductance levels of each resistance-based memory. Fortunately, there are several resistance-based memory systems that exhibit multilevel operations [40] - [42] .
APPENDIX

A. DERIVATION OF STOCHASTIC ACTIVITY OF A NEURON
Given the network energy in (2), the joint probability distribution of u 1 and u 2 is described as P (u 1 , u 2 
Consequently, the conditional probability distribution of u 2 given u 1 is (10), as shown at the bottom of the this page.
s are independent of each other owing to the lack of recurrent connections. Therefore, the following equation holds:
Introducing
which is equal to the directed graphical model in Fig. 1(a) .
B. CALCULATION OF UPDATE PROBABILITY
The update conditions and corresponding probability P can readily be incorporated into the following equation (when v[i] = 0):
where P 0
, respectively. k and w 0 dictate the exponential function in the denominator, which are set to 100 and 0.5 through the entire simulation. Note that when v[i] = 0, no update on w[i, j] is allowed, i.e.,
In practical computation, stochastic variable u 2 [i] with the probability in (3) is acquired with the aid of a single RN before applying (13) to the w[i, j] update that needs another RN. Fortunately, u 2 [i] can be ruled out among the conditions in (13) as follows:
Each update of w[i, j], therefore, needs a single RN, rendering the computation more efficient.
C. PROPERTIES OF MARKOV CHAIN IN MCHL
As shown in (9) 
where the superscript of p x,y n denotes the transition of w[i, j] from x to y. As such, the transition matrix T i,j n differs for epochs with different v[i] as follows: . State transition diagrams of these three cases are depicted in Fig. 12(a) . Although all individual chains notably lack ergodicity, the inhomogeneous Markov chain alternating a transition matrix among these three matrices for each epoch may meet ergodicity. Therefore, ergodicity as an important property of the Markov chain is worth checking.
To this end, matrix H n,m is defined as H n,m = n+m k=n+1 T i,j n . Thus, H n,m is a single transition matrix equivalent to m successive transitions from the (n+1)th to the (n+m)th epoch. Inhomogeneous Markov chains are known to be ergodic if H n,m [x, y] − H n,m x , y → 0 as m → ∞ for any n, x, x', and y [43] That is, an ergodic inhomogeneous Markov chain has identical elements in each column of H n,m . For the MCHL algorithm, H n,m is a 3x3 matrix. During the whole training phase, a training image for each epoch appears at random so that one of the three transition matrices is chosen at random. An ergodic Markov chain thus meets the aforementioned condition irrespective of n. Here n is set to zero-ergodicity is evaluated from the first epoch. We define non-ergodicity factor NE as
which decreases to zero with an increase in m if ergodic. The maximum NE is 6. We identified NE for randomly sampled 100 elements of w in due course during training with the MNIST dataset (see Fig. 12(b) ). The figure explains a wide range of non-ergodicity in that several trajectories ensure ergodicity, several ones decay at low rates, and the rest remain in the initial state. Such non-ergodicity is of the elements that were barely updated because u 1 [j] = 0 throughout the entire training phase-background pixels. This is identified by Fig. 12(c) displaying the 100 final NE values (after 2×10 6 epochs) with the frequency of non-zero u 1 [j] during the training phase. Notably, the elements of low frequencies are given high NE values. This is because such elements mostly receive zero input, i.e., u 1 [j] = 0, and thus their transition matrices in (16) are mostly identity matrices irrespective of v[i]. The identity matrix as a transition matrix results in a non-ergodic Markov chain as illustrated in the middle panel of Fig. 12(a) . Stationary distribution is also of concern of the inhomogeneous Markov chain. To this end, we monitored the number of elements w[i,j] filled with each of −1, 0, and 1 every MNIST dataset training epoch as plotted in Fig. 12(d) . The data show asymptotic convergence toward the stationary probability distribution over w[i,j] = −1, 0, and 1.
D. EFFECT OF UPDATE PROBABILITY AND TEMPERATURE PARAMETER ON TRAINING
Parameters P 0 + , P 0 − , and τ considerably affect training speed and recognition accuracy. To identify the effect, a network without HL was trained with three different P 0 + (= P 0 + ) values (0.01, 0.1, and 1) and τ fixed to 1. The MNIST dataset was used in the training. The results are plotted in Fig. 13(a) , ensuring their considerable effect on training speed in that the larger P 0 + (= P 0 + ) the sooner the recognition accuracy is saturated. Additionally, a P 0 + of 1 keeps the accuracy fairly lower than the other values. The effect of temperature parameter τ on training was also identified by varying τ (0.1, 1, and 10) with P 0 + (= P 0 + ) fixed to 0.1. Fig. 13 (b) notably indicates the lower accuracy achieved with a τ of 10 than the others.
We chose the parameter values with regard to a tradeoff between learning speed and accuracy. When training with the MNIST dataset, P 0 + (= P 0 + ) and τ were set to 0.1 and 1, respectively, regarding the tradeoff. The same tendency holds for the CIFAR-10 dataset. Yet, the tradeoff in detail slightly differs so that we set P 0 + (= P 0 + ) to 0.01 while setting τ to the same value (1).
E. HANDWRITTEN DIGIT RECOGNITION
For the entire datasets, each feature value was rescaled to the range 0 -1. A chosen input dataset (28 × 28 pixels each of which has an 8-bit value) was converted to input vector u 1 
; v[i] ∈ {−1, 0, 1} was then generated with regard to the desired label of the chosen digit and RN r (1 ≤ r ≤ H ). L and H are the number of total labels (here 10) and bucket size, respectively. A bucket of H elements is assigned to each label in the v vector so that v is a 10H -long vector as illustrated in Fig. 4(a) . Accordingly, the matrix w is partitioned into 10 sub-matrices. One of the H elements (rth element) in the bucket of the correct label is chosen at random and set to 1, the rth elements in the other buckets (9 in total) to −1, and the rest elements [10(H -1) in total] to 0. Therefore, in the matrix w, the elements in only one row (rth row in the partition for the correct label) are potentially subject to potentiation, those in the 9 rows to depression (rth rows in the partitions for the incorrect labels), and the rest are invariant. The update is therefore sparse.
The weight matrices were initially filled with zeros. The update direction and probability were determined by (14) . Each ad hoc update needs total 784LH RNs (one for each w [i, j] ). The protocol was repeated for the next epoch with a randomly chosen digit. For accuracy evaluation, a vector z (= wu 1 ) was calculated after every ad hoc update and fed into the output neurons that are also partitioned according to the bucket configuration in the write vector and weight matrix. Note that this accuracy evaluation no longer needs stochastic neurons since their probabilistic behavior rather limits the accuracy. Thus, they are switched to sigmoid deterministic neurons only for accuracy evaluation, which follows u 2 [i] = 1 + e −2z[i]/τ −1 . Finally, the output from each label n (O[n]) is evaluated. The maximum component of the output vector designates the estimated label for a given input. The recognition accuracy was evaluated with regard to agreement between the desired and estimated labels. The sequence of the MCHL algorithm application is elaborated in Table 2 .
A network with a HL is trained in a greedy layer-wise manner as for deep belief networks [29] . w 1 in Fig. 4(a) was first fully trained following the protocol above. Subsequently, w 2 was trained with input vector u 2 
that is the output from the LH 1 hidden deterministic neurons taking z 1 as input. The write vector v 2 was chosen applying the same protocol as w 1 training. Accuracy evaluation was conducted with deterministic sigmoid output neurons in line with the network without HL.
F. MCHL ACCELERATOR IN DETAIL
A block diagram of the MCHL accelerator (Virtex-7 XC7VX485T) is depicted in Fig. 14. The accelerator employs parallel structure such that L partitions, e.g., Partition 1 in Fig. 14, are deployed and operate in parallel. A sub-matrix w 1 [(n − 1)H 1 + 1:nH 1 ,·] for the nth label is accommodated in an SRAM array in Partition n, e.g., w 1 [1:H 1 ,·] in Partition 1 as in Fig. 14. The entire M entries in each row of the SRAM array are simultaneously accessed at a time (one clock cycle).
For each training epoch (TRAIN=1 in Fig. 14) , a random number generator RNG_1 produces a pseudo-random number r(1 ≤ r ≤ H 1 ), and accordingly the row subject to update in the sub-matrix in Partition n is chosen. Note that such a pseudo-random number is generated using a linear feedback shift register.
The accessed row w 1 [(n − 1)H 1 +r,·] is then multiplied by the input vector u 1 to produce z[(n−1)H 1 +r] according to (1) (see the red-shaded box in Fig. 14 for n =1) . Subsequently, the activation function module computes the deterministic neuron activity a 2 [(n − 1)H 1 +r] in the range 0-255 from z[(n−1)H 1 +r] using (7) . For simplicity, this module approximates the sigmoid function in (7) to a linear function with a particular slope (matching that of (7) at z = 0) within a certain z window and zero otherwise. u 2 [(n − 1)H 1 +r] is then evaluated by comparing a 2 [(n − 1)H 1 +r] with a random number (0 -255) from RNG_2. The w 1 [(n − 1)H 1 +r,·], u 1 , u 2 [(n − 1)H 1 +r], and v[(n − 1)H 1 +r] (generated for each partition using (8) ) are then passed to the '' w module'' (blue-shaded box in Fig. 14 for n = 1) that determines a w for each element of w 1 [(n − 1)H 1 +r,·] using the update probability in (9) in parallel. This process is executed in a single clock cycle. The partition-wise parallel structure of the MCHL accelerator enables an update on w 1 [(n − 1)H 1 +r,·] for all relevant partitions in parallel in a single clock cycle.
The same holds for an update on w 2 except that the deterministic activity vector a 2 given the fully trained w 1 matrix should be acquired beforehand. The a 2 vector is distributed over partitions such that a 2 [(n − 1)H 1 +1:nH 1 ] is stored in the serial-in-parallel-out (SIPO) buffer of Partition n (see Fig. 14 for n =1) . Given the partition-wise parallel structure, the evaluation of a 2 in response to each input data u 1 simultaneously takes place over the n partitions so that it takes H 1 /f clk . Therefore, each w 2 -training epoch takes (
Likewise, when training a neural network with two HLs, each w 3 -training epoch consumes (H 2 +1)/f clk . For a neural network including n(≥1) HLs, and thus n+1 weight matrices (w 1 , . . . , w n+1 ), the total (intrinsic) training runtime is given by n+1 i=2
where E i denotes the total number of epochs for training the matrix w i .
Inference needs to evaluate the deterministic activity for all (H 1 +H 2 )L neurons (a 2 and a 3 ) in the network using (1) and (7) . For a given input digit (u 1 ), a 2 is first evaluated as follows. Each row of a sub-matrix w 1 [(n − 1)H 1 +r,·] is sequentially addressed using an address counter (TRAIN = 0 in Fig. 14) in descending order and multiplied by u 1 , resulting in a 2 [(n − 1)H 1 +1:nH 1 ] through the redshaded and activation function modules in Fig. 14. The array is The finally evaluated a 2 vector for this partition, i.e., a 2 [(n − 1)H +1:nH] where n = 0, is stored in a serial-inparallel-out (SIPO) buffer (see Fig. 14) . Given the partitionwise parallel structure, this process simultaneously takes place for the other partitions so that it takes H 1 /f clk to evaluate the deterministic activities a 2 of the hidden neurons in response to input data u 1 .
The same process holds for the a 3 evaluation following the a 2 evaluation. Thus, the time-consumption is H 2 /f clk . The only difference is that a 2 in the SIPO buffers distributed over the partitions is taken as the input.
All elements of a 3 [(n − 1)H 2 +1:nH 2 ] in Partition n (label n) are added up in the accumulator module (see Fig. 14 for n = 1) , resulting in O[n] for Partition n (label n). The comparator module compares the O's and consequently provides the index of the highest O value, which corresponds to the inferred label. This comparison is performed in a sequential manner, i.e., O[0] is first compared with O [1] , the winner is then compared with O [2] , and so forth. The priority encoder finally encodes the address of the ''final'' winner. Note that the comparison is performed in parallel with the a 3 evaluation process so that it does not consume additional time. Consequently, inference for each input digit consumes (H 1 +H 2 )/f clk in total.
Therefore, inference (intrinsic) runtime for each input through a network with n (≥1) HLs (n+1 weight matrices) is n+1 i=1 H i /f clk . Practically, both inference and training rates are dominantly dictated by the rate of input data transfer from the computer to the MCHL accelerator. Each handwritten digit image was 2 bits/pixel (downsized from 8 bits/pixel in the original MNIST dataset), and thus 1,568 bits (2×28×28) per image. The MCHL accelerator was interfaced with the computer through 16 general-purpose input-output (GPIO) lines, yielding a data transfer bandwidth of ca. 300 kb/s. Therefore, transferring one image to the accelerator consumes approximately 5.2 ms, outweighing the intrinsic training and inference runtimes. We did not count this delay in data transfer as training and inference runtimes because the delay is not an intrinsic characteristic of the MCHL algorithm.
G. MULTIPLICATION TABLE MEMORIZATION
Training was fully deterministic in that the output neurons were frozen and the update no longer required RNs. Integers (≤ M ) were expressed as one-hot vectors of M elements; a pair of factors (≤ M ) were put together to give an input vector u 1 ; A [i] = h i . In fact, A[i] reveals the number of multiplications producing label i, for instance, A[6] = 4 given that 1 × 6, 2 × 3, 3 × 2, and 6 × 1 result in 6 (see Fig. 8(a) ). Notably, this number is identical to the number of factors for a given label: 1, 2, 3, and 6 for 6. The sequence of the MCHL algorithm application is tabulated in Table 3 .
z[i] in z (=wu 1 ) was integrated over elements in the bucket of each label, which was subsequently fed into an output sigmoid neuron, resulting in output vector O as illustrated in Fig. 8(a) .
H. PRIME FACTORIZATION
As such, the aliquot parts of number n are in parallel retrieved using the transpose of w w T ∈ Z 2M ×M 2 H memorizing the M × M multiplication table and input vector u ∈ Z M 2 H ; u[i] ∈ {0, 1} whose nth bucket is filled with H 1's-insofar as n's largest aliquot part is not larger than M . However, for prime factorization of n, aliquot parts other than 1 and itself (if they exist) are of concern, so that it is desirable to avoid retrieving 1 ×n and n× 1. With the aid of vector A, a pair of proper factors can be chosen selectively. As shown in Fig. 8(a) , for 6 (M ≥ 6), h = 1, 2, 3, and 4 indicate 1×6, 2×3, 3×2, and 6×1, respectively. For a prime number, e.g., 7, h =1 and 2 indicate 1×7 and 7×1, respectively. Only the kth multiplication is retrieved, k = max(A[i] -1, 1) for each label i, e.g., for i = 6 (M ≥ 6), 3 × 2, and for i = prime number (M ≥ n), 1 × n. Thus, operator T 1 is a M 2 H × M matrix:
1 if i = (n − 1) H + k and j = n for n = 1, . . . , M 2 0 otherwise.
For instance, n = 840 (M = 50) is initially represented by vector a 0 whose 840th element is the only one while the rest are zero. u (=T 1 a 0 ) is subsequently fed into w T This operation confers 1 on a 1 [21] and a 1 [40] in a 1 . The address of each element represents a factor, and the element values its exponent so that the result of the first factorization is 21 1 × 40 1 . Insofar as a 1 diff ers from a 0 , the same cycle is repeated. Note that a 1 [1] (exponent of 1) is set to zero because a factor of 1 is redundant in factorization. The following cycle factorizes 21 and 40 in parallel, providing a 2 in which a 2 [2] = 1, a 2 [3] = 1, a 2 [7] = 1, and a 2 [20] = 1, i.e., 2 1 × 3 1 × 7 1 × 20 1 .
I. DIRECT SEARCH FACTORIZATION
Integer n is repeatedly divided by a series of divisors (decreasing by one) until zero remainders. The first divisor is √ n . If the remainder is nonzero, √ n − 1 is taken as the next divisor. With zero remainder, two factors (divisor and quotient) are obtained, and each factor is separately subject to the same factorization as above. 
