We apply the theory of metric-divergences between probability distributions and a variational approach in order to obtain a new model for probabilistic image segmentation. We study a specific model based on a very general measure between discrete probability distributions. We show experimentally that this model is competitive with some other models of the state of the art. In this work we use a particular case of the the measure of kind α β γ δ between two discrete probability distributions.
Introduction
Image segmentation has been one of the most studied tasks in image processing and it is considered a bridge between low and high level image processing tasks. Image segmentation consists in obtaining a partition of the image according to some homogeneous predicate (or property). Many strategies have been proposed according to the point of view of the image modeling. If the image is considered from the deterministic modeling viewpoint (i.e., a function defined in some space) we can find different variational approaches for image segmentation [1, 2] , when is modeled as a graph [3] we find Graph Cut [4] and Normalized Cut [5] ; in the context of data clustering the fuzzy c-means (FCM) methods are widely used [6, 7] and if the image is modeled as a Markov Random Field (MRF) several approaches have been reported [8, 9, 10, 11] . Among them, MRF-based models have shown to be a powerful framework to design efficient and robust models for image segmentation.
The segmentation problem can be divided in two groups: hard and soft segmentation. The objective of the hard segmentation is to find a label map while the soft segmentation methods try to find piecewise smooth maps (or functions) that can be interpreted as probabilistic maps, see Ref. [12] . That is why, the soft segmentation is also known as probabilistic segmentation. The study of the probabilistic segmentation is very important because the probabilistic segmentation allows us to obtain more robust hard segmentations. On the other hand, the probabilistic segmentation by itself has many other applications, see for instance Refs. [13, 14] and references therein. Therefore, the probabilistic segmentation is an active area and the study of new probabilistic models is crucial. The main aim of this work is to present a new model for probabilistic image segmentation. The proposed model combines a variational approach with the theory of metrics between discrete distributions [14, 15, 16] . The new model is based on the measure of kind α β γ δ between two discrete probability distributions [16] . We also present a theoretical study of this model and we prove some properties and discuss particular cases. This paper is organized as follows. In Section 2 we present a new model for probabilistic segmentation. Section 3 presents some properties of the new model and some particular cases. Section 4 shows some experimental results and finally in Section 5, we present our conclusions.
α Markov Measure Field model
Here, we propose a new model for image segmentation that we call α-Markov Measure Field model (α-MMF). Our model is obtained from the general formulation in Ref. [12] . The new model here presented relies on a particular case of the measure of kind α β γ δ between two discrete probability distributions f , h,
i.e., f , h ∈ S where S (the simplex) is the set of all points z ∈ R K that satisfy the following conditions: 1 T z = 1 and z 0, see Ref. [16] . This measure is defined as
where α, β, γ, δ > 0. Defining the particular case
then, the α-MMF model can be formulated through the following optimization problem
where L is the lattice of the image, S |L| def = {x(r) ∈ S : r ∈ L} and U α (x; y) is defined as follows
y ∈ S |L| represents the likelihood of pixels to belong to some models, see Experiment section, and ω rs is a weight function, e.g., in the experiments we use ω rs = ψ γ (g(r), g(s)), where γ is a small positive value, for other weight functions see Refs [17, 18] . By eliminating the constants that appear in the functional (3) we obtain
where 0 < α ≤ 1 so that the similarity measures I (α,β)
(1,0) (·, ·) are convex. It is important to note that the measure of the second term of the functional in Eq. (3) was selected in such a way that the prior energy is symmetric. The solution of the constrained optimization problem (5)-(6) can be obtained by using the Lagrange multipliers and the Coordinate Descent method [19] -in the MRFs context, this optimization strategy can be seen as an ICM method [20] . The Lagrangian, without the non-negativity constraints is:
where π(r) are the Lagrange multipliers associated with the constraint given by Eq. (6) . Computing the first derivative w.r.t. each component x k (r) of the vector measure field x and equating to zero yields:
Then, we obtain, implicitly, the component x k (r) in terms of its Lagrange multiplier
where n k (r) is defined as
Taking into account that x(r) ∈ S then
where
in the previous equality we can compute the Lagrange multiplier π(r). Then, using (7) we obtain the following expression for x k (r),
Finally, the algorithm for the α-MMF model is obtained by iterating the Eqs. (8) and (10) until a convergence criterion. We note that the optimization problem (4) is a nonlinear programming problem, so this strategy produces, in general, a local minimum.
Analysis of the α-MMF model
To gain a better understanding of the proposed model, in this section we discuss particular cases and some properties.
Some properties Proposition Let us consider the following Linear Programming problem
Proof. Clearly the problem (11a)-(11b) is a linear programming problem (LP), which is feasible and bounded. Applying Fundamental Theorem of Linear Programming [19] , then it has an optimal solution and at least one such solutions (the basic optimal points) is a basic feasible point. Note the vectors of the canonical basis e = [e 1 , e 2 , · · · , e K ] T are basic feasible points, therefore the solutions lie on the polytope defined by the vectors of the canonical basis . Using the condition j = arg min k a k then z * = e j is an optimum solution.
Proof. It is enough to prove that h ′ (x) ≥ 0. We will assume without loss of generality that 0 ≤ a k ≤ 1, ∀k ∈ K (the proof is similar if a k ≥ 1, ∀k ∈ K). By applying log function to both sides of h(x) and computing the derivative w.r.t x we get
As h(x) < 0 we need to prove that
or equivalently
The inequality (13) follows from Jensen's inequality
and k∈K a k = 0. Then, the entropy of a(x) is a decreasing function of x.
Proof. We are to prove that if x < y then H(a(x)) ≥ H(a(y)) where H(·) is certain entropy measure. First, we need to select an entropy measure. There have been many attempts to generalize Shannon's entropy H(f ) = − k∈K f k log f k , where f ∈ S is a discrete distribution. Therefore, we will prove the proposition based on some generalizations. Rényi's entropy (or the entropy of order α) is defined as
Another generalization of Shannon's entropy is the entropy of type β (or the entropy of degree β) due to Havrda and Charvat, see [15] , and is defined as
and,
The entropies (15) and (16) share the same term T (f ) = k∈K f α k , hence it is better to work with this term. We will assume without loss of generality that α > 1, then the inequality H(a(x)) ≥ H(a(y)) is equivalent to prove that
Defining the function
it suffices to prove that g(x) is an increasing function, or that g ′ (x) ≥ 0. By applying log function to both sides of g(x) and computing the derivative w.r.t x we get
Finally, the result g ′ (x) ≥ 0 follows from the fact that g(x) > 0 and applying Proposition 3.2 to the last factor of (17).
The proposed model, also satisfies the following properties: ii) x * (r) = e kr if α = 1 and ∀r ∈ L ∃k r ∈ K such that y kr (r) > y i (r) ∀i = k r ,
Proof. The proof of i) is obtained directly by using the Eq. (10).
The proof of ii) follows from Proposition 3.1. The proof of iii) follows from Cauchy-Schwarz inequality.
Proposition 3.5. If there is no prior information about x (i.e. λ = 0) then the entropy of the α-MMF model is a decreasing function of α.
The proof follows from proposition 3.3. In addition, the Fig. 1 depicts how the entropy of the solution of the model (5)-(6) decreases while the parameter α increases from 0 to 1. Finally, we conclude that changing the parameter α in our model (3) we can control the entropy of the solution. 
Particular cases
• Case α = 1: If α is set to 1 in the functional Eq. (3) we obtain the following model,
Eliminating the constants values in Eq. (19) produces the functional
. (20) obtaining the following optimization problem
The solution of the previous optimization problem could be obtained using the formula (10) when α approaches to 1, that is, x k (r) can be computed with 
where δ(·) is the Kronecker delta and k r = arg max j∈K x j (r) = arg max j∈K n j (r).
That is, at each iteration we compute n j (r), j ∈ K and then we set x k (r) = 1 if the corresponding value of n k (r) is the greatest or x k (r) = 0 in any other case.
• Case α = 1, β → 0: In this case, I
(1,β) (·, ·) becomes the Kerridge's Inaccuracy measure [21] , that is
and the new functional is
where n k (r) = log y k (r) + λ s∈Nr ω rs x k (s) and now can take different signs. The solution of the previous problem can also be obtained using the iterative method based on the expression (22) . This functional, see Eq. (23), is very similar to the MPM-MAP model proposed by Marroquin et al. in [8] . However, there are two main differences. First, in the MPM-MAP model x k (r) takes discrete values, i.e. x k (r) ∈ {0, 1}. Second, the regularization term is different too.
Experiments
In the interactive segmentation the image is partitioned in different regions (a trimap), see Ref. [22] : foreground (F ), background (B), unknown (U), and a nonprocess region (O), see Fig. 2 . The problem consists of estimating the class (F or B) to which the pixels located in the unknown region belong.
We make a comparison using the best algorithm reported in [23] , the Entropy Control Quadratic Markov Measure Field (ECQMMF) and the one proposed here, 
We note that the α-MMF and ECQMMF models have 3 parameters. Then, each method has the same number of parameters θ = [λ, γ, α] T , where λ controls the spatial smoothness, γ controls the sharpness of the edges and α controls the entropy of the solution. To obtain the solution of the ECQMMF model we use the formula proposed in Ref. [11] .
As preference measure to the models (foreground and background) we use the empirical normalized likelihoods, see Refs. [22, 23] for details:
, where ǫ = 10 −3 is a small positive value that prevents the above expression is undefined. h 1 and h 2 are the empirical color histograms that corresponds to the foreground and the background respectively. We did experiments computing the histograms in Lab and RGB color spaces and the results were very similar. Therefore, in the experiments presented here the empirical histograms are computed in the RGB color space. First, the parameter set θ was trained for each method on the whole Lasso's database by minimizing the MSE, Eq. (24), between the groundtruth and the segmented images. We follow the evaluation procedure proposed in [23] : a crossvalidation with a parameter optimization stage. The minimization of the MSE was done by using the Nelder Mead method [25, 26] . In particular, we use the implementation in the Numerical Recipes [26] . Second, we applied a k-fold crossvalidation, see Refs. [27, 28] , by dividing the database in 5 groups. In particular, we use the same groups reported in [23] . The results of the first experiment appear in the Tables 1-3. The Table 1 shows the best parameter set obtained for each method during the training step. The Table 2 presents the results obtained for each method on the whole Lasso's dataset by using the best parameter set, Table 1 , obtained in the training step. Table 3 shows a summary of some statistics which are based on the results presented in the Table 2 . The results of the second experiment (cross-validation) are shown in Table 4 . Note that the α-MMF has the best performance in both evaluations. The difference between the results reported in Table 2 and in Ref. [23] with respect to the ECQMMF model, is due to the color empirical histograms are computed in the RGB color space. In Ref. [23] the color empirical histograms were computed in the Lab color space. According to the Table 1 , the algorithms tried to increase the entropy during the training step. That is, for this problem, the models 'prefer' to have high entropy. Observe that, in the case of the ECQMMF model, the value of α is less than zero. Therefore, the result would have been the same if instead of penalizing the Gini's entropy we would have penalized the L 2 -norm in the local prior energy. The α-MMF model also 'prefers' a solution with high entropy because α < 0.5, see Table 1 . However, we note that there problems for which solutions with low entropy is better, for instance: the applications presented in Ref. [18] and the simultaneous estimation of segmentation and parameters problem [11, 23] .
Conclusions
We present a new model, α-MMF, for probabilistic image segmentation. We also analyze some properties and limit cases of the presented model. For evaluating the performance of the new model we use the interactive segmentation task. We compared our model with the ECQMMF model which has been recently reported as the best method is this image processing task. We show experimentally that the α-MMF model has competitive results compared with some algorithms of the state of the art.
