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Entre los diferentes aspectos que rodean a la Computacio´n Grid, esta Tesis Docto-ral se centra en la ejecucio´n eficiente de flujos de trabajos. Los flujos de trabajos
reflejan las necesidades de complejidad del ser humano, y la Computacio´n Grid
comienza a ser madura para resolver problemas cientı´ficos, puesto que permite el
acceso a una gran cantidad de recursos. No obstante, debido a su naturaleza inhe-
rente, el Grid no esta´ completamente listo para ejecutar bastantes tipos de flujos de
trabajos en un tiempo razonable. Con el objetivo de justificar la adopcio´n de este pa-
radigma de la computacio´n, se deben analizar los algoritmos que rigen estos flujos
de trabajos y de ahı´, implantar optimizaciones para que su ejecucio´n gane eficiencia.
Este trabajo comienza con una introduccio´n a la Computacio´n Grid donde se
explican sus principales componentes y se describen las infraestructuras ma´s signi-
ficativas. Como los flujos de trabajos son implantados por aplicaciones, este Capı´tu-
lo servira´ tambie´n de introduccio´n al portado, por lo que se hablara´ de diferentes
tecnologı´as a diferentes niveles.
El tipo ma´s sencillo de flujo de trabajos, las aplicaciones de alta productividad,
son las primeras en ser estudiadas. Ası´, una aplicacio´n de Fı´sica de Fusio´n sumi-
nistrada por el CIEMAT4 necesitaba incrementar la cantidad de datos procesados.
La Computacio´n Grid garantizo´ al principio la eficiencia necesaria. Cuando esta
cantidad aumento´ nuevamente, se adopto´ una estrategia del tipo chunk con buenos
resultados.
La complejidad se incremento´ en el Capı´tulo siguiente, donde una aplicacio´n
bioinforma´tica propuesta por el CNIO5 encuentra en el Grid la mejor solucio´n para
evitar las restricciones de memoria de una u´nica ma´quina. Como la ejecucio´n en el
Grid no estaba ahorrando suficiente tiempo, se estudiaron diferentes heurı´sticas de
optimizacio´n. De e´stas, se eligieron dos para su implantacio´n y estudio posterior.
Adicionalmente, este trabajo presenta un modelo va´lido para predecir el tiempo de
ejecucio´n segu´n las condiciones de partida, tambie´n usando las heurı´sticas implan-
tadas.
Despue´s de un resumen de las principales aportaciones y trabajo futuro, este do-




cionadas en el apartado Acerca de este Documento.
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Riepilogo
Questa Tesi Dottorale e` centrata, di tutti gli aspetti che riguardono la Compu-tazione Grid, sull´ esecuzione efficiente di workflows. I workflows rispec-
chiano la necessita` di complessit dell´ essere umano e la Computazione Grid e` ormai
matura per risolvere problemi scientifici in quanto permette l´ accesso a una ingente
quantita` di risorse. Attualmente il Grid non e` ancora in grado di processare certi tipi
di workflows in tempi accettabili. Per giustificare l´ adozione di questo paradigma
della computazione, bisogna analizzare gli algoritmi che definiscono questi work-
flows cosı´ da poter, in un secondo tempo, implementare ottimizzazioni che rendano
piu` efficiente la loro esecuzione.
Questo lavoro inizia con un´ introduzione alla Computazione Grid in cui si ana-
lizzano le componenti principali e si descrivono le infrastrutture piu` significative.
Dal momento che i workflows sono implementati da applicazioni, questo Capitolo
servira` anche da introduzione al porting, in quanto si parlera` di diverse tecnologie
a diversi livelli. Il tipo piu` semplice di workflows, le applicazioni di alta produt-
tivita`, sono le prime ad essere studiate. Cosı` si prende in esame un´ applicazione di
Fisica di Fusione somministrata dal CIEMAT6 che aveva bisogno di incrementare la
quantita` dei dati processati. La Computazione Grid garantı` l´ efficienza necessaria
allı´nizio. Quando la quantita` dei dati fu nuovamente incrementata, si adotto` una
strategia del tipo chunk, ottenendo buoni risultati.
La complessita` si vide incrementata nel Capitolo seguente, quando l´ applicazio-
ne bioinformatica proposta dal CNIO trovo` nel Grid la miglior soluzione alle restri-
zioni di memoria di una singola macchina. Dal momento che l´ esecuzione nel Grid
non presentava un significativo risparmio di tempo, si studiarono diverse euristiche
di ottimizzazione. Se ne scelsero due per l´ implementazione e posteriore studio.
Questo lavoro presenta inoltre un modello valido per predire il tempo di esecuzio-
ne secondo le condizioni di partenza, usando anche le euristiche implementate.
Dopo un riepilogo delle principali contribuzioni e sviluppi futuri, questo docu-
mento si conclude con un´ Appendice dove si elencano le pubblicazioni menzionate





Among the different aspects that involve Grid Computing, efficient execution ofworkflows is focused by the present work.Wokflows domirror human needs of
complexity andGrid Computing technology starts to bemature for solving scientific
problems, as it allows access to a great amount of resources. Nevertheless, due to its
inherent nature, the Grid is not completely ready for executingmanywokflow types
in a reasonable time. In order to justify the adoption of this computing paradigm, the
algorithms governing these workflowsmust be analyzed and optimizationsmust be
implemented so their execution will gain efficiency.
This work starts with an introduction to Grid Computing where its main com-
ponents are explained and some significant infrastructures are described. As work-
flows are implemented by applications, this Chapter will serve also as an introduc-
tion to Grid porting, reviewing existing technologies at different levels.
The simplest type of workflow, the high throughput applications, is studied at
first. Here, a Fusion Physics application provided by CIEMAT7 needed to increase
its amount of processed data. At the beginning, Grid Computing provided the nee-
ded efficiency. When this data need increased again, a chunk strategy was adopted
obtaining good results.
Complexity is increased at the following Chapter, where a bioinformatic appli-
cation proposed by CNIO8 finds in the Grid the best solution to bypass the memory
restrictions of a single machine. As the Grid execution of this application was not
saving enough time, many optimization heuristics weres studied. From these, two
have been chosen for implementation and further study. Additionally, this work
provided a valid model to predict the execution time for a given set of starting con-
ditions, also using the implemented heuristics.
After a summary of main contributions and future work, this document ends








I do not fear computers. I fear the
lack of them.
Isaac Asimov
Este capı´tulo, primero de la presente Tesis Doctoral, tiene por objetivo ofreceruna visio´n general del entorno sobre el que se basa la Investigacio´n realizada.
De esta forma, se introducira´ a continuacio´n la Computacio´n Grid, para luego ha-
blar de las principales infraestructuras Grid existentes como ejemplos caracterı´sticos
en la Seccio´n 1.2. Posteriormente, las tecnologı´as Grid sera´n introducidas en la Sec-
cio´n 1.3, y el portado de aplicaciones, en la Seccio´n 1.4. A lo que el portado se refiere,
se describira´n las soluciones de programacio´n existentes en la Seccio´n 1.5, ası´ como
portales y compositores de servicios en la Seccio´n 1.6.
1.1. Computacio´n Grid
Computacio´n Grid es un te´rmino que hace referencia a un nuevo paradigma dela Computacio´n que basa su infraestructura en Internet. Su fin es compartir, a
gran escala y de forma desacoplada, recursos distribuidos geogra´ficamente. El ob-
jetivo de una infraestructura Grid no es u´nicamente el constituir El Ordenador ma´s
grande del Mundo a fuerza de unir ordenadores ma´s pequen˜os, sino tambie´n proveer
mecanismos que faciliten tanto la comparticio´n como el acceso de sus recursos. La
ido´neidad del Grid radica en la evolucio´n de las redes de comunicacio´n de alta ve-
locidad, haciendo que las funcionalidades ofrecidas por la tecnologı´a Grid guarden
un paralelismo con el servicio de suministro ele´ctrico (ubicuidad, transparencia, ac-
ceso).
La Computacio´n Grid ha sido el resultado de la evolucio´n de otros paradigmas.
Cuando, a mediados de los an˜os 90, se hicieron populares ciertas tendencias de
1
CAPI´TULO 1. INTRODUCCIO´N
computacio´n en red (Net Computing), la hegemonı´a centralizadora (servicios ofre-
cidos por un solo sistema) en la computacio´n de altas prestaciones toco´ a su fin.
Estas tendencias son:
Cluster Computing: La computacio´n es realizada por equipos con la misma
arquitectura unidos por redes de interconexio´n de 100 o 1000 MBits/segun-
do. El control de los trabajos enviados es centralizado al realizarse desde una
ma´quina determinada y el paradigma de programacio´n empleado es el de me-
moria distribuida. Como ejemplos de sistemas de gestio´nCluster tenemosMO-
SIX1 y OpenPBS2.
Intranet Computing: Se trata de una mejora del Cluster Computing, cuya limi-
tacio´n radicaba en la homogeneidad en la arquitectura de los equipos. Este pa-
radigma asume que los recursos de procesamiento pertenecen a la red interna
de una empresa, por lo que pueden estar muchoma´s distribuidos y adema´s no
estar dedicados. Algunos sistemas de gestio´n pertenecientes a este paradigma
son SGE3 y Condor4.
Internet Computing: Este paradigma pretende ampliar la escala de la compu-
tacio´n, alla´ donde los anteriores no llegan. En la mayorı´a de sus implanta-
ciones, los equipos destinados al proceso pertenecen a un programa de vo-
luntariado, basa´ndose en el subparadigma Public Resource Computing, como
por ejemplo Seti@Home5. Existe otro subparadigma denominado On-Demand
Computing en el cual, las aplicaciones emplean recursos especı´ficos de forma
remota, como es el caso de Netsolve6.
Peer-to-peer Computing: Al contrario que en las soluciones antes expuestas,
basadas en unmodelo cliente/servidor, este paradigma considera la existencia
de comunicacio´n entre todos los nodos de trabajo. Esta concepcio´n reniega de
la centralizacio´n salvo en el caso de los servidores de informacio´n. Implanta-
ciones de este paradigma son las aplicaciones de intercambio de ficheros por












Collaborative & Computing Portals: Focaliza´ndose en el usuario, este para-
digma pretende ofrecer un acceso sencillo y eficiente (empleando el navegador
web) a los servicios de computacio´n, ası´ como a instrumentos de colaboracio´n
entre las entidades participantes. Un ejemplo de estos sistemas es ExPASy9.
1.2. Infraestructuras Grid
Analizando ma´s en detalle los paradigmas anteriores en los que el Grid obtie-ne sus caracterı´sticas, observamos que Cluster e Intranet Computing ofrecen al
usuario una gran capacidad de procesamiento, pero dentro de un u´nico dominio
de administracio´n. Un paso ma´s alla´ lo realizan herramientas como SGE Enterpri-
se o Condor Flocking [ELvD+96] que, a cambio de emplear la misma herramienta
de gestio´n y sacrificar la heterogeneidad en polı´ticas de seguridad y administra-
cio´n de recursos, permiten la interconexio´n de varios departamentos o dominios de
administracio´n. Es ası´ como la Computacio´n Grid supone un cambio radical y una
alternativa en la colaboracio´n de sistemas conectados a Internet. Adema´s, su enorme
potencial respecto al intercambio y gestio´n de recursos ofrece un nuevo panorama a
la Computacio´n de Altas Prestaciones.
Volviendo a la definicio´n roma´ntica del Ordenador ma´s grande del Mundo, pode-
mos vislumbrar las diferentes funcionalidades que ofrece un Grid y sus elementos
constituyentes. De esta forma, un Grid necesitara´:
un procesador para ejecutar los trabajos enviados, constituido por elementos
de computacio´n. Dichos elementos pueden ser casi cualquier ma´quina, desde
un sencillo ordenador de sobremesa, hasta un complejo cluster de un centro de
supercomputacio´n, dotando a la infraestructura de una gran heterogeneidad;
un disco duro para almacenar los datos de los usuarios, tanto de entrada como
de salida. Los elementos que proveen esta funcionalidad tambie´n pueden ser
muy variados, desde el disco duro de un simple equipo hasta un robot de
cintas;
unos mecanismos de transferencia de datos que permitan moverlos de un re-
curso a otro segu´n sea necesario.
un sistema de informacio´n que permita saber de que´ recursos se dispone y
que´ uso se esta´ haciendo de los mismos;





el equivalente a los perife´ricos de entrada y salida, un punto de acceso que
permita al usuario utilizar todas las funcionalidades del Grid;
distinguiendo a todos los elementos anteriores, el hecho de estar distribuidos y ser
heteroge´neos.
A continuacio´n vamos a describir tres infraestructuras constituidas con diferen-
tes fines, que han sido empleadas en la obtencio´n de resultados experimentales de la
presente Tesis, como ejemplos representativos de como la Computacio´n Grid puede
responder a diferentes necesidades y filosofı´as.
1.2.1. DSAGrid
El Grupo de Arquitectura de Sistemas de Distribuidos10 de la Universidad Com-
plutense de Madrid11 dispone de una infraestructura sencilla, compuesta por pocos
equipos no dedicados en exclusividad a la Computacio´n Grid. Dadas las lı´neas de
Investigacio´n Grid del grupo, la infraestructura esta´ dedicada al desarrollo, so´lo
ofrece servicios de ejecucio´n y se caracteriza por su dinamismo a lo que disponibi-
lidad de recursos y topologı´a se refiere. Los componentes instalados, concepto del
cual se hablara´ en la Seccio´n 1.3, esta´n en su u´ltima versio´n. Los usuarios utilizan
los servicios de la infraestructura desde ma´quinas pertenencientes a ella y su coor-
dinacio´n es directa, siendo e´sta otra de las razones de sus dinamismo.
1.2.2. GRIDIMadrid
El Grid de la Comunidad deMadrid12 nace de la unio´n de infraestructuras como
la descrita anteriormente y esta´ dedicada a la Investigacio´n. Cada centro participan-
te mantiene la potestad sobre sus propios recursos pero, en el marco de esta cola-
boracio´n, tiene que habilitar el acceso a los mismos para usuarios pertenecientes al
resto de centros. El beneficio obtenido es el de disponer de una infraestructura ma-
yor a cambio de una coordinacio´n ligeramente ma´s estrecha y compartimentalizada
(Figura 1.1) definida por polı´ticas ba´sicas.
1.2.3. EGEE
Aumentando la escala con la que analizamos las infraestructuras Grid, llegamos
a la perteneciente al proyecto EGEE (Enabling Grids for E-sciencE)13. Esta infraes-























Figure 1.1: Jerarquı´a del Sistema de Informacio´n y recursos de GRIDIMadrid.
recogen en la Tabla 1.1, aglutina 240 instituciones participantes de un total de 45
paı´ses con el objetivo de ofrecer sus recursos las 24 horas del dı´a y los 7 dı´as de la
semana. El compromiso de EGEE como Grid de produccio´n, se extiende al uso de
cada procesador, garantizando un 100% de dedicacio´n.
Table 1.1: Caracterı´sticas de la infraestructura Grid del proyecto EGEE a fecha de Marzo de
2008.
Nu´mero de Procesadores 41mil
Almacenamiento 5 Petabytes
Trabajos concurrentes (pico) 100mil
Conviene aclarar que no todos los usuarios de esta infraestructura tienen acceso
a todos sus recursos, sino que estos se reparten en las denominadas Organizaciones
Virtuales. Una Organizacio´n Virtual no es ma´s que un conjunto de recursos dedica-
dos a un a´rea de Investigacio´n [FKT01], como bien puede ser Fı´sica de Fusio´n14 o
Biomedicina15. Ası´ como un usuario so´lo puede emplear los recursos destinados a
su Organizacio´n Virtual, un mismo recurso puede pertenecer a diferentes Organiza-
ciones Virtuales. En una infraestructura de estas proporciones, las polı´ticas son muy










Figure 1.2:Modelo de Capas Grid.
1.2.4. Otras Infraestructuras Grid
Adema´s de las infraestructuras antes descritas, existen muchas otras que no han
sido empleadas en los experimentos pertenecientes a esta Investigacio´n. Ası´, el pro-
yecto EGEE ha propiciado el despliegue de infraestructuras hermanas, empleando
los mismo componentes, en diferentes puntos del globo. Ejemplos de estas infra-
estructuras son: EELA16 en Latinoame´rica, EUMed-Grid17 en los paı´ses del Medi-
terra´neo, y EUChinaGrid18 en China.
No obstante, en Europa existen otras infraestructuras independientes de la de
EGEE, como es el caso de NorduGrid19. En Estados Unidos conviven, como ejem-
plos ma´s representativos, TeraGrid20, con una capacidad de almacenamiento total
de 6 veces mayor que la de EGEE; Open Science Grid21, con 87 instituciones par-
ticipantes; y la recientemente creada TIGRE22 que une instituciones del Estado de
Texas, geogra´ficamente dispersas y muy distantes entre sı´.
1.3. Tecnologı´as Grid
Con el objetivo de analizar y entender la tecnologı´a Grid, es necesario recurrir aun modelo de capas como el representado en la Figura 1.2. Se entiende como










Figure 1.3: Componentes de Globus Toolkit.
que participan en una infraestructura Grid. Ası´ como se habı´a definido un recurso
Grid como cualquier elemento de computacio´n, infraestructuras del tipo de EGEE
(ve´ase la subseccio´n 1.2.3) son ma´s restrictivas y exigen que se trate de un sistema
gestor de colas perteneciente a un cluster.
A continuacio´n se encuentra la capa de servicios Grid ba´sicos. Su misio´n prin-
cipal es la de crear un interfaz uniforme sobre los recursos locales, independiente-
mente de sus caracterı´sticas. Se puede afirmar que este nivel es el fundamental del
Grid, desde el cual parten el resto de servicios y herramientas. Estos servicios, cons-
truidos mediante componentes de middleware ba´sico, son los que posibilitan ope-
raciones ba´sicas con los recursos, tales como transferir archivos, ejecutar trabajos o
monitorizarlos. Actualmente, Globus Toolkit23 se ha erigido como esta´ndar de facto,
siendo e´ste una coleccio´n de componentes software de arquitectura y co´digo abier-
tos, disen˜ados para soportar el desarrollo de aplicaciones de alto rendimiento sobre
entornos Grid. Estos componentes, recogidos en la Figura 1.3 son los que proporcio-
nan un servicio ba´sico de autenticacio´n de usuarios, asignacio´n de recursos, acceso




Figure 1.4: Arquitectura de GridWay.
No obstante, es necesaria otra capa por encima de de los servicios Grid ba´sicos
con el objetivo de que el Grid sea sencillo y eficiente de explotar. Es por ello que
existen servicios y herramientas de alto nivel, dependiendo muchos del a´mbito de
la aplicacio´n. Es en este nivel en el que se situ´a la funcio´n de metaplanificacio´n. Un
metaplanificador es aquel middleware Grid que descubre, evalu´a y asigna recursos a
trabajos mediante la coordinacio´n de actividades entre los diferentes planificadores
a nivel local existentes [YB05].
Existen bastantes metaplanificadores, tales como Condor/G24 y GridBus25, pero
el empleado en esta Tesis es Globus GridWay26, cuya arquitectura esta´ represen-
tada en la Figura 1.4. GridWay permite una comparticio´n eficiente de recursos de
computacio´n administrados por diferentes gestores de recursos locales, tanto de una
u´nica organizacio´n como aquellos pertenecientes a diferentes dominios de adminis-
tracio´n. Al usuario, este metaplanificador ofrece una forma sencilla y transparente







Adicionalmente, existen tecnologı´as Grid que ofrecen al usuario una solucio´n
integral, desde la ma´quina cliente hasta el recurso remoto. Una de estas tecnologı´as
es gLite27, producido por el proyecto EGEE. Esta tecnologı´a hereda componentes de
otros proyectos como LCG28 y VDT29. El modelo de distribucio´n consiste en cons-
truir diferentes servicios alojados en nodos diferentes, con el fin de garatizar una
fa´cil instalacio´n y configuracio´n.
El Advanced Resource Connector30 (ARC) es una solucio´n de co´digo abierto (li-
cencia GPL) desarrollado en el a´mbito del proyecto NorduGrid. Durante su desa-
rrollo se enfatizo´ en la escalabilidad, estabilidad, fiabilidad, con el fin de facilitar la
constitucio´n de Grids de produccio´n con un alto nivel de calidad.
El nacimiento de UNICORE31 se debio´ a la necesidad de posibilitar el acceso a
los recursos pertenecientes a los centros de supercomputacio´n alemanes, heteroge-
neos en su conjunto. Los para´metros que guı´an su desarrollo son la abstraccio´n de
los servicios, la seguridad de las comunicaciones, la autonomı´a de cada sitio y la
facilidad de uso.
La infraestructura disen˜ada por GRIA32 esta´ orientada a servicios. Su objetivo es
facilitar las colaboraciones B2B (business to business) entre extremos organizacionales
de una forma interoperable y flexible, negociando y valorando las condiciones de
acceso a la vez que se focaliza en los procesos de negocios y las sema´nticas asociadas.
Esta tecnologı´a es gratuita y de co´digo abierto, estandomuchos de sus componentes
bajo la licencia LGPL.
1.4. Introduccio´n al Portado de Aplicaciones
Difı´cilmente podrı´a entenderse un Grid sin usuarios que lo emplearan para eje-cutar sus aplicaciones. Para ello, dichas aplicaciones tienen que ser portadas.
El sistema resultado de este proceso es concebido como un envoltorio de la aplica-
cio´n original, que le permite disfrutar de las funcionalidades de la tecnologı´a Grid
pero sin alterar las suyas propias. En el mejor de los casos, este envoltorio aislara´ a
la aplicacio´n (e´sta no requerira´ modificaciones) y convertira´ al Grid en una capa
transparente para la misma.
A continuacio´n se procedera´ a enumerar las diferentes fases del portado de apli-









fuerzo inicial para conocer la aplicacio´n objetivo. De esta forma, es importante iden-
tificar:
los ficheros de entrada y salida, puesto que supondra´n un uso de los protoco-
los Grid de transferencia de archivos y recursos de almacenamiento remotos;
el perfil de la aplicacio´n, a fin de extraer el mayor nivel de paralelismo posible
y por ende, un mayor aprovechamiento del Grid;
duracio´n estimada de cada trabajo, siempre teniendo en cuenta que existen
recursos que no aceptara´n tiempos de ejecucio´n superiores a un valor estipu-
lado;
pero incluso antes de plantearse estos aspectos, cabe preguntarse por la viabilidad
del propio portado de la aplicacio´n. Puede suceder que la aplicacio´n ya fuera porta-
da a un cluster anteriormente, pero su salto al Grid es difı´cil o imposible porque, a
pesar de que el Grid soporte los mismos interfaces, la heterogeneidad y dinamismo
de sus recursos suelen estar ren˜idos con el rendimiento. Un ejemplo son algunas
aplicaciones que trabajan con MPI33.
A continuacio´n vendra´ la eleccio´n de una herramienta de alto nivel que coordine
el uso de los recursos Grid en aras de una ejecucio´n eficiente de la aplicacio´n. Aparte
de los beneficios que aporte la solucio´n considerada, tambie´n es determinante en es-
ta decisio´n elmiddlewareGrid ba´sico instalado en la infraestructura que se empleara´.
En los Capı´tulos 2 y 3 de la presente Tesis se justificara´ la eleccio´n de la tecnologı´a,
siempre en base a la aplicacio´n.
Una vez realizados los pasos anteriores, sera´ el momento de trabajar sobre un
prototipo que se convertira´ en una prueba de concepto. A fin de agilizar el proce-
so de portado, el prototipo empleara´ el conjunto de comandos perteneciente a la
herramienta Grid de alto nivel elegida. Un sistema que emplee dichos comandos,
exclusivamente orientados al Grid, no puede considerarse un sistema final en el que
esta capa sea transparente al usuario, y por tanto el portado de la aplicacio´n no
podrı´a darse por concluida.
Una vez que el prototipo obtenga un resultado exitoso, se procedera´ al u´ltimo
paso del desarrollo, en el que el usuario final es analizado. Si el usuario al cual
esta´ destinada la herramienta puede trabajar con una lı´nea de comandos de un sis-
tema UNIX, y por lo tanto no requiere un interfaz elaborado, se debera´ optar por
un API (Aplication Programming Interface) Grid. Obviamente, los ejecutables resul-






posterior. Esta opcio´n sera´ explicada ma´s en profundidad en la siguiente Seccio´n.
Pero no todos los sistemas finales tienen como destino usuarios con grandes co-
nocimientos de Informa´tica. Es para ellos que se han desarrollado otras tecnologı´as
complementarias. Una es la de los portales Grid, hereda caracterı´sticas de los Com-
puting Portals (ve´ase la Seccio´n 1.1). Otra es la de las herramientas de composicio´n
(o compositores) de servicios Grid. Ambas tecnologı´as sera´n analizadas con mayor
detalle en la Seccio´n 1.6.
1.5. Programacio´n de Aplicaciones
Disponer de usuarios finales familiarizados con un interfaz de comandos y que laaplicacio´n ası´ lo permita, supone una mayor velocidad de desarrollo y optimi-
zacio´n. En esta lı´nea, habilitar una aplicacio´n para ejecutarse en el Grid se consigue
empleando un API ofrecida por la herramienta de alto nivel, que permite un acceso
directo a sus funcionalides. En la actualidad existen bastantes API Grid y esto puede
hacer que la eleccio´n se vuelva ardua. Para facilitar dicha eleccio´n, se deberı´a tener
en cuenta el hecho de que el API considerado forme parte de un esta´ndar. Si es ası´,
se garantizara´ la independencia de un solo proveedor y de ahı´, la continuidad de
desarrollo del propio API.
Es ası´ que se presenta El Open Grid Forum36 (OGF), una organizacio´n que regula
los esta´ndares en el a´rea de la Computacio´n Grid. Su misio´n consiste en ayudar a
la comunidad internacional a acelerar la adopcio´n del Grid, mediante la creacio´n de
grupos de trabajo dedicados a diferentes aspectos y disciplinas. Con esto se pretende
incrementar tanto el valor comercial del Grid como ampliar los horizontes cientı´ficos
que esta tecnologı´a ofrece. El concepto de foro para reunir desarrolladores y usuarios
de la computacio´n distribuida (y por extensio´n, del Grid) comenzo´ a emplearse en
1998, durante una sesio´n del SCXX Supercomputing Conference37. De esta forma,
la primera reunio´n oficial tuvo lugar en NASA Ames un an˜o despue´s. No fue hasta
el an˜o 2000 que el Global Grid Forum, nombre que ostentaba entonces, comenzo´ a
celebrarse en Europa y Asia. Finalmente, tras su fusio´n con un grupo industrial
llamado Enterprise Grid Alliance (EGA), su nombre muto´ al con el que es conocido
actualmente en 2004, durante su decimoctava edicio´n. Volviendo a los esta´ndares
mantenidos por el OGF, existen varios de programacio´n de aplicaciones, cada uno
con caracterı´sticas y objetivos diversos, que veremos a continuacio´n.
En primer lugar se puede encontrar Simple API for Grid Applications [GJK+06]





Table 1.2: Ejemplo de programacio´n empleando SAGA (C++).
saga : : job_description jd ;
saga : : job_service js ("gram://remote.host.net" ) ;
saga : : job j = js .create_job (jd ) ;
j .run ( ) ;
cout << "Job State: " << j .get_state ( ) << endl ;
j .wait ( ) ;
cout << "Retval " << j .get_attribute ("ExitCode" ) << endl ;
middleware Grid ba´sico como Globus, sino como un punto de acceso a dicha tecno-
logı´a para desarrolladores sin demasiados conocimientos y poco tiempo para apren-
der. Los aspectos no funcionales que cubre son: seguridad ymanejo de sesiones, ma-
nejo de permisos, operaciones y notificaciones ası´ncronas, monitorizacio´n, manejo
de atributos, y manejo del buffer de entrada/salida. Por otro lado, las siguiente a´reas
funcionales son cubiertas por SAGA: envı´o y manejo de trabajos (ve´ase el co´digo de
ejemplo en la Tabla 1.2), manejo de namespaces, entrada/salida de ficheros, manejo
de re´plicas, streaming, y Remote Procedure Calls (RPC). Finalmente, las extensiones de
este API deberı´an cubrir los siguientes aspectos: descubrimiento de servicios, inter-
cambio de mensajes, almacenamiento a nivel de aplicacio´n, acceso e integracio´n con
base de datos, y manejo de checkpoint y recuperacio´n. Este esta´ndar tiene implemen-
taciones en C++ [KMH+06] y Java [vNMW+05], ambas ofrecidas por DEISA38.
Table 1.3: Ejemplo de programacio´n empleando GridRPC (cliente en C).
for (i = 0 ; i < NUM_HOSTS ; i++)
grpc_function_handle_init(&handles [i ] , hosts [i ] ,
port , "pi/pi_trial" ) ;
for (i = 0 ; i < NUM_HOSTS ; i++)
gprc_call_async(&handles [i ] , i , times , &count [i ] ) ;
grpc_wait_all ( ) ;




API con destinatarios muy diferenciados: los desarrolladores de aplicaciones para el
usuario final y los de middleware. Por un lado, el API para el usuario final permitirı´a
el acceso a una gran cantidad de aplicaciones y serı´a sencillo de definir (ve´ase un
ejemplo en la Tabla 1.3). Por el otro, el API para middleware permitirı´a el desarrollo
de herramientas potentes pero a cambio de una mayor complejidad.
Table 1.4: Ejemplo de programacio´n empleando DRMAA (Java).
session .init (null ) ;
System .out .println ("Session Init success" ) ;
JobTemplate jt = session .createJobTemplate ( ) ;
jt .setWorkingDirectory
(java .lang .System .getProperty ("user.dir" ) ) ;
String name ;
jt .setJobName ("example" ) ;
jt .setRemoteCommand ("/bin/ls" ) ;
jt .setArgs (new String [ ] f"-l" ,"-a" g ) ;
jt .setOutputPath ("stdout." + SessionImpl .DRMAA_GW_JOB_ID ) ;
jt .setErrorPath ("stderr." + SessionImpl .DRMAA_GW_JOB_ID ) ;
jt .setJobSubmissionState (JobTemplate .HOLD ) ;
String id = session .runJob (jt ) ;
System .out .println ("Job successfully submitted ID: " + id ) ;
System .out .println ("Releasing the Job" ) ;
session .control (id , Session .DRMAA_CONTROL_RELEASE ) ;
printJobStatus (id , session ) ;
System .out .println ("Synchronizing with job..." ) ;
session .synchronize (Collections .singletonList
(Session .DRMAA_JOB_IDS_SESSION_ALL ) ,
Session .DRMAA_TIMEOUT_WAIT_FOREVER , false ) ;
System .out .println ("Killing the Job" ) ;
session .control (id , Session .DRMAA_CONTROL_TERMINATE ) ;
System .out .println ("The job has been deleted..." ) ;
session .deleteJobTemplate (jt ) ;
session .exit ( ) ;
System .out .println ("Session Exit success" ) ;
El u´ltimo esta´ndar de programacio´n de aplicaciones Grid que se abordara´ en esta
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Tesis es el Distributed ResourceManagement Application API [RBC+03] (DRMAA),
que recibio´ el estado de full recommendation por parte del Open Grid Forum en 2007.
El objetivo de este API es cubrir todas la funcionalidades de alto nivel requeridas por
las aplicaciones Grid para enviar, controlar ymonitorizar trabajos en gestores locales
de recursos. Entre las caracterı´sticas que distinguen a este esta´ndar, se encuentra:
La cantidad de lenguajes de programacio´n en los que esta´ implementado. De
esta forma, se puede emplear DRMAA con C/C++, Java (ve´ase un ejemplo en
la Tabla 1.4), Perl, Python y Ruby, garantizando un mayor acceso por parte de
la comunidad de desarrolladores.
El gran nu´mero de soluciones que implementan DRMAA, encontra´ndose en-
tre ellos Sun Grid Engine [Gee03], Condor [CGE+05], Torque/PBS, Load Sha-
ring Facility39, UNICORE [RMSB06] y GridWay [HMHL04].
El hecho reflejado en el segundo punto hace de DRMAAun esta´ndar muy interesan-
te para el ciclo de desarrollo de cualquier aplicacio´n Grid. En un posible escenario, el
desarrollador puede contar con un cluster de pocas ma´quinas con SGE o PBS instala-
do, sobre las cuales crear un sistema con todas las funcionalidades finales. Una vez
que el sistema esta´ validado, e´ste puede llevarse al Grid cambiando la herramienta
de alto nivel pero sin cambiar una sola lı´nea de co´digo.
1.6. Compositores de Servicios Grid y Portales Grid
Aunque se describen en esta misma Seccio´n por encontrarse en el mismo nivel,los compositores de servicios y los portales Grid tienen caracterı´sticas y desti-
natarios bien distintos. Los portales Grid, por su parte, esta´n destinados a usuarios
con pocos conocimientos de Informa´tica, pero no es e´sta su u´nica motivacio´n. Un
portal facilita enormemente el uso a los servicios Grid puesto que emplea la tecno-
logı´aWeb [FGM+99], garante de universalidad en su adopcio´n y acceso. Ba´sicamen-
te, an˜ade esa capa de abstraccio´n que exime a los usuarios de emplear directamente
una ma´quina con middleware Grid instalado, pues bastara´ con un navegador Web
desde su ubicacio´n. Un portal Grid encapsula un sistema mayor que puede emplear
scripts con comandos pertenecientes a una herramienta de alto nivel, o bien, pro-
gramas creados mediante un API Grid (por ejemplo, DRMAA Perl invocado desde
CGI [RC04]). Tanto en una solucio´n como la otra deben existir sistemas ya maduros
y validados, evitando que cualquier situacio´n inesperada de fallo (no cubierta por
la aplicacio´n) pueda propagarse al portal. Es por ello que el desarrollo de un portal,




Figure 1.5: Gestio´n de Portlets en GridSphere.
En vez de construir un portal Grid desde cero, el desarrollador puede recurrir a
soluciones prefabricadas como GridSphere [NRW04]. Gridsphere es un generador
de portales que permite desarrollar sencillos componentes llamados portlets, que
a su vez acceden a funcionalidades Grid. GridSphere suministra los mecanismos
de autenticacio´n y gestio´n de usuarios del portal, ası´ como de las aplicaciones y
funcionalidades Grid accedidas (ve´ase la Figura 1.5). Si bien e´sta es una solucio´n
muy gene´rica, ha servido de punto de partida para otros proyectos que han per-
sonalizado su estructura fijando unos portlets especı´ficos, o directamente han dis-
cretizado muchas de sus funcionalidades por no requerir tanta potencia. Ejemplos




Figure 1.6: Creacio´n de servicios Grid con Taverna.
Las herramientas de composicio´n de servicios responden a una necesidad de fle-
xibidad ymodelizacio´n de la complejidad, sacrificando enmuchos casos la facilidad
de uso. De esta forma, el usuario con unos conocimientos avanzados de Informa´tica
y ba´sicos de computacio´n distribuida, puede modelar el comportamiento del siste-
ma con un interfaz o lenguaje avanzado. El perfil de aplicaciones que suelen ser por-
tado empleando estas herramientas es el de flujos de trabajos, que se discutira´ ma´s
en profundidad en el Capı´tulo 3 de esta Tesis. Debajo de un compositor de servicios
se tiene que encontrar una herramienta de alto nivel que gestione los trabajos en
los que deriven las instrucciones introducidas. Por norma, es esta herramienta de
alto nivel la que proporciona al usuario final un compositor de servicios, y a veces
e´ste esta´ integrado en un portal Grid, como es el caso de P-GRADE. Un ejemplo de
lenguaje es Business Process Execution Language [FBS04] (BPEL), que proporciona
me´todos de definicio´n y soporte tanto para flujos de trabajo como procesos de ne-
gocio. Otro ejemplo, esta vez de un interfaz que permite al usuario componer de
formar gra´fica servicios Grid complejos, es Taverna [HWS+06] (ve´ase Figura 1.6).
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Capı´tulo 2
Portado de Aplicaciones de Alta Productividad
Ich habe gelernt, das Wort unmo¨glich
mit gro¨¯ter Vorsicht zu sagen.
Wernher von Braun
Las aplicaciones de alta productividad son aplicaciones de escasa complejidaden su deficio´n, siendo el tipo de flujo de trabajos ma´s sencillo, pero cuya ejecu-
cio´n eficiente y escalable supone un enorme desafı´o. En muchas ocasiones, no basta
con disponer de un gran nu´mero de recursos para resolver las necesidades de es-
tas aplicaciones. Se hace necesario una reduccio´n de tiempos en alguna de las fases
implicadas, a fin de que el tiempo de proceso total no exceda lo aceptable y pueda
garantizarse la escalabilidad.
Este capı´tulo comenzara´ con una introduccio´n a la Fı´sica de Fusio´n, para luego
centrarse en el algoritmo escogido para su estudio y optimizacio´n (Seccio´n 2.2). En la
Seccio´n 2.3 se hara´ un estudio del Estado del Arte de las aplicaciones de alta produc-
tividad. A continuacio´n, en la Seccio´n 2.4 se describira´ el portado de la apliacio´n y
se justificara´ eleccio´n de las herramientas empleadas. Seguidamente, se analizara´n
los primeros resultados y se revisara´ el algoritmo proponiendo una mejora y va-
lida´ndola, en las Secciones 2.5 y 2.6 respectivamente. El capitulo finalizara´ con unas
conclusiones en la Seccio´n 2.7.
2.1. Fı´sica de Fusio´n
Aquella rama de la Ciencia que estudia el proceso mediante el cual, dos nu´cleosato´micos se unen para formar uno de mayor peso ato´mico (ve´ase la Figura 2.1),
se conoce como Fı´sica de Fusio´n. Este nuevo nu´cleo posee una masa inferior a la de
los dos nu´cleos anteriores, lo que provoca que esa diferencia sea liberada en forma
de energı´a. La cantidad de esta energı´a se corresponde con la famosa fo´rmula E =
mc2, en la quem es la diferencia de masa y c, la velocidad de la luz, fijada en 300.000
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Figure 2.1: Fusio´n deuterio-tritio.
Km/s [Ein61]. Las estrellas son un ejemplo de fusio´n nuclear, pues es a e´sta que
deben su caracterı´stico brillo.
Debido a su gran potencial, este proceso ha sido objeto de estudio por el Hom-
bre desde hace ma´s de 50 an˜os no consiguiendo todavı´a una reaccio´n controlada. La
Investigacio´n en este campo se ha centrado en el disen˜o de un reactor que permita
soportar la enorme presio´n y temperatura que requiere una fusio´n nuclear. En la
pra´ctica, la energı´a con la que iniciar el proceso es demasiado alta como para consi-
derar la fusio´n una fuente viable, ame´n de las dificultades para contener la reaccio´n
antesmencionadas. En esta Investigacio´n se encuentran dos lı´neas principales segu´n
el tipo de confinamiento de la fusio´n:
Inercial, que emplea partı´culas o rayos la´ser proyectados contra una unidad
de combustible, provocando una ignicio´n instanta´nea. Proyectos famosos que
proceden de esta lı´nea son el National Ignition Facility1 (NIF) en Estados Uni-
dos y el Laser Me´gaJoule2 (LMJ) en Francia.
Magne´tico, que contiene el combustible mediante un campo magne´tico. En su
interior se aumenta la temperatura y presio´n formando lo que se conoce como
plasma [Sta81].
La aplicacio´n objeto del estudio de este Capı´tulo pertenece al a´mbito de esta segun-
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Figure 2.2: Reactor Stellarator TJII del CIEMAT.
2.2. De un Rayo a un Grid Computacional
Entre los reactores por confinamiento magne´tico se encuentran los Stellarators,de fabricacio´n estadounidense. En particular, el Centro de Investigaciones Energe´ti-
cas, Medioambientales y Tecnolo´gicas3 (CIEMAT) posee un Heliac Flexible TJII, re-
sultado de una colaboracio´n con el Oak Ridge National Laboratory4 (ORNL) y el
Max-Planck-Institut fu¨r Plasmaphysik5 (IPP). Uno de los problemas que se preten-
de abordar usando este reactor (ve´ase la Figura 2.2) es la reduccio´n de la energı´a
necesaria para iniciar todo el proceso. Proceso que comienza una vez que el plasma
se encuentra en el reactor y se disparara un haz de microondas que eleva su tempe-
ratura. Dicho haz tiene una frecuencia del rango del ciclotro´n de iones o electrones
o bien, cercana a uno de sus armo´nicos.
El calentamiento por resonancia electro´n-ciclotro´n (Electron Cyclotron Resonan-
ce Heating, ECRH) [LPSF77] se caracteriza por su escasa longitud de onda, permi-
tiendo el estudio de sus propiedades empleando aproximaciones o´ptico-geome´tri-
cas. Esto significa que un haz de microondas puede simularse mediante una gran
cantidad de rayos. Si no hay una capa crı´tica en el plasma (del tipo corte o resonan-
cia) cercano a la cintura del haz, es posible emplear una aproximacio´n de campo
lejano y realizar lo ca´lculos en un cluster. No obstante, si la cintura del haz esta´ cer-
cana a la capa crı´tica y el me´todo de calentamiento emplea ondas de electrones del
tipo Bernstein (Electron BernsteinWaves, EBW) [RBLD02], el nu´mero de rayos nece-





CAPI´TULO 2. PORTADO DE APLICACIONES DE ALTA PRODUCTIVIDAD
es ido´neo para ser resuelto empleando el Grid [Cas05].
Cada uno de los rayos mencionados anteriormente puede ser trazado median-
te la aplicacio´n propuesta para ser portada al Grid. Esta aplicacio´n, llamada Truba,
que en ruso se escribe Tpy6a y define a un tipo de trompeta ucraniana, es fruto de
una colaboracio´n entre el CIEMAT y el General Physics Institute6 (GPI). Truba pue-
de ir encapsulada en un trabajo Grid, procesando ası´ un rayo distinto del haz de
microondas lanzado al interior del reactor de fusio´n [CTea04]. La aplicacio´n, pro-
gramada en Fortran, tarda en procesar un rayo 9 minutos en un Pentium 4 a 3,20
GHz. Adema´s, su taman˜o es 1,8 MB, el de los archivos de entrada (informacio´n del
rayo y geometrı´a del TJ-II) es 70 KB y el de los de salida, 549 KB. El sistema final, al
tratarse de un trazado masivo de rayos, tendrı´a por nombre MAssive RAy TRAcing
in Fusion Plasmas (MaRaTra, Trazado Masivo de Rayos en Plasmas de Fusio´n). Si
bien el cluster del CIEMAT habı´a llegado a procesar del orden de 50 a 100 rayos en
un tiempo razonable para poder realizar el mayor nu´mero de experimentos posible,
las necesidades cientı´ficas hablaban de una magnitud muy superior (1000 rayos co-
mo mı´nimo) de tal forma que suponga una mejora en el proceso de Investigacio´n.
Esta mejora en el proceso de Investigacio´n se traduce entonces, en trazar el mayor
nu´mero de rayos el mayor nu´mero de veces posible, a fin de encontrar ra´pidamen-
te el lugar ido´neo desde donde disparar el haz de microondas y calentar el plasma
del reactor consumiendo la menor energı´a. El Grid deberı´a recoger el testigo de la
Computacio´n Cluster y aumentar ası´ el nu´mero de rayos procesados, reduciendo a
la par el tiempo total, tal y como detalla en el artı´culo del Ape´ndice A.5.
2.3. Aplicaciones de Alta Productividad
Las aplicaciones de alta productividad, encuentran en la Computacio´n Grid unaplataforma apropiada para su ejecucio´n. Son muchas las a´reas cientı´ficas, ta-
les como la Bioinforma´tica, la Dina´mica de Fluidos Computacional o la Fı´sica de
Partı´culas, en las que se verifica este hecho. Son de especial intere´s para la presen-
te Tesis las aplicaciones de barrido de para´meros, que conllevan la ejecucio´n de un
gran nu´mero de tareas, realizando cada una un ca´lculo diferenciado so´lo por los
para´metros que e´sta recibe.
Ası´ como la estructura de este tipo de aplicaciones denota simplicidad, es la
propia naturaleza del Grid la que aparece como contrapunto. Uno de los proble-
mas ma´s complejos con el que la comunidad Grid debe lidiar, teniendo como fin
la ejecucio´n eficiente el tipo de aplicaciones descritas anteriormente, es el hecho de
que los Grids presentan condiciones cambiantes e impredecibles. Estas condicio-
6http://www.gpi.ru/
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nes son la alta tasa de error y la disponibilidad dina´mica de recursos, ası´ como la
carga y el coste. Para salvar estas dificultades se recurre a la planificacio´n adapta-
tiva [AAF+01, BWC+03, VD03] como solucio´n clara al dinamismo antes expuesto.
Adema´s, es posible incrementar el rendimiento y la tolerancia de fallos de a trave´s
de la migracio´n de trabajos a recursos ma´s apropiados [LARS01]. Esta migracio´n se
basarı´a en eventos generados dina´micamente tanto por el Grid como por la aplica-
cio´n ejecutada.
2.4. Trazado Masivo de Rayos en Plasmas de Fusio´n
Partiendo de la base que el portado de Truba iba a emplear la infraestructura per-teneciente al Proyecto EGEE, se solicito´ al CIEMAT una versio´n de la aplicacio´n,
para la arquitectura Intel. Posteriormente, se evaluaron las tecnologı´as disponibles
y compatibles con la infraestructura existente: El Workload Management System
(WMS) de EGEE y Globus GridWay. Esta evaluacio´n, detallada en los artı´culos apor-
tados en los Ape´ndices A.2 y A.4, no so´lo fue teo´rica, sino que tambie´n se realizaron
dos implantaciones de la arquitectura del sistema final.
2.4.1. ¿EGEE WMS o Globus GridWay?
El WMS de EGEE es el resultado de proyectos anteriores al propio EGEE (Data-
grid7, CrossGrid8). Su versio´n actual recibe el nombre de gLite [BCD+08] y esta´ ba-
sada en elmiddleware LCG-2 [DMD+04], del cual hereda sus elementos constituyen-
tes y funcionalidades. La versio´n LCG-2 era la u´nica disponible cuando el portado
de la aplicacio´n tuvo lugar y por tanto, fue objeto del estudio previo. La arquitec-
tura de WMS de EGEE, representada en la Figura 2.3, es altamente centralizada y
cada funcionalidad es suministrada por casi una ma´quina difrente, en el momento
que esta´ concevido como un servicio de red. Sus componentes son: el User Interfa-
ce (UI), que es desde donde el usuario envı´a los trabajos; el Resource Broker (RB),
que esta´ basado en Condor-G y aprovecha casi todas sus funcionalidades; el Com-
puting Element (CE) y los Worker Nodes (WN), que son el frontend y los nodos de
un cluster respectivamente, tal y como esta´ establecido en la rı´gida configuracio´n
de la arquitectura de LCG-2; el Storage Element (SE), empleado para almacenar los
ficheros del trabajo; el Logging and Bookkeeping service (LB), que registra eventos
relativos al trabajo [CLS04].
Despue´s de que el usuario comience a utilizar el Grid autentica´ndose desde el
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Figure 2.3: Arquitectura del WMS de EGEE.
trada a trave´s de un input sandbox. El RB contacta con el Servicio de Informacio´n,
donde se publican los recursos disponibles (CE y SE). Si fuera necesario, el RB tam-
bie´n consultara´ el Servicio de Cata´logo. Entonces, el Job Submission Service recibe
una versio´n expandida de la descripcio´n el trabajo, resultado de las decisiones de
planificacio´n tomadas por el RB (proceso de matchmaking), y manda el trabajo al CE
elegido. Mientras tanto, el RB envı´a a ese CE el input sandbox y la informacio´n de
contacto. El trabajo pasa entonces a un WN donde es ejecutado. Cuando e´ste finali-
za, el output sandbox es enviado de vuelta al RB y de ahı´, al usuario.
GridWay [HML04] se encuentra por encima de los servicios Globus, gestionan-
do la ejecucio´n de trabajos y asignacio´n de recursos, permitiendo adema´s que dicha
ejecucio´n sea desatendida, fiable y eficiente en Grids de´bilmente acoplados [LMH05]
formados por recursos Globus. Se considero´ este metaplanificador como opcio´n por-
que la infraestructura de LCG-2 emplea Globus (con unas ligeras modificaciones),
posibilitando por tanto su uso, tal y como se detalla en los artı´culos aportados en
los Ape´ndices A.1 y A.3. Su arquitectura altamente modular, representada en la Fi-
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Figure 2.4: Arquitectura de GridWay.
gura 2.4, esta´ formada por el GridWay Daemon (GWD) y diferentes Middleware
Access Drivers (MADs) para acceder a diferentes servicios Grid (informacio´n de
recursos, ejecucio´n de trabajos y transferencia de archivos), todos ellos en el mis-
mo equipo pues GridWay esta´ concebido como una herramienta cliente. GridWay
planifica trabajos de forma dina´mica, y adema´s los migra bajo peticio´n o de forma
oportunista.
Despue´s que el GWD recibe del usuario la descripcio´n el trabajo, se procede a
seleccionar el recurso. Con la decisio´n ya tomada, se cargan los MADs necesarios
para la ejecucio´n y la transferencia. La primera fase se llama prolog y en ella se pre-
para el sistema remoto, creando el directorio de trabajo y enviando los archivos de
entrada. Posteriormente viene el wrapper que es cuando tiene lugar la verdadera eje-
cucio´n del trabajo. Finalmente, durante el epilog, los ficheros de salida son traı´dos de
vuelta y el directorio remoto es borrado. Como aspecto adicional, coviene decir que
GridWay favorece el despliegue de metaplanificadores a nivel de organizacio´n que
proporcionan soporte para usuarios repartidos en diferentes instancias de planifi-
cacio´n. De esta forma, existe una instancia de planificacio´n por cada organizacio´n y
ası´ todas las instancias compiten entre ellas por los recursos disponibles.
Se procedio´ a comparar el WMS de EGEE con GridWay y el punto de partida
fueron las capacidades de planificacio´n. Ambos procesan los trabajos en modo FIFO
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y planifican de forma dina´mica, ofreciendo una forma de filtrar y evaluar recursos
basada en atributos dina´micos, a trave´s de expresiones de ranking. Los nombres de
estos atributos en LCG-2 son los mismos que los obtenidos del servicio de informa-
cio´n. En GridWay se ha an˜adido una capa de abstraccio´n para que los atributos sean
gene´ricos, ofreciendo ası´ otra forma ma´s de desacoplamiento. Mientras el RB so´lo
accede a servidores con Berkeley Database Information Index9 (BDII) y so´lo procesa
el esquema Grid Laboratory Uniform Environment (GLUE) [And04], los diferentes
MADs de GridWay permiten el acceso a los sistemas de informacio´n ma´s comunes.
Considerando tanto la ejecucio´n como la transferencia, y la adopcio´n de los inter-
faces y protocolos basados en Web Services (WS), los dos operan con los servicios
pre-WS de Globus, pero so´lo GridWay puede acceder a los servicios WS [HML06b].
GridWay proporciona mecanismos de migracio´n oportunista, esto es, en cada ciclo
de planificacio´n evalu´a los beneficios de migrar trabajos a nuevos recursos dispo-
nibles (an˜adidos o liberados) mediante la comparacio´n de expresiones de ranking.
LCG-2 no ofrece esta funcionalidad y el ranking so´lo afecta al envı´o de trabajos. Eva-
luando la deteccio´n de degradaciones en el rendimiento, GridWay toma en cuenta
el tiempo de suspensio´n en los sistemas remotos y solicita una migracio´n cuando
se supera un umbral predefinido. Adema´s, los trabajos son enviados incluyendo un
sistema ligero de monitorizacio´n. El trabajo migrara´ cuando el monitor detecte que
se no recibe el porcentaje de CPU mı´nimo esperado. Ninguno de estos mecanismos
de deteccio´n de degradaciones en el rendimiento esta´ implantados en LCG-2. La
monitorizacio´n en la arquitectura de LCG-2 es suministrada por el LB, que so´lo re-
gistra estados ba´sicos de los trabajos y los mezcla con los originados por otros com-
ponentes. Con GridWay, una aplicacio´n puede tomar decisiones sobre la seleccio´n
de recursos a medida que su ejecucio´n evoluciona, modificando sus expresiones de
requisitos y ranking, ası´ como solicitando una migracio´n. En LCG-2 por el contrario,
estas expresiones so´lo son fijadas al principio. En LCG-2, los mecanismos de conta-
bilidad distribuida son proporcionados por PBS Event Logging (APEL) [ABCea04].
GridWay ofrece funcionalidades de contabilidad local a trave´s de Berkeley Databa-
se [OBS99].
El siguiente aspecto que se considero´ en el ana´lisis fue la deteccio´n y recupera-
cio´n de errores. E´ste es de vital importancia para el portado de esta aplicacio´n, pues
uno de los requisitos consiste en que ninguno de los rayos podı´a perderse (su eje-
cucio´n debe ser siempre exitosa). LCG-2 incorpora los mecanismos de deteccio´n de
errores de Condor-G [MFF+05]. Por el otro lado, GridWay detecta la cancelacio´n de
un trabajo (cuando el co´digo de salida del trabajo no ha sido especifado), caı´da el
sistema remoto y desconexio´n de la red (ambos cuando el polling del trabajo falla).
En todos estos casos, GridWay solicita una migracio´n para el trabajo [HML06a]. El
9https://twiki.cern.ch/twiki/bin/view/EGEE/BDII/
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WMS de LCG-2 ofrece mecanismos de checkpointing incluyendo un API que permite
adaptar las aplicaciones para guardar el estado del proceso (representado como una
lista de variables y valores) en cualquier momento durante la ejecucio´n del trabajo, y
ası´ reiniciar el proceso desde esos datos cuando fuera necesario. Si un trabajo falla, el
WMS automa´ticamente lo replanifica a fin de enviarlo a otro recurso compatible, pa-
ra reiniciar su ejecucio´n desde el u´ltimo estado guardado. El usuario puede adema´s
recuperar esos datos para realizar un reenvı´o manual posterior y decidir desde que
estado deberı´a retomarse la ejecucio´n. En GridWay, los ficheros de checkpoint o reini-
cio corren a cargo del usuario. La migracio´n consiste en reiniciar la ejecucio´n del
trabajo en un nuevo recurso. Si no se suministran los ficheros de checkpoint, el tra-
bajo se ejecutara´ desde el principio. Estos checkpoints son recogidos perio´dicamente,
bien por la ma´quina cliente, bien por un servidor aposta. Pero tambie´n puede fallar
el sistema que ejecuta el planificador local. GridWay almacena de forma persistente
su estado con el objetivo de recuperar o reiniciar los trabajos una vez que el sistema
rearranca. LCG-2 delega en Condor-G, que almacena todo aquel estado relevante
para cada trabajo ennviado en la cola del planificador [FTL+02].
Tambie´n la funcionalidad a nivel de interfaz de usuario fue analizada. Tanto
GridWay como el RB de LCG-2 pueden gestionar trabajos sencillos y con depen-
dencias. Para estos u´ltimos, LCG-2 se apoya en Condor DAGMan [ABCea04] y con
GridWay, el usuario puede sincronizar trabajos. Adema´s, LCG-2 permite trabajos
interactivos. Por otro lado, GridWay permite manejar trabajos parame´tricos (mis-
mo ejecutable pero distinta entrada). La sincronizacio´n de trabajos en LCG-2 corre
a cargo del usuario, teniendo que implantar un mecanismo de espera activa, si bien
la dependencia de trabajos, tal y como se comento´ antes, se realiza a trave´s deDAG-
Man. Ası´, por cada Grafo Acı´clico Dirigido (Direct Acyclic Graph, DAG) se crea
un proceso DAGMan que sera´ enviado a Condor-G. Ambas tecnologı´as otorgan al
usuario un control total de sus trabajos, con el ana˜dido en GridWay de que e´stos se
pueden migrar y sincronizar. Adema´s, GridWay ofrece diversas implantaciones del
esta´ndar DRMAA (ve´ase Seccio´n 1.5) mientras que EDG WMS API10, suministrada
por LCG-2, no es directamente un esta´ndar.
El u´ltimo aspecto que fue considerado es la instalacio´n y la configuracio´n. Am-
bas tecnologı´as son modulares. El RB de LCG-2 es un servicio de red que se apoya
sobre un gran nu´mero de dependencias externas (requiere otros servicios adema´s
de Globus): Condor-G, MySQL, etc. GridWay se apoya en el middleware de Globus
en el lado del cliente, pero adema´s puede ser usado como un elemento de construc-
cio´n para arquitecturas ma´s complejas que implementan servicios ma´s avanzados.















Figure 2.5: Funcionamiento de MaRaTra.
esta´n usando otras distribuciones. Analizando los mecanismos de seguridad, LCG-
2 emplea los del GSI de Globus Toolkit12 y adema´s implementa VOMS, donde un
usuario tiene un nombre y un rol dentro de una organizacio´n virtual. VOMS permi-
te un control de grano fino del uso de los recursos tanto para la organizacio´n de los
usuarios como la propietaria de los recursos [ACea05].
2.4.2. Arquitectura del Sistema
Antes de continuar con la evaluacio´n de ambas herramientas de alto nivel, seprocedio´ a disen˜ar la arquitectura del sistema, representada en la Figura 2.5.
En ella se distinguen dos entidades principales: el lanzador y el motor. El lanzador
se encarga de generar descriptores de trabajo en funcio´n de los rayos a analizar. En
estos descritores de trabajo se mantiene el ejecutable (Truba) y en los ficheros de en-
trada, el de la geometrı´a del reactor. El resto de para´metros cambia totalmente. Los
descriptores de trabajo pueden reducirse al de un trabajo parame´trico, en cuyo caso,
el lanzador so´lo debera´ informar al motor acerca del nu´mero de trabajos totales. El
motor, por su lado, se encarga de recoger los descriptores de trabajo y elevarlos al
metaplanificador para su envı´o al Grid. Finalmente, obtendra´ los resultados de las
ejecuciones pero para ello, el motor debera´ conocer el estado de los trabajos.
Para la implantacio´n con el WMS de EGEE, se empleo´ el lcg2.1.69 User Interfa-
ce C++ API. Si bien su especificacio´n dispone que se pueden definir colecciones de
12http://www.globus.org/toolkit/security/
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trabajos, un bug hacı´a fallar todo el sistema cuando se sobrepasara un nu´mero inde-
finido de trabajos, por lo que fue necesario reimplantar esa funcionalidad a partir
de trabajos sencillos. Adema´s, se preciso´ un mecanismo de espera activa para co-
nocer el estado de cada trabajo. A la finalizacio´n de los mismos, se debı´a hacer una
llamada explı´cita a una funcio´n de recogida de ficheros de salida.
Con GridWay se empleo´ DRMAA C y el proceso fue ma´s sencillo. La creacio´n
de trabajos parame´tricos se pudo realizar empleando las funciones del esta´ndar sin
ningu´n problema. La obtencio´n de los resultados se hizo ma´s simple pues la im-
plantacio´n de DRMAA de GridWay ofrece la funcionalidad de sincronizacio´n de
trabajos.
2.5. Primeras Experiencias
Durante los primeros experimentos, publicados en los artı´culos de los Ape´ndi-ces A.1 y A.3, se empleo´ la infraestructura perteneciente a la organizacio´n vir-
tual de prueba de la Federacio´n Suroeste de EGEE (SWETEST VO). En la Tabla 2.1
puede encontrarse ma´s informacio´n sobre los centros y ma´quinas que participaron.
Todos los centros espan˜oles esta´n conectados por la Red Espan˜ola Acade´mica y de
Investigacio´n13 (RedIRIS), cuyos enlaces esta´n representados en la Figura 2.6. Los
trabajos fueron enviados desde la Universidad Complutense de Madrid y, en el ca-
so de LCG-2, el RB estaba ubicado en el IFIC.
Table 2.1: Recursos Grid de SWETEST VO empleados.
Centro Procesador Velocidad (GHz) Nodos Gestor Local
CESGA Intel Pentium III 1.1 46 PBS
IFAE Intel Pentium 4 2.8 11 PBS
IFIC AMD Athlon 1.2 127 PBS
INTA-CAB Intel Pentium 4 2.8 4 PBS
LIP Intel Xeon 2.8 25 PBS
PIC Intel Pentium 4 2.8 172 PBS
USC Intel Pentium III 1.1 100 PBS
La Tabla 2.2 muestra un resumen del rendimiento obtenido con los dos sistemas
de metaplanificacio´n. Texe y Txfr son los tiempos medios de ejecucio´n y el de trans-
ferencia respectivamente, representados en la comparativa por centros de la Figu-
13http://www.rediris.es/
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Figure 2.6: Infraestructura de RedIRIS.
ra 2.7 y la Figura 2.8. Como puede observarse, GridWay presenta un mayor tiempo
de transferencia, debido a los trabajos adicionales correspondientes a las fases de
prolog y epilog [HML04]. No obstante, estos experimentos fueron realizados con una
versio´n de GridWay previa a la 4.7, en la cual se redujo este tiempo an˜adido. Por
otro lado, la desviacio´n esta´ndar de me´tricas del rendimiento puede ser un buen
indicador de la heterogeneidad tanto de los recursos Grid como de sus intercone-
xiones, tal y como se explica en los artı´culos aportados en los Ape´ndices A.1 y A.3.
Finalmente, el overhead (retardo introducido por la propia tecnologı´a) de GridWay
muestra los beneficios de la ligereza en su concepto y sus mecanismos de deteccio´n
de la degradacio´n en el rendimiento.
Table 2.2:Me´tricas de rendimiento con ambas tecnologı´as.
Texe (m) Txfr (m) T Prod. Ovh.
Media Desv. Media Desv.
LCG-2 30.33 11.38 0.42 0.06 195 15.38 1.82
GridWay 36.80 16.23 0.87 0.51 120 25.00 0.52
El WMS de EGEE tardo´ 195 minutos (3,25 horas) en ejecutar 50 trabajos, alcan-
zando una productiviad de 15,38 trabajos/hora. GridWay tardo´ 120 minutos (2 ho-
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Figure 2.8: Txfr medio por centro.
ras) en ejecutar la misma carga, con una productividad de 25 trabajos/hora. la con-
clusio´n es que GridWay aprovecha ma´s los recursos disponibles debido a sus ca-
pacidades superiores de planificacio´n en recursos dina´micos. De hecho, durante los
experimentos con el WMS de EGEE, se evidenciaron bastantes problemas descritos
en el ana´lisis teo´rico. El RB de LCG-2 no ofrece migracio´n oportunista ni deteccio´n
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de la degradacio´n, por lo que los trabajos son asignados a recursos ocupados.
Adicionalmente, se calculo´ el nivel de paralelismo [HML05] obtenido por ambas





siendo Texe la suma de los tiempos de ejecucio´n de los trabajos y T , el tiempo total.
Ası´, deducimos que el nivel de paralelismo obtenido por GridWay (14,91) fue ma´s
alto que el del WMS de EGEE (6,89).
De todas formas, no todos los trabajos terminaron exitosamente durante su pri-
mer envı´o. Con el WMS de EGEE, 31 trabajos necesitaron ser reenviados. Con Grid-
Way so´lo fallo´ 1 trabajo, pero 21 migraciones tuvieron lugar, producidas principal-
mente por unos tiempos de suspensio´n (espera en cola) excesivos y el descubri-
miento de mejores recursos cuando el trabajo estaba asignado a uno excesivamente
inferior.
En [MHL06] fue propuesta una metodologı´a para analizar el rendimiento de
Grids computacionales en la ejecucio´n de aplicaciones de alta productividad. Este
modelo facilita la comparacio´n de diferentes plataformas en los siguientes te´rmi-
nos: rendimiento asinto´tico (r1), que es el mayor nu´mero de tareas ejecutadas por
segundo, y la longitud de rendimiento medio (n1=2), que es el nu´mero de tareas ne-
cesarias para obtener la mitad del rendimiento asinto´tico. Una caracterizacio´n de
primer orden empleando estos para´metros puede expresarse como:
n(t) = r1t¡ n1=2; (2.2)
Entonces, el rendimiento del sistema, trabajos completados por segundo, puede de-
finirse como un nu´mero finito de tareas:




donde n es el nu´mero de trabajos. Los para´metros del modelo, r1 y n1=2, son ob-
tenidas con un ajuste lineal de los resultados experimentales de la ejecucio´n de las
aplicaciones.
La Figura 2.9 y la Figura 2.10 muestran el rendimiento experimental obtenido
con las dos tecnologı´as, ası´ como el predicho por la Ecuacio´n (2) y Ecuacio´n (3). Con
el WMS de EGEE, r1 fue 0,0051 trabajos/segundo (18,19 trabajos/hora) y n1=2 fue
8,33. Con GridWay r1 fue 0,0079 trabajos/segundo (28,26 trabajos/hora) y n1=2 fue
1,92. Se puede deducir de los diferentes valores de n1=2 que GridWay necesita menos
trabajos para obtener la mitad del rendimiento asinto´tico, debido a una asignacio´n
ma´s temprana de trabajos a recursos.
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Figure 2.10: Rendimiento exponencial y predicho.
Con estas primeras experiencias, se ha demostrado que GridWay es una buena
alternativa al RB de LCG-2, tanto para usuarios, desarrolladores de aplicaciones,
como administradores Grid. GridWay ofrece compatibilidad a las aplicaciones que
empleen sistemas gestores que a su vez, implanten el esta´ndar DRMAA. El interfaz
de comandos es similar al de los gestores de recursos locales para enviar, terminar,
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Figure 2.11: DSAGrid, GRIDIMadrid y EGEE.
migrar, monitorizar y sincronizar trabajos (sencillos, parame´tricos y con dependen-
cias). Adicionalmente, el despliegue y mantenimiento de GridWay no es solamente
ra´pido y sencillo, sino que adema´s, se puede realizar sobre un amplio abanico de
plataformas. GridWay introduce menos overhead y ofrece ma´s productividad que el
WMS de EGEE. Esto es ba´sicamente debido a la reduccio´n de fases en el envı´o de
trabajos, ası´ como sus mecanismos de migracio´n oportunista y deteccio´n de la de-
gradacio´n en el rendimiento, que mejoran considerablemente el uso de los recursos.
No obstante, en la comparacio´n realizada no se trato´ la gestio´n de datos, por no ser
necesaria para la aplicacio´n.
2.6. Optimizacio´n de la Ejecucio´n
Los primeros resultados de la implantacio´n de MaRaTra fueron exitosos, conso-lidando a GridWay como la herramienta de alto nivel a usar para su portado.
No obstante, el prototipo necesito´ ser revisado, puesto que se debı´a incrementar el
nu´mero de rayos en proceso.
La primera mejora planteada consistio´ en extender la infraestructura Grid em-
pleada. Si bien EGEE posee numerosos recursos, en ma´s de una ocasio´n puede en-
contrarse un alto grado de ocupacio´n de los mismos ya que existen otras aplicacio-
nes y experimentos en produccio´n. Por otro lado, las polı´ticas existentes en los recur-
sos disponibles sobre el nu´mero ma´ximo de trabajos simulta´neos ejecuta´ndose, sue-
len limitar bastante la infraestructura operativa. Es por esto que se aprovecho´ la ca-
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Figure 2.12: Uso de chunks en MaRaTra.
pacidad de GridWay para interactuar con diferentes middleware Grid ba´sicos (ve´ase
la Seccio´n 2.4.1) y a los recursos accedidos por la aplicacio´n Grid se sumaron DSA-
Grid y GRIDIMadrid, descritos en las Secciones 1.2.1 y 1.2.2, respectivamente. Estas
infraestructuras Grid no disponen de tanta potencia de ca´lculo como la de EGEE,
pero sı´ permiten liberarla en parte de su carga de trabajos. Esto es posible princi-
palmente gracias a la proximidad de estas nuevas infraestructuras Grid, en las que
el trabajo no terminara´ antes necesariamente, pero sı´ las transferencias de archivos,
tanto de entrada como de salida, tal y como se representa en la Figura 2.11.
La siguiente mejora fue resultado del estudio de los tiempos de espera de los
trabajos en el recurso remoto y fue presentada en [VPHM+07] a fin de mostrar a la
Comunidad de Fusio´n sus beneficios. De las primeras experiencias, se observo´ que
dicho tiempo permanecı´a pra´cticamente invariable. Como este tiempo se aplica a
cada trabajo enviado, se considero´ el agrupamiento de ejecuciones de Truba en el
mismo trabajo o chunk. Esta mejora, representada en la Figura 2.12, redunda en-
tonces en una reduccio´n tanto del nu´mero de trabajos a gestionar como del tiempo
total.
Se probo´ con diferentes taman˜os de chunk para procesar 101 y 1001 rayos en va-
rios experimentos. La eleccio´n de estos taman˜os, si bien tentativa, responde a las
limitaciones impuestas al tiempo de ejecucio´n de cada trabajo por los recursos de
computacio´n pertenecientes a la infraestructura. En cada chunk se ejecuta un tra-
bajo que procesa un nu´mero especifico de rayos. El nu´mero total de chunks segu´n
las consideraciones tomadas esta´ especificado en la Tabla 2.3 y los tiempos totales
obtenidos, representados en la Figura 2.13. Para 101 rayos, se puede apreciar que
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Table 2.3: Nu´mero de chunks enviados segu´n su taman˜o.
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101 Rayos
1001 Rayos
Figure 2.13: Tiempos totales con diferentes chunks.
el nu´mero ideal de trabajos agrupados es 10. Para 1001 rayos, ası´ como existe una
tendencia alcista, la eleccio´n de 10 rayos difiere escasamente en tiempo total de la
de 5 rayos, no siendo ası´ para el nu´mero de trabajos totales, los cuales son reduci-
dos considerablemente. La reduccio´n del nu´mero de trabajos simulta´neo simplifica
la gestio´n de los trabajos, con un inferior nu´mero de transferencias simulta´neas que
no colapsarı´a el ancho de banda. No obstante, ligada a esta pe´rdida de overhead se
encuentra tambie´n la pe´rdida del nivel paralelismo, al reducir el nu´mero de tareas
simultaneas.
2.7. Conclusiones
Queda constatado que la metaplanificacio´n es un paso necesario en la evolucio´ndel middleware Grid. En este capı´tulo, adema´s de introducir el a´mbito de la
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aplicacio´n portada al Grid, la Fı´sica de Fusio´n, se ha realizado una comparativa
entre dos implantaciones que se podı´an ajustar a las necesidades de la misma: El
WMS de EGEE y GridWay. Este ana´lisis no so´lo ha sido teo´rico, sino que adema´s,
ambas plataformas han sido puestas a prueba en un entorno de produccio´n como es
la infraestructura Grid de EGEE.
Se ha demostrado que GridWay ofrece una alternativa de metaplanificacio´n al
RB de LCG-2, distribuida por EGEE, para usuarios, desarrolladores de aplicaciones
y administradores Grid. GridWay ofrece compatibilidad a aplicaciones con sistemas
de gestio´n de recursos distribuidos que implantan el esta´ndar DRMAA. El interfaz
de comandos es similar a los encontrados en los sistemas de gestio´n recursos locales
para enviar trabajos, migrarlos, monitorizarlos, sincronizar (tanto trabajos sencillos
como parame´tricos y con dependencias). Adema´s, el despliegue y el mantenimiento
no so´lo es sencillo y ra´pido, sino que adema´s, es posible emplear un amplio abanico
de plataformas. Finalmente, GridWay produce un overhead inferior, ası´ como ofrece
una mayor productividad. No obstante, LCG-2 tiene tambie´n otros componentes
que no fueron considerados, como es el caso de la gestio´n de datos.
Una vez que se opto´ por GridWay para portar definitivamente la aplicacio´n y
seguirla en su ciclo de desarrollo, se procedio´ a optimizar el sistema final. Esta op-
timizacio´n consistio´, por un lado, en aprovechar la funcionalidad de GridWay que
permite interoperar con otras infraestructuras. Por el otro lado, se adopto´ el uso de
chunks para reducir el nu´mero total de trabajos y con ello, la suma de los tiempos
de espera en recurso remoto. Finalmente, la viabilidad de esta solucio´n para 101 y
1001 rayos, con un taman˜o tentativo de trabajos, fue comprobada de forma exitosa
realizando varios experimentos.
La herramienta, disponible de forma abierta para la comunidad de Fı´sica de Fu-
sio´n, ha tenido una gran aceptacio´n. Una prueba de ello es que se esta´ ejecutando
en produccio´n. Adema´s, se esta´n recibiendo peticiones de mejora y creando aplica-




Portado de Flujos de Trabajos
Quanti conigli puo` allevare una
coppia in un anno?
Leonardo di Pisa (Fibonacci)
Amedida que la Computacio´n Grid se esta´ consolidando y extendiendo su aplica-cio´n a muchas a´reas cientı´ficas, la complejidad de las aplicaciones involucradas
ha ido incrementa´ndose. El concepto de flujo de trabajos aparece para satisfacer es-
tas necesidades mediante la automatizacio´n de los procedimientos de transferencia
de datos y ejecucio´n de trabajos. Si en el capı´tulo anterior se presentaba un algorit-
mo que respondı´a al ma´s sencillo de los flujos de trabajos, en e´ste la complejidad
aumentara´ no so´lo en el algoritmo estudiado, sino tambie´n en las optimizaciones
requeridas para proporcionar eficiencia y superar las limitaciones impuestas por el
hardware.
Este capı´tulo comenzara´ con una introduccio´n a la Bioinforma´tica, campo cientı´fi-
co al que pertenece el algoritmo cuya aplicacio´n sera´ portada al Grid. Ambos sera´n
explicados seguidamente en la Seccio´n 3.2, para luego desarrollar el Estado del Ar-
te de los flujos de trabajos en la Seccio´n 3.3. El proceso de portado de la aplicacio´n
sera´ explicado en la Seccio´n 3.4 y sus resultados experimentales, en la Seccio´n 3.5.
Nuevamente y como una de las aportaciones de esta Tesis, el algoritmo necesito´ una
revisio´n para optimizar su funcionamiento. Ası´, en la Seccio´n 3.6 se estudiara´n las
posibles optimizaciones existentes en la Literatura, para luego discutir en la Sec-
cio´n 3.7, los resultados derivados de la aplicacio´n de la replicacio´n y la aglomera-
cio´n. Al detectar una serie de parame´tros de entrada que alteraban el tiempo total de
proceso, se confecciono´ un modelo de ejecucio´n que se mostrara´ en la Seccio´n 3.8 y
que permite una eleccio´n o´ptima de dichos para´metros de optimizacio´n. Finalmen-
te, el capı´tulo termina con una Seccio´n de conclusiones (Seccio´n 3.9).
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3.1. Bioinforma´tica
Como a´rea cientı´fica, la Bioinforma´tica es de reciente creacio´n (2002). E´sta puededefinirse como la aplicacio´n deme´todos cientı´ficos en computacio´n, con el obje-
tivo de analizar datos experimentales de origen biolo´gico, ası´ como la simulacio´n de
sistemas biolo´gicos. Los datos analizados suelen provenir de mole´culas relevantes
para la vida, generalmente de origen geno´mico y proteo´mico. Profundizando ma´s
en las aplicaciones de la Bioinforma´tica, se puede encontrar tambie´n la minerı´a de
datos (data mining), ası´ como el desarrollo de herramientas informa´ticas que faciliten
y agilicen los procesos antes indicados.
Dada la heterogeneidad de las disciplinas que intervienen en la Bioinforma´tica,
son apreciables varias lı´neas de Investigacio´n principales:
Anotacio´n de genomas. Se trata de un proceso de marcado de genes, ası´ como
de otras caracterı´sticas detectables en secuencias de ADN. El primer sistema
se remonta a 1995 [WF95].
Ana´lisis de la expresio´n ge´nica. Existen diversas te´cnicas fı´sicas para realizar
este ana´lisis, entre ellas: microarrays de ADN, secuenciacio´n de EST, y ana´lisis
en serie de la expresio´n ge´nica. Todas ellas esta´n sujetas a sesgos y ruidos oca-
sioandos por la propia medicio´n. Es por ello que la principal lı´nea de trabajo
consiste en desarrollar herramientas estadı´sticas para aislar los datos relevan-
tes en estudios de alto volumen de procesamiento [MHV+02].
Ana´lisis de secuencias. Cantidades ingentes de secuencias de ADN pertene-
cientes a diversos organismos han sido decodificadas y guardadas en bases de
datos desde 1977. Su ana´lisis permite dilucidar los genes que codifican cier-
tas proteı´nas, ası´ como las propias secuencias reguladoras. De esta forma, la
comparacio´n de genes entre especies (o dentro de la misma especie) permite
descubrir similitudes entre funciones de proteı´nas y relaciones entre las pro-
pias especies [CG84].
Geno´mica comparativa. El objeto de estudio es en este caso la corresponden-
cia entre genes o bien, entre otras caracterı´sticas geno´micas de una poblacio´n
de diferentes organismos. De esta forma, se pueden construir los denomina-
dos mapas intergeno´micos que permiten rastrear los procesos evolutivos que
separan a dos genomas [KPD+04].
Medicio´n de la biodiversidad. La biodiversidad es el complemento geno´mi-
co total de todas las especies que conviven en un medio ambiente concreto.
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La labor computacional que entran˜a su ana´lisis esta´ repartida entre el alma-
cenamiento de las caracterı´sticas en bases de datos, el ana´lisis de esa informa-
cio´n, su comparticio´n, y finalmente una simulacio´n de la dina´mica poblacio-
nal [HBWI07].
Biologı´a evolutiva computacional. Consiste en el estudio del origen ancestral
de las especies y su evolucio´n a lo largo del tiempo. Se suelen emplear algo-
ritmos gene´ticos y su gran meta es construir el cada vez ma´s complejo a´rbol
filogene´tico de la vida [FM67].
Ana´lisis de la regulacio´n. Se define como la orquestacio´n de eventos que par-
ten de una sen˜al extracelular (por ejemplo, una hormona) y estudian su reper-
cusio´n en la actividad de una proteı´na o un conjunto de ellas [Elg96].
Acoplamiento proteı´na-proteı´na. A medida que se descubren nuevas estruc-
turas tridimensionales de proteı´nas, la prediccio´n de posibles interacciones
ha ido cobrando intere´s. La solucio´n se presenta en forma de simulaciones,
basa´ndose exclusivamente en la forma de estas estructuras, no necesitando
entonces experimentos reales de interaccio´n proteı´na con proteı´na [CGVC04].
Ana´lisis de imagen de alto rendimiento. El campo de la Biomedicina se dis-
tingue por producir grandes cantidades de ima´genes con un alto contenido
de informacio´n. La Bioinforma´tica suministra por consiguiente, tecnologı´as
de computacio´n para acelerar o automatizar el proceso, ası´ como analizar las
ima´genes suministradas [SNW+07].
Ana´lisis de la expresio´n de proteı´nas. En este caso, la Bioinforma´tica se plan-
tea como una ayuda tanto a la tecnologı´a de microarrays de proteı´nas como a
la espectrometrı´a de masas de alto rendimiento [Liu07].
Prediccio´n de la estructura de las proteı´nas. En esta lı´nea, el objetivo es pre-
decir la secuencia de aminoa´cidos de una proteı´na. Esto se logra a trave´s de
otra secuencia, que es la de nucleo´tidos sobre el gen que la codifica. Hasta aho-
ra, la Bioinforma´tica ha provisto heurı´sticas que se tornan u´tiles en la mayor
parte de los casos [Yua05].
Modelado de sistemas biolo´gicos. Se centra en simulaciones de subsistemas
celulares, por lo que la computacio´n juega una gran baza. La meta consiste en
analizar las conexiones, muy complejas, entre los procesos celulares. Concep-
tos extraı´dos de esta lı´nea de Investigacio´n son la vida artificial y la evolucio´n
virtual [BL].
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Ana´lisis de mutaciones en el ca´ncer. Ası´ como la reordenacio´n geno´mica en
ce´lulas afectadas por el ca´ncer es compleja e impredecible, si es posible realizar
ana´lisis individuales de las secuecias. La Bioinforma´tica entonces produce sis-
temas que gestionan de forma automa´tica la gran cantidad de datos extraı´dos
de las secuencias analizadas, ası´ como desarolla algortimos para comparar los
resultados [HSV+].
3.2. Un Grid Computacional para comparar Proteı´nas
Tal y como se explica en el artı´culo del Ape´ndice A.7, la aplicacio´n objetivo fue
propuesta para su portado al Grid por el Centro Nacional de Investigaciones On-
colo´gicas1 (CNIO). Su nombre es cd-hit [LG06] (Cluster Database at High Identity with
Tolerance) y esta´ compuesta por un conjunto de herramientas que realiza clusteri-
ng de proteı´nas. Este proceso consiste en eliminar las secuencias redundantes de
una base de datos de proteı´nas para que so´lo las representativas permanezcan. El
clustering de proteı´nas tienen muchos usos, tales como la clasificacio´n de familias
de proteı´nas, ana´lisis de dominios, organizacio´n de grandes bases de datos de pro-
teı´nas o mejorar el rendimiento en sus bu´squedas. Pero de entre los usos de cd-hit,
el ma´s famoso es la generacio´n de conjuntos de datos UniRef para UniProt2, que es
el mayor cata´logo de informacio´n estructurada de proteı´nas del mundo.
El algoritmo implantado por cd-hit esta´ representado en la Figura 3.1. Inicial-
mente, una herramienta llamada cd-hit-div realiza divisiones en la base de datos
de proteı´nas. A la primera divisio´n, considerada como la representativa, se le apli-
ca la herramienta cd-hit con el fin de compararse consigo misma (la tarea A en la
Figura 3.1). La salida es entonces comparada con el resto de divisiones mediante
la herramienta cd-hit-2d (las tareas B). La primera divisio´n resultado de la u´ltima
operacio´n es considerada a continuacio´n como la representativa (la tarea A0 en la
Figura 3.1) y el proceso comienza de nuevo hasta que no queden ma´s divisiones.
Una vez que la u´ltima comparacio´n ha concluido, todas las salidas de las diferentes
llamadas a cd-hit son consolidadas empleando la herramienta clstr merge.pl.
La razo´n por la cual se solicito´ el portado de cd-hit empleando la Computacio´n
Grid radica en el taman˜o de las bases de datos procesadas. A medida que el nu´mero
de proteı´nas en e´stas se incrementa, ma´s inviable se vuelve todo el proceso en una
sola ma´quina, debido a los requisitos de memoria y al tiempo total de ejecucio´n. Por
otro lado, la complejidad asociada al algoritmo requiere un gran nu´mero de recursos

















Figure 3.1: Algoritmo implantado por cd-hit.
de sus archivos, justifica el uso de una gran infraestructura Grid.
3.3. Flujos de Trabajos
Los flujos de trabajos (workflows) caracterizan un trabajo computacional como un
conjunto de tareas con unas determinadas relaciones de dependencia entre sı´. Estas
relaciones de dependencia pueden estar condicionadas por el orden de ejecucio´n,
los datos utilizados, o bien otros factores. Podemos distinguir muchos tipos de flujo
de trabajos, en base al aspecto que estemos considerando.
El flujo de trabajos ma´s sencillo que puede encontrase es el Barrido de Para´me-
tros [Pin02], tipo al que pertenece la aplicacio´n del Capı´tulo 2. De hecho, las apli-
caciones de Barrido de Para´metros esta´n englobadas en las de Alta Productividad.
Como se recordara´, todas las tareas de este tipo de flujos se ejecutan en paralelo sin
existir una relacio´n de precedencia entre las mismas.
Adicionalmente, nos encontramos tambie´n con lasCadenasAdaptativas [PCM+07]
en las que sus tareas tienen una sola entrada y una sola salida, si bien dichas tareas
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pueden ser un conjunto en otras.
Dentro de los flujos de forma arbo´rea, con tareas que se van ramificando, distin-
guimos:
A´rboles de Entrada [Pin02, MB05] y A´rboles de Entrada Densos [MB05], en
los que el nu´mero de tareas en paralelo se va reduciendo a medida que nave-
gamos por el flujo de trabajos.
A´rboles de Salida [Pin02, MB05] y A´rboles de Salida Densos [MB05], en los
que por el contrario, el nu´mero de tareas en paralelo va aumentando.
Si consideramos co´mo se definen las Condiciones de Precedencia entre tareas,
podemos distinguir entreAcotados [Pin02] yArbitrarios [Pin02]. Ahondando en las
condiciones de precedencia y en particular, el sentido en el que e´stas confieren una
forma al flujo de trabajos, distinguimos entre:
Grafos Dirigidos Acı´clicos [YB05], en los que todas las tareas son ejecutadas
como ma´ximo una vez.
Grafos Dirigidos No Acı´clicos [YB05], en los que por el contrario, se pueden
dar ciclos de tareas.
3.4. Arquitectura del Sistema
Con el objetivo de portar la aplicacio´n al Grid, se ha distinguido en dos tiposde tareas. En el primer tipo, el trabajo ejecuta cd-hit-2d y seguidamente, cd-hit
sobre la divisio´n de la base de datos tomada. En el segundo tipo, el trabajo so´lo
ejecuta cd-hit-2d. Tanto la divisio´n de la base de datos como la consolidacio´n final
son realizadas localmente. De la Figura 3.1 se extrae que las tareas de un cierto nivel
no pueden comenzar hasta que el primer trabajo del nivel anterior haya conluido,
con lo que las dependencias globales de cada tarea son fa´cilmente distinguibles,
ası´ como el perfil de flujo de trabajos del propio sistema.
Se empleo´ el metaplanificador GridWay que ya habı´a sido usado en el campo de
la Bioinforma´tica [HBML04]. En particular, se uso´ su implantacio´n del DRMAA3.
Ası´ como en el anterior capı´tulo se describieron las capacidades de gestio´n de carga
de GridWay, a continuacio´n y a modo de justificacio´n de su uso, se describira´ Grid-
Way empleando la taxonomı´a propuesta por [YB05]. Un estudio ma´s extendido con
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GridWay, cuya arquitectura ya ha sido expuesta en la Seccio´n 2.4.1, es capaz de
gestionar flujos de trabajos basados en grafos dirigidos acı´clicos, donde cada nodo es
una tarea cuyo inicio esta´ sujeto a la finalizacio´n de otras tareas. Adema´s, GridWay
permite estructuras avanzadas de flujo como bucles y branches gracias a su implan-
tacio´n del DRMAA. Considerando la especificacio´n de flujos de trabajos, GridWay
emplea un modelo abstracto puesto que el flujo es definido sin referencias a recursos
Grid especı´ficos. Al concretizar flujos abstractos, GridWay sigue un esquema dina´mico
puesto que utiliza informacio´n esta´tica y dina´mica de los recursos. La planificacio´n
se realiza en tiempo de ejecucio´n, siempre teniendo en cuenta los requisitos de cada
tarea y las expresiones de ranking. Dentro de este esquema, GridWay sigue la llama-
da planificacio´n just in-time en la que las decisiones so´lo se toman durante la ejecucio´n
de la tarea. Adema´s, tambie´n se considera la informacio´n sobre la ejecucio´n de las
tareas. La arquitectura de GridWay, tal y como se define en [YB05], es centralizada
porque las decisiones son tomadas por un u´nico planificador central.
Por el otro lado, la toma de decisiones es local porque la informacio´n de cada
tarea so´lo es considerada cuando e´stas se planifican, ya que GridWay resuelve sus
dependencias y comienza a trabajar a nivel de tarea. Una vez que una tarea (o nodo
del grafo) es asignada a un recurso, el ejecutable y los ficheros de entrada son trans-
feridos a la ma´quina remota y la ejecucio´n tiene lugar. Cuando la tarea finaliza, los
ficheros de salida son traı´dos de vuelta, y GridWay verifica si este evento libera de
dependencias a otras tareas de forma que el proceso comience de nuevo [HML04].
GridWay ofrece mecanismos de transferencia automa´tica. En particular, se toma una
aproximacio´n centralizada puesto que los datos intermedios son tranferidos entre
recursos a trave´s de un servidor de checkpoint, que sirve para reiniciar el flujo de
trabajos en caso de fallo.
La tolerancia a fallos en GridWay esta´ concebida a nivel de tarea, tomando en
cuenta posibles fallos del tipo cortes de red o caı´das tanto de la ma´quina remota
como de la local. Siguiendo la nomenclatura de [YB05], GridWay aplica las siguien-
tes te´cnicas: reintento (intenta la ejecucio´n o la transferencia de archivos en el mismo
recurso en caso de fallo), recurso alternativo (envı´a la tarea fallida a un recurso al-
ternativo) y checkpoint/reinicio (las tareas fallidas son movidas transparentemente a
otros recursos).
3.5. Primeras Experiencias
Como primera base de datos a procesar se empleo´ una parte de la RefSeq
4, dis-
tribuı´da para el National Center for Biotechnology Information (NCBI) de Es-
4http://www.ncbi.nlm.nih.gov/RefSeq/
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tados Unidos. Su taman˜o era de 435 MB y almacenaba 504.876 proteı´nas. El nu´mero
de tareas resultantes y por ende, el taman˜o de los ficheros de entrada, esta´n sujetos
a las divisiones que se hayan realizado inicialmente a la base de datos, tal y como se
muestra en la Tabla 3.1. Por su parte, tanto cd-hit como cd-hit-2d ocupan 1,1 MB.
Table 3.1: Taman˜o de archivos y nu´mero de tareas por cada divisio´n.
Divisiones Taman˜o Medio Tareas
10 44 MB 45
12 36,5 MB 66
14 31,5 MB 91
16 27,5 MB 120
18 24,5 MB 153
20 22 MB 190
22 20 MB 231
Los experimentos, cuyos resultados fueron publicados en los artı´culos aportados
en los Ape´ndices A.6 y A.7, fueron realizados en recursos del proyecto EGEE dedi-
cados a las actividades de Biomedicina, debido a que, como ya se ha precisado en
el anterior capı´tulo, GridWay puede ser usado en esta infraestructura [VPHML06].
Los recursos conformantes de la infraestructura de los experimentos esta´n detalla-
dos en la Tabla 3.2. Los trabajos fueron enviados desde la Unversidad Complutense
de Madrid en diferentes momentos del dı´a, durante diferentes dı´as de la semana, y
a lo largo de julio del 2007.
Considerando la ejecucio´n de cada nodo del flujo de trabajos de cd-hit, obser-
vamos que el comportamiento del algoritmo depende del nu´mero inicial de las di-
visiones realizadas a la base de datos. Ası´ como su incremento favorece el nivel
de paralelismo, la razo´n ejecucio´n/transferencia de archivos empeora. Este hecho
queda reflejado en la Figura 3.2, donde se representan los tiempos medios de CPU
(Tcpu), transferencia (Txfr) y espera en cola (Tque) para cada divisio´n realizada sobre
la base de datos. En cualquier caso, el tiempo que una tarea espera en la cola del
sistema remoto no esta´ relacionado con el nu´mero de divisiones, puesto que depen-
de directamente de la carga que tenga el recurso. Esta carga suele ser alta debido a
que la infraestructura EGEE se encuentra en produccio´n. Ası´, el tiempo de espera en
cola ocupa un porcentaje muy alto del tiempo total, si no consideramos los tiempos
de transferencia, de cada tarea en todos los experimentos.
Con el objetivo de analizar el impacto de las consideraciones antes realizadas pa-
ra el tiempo total, se definio´ el tiempo total esperado (Texp) sin contar con los tiempos
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Table 3.2: Recursos de EGEE durante los primeros experimentos.
Centro Paı´s Procesador Nodos Velocidad
BIFI ES Intel P.IV 56 3.2GHz
CESGA ES Intel P.III 16 500MHz
CGG FR Intel P.III 58 1.2GHz
CIEMAT ES Intel Xeon 226 3.2GHz
GRIF FR Intel P.IV 14 2.8GHz
JINR RU Intel P.D 30 2.8GHz
L.-HEP UK Intel P.IV 374 3GHz
PNPI RU Intel P.IV 60 3GHz
RAL UK Intel P.IV 62 2.8GHz
RALPP UK Intel P.III 1064 1GHz
ScotGRID UK Intel Xeon 6 2.8GHz






















Figure 3.2: Tiempos medios de CPU (Tcpu), transferencia (Txfr) y espera en cola (Tqueue) del
flujo de trabajos para diferentes divisiones de la base de datos.
de espera en cola y los fallos. Partiendo del hecho que la finalizacio´n de un nivel del
flujo de trabajos esta´ sujeta a la ejecucio´n del nodo ma´s significantivo:
Texp = N ¢ (TAcpu + TAxfr); (3.1)
donde N es el nu´mero de divisiones de la base de datos, y TAcpu y TAxfr son los
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Figure 3.3: Tiempos de ejecucio´n del flujo de trabajos segu´n las divisiones realizadas.
tiempos medios de CPU y transferencia de las tareas sombreadas en la Figura 3.1.
Adema´s una estimacio´n a la baja del tiempo total serı´a: Tmin = N ¢TAcpu. Finalmente,
es posible realizar una comparacio´n con la ejecucio´n secuencial del flujo de trabajos
(Tseq) tal que:




donde TBcpu es el tiempo de CPU de las tareas blancas en la Figura 3.1. Los tiempos
de CPU de la Ecuacio´n 3.2 fueron medidos en la ma´quina ma´s ra´pida de la infraes-
tructura Grid (Intel Pentium IV 3,2 GHz).
La Figura 3.3 muestra los tiempos anteriormente citados, ası´ como el tiempo ex-
perimental (T ) obtenido de la ejecucio´n del flujo de trabajos con difrentes divisiones
de la base de datos. Como puede observarse, el tiempo de ejecucio´n Grid es similar
al obtenido en una u´nica ma´quina, y diferente del predecido por la Ecuacio´n 3.1.
Esto es debido principalmente al overhead impuesto por los sistemas de gestio´n de
recursos remotos, tal y como se muestra en la Figura 3.2.
El tiempo total del flujo de trabajos depende tambie´n del nu´mero de veces que un
trabajo es replanificado empleando otro recurso. En este caso, estas replanificaciones
fueron debidas a errores de ejecucio´n (por ejemplo, fallos del middleware) o tiempos
de suspensio´n excesivos. El nu´mero de trabajos replanificados en cada experimento
se muestra en la Figura 3.4. Consecuentemente, la influencia de los dos factores
antes citados puede observarse claramente en los valores para 14 divisiones en la
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Figure 3.4: Nu´mero de trabajos replanificados en cada experimento.
Figura 3.5.
Es interesante analizar el speed-up potencial que se podrı´a obtener con este ti-
po de aplicaciones, en las que el nivel de paralelismo no se mantiene constante (el
nu´mero de tareas disminuye en cada nivel del flujo de trabajos). De esta forma se
considero´: el speed-up (S) del flujo de trabajos, el obtenido sin los tiempos de espera
en cola ni fallos de trabajos (Sexp), y un extremo superior (Smax) calculado con Tmin.
Estos valores esta´n representados en la Figura 3.5. Como se discutio´ anteriormente
el speed-up obtenido es muy limitado. Finalmente, los tiempos de transferencia de
archivos tambie´n imponen una reduccio´n significante del speed-up esperado, si se
compara e´ste con Smax.
3.6. Alternativas a la Optimizacio´n de la Ejecucio´n
Ası´ como la Computacio´n Grid sirvio´ para procesar separadamente las divisioneshechas sobre la base de datos, la eficiencia esperada se vio limitada drama´tica-
mente. Esto se debio´ a la propia naturaleza del Grid: dinamismo (tiempo de espera
en cola), heterogeneidad y una tasa de fallos alta. Con el objeto de optimizar la
ejecucio´n del flujo de trabajos, se estudiaron las diferentes mejoras existentes en la
Literatura.
Entre los me´todos de ejecucio´n eficiente, se distinguio´ entre heurı´sticas cla´sicas,
heurı´sticas contempora´neas y adicionalmente, heurı´sticas basadas en la tolerancia a
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Figure 3.5: Speed-up del flujo de trabajos segu´n las divisiones realizadas.
fallos. Todas e´stas se detallan a continuacio´n.
3.6.1. Heurı´sticas Cla´sicas
Las siguientes heurı´sticas han sido extraı´das de [Pin02]. Por un lado, nos encon-
tramos con heurı´sticas deterministas, tales como:
Mayor Tiempo de Proceso primero (Longest Processing Time first, LPT): Asig-
na al principio los m trabajos ma´s largos a las m ma´quinas disponibles. Des-
pue´s de esto, cuando unama´quina es liberada, el trabajo ma´s largo de aquellos
no procesados, es asignado a dichama´quina. Esta heurı´stica intenta colocar los
trabajos ma´s cortos al final de la planificacio´n, donde pueden ser usados para
equilibrar las cargas.
Camino Crı´tico (Critical Path, CP): Asigna la mayor prioridad al trabajo que
se encuentra al comienzo de la lista de trabajos ma´s largad e un grafo de pre-
cedencias. Aquı´ se pueden distinguir dos tipos de trabajos: los crı´ticos, que
pertenecen al mencionado camino crı´tico y los holgados, que son el resto.
Mayor Nu´mero de Sucesores primero (Largest Number of Successors first,
LNS): El trabajo con mayor nu´mero de sucesores en el grafo de precedencia
tiene la mayor prioridad. En el caso de los flujos de trabajo del tipo intree, las
heurı´sticas CP y LNS son equivalentes.
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U´ltimo Trabajo Flexible primero (Least Flexible Job first, LFJ): Cada vez que
una ma´quina se libera, un trabajo disponible que puede ser procesado por el
menor nu´mero de ma´quinas es asignado a la misma. Esta heurı´stica puede ser
combinada con una en la que se considera la flexibilidad desde el punto de
vista de la ma´quina.
Adicionalmente, existen heurı´sticas no deterministas, a saber:
Mayor Tiempo de Proceso Estimado (Longest Expected Processing Time, LEPT):
Los trabajos con mayor tiempo de proceso estimado son los primeros en ser
elegidos para su asigancio´n a ma´quinas disponibles.
Menor Tiempo de Proceso Estimado (Shortest Expected Processing Time, SEPT):
Los trabajos con menor tiempo de proceso estimado son los primeros en ser
elegidos.
Menor Varianza primero (Lowest Variance first, LV): Los trabajos con menor
varianza en su tiempo de ejecucio´n (obtenido en un escenario determinista)
son los primeros en ser elegidos.
3.6.2. Heurı´sticas Contempora´neas
Existen tres tipos de heurı´sticas que entran en esta clasificacio´n: Planificacio´n en
Lista, Aglomeracio´n y Replicacio´n.
Planificacio´n en Lista
Dentro de esta heurı´stica, las prioridades son asignadas a los trabajos bien de
forma esta´tica, bien de forma dina´mica [SS94]. Variantes dentro de esta categorı´a
son:
TiempoHeteroge´neo de Finalizacio´n Temprano Primero (Heterogeneous Ear-
liest Finish Time, HEFT): Las tareas se planifican minimizando su tiempo de
finalizacio´n empleando un me´todo de insercio´n [THW02].
Camino Crı´tico en un Procesador (Critical Path On a Processor, CPOP): Des-
taca una ma´quina para la ejecucio´n exclusiva de tareas pertenecientes al ca-
mino crı´tico [THW02].
Planificacio´n y Asignacio´n en Burbuja (Bubble Scheduling and Allocation,
BSA): Primero se serializa un grafo de tareas, despue´s se asignan todas las
tareas a un procesador [KA00].
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Figure 3.6: Heurı´stica de aglomeracio´n: un conjunto de tareas es ejecutado localmente con el
objetivo de contrarrestar los retardos ocasionados por las comunicaciones.
Planificacio´n de Nivel Dina´mico (Dynamic Level Scheduling, DLS): Difiere
la planificacio´n cuando la tarea seleccionada esta´ lista [SL93].
A´rboles de Precedencia deNodos Crı´ticos (Critical Nodes Parent Trees, CNPT):
Considera el tiempo de ejecucio´n ma´s temprano de la tarea [HJ03].
Asignacio´nHeteroge´nea enNivel Equivalente (Iso-Level Heterogeneous Allo-
cation, ILHA): Asigna a cada procesador un nu´mero de tareas proporcional a
su potencia computacional [OVY02].
Aglomeracio´n
Al aplicar esta heurı´stica, los trabajos son agrupados con el fin de reducir consi-
derablemente los retardos debidos a las comunicaciones [BA04]. La Figura 3.6 ofrece
una representacio´n visual de esta heurı´stica. El estudio de esta heurı´stica esta´ publi-
cado en el artı´culo del Ape´ndice A.6.
Replicacio´n
Algunos trabajos pueden ser replicados para ser ejecutados simulta´neamente en
diferentes recursos, con el fin de incrementar la posibilidad de mejora en el speed-up.
Esta heurı´stica esta´ descrita gra´ficamente en la Figura 3.7 y su estudio, publicado en
los artı´culos de los Ape´ndices A.6, A.8 y A.9.
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Figure 3.7: Heurı´stica de replicacio´n: un conjunto de tareas es replicado para ser ejecutado en
diferentes recursos, con el fin de incrementar la posibilidad de mejora en el speed-up.
Duplicacio´n Inversa de Tareas Crı´ticas (Critical Nodes Parent Trees, CNPT):
Considera el tiempo de ejecucio´n ma´s temprano de la tarea [HJ04].
Heurı´stica de Duplicacio´n Bottom-up y Top-down (Bottom-up Top-down
Duplication Heuristic, BTDH): Asume que el tiempo de comienzo de una ta-
rea puede reducirse eventualmente mediante la replicacio´n de todas las tareas
precedentes necesarias [CR92].
Tareas Crı´ticas Precedentes Heteroge´neas con Duplicacio´n Ra´pida (Hetero-
geneous Critical Parents with Fast Duplicator, HCPFD): Realiza la replica-
cio´n considerando el tiempo ocioso dejado por la tarea seleccionada en una
ma´quina dada [HJ05].
Algortimo de Duplicacio´n basado en el Camino Crı´tico (Critical Path based
Full Duplication Algorithm, CPFD): Replica todos las posibles antecesores de
la tarea considerada [AK98].
3.6.3. Heurı´sticas basadas en la Tolerancia a Fallos
Este tipo de heurı´sticas, basadas en [YB05] y compatibles entre sı´, tienen como
objetivo ofrecer capacidad de tolerancia a fallos al sistema. Por un lado, distingui-
mos aquellas aplicadas a nivel de tarea:
Reintento: La ejecucio´n se vuelve a probar en el mismo recurso donde se ori-
gino´ el error.
Recurso Alternativo: La tarea fallida es enviada a otro recurso para su ejecu-
cio´n.
Checkpoint: La tarea fallida es movida de forma transparente a otros recursos.
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Replicacio´n: Explicada en la Seccio´n 3.6.2.
Por otro, existen huerı´sticas a nivel del propio flujo de trabajos:
Tarea Alternativa: La tarea fallida es ejecutada de una forma diferente.
Redundancia: Equivalente a la descrita en la Seccio´n 3.6.2.
Manejo de Excepciones por parte del Usuario: El usuario especifica el proce-
dimiento a seguir en caso del fallo de una tarea.
Flujo de Trabajos de Rescate: Un nuevo flujo de trabajos conteniendo las ta-
reas fallidas es generado, a partir de informacio´n estadı´stica.
3.7. Implantacio´n de la Optimizacio´n
Tras estudiar las heurı´sticas antes descritas, se opto´ por implantar inicialmen-te la replicacio´n. Dada la forma del flujo de trabajos, era la que prometı´a una
mayor optimizacio´n. Adicionalmente, se escogio´ la aglomeracio´n, no como una op-
timizacio´n aplicable de forma individual, sino como un complemento de la anterior
heurı´stica.
3.7.1. Heurı´stica de Replicacio´n
La heurı´stica de replicacio´n, representada en la Figura 3.7, se aplico´ tal y como se
describe en los artı´culos de los Ape´ndices A.6, A.8 y A.9. Con el objeto de reducir el
efecto de los fallos y las esperas en cola, se crearon tareas suplementarias para ciertos
nodos del flujo de trabajos, persiguiendo aumentar de esta forma las posibilidades
de una ra´pida ejecucio´n de dichos nodos.
Ahondando en la heurı´stica escogida, se puede observar que existen diferentes
variantes de esta estrategia, dependiendo de los nodos en los que se aplica. La ma´s
sencilla consiste en replicar todas las tareas. Tambie´n existe otra variante que implica
replicar aquellas tareas que conforman el camino crı´tico. Una u´ltima variante ma´s
compleja es aquella en la que la replicacio´n afecta a aquellas tareas que superan
un umbral de bloqueo prefijado. Se define el valor de bloqueo como el nu´mero de




ST (N ¡ i) if i = j
(i¡ 1) + ST (N ¡ i) if i 6= j (3.3)
siendo i la columna y j el nivel correspondiente al nodo en el flujo de trabajos. N es
el nu´mero de niveles y ST (n) es el a´rbol de bloqueos (blocking subtree, ver Figura 3.8)
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Figure 3.8: Ejemplo de a´rbol de bloqueos en el flujo de trabajos de cd-hit.






siendo la suma de los te´rminos pertenecientes a una progresio´n aritme´tica.
La optimizacio´n finalmente empleada fue la replicacio´n de todos los nodos del
camino crı´tico. En particular, se crearon 3 copias de cada tarea.
3.7.2. Resultados Experimentales
Al probar la heurı´stica escogida sobre el flujo de trabajos, se opto´ por procesar
una base de datos ma´s ambiciosa, tal y como se explica en los artı´culos incluı´dos en
los Ape´ndices A.8 y A.9. Esta base de datos estaba compuesta por entradas de Uni-
Prot (RefSeq) y fragmentos de secuencia con origen en el meta-genoma del Mar de
los Sargazos5, todos distribuidos por el NCBI. Su taman˜o era 1,7 GB y en ella esta-
ban contenidas 4.186.285 proteı´nas. Por otro lado, las divisiones realizadas durante
los experimentos fueron 32, 40 y 48.
La infraestructura Grid empleada en esta ocasio´n estaba compuesta por recur-
sos de a su vez, dos infraestructuras a diferentes escalas: regional y mundial. Los
recursos de computacio´n pertenecientes a ambas esta´n detallados en la Tabla 3.3.
5ftp://ftp.ncbi.nih.gov/genbank/wgs/
53
CAPI´TULO 3. PORTADO DE FLUJOS DE TRABAJOS
Table 3.3: Recursos (EGEE y GRIDIMadrid) durante los experimentos con optimizacio´n.
Centro Paı´s Procesador Velocidad Nodos
Recursos de GRIDIMadrid
UCM ES P4 3216 2
CIEMAT ES P4 2392 22
Recursos de EGEE (BIOMED VO)
BHAM-UNI UK PIII 800 128
BRUNEL UK P4 2000 5
CGG FR PIII 1266 56
CIEMAT ES PIII 1001 220
CYF-KR PL P4 2800 264
GRID-ACAD BG P4 2400 78
HELLASGRID GR P4 3400 356
IFCA ES P4 3200 96
II MK P4 3300 8
IMPERIAL UK P4 2000 188
IN2P3 FR PIII 1001 569
INFN IT P4 2400 124
IPP-ACAD BG P4 2800 10
JET-EFDA UK PIII 1098 66
KELDYSH RU P4 3000 14
L.-HEP UK P4 3000 380
LIP PT P4 2200 52
MAN-UNI UK P4 2800 844
PNPI RU P4 3000 112
SAVBA SK P4 3200 41
SRCE HR P4 2193 16
UAM ES P4 2566 14
UCL UK P4 2800 312
UNI-LINZ AT P4 3014 8
Tanto las ma´quinas locales como regionales esta´n cerca de aquella desde donde se
enviaban los trabajos, y por lo tanto ofrecen una menor latencia. Por otro lado, las
ma´quinas pertenecientes a la infraestructura del proyecto EGEE garantizan una ex-
clusividad en el uso de sus CPUs, ası´ como una mayor productividad y nu´mero, a
pesar de la gran posibilidad de encontrar recursos ocupados. Una infraestructura
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Figure 3.9: Tiempos medios consolidados de CPU (Tcpu), transferencia (Txfr) y espera en cola
(Tqueue) para cada nu´mero de particiones con y sin optimizacio´n.
global de estas dimensiones se considero´ necesaria debido al taman˜o de la base de
datos a procesar. Por tanto, la capacidad de GridWay para ofrecer un uso coordinado
de sus sub-infraestructuras ya mencionada antes [VPHML06], fue determinante.
Se realizaron experimentos para cada nu´mero de divisiones considerado y, con el
objetivo de evaluar la mejora, se realizaron experimentos adicionales sin replicacio´n.
Las tareas fueron lanzadas desde la Universidad Complutense de Madrid (UCM),
que a su vez pertenece a GRIDIMadrid, en diferentes dı´as de la semana durante
Abril del 2007. Por otro lado, se redujo el nu´mero de tareas simulta´neas a 10, para
evitar saturar el ancho de banda debido al taman˜o de los archivos transferidos.
La Figura 3.9 muestra los tiempos medios consolidados de CPU (Tcpu), trans-
ferencia (Txfr) y espera en cola (Tqueue), categorizados por nu´mero de divisiones
realizadas sobre la base de datos de entrada. Tanto Tcpu como Tqueue presentan una
gran variabilidad. En el caso especı´fico de Tcpu, esto fue debido a que recursos con
diferente capacidad de computacio´n estuvieron disponibles durante cada experi-
mento. Por otro lado, la variabilidad de los sistemas de gestio´n de recursos locales
pertenecientes a los recursos incidieron drama´ticamente sobre Tqueue. Tambie´n Txfr
presenta variabilidad, debida sobre todo a los diferentes enlaces implicados.
La Figura 3.10 muestra los valores para diferentes tiempos de ejecucio´n. T es el
tiempo experimental del flujo de trabajos y Texp es el tiempo total esperado. Este tiem-
po total esperado toma en cuenta exclusivamente las tareas pertenecientes al camino
crı´tico obviando los fallos producidos en los trabajos. El valor de Texp es entonces el
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Figure 3.10: Tiempos de ejecucio´n del flujo de trabajos usando la replicacio´n.
mismo tanto con optimizacio´n como sin ella, y puede ser calculado tal que:
Texp = N ¢ (Tcpu + Txfr + Tqueue); (3.5)
donde N es el nu´mero de divisiones de la base de datos. Lo que se observa en la
Figura 3.10 es que los tiempos experimentales aplicando la optimizacio´n son infe-
riores al resto.
El speed-up puede calcularse dividiendo el tiempo total de ejecucio´n por el tiempo
secuencial del flujo de trabajos (Tseq). Se puede estimar (Tseq) con la expresio´n:
Tseq = N ¢ TAcpu + TBcpu ¢
N ¢ (N + 1)
2
; (3.6)
donde TAcpu y TBcpu son el tiempo de CPU de las tareas sombreadas y blancas de la
Figura 3.7. Sus valores corresponden con los tiempos medios de ejecucio´n que se
obtuvieron durante los experimentos. En cualquier caso, conviene recalcar que no
es posible realizar el proceso secuencial de la propia aplicacio´n cd-hit en una nica
CPU, siempre debido a las restricciones de memoria.
La Figura 3.11 muestra diferentes estimaciones del speed-up: el speed-up experi-
mental (S) y el speed-up obtenido con el tiempo total estimado (Sexp). Se puede observar
que la optimizacio´n permite aumentar el nivel de paralelismo, lo cual no sucede con
caso contrario, donde S decrece con el nu´mero de las divisiones realizadas sobre la
base de datos. No obstante, algunos aspectos tienen que ser considerados en este
estudio. Primeramente, se redujo a 20 el nu´mero ma´ximo de procesadores usados
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Figure 3.11: Speed-up de la ejecucio´n del flujo de trabajos con optimizacio´n y sin ella.
simulta´neamente debido a restricciones en la planificacio´n. Por otro lado, el nivel
de paralelismo de la aplicacio´n siempre decrece en cada nivel debido a la forma del
flujo de trabajos (a´rbol de entrada), alcanzando Sexp un valor ma´ximo de 12,20 con 48
divisiones en la base de datos.
A pesar de los factores explicados anteriormente, la optimizacio´n represento´ un
50% de la ganancia de speed-up. El valor 20 para el speed-up no pudo ser alcanzado
debido a la naturaleza inherente al Grid, representada por el nu´mero de replanifica-
ciones (mostradas en la Tabla 3.4). Adicionalmente, esta mejora se vio reflejada en
los tiempos medios empleados para completar cada nivel, mostrados en la misma
Tabla.
Table 3.4: Nu´mero de trabajos replanificados y tiempos medios para cada experimento con y
si optimizacio´n (3CP y Normal, respectivamente). Para los tiempos medios se considero´ Tcpu,
Txfr , Tqueue y las propias replanificaciones para cada nivel completado del algoritmo.
Divisiones Replanificaciones Tiempo Medio
Normal 3CP Normal 3CP
32 69 34 16,3’ 14,7’
40 170 35 14,6’ 11,7’
48 68 27 14,8’ 12,1’
A pesar de que las heurı´sticas de replicacio´n dotan de eficiencia a la ejecucio´n
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del flujo de trabajos, se deberı´a cosiderar su coste. Dependiendo del nu´mero de
divisiones realizadas sobre la base de datos, se pueden encontrar diferentes tiempos
medios de ejecucio´n y transferencia asociados a las dos tareas descartadas (aquellas
tareas replicadas que son terminadas o terminan por su cuenta antes de que el sistema
decida mandarles la sen˜al correspondiente). Estos costes, tanto en la transferencia
como en la ejecucio´n, esta´n detallados en la Tabla 3.5.






Consecuentemente, se puede definir el coste total de la replicacio´n como la suma
de los tiempos antes mencionados. El coste para 32 divisiones fue 8 horas y 6 mi-
nutos. Para 40 divisiones, 7 horas y 25 minutos. Finalmente, para 48 divisiones fue
7 horas y 55 minutos. No obstante, se podrı´a considerar el peor caso para las tareas
descartadas, que consistirı´a en su ejecucio´n en el recurso ma´s lento y empleando el
enlace con el ancho de banda ma´s bajo para las transferencias. El objetivo de esto
es estimar el lı´mite superior del coste de la replicacio´n. Para 32 divisiones serı´a 32
horas, 28 horas para 40 divisiones y finalmente, 49 horas para 48 divisiones.
3.7.3. An˜adiendo la Aglomeracio´n
La heurı´stica de aglomeracio´n tambie´n fue implantada en el sistema. Como se
vio´ en la Seccio´n 3.6.2, esta heurı´stica consiste en ejecutar localmente las tareas perte-
necientes a los u´ltimos niveles del flujo de trabajos, con el fin de disminuir el tiempo
total de transferencia y el de espera en cola.
Los experimentos se realizaron con la misma base de datos procesada anterior-
mente. En este caso, se practicaron 20 divisiones y en todos los experimentos se
aplico´ adicionalmente la heurı´stica de replicacio´n, creando una copia de cada tarea
del camino crı´tico. En la Figura 3.12 se muestran los resultados de aglomerar las ta-
reas de los niveles 16, 17 y 18, compara´ndolos con el tiempo empleado por el flujo
de trabajos sin ninguna optimizacio´n. Como puede apreciarse, so´lo es a partir de
aplicar la aglomeracio´n a partir del nivel 18 (penu´ltimo) que se consigue una mejo-
ra, ahorrando tiempos de transferencia y espera en cola. En los casos anteriores, el
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Figure 3.12: Tiempos del flujo de trabajos aplicando replicacio´n (2 tareas del camino crı´tico) y
diferentes niveles de aglomeracio´n (RCP2+AGG), frente al de la ejecucio´n sin optimizacio´n
(NoOpt).
sacrificio del nivel de paralelismo afecta en el tiempo total de ejecucio´n.
3.8. Modelo de Ejecucio´n del Flujo de Trabajos
Los esfuerzos para optimizar la ejecucio´n de cd-hit descritos anteriormente pue-den calificarse de prueba de concepto. La replicacio´n es viable y constituye una
mejora del speed-up. La aglomeracio´n se presenta como un complemento para ob-
tener un porcentaje adicional de optimzacio´n. No obstante, ni el nu´mero de copias
por tarea ni el nivel de aglomeracio´n son valores que debieran dejarse al azar, mucho
menos el nu´mero de divisiones realizadas sobre la base de datos.
Si bien existen diversos factores que no pueden predecirse, tales como el estado
de los recursos de computacio´n o la saturacio´n de las comunicaciones, sı´ es posi-
ble producir un modelo de ejecucio´n que permita acercarse al comportamiento real
del flujo de trabajos. A trave´s de este modelo se podrı´a estudiar el impacto de los
diferentes aspectos implicados y tomar ası´ una decisio´n beneficiosa de antemano.
3.8.1. Modelo Ba´sico
Con el fin de obtener la ecuacio´n general que caracteriza la ejecucio´n del flujo
de trabajos, se realizaron varios experimentos sin optimizacio´n sobre la u´ltima base
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Figure 3.13: Tiempos de ejecucio´n del flujo de trabajos segu´n nu´mero de divisiones y su curva
de ajuste.
de datos procesada y con un nu´mero diferente de divisiones. Para medir el tiempo
de ejecucio´n medio de las tareas pertenecientes al camino crı´tico (aquellas que deter-
minan la ejecucio´n de todo el flujo de trabajos), se extrajeron unas tareas tipo y se
ejecutaron en una ma´quina local, un Pentium IV a 3,2 GHz. Tambie´n de estas ejecu-
ciones se calculo´ el taman˜o de los archivos implicados en el proceso, con el fin de
determinar posteriormente el tiempo de transferencia en base a la velocidad media
de los enlaces. Ambas medidas se detallan en la Tabla 3.6.
Table 3.6: Tiempos de ejecucio´n (Texe) de las tareas del camino crı´tico y taman˜o de los archivos.
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Figure 3.14: Taman˜o de los archivos del flujo de trabajos segu´n nu´mero de divisiones y su
curva de ajuste.
El paso siguiente consistio´ en realizar un ajuste exponencial sobre los valores
experimentales. Ası´, la ecuacio´n que caracteriza el tiempo de ejecucio´n (Texe) de
cada tarea perteneciente al camino crı´tico se expresa tal que:
Texe = 26; 038e¡0;0583d; (3.7)
siendo d el nu´mero de divisiones de la base de datos. Tanto los valores experimen-
tales como su curva de ajuste esta´n representados en la Figura 3.13.






donde v corresponde al ancho de banda medio de los enlaces considerados en la
infraestructura, medidos en MB/s. La Figura 3.14 representa los valores experimen-
tales empleados y su correspondiente curva de ajuste.
Finalmente, se pueden relacionar estas dos ecuaciones con el fin de caracterizar
el tiempo total de ejecucio´n de todo el flujo de trabajos:




siendo el tiempo de espera en cola (Tqueue) constante y calcula´ndose con una media
de los valores empı´ricos, puesto que dicho tiempo es independiente de las divisiones
realizadas.
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Figure 3.15: Resultados reales de la ejecucio´n del flujo de trabajos frente a las previstas por el
modelo.
Al planteamiento del modelo le siguio´ una demostracio´n con resultados reales.
Se fijo´ el tiempo de espera en cola a 3 minutos, en base a la media obtenida experi-
mentalmente. Con el mismo procedimiento, se tomo´ 300 KB/s como velocidad me-
dia de los enlaces empleados. La Figura 3.15, que representa los valores estimados
y los obtenidos empı´ricamente, demuestra la bondad del modelo. Hay que recalcar
que no se hicieron pruebas con un nu´mero de divisiones inferior a 17, puesto que el
taman˜o alcanzado por los archivos de entrada era demasiado grande para ser pro-
cesados en los recursos remotos y en algunos casos, el tiempo de proceso excedı´a el
marcado por las polı´ticas del sitio.
3.8.2. Modelo con Optimizaciones
Una vez obtenido un modelo va´lido que caracterice la ejecucio´n del flujo de tra-
bajos, se proporcionara´n a continuacio´n, modelos (o variantes) que consideren las
optimizaciones escogidas.
Replicacio´n
Recordando lo explicado en la Seccio´n 3.6.2, la replicacio´n consiste en crear tareas
suplementarias para ciertos nodos del flujo de trabajos, persiguiendo aumentar de
esta forma las posibilidades de una ra´pida ejecucio´n.
De esta forma, esta variante del modelo no persigue calcular un valor fijo para el
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tiempo de ejeucio´n, sino la densidad de tiempos para un grado de replicacio´n, en un
intervalo determinado y con un grado de confianza fijado. Al hablar de probabilida-
des, se debe primero averiguar la que corresponde a que cualquier tarea del flujo de
trabajos tarde un tiempo determinado. Ası´, se debe realizar un ana´lisis estadı´stico
para los tiempos de ejecucio´n, como el reflejado en la Tabla 3.7, en el que se usaron
los resultados experimentales con 20 divisiones en la base de datos [IOP99].
Table 3.7: Ana´lisis estadı´stico de los tiempos de ejecucio´n experimentales para 20 divisiones.
Media (¹) 1544,11s
Desviacio´n Tı´pica (¾) 776,319s
Mediana 1341s
Curtosis Tipificada -0,10485
El primer paso consiste en simular la replicacio´n de una tarea dada perteneciente
al camino crı´tico. Para ello se aplicara´ el Teorema Central del Lı´mite [Par08], consi-
derando como condiciones suficientes el que los tiempos de cada tarea replicada son
variables independientes, esta´n ide´nticamente distribuidas y tanto sus valores como
la varianza son finitas. Posteriormente se fijara´ un valor v para el cual se pregunte la
probabilidad de que el tiempo de una tarea tipo la supere. Dicho valor sirve como
indicador del tiempo mı´nimo obtenido por el mejor caso de la replicacio´n, y se pue-
de construir multiplicando el grado de replicacio´n por el lı´mite superior del primer
cuartil de los resultados experimentales.
Como ilustracio´n se puede partir del siguiente ejemplo: ¿Con que´ probabilidad el
tiempo de ejecucio´n del flujo de trabajos, habiendo realizado 20 divisiones, sera´ menor de 4
horas, aplicando un grado de replicacio´n 2? Se fijarı´a v a 750, puesto que ese es el valor
de dividir el tiempo total de ejecucio´n por el nu´mero de niveles. A continuacio´n,






siendo r el grado de replicacio´n aplicado (2 en el ejemplo) y proviniendo ¹ y ¾ de
un estudio estadı´stico inicial, como el reflejado en la Tabla 3.7 (1544; 11 y 776; 319,
respectivamente). Para el ejemplo citado, el valor de Y es ¡1;44. Posteriormente, se
pasara´ a expresar el problema como:
W = P (Z < Y ); (3.11)
de tal forma que ya se estara´ trabajando con una distribucio´nN(0; 1) como la repre-
sentada en la Figura 3.16. Tras buscar el valor deW sustituyendo Y en las tablas de
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Figure 3.16: Distibuio´n normal esta´ndar.
la distribucio´n, se obtendra´ la probabilidad buscada. Volviendo al ejemplo inicial, el
valor de W es 0; 07493, con lo que se puede afirmar que el tiempo de ejecucio´n del
flujo de trabajos es menor de 4 horas con una probabilidad del 7; 5%.
El uso de la replicacio´n conlleva tambie´n unos costes, tal y como se observo´ al
final de la Seccio´n 3.7.2. Ası´, es posible calcular de forma sencilla el nu´mero total de
tareas desaprovechadas (Ct) cuando se aplica esta mejora en el camino crı´tico:
Ct = (d¡ 1)(r ¡ 1); (3.12)
siendo d el nu´mero de divisiones y r, como en la anterior expresio´n, el grado de
replicacio´n. En el ejemplo, este valor serı´a 19. Pero el coste tambie´n puede ser ex-
presado como el tiempo total empleado por todas las tareas descartadas. Para ello,
se repitira´ el mismo procedimiento empleado para obtener la probabilidad de una
ejecucio´n temprana de las tareas cambiando algunas condiciones de partida. En este
caso, v corresponderı´a a un valor alto, como por ejemplo, el lı´mite inferior del tercer
cuartil. Adema´s, r en la Ecuacio´n 3.10 se sustituirı´a por (r ¡ 1), que corresponde al
nu´mero de tareas descartadas. Finalmente, al preguntar por la probabilidad de que
el tiempo supere ese valor dado, la expresio´n quedarı´a tal que:
W = 1¡ P (Z > Y ); (3.13)
con el fin de emplear las tablas de la distribucio´n normal.
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Aglomeracio´n
La modelizacio´n de esta heurı´stica, que consiste en ejecutar localmente las tareas
pertenecientes a los u´ltimos niveles del flujo de trabajos tal y como se explica en la





(d¡ n¡ i)Texe; (3.14)
donde d es el nu´mero de divisiones realizadas sobre la base de datos y Texe, el tiem-
po de ejecucio´n estimado por la Ecuacio´n 3.7 del modelo sin optimizaciones. Por
su parte, n corresponde al nivel escogido, considerando el valor 1 para el primero
que se ejecuta en el flujo de trabajos. Suponiendo un ejemplo en el que se practican
35 divisiones a una base de datos (d) y se escoge aglomerar desde el antepenu´ltimo
nivel, el nu´mero 32 (n), Tagg resulta 28minutos.
Al suprimir las tareas pertenecientes a los u´ltimos valores, el modelo de ejecu-
cio´n en el Grid cambia. Ası´, la ecuacio´n que lo caracteriza queda de la siguiente
manera:
Tgrid = (n¡ 1)(Texe + Txfr + Tqueue); (3.15)
siendo n el nivel escogido para la aglomeracio´n. Tanto Texe como Txfr se calculan
mediante las Ecuaciones 3.7 y 3.8, respectivamente. Por otro lado, el valor de Tqueue
es fijo, tal y como se explica en la Seccio´n 3.8.1. En el ejemplo antes citado, conside-
rando Tqueue = 3minutos y v = 0; 3MB/s, se obtiene que Tgrid es 496minutos.
Finalmente, si se unen los dos tiempos calculados anteriormente en una expre-
sio´n:
T = (n¡ 1)(Texe + Txfr + Tqueue) +
d¡n¡1X
i=0
(d¡ n¡ i)Texe; (3.16)
se obtendra´ el tiempo total de ejecucio´n del flujo de trabajos, aplicando la aglomera-
cio´n a partir del nivel deseado. Para finalizar el ejemplo propuesto, el tiempo total
de ejecucio´n sera´ 526 minutos (8; 7 horas), frente a los 544 minutos (9; 1 horas) sin
aplicar esta mejora.
3.9. Conclusiones
Las necesidades planteadas al Grid han ido incrementando su complejidad. Conel devenir de los an˜os, las aplicaciones ya no so´lo requerı´an que un nu´mero
ingente de tareas se ejecutaran a la vez, sino que adema´s existieran relaciones de
dependencia entre ellas. El Ser Humano, en su afa´n por modelizar los problemas de
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la mundo real, concibio´ los flujos de trabajo, cuyo Estado del Arte ha sido expuesto
en este Capı´tulo.
Ası´, la Investigacio´n se ha centrado en un flujo de trabajos particular, perte-
neciente a un a´rea cientı´fica emergente, la Bioinforma´tica. Tras estudiar diferentes
heurı´sticas de optimizacio´n pertenecientes a la Literatura y tambie´n mostrar su Es-
tado del Arte, se escogio´ la replicacio´n y la aglomeracio´n, validando los resultados
experimentalmente.
Una vez demostrada la viablidad tanto del portado de la aplicacio´n como de las
optimizaciones, se ha procedido a confeccionar un modelo de ejecucio´n de todo el
sistema. Su objetivo es el conocer a prori el resultado de aplicar ciertos valores a
para´metros determinantes, con el fin de optimizar la ejecucio´n. Ası´, se ha presen-
tado un modelo ba´sico que permite predecir el tiempo de ejecucio´n y transferencia
en base al nu´mero de divisiones de la base de datos. Tras validarlo con resultados
experimentales, se han desarrollado dos modificaciones del mismo que permiten
adema´s, predecir el efecto de las mejoras estudiadas.
Uno de los resultados ha sido el portado de cd-hit, una apliacio´n extensamente
utilizada por la comunidad bioinforma´tica. Este portado al Grid se hacı´a impres-
cindible, puesto que los lı´mites de memoria de las ma´quinas convencionales hacı´an
imposible procesar unas bases de datos cada vez ma´s grandes, y en el mejor de los
casos, el proceso acababa eterniza´ndose. El trabajo perteneciente a este Capı´tulo no
se ha limitado al portado, sino que se ha provisto al sistema de las dos heurı´sticas
escogidas para optimizar la ejecucio´n. Este sistema final, programado empleando el
esta´ndar DRMAA del Open Grid Forum y empleando el metaplanificador GridWay,
se distribuye con licencia de co´digo abierto a toda la comunidad cientı´fica. Adema´s,
el CNIO, institucio´n que propuso el portado de cd-hit, la esta´ empleando con bases
de datos de produccio´n.
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Tras mostrar el estado del arte de la Computacio´n Grid, la presente Tesis se hacentrado en el estudio de dos perfiles de aplicacio´n sobre los que muchos pro-
blemas del mundo real se reflejan. A lo que Grid respecta, se han introducidos sus
conceptos y elementos principales, ası´ como un conjunto de proyectos e infraestruc-
turas ma´s relevantes a modo de ejemplo.
Una infraestructura Grid no tendrı´a razo´n de existir sin aplicaciones que la utili-
cen. La Investigacio´n de la presente Tesis de Doctorado se ha centrado en un perfil
de aplicaciones particular: los flujos de trabajos. Ası´, se ha comenzado analizando
las aplicaciones de barrido de para´metros, que es el ejemplo ma´s sencillo, pero cu-
ya ejecucio´n eficiente es un desafı´o debido a las condiciones que caracterizan una
infraestructura Grid. Posteriormente, se ha estudiado un a´rbol de entrada, de gran
complejidad. En ambos casos, tras describir su Estado del Arte, se ha procedido a
estudiar heurı´sticas de optimizacio´n para mejorar su eficiencia. Para la primera apli-
cacio´n se emplearon chunks y para las segunda, replicacio´n y aglomeracio´n. El trabajo
desarrollado a este punto ha consistido en dotar a los algoritmos originales de una
extensio´n que les permita beneficiarse de lasmejoras otorgadas por estas heurı´sticas.
Los sistemas finales han sido validados con datos reales, demostrando su idoneidad
y eficiencia.
Tambie´n se ha dotado al flujo de trabajos de la aplicacio´n bioinforma´tica (la ma´s
compleja) de un modelo de ejecucio´n. Dicho modelo permite identificar las condi-
ciones de partida ido´neas, esto es, el nu´mero de divisiones practicadas sobre la base
de datos procesada. En una iteracio´n posterior, se extrajeron tambie´n los modelos
resultantes de aplicar las optimizaciones escogidas.
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El estudio de los estos flujos de trabajos se ha realizado a trave´s de aplicacio-
nes reales, pertenecientes a a´reas cientı´ficas emergentes (Fı´sica de Fusio´n y Bioin-
forma´tica). Estas aplicaciones no solo son de gran demanda para las instituciones
que solicitaron su portado (CIEMAT y CNIO), sino tambie´n para el resto de la co-
munidad cientı´fica. En ambos caso, se procedio´ a portarlas al Grid, sirviendo los
sistemas finales como trampolı´n para el estudio de las optimizaciones propuestas.
El resultado final no se ha limitado a portar las respectivas aplicaciones gridificadas
de forma eficaz, pues con la aplicacio´n de las heurı´sticas, se ha dotado de eficiencia
a ambos sistemas.
Los sistemas finales fueron creados empleando esta´ndares del Open Grid Forum
y son distribuidos con licencia de co´digo abierto, con el objetivo de estar al alcan-
ce de toda la comunidad cientı´fica. Adema´s, tanto CIEMAT como CNIO los esta´n
empleando con datos reales y en entornos de produccio´n.
4.2. Trabajo Futuro
Considerando la complejidad inherente a los flujos de trabajo y en particular a laaplicacio´n bioinforma´tica tratada, su optimizacio´n se presenta como un campo
en el que quede bastante por explorar. Ası´ se aplico´ so´lo una variante de la repli-
cacio´n, quedando muchas por explorar y por evaluar. A lo que los modelos formu-
lados para estas optimizaciones respecta, quedan pendientes muchas ma´s pruebas
que corroboren su viabilidad.
Obviamente, a la implantacio´n y estudio del mayor nu´mero de optimizaciones
seguira´ la formulacio´n de modelos va´lidos que faciliten su eleccio´n antes de pro-
cesar las ya ingentes bases de datos de proteı´nas. Con el conocimiento adquirido
hasta este punto, se estara´ en grado de estudiar otros flujos de trabajos pertenecien-
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Dopo aver esposto una panoramica della situazione attuale della Computazio-ne Grid, questa tesi si e` centrata sullo studio di due profili di applicazione nei
quali si rispecchiano molti problemi del mondo reale. Con particolare riferimento
a Grid, ne sono stati esaminati i concetti e gli elementi principali, cosı` come sono
stati introdotti, a modo d´ esempio, i progetti e le infrastrutture piu` rilevanti. Una
infrastruttura Grid non avrebbe ragione di esistere senza applicazioni che la usino.
La Ricerca della presente Tesi di Dottorato e` centrata su un particolare profilo di ap-
plicazioni: i workflow. Si e` iniziato dall´ analisi delle applicazioni di parameter sweep,
che e` l´ esempio piu` semplice, per passare poi a studiare un intree di grande com-
plessita`. In entrambi i casi, dopo averne descritto lo Stato dell´ Arte, si e` proceduto
a studiare euristiche di ottimizzazione per migliorare la loro efficienza. Per la prima
applicazione sono stati utilizzati dei chunks e per la seconda, repplicazione ed ag-
glomerazione. A questo punto il lavoro e` consistito nel dotare gli algoritmi originali
di un´ estensione che permettesse loro beneficiarsi dei miglioramenti ottenuti per
mezzo di queste euristiche. I sistemi finali sono stati validati con dati reali e hanno
dimostrato la loro idoneita` ed efficienza. Il workflow dell´ aplicazione bioinformati-
ca (la piu` complessa) si e` dotato anche di un modello di esecuzione. Questo modello
permette di identificare le condizioni di partenza idonee, tali come il numero di divi-
sioni fatte alla base dati processata. In una iterazione posteriore, sono stati prodotti
anche modelli ottenuti applicando le ottimizzazioni scelte.
Lo studio di questi workflow si e` realizzato mediante applicazioni reali che ap-
partengono ad aree scientifiche emergenti (Fisica di Fusione e Bioinformatica). Ques-
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te applicazioni non sono richieste soltanto dagli Enti che hanno sollecitato il loro
porting (CIEMAT e CNIO), ma anche dal resto della comunita` scientifica. In entram-
bi i casi, si e` proceduto al porting usando i sistemi finali per studiare le ottimizza-
zioni proposte. Il risultato finale non si e` limitato a fare porting delle applicazioni in
modo efficace, ma con l´ implementazione delle euristiche, entrambi i sistemi sono
stati dotati di efficienza.
I sistemi finali sono stati creati adoperando gli standard dell´ Open Grid Forum
e sono distribuiti con licenza Open Source, con l´ obbiettivo di arrivare a tutta la
comunita` scientifica. Inoltre, CIEMAT e CNIO li stanno usando con dati reali in
infrastrutture di produzione.
5.2. Futuri Sviluppi
Data la complessita` inerente ai workflows e in particolare, all´ applicazione bio-informatica studiata, la loro ottimizzazione si presenta come un vasto campo
dove c´ e` ancora tanto da esplorare. Qui si e` lavorato soltanto con una variante, ma
sono tante quelle che non sono state ancora verificate e valutate.
Ovviamente, come conseguenza di aver implementato e studiato il maggior nu-
mero di ottimizzazioni, verra` la formulazione di modelli che ne facilitino la scelta
prima di processare le gia` ingenti basi di dati di proteine. A questo punto, con le
conoscenze acquisite, si sara` in grado di studiare altri workflows appartenenti ad
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After showing Grid Computing´ s State of the Art, the present PhD. Thesis hadfocused on the study of two application profiles which do reflect many real
world problems. Regarding Grid Computing, its concepts and main elements have
been introduced, as well as the most relevant projects and infrastructures.
A Grid infrastructure looses its reason to be without applications that use it. This
Research focuses on a particular application profile: workflows. This way, parame-
ter sweep applications, the simplest ones, were analyzed at first. Even being simple,
their efficient execution is challenging due to conditions characterizing a Grid in-
frastructure. Then, an complex intree workflow was studied. In both cases and after
describing their State of the Art, Research went on with optimization heuristics, in
order to increase efficiency. In the first application, chunks were employed, and in
the second one, replication y agglomeration. The next step was to provide the origi-
nal algorithms with an extension that would allow them to take advantage of these
heuristics. Final systems have been validated with real data, demonstrating their
suitability and efficiency.
Also, an execution model have been provided for the bioinformatics workflow
(the most complex one). This model allows to identify the best start conditions, hen-
ce the input database divisions. In a further iteration, models considering the opti-
mizations were also introduced.
The study of these workflows was done through real applications, pertaining
to emergent scientific areas (Fusion Physics and Bioinformatics). These applications
are not only highly demanded by the institutions who proposed their porting (CIE-
MAT andCNIO), but also by the rest of the scientific community. The final result was
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not only their porting onto the Grid, also efficiency was conferred to them thanks to
heuristics.
The final systems where created using Open Grid Forum standards and are dis-
tributed under a open source license, in order to reach the whole scientific commu-
nity. Additionally, CIEMAT and CNIO are using them with real data in production
environments.
6.2. Future Work
Considering the inherent complexity to workflows and in particular, to the bioin-formatics applications, its optimization is presented as a wide are where there’s
much to explore and evaluate. Regarding the models that have been introduced for
these optimizations, more tests are pending in order to demonstrate their suitability.
Obviously, implementing and studying the more optimizations will follow the
formulation of valid models which will allow their selection before processing pro-
tein databases. With this knowledge achieved, study of other workflows pertaining
to other interesting applications, with notorious scientific relevance and demand of
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Abstract
Since the late 1990s, we have witnessed an extraordinary development of Grid
technologies. Nowadays, different Grid infrastructures are being deployed within
the context of growing national and transnational research projects. However, the
coexistence of those different infrastructures opens an interesting debate about the
coordinated harnessing of their resources, from the end-user perspective, and the si-
multaneous sharing of resources, from the resource owner perspective. In this paper
we demonstrate the efficient and simultaneous use of different Grid infrastructures
through a decentralized and end-to-end scheduling and execution system. In parti-
cular, we evaluate the coordinated use of the EGEE and IRISGrid testbeds in the
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execution of a Bioinformatics application. Results show the feasibility of building
loosely-coupled Grid environments only based on Globus services, while obtaining
non trivial levels of quality of service, in terms of performance and reliability. Such
approach allows a straightforward resource sharing since the resources are accessed
by using de facto standard protocols and interfaces.
Referencia de Citas Bibliogra´ficas
Alfieri et al. (2003); Allan et al. (2003); Baker et al. (2002); Bastolla et al. (2000);
Carpenter (1996); Czajkowski et al. (1998); Delgado et al. (2004); Foster (2002); Foster
y Kesselmann (1997); Huedo et al. (2004); Jose´ et al. (2003); Merzky et al. (2005);
Pinedo (2002); Rajic et al. (2003); Schopf (2001); Schopf et al. (2002); Smirnova et al.
(2003); van Ham (2003)
I´ndice de Impacto












A.2. A Comparison between TwoGrid Scheduling Phi-
losophies: EGEE WMS and GridWay
Cita Completa
J. L. Va´zquez-Poletti, E. Huedo, R. S. Montero and I. M. Llorente. A Comparison
Between two Grid Scheduling Philosophies: EGEE WMS and GridWay. Multiagent and
Grid Systems, vol. 3, n. 4, 2007, pp. 429-439.
Abstract
In order to achieve a reasonable degree of performance and reliability, Metas-
cheduling has been revealed as a key functionality of the grid middleware. The aim
of this paper is to provide a comparative analysis between two major grid schedu-
ling philosophies: a semi-centralized approach, represented by the EGEE Workload
Management System, and a fully distributed approach, represented by the GridWay
Metascheduler. The distributed approach follow a loosely-coupled philosophy for
the Grid resembling the end-to-end principle, which has fostered the spectacular de-
velopment and diffusion of the Internet and, in particular, Web technologies in the
past decade. The comparative is both theoretical, through a functionality checklist,
and experimental, through the execution of a fusion physics plasma application on
the EGEE infrastructure. This paper not only includes a standard analysis with the
obtained times, but also a complex analysis based on a performance model.
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PPAM Conference, Poznan (Polonia), Septiembre 2005. Lecture Notes in Computer
Science (LNCS). Vol. 3911, pp. 831-838, 2006. Springer Verlag.
Abstract
This paper describes the execution of a Bioinformatics application over the lar-
gest ever spanish testbed. This testbed is composed of resources devoted to EGEE
and IRISGrid projects and has been integrated by taking advance of the modular,
decentralized and end-to-end architecture of the GridWay framework. Results show
the feasibility of building loosely-coupled Grid environments only based on Glo-
bus services, while obtaining non trivial levels of quality of service. Such approach
allows a straightforward resource sharing as the resources are accessed by using de
facto standard protocols and interfaces.
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2006. Lecture Notes in Computer Science (LNCS). Vol. 4276, pp. 1143-1151, 2006.
Springer Verlag.
Abstract
Metascheduling is a key functionality of the grid middleware in order to achieve
a reasonable degree of performance and reliability, given the changing conditions
of the computing environment. In this contribution a comparative analysis between
two major grid scheduling philosophies is shown: a semi-centralized approach, re-
presented by the EGEE Workload Management System, and a fully distributed ap-
proach, represented by the GridWay Metascheduler. This comparative is both theo-
retical, through a functionality checklist, and experimental, through the execution
of a fusion plasma application on the EGEE infrastructure.
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Poletti, J.L. Velasco, V. Voznesensky. Fusion in the Grid. Spanish Conference on e-
Science Grid Computing, CIEMAT Madrid (Espan˜a), Marzo 2007.
Abstract
In this paper, a report is given on the status of the fusion applications in grid
infrastructures. Several pilot applications are already running and have produced
relevant scientific results. Some notions on the role of computing science to solve
the open problems that are remaining in Fusion and Plasma Physics are also given.
Grid infrastructures together with supercomputers are the suitable tools for solving
such problems depending on their structure.
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GridWay
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Abstract
Bioinformatics is demanding the computational power offered by Grid Compu-
ting. On the other hand, a workflowmanagement system is needed for the complex
applications pertaining to this research area. In a precedent contribution, a Bioinfor-
matics application which perforns protein clustering was ported to the Grid using
the GridWay metascheduler on the EGEE production infrastructure. The reason for
the Grid approach is that a single machine is subject to memory restrictions and the
input database size grows everyday. Nevertheless, execution times obtained on the
Gridwere higher due to the overheads imposed by its highly dynamic, heterogeneo-
us and faulty environment. In this paper we introduce some optimization strategies
that will shorten execution times in the considered workflow.
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Abstract
Bioinformatics is demanding more computational resources day after day. The
problems proposed by this area are growing in such complexity that traditional
computing systems are not able to face them. For solving complex problems which
can be divided in tasks with dependencies, a workflow management system must
be employed. In this paper, we introduce the use of the workflow management of
the GridWay metascheduler for running a Bioinformatics application which imple-
ments a complex algorithm performing protein clustering in order to obtain non-
redundant protein databases. The use of a general purpose meta-scheduling system
will provide the application the fault-tolerance and advance scheduling capabilities
needed to execute on a highly dynamic, heterogeneous and faulty environment. The
execution results on a production Grid (the EGEE infrastructure) shows the drama-
tic impact of remote queue waiting times on the application performance; and the
critical need of efficient re-scheduling capabilities.
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A.8. Replication Heuristics for Efficient Workflow Exe-
cution on Grids
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Abstract
Among the different heuristics available for optimizing workflow execution, the
replication ones have been previously used in heterogeneous environments with
good results. In this work, we analyze its use for workflow scheduling on Grid in-
frastructures. In particular, we study its applications to an intree workflow, genera-
ted by the distribution of the CD-HIT application. The experiments were conducted
on a testbed made of resources from two different grids and results show a signifi-
cant reduction of the workflow execution time.
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A.9. CD-HIT Workflow Execution on Grids using Re-
plication Heuristics
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Abstract
Grid Computing has proven to be a solution for big workflow execution, espe-
cially in Bioinformatics. However, Grid nature itself introduces overheads that ma-
ke its use in many cases an unfeasible solution if considering wall-time. Different
heuristics such as list scheduling, agglomeration and replication are available for
optimizing workflow execution. In particular, the replication heuristics have been
previously used in heterogeneous environments with good results. In this work, we
analyze their use for workflow scheduling on Grid infrastructures. In particular, we
study its applications to an intree workflow, generated by the distribution of the CD-
HIT application. The experiments were conducted on a testbed made of resources
from two different grids and results show a significant reduction of the workflow
execution time.
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