Abstract-The paper develops an asymptotically valid F-test that is robust to spatial autocorrelation in a GMM framework. The validity of the F-test is established under mild conditions that can accommodate a wide range of spatial processes. The proposed F-test is very easy to implement, as critical values are from a standard F-distribution. The F-test achieves triple robustness: it is asymptotically valid regardless of the spatial autocorrelation, the sampling region, and the limiting behavior of the smoothing parameter. Simulation also shows that the F-test has good size and power properties in finite samples.
I. Introduction
I N this paper, we consider spatial data models in a GMM framework. Like time series data, a salient feature of spatial data is that the observations are statistically dependent. To capture general and unspecified dependence structure, we often use heteroskedasticity and autocorrelation robust (HAR) variance estimators. (For recent contributions, see Kelejian & Prucha, 2007, and Sun, 2011.) Most commonly used HAR variance estimators are formulated using conventional kernel smoothing techniques. Under some rate conditions, the HAR variance estimator is consistent, and we obtain asymptotic normal and chi square tests. While convenient in empirical implementations, consistent HAR procedures do not capture the randomness of the HAR variance estimator, and the associated test often has a large size distortion, especially when spatial dependence is high.
To address the size distortion problem, Bester et al. (2011, BCHV hereafter) extend the fixed-b asymptotics in the time series setting to the spatial setting. Under this type of asymptotics, the truncated lag in the kernel HAR variance estimator is set equal to a fixed fraction b of the sample size N (see Kiefer & Vogelsang, 2005, and Sun, Phillips, & Jin, 2008) . The fixed-b asymptotics is in contrast with the conventional asymptotics, where b → 0 as the sample size N increases. Like the conventional asymptotic distribution, the fixed-b asymptotic distributions of the Wald statistic and t-statistic are asymptotically nuisance parameter free, albeit nonstandard. BCHV show by simulation that the nonstandard test has better size properties than the conventional normal or chi square test.
While BCHV make an important contribution in extending the fixed-b asymptotics to spatial settings, several challenging issues remain to be addressed. From a theoretical point of view, the fixed-b asymptotics in BCHV is obtained under a set of assumptions that are very restrictive in the spatial setting. BCHV use a functional central limit theorem (FCLT) for a scaled moment process and thus impose strong assumptions that may not hold if spatial processes are heteroskedastic or have spatially heterogeneous dependence. BCHV also require a quadrant-wise monotone boundaries condition on the shape of the sampling region. This condition may be hard to verify in empirical situations. From a practical point of view, implementation of their fixed-b asymptotic test can be computationally intensive. As the fixed-b asymptotic distribution is nonstandard and depends on the sampling region, critical values have to be obtained by simulation or bootstrap.
We confront these challenges by considering the class of series HAR variance estimators, a class of HAR variance estimators that is different from but closely related to the class of kernel HAR variance estimators. Both classes of estimators belong to the larger class of quadratic estimators. From a broad perspective, these two classes are analogous to the respective kernel estimators and series or sieve estimators in nonparametric regressions. The series HAR variance estimator we recommend for practical use is a kernel HAR variance estimator with a special kernel function. In general, there is no clear finite sample advantage of one estimator over the other one. However, it is advantageous to use the series HAR variance estimator in developing a new and more accurate approximation.
The smoothing parameter underlying the series HAR variance estimator is the number of terms K in the series expansion. Depending on whether K is fixed or grows with the sample size, we obtain the fixed-K asymptotics or the more conventional large-K asymptotics. We establish the fixed-K asymptotic theory without using an FCLT or maintaining restrictive assumptions on the sampling region. Our basic insight is that an FCLT is not necessary for establishing the fixed-K asymptotics. It is sufficient to invoke a CLT, which can hold under much weaker conditions and therefore can accommodate a wide range of spatial processes. For example, we can use the CLT developed by Jenish and Prucha (2009, JP hereafter) , which allows the spatial process to be nonstationary and even to have asymptotically unbounded moments. In addition, a CLT is much less demanding than an FCLT on the shape of the sampling region. We impose only a mild boundary condition.
In the time series setting and the spatial setting of BCHV, the fixed-b asymptotic distribution is often represented by a functional of Brownian motion or Brownian sheet. We will not use this type of representation. Instead, we introduce the notion of asymptotically equivalent distributions. We show that under the fixed-K asymptotics, the Wald statistic is asymptotically equivalent to a quadratic form in a standard normal vector with an independent and random weighting matrix. The random weighting matrix captures the estimation uncertainty of the series HAR variance estimator. The asymptotically equivalent distribution is nuisance parameter free. Compared to the representation that involves a Brownian sheet, the asymptotically equivalent distribution has a simpler representation. It is also easier to simulate, as it is a function of only N i.i.d. standard normal vectors.
A further innovation of this paper is that we design a sequence of basis functions so that the asymptotically equivalent distribution becomes a standard distribution. For any given basis functions, we first center them and then orthonormalize the centered basis functions via the Gram-Schmidt procedure. We use the transformed basis functions in our series HAR variance estimation. By construction, the transformed basis functions are orthonormal and integrate to 0. These two properties ensure that the random weighting matrix follows a Wishart distribution and is independent of the standard normal vector. So the quadratic form in this standard normal vector follows exactly an F-distribution. The transformed basis functions, coupled with the fixed-K asymptotics, give rise to our asymptotic F-test. The F-test is very convenient to use in practice, as critical values from the F distribution can be obtained from statistical tables or software packages. No computationally intensive simulation or bootstrap is needed.
The next step in using the series HAR variance estimator is to select the number of terms K. We consider the asymptotic mean squared error (AMSE) criterion. The proposed smoothing parameter depends on unknown parameters, which can be estimated by a parametric plug-in procedure. We employ the Matérn model as the approximating parametric model. The Matérn model, widely used in spatial analysis, is flexible in capturing various decaying patterns of spatial dependence. Simulation studies show that the fixed-K asymptotic tests, which include the F-test, are more accurate in size than the conventional chi square test. They are also as accurate in size as the BCHV test with similar power properties.
The fixed-K asymptotics and fixed-b asymptotics may be collectively referred to as the fixed-smoothing asymptotics as they effectively involve smoothing over a fixed number of quantities of interest. The conventional large-K asymptotics where K → ∞ or the small-b asymptotics where b → 0 may be referred to as the increasing-smoothing asymptotics, as they involve smoothing over an increasing number of quantities. The two specifications can be viewed as different asymptotic devices to obtain approximations to the finite sample distribution. While we recommend using the fixedsmoothing asymptotic approximation, this does not mean that we advocate the use of an inconsistent HAR variance estimator. Instead, we follow conventional practices in constructing the HAR variance estimator and the associated test statistic. Only in the last stage of inference, which requires a reference distribution, do we use the fixed-smoothing asymptotic approximation. When K → ∞ or b → 0, it can be shown that the fixed-smoothing asymptotic approximation reduces to the conventional chi square approximation.
Critical values from the fixed-smoothing asymptotics are asymptotically valid regardless of whether the amount of smoothing is held fixed or grows with the sample size. We can regard the fixed-smoothing asymptotic approximation as a robust approximation.
The series HAR variance estimator has a long history in time series analysis. It can be regarded as a multiple-window estimator of Thomson (1982) . The interest in this type of variance or spectrum estimators has been recently renewed in time series econometrics by Phillips (2005) , Sun (2006), and Müller (2007) with different motivations and objectives. Sun (2011 Sun ( , 2013 and Sun and Kim (2012) provide systematic studies on hypothesis testing using the series HAR variance estimator. Among these papers, the most closely related is Sun (2013) , which develops an asymptotic F-test in the time series GMM framework. The most important contribution of this paper, compared to Sun (2013) , is to accommodate a general sampling region, a crucial feature of spatial data that is not present in evenly spaced time series data. As a byproduct, this paper allows for unevenly spaced time series data or time series data with missing observations. (For a recent contribution on this, see Datta & Du, 2012.) The rest of the paper is organized as follows. Section II describes the problem at hand and introduces the series HAR variance estimator. Section III establishes the fixed-K asymptotic theory and F approximation under transformed basis functions. Section IV develops a bandwidth selection procedure. Section V discusses practical issues in implementing our proposed tests. Section VI presents simulation evidence. Section VII provides some concluding discussion. Proofs are given in the appendix.
II. GMM Estimation and HAR Inference
We are interested in a d × 1 vector of parameters θ ∈ Θ ⊆ R d . Let θ 0 be the true value and assume that θ 0 is an interior point of the compact parameter space Θ. The moment conditions
Y is a vector of observations at location j. The number of observed locations or the sample size is N.
We allow the moments to exhibit general forms of spatial correlation where the strength of the correlation depends on some observable distance measure between two locations. For simplicity, we follow Conley (1999) and assume that it is possible to map the data onto a finite-dimensional integer lattice so that the distance can be expressed in terms of lattice indices. To simplify the presentation further, we consider the two-dimensional case so that j = ( j 1 , j 2 ) ∈ Z 2 . Extending our results to higher dimensions is straightforward.
We assume that the sampling region can be represented
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(b 1 , b 2 ) ∈ B}, and B is a compact set with positive Lebesgue measure. As n 1 and n 2 increase, the sampling region B n gets "inflated" in each direction, and more observations become available. We allow the possibility of nonnested sampling regions; B n may not be a subset of B n for n < n and the data-generating process is understood to be a triangular array data-generating process. We consider the increasing-domain asymptotics where n 1 → ∞ and n 2 → ∞, and there is a minimum positive distance between the locations where the observations are taken. Based on the moment conditions Ef j (θ 0 ) = 0, the GMM estimator (Hansen, 1982) of θ 0 is given bŷ
where W N is a d f × d f positive definite and symmetric weighting matrix. Let 
where
and s j (θ) = G Wf j (θ), a linear transformation of the original moment functions. To simplify the notation, we write
In the time series literature, Ω is called the long-run variance.
We may refer to Ω as the global variance in the spatial setting, as it is not a variance associated with a single location but rather a variance contributed by all locations. Since H can be consistently estimated by its sample analoĝ
, it suffices to estimate Ω in order to conduct inference about θ 0 . In this paper, we employ the series-type estimator for Ω. Let
for some basis function Φ k 1 ,k 2 (·, ·) = Φ k (·, ·) that may be complex and Φ (0,0) (·, ·) ≡ 1. The basis functions are used to directly capture the global variation of the spatial process. For notational simplicity, we denote j/n = ( j 1 /n 1 , j 2 /n 2 ) from now on so that we can write
Construct the direct estimator,
where A * k is the conjugate transpose of A k . Taking a simple average of the direct estimators yields a new estimator;
K 1 and K 2 are smoothing parameters and
The larger K is, the larger the amount of smoothing is.
In the definition ofΩ, we have explicitly excluded the case k 1 = k 2 = 0. We do so because when Φ (0,0) (r, s) = 1, we have A (0,0) = 0, and henceΩ (0,0) ≡ 0, using the definition of the estimatorθ N .
As an example, consider using the complex exponential,
as the basis functions. In this case, A k becomes
which is the finite Fourier transform of the spatial process s j 1 ,j 2 (θ N ). Furthermore, some elementary manipulations show thatΩ
So the series HAR variance estimator is a kernel estimator with a special kernel weighting function given above. The above formula also shows thatΩ depends on n only through K 1 /n 1 and K 2 /n 2 , which will be specified in section IV. (See Sun, 2011 , for more discussion on the series long-run variance estimation in the time series setting.) Suppose that the null hypothesis of interest is H 0 : Rθ = r and the alternative is H 1 : Rθ = r, where R is a q × d matrix. The F-test version of the Wald statistic for testing H 0 against H 1 is given by
When q = 1, we can construct the usual t statistic,
We can also consider nonlinear restrictions. Our results remain valid after simple linearization.
III. Asymptotic Properties of Test Statistics
In this section, we establish the asymptotic distribution of the Wald and t statistics under the specification that K 1 and K 2 are fixed. We maintain the following assumptions:
Assumption 3. (i) For any open set
is an open neighborhood of θ 0 , · is the Euclidean norm, and |A n ( j 1 )| is the number of elements in
uniformly over x k ∈ R 2d where Λ is the matrix square root of Ω, that is, ΛΛ = Ω, and Ω is positive definite.
Assumption 1 makes it explicit that our asymptotics is taken under fixed K 1 and K 2 and that the sampling region expands in each direction but with possibly different speeds. Assumption 2 is made for convenience. It can be proved under more primitive assumptions and using standard arguments. The uniform law of large numbers in assumption 3 is similar to assumption 6 in BCHV. Similar assumptions are made in the time series setting. For a given set A, j
(Some primitive sufficient conditions for assumption 4 are provided in the online appendix.) When assumption 4 holds, we write
where a ∼ signifies that the two sides are asymptotically equivalent in distribution.
Theorem 1. Let assumptions 1-4 hold. If
We prove theorem 1 under much weaker assumptions than BCHV. As in JP, we allow for very general sampling regions. In contrast, BCHV maintain the restrictive assumption that the sampling region has a quadrant-wise monotone boundary. In addition, our result is established under the CLT for spatial processes, while BCHV require an FCLT indexed by sets. A CLT can hold under very mild conditions to accommodate a wide range of spatial processes. The spatial processes can be nonstationary and can even have asymptotic unbounded moments (see JP). In addition to the conditions given in JP,
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we need a mild homogeneity condition for assumption 4 to hold (see lemma 1 in the online appendix). This condition is weaker than covariance stationarity. In contrast, an FCLT usually requires much stronger assumptions so that the tightness condition can be verified. Furthermore, the asymptotically equivalent distribution in theorem 1 has a simple representation. When s j is i.i.d. normal, it is exactly equal to the finite sample distribution. This is in contrast to the limiting distribution in BCHV, a sum of complicated functionals of set-indexed Brownian sheet processes. In general, the limiting distribution in BCHV is always an approximation to the finite sample distribution.
Since η and ξ k are normal and cov(η,
So F N is asymptotically equivalent in distribution to a quadratic form in a standard normal vector with an independent and random weighting matrix. The random weighting matrix captures the estimation uncertainty of the series HAR variance estimator. Like the finite sample distribution, the asymptotically equivalent distribution depends on K, the basis functions, and the sampling region.
When Φ k (·, ·) is real, ξ k is normal with mean zero and variance:
The covariance between ξ k 1 and ξ k 2 is
The representation of F a N enables us to see that the asymptotic distribution of F N depends on the sampling region and basis functions via
or their limiting forms.
The following corollary gives the asymptotically equivalent distribution in a special case.
Corollary 1. Let the assumptions in theorem 1 hold. If (i) N
Corollary 1 shows that the finite sample distribution of qF N can be approximated by
As K → ∞, both χ 2 K−q+1 / (K − q + 1) and K/(K − q + 1) converge to 1. As a result, the above limiting distribution reduces to χ 2 q , the conventional asymptotic approximation. A direct implication is that critical values obtained from the F approximation are asymptotically valid under the conventional asymptotics when K → ∞ with the sample size. However, when K is not very large or the number of the restrictions q is large, the F approximation can be very different from the chi square approximation. Since both the random denominator χ 2 K−q+1 / (K − q + 1) and the proportional factor K/(K − q + 1) shift the probability mass to the right, critical values based on the F approximation are larger than those based on the chi square approximation.
An example of corollary 1 is when B is a rectangle and
It is not hard to show that the assumptions in corollary 1 hold in this case. So when the sampling region has a square lattice structure, we can use critical values from the F or t distribution to perform the Wald test or the t-test.
When Φ k (r, s) is complex, we may write
So the complex case is the same as the real case using
, k ∈ K} as the basis functions. The number of basis functions is 2K. If these basis functions satisfy the assumptions in corollary 1, then we immediately have
When B is a rectangle, a natural choice for complex-valued Φ k (·, ·) is the complex exponential given in equation (2). It is easy to check that all assumptions in corollary 1 hold for
For a general sampling region B n and basis functions, the asymptotically equivalent distribution cannot be simplified A more interesting and convenient method to deal with a general sampling region is to construct orthonormal basis functions on the region so that corollary 1 applies. Given the basis function Φ k (·, ·), we can center it first and then orthonormalize the centered basis functions via the GramSchmidt procedure. More specifically, we can follow three steps:
1. Center the basis functions to obtaiñ 
whereŝ Q m is the mth transformed moment vector with ordering conformable with the columns of Φ.
Since the columns of Φ Q are just linear combinations of the centered basis functions, they satisfy the conditions in corollary 1. Therefore, we can use the F distribution or the t distribution as the reference distribution in statistical inference. We call the resulting test the asymptotic F-test or the asymptotic t test.
IV. Smoothing Parameter Choice
In this section, we select the smoothing parameter based on the mean square error criterion. We focus on the case that Φ k (r, s) = exp [−i (2πk 1 r + 2πk 2 s)] as it provides a complete orthonormal system on L 2 ([0, 1] 2 ). In addition, for this choice of Φ k (r, s), the series HAR variance estimator reduces to a kernel HAR estimator, so we can use the results in Kim and Sun (2011) to facilitate the mean square error calculation.
We consider the case K 1 /n 1 = K 2 /n 2 = κ and select only one smoothing parameter κ. We can allow K 1 /n 1 and K 2 /n 2 to take different values, but it is often difficult to estimate more than one theoretically optimal smoothing parameter in finite samples.
We defineΩ as the pseudo-estimator that is identical toΩ but is based on the true parameter θ 0 instead ofθ N , that is,
where vec(·) is the column-by-column vectorization function. If necessary, we employ the asymptotic truncated MSE function in Andrews (1991) . Under the assumptions in Kim and Sun (2011) and following the same arguments, we can show that
and K dd is the d 2 × d 2 commutation matrix. According to the MSE criterion, the MSE-optimal κ is
When V assigns equal weights only to the diagonal elements ofΩ, the above formula simplifies to
When the spatial process has positive dependence such that diag(Es j (θ 0 ) s j (θ 0 )) ≥ 0 for all j,j , we can show that
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In this case, κ opt ≥ κ * where
To control the asymptotic bias more effectively, we suggest employing the lower bound κ * to choose K 1 and K 2 . That is, we take K * 1 = n 1 κ * and K * 2 = n 2 κ * where x is the integer part of x. This suggestion is in line with Sun et al. (2008) , who show that the asymptotic bias under some testing-oriented criterion should be of smaller order than the asymptotic bias under the MSE criterion. In addition, using κ * instead of κ opt avoids estimating Ω (12) , which is often a difficult task.
To implement the data-driven K * 1 and K * 2 , we use an approximating parametric model to capture the spatial dependence. Two classes of parametric models are commonly used in the literature. The first is to model the process itself. This approach is based on the work of Cliff and Ord (1981) and requires the use of a weight matrix. Kim and Sun (2011) use this approach. The second approach is to model the covariance structure directly. In this approach, rather than starting with the process and deriving the covariance matrix, a functional form for the covariance structure is assumed. The parameters of this function are then estimated. Here we use the second approach as it does not require specifying a weight matrix.
We employ the flexible class of Matérn models as the approximating covariance model. For each component s
where ν p > 0, τ p > 0, h = j 1 −j 1 , j 2 −j 2 , and K ν p is the modified Bessel function of the second kind (Abramowitz & Stegun, 1965) . This function has been implemented in standard programming packages. For example, in Matlab the function besselk(nu,z) computes K ν (z). The corresponding variogram is given by
The variogram expression is the same as equation (5.32) in Webster and Oliver (2001) . For the Matérn class of models, the spectral density for s (p) ,m (θ 0 ) has the form
, which can be obtained by setting τ p = 1/α, σ 2 p = 2 ν p −1 φΓ ν p + 1 , and d = 2 in equation (32) of Stein (1999) . Under the above specification, we have
, and so
In our simulation study below, we set ν p = ν for all p and consider two values of ν : ν = 1/2, 1, which correspond to the exponential model and the Whittle model. In the former case, γ(h) = σ 2 {1 − exp (− h /τ)}, while in the latter case,
We estimate the rest of parameters σ 2 p and τ p by fitting the theoretical variogram γ p (h) to the empirical estimatesγ p (h) based on nonlinear least squares (NLS):
In principle, we can estimate σ 2 p and τ p using more efficient estimators such as the MLE or weighted NLS estimator. Here we are content with the above ordinary NLS estimator as the approximating model we specified is not necessarily correct. Pluggingσ 2 p andτ p into equation (8) 
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V. Empirical Implementation
In practical situations, observations may not be located on a regular integer lattice. More often than not, the observation locations are characterized by two covariates, say,
To map the observation locations to an integer lattice, we can follow these steps:
.
We employ the normalization to ensure thatL m is invariant to the units of measurement in each coordinate. Other normalizations are possible. 2. On the basis of L m , m = 1, . . . , N , compute
which is the minimum of pairwise distances.
where · is the ceiling function.
These steps map each location (L 1m , L 2m ) in the original space into a unique point ( j 1m , j 2m ) in the integer lattice B n ⊂ Z + ⊗ Z + . The mapping is similar to the one used in Conley (1999) . Here we have implicitly assumed that ρ 0 > 0, a necessary condition for the increasing domain asymptotics.
With the lattice mapping, we can follow these steps to compute the test statistic: (3) or (4), we obtain the test statistic F N or t N .
PluggingΩ into equations
We can follow a similar procedure to computeΩ Q and the associated F-statistic or t-statistic.
VI. Simulation Study
This section provides some simulation evidence on the finite sample performance of our proposed nonstandard test and the F-test.
The model we consider is a linear regression model,
where x j and β = (β 1 , β 2 ) are 2 × 1 vectors and { j = ( j 1 , j 2 )} indicates the lattice points where the observations are located. Without loss of generality, we set α = 0. We generate x j and ε j according to
where i.i.d. N(0, 1) , and {u x j } is independent of {u ε j }. We consider four values of γ = 0, 0.3, 0.6, 0.9. We also consider two sampling regions. The first is a circular lattice given in figure 1. The sample size is N = 529. The other is a square lattice. For the square lattice, we introduce two designs: one uses a full lattice and the other a sparse lattice. For the full lattice case, we take a regular 25 × 25 lattice and use the data generated at each location for a total sample size of N = 625. For the sparse lattice case, we generate the data on the full 36 × 36 lattice but then randomly sample (without replacement) 625 of the potential 1,296 locations. We condition on the same set of 625 locations in each of the simulation replications. Our simulation results are not sensitive to the initial sampling of the locations. The sparse square lattice together with the circular lattice are presented in figure 1 .
To explore the size properties, we generate the data under the following null hypothesis:
where R q = (0 q×(d x +1−q) , I q ). Thus, for this testing problem, r = 0 q×1 . When q = 1, the null is β 2 = 0; when q = 2, the null is β 1 = β 2 = 0. We set the significance level to be 5%, which is also the nominal size. We compute the empirical size based on 5,000 simulation replications. For the circular lattice, we first consider the two tests proposed in this paper. The first uses the complex exponentials as the basis functions and employs simulated critical values from the nonstandard asymptotically equivalent distribution. We refer to this test as the series nonstandard test (series SIM). The other uses the transformed basis matrix via the Gram-Schmidt procedure and employs critical values from the standard F distribution. We refer to this test as the orthonormal series asymptotic F-test (OS F). For both tests, we consider the corresponding tests that use critical values from the χ 2 q /q distribution, leading to the series χ 2 test and the OS χ 2 test. For comparative purposes, we also consider two alternative tests: the test based on the gaussian kernel estimator and the nonstandard fixed-b asymptotic distribution (BCHV) and the χ 2 test based on the gaussian kernel 218 THE REVIEW OF ECONOMICS AND STATISTICS . The fixed-b critical values are simulated using the same data-generating process as above but with γ = 0. The gaussian kernel we use here is
where d is the smoothing parameter. This gaussian kernel is also considered by BCHV. We use the data-driven smoothing parameters. For the series variance estimator, the data-driven choice of K 1 and K 2 is given in equation (8). For the above gaussian kernel variance estimator, we can derive the MSE-optimal d. Following Kim and Sun (2011) , we find that the MSE-optimal d is (22) , where Ω (11) and Ω (22) are defined in equation (7). Using the same plug-in procedure as before, we can estimate d N bŷ
a data-driven choice of d when V assigns equal weights only to the diagonal elements of Ω. Table 1 reports the empirical size of the tests in the circular lattice case. As is clear from the table, the size distortion tends to increase with spatial dependence and the number of restrictions being jointly tested. Compared to the tests based on the fixed-smoothing asymptotics, the conventional series and kernel-based chi square tests tend to suffer more from overrejection. For example, when γ = 0.9 and q = 2, the empirical type 1 errors of the series χ 2 , OS χ 2 , and kernel χ 2 tests with ν = 0.5 are 0.282, 0.268, and 0.354, "Series SIM" denotes the series nonstandard test and "OS F" denotes the orthonormal series asymptotic F-test. "Gaussian (Fixed-b)" is the test developed in BCHV. "Series χ 2 ", "OS χ 2 test," and "Gaussian (χ 2 )" are conventional chi square tests.
respectively. In contrast, the fixed-K asymptotic tests and the BCHV test succeed in reducing the size distortion significantly. The empirical type 1 errors for the series SIM, OS F, and BCHV tests are 0.095, 0.097, and 0.101, respectively. Overall, tests based on the fixed-smoothing asymptotics have more or less similar size distortion. Results not reported here show that the selected K 1 and K 2 values tend to decrease with the spatial dependence. Our data-driven smoothing parameter selection procedure effectively captures the degree of spatial dependence. For the square lattice configuration, we consider two sets of testing procedures. The first set consists of the series chi square test and the series F-test, which employs an F-distribution as the reference distribution based on corollary 1. We do not need to conduct any transformation of basis functions because complex exponentials are orthonormal and integrated to 0 on the full square lattice. The second set consists of the BCHV and kennel chi square tests. For the square lattice, we consider an a priori fixed smoothing parameter choice as well as a data-driven smoothing parameter choice. In the former case, we set K 1 = K 2 = 1 or 2 for the series estimator and d = 6 or 12 for the kernel estimator. Table 2 gives the empirical size of the tests when the smoothing parameters are fixed a priori. Both full lattice results and sparse lattice results are reported. We see that the conventional chi square tests can have a large size distortion, especially when the amount of smoothing is small (small K or large d). As expected, the series F-test and the BCHV test are more accurate in size. Comparing the full lattice results with the sparse lattice results, we find that the size distortion is smaller for the sparse lattice. Having a sparse lattice is analogous to having a weaker spatial dependence. Similar results were found by BCHV. Table 3 presents the empirical size as in table 2 except that the smoothing parameters are data driven.
The qualitative observations from tables 1 and 2 remain valid.
In Tables 1 and 3 , all the fixed smoothing asymptotic tests have slightly more accurate size when ν = 1/2 as compared to ν = 1. Simulation results not reported here show that the smaller value of ν delivers a smaller amount of smoothing (smaller K and larger d). Table 2 also shows that the smaller the amount of smoothing is, the more accurate in size the series F-test and the BCHV test are. Thus, tables 1 to 3 reveal that the fixed-smoothing asymptotic tests are most accurate when the amount of smoothing is small. Finally, as before, the size distortion for the sparse lattice case is smaller compared to the full lattice case. The selected amount of smoothing is larger (larger K and smaller d). The larger the amount of smoothing is, the smaller the difference between the fixed-smoothing asymptotics and the increasingsmoothing asymptotics is. So it is not surprising to see that the fixed-smoothing asymptotic tests do not reduce the size distortion of their respective χ 2 tests by a large margin. Figures 2 and 3 present the finite sample power of different testing procedures with ν = 0.5. We use the circular lattice presented above and employ the DGP in equations (9) and (10). We consider the following local alternative hypothesis:
q with X = 1, x andc q is uniformly distributed over a sphere with radius δ, that is, 220 THE REVIEW OF ECONOMICS AND STATISTICS We compute the power using the 5% empirical critical values under the null and with data-driven smoothing parameter choice. Thus, the finite sample power is size adjusted and power comparison among tests with different HAR variance estimators is meaningful. Of course, the size adjustment is not feasible in practice. We consider the testing procedures with three different HAR variance estimators: series estimator (Series), series estimator with the transformed basis functions by the Gram-Schmidt procedure (OS), and gaussian kernel estimator (Gauss). The smoothing parameters are data driven. As illustrated in figures 2 and 3, we do not see any significant power difference among the testing procedures.
VII. Conclusion
The paper studies series HAR variance estimation and inference that are robust to spatial autocorrelation. The proposed tests are more accurate in size than the conventional chi square test because they are based on the fixed-smoothing asymptotics that captures the randomness of the variance estimator. We establish the fixed-smoothing asymptotic theory under very general conditions that accommodate a wide range of spatial data in practice. Among the tests we propose, the Ftest is asymptotically valid regardless of the sampling region, the spatial autocorrelation, and the limiting behavior of the smoothing parameter. The F-test is especially convenient in empirical applications, as the critical values are from standard F-distributions.
In this paper, we focus on the asymptotic MSE criterion, which may not be most suitable for hypothesis testing or CI construction. It is interesting to extend the methods by Sun et al. (2008) on time series HAR variance estimation to the spatial setting. The idea of using a CLT rather than a more demanding FCLT in establishing the fixed-smoothing asymptotics can be used for both kernel and series HAR variance estimators in the time series setting and for kernel HAR variance estimators in the spatial setting (see Kim & Sun, 2013) . The idea of centering and orthonormalizing may be used to derive simple F approximations in other scenarios such as when the underlying moment processes have local-to-unity persistence, as considered in Müller (2014) .
APPENDIX
Proofs of Main Results
Proof of Theorem 1. Under assumption 3, we have 
It now follows from assumption 4 that
The proof for t N is similar and is omitted here. 
(q, K).
Using the well-known relationship between the T-squared distribution and the F-distribution, we have
The proof for the t statistic is similar.
