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This study was part of a larger research project investigating methods which 
improve the reliability of ground-water flow and transport models. One aspect of this 
research involved investigating the possibility of performing joint inversion wherein a 
ground-water flow and transport model and a stratigraphic model are jointly inverted 
using shared information and observations. As part of this project, my objective was to 
build a stratigraphic forward model of sediment accumulation in fluvial environments. 
The resulting program, FLUVSIM, simulates the three-dimensional distribution of fluvial 
facies tracts from a set of input process variables. The program is applicable for spatial 
scales of floodplain-widths larger than several tens of channel-belt widths and over time 
scales ranging from several thousand to a few million years. It attempts to capture the 
multiple, interdependent interactions among process and response parameters which exist 
in the natural system, while minimizing the number of input parameters and direct 
forcing functions.  
The model is stratigraphic, rather than sedimentologic or geomorphic, in scope. It 
simulates the stratigraphic response to changes in stratigraphic base level. Stratigraphic 
base level is an imaginary, nonplanar, non-horizontal potentiometric surface which 
defines a condition where the energy to move sediment exactly balances the energy to 
store sediment. When above the base level surface, there is more energy to move 
sediment than there is to store it; hence processes remove this sediment. When below the 
surface, sediment accumulates. The intersection between the base-level surface and the 
Earth’s surface describes the spatial and temporal distribution of sediment accumulation 
and removal. Vertical oscillations in stratigraphic base level are mirrored by changes in 
the accommodation to sediment-supply ratio (A/S). Base level rises and falls as it 
responds to processes which change the amount of accommodation space (the volume 
between the Earth’s surface and the base level surface) and to processes which affect 
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sediment erosion, transport, and delivery. In this model, subsidence and sea-level change 
are the processes that change accommodation space. 
To achieve an accurate, yet rapid, simulation of the stratigraphic process-response 
system, that will be useful in stratigraphic prediction, requires the model use algorithms 
that are simplifications of the process-response operations. FLUVSIM incorporates three 
key items to achieve realistic simulations without sacrificing computational speed: (1) an 
assumption that sediment accumulation is the result of a complex, nonlinear dynamic, 
self-organized critical system; (2) the use of fuzzy logic to determine the location, 
amount, and type of sediment deposited in splay complexes; and (3) the incorporation of 
the concept of base level to define sites of sediment accumulation and erosion.  
To evaluate the model performance, I conducted more than 175 experiments. In 
each experiment, all model parameters were identical with the exception of two: the rate 
of subsidence (YL) and the long-term rate of sea-level change (CL). The sum of these two 
rates defines the long-term rate of accommodation space added to or removed from the 
model (ZL = YL + CL). These experiments were designed to examine the following: 
 
• Stratigraphic, sedimentologic, hydraulic, and ground-water flow and 
transport attributes as a function of the magnitude of ZL (= YL + CL); 
• Uniqueness of these attributes with respect to the dominant processes 
generating the accommodation space (sea-level or subsidence dominated). 
 
Results of the experiments show that a variety of geomorphic, sedimentologic, 
and stratigraphic attributes vary in regular ways as functions of ZL. The magnitude of ZL 
affects volumetric partitioning of sediment into main-channel and splay-complex facies 
tract groups. At low values of ZL, the proportion of main-channel facies and splay-
complex facies are approximately equal. As ZL increases, the volumetric proportion of 
the splay-complex facies group increases at the expense of the main-channel facies 
group. Furthermore, the volumetric proportions reveal differences in the dominant 
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channel process between high and low values of ZL. At low values, approximately equal 
quantities of sediment are deposited between active and inactive (abandoned through 
lateral channel migration) channels implying that lateral migration is an important 
process on par with active channel processes. As ZL increases, the volume of inactive 
channel deposits greatly decreases whereas the proportion of active main channel 
declines only slightly. The decrease in inactive channel facies tracts relative to active-
channel facies tracts reflects a decrease in lateral migration of the main channel as the 
system changes from low to high accommodation. 
The experiments also show that the stratigraphic process-response system is 
affected in unique ways by the processes responsible for creating accommodation. When 
YL > CL, the system is said to be subsidence dominated, and slightly higher proportion of 
main- and inactive-channel facies tracts are created compared to a system at the same 
value of ZL (=YL + CL) but dominated by sea-level change (YL < CL). This appears to be 
caused by taller levees occurring over a more extensive geographic area when sea-level 
change is the dominate process. Taller levees provide more opportunity for development 
of larger, thicker splay complexes which volumetrically dominate the stratigraphy. 
Stratigraphic attributes that result from differences in ZL affect the nature of fluid 
flow and transport of dissolved constituents through the resulting sediments. The degree 
of heterogeneity and connectivity of stratigraphic units directly affect the flow and 
transport characteristics of the system. High accommodation systems produce poorly 
connected aquifers with tortuous flow paths causing longer fluid travel times. In low 
accommodation systems, fluid flow is faster and more direct due to the increased 
connectivity of sand-rich, permeable aquifers. Volumetric partitioning, caused by 
changes in the rate of long-term accommodation change, affects fluid flow and transport.  
Similarly, differences in the mechanism responsible for creating accommodation 
also affect fluid travel time. Systems in which subsidence is dominant tend to produce 
greater volumetric proportions of connected, permeable, active and inactive channel 
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facies tracts than do comparable simulations dominated by sea level. Consequently, 
systems dominated by subsidence have longer fluid travel times. 
Using FLUVSIM, I have been able to demonstrate that: (1) fluvial architecture is 
sensitive to the rate of change in accommodation space; (2) fluvial architecture is 
uniquely sensitive to the processes responsible for creating this accommodation, and; (3) 
these processes uniquely influence the character of fluid flow and transport. From these 
results, I conclude that this model is capable of distinguishing, at least partially, processes 
which some consider capable of substituting for one another. These processes can be 
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1.1  PROJECT PURPOSE AND OBJECTIVES 
Engineers and geoscientists involved with management and recovery of ground 
water and petroleum resources have long struggled to create accurate 3-D fluid-flow 
simulation models. Such models are used to predict or postdict subsurface fluid 
movement, and thereby aid analysis and decisions about management and recovery. 
Given a reasonably correct description of the geology, at least over the volume of the 
investigation site, current fluid-flow simulation models are capable of reasonably correct 
description of flow paths, rates and volumes. The goals of a fluid-flow simulation are to: 
(1) match measured values of head, pressure, flow rates, saturation, chemical species and 
concentrations (and/or other fluid properties) at observation locations within the 
space/time continuum simulated by the model and (2) accurately predict these values at 
locations where measurements are not available. It is not essential that fluid-flow 
simulation models also completely describe the three-dimensional geometry of hydraulic 
properties. However, this is a third goal since a major source of the error and uncertainty 
of fluid-flow simulations is an incorrect three-dimensional distribution of hydraulic 
properties of strata.  
The algorithms of fluid-flow models require three main elements: (1) the pertinent 
flow and transport processes; (2) the location, types, and values of boundary conditions 
including the most important sources and sinks; and (3) the geometry and characteristic 
petrophysical and hydraulic properties of the rock volume through which fluids flow. 
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This third element is currently the major impediment to accomplishing accurate fluid-
flow simulations. The process of determining the distribution and values of hydraulic 
properties is “characterization”. 
Two components of stratigraphic characterization are important to for fluid-flow 
simulation models. First is the architecture of rock bodies. Second is the petrophysical 
properties of those bodies. Description of he stratigraphic architecture includes geometry, 
dimensions, spatial distribution and connectivity of fluid-flow units as well as the units 
that retard fluid flow. This component of stratigraphic characterization divides the three-
dimensional volume into zones of material possessing similar hydraulic properties. It 
creates an image of the fluid-flow units but does not define the distribution of properties 
within the units. The second aspect defines the three-dimensional distribution of 
hydraulic properties within these flow units. 
Currently, characterization generally utilizes four approaches, sometimes in 
combination. One is non-statistical correlating and mapping of the distributions of rock 
units of variable petrophysical properties between and beyond control points. Another is 
extrapolating hydraulic, petrophysical and/or stratigraphic attributes away from control 
sites using a variety of statistical or geostatistical approaches. A third approach, Boolean 
methods, populates the rock volume with geological elements according to a 
geostatistical algorithm and sets of measurements of such real elements. A fourth defines 
properties based on analogy with some other, more fully studied example. Despite the 
variety and sophistication of these approaches, they produce inaccurate and uncertain 
results relative to the more robust capability of fluid-flow simulation models. 
Because accurate, quantitative characterization of stratigraphy is the weak link in 
the application of fluid-flow simulations, approaches independent of physical rock 
description have been developed to estimate possible geologic configurations. As an 
example, inverse ground-water modeling uses observations of fluids within a flow system 
to propose a set of potential stratigraphic configurations to explain the observed fluid 
distribution, pressures, and properties. To date, however, these techniques are not capable 
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of uniquely and unambiguously determining which of the multiple solutions are 
geologically possible, which is correct, or even whether the correct solution is included in 
the alternatives.  
Strengthening the current “weak link” is a desirable means of increasing the 
accuracy of fluid-flow simulations. This requires a method of stratigraphic 
characterization more accurate than conventional approaches, and one that supplies 
quantitative estimates of uncertainty along with quantitative characterization. The method 
must be applicable to small, unevenly distributed geological data sets containing variable 
types and quality of observations. Inversion of stratigraphic models is such an approach. 
This approach is robust and accurate on two-dimensional, basin-scale stratigraphic data 
(Cross and Lessenger, 1999). Therefore, theoretically the method should work equally 
well in three-dimensional, small-scale situations such as encountered in fluid-flow 
simulations of petroleum reservoirs and ground-water systems.  
A variety of methods have been developed and applied by the ground-water and 
petroleum engineering communities in an attempt to characterize the stratigraphy of 
aquifers and reservoirs for the purpose of fluid-flow simulations. Some of these methods 
produce an image of the rock volume as well as an estimate of hydraulic properties. Other 
methods only estimate the hydraulic properties for a given image of the rock volume. Yet 
other methods produce an image of the rock volume, but require additional information 
or techniques to determine hydraulic property values.  
In the remainder of this chapter, I discuss some of the advantages and 
disadvantages of the subsurface characterization techniques currently in use. I begin with 
a discussion of some general considerations, followed by a discussion of techniques used 
to estimate parameter values and methods used to estimate parameter structure. The 
chapter concludes with a discussion of a philosophical approach that has guided my 
research. 
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1.2 SUBSURFACE CHARACTERIZATION – WHERE ARE WE NOW? 
I shall not today attempt further to define the kinds of material I 
understand to be embraced with that shorthand description. ... But I know 
it when I see it. (Justice Potter Stewart (concurring), Jacobellis v. Ohio, 
378 U.S. 184, 198, 1964). 
Although he was ruling on a case involving a very different subject, Justice 
Stewart’s remark could just as easily apply to stratigraphic heterogeneity. It seems that 
the geological and engineering community “know it when they see it”, but have difficulty 
when deriving a suitable “short hand” means of describing and quantifying it. As used by 
ground-water hydrologists, heterogeneity (or, for that matter, homogeneity) has at least 
two meanings (Freeze, 1975; Greenkorn and Kessler, 1969).  
In the most common meaning of the term, a medium is said to be heterogeneous 
with respect to a particular property if the value of that property varies with location 
within the medium (Bear, 1972). In many cases, the property value may depend on its 
absolute or relative location within the medium. In that case, the property is deemed to be 
spatially correlated. Otherwise, if the property is constant throughout the medium, the 
medium is said to be homogeneous with respect to the property. A particular medium 
may be homogeneous with respect to one property yet heterogeneous to another. Other 
terms often used in conjunction with homogeneity/heterogeneity describes the variability 
of the property with respect to direction. The medium is said to be isotropic if the 
property does not vary by direction and anisotropic if it does (Bear, 1972).  
Unfortunately, it is not likely that one will ever encounter a homogeneous, 
naturally occurring medium leading to the emergence of a second meaning of 
homogeneity. There will always be some variability and this variability may be 
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characterized by univariate statistics such as the mean, variance, and other higher-order 
moments and bivariate statistics such as spatial covariance. If the spatial statistics do not 
depend on location, they apply over the entire domain of interest. This condition is called 
“stationary” or “statistical homogeneity.” Stationarity assumes that the ensemble of 
measurements of a particular property represent repeated realizations of a single, random 
experiment. This allows one to assume that the spatial averages of the property equate to 
the ensemble statistics (Rubin, 2003). Stationarity often is described as a conscious 
decision or assumption (Deutsch, 2002).  
More often than not, when we discuss heterogeneity, we generally are concerned 
with the variability in hydraulic conductivity. However, heterogeneity and related terms 
may be applied to virtually any physical property of a medium. Variability in hydraulic 
conductivity is of interest because it is the primary control on fluid flow and advective 
transport. Spatial variability of hydraulic conductivity causes spatial variation of the flow 
field velocity and this, in turn, causes solute dispersion. Stratigraphic heterogeneity is a 
direct result of the variability of geologic processes in space and time. 
1.2.1 General Considerations for Ground-Water Modeling 
The goal of ground-water modeling is to accurately and reliably predict ground-
water flow and the movement of contaminants. For that matter, the same issues are 
pertinent to petroleum reservoir characterization. Throughout this discussion, I refer to 
ground-water flow and transport models. However, there is an implicit understanding that 
these issues and proposed solutions apply equally to the characterization and simulation 
of petroleum reservoirs.  
The process of modeling begins with developing a conceptual model. A 
conceptual model is a qualitative description of the geometry, hydraulic properties, 
boundary conditions, location and volumes of recharge and discharge, and the patterns of 
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flow of a ground-water system (Hill et al., 1998; Poeter and McKenna, 1998; Shelton and 
Cross, 1990). When quantified, the conceptual model is the foundation of analytical and 
numerical flow and transport models. 
To achieve accurate predictions with the fluid-flow and transport model, accurate 
estimates of the hydraulic properties between sample locations (points of control) often 
are required. Physical properties, such as porosity and permeability, and spatial 
properties, such as position, orientation, and dimensions of the aquifer and associated 
units are known collectively as the hydraulic properties or parameters of the aquifer 
system. In most ground-water problems, parameters are the unknown quantities sought 
during the course of the investigation (Hill, 1992). Characterization is “a process for 
quantitatively assigning reservoir [aquifer] properties [i.e., parameter values], recognizing 
geologic information and uncertainties in spatial variability” (Lake and Caroll, 1986), 
preface). This assignment often is done in the course of designing a numerical fluid-flow 
model and involves assigning an average or effective value to each grid cell or element 
throughout the model domain. Characterization involves three essential elements (Cross, 
1991): 
 
• Describing the spatial arrangement of sedimentary facies within the entire 
project area. 
• Dividing the project area into compartments by varying scales of 
lithologic heterogeneity. 
• Identifying and describing the fluid-flow pathways and their hydraulic 
characteristics based on lithostratigraphic information.  
 
Another term often seen in the literature is parameterization. As defined by Sun et 
al. (1998), parameterization is “a procedure by which a continuous or discontinuous 
parameter p is expressed approximately by a vector  
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p = (p1, p2, …, pm)                                                               [1.1] 
where m is called the dimension of parameterization.” Parameterization thus consists of 
two aspects, each possessing a level of uncertainty:  
 
• The “structure” of parameter p (porosity, hydraulic conductivity, 
dispersivity, etc.). This is characterized by: 
o the dimension, m, which is the number of structural components, zones, 
units, etc. 
o the structural pattern, which refers to the geometry, size, and spatial 
arrangement of the structural components, pi . 
• The spatial (and temporal) nature of the parameter values within each 
structural component, pi .  
 
Characterizing the subsurface with respect to some parameter (such as hydraulic 
conductivity) involves subdividing the model space into a number of parameter 
structures. It is unfortunate that Sun et al. (1998) chose to use the term “structure” as this 
term has at least four meanings to those involved in characterizing the subsurface 
(Koltermann and Gorelick, 1996). In the sense used by Sun et al. and in this discussion, 
“structure” refers to the “geometry and arrangement of aquifer hydraulic property fields” 
and is synonymous with “coherent structural elements” (Jussel et al., 1994), “aquifer 
architecture” (Koltermann and Gorelick, 1996) and “flow units” (Srivastava, 1994). 
Thus, each parameter structure is a region (domain, zone, unit) within the model space 
and for which the parameter possesses certain unique characteristics with respect to the 
other structures defined for this parameter. The parameter values in each structural 
component can be  
 
• Homogeneous (i.e., a constant),  
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• Random, drawn from a given probability distribution, 
• Spatially correlated at a scale much finer than the size of the structural 
components.  
 
This definition somewhat echoes Anderson’s (1997) usage of the term “mixed 
variability” which refers to random variability within discrete structures (in a 
sedimentological sense) or facies.  
Parameterization is often accomplished in two stages and results in an image or 
map of the parameter (Koltermann and Gorelick, 1996). In the first stage, a representation 
of the geometry of the geologic or hydraulic attributes (i.e., the parameter structure) are 
defined. Next, hydraulic properties are assigned to these structures.  
Sun et al., (1998) identified four assumptions often encountered during 
parameterization: 
 
• Different model structures always produce different model parameters 
during inversion;  
• The number of possible model structures for a given field situation is 
infinite, thus, the number of possible parameterizations is also infinite;  
• Obtaining a set of plausible model parameterizations is possible only when 
plausible model structures have been identified; and, 
• Discrimination of plausible model structures must be based on 
observations, prior information and the accuracy requirements of the 
model application. 
 
Unfortunately, comprehensive and perfect knowledge of the hydraulic properties 
of geological materials is unobtainable. Thus, ground-water hydrogeologists must adopt 
some method to infer hydraulic property values between control points. Several recent 
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papers have reviewed and summarized the techniques used to characterize the subsurface 
(de Marsily et al., 1998; Koltermann and Gorelick, 1996; Webb and Davis, 1998). In 
their discussion of the various methods, Koltermann and Gorelick (1996) discriminate 
between methods which produce a “geologic image” and those that do not. As they use 
the term, geologic image is analogous to the term parameter structure used by Sun et al. 
(1998). The term “image” without the adjective, refers to any quantitative depiction of 
the subsurface usable by fluid-flow models. The geologic image defines the large-scale 
heterogeneity. For those methods that produce a geologic image, additional techniques 
defining smaller scale heterogeneity must be used to assign parameter values to the 
parameter structures depicted in the geological image.  
In the following discussion, I first examine techniques that produce estimates of 
parameter values only and then discuss those techniques that estimate parameter 
structure. 
1.2.2 Methods That Estimate Parameter Values 
Many methods produce estimates of parameter values. These range from methods 
that reduce the total variability to a single “lumped” parameter value, to techniques that 
treat parameters as random variables with specific statistical characteristics. This section 
concludes with a discussion of ground-water model inversion, a technique capable of 
determining optimal parameter values.  
Representative Parameter Methods 
The desire to find a single, representative parameter value stems from: (1) our 
inability to acquire a complete and perfect representation of the subsurface based on 
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limited, uncertain data, and (2) our desire to use analytical models. As Gelhar (1986) 
stated: 
The fundamental question is how to deal with this heterogeneous reality as 
we attempt to develop quantitative descriptions of flow in large-scale 
aquifer systems. More specifically, we would like to know how to find 
appropriate average parameters which can be applied to large-scale flow 
models and, at the same time, be able to evaluate the influence of 
unmodeled heterogeneity on the quality of predictions from such models.  
These methods, often called “lumped parameter” value techniques, reduce the 
total variability of a parameter (typically hydraulic conductivity) to a single value. Many 
different measures have been proposed. The Dykstra-Parsons coefficient (VDP) of log-






σ−=                                                         [1.2] 
where k is permeability, kσ is the permeability of the 84.1th cumulative percentile 
(presented on a larger-than basis) and k0.5 is the median value of the log-transformed data 
(Corbett and Jensen, 1992; Smith, 1966). This coefficient may be generalized to any 
attribute for which one wishes to have some measure of variability (Smith, 1966). If 0 ≤ 
VDP < 0.5, the attribute is said to possess a small amount of heterogeneity. If 0.7 ≤ VDP < 
1, the attribute possesses an extremely large amount of heterogeneity (Sharp, 1999). 




=                                                                         [1.3] 
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where σ is the standard deviation and m is the mean. The population is highly 
heterogeneous if CV > 2 (Deutsch, 2002).  
When the hydraulic conductivity field is considered to be a random variable, a 
measure of the heterogeneity is provided by the standard deviation of the frequency 
distribution of ln(K) (e.g., (Freeze, 1975). Anderson (1997) defines a relatively 
homogeneous porous medium as one where the standard deviation of the natural log of 
the hydraulic conductivity is approximately equal to or less than one.  
Lumped parameter methods have little value in most circumstances. Measure 
such as these must not be used as “absolute” measures of heterogeneity when the issue of 
support must be considered (Dubrule, 1998). Furthermore, reliance upon variations in 
only hydraulic conductivity alone overlooks heterogeneity arising from variations in 
other parameters. For example, Freeze (1975) advocated a more global measure of 
heterogeneity that used nine parameters: the means and standard deviations of, and the 
correlation coefficients between the log of hydraulic conductivity, the log of 
compressibility, and porosity.  
A variation of the lumped parameter value concept involves determining an 
effective parameter value (Dagan, 1979; Gómez-Hernádez and Gorelick, 1989; Gutjahr et 
al., 1978; Warren and Price, 1961). An effective parameter is defined as “an equivalent 
parameter that produces an output variable that replicates the mean behavior of the 
system over the range of variability” (Gómez-Hernádez and Gorelick, 1989). This 
definition emphasizes the dynamic nature of effective parameters. For example, if the 
rates and/or the distribution of pumping changes, so too will the effective permeability 
(Gómez-Hernádez and Gorelick, 1989). Theis (1935) defined a method that encapsulated 
and quantified subsurface heterogeneity by lumping spatially variable parameters into the 
global values of transmissivity and storage coefficient that represented hydraulic 
conductivity and aquifer compressibility averaged over the radius of influence of a 
pumping well. 
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Characterizing a heterogeneous porous medium with a medium possessing a set 
of effective parameters may be acceptable when used in simple ground-water flow 
problems under restrictive conditions. In dealing with solute transport however, the 
problem is compounded and requires a finer-scale depiction of the subsurface. The failure 
of the concept of an equivalent porous medium was not recognized until Freeze 
introduced stochastic simulation in ground-water modeling. Freeze concluded: 
[T]hat it may not be possible to define an equivalent medium that acts in 
every sense like the actual nonuniform one through space and time strikes 
at the foundation of the theoretical developments that form the basis of 
solution of most ground-water flow problems. (Freeze, 1975), p. 740) 
Smith and Freeze determined that 
It can be concluded that there are strict conditions to be satisfied in order 
for the effective conductivity in two-dimensional steady state flow in a 
bounded domain to be given by the geometric mean. In general, the 
concept of an effective conductivity depends upon both the nature of the 
spatial heterogeneity in hydraulic conductivity and the flow system 
operating in the domain.(Smith and Freeze, 1979), p. 1558) 
Other studies, using different approaches and with different assumptions have 
concluded that effective hydraulic conductivity is dependent on a number of attributes: 
(1) the nature of the spatial heterogeneities; (2) the flow system operating within the flow 
domain and that a unique set of effective parameters may be obtained only under certain 
conditions; and (3) the relative volume fractions of sand and shale (Desbarats, 1987; El-
Kadi and Brutsaert, 1985; Smith and Freeze, 1979; Williams, 1988). Thus, it appears that 
effective parameters are not “effective” when it comes to characterizing the subsurface. 
Molz, Güven, and Melville stated: 
In modeling dispersion phenomena, it appears that more emphasis should 
be placed on field study and the accurate determination of hydraulic 
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conductivity variations and other nonhomogeneities, and less on 
incorporating somewhat arbitrary dispersion coefficients into complex 
mathematical models. (Molz et al., 1983), p. 715) 
The fact that effective hydraulic conductivity depends strongly on the spatial 
structure of the hydraulic conductivity field has led some to propose that the actual spatial 
structure rather than an “average” value may be key to understanding flow and transport 
problems. For example, Anderson said: 
When interconnected units of high hydraulic conductivity form 
preferential flow paths … lumped parameters will not correctly describe 
flow or contaminant movement. When permeability contrasts are 
sufficient, preferential flow paths may cause channeling or funneling of 
flow. Such flow does not obey a Fickian model, making it impossible to 
use the standard advection-dispersion equation with effective dispersivity 
values. We must conclude that the task of quantifying preferential flow 
paths is the greatest challenge facing researchers studying aquifer 
heterogeneity. (Anderson, 1990a), p. 18) 
Williams commented that: 
… hydrogeologists have not demonstrated that the ensemble average (or 
any other average) of any hydraulic property is necessarily the critical 
element of interest in the theory of ground-water flow and transport. 
(Williams, 1988), p. 1199) 
He continued with: 
Highly conductive geologic features … as identified by single well tests 
(relatively small scale) may not be significant to the transport of dissolved 
solids if they have not been shown by large-scale multiple well tests and 
careful geological mapping to be connected into a hydraulically cohesive 
subset (substrata) of the total population of rocks. The identification of the 
so-called fastest path is critical. It is unreasonable to bury the 
identification of the fastest path in statistical parameters of the total rock 
population. (Williams, 1988), p. 1199) 
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Similarly, Desbarats commented: 
The high-conductivity contrasts and the stratified nature of the deposits 
combine to make sand-shale sequences a particularly tortuous 
environment for subsurface flow. (Desbarats, 1990), p. 153) 
Fogg succinctly identified the key point: 
One or two well-connected sands among a system of otherwise 
disconnected sands can completely alter a velocity field. (Fogg, 1986), p. 
679) 
Thus, connectivity (or the lack thereof) and hydraulic conductivity contrast are the 
principal factors that control the movement of contaminants and the recovery of 
hydrocarbons (Anderson, 1997; Anderson et al., 1999; Cross, 1991; Desbarats, 1990; 
Warren and Skiba, 1964). In some cases, connectivity is analyzed from the perspective of 
the low-permeability barriers to flow (Haldorsen and Chang, 1986; Haldorsen and Lake, 
1984). More commonly however, the emphasis is on the connectivity of highly 
conductive fluid-flow pathways. Contaminant channeling due to preferential flow has 
been documented in several studies (Anderson, 1990a; Desbarats, 1990; Desbarats and 
Bachu, 1994; Fogg, 1986; Moreno and Tsang, 1994; Osiensky et al., 1984; Poeter and 
Gaylord, 1990; Poeter and Townsend, 1994; Silliman and Wright, 1988). In the 
petroleum literature, connectivity is investigated with respect to how it affects 
hydrocarbon recovery especially in regard to displaceable and depletable volumes 
(Henriquez et al., 1990).   
Given that connectivity seems to be the key to understanding many of the 
problems associated with fluid flow through porous media, the question becomes “How 
do we measure connectivity?” Several researchers have proposed a variety of procedures 
purported to measure connectivity and continuity.  
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The lateral and vertical continuity indices (LCI, VCI) were designed to measure 
two-dimensional sand body continuity associated with delta progradation (Pryor and 




wLCI ==                                                         [1.4] 
where w is the sand body length, W is the cross section length (all cross sections in a 
project area are designed to be a constant length), b is the maximum, continuous sand 
thickness in a given wellbore, and B is the total sand thickness in the wellbore. LCI and 
VCI are calculated within a framework of correlative units, usually on the basis of 
depositional environment. Pryor and Fulton (1978) mapped spatial variation in the VCI 
for three different sub-environments. Bridge & Leeder (1979) defined the 
interconnectedness ratio as the ratio of the total number of erosive contacts between 
channel belts to the total number of channel belts encountered in vertical scan lines of the 
2-D section produced by their model. Glezen and Lerche (1985) concluded that systems 
possessing 20% to 50% sand are capable of easily transmitting fluids laterally. When the 
sand content is 50% to 60%, vertical migration becomes possible. Henriquez et al. (1990) 
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F =                                                                   [1.6] 
where Vc is the “contact volume between wells” and VSD is the total sand volume in the 
model. How Vc is derived is poorly explained. This appears to be a three-dimensional 
measure. Díaz-Molina et al. used, without definition or discussion, two, semi-three-
dimensional continuity measure in their outcrop study of Cenozoic meander belts(Díaz-
Molina et al., 1995). They considered meander belts to be interconnected when they 
stacked vertically. Their first measure of connectivity involved determining the fraction 
of the total basal surfaces in contact with an underlying meander belt. Their second 
involved determining the fraction of vertically interconnected prisms of meander belt 
material relative to the total meander belt volume.  
All of the connectivity measures that have been proposed in the literature suffer 
from a number of limitations: 
 
• They are 1-D or 2-D measures while a measure which takes into account 
the 3-D nature of flow is needed for most transport problems. 
• 2-D measures are often made relative to an arbitrary section length. 
• 2-D measures vary according to section orientation. 
• Many of these measures require classifying subsurface materials into a 
binary (aquifer/aquitard or reservoir/seal) system.  
 
Longitudinal dispersivity (αL) has been suggested as a measure of connectivity. 
However, in natural sediments, non-Fickian behavior is the norm, rather than the rule. 
Since the constitutive relationship upon which it is based is no longer applicable, the 
longitudinal dispersivity is not the best choice. Instead, some advocate using a measure 
unrelated to a prior assumed transport model (Desbarats, 1990).  
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In some circumstances, connectivity measures are not just intrinsic attributes of a 
rock volume but are dependent on well pattern and spacing. Any methodology requiring 
efficient removal or injection of fluids from or into the subsurface through wells needs to 
consider the spatial distribution of connected pathways of fluid migration. For example, 
enhanced oil recovery designs need to consider the connectivity of sand bodies with 
respect to the proposed well spacing (Begg and Williams, 1991). Thus, like other 
parameters related to flow and transport, we may really be interested in the “effective 
connectivity” of the system, scaled to the well spacing.  
Stochastic methods 
Stochastic methods are used to derive the spatial distribution of head or velocity 
as a random variable based on one or more random variables (typically K) in the 
governing equation (Hoeksema and Kitandis, 1985). Analytical and numerical stochastic 
approaches solve the ground-water flow equation as a stochastic partial differential 
equation wherein one or more parameters (such as hydraulic conductivity) are treated as 
random spatial functions (e.g., Dagan, 1982, 1984; Dagan, 1987; Dagan, 1990; Freeze, 
1975; Gelhar and Axness, 1983; Gelhar et al., 1979; Güven and Molz, 1986; Güven et 
al., 1984; Matherton and de Marsily, 1980; Molz et al., 1983; Neuman, 1995; Neumann 
et al., 1987; Smith and Schwartz, 1980, 1981a, b).  
Geostatistics are used to predict the spatial structure of hydrogeologic random 
functions such as hydraulic conductivity (Deutsch, 2002; Isaaks and Srivastava, 1989; 
Journel and Huijbregts, 1978; Kitanidis, 1997). This involves determining the probability 
density function parameters (generally the mean and covariance) and their associated 
uncertainty for each random function.  
When using geostatistics to estimate parameter values in a given ground-water 
model region, one must assume that the region forms a “continuum” with statistically 
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homogeneous properties (stationarity and ergodicity) or, at most, slowly varies according 
to some trend (de Marsily et al., 1998). The biggest drawback with stochastic models is 
associated with supporting the assumptions of stationarity and ergodicity, as well as 
assuming the lognormality of the hydraulic conductivity distribution, and whether or not 
a finite correlation length exists. Various researchers have questioned these assumptions 
and whether or not stochastic methods can adequately characterize the subsurface, and if 
so, over what scales. (Anderson, 1997; Jussel et al., 1994). Heteroscedasticity, caused by 
architectural variations, is ignored by stochastic models (Jussel et al., 1994). Asymptotic 
theory refers to a stochastic theory in which the correlation scale of hydraulic 
conductivity is finite (Wheatcraft and Tyler, 1988). The finite correlation scale implies 
the existence of an effective travel distance beyond which Fickian transport behavior will 
apply. However, this theory assumes stationarity. Many of the models for the 
macrodispersivity tensor are valid only when the system has reached an asymptotic 
condition. It is uncertain if real-world aquifers satisfy this assumption. 
Some geostatistical characterization techniques cannot be constrained by 
geological information (Webb and Davis, 1998). Thus, geostatistical characterizations 
run the risk of producing results that are geologically unrealistic. However, since 
geological information often is sparse, qualitative, and uncertain a geostatistical solution 
unconstrained by geology might actually be a benefit (Webb and Davis, 1998). 
Furthermore, stochastic methods address the spatial continuity of sedimentary materials 
without regard to the underlying physical processes which create them. Therefore, these 
methods are incapable of providing insight into these processes (Koltermann and 
Gorelick, 1996). There has been a move to incorporate various types of geological 
information to supplement normal field observations of hydrogeological parameters to 
constrain geostatistical simulations of these parameters (Poeter and McKenna, 1998; 
Webb and Davis, 1998). 
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Inversion of Ground-water Models 
Calibration (or inversion) is the process of adjusting model parameters to obtain 
the best match of simulated and measured heads, flows and concentrations. Calibration 
involves several steps (Figure 1.1):  
 
• Information from the field is used to derive estimates of the parameter 
values, initial conditions and boundary conditions. Field data are also used 
to establish the conceptual model. 
• The numerical model is executed and the output is compared with field 
observations.  
• If the error (measured by a number of methods) between model output and 
field measurements is acceptable, the calibration process ends. If the error 
is unacceptable, parameter values are adjusted in some manner, or the 
conceptual model is revised, and the process returns to step 2 and repeats 
until the error is acceptable.  
 
There are two methods which may be used to adjust the parameter values. Many 
hydrogeologists rely on calibrating ground-water models through the trial-and-error 
approach (Anderson and Woessner, 1992). In the trial-and-error approach, the model is 
iteratively run and one or more parameter values are adjusted by the modeler prior to 
each simulation. Which parameters to adjust and the magnitude and direction of the 
adjustment is left to the judgment of the modeler. This process often relies on the 
expertise, experience, and insight of the modeler, and the process often can be hampered 
by the modeler’s biases and paradigms. Furthermore, there are not objective criteria to 
ensure that the optimal parameter values have been obtained. During calibration, the 
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Figure 1.1 – Schematic diagram of the model calibration process.  
• Nonuniquness. More than one alternative set of parameter values produce 
solutions that fit the observations equally well. 
• Sensitivity. Some parameters are determined more precisely than others. 
• Substitution. Changes to different parameter produce similar effects.  
 
Furthermore, trial-and-error calibration cannot quantitatively incorporate uncertainty 
which may exist in a number of model components: 
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• Model Errors. These arise from using an incorrect conceptual model, an 
inappropriate numerical representation of the conceptual model, or 
improper governing equations for the true site conditions. 
• Observation Errors. Errors in the observations used as calibration targets 
and those used to construct the conceptual model often go undetected. 
• Parameter Uncertainty. Trial-and-error cannot quantify how the errors in 
the model and observations propagate to affect the uncertainty of the final 
parameter set. 
 
Finally, trial-and-error has a problem which is often ignored. 
 
• Best Fit. Trial-and-error cannot guarantee that the final parameter values 
truly represents the best fit between model output and field observations.  
 
The second method for calibrating ground-water models is nonlinear regression 
(Carrera and Neuman, 1986; Cooley and Naff, 1990; Hill, 1992; Sun, 1994; Sun and Yeh, 
1990a, b; Yeh, 1986). Assuming linearity during each step, and using residuals and 
sensitivities to each parameter, an algorithm is used to simultaneously adjust the model 
parameters. Due to the nonlinearity of the problem, the calculations are repeated in search 
of the global minimum of the objective function. The benefits of inverse models fall into 
four main categories (Poeter and Hill, 1997): 
 
• Inversion automatically calibrates a model such that the calculated 
parameter values produce the best fit between simulated and observed 
heads and flows for a given conceptual model.  
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• Inversion quantifies (a) the quality of the calibration, (b) data 
shortcomings, and (c) confidence intervals for parameter estimates and 
head and flow predictions. 
• Inversion reveals issues such as parameter correlations, parameter 
insensitivity to observations, and invalid conceptual model designs. 
• Inversion encourages quantitative comparisons between alternative 
conceptual models because automated calibration saves time and allows 
the modeler to consider alternative conceptual models. 
 
Despite all of its benefits, inversion has some pitfalls. Inverse techniques can 
determine a limited number of parameter values and requires regularization to determine 
the zonation of parameters, so it is difficult to calibrate detailed parameter distributions 
that have profound influence on transport. Inverse problems are often posed assuming a 
limited number (often only one) of conceptual model structures a priori. If determined 
during model calibration, the model structure is often found through trial-and-error 
regardless of the method used to identify the parameters embedded within the structure. 
Conceptual model structures are usually based on limited geological information and 
“subjective guesswork” (Sun et al., 1998) and, once determined, are rarely changed 
during the course of an inversion (de Marsily et al., 1998). If the model structure is 
incorrect, the parameter values estimated from the model will also be incorrect, as will 
predictions made using said model.  
Many techniques exist for identifying parameter values for a given model 
structure (Hill, 1992; Hill, 1998; Hill et al., 2000; Hill et al., 1998; Sun, 1994). Inverting 
for an optimal model structure however, is a much greater challenge, and, despite 
research into this problem, there is still not a solution which reliably finds both the 
structure dimension and pattern. Sun et al. (1998) describes four challenges: 
 
 23 
• The structural dimension, m, is difficult to determine. 
• The computational effort becomes large when the structural dimension is 
large. 
• The optimal structural pattern found through inversion on observations 
may not be optimal for the model application.  
• It is impossible to evaluate if existing data are sufficient for identifying 
model structure. 
 
Since fluid-flow models are designed to estimate the hydraulic behavior of a 
particular conceptual model, one which gives reliable results with respect to head, flow, 
and concentration observations may not in fact be geologically correct. However, models 
that portray the essential geological features more accurately will, in general, give more 
reliable results.  
1.2.3 Methods That Produce Parameter Structure 
There are several methods available that may be used to identify large-scale 
parameter structure. These include descriptive methods, Boolean algorithms, non-
Gaussian stochastic methods, and geologic process-response models. All of these 
methods produce only a parameter structure and must be linked with a method which 
produces parameter values within the structure framework. In some cases, particularly 
when the stratigraphic architecture is the dominant control on the aquifer behavior, 
constant parameter values may be assigned to each parameter structure without 
compromising model accuracy (Srivastava, 1994). The major limitation of most of these 
methods (exceptions noted below) is their inability to condition to well data.  
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Descriptive Methods 
Cross (1991) argues that the essential first step in any field-scale characterization 
study is the “description or prediction of the spatial arrangement – position, geometry, 
interconnectedness and volume – of sedimentary facies within the entire reservoir unit”. 
Unfortunately, most methods relying on description fall short with respect to prediction 
as will be seen in the following discussion.  
The descriptive method uses site-specific observations, judgment, experience and 
intuition combined with conceptual depositional models to define geological facies. The 
geological facies are translated into units that possess unique, usually homogeneous, 
hydraulic characteristics which serve to distinguish a particular hydraulic unit from all 
others. A variety of terms have been applied to these hydraulic units. “Hydrostratigraphic 
unit” was originally defined by Maxey (1964) and redefined by Seaber (1988) as  
…a body of rock distinguished and characterized by its porosity and 
permeability. A hydrostratigraphic unit may occur in one or more 
lithostratigraphic, allostratigraphic, pedostratigraphic, or lithodemic units 
and is unified and delimited on the basis of its observable hydrologic 
characteristics that relate to its interstices. Hydrostratigraphic units are 
defined by the number, size, shape, arrangement, and intercollection of 
their interstices, and are recognized on the basis of the nature, extent, and 
magnitude of the interstices in any body of sedimentary, metamorphic, or 
igneous rock. 
The term “hydrogeological facies” was defined by Anderson (1989) to be “a 
homogeneous but anisotropic unit that is hydrogeologically meaningful.” The term 
“hydrofacies” refers to preferential flow paths created by interconnected units with 
relatively homogeneous hydraulic properties (Poeter and Gaylord, 1990). McKenna and 
Poeter (1995) equated hydrofacies with Anderson’s (1989) definition of hydrogeological 
facies. “Zone” (Cooley, 1977), “lens” (Brannan and Haselow, 1993), and “lithohydraulic 
units” (Krause et al., 1987) are other terms often used in the literature. Regardless of the 
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terminology, the process of subdividing the model space into hydraulic units, each 
possessing unique hydraulic properties, echoes “parameter structure” as defined by Sun 
(1998). The contrast in hydraulic conductivity (or any other parameter) across hydraulic 
unit boundaries is sharp and it is this contrast that controls large-scale contaminant 
transport (McKenna and Poeter, 1995).  
Zonation may be done on the basis of a number of geological characteristics 
including lithology, grain size, sorting, cementation, type of sedimentary structures, size, 
geometry, and spatial arrangement of macroforms, correlation lengths, connectivity, 
genetic origin, presence of fractures, faults, or other structural discontinuities, as well as 
hard measurements of hydraulic properties (porosity, permeability, specific storage, etc.). 
Zonation is subjective and is a function of the experience of the modeler and on the 
amount and quality of the geological observations.  
Descriptive methods are useful for creating a deterministic, large-scale geologic 
image. However, this must be combined with other methods to complete the small-scale 
parameterization within the large-scale framework. For example, facies information may 
be used to delineate the parameter structure. Then, within each facies, a stationary spatial 
correlation structure defining the hydraulic properties could be adopted. Descriptive 
methods are most successful in situations where high permeability units possess a high 
degree of connectivity (Weber and van Guens, 1990).  
The descriptive method often employs analogues. Analogues may be divided into 
three categories (Alexander, 1993): 
 
• Comparisons with modern depositional processes and environments.  
• Rock record analogues. 
• Laboratory experiments.  
 
Many geologists instinctively look to modern analogues for help in visualizing a 
particular site (e.g., Miall, 1988; Ravenne et al., 1987), usually by assuming (perhaps 
 26 
incorrectly), (Gould, 1965) that “the present is the key to the past.” Due to their 
accessibility, modern analogues of some environments, particularly fluvial environments, 
gives one the ability to examine geological processes and the sediments they deposit in 
some detail. Studies of modern analogues derive their greatest benefit by improving 
understanding of the processes involved.  
In addition to modern analogues, many geologists tend to use rock record 
analogues as a source of information (e.g., Liu et al., 1996; North and Taylor, 1996). Due 
to the quantity and variety of data available from the rock record, particularly in outcrop, 
rock record analogues have provided much needed information used to construct 
numerical models used to examine fluid-flow and transport behavior. Furthermore, 
detailed rock record studies provide useful insight into the true nature of heterogeneity 
often inaccessible via the typical suite of limited, site-specific data. However, rock record 
analogues rarely serve as adequate sources of quantitative information directly usable in 
fluid-flow simulations because it is extremely unlikely that the analogue is identical in all 
respects to the field site.  
Laboratory experiments conducted under carefully controlled settings often have 
provided useful insights to geological processes which are otherwise not directly 
observable (e.g., Ashmore, 1982; Gilbert, 1914; Jopling, 1965; Milana, 1998; Paola, 
2000; Paola et al., 2001; Schumm and Khan, 1972; Southard and Boguchwal, 1990; van 
Heijst et al., 2001). The oft-cited advantages of scaled, laboratory models is that they can 
simulate physical processes under carefully controlled conditions (Paola, 2000). 
However, laboratory experiments often are designed to be simplifications of real physical 
processes and often employ sweeping assumptions, scaled components, and the 
controlled conditions often disconnect the very processes-response system under scrutiny. 
Furthermore, laboratory experiments are, by necessity, constructed at relatively small 
scales. While this does not present a problem when investigating small-scale processes 
such as those which produce sedimentary structures, assessing larger-scale problems 
requires careful model design to account for un-scalable factors such as gravity and time. 
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Laboratory experiments also suffer from their inability to simulate natural processes 
which operate in geological time scales.  
Alexander (1993) advised against indiscriminately using analogues for subsurface 
characterization with the reminder that “there is no such thing as a perfect analogue.” He 
recognized six problems with analogues.  
 
• Misinterpretation of the analogue or the site data – incorrect 
interpretations of either may lead to the use of inappropriate analogues. 
Furthermore, interpretation is subjective and often results in a given 
analogue possessing different values and limitations by different people.  
• Scale – Analogues are often not at the same scale as the field site. Widely 
known modern analogues, such as the Mississippi River, are frequently 
large-scale systems, and consequently, much larger than typical field sites. 
In contrast, rock record analogues are often much smaller than typical 
field applications.  
• Comparing analogue duration and geological time periods – Modern 
analogues are often no more than snapshots taken at an instance of 
geological time. Thus, they may inadequately portray field sites where 
sediments may have accumulated over a much longer period of time. As 
time goes on, there is an ever increasing chance that extrinsic processes 
will vary causing changes to the field site depositional system for which 
the modern system is unable to accommodate. 
• Degrees of freedom – The number of factors and the nature of how they 
interact in the stratigraphic process-response system is virtually impossible 
to define. Consequently, the probability that the field site and the analogue 
were both created under identical conditions is extremely unlikely. Even if 
the site and the analogue were deposited in identical depositional settings 
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and contain an identical suite of depositional facies, one may not conclude 
with reliability that both will possess identical hydraulic characteristics.  
• Lack of appropriate analogues – Modern depositional analogues may not 
exist for the site in question; a fluvial system prior to the evolution of land 
plants, for example.  
• Databases for statistical or empirical models – Databases or “catalogs” of 
rock properties, aquifer and reservoir characteristics, facies proportions, 
dimensions, continuity measures, and a host of other variables based on a 
large number of rock record or modern analogues are being used to 
constrain and define site-specific conceptual models. However, these 
databases reinforce and amplify all of the preceding problems. 
Consequently, their indiscriminate use may cause more problems than 
they were designed to solve.  
 
A catalogue of aquifer attributes from a given depositional environment or facies 
assemblage has no value because the continuity and petrophysical properties of 
sedimentary materials are often the result of processes operating independently of the 
depositional environment (Cross, 1991). Compiling stratigraphic and petrophysical 
attributes out-of-context introduces a false level of confidence in the accuracy of these 
attributes.  
Analogues that apply comparisons with modern processes and environments often 
take the form of qualitative facies models. Facies models (Anderton, 1985; Blatt et al., 
1980; Reading, 1978; Reineck and Singh, 1973; Rigby and Hamblin, 1972; Scholle and 
Spearing, 1982; Selley, 1978; Walker, 1979; Walker and James, 1992) illustrate the 
shapes and relative relations of deposits in a given depositional environment. Facies 
models are often used as a guide in interpreting site-specific data. Walker (1979) 
identified four functions of facies models: 
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• To form a norm for purposes of comparison. 
• To provide a framework for future observations. 
• To help predict facies occurrences in new geological situations where field 
information is limited. 
• To help interpret the processes operating in a particular system. 
 
Walker’s four functions echo the philosophy of Krumbein and Sloss (1963) who 
suggested that in the search for “… generalizing principles it is a useful philosophical 
device to recognize models – actual or conceptual frameworks to which observations are 
referred as an aid in identification and as a basis for prediction.” Koch and Link (1970) 
also suggested that “the purpose of a model, whether physical, geological, or 
mathematical, is to abstract, simplify, and organize reality to focus attention on one or a 
few factors in a geological situation.” Proponents view facies models as providing “order 
in the face of chaos” by throwing out the confusing detail to see essential fingerprint of 
each depositional environment.  
Geologists and hydrogeologists use facies models and site-specific observations 
in different ways; the former to infer depositional environments and depositional 
histories, the latter to estimate spatial patterns of hydraulic properties (Anderson, 1989). 
In addition to this distinction, there are many problems with facies models: 
 
• They represent an “ideal” in an attempt to generically capture the essence 
of a particular depositional environment by eliminating the “noise” 
(Anderson, 1989). Variability measures (univariate, bivariate, spatial, etc.) 
are never included. 
• Site-specific geology will almost always be inconsistent with the facies 
model. The likelihood of finding this ideal representation of a specific 
geological environment is zero (Anderson, 1990a). 
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• Facies models cannot predict specific details (for example, existence of 
channels but not their location, orientation, dimensions, etc.). 
• Facies models are often one-dimensional sequences, whereas flow and 
transport requires three-dimensional information.  
• The continuum of the stratigraphic process-response system is forced to fit 
a few discrete, but nonetheless arbitrary, classes.  
• Some facies models are just wrong (Blair and McPherson, 1992). 
• They provide no quantitative information. They are often without scale or, 
at best, present only a wide range of length scales.  
• Walker’s (1979) use of the term predictor has two meanings: (1) as a 
means of identifying the diagnostic features of each environment; and (2) 
as a means of suggesting the overall spatial arrangement of sediment. 
North (1996) suggests that Walker (1979) intended the first meaning and 
not the second. However, some geologists often assume (or desire) the 
second. 
• Facies models are supposed to represent a norm for purposes of 
comparison. At any particular outcrop however, it is difficult to decide if a 
observation not encompassed by the model is due to some local variation 
or if this observation would serve as the basis for erecting a new model. 
This highlights the philosophical differences between “lumpers” and 
“splitters”. By the early 1980s, the splitters seem to have prevailed to the 
point that fluvial facies models had “multiplied like rabbits so that every 
real-world example [required] a new model” (Dott and Bourgeois, 1983). 
• Facies models are incapable of incorporating dynamic factors such as 
changing base level or climate. The time dimension is rarely discussed. 
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• There is a danger that facies models can become so established in the 
geological community that they influence later interpretations (North, 
1996). 
Boolean Method 
The Boolean method (sometimes called stochastic modeling) involves placing 
randomly sized, but deterministically shaped objects randomly throughout the model 
space (Haldorsen and Chang, 1986; Haldorsen and Damsleth, 1990; Henriquez et al., 
1990). The objects often are assumed to be analogous to geological features such as sand 
bodies or fractures. The characteristics of the objects (shape, dimensions, aspect ratio, 
etc) are based on statistics of field data. Objects used in the Boolean method are 
analogous to the parameter structures of Sun et al. (1998) plus one structure representing 
the low-permeability matrix into which the objects are placed. Parameter values in each 
object may be assigned in any of three ways, as discussed above. Often, a simple bimodal 
distribution is used; fluid is assumed to flow through the objects and thus, high porosity 
and permeability is assigned to the objects whereas low porosity and permeability is 
assigned to the matrix. The Boolean method produces a geological image and must be 
combined with other methods to complete the parameterization. 
The Boolean method may include a set of geologically based rules governing the 
allowable placement of the objects. For example, the method may include rules 
concerning the degree to which objects may overlap, rules that dictate the preferred 
orientation of the objects, and rules that specify when the image has achieved a 
predefined target such as the net/gross ratio. This method may be conditioned on 
observations of the object positions, on the observed parameter values, or both.  
Problems with the Boolean method include: 
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• The right geometry, dimension, and position of the objects must be 
determined. 
• Rules governing object overlap, orientation, and density must be 
implemented. 
• The distributions governing size and position must be specified. 
• Lithofacies do not usually conform to the simple shapes commonly used. 
• The distribution of lithofacies in space is not random. 
Statistically-based, structure-imitating methods 
Boolean algorithms are one example of a non-Gaussian, stochastic method. Non-
Gaussian methods also include indicator-based methods, simulated annealing, and 
Markov chains. Non-Gaussian methods can utilize a variety of soft data, such as 
geophysical data and do not require that a distribution be specified. They can reproduce 
higher-order spatial statistics, and are capable of producing geological images of large-
scale features such as preferential flow paths, and complex geological features.  
Indicator geostatistical techniques (Carle and Fogg, 1996, 1997; Carle et al., 
1998; Deutsch and Journel, 1992; Johnson and Dreiss, 1989; McKenna and Poeter, 1995; 
Ritzi et al., 1995) model hydraulic conductivity or facies as categorical variables. This is 
often accompanied by attempts to characterize the heterogeneity in the categories in 
terms of hydrogeologic facies to which an effective hydraulic conductivity or probability 
density function can be assigned. McKenna and Poeter (1995; Poeter and McKenna, 
1995) stochastically modeled parameter structures using multiple-indicator simulation 
conditioned on hard and soft data. They then used inverse flow modeling to discriminate 
implausible realizations and to estimate values of hydraulic conductivity within the large-
scale parameter structures.  
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Process-imitating Methods 
The purpose of this class of models is to create an image of the subsurface by 
simulating, to one degree or another, the physical processes related to sediment 
accumulation. The concept of using process-related methods for creating an image of the 
subsurface is appealing because geological processes are the root cause of heterogeneity. 
These methods usually produce a parameter structure, but they may also provide 
information used to derive parameter values.  
In their most rigorous form, process models implement the full hydrodynamic 
open-channel flow equations governing the conservation of mass, momentum, and energy 
coupled with mass-conserving sediment transport equations to solve hydraulic 
engineering problems related to scour and sedimentation around engineering structures, 
short-term channel migration, reservoir silting, canal stability, and other related topics 
(e.g., Ackers and White, 1973; Bates et al., 1992; Bettess and White, 1981; Bridge, 1992; 
Chadwick and Morfett, 1993; Chaudhry, 1993; Einstein, 1950; Graf, 1984; Ikeda and 
Parker, 1989; Sturm, 2001; Vanoni, 1975; White et al., 1982; Yalin, 1992). These models 
route fluid and sediment over a surface, given the topography, and are capable of 
predicting the amount and type of sediment, including sedimentological features at a 
variety of scales. These models, however, are very complex and are capable of simulating 
only small areas and for only short durations. This limits the amount of detail that these 
models produce. Furthermore, sediment accumulation in fluvial environments actually 
involves a number of sub-environments, each requiring its own set of governing 
equations and initial and boundary conditions. For example, over a short duration of time, 
flow in channels may be simulated as steady, uniform open-channel flow, in the outer 
portions of splay complexes as steady, non-uniform unconfined flow, and flow in deltas 
as subaqueous flow. Bridge (1992) and Howard (1992) developed rigorous, small- to 
moderate-scale models of fluvial systems.  
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At the other end of the scale are basin-scale models that use simplifying 
assumptions to simulate sediment accumulation as a function of various factors including 
changes in sea level, subsidence, and sediment and water flux (Allen and Allen, 1990; 
Angevine et al., 1990; Flemings and Jordan, 1989; Harbaugh et al., 1999; Lawrence et 
al., 1990; Paola, 2000; Slingerland et al., 1994; Tetzlaff and Harbaugh, 1989; 
Wendebourg and Ulmer, 1992). Although these models do not attempt to simulate fluid-
flow and sediment transport, they involve solving a set of coupled partial differential 
equations which govern large-scale physical processes.  
In contrast to the rigorous process-imitating class of models, geometric models do 
not attempt to simulate sediment accumulation via solution of physically-rigorous 
governing equations. Instead, they simulate spatial patterns through the application of 
empirical geometrical relationships. Scheibe and Fryberg (1995) discussed the 
advantages of using a geometric approach for characterizing heterogeneity. A geometric 
approach is one that represents heterogeneity as comprising discrete geometric units with 
sharp boundaries and is similar to the concept of parameter structure. The geometric 
approach is (1) one that often relies on geological processes, insights, and observations; 
and (2) is capable of representing features important to flow and transport.  
A number of researchers (de Marsily et al., 1998; Webb and Davis, 1998) have 
voiced concerns over the use of process-based models to characterize the subsurface: 
These concerns fall into four categories: 
 
• The inability of process-based models to condition to observations;  
• The inability of process-based models to produce multiple realizations;  
• Achieving high resolution over large space and time scales requires 
immense computer resources; and, 
• Process-based models are chaotic; small changes in initial conditions 
produce large differences in output. 
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1.3 PHILOSOPHICAL APPROACH 
In the preceding section, I discussed some of the many methods that have been 
used to characterize the subsurface. In many of these studies, the emphasis has been on 
prediction, in particular, the predictive reliability of methods used to characterize the 
subsurface. Since the proportion of the subsurface sampled at any given site frequently is 
on the order of a few thousandths of a percent or less, characterization is an exercise in 
prediction, not description. “A model is considered to have predictive value if it makes 
precise statements about unsampled volumes of the subsurface” (North, 1996). 
Characterization reliability affects the ability of computer fluid-flow models to reliably 
predict how real flow or transport problems will behave (or have behaved) as the model 
responds to some future (or previous) change in the system. According to Baker (1988): 
Prediction for both science and engineering is a tool, not a goal. In science 
it serves to test hypotheses in order to generate a more satisfactory 
understanding. This is an endless process with a utopian goal (truth). In 
engineering, prediction serves a utilitarian purpose. It must be achieved 
quickly in order to control critical systems important to humankind.  
Our ability to predict is often hampered by our inability to fully understand how 
geological systems function. In such cases, our ability to predict certain behaviors of 
these systems comes only by accepting that there will be uncertainty in these predictions. 
The “philosophy of scientific desperation” arises when one is forced to assume that the 
system is governed by stochastic processes virtually assuring that the prediction will be 
uncertain (Baker, 1988). Those who believe in the inherent randomness of nature accept 
this. On the other hand, there are those who believe in the deterministic, causal operation 
of nature. In this belief system, uncertainty is not an inherent feature of reality but, rather, 
is an indicator of deficiencies or limitations in the theory used to model that reality 
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(Baker, 1988). Since complete, deterministic knowledge is unattainable, subsurface 
characterization must be capable of managing the uncertainty. Uncertainty may be 
minimized by embracing methods which possess strong predictive power. 
Characterization thus involves two fundamental objectives: 
 
• To estimate the spatial distribution of various sediment attributes; and, 
• To estimate the uncertainty in this spatial distribution. 
 
The exact geologic configuration may not be known, but if the range of possible 
configurations is constrained within a stratigraphic context, fluid-flow predictions are 
constrained to a realistic range of values. One method of restricting the range of possible 
geologic configurations to only those which are realistic is through use of stratigraphic 
forward models which replicate configurations at sampled positions and which describe 
consistent geologic configurations within the rest of the model volume. However, a 
stratigraphic model which is capable of achieving this requires an approach different than 
most. 
A recent development in modeling is more of a change in the philosophy of 
modeling rather than a change in the tools, methods, or scientific insights used in more 
conventional approaches (Cross, 1990). The reasoning behind the new philosophy of 
Quantitative Dynamic Stratigraphy involves a much broader and coherent approach to the 
analysis of sedimentary basins and results in an increase in predictive capability, 
establishment of confidence intervals, and an assessment in the accuracy of the models. 
As defined by Cross and Harbaugh (1990): 
Quantitative Dynamic Stratigraphy (QDS) is the application of 
mathematical, quantitative procedures to the analysis of geodynamic, 
stratigraphic, sedimentologic and hydraulic attributes of sedimentary 
basins, treating them as features produced by the interactions of dynamic 
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processes operating on physical configurations of the Earth at specific 
times and places.  
Creating a QDS model begins with defining what the model needs to do. The 
goals of stratigraphic simulations for petroleum and ground-water applications are:  
 
• To honor the available stratigraphic data;  
• To provide a quantitative portrayal of the lithological, petrophysical, 
dimensional and geometrical attributes in a 3-D volume;  
 
To achieve these goals requires, first, a method to ensure the model output honors 
observations and, second, a geologically realistic process-response simulation such that 
once the observations are matched at a few control points the rest of the model volume 
also is likely to be correct at the same level of accuracy and uncertainty as exists at the 
observation points. Furthermore, such a model will more likely depict the distribution, 
stacking, and connectivity of zones of preferential flow. If these goals can be achieved, 
then this 3-D petrophysical model can provide information used to parameterize the 
associated flow simulation model. 
1.3.1 Stratigraphic Inversion 
The first goal in stratigraphic modeling requires that the output from a process-
response stratigraphic simulation must match observations at control sites. This 
procedure is known as calibration and was discussed earlier as it relates to ground-water 
models. Like ground-water model calibration, calibrating stratigraphic models involves 
minimizing the differences between model output and field observations and may be 
done in one of two ways: trial-and-error calibration or inversion. Calibration of 
stratigraphic models often is accomplished through trial-and-error. Given sufficient time 
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and resources, a successful trial-and-error calibration may be achieved. By varying the 
values of process parameters in the stratigraphic model individually or in combination, 
one may eventually stumble upon a set of parameter values that approximate the 
observed stratigraphic relationships within some defined tolerance. Furthermore, attempts 
to calibrate stratigraphic models often are qualitative and rely on a measure of 
subjectivity on the part of the modeler (Lawrence et al., 1990). Using this approach, 
however, will never provide the answers to: “Is this the best set of process parameter 
values?” and “Are there other equally good solutions?”  
In contrast, inverse stratigraphic modeling is a rigorous procedure for determining 
the values of stratigraphic process model parameters and their associated uncertainties. 
The inverse procedure requires an iterative approach in which output from a forward 
model simulation is compared with observations, then the values of the forward model 
parameters are modified by the inverse model algorithm such that the model predictions 
and observations are closer the next time the forward model is executed. Mathematical 
inversion of the stratigraphic model expedites the process and produces the optimal 
parameter values (Cross and Lessenger, 1999). The results of inversion also provide 
additional information about the uncertainty associated with the model as well as sources 
of uncertainty and errors. The inverse method finds the optimal set of parameter values 
for which the forward model produces the best match with stratigraphic observations. 
Given that stratigraphic observations at control sites are matched by the model, we can be 
confident that the stratigraphy predicted between control sites also is correct if (and only 
if) the forward model is a good approximation of the real process-response system and 
the observations are correctly acquired and interpreted. The first premise of this study is 
that an invertible, process-response stratigraphic model is the most robust method capable 
of characterizing the subsurface. 
Thus, stratigraphic inversion solves the first problem of ensuring that the forward 
stratigraphic model matches observations at control sites. In doing so, stratigraphic 
inversion sets up some requirements about data types and quality, and the forward model 
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itself. For stratigraphic inversion to be practical the associated forward model must 
accurately simulate the stratigraphic process-response system, it must run fast, and it 
must produce results that can be compared to field observations. In addition, these 
observations must possess robust information about the behavior of the stratigraphic 
process-response system such that nonunique results are reduced and strictly bounded.  
Since the inversion process is iterative, many hundreds of forward model 
simulations may be needed for the solution to converge to an answer. To be practical, the 
forward model execution time must be short. The ideal is to maximize time for 
interpretation and analysis and reduce time on computational cycles.  
Running an inverse model requires stratigraphic data which will be compared to 
the forward model output; that is, the forward model must produce predictions that are 
comparable in form to stratigraphic observations. The type, quality and quantity of 
stratigraphic data are important limitations on the degree of success of the inversion. 
Furthermore, the quality and type of data determine the robustness, predictive capability 
and uniqueness of the inverse model results.  
Another requirement is that the forward model must accurately simulate the 
stratigraphic process-response system. For inversion to be successful, the forward model 
must have (Cross and Harbaugh, 1990): 
 
• A good understanding of the relationships and interdependencies among 
processes and responses;  
• Knowledge of the proper initial and boundary conditions;  
• The set of algorithms, logic statements, and mathematical expressions 
must adequately represent the natural system; and, 
• An understanding of the role of randomness in the system. 
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If the geological observations are correct but the forward model simulations do 
not adequately mimic the process-response system in some way, then any matches 
between model predictions and observations are fortuitous and model predictions in the 
space away from control sites will be inaccurate. Furthermore, in any forward model, 
assumptions are unavoidable; whenever possible, these assumptions should be evaluated 
for their reasonableness, their range of applicability, and the amount of error they 
contribute to predictions. Cross and Lessenger (1999) suggested some minimum 
conditions which a stratigraphic forward model should meet as a first-pass test of model 
suitability. A stratigraphic model is considered geologically suitable if it satisfies the 
following conditions while using reasonable values for process parameters:  
 
• It partitions sediment volumes into different facies tracts while conserving 
mass;  
• It partitions differential volumes of sediment volumes into facies tracts 
during the simulation and therefore changes symmetries of stratigraphic 
cycles through time and space;  
• It possesses an inverse relation between facies tract heterogeneity and 
frequency of stratigraphic discontinuity surfaces (facies differentiation and 
preservation index); and,  
• It recreates reasonable dimensions and geometries of lithologic and 
stratigraphic units.  
 
The forward model should accomplish these four conditions as a consequence of process-
response algorithms which do not directly attempt to reproduce the conditions.  
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1.3.2 Multivariate Inversion 
As discussed earlier, as a general rule, inversion of models may be afflicted by 
one or more problems including nonuniqueness, sensitivity, and substitution (Cooley, 
1979). For example, ground-water head observations alone are often used to calibrate 
ground-water flow models. Using a single type of observation alone increases the 
likelihood of encountering nonunique solutions. These problems are ameliorated 
somewhat by adding additional observations. Using multiple data types for inversion, 
especially when these data types that are capable of distinguishing causal relations among 
multiple responses, helps even more, especially with respect to nonuniqueness and 
insensitivity, even when these additional data are imprecise (Anderman et al., 1994; 
McKenna and Poeter, 1993). This is possible because the relationship linking 
observations to parameters is nonlinear (Poeter and Hill, 1997). Different data types used 
in ground-water models include flows through boundaries, advective transport, velocity, 
concentration, temperature, resistivity, etc. in the inversion (Anderman et al., 1994). 
Incorporating geological data is not commonly done. Fogg (1986) identified three 
somewhat spurious reasons that geological data are not often incorporated into ground-
water models: 
 
• Sufficient geologic data may not exist;  
• Some modelers may not be able to interpret geologic data on their own or 
have access to a geologist capable of interpreting the data for them; and, 
• The modeler may be unaware of the benefits which may be achieved by 
incorporating geological data. 
 
With respect to stratigraphic inversion, Burton et al. (1987) concluded that 
stratigraphic inversion is impossible because the stratigraphic record is nonunique with 
respect to the processes of eustasy, subsidence, and sediment supply (Cross and 
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Lessenger, 1999, in press). They reached this conclusion partly because they tried to 
invert using conventional stratigraphic data which are insensitive to discriminating 
process-response relations. For example, if a particular data type (such as stratigraphic 
geometry or rock type) cannot be used to discriminate among initial topography, 
sediment supply or subsidence as the process(es) responsible for the observed product, 
then that data type will not be particularly helpful in ensuring a successful and unique 
inversion. Inverting on a single type of data or data types that are correlated (i.e., those 
that possess little sensitivity to differentiating causal relations among multiple process-
response parameters), may not avoid nonuniqueness of the parameter inversion.  
Stratigraphic systems are multivariate and thus multivariate data must be used in 
the inversion. By including different data types the inversion can capitalize on the 
different sensitivities to processes of each data type (Lessenger, 1993). Each stratigraphic 
process in the forward model affects each stratigraphic observation in unique ways. For 
example, over a reasonable range of values, equal changes in the rates of tectonic 
subsidence, sea-level changes, and sediment supply produce unique responses in 
stratigraphic attributes (Lessenger, 1993). The converse of this is also true. Each 
stratigraphic observation contains a unique and different amount of information relative 
to each process parameter. Data types used in the inversion should be selected according 
to the sensitivity of each data type to the process parameters. 
Even though inversion of a model (be it flow or stratigraphic) with multivariate 
data types decreases the uncertainty of the model results, there may still be more than one 
model realization which matches the observations equally well. For example, Hill et al., 
(1998) showed that it is possible to create several, unique model structure/parameter 
combinations which are equally capable of making accurate predictions. They concluded 
that prediction accuracy depends on the type and accuracy of the available data and the 
calibration methodology. How do we decide which, if any, accurately represents the real 
world? 
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The second premise of this study is that inverse model reliability improves when 
linked to other, equally robust, inversion models. Thus, one way of managing uncertainty 
in subsurface predictions is by using multiple inversion techniques to characterize the 
subsurface, each inverting a unique physical process but whose domains (volume of the 
Earth) are the same. For example, inverting the stratigraphic process-response system 
against observations of stratigraphic attributes will produce multiple realizations which 
fall across a wide range of subsurface configurations (Figure 1.2, method 1). A small 
number of these alternative geologic characterizations will produce equally acceptable 
matches between the characterization predictions and geological observations at control 
sites (Figure 1.2, blue region, method 1). Similarly, inverting hydraulic observations 
against a fluid-flow and transport model will produce its own wide range of subsurface 
configurations (Figure 1.2, red region, method 2). Likewise, a small number of these 
models will produce equally acceptable matches between model prediction and field 
observations. However, there is no guarantee that the most likely subsurface 
configurations predicted from either method alone will bound the one true field 
condition. The real advantage comes when one accepts only those subsurface 
configurations which produce the best match against observations considering both sets 
of processes. The presumption of this proposal lies in jointly inverting models that 
contain information about one another to better constrain both models. 
Although combining two (or more) characterization techniques together will 
likely improve, in general, the ability of these methods to identify the true subsurface 
configuration, there are additional pitfalls which must be considered. A major limitation 
of some of the characterization methods discussed above is that they are not constrained 
by or do not include geologically reasonable geometries, dimensions, and connections of 
fluid-flow units. Many characterizations are plausible in a flow simulation context, but 
few will possess geologically possible configurations. Even if the given geological 
characterization happens to satisfy the fluid-flow model with a high degree of confidence, 
there is still no guarantee that it possesses the correct geologic configuration. These 
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Figure 1.2 – Constraining model outcomes through joint inversion. Some methods used 
to characterize the subsurface may produce a wide range of possible subsurface 
configurations (solid lines). Only a few of these realizations can be deemed to be 
“accurate”, i.e., they produce configurations which match field observations within an 
acceptable error (solid areas). The “true” subsurface configuration is unknown, and 
unknowable but is likely to be contained in the range of possible subsurface 
configurations which satisfies observations from both models. 
subsurface configurations will have a greater likelihood of producing incorrect fluid-flow 
predictions even though the fluid-flow forward model matches the flow and transport 
observations at the control sites. Only one characterization will be correct and there is no 
guarantee that one “true” characterization will be among those considered. Constraining 
ground-water inversions with geological information improves model reliability. 
However, only those characterization methods which are capable of correctly simulating 
geologically reasonable lithological and petrophysical properties, geometries, 
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dimensions, and connections of fluid-flow units while honoring available geological data 
should be considered. The only method capable of achieving this is a geologically 
accurate process-response simulation. Inversion of process models are capable of 
maximizing predictive power while simultaneously minimizing the uncertainty associated 
with these predictions. 
A multi-disciplinary inversion approach (also known as dual inversion or coupled 
inversion) offers several advantages (McKenna and Poeter, 1995). 
 
• Since hydrogeological properties are derivative of geological processes, 
this opens the door to using large, often empirical and quantitative 
geological data sets.  
• Geophysical methods can provide information on geological heterogeneity 
(Poeter and McKenna, 1995). 
• Deterministic heterogeneity such as well-connected zones of high 
hydraulic conductivity are easier to conceptualize when geological 
information is incorporated.  
• Incorporating disparate types of data often reduces uncertainty in model 
results to a greater degree than does adding or reducing the uncertainty on 
any single data type alone.  
 
However, these techniques  are still in the development stage (Copty and Rubin, 1995; 
McKenna and Poeter, 1995; Sun and Yeh, 1990a).  
1.4 THESIS OUTLINE 
In Chapter 2, I review some of the concepts and methodologies used in 
investigating fluvial sediments. This discussion takes a critical look at historical 
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development of concepts such as the descriptive geomorphological contributions of 
people like Gilbert and Davis and the empirical studies of Leopold, Wolman and Miller, 
Mackin, and Schumm. From there, I discuss the concept of base level derived from the 
works of Barrell and Wheeler and how this concept has changed our understanding of 
stratigraphic processes. Next, I discuss some of the ways that fluvial systems have been 
modeled in the past with particular attention to the models of Leeder, Allen, Bridge, and 
Mackey. This is followed by a proposal that a better model may be constructed by 
incorporating the concepts of nonlinear dynamics and self-organized critical behavior.  
Chapter 3 discusses the implementation of FLUVSIM’s algorithms and its three 
main parts: the external processes, processes related to channels, and processes related to 
sediment deposition.  
Chapter 4 discusses model performance. To begin to understand if this model 
correctly simulates the fluvial process-response system, I conducted a series of 
experiments designed evaluate whether if the model output could distinguish between 
accommodation dominated by subsidence processes and accommodation dominated by 
sea-level changes. Furthermore, I used the results of the stratigraphic simulations to 
investigate whether changes in the dominant accommodation mechanism caused 
differences in the flow and transport behavior.  
Chapter 5 summarizes this study and discusses the implications that this study 
may have on stratigraphic modeling, inversion of this model, and the promise of dual 
inversion.  
The companion CD contains supplemental information. The Appendix contains 
detailed information about the algorithms and logic in FLUVSIM. The Appendix also 
contains information about the model setup which was used for the series of experiments 
discussed in Chapter 4. The source code for FLUVSIM is also on the companion CD. 





CONCEPTS AND METHODOLOGIES USED IN THE 
INVESTIGATION OF FLUVIAL SYSTEMS 
2.1 INTRODUCTION 
As discussed in Chapter 1, the two premises underlying this research are:  
 
• That an invertible, process-response stratigraphic model is the most robust 
method available to characterize the subsurface; and, 
• Linking together robust, multivariate, multidisciplinary inverse models 
improves the reliability that any single inversion provides. 
 
Since inversion of the stratigraphic process-response system is a fundamental component 
of both premises, the conditions required for a successful inversion must be understood 
and incorporated into the development of the fluvial process-response forward model. 
Stratigraphic inversion is possible when four conditions are met (Cross and Lessenger, in 
press): 
 
• The stratigraphic record and the stratigraphic process-response system 
must be reasonably well understood. Assuming that the stratigraphic 
process-response system is erratic, random, incomplete to the point that 
information content is weak, or lacks fundamental constraints such as 
conservation laws necessarily precludes inversion.  
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• The forward model must adequately represent the stratigraphic process-
response system. If it does not, inversion is not possible. 
• The stratigraphic observations must contain sufficient information with 
respect to process parameters so the inversion algorithm can separate the 
stratigraphic responses due to different processes. If too many 
stratigraphic parameters may substitute for one another, a unique inversion 
is not possible. Furthermore, information content in observations must 
possess relationships such that information in an attribute in one place and 
time may be used to infer the value of some other attribute in some other 
place. 
• The data must be correctly acquired and interpreted. If they were not, 
inversion is not possible. 
 
The first and third items in this list are the concern of this chapter. The second item 
involves the main subject of this research and is the subject of the remaining chapters of 
this dissertation. Item four is beyond the scope of the present study and has been 
discussed elsewhere (Cross, 1988; Cross, 2000; Cross and Lessenger, 1997, in press). 
2.2 MODERN STRATIGRAPHIC CONCEPTS OF FLUVIAL SYSTEMS 
In this section, I discuss some of the modern stratigraphic concepts and how they 
have laid the foundation which has made stratigraphic inversion possible. This revolution 
has been made possible not by advances in computational power or in the development of 
robust algorithms, but through a different understanding of the information content of 
stratigraphic data, the nature of the stratigraphic record, and of the operation of the 
stratigraphic process-response system (Cross and Lessenger, in press). 
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2.2.1 Geomorphology, Sedimentology and Stratigraphy of Fluvial Systems 
On any journey, it is sometimes necessary to understand where one has been to 
know where one is going. The foundation of modern stratigraphic concepts is found in 
the published works of many disciplines including geomorphology, sedimentology, 
stratigraphy and engineering hydrology. Even subjects such as meteorology, materials 
science, biology and ecology, and information technology contain information and 
methods which have a bearing on the study of fluvial systems. Consequently, the 
literature concerning these subjects is vast.  
In the latter half of the 19th century the works of J. D. Dana, G. K. Gilbert, J. W. 
Powell and W. M. Davis focused on the erosive nature of running water and the role it 
plays in landform development. At the beginning of the 20th century, studies of rivers 
clearly became divided into two camps, both espousing the merits of their particular 
methodologies (Baker, 1988). On the side of pure science (rational, qualitative) were the 
“geomorphogenists” concerned with description, classification, and historical 
development and evolution of landforms. On the side of applied science (empirical, 
quantitative) were the process-oriented “geomorphotechnicians” concerned with open 
channel hydraulics, river mechanics, canal design, and the design of other engineering 
structures which affected, or were affected by, rivers. Significant papers in this category 
include (Horton, 1945; Lane, 1935; Leopold and Maddock, 1953; Scheidegger, 1970).  
Frequently, due to the difficulties in conducting experiments in the Earth sciences 
in general, and in fluvial systems in particular, scaled models of process-response 
systems are constructed in an attempt to understand their natural system dynamics. Flume 
studies are the epitome of the “reductionist” approach, wherein, in a typical experiment, 
all but one of the system variables are fixed. The remaining variable is controlled by the 
operator who measures the response of the system to changes in this one variable. The 
results are analyzed by plotting a selection of dependent variables against the independent 
variable looking for significant correlation between variables in what J. Hoover Mackin 
 50 
called “shotgun empiricism” (unpublished discussion, Cordilleran Section of the 
Geological Society of American meeting, April 17, 1962, cited by Baker, 1988). The 
difficulty with this approach include the following: 
 
• Laboratory studies are by necessity, simplifications of reality often requiring 
sweeping assumptions.  
• It is difficult to scale the system in an appropriate manner; certain factors, 
especially gravity and time cannot be scaled. The grain size/model size ratio is 
problematic as granular materials tend to become cohesive at small grain 
diameters (Paola, 2000).  
• Geological systems in general, and fluvial systems in particular, are affected by 
what has been called “complex response” (Schumm, 1977) wherein the 
components of the system mutually adjust themselves via “multiple modes of 
adjustment” (Phillips, 1991). Holding model parameters constant will prevent the 
system from seeking its natural dynamic equilibrium. This is discussed in greater 
detail below.  
• The results are often inappropriately used in an attempt to demonstrate significant 
relationships between unrelated variables (Williams, 1983). 
 
Geomorphology has evolved from a purely descriptive pursuit into a quantitative 
science. In the middle part of the 20th century, there appeared a convergence between the 
graded river theories, incorporating long periods of time, by the rationalists (Mackin, 
1948) and the regime theory, incorporating short periods of time, by the empiricists 
(Lane, 1955). These studies focused on long- and short-term equilibrium conditions as 
they applied to canals and natural rivers. These studies also began to examine some of the 
underlying philosophies and assumptions that were used in the study natural systems.  
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Much of the research in fluvial geomorphology attempts to understand why and 
how streams and rivers are capable of creating geometrical patterns with consistent 
morphologies. Most of the early research on reach-scale channel patterns was 
spearheaded by researchers at the United States Geological Survey, Colorado State 
University, and elsewhere (Bagnold, 1960; Carlston, 1965; Chitale, 1970; Langbein and 
Leopold, 1966; Leopold and Wolman, 1957, 1960; Schumm, 1963; Schumm and Khan, 
1972). By the 1970s, this research had passed from empirical studies to computer 
simulations designed to make quantitative predictions of channel behavior using 
equations that govern open-channel flow and sediment transport (Engelund and 
Skovgaard, 1973; Fredsøe, 1978; Howard and Knutson, 1984; Ikeda et al., 1981; Parker, 
1976; Parker et al., 1982). 
The study of stream network morphology has received its share of attention with 
an emphasis mostly towards empirical studies (Hack, 1957; Horton, 1932, 1945; Melton, 
1958; Smart, 1978; Strahler, 1957). This field has recently been reinvigorated by a vast 
body of work focused on discovering and understanding the underlying mechanisms 
responsible for their remarkably consistent, self-similar patters (Rodriguez-Iturbe and 
Rinaldo, 1997, and references therein). 
Beginning in the 1960s, stratigraphers and sedimentologists examined modern 
fluvial systems to develop facies models used to interpret the rock record. Stratigraphy 
has a symbiotic relationship with geomorphology because everything in the stratigraphic 
record was once part of the geomorphological landscape (Wheeler, 1964a). Several 
classic studies resulted from this effort (Allen, 1964, 1965a, 1965b; Boothroyd and 
Ashley, 1975; Cant, 1978; Coleman, 1969; Doeglas, 1962; Jackson, 1981; McGowen and 
Garner, 1970; Miall, 1977, 1978b; Ore, 1964; Rust, 1978; Williams and Rust, 1969); 
some of which (e.g., Simons et al., 1965) took a hydrodynamic approach to interpreting 
sedimentary structures in alluvial channels. In addition to these classic studies, several 
significant investigations of the sedimentology and stratigraphy of modern fluvial 
systems were conducted in the following areas: 
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• Mississippi River: (Autin et al., 1991; Blum et al., 2000; Coleman, 1988; 
Fisk, 1944, 1947; Saucier, 1994). 
• Rhine-Meuse Delta, The Netherlands: (Berendsen and Stouthamer, 2001; 
Stouthamer, 2001; Törnqvist, 1993, 1994; Törnqvist et al., 1993). 
• Cumberland marshes, Saskatchewan River, Canada: (Farrell, 2001; 
Kuiper, 1960; Morozova and Smith, 1999, 2000; Pérez-Arlucea and 
Smith, 1999; Smith et al., 1989; Smith and Pérez-Arlucea, 1994; Smith et 
al., 1998). 
 
Interest in the sedimentology of fluvial systems is reflected in the fact that there have 
been seven International Conferences on Fluvial Sedimentology (ICFS) (Collinson and 
Lewin, 1983; Ethridge et al., 1987; Fielding, 1993; Marzo and Puigdefábregas, 1993; 
Mason et al., 2001; Miall, 1978a; Smith and Rogers, 1999). Other notable monographs or 
collected works in fluvial sedimentology and stratigraphy include (Best and Bristow, 
1993; Fisk, 1944; Flint and Bryant, 1993; Gregory, 1977; Ikeda and Parker, 1989; 
Leopold et al., 1964; Marzo and Puigdefábregas, 1993; Miall, 1996; Schumm, 1977)  
2.2.2 A New Paradigm is Born 
A revolution in stratigraphy has been taking place over the last fifteen years. 
These new concepts are built on a foundation of ideas stretching back at least 165 years. 
This “new stratigraphy” is built on critically examining the assumptions inherent in the 
existing paradigm (Cross and Lessenger, in press) as well as (re-)introducing several 
major previously discovered conceptual components (Cross et al., 1993; Cross and 
Homewood, 1997): 
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1838 Amanz Gressly contributed fundamental ideas about facies concepts and 
applications, stratigraphic correlation, and paleogeographic reconstruction (Cross and 
Homewood, 1997). 
1894 Johannes Walther recognized that the stratigraphic process-response 
system must conserve mass. He also developed Gressly’s Facies Laws by recognizing 
that movements of laterally-linked depositional environments up- and down-gradients is 
expressed in the stratigraphic record as vertical successions of facies. This is now known 
as Walther’s “Law of the Correlation of Facies.”  
1912—1917 Joseph Barrell saw that the mechanism responsible for Walther’s 
Law was embodied by transits of base level up and down across the Earth’s surface. He 
also extended Walther’s mass conservation concept by linking it to conservation of time. 
He pointed out that the stratigraphic record encompasses both mass (embodied in the 
rocks) and time (embodied in rocks and surfaces of discontinuity). He realized that there 
are regular and predictable variations in the time-space accumulation of sediments into 
different facies tracts during a base-level cycle, and that the time value of a discontinuity 
in one geographic position must be equivalent to the mass value of rock in another 
geographic position.  
1964 Harry E. Wheeler resurrected and redefined Barrell’s concept of base 
level and implicitly defined base level as a potentiometric surface that relates geological 
processes that create and remove accommodation space and processes that deliver 
sediment to or that remove sediment from that space.  
1993 Tim A. Cross applied Barrell’s base-level transit cycles to explain 
observations of changes in the sedimentological and stratigraphic attributes preserved in 
strata within identical facies tracts but in different portions of base-level cycles which a 
number of previous researchers had made, but could not explain (Curtis, 1970; Galloway, 
1986; MacKenzie, 1972; McCave, 1969; Van Siclen, 1958; Wilkinson, 1975; Wilson, 
1967). These observations included differences in (1) the degree of preservation of the 
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original geomorphic elements and (2) variation in the types of geomorphic elements 
existing within a depositional environment during different phases of a base-level cycle.  
2.2.3 Theoretical Causes of Stratigraphic Organization – The Role of Base Level 
After more than 125 years after its introduction, the meaning of the term “base 
level” is still passionately debated. Powell (1875) first used the term to explain how the 
geomorphology of the Colorado Plateau was formed. He pointed out that the two great 
agencies in landscape development are upheaval and erosion, and that erosion is affected 
by the nature of the upheaval, rock properties, and by rainfall distribution. Erosion 
intensity is affected by altitude and by the inclination of the land:  
… the higher the region the greater the amount of rainfall, and hence the 
eroding agency increases in some well observed, but not accurately 
defined ratio, from the low to the high lands. The power of running water, 
in corroding channels and transporting the products of erosion increases 
with the velocity of the stream in geometric ratio, and hence the 
degradation of the rocks increases with the inclination of the slopes. 
(Powell, 1875), p. 203) 
At this point, he introduced his concept of base level in an attempt to explain his 
ideas concerning erosion intensity: 
Let me state this in another way. We may consider the level of the sea to 
be a grand base level, below which the dry lands cannot be eroded … 
In this passage, he defined base level (singular) to be the level (elevation) of the 
sea. Since his intent was to clarify his idea on erosion intensity, he introduced his concept 
of the grand base level to illustrate the type of conditions necessary to produce a smallest 
possible erosion intensity, i.e., the lowest possible elevation and the lowest possible 
inclination. This is his “grand” or ultimate base level and it corresponds to mean sea 
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level. When others discuss base level as a term originally defined by Powell, it is this 
definition which is cited. However, Powell’s paper also contained at least two other 
concepts of base level, and following this first concept, he immediately introduced his 
second concept: 
… but we may also have, for local and temporary purposes, other base 
levels of erosion, which are the levels of the beds of the principal streams 
which carry away the products of erosion. 
Here, he mentioned the possibility that there may be other “base levels of 
erosion”, coincident with the bed elevations of major streams that drain the basin and 
ephemeral in nature. He continued by parenthetically clarifying his use of the term 
“level” by stating that streams cease to be capable of eroding their beds some distance 
before they reach the sea. He continued this digression by introducing his third 
description of base level: 
What I have called the base level would, in fact, be an imaginary surface, 
inclining slightly in all its parts toward the lower end of the principal 
stream draining the area through which level is supposed to extend, or 
having the inclination of its parts varied in direction as determined by 
tributary streams.  
Davis (1902) reviewed the proliferation of base level definitions between 1875 
and 1902 and proposed to restrict the term to “an imaginary level surface” which is “the 
level base with respect to which normal subaerial erosion proceeds”, i.e., sea level. 
Consequently, many researchers insist that “base level is effectively sea level” (e.g., 
(Leopold and Bull, 1979; Schumm, 1993) or that base level is relative sea level (Jervey, 
1988; Koss et al., 1994; Posamentier and Vail, 1988; Ross, 1990; Shanley and McCabe, 
1994). 
The Powell-Davis concept of base level is a geomorphic concept. It was 
conceived by Powell to explain erosion intensity and modified by Davis to signify the 
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destination towards which landscapes evolve. In this form, base level serves no purpose 
with respect to sediment accumulation. Furthermore, mass is not conserved if erosion is 
the only process considered. A very different concept of stratigraphic base level may be 
found in the lineage of Barrell, Sloss and Wheeler. Barrell (1917) defined (p. 778) base 
level by stating: 
Thus the sediments [are] deposited with respect to a nearly horizontal 
controlling surface. This surface of control is baselevel, but for continental 
and marine deposits the baselevel is determined by different agencies and 
is a word of more inclusive content than the sense in which it has 
generally been used by physiographers as a level limiting the depth of 
fluvial erosion. Sedimentation as well as erosion is controlled by baselevel 
[which] is that surface towards which external forces strive, the surface at 
which neither erosion nor sedimentation takes place. 
Thus, Barrell considered base level to be an equilibrium surface above which deposition 
cannot occur and below which sediments may accumulate if they are available. He 
recognized that base level operated differently in different environments and explicitly 
noted that for continental settings, base level is the slope of the graded stream (p. 783). In 
addition to defining base level as a surface controlling sediment accumulation, he was the 
first to observe that sediment must accumulate somewhere along the depositional profile: 
“A disconformity marks a period of time which is represented in some other region by a 
deposit of formation value (p. 794).” This principle of mass conservation, first stated by 
Walther, is missing from the Powell-Davis base-level concept.  
Sloss (1962), p. 1051) introduced the notion that stratigraphy is the result of 
interactions between geological processes and sedimentary responses. On the process 
side, deposition and preservation occur when a sedimentary particle comes to rest at 
certain position on the Earth’s surface. The locations of these positions arise through the 
interaction of energy, material, and boundary conditions that produce an “equilibrium 
surface, base level, above which a particle cannot come to rest and below which 
deposition and burial is possible.”  
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Wheeler (1964b) differentiated the various uses of the term base level and argued 
implicitly that base level was a potentiometric surface which defined a condition where 
the energy required to move sediment exactly balances the energy to store sediment 
(Cross and Lessenger, 1998). At any position above base level the energy available to 
move sediment exceeds the energy to store sediment. The reverse holds for any point 
below base level. He viewed base level as an abstract or nonphysical, nonplanar 
nonhorizontal, undulatory, continuous surface that rises and falls relative to the Earth’s 
surface. Consequently, intersections between the base-level surface and the Earth’s 
surface divide the Earth’s surface into specific regions of erosion and deposition: 
At any given moment the Earth’s lithic surface is divisible into 
innumerable areas, each of which is characterized by one or the other of 
two processes—deposition and erosion. The boundary between any two of 
these areas is at baselevel. (Wheeler, 1964b), p. 603) 
Thus, Wheeler viewed base level as a response, rejecting Barrell’s notion that base level 
“controls” sedimentation and erosion. In Wheeler’s view, base level does not have the 
power to control anything. Wheeler envisioned that base level is  
a single, ever-present, worldwide, baselevel “sphere” constantly 
undulating and “vibrating” in response to the ever-changing patterns of 
sediment supply-energy relationships—rising above the [Earth’s] surface 
whenever accumulation is initiated, and dropping beneath the surface as 
degradation commences. (Wheeler, 1964a, p.625) 
Advocates of Powell’s equivalency of base level and sea level have argued that 
the phase “at rest” in Sloss’ definition is misleading because “sedimentary particles do 
come to rest, and they are stored above base level during the erosional evolution of a 
landmass” (Schumm, 1993, p. 280). In this school of thought, one makes the distinction 
between geomorphic sediment storage (temporary, above base level) and stratigraphic 
sediment deposition (preservation, below base level). Consider a particular volume of 
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sediment deposited but subsequently removed by erosion. Obviously, this sediment was 
“at rest” at the time of deposition, but was it just temporary or was it preserved (albeit for 
only a short time)? Is burial a sufficient criterion and, if so, how much burial is required 
and for how long? If it was removed by erosion, was it really above the base level surface 
at the time of deposition? The definition of preservation should take into account some 
form of time interval, possibly in the form of time relative to cycle length. Complicating 
this would be knowing (or predicting) where the base-level surface is and the direction in 
which it is moving at any given moment.  
These issues seem to raise unnecessary complications . If the base level surface is 
truly that surface of equilibrium dividing the Earth’s surface into regions of deposition 
and erosion (Wheeler, 1964b), responding to interactions between geological processes 
which create or remove accommodation and which deliver sediment to or remove from 
that space (Cross et al., 1993), then deposition (i.e., allowing sediment to come “to rest”) 
can happen only when that sediment is delivered to a position on the Earth’s surface 
where the energy to store it is less than the energy to remove it. Conversely, under such a 
conceptual framework, all sediment coming “to rest” must occur in a region where the 
base level surface is above the earth’s surface. Wheeler (1964b, p. 603) directly 
addressed this issue: “It [base level] drops below the lithosphere surface whenever 
particles, however small, are removed from this surface and rises above as they come to 
rest, however temporarily.” Therefore, there is no possibility of temporary storage as 
advocated by Schumm (1993). If this is true, this makes the issue concerning preservation 
an unnecessary intellectual pursuit; sediments will be preserved or not preserved 
depending on the long-term behavior of the stratigraphic process-response system. 
However, because changes in the base level surface are the result of geological processes 
which change the space and sediment balance and because these processes operate at a 
variety of spatial and temporal scales, the base level surface fluctuates at a wide variety 
of spatial and temporal scales. This has important implications with respect to modeling 
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which involve decisions concerning which processes to model and at which spatial and 
temporal scales to model these processes. 
Base Level and the Accommodation to Sediment-Supply Ratio  
As discussed above, Wheeler (1964a; b) viewed base level as an equilibrium 
surface whose position responds to changes in the patterns of sediment supply available 
for potential accumulation and energy from waves and currents which act on this 
sediment. Accommodation “is the volume between the Earth’s surface and the base-level 
surface which is available for sediment accumulation” (Cross and Lessenger, 1998). The 
distance between the base-level surface and the Earth’s surface at any moment in time 
depends on the relative values of supply and energy (Wheeler, 1964b). Thus, sediment 
accumulation and preservation reflects the interactions between two major sets of 
processes: those which control the creation and destruction of accommodation space (A) 
and those processes which control the introduction, redistribution, and removal of 
sediment (S) (Cross, 1988; Cross et al., 1993; Lawrence et al., 1990; Martinsen et al., 
1999; Schlager, 1993; Weltje et al., 1998).  
Functionally, the ratio of accommodation to sediment supply determines the 
nature of the stratigraphic response to these variables. If A/S > 1, the sediment supply is 
insufficient and cannot fill the available accommodation; the system becomes sediment 
starved. If A/S = 1, accommodation and sediment supply are balanced. All sediment 
delivered to the location exactly fills the available accommodation. If 0 < A/S < 1, there 
is more sediment than accommodation. The excess sediment bypasses the location. If A/S 
= 0, All sediment delivered to the site is bypassed. If A/S < 0, sediment is being removed 
from the surface and added to the sediment stream. The direction of change in the ratio of 
these two variables (∂A/∂S) mimics the direction of movement of the base-level surface 
with respect to the Earth’s surface. 
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Graded Profile as a Proxy for Base Level 
As discussed above, the base-level surface defines the upper limit of 
accommodation. In the fluvial realm, the base-level surface may be represented by the 
graded stream profile. “Grade” is defined as a situation in which a river has achieved 
mass equilibrium such that it does not undergo morphometric change through time (Snow 
and Slingerland, 1986). The concept of the graded stream arose in the geological-
geomorphology literature (Barrell, 1917; Bull, 1979; Dalrymple et al., 1998; Davis, 1902; 
Gilbert, 1877; Hack, 1957; Knighton, 1977; Knighton, 1998; Leopold and Langbein, 
1966; Mackin, 1948; Snow and Slingerland, 1986; Tanner, 1971), and is equivalent to the 
concept of river regime found in the engineering hydrology literature (Davies and 
Sutherland, 1983; Griffiths, 1984; Stevens et al., 1975; Stevens and Nordin, 1987).  
Gilbert (1877, 1914) introduced the concept that geological processes can be 
discussed in terms of the energy state of the system. A graded stream is balanced in its 
longitudinal profile with respect to the available discharge and the amount of sediment it 
must carry. Davis (1902) defined the term “grade” (p. 86-87) to refer to the development 
of an equilibrium condition in a mature river when the ability of the river to do work is 
balanced by the work the river must do. Barrell (1917) wrote that base level in the 
continental setting is “the slope of the graded stream” (p.783) and that: 
Shifts in the regimen of the stream due to variations between the supply of 
waste and the amount of water are more important [than lateral channel 
migration in producing diastems]. Climatic pulsations thus affect the river 
grades, and stages of scouring alternate with those of upbuilding. (p. 802) 
Mackin (1948) emphasized aggradation and degradation as the processes by 
which rivers adjust their profiles. According to this view, channels aggrade and store 
sediment when sediment supply exceeds channel capacity and competence and degrade if 
the reverse it true.  
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The graded stream is one in which, over a period of years, slope is 
delicately adjusted to provide, with available discharge and with 
prevailing channel characteristics, just the velocity required for the 
transportation of the load supplied from the drainage basin. The graded 
stream is a system in equilibrium; its diagnostic characteristic is that any 
change in any of the controlling factors will cause a displacement of the 
equilibrium in a direction that will tend to absorb the effect of the change. 
Mackin concluded that if the elevation of the lower end of the equilibrium profile 
changed due to a change in the “controlling base level” (e.g., sea level), and given 
enough time and assuming no other changes occur in the system, the whole stream profile 
will aggrade or degrade until the stream profile once again coincides with the equilibrium 
profile. However, Mackin believed that “the final readjusted profile will tend toward 
parallelism with the original profile (p. 496 and repeated on p. 498).” 
Much effort has gone into deriving the form of a mathematical function that 
describes, in general terms, the longitudinal profile of streams with dubious results. 
Claims of exponential, power, logarithmic, and polynomial forms based on empirical, 
semi-empirical, rational and heuristic arguments have been made (Rice and Church, 
2001; Shepard, 1984; Snow and Slingerland, 1986; Tanner, 1971) and references 
therein). Several objections to this line of research have been raised: (1) that a river may 
achieve a state of grade is an assumption and disagrees with the notion of “ultimate base 
level” (i.e., sea level); (2) that there are no objective criterion to judge if the existing 
system has achieved or if a future system will achieve equilibrium, and; (3) that the 
equilibrium profile may be represented by a simple, continuous, and universally 
applicable mathematical function (Muto and Steel, 2000). There are those who believe 
that a single, general function, applicable to the entire profile cannot exist, largely 
because the river is capable of mutually adjusting several factors, not just grade, in an 
attempt to achieve equilibrium (Davis, 1902; Rice and Church, 2001; Shepard, 
1984).Despite these criticisms, justification for such attempts usually follow along the 
following line of argument (Snow and Slingerland, 1986): 
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If we can adequately describe the ideal, graded forms for particular rivers, 
then deviations from these forms can be considered as significant sources 
of information. 
In spite of these objections, some studies have assumed that the base-level profile 
in two dimensions may use a graded river profile approximated by a simple exponential 
function (e.g., Snow and Slingerland, 1986). Lessenger (1993) used this approach to 
create a dynamic, geometric approximation of the base-level surface in her two-
dimension model of sedimentation in fluvial/coastal plain, shoreface, and shelf 
environments. The configuration of the base-level profile (a two-dimensional 
representation of the surface) is based on empirical observations of topographic slopes in 
geomorphic systems, and on processes that create or remove accommodation space and 
on processes which deliver or redistribute sediment. For the subaerial portion of the base-
level profile, Lessenger assumed that it could be approximated by an exponential 
function: 
( ) ceay mxb +⋅= +⋅−                                                                 [2.1] 
where y is the elevation of the base-level profile, x is the geographic position in the 
model space (x=0 on the upgradient edge of the model), m is the distance between the 
mountains and the model space, and a, b, and c, are model-calculated constants and are 
updated during every model iteration based on changes in the strand position caused by 
sea-level changes.  
The issue of extending the inherently two-dimensional concept of the stream 
equilibrium profile to three dimensions has not been raised in the literature. Every 
channel in a drainage network will possess its own equilibrium profile. At stream 
junctions, these profiles will be continuous due to laws governing conservation of mass, 
momentum, and energy (Leopold and Bull, 1979). However, this still only represents a 
2½ dimension representation. The position of the base-level surface in areas of the 
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floodplain between permanent channels (in the sense of well-formed, quasi-stable 
channels) is somewhat more problematical. Geometrical approaches to sediment 
accumulation, and hence the position of the base level, must consider two end-members. 
In the first case, sediment accumulates on surfaces higher than the bankfull elevation of 
the channel. This sediment accumulates through vertical accretion during overbank 
flooding at a rate inversely proportional to the elevation of the surface above the bankfull 
elevation (Nanson, 1980) and this sediment is susceptible to erosion and may not make it 
into the stratigraphic record (Nanson, 1986). In the second case, the river builds up a 
levee to the point that the bankfull elevation is higher than the adjacent floodplain. 
Sediment accumulates by vertical accretion during overbank flooding and by 
progradation via crevasse splays (Smith et al., 1989). In this situation, accommodation is 
limited by the elevation of the bankfull elevation since floodplain deposits cannot build 
up above the bankfull elevation (Wright and Marriott, 1993). The accommodation is 
usually illustrated as some decreasing function of distance away from the channel. 
However, two-dimensional representations such as these fail to take into account 
sediment transported in directions out of the plane of the section. Another approach to 
determining the geometry of the base-level surface in inter-channel areas would consider 
all processes which may affect the base-level position, not just those related to tractive 
sediment transport in alluvial channels. For example, a given site may require 
consideration of a coupled hillslope—fluvial model (e.g., Lewin, 1981).  
As discussed above, those who believe that the graded equilibrium profile is an 
adequate representation of the base-level surface for fluvial systems unanimously view it 
as a dynamical surface, continually changing in response to four extrinsic geological 
processes (Autin et al., 1991; Demko et al., 2001; Rittenour et al., 2001): 
 
• Variation in the rate and pattern of sediment yield;  
• Changes in sea, lake, or ground-water levels;  
• Tectonics; and, 
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• Climatic changes, especially with regard to spatial and temporal 
distribution of stream discharge. 
 
Changes in fluvial architecture longitudinally have been attributed to interactions 
between “upstream” controls (tectonics and climatic processes manifest in discharge and 
sediment supply, (Blakey and Gubitosa, 1984; Blum and Valastro, 1994) and 
“downstream” controls (sea-level changes), (Fisk, 1944; Koss et al., 1994; Kraus and 
Middleton, 1987; Leopold and Bull, 1979; Slingerland and Snow, 1988; for a review, see 
Blum and Törnqvist, 2000). A more moderate view was voiced by Olsen et al., (1995) 
who concluded that deposition in fluvial environments responded to changes in the local 
accommodation, regardless of the source of that accommodation. Furthermore, changes 
due to climatically controlled discharge, sediment supply, and sea level should have some 
degree of autocorrelation (Blum and Törnqvist, 2000). 
Many interpretations of fluvial systems using a sequence stratigraphic approach 
suggest fluvial incision and sediment bypass occurs during relative sea-level falls (e.g., 
Posamentier and Vail, 1988). Field examples show that deposition in fluvial systems 
during sea-level fall and lowstand may actually be the norm rather than the exception 
(Blum, 2001). Studies such as these lend credibility to the idea that base level changes 
may not entirely be driven by sea-level changes. Furthermore, depending on the specific 
measure used, evidence suggests that sea-level changes affect the fluvial systems on the 
order of 100 to 300 km inland from the coast (Aslan and Autin, 1999; Aubrey, 1989; 
Blum and Törnqvist, 2000). Experimental studies support this conclusion (Koss et al., 
1994).  
By contrast, there is no position along the stream profile where the effects of 
tectonics, climate and climatically controlled changes in discharge and sediment supply 
are not felt. A change in climate appears to inversely affect discharge and sediment flux 
(Fuller et al., 1998; Knox, 1983). During warm wet periods, river discharge is high and 
causes stream power to increase. Simultaneously, wetter conditions support an increase in 
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vegetation cover that tends to decrease sediment yield. Consequently, rivers will tend to 
have an excess of energy relative to the loads they must transport (a decrease in base 
level). In an attempt to regain its grade, the river will degrade its channel. Conversely, a 
dry period decreases discharge, increases sediment yield (due to less vegetation), and 
base level increases causing aggradation of the river. 
Although the base-level profile changes instantaneously with a change in an 
extrinsic process, Autin and co-workers (1991) point out that each process has its own 
spatial and temporal scale of influence and that there is a direct (but perhaps nonlinear) 
correlation between spatial extent and temporal duration. Thus, the physical river 
experiences a lag time that may cause aggradational-degradational cycles on the -channel 
to be out-of-phase with the changes in sea level (Burns et al., 1997; van Heijst and 
Postma, 2001). The magnitude of the phase shift undoubtedly changes with distance from 
the shore. Furthermore, the graded profile represents an unattainable condition since it is 
always responding to continuous changes of base level, whereas the physical world must 
contend with rate-limited processes. Field evidence and theoretical models suggest that 
the sensitivity of the stratigraphic system to base level change is inversely proportional to 
the frequency of the base level change (Burns et al., 1997; Paola et al., 1992); the slower 
the base level change, the stronger the response. The same can be said for the distance 
over which these changes are felt (same citations). This behavior is a manifestation of a 
scale dependency called the “basin equilibrium time” (Burns et al., 1997; Paola et al., 
1992). The basin equilibrium time is the response time needed for the fluvial system to 
regain its equilibrium longitudinal profile from the instant that it is disturbed by extrinsic 
changes (van Heijst and Postma, 2001) and is proportional to the square of the basin 
length and some form of sediment diffusion coefficient.  
As mentioned before, many of the early views of grade relied on the assumption 
that the river responds to change by adjusting its longitudinal profile through aggradation 
or degradation. Most current research has revealed that the river can respond in a number 
of ways as it responds to external forcing in an attempt to remain graded, a process 
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known as “multiple modes of adjustment” (Koss et al., 1994; Phillips, 1991). Recognizing 
that fluvial systems are multivariate in nature, Leopold & Bull (Bull, 1991; Leopold and 
Bull, 1979) modified Mackin’s definition of graded stream to:  
… one in which, over a period of years, slope, velocity, depth, width, 
roughness, pattern, and channel morphology delicately and mutually 
adjust to provide the power and the efficiency necessary to transport the 
load supplied from the drainage basin with aggradation or degradation of 
the channels. 
Attempts to formulate the equations which govern this behavior are complicated 
by the fact that the problem is dualistic since it must involve the nature of the flow (i.e., 
flow resistance and sediment transport) but must also consider how the “container” 
changes as well (i.e., bank and bed stability) (Griffiths, 1984). A variety of approaches to 
understanding this behavior assume that stability (equilibrium) of the channel is achieved 
when a combination of values of the independent variables attain an extremum 
(maximum or minimum) using a specified function involving these independent variables 
(Bettess and White, 1987; Davies and Sutherland, 1983; Phillips, 1990). 
Considering (1) the dynamic nature of base-level response to changes in extrinsic 
processes originating in upgradient and downgradient locations (2) constraints that limit 
the physical system’s ability to respond instantaneously to these changes; and, (3) the 
probability that the river may possess multiple modes of adjustment, calls into question 
assumptions on the synchronicity of base-level oscillations within a drainage basin and 
between adjacent drainage basins. At least one field study concluded that base-level 
cycles for Cretaceous strata in the foreland basin of the Western Interior Seaway in Utah 
were synchronous throughout the entire basin (Gardner and Cross, 1994). However, this 
appears to be an area suitable for further research.  
 67 
2.2.4 Role of Base Level in Determining Stratigraphic Attributes 
Up to this point, I have been discussing the mechanics of how the stratigraphic 
process-response system is affected by changes in base level, reflected by changes in the 
accommodation-to-sediment-supply ratio. In this section, I turn my attention to 
discussing how interpreting the stratigraphic system within a base level context has 
opened the door for stratigraphic inversion to be possible. Inversion requires that 
observations must possess a richer information content than has been heretofore available 
through conventional stratigraphic analysis. Fortunately, the stratigraphic process-
response system possesses just such an information content, revealed only when viewed 
from the standpoint of base level.  
Changes in sedimentologic and stratigraphic attributes occur as a function of 
stratigraphic position. These changes occur at all scales, are systematic and predictable 
and possess unidirectional tendencies towards limits (Cross, 2001). The fundamental 
attributes of the stratigraphic record sensitive to changes in base level include (Cross and 
Lessenger, 1998): 
 
• Differential partitioning of sediment volumes into different facies tracts 
during base-level cycles;  
• Changes in symmetry of stratigraphic cycles in different paleogeographic 
and stratigraphic positions;  
• Differences in a number of sedimentologic and stratigraphic attributes 
preserved within identical facies tracts but within different segments of the 
base-level cycle; and, 
• Variable sediment accumulation rates in different geographic positions 
during base-level cycles, but continuous sediment accumulation within the 
time-space volume of a progradational/aggradational unit.  
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Uniqueness of the Stratigraphic Process-Response System  
An infinite number of sets of process parameter values (e.g., subsidence, eustasy, 
and sediment supply) may produce nonunique (i.e., identical) responses of stratigraphic 
attributes (stratal geometry, cycle symmetries, stacking patterns) (Burton et al., 1987; 
Heller et al., 1993). However, this is true only when a limited number of stratigraphic 
attributes are examined (Cross and Lessenger, 1999, in press; Weltje et al., 1998). For 
example, a popular classification scheme places all overbank deposits into a single 
“architectural element” (Miall, 1985). Since sediment deposited on the floodplain 
originates from a variety of processes, it is important to chronicle this information to 
interpret the style of floodplain construction and to reconstruct the distribution of 
floodplain environments (Willis and Behrensmeyer, 1994). Because of the 
interconnectedness of the processes involved in sediment accumulation and though the 
linkages provided by the response of the stratigraphic system to oscillations in base level, 
one should expect to see organization and strong correlation among a variety of 
stratigraphic and sedimentological attributes across all facies tracts in a time-space 
continuum.  
Inversion of the stratigraphic record is possible because (Cross and Lessenger, 
1999, in press; Lessenger and Cross, 1996; Weltje et al., 1998): 
 
• Many different types of robust observations are available.  
• The various types of observations respond to the stratigraphic process-
response system differently such that the inversion may distinguish the 
effects which these processes create.  
 
Weltje et al., (1998) also advocates treating measured stratigraphic and 
sedimentological properties as belonging to a multivariate data set rather than a disparate 
collection of data which one may happen to collect at a particular location. Virtually any 
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sedimentologic or stratigraphic attribute found to be stratigraphically sensitive potentially 
may serve as invertible observations, provided the forward model is capable of 
simulating these particular types of observations. For example, if field studies indicate 
that grain-size distribution is particularly sensitive to changes that occur during base-level 
cycles, then the forward model should estimate the grain-size distribution. The list of 
potentially invertible observations includes: rock types, textures, petrophysical properties, 
facies successions and associations, sediment volumes in facies tracts, facies tract 
dimensions and positions, stratigraphic geometry and architecture, and cycle symmetry 
(Cross and Lessenger, 1999, in press). Compositional and sediment provenance has been 
suggested as being potentially invertible parameters (Weltje et al., 1998).  
Information Content of Stratigraphic Data—Attribute Analysis  
The stratigraphic record is often viewed as incomplete and fragmentary. Since it 
chronicles only a small fraction of the events which occurred during its creation, it is 
often viewed as incomprehensible and random and, consequently, only gross statements 
concerning its environment of deposition and statistical characteristics of its attributes are 
possible. However, this traditional approach to stratigraphic analysis ignores the value of 
the information contained in the very material which is not preserved. Stratigraphic 
analysis within a base level context provides the means of extracting this information and 
may contribute in two ways to subsurface analysis (Cross et al., 1993). First, the 
oscillations of base level provides the means of conducting high-resolution, accurate 
correlation (Cross and Lessenger, 1997; Ramon and Cross, in press). Since analysis of a 
three-dimensional body of sedimentary rock incorporates time as the fourth dimension, 
accurate representation of rock properties in a spatial and temporal context is possible 
only in the framework of high resolution correlations. Correlation strategies in 
stratigraphic sequences must consider how the stratigraphic process-response system 
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reacts to unidirectional changes in A/S. There are three effects to consider: sediment 
volume partitioning, facies differentiation, and cycle symmetry.  
Spatial variations in the position of the base-level surface relative to the Earth’s 
surface arise due to spatial variation in the processes which change accommodation or 
sediment supply. At any given geographic position along a depositional profile, the 
amount of accommodation changes during a base-level cycle. Since sediment always 
moves down the depositional profile, it will come to rest in the position where it first 
encounters unfilled accommodation space. Thus, during a base-level cycle, there are 
preferential sites of sediment accumulation which are a consequence of spatial changes in 
the accommodation distribution. This process is termed “sediment volume partitioning” 
(Cross, 1988; Cross et al., 1993; Cross and Lessenger, 1998) and was first recognized by 
Barrell (1917) and Cotton (1918).  
Studies conducted in a wide variety of stratigraphic systems have noted that there 
are differences in a variety of stratigraphic and sedimentologic attributes (including 
stratal architecture, facies associations and successions, lithologic diversity, stratification 
types, and petrophysical attributes) during different portions of the base-level cycle 
within any given geomorphological environment or position on a depositional profile 
(i.e., constant facies tract) (Curtis, 1970; Galloway, 1986; MacKenzie, 1972; Sonnenfeld 
and Cross, 1993; Van Siclen, 1958; Wilkinson, 1975; Wilson, 1967). This variability in 
attributes as a function of position within a base-level cycle is called facies differentiation 
(Cross et al., 1993; Cross and Homewood, 1997).  
Facies differentiation manifests itself in two ways (Cross et al., 1993). First, the 
variety and proportion of original geomorphic elements from the same depositional 
environment changes as a function of base level due to differential preservation. For 
example, any given depositional system will possess a number of individual, migrating 
geomorphic elements. The preserved stratigraphic record comprises only that portion of 
the geomorphic element which was deposited below base level. In fluvial systems, 
material deposited in a specific geographic location during low A/S but positive 
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conditions will possess low facies diversity because only the lowermost portions of the 
geomorphic elements will enter into the stratigraphic record.. Subsequent migrations of 
the same or different geomorphic elements over this position will cannibalize and rework 
any portion of the stratigraphic section which is above base level. In contrast, material 
deposited during high A/S conditions, assuming adequate sediment supply, will possess a 
diverse assemblage of facies as well as an increase in the preserved portion of each 
facies.  
The second type of facies differentiation involves substituting one geomorphic 
element for another at the same position along a topographic profile. For example, the 
types and diversity of geomorphic elements within a given geomorphic environment may 
change during the course of a base-level cycle.  
The proportion of time represented as rock during base-level rise and fall 
determines cycle symmetry. Cycles may be described as symmetric or asymmetric with 
the latter possessing two types: base-level rise or fall asymmetrical. Spatial changes in 
cycle symmetry during a base-level cycle is a consequence of sediment volume 
portioning.  
The second contribution of stratigraphic analysis within a base level context 
involves changes to stratigraphical, sedimentological, and petrophysical properties during 
base-level cycles. Traditionally, fluid-flow characteristics have been attributed to be a 
function of depositional environment alone (facies controlled). However, we now know 
that stratigraphic processes control the fluid-flow characteristics of sedimentary 
sequences as much as, if not more than, the facies do. The fluid-flow characteristics and 
the spatial variability of these characteristics systematically and predictably vary as a 
function of time-dependent oscillations of base level at multiple scales ranging from 
hydraulic properties to the spatial arrangement of flow conduits (Caldes, 1998; Cross, 
2000; Cross et al., 1993; Kusumanegara, 1994; Ramon and Cross, 1997). Stratigraphical 
analysis of these attributes in a base level context provides a more accurate, predictive 
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capability than other characterization methods because attributes at all scales respond in 
concert to unidirectional changes in the A/S ratio.  
The principal control of these attributes can be traced to competition between 
processes that affect the balance between accommodation and sediment supply. 
Directions of change to A/S determines the accumulation rate and the degree to which 
original elements of the geomorphic environment enter into and become part of, the 
stratigraphic record. Full preservation of original geomorphic elements is possible only 
when accommodation equals sediment supply (i.e., A/S ≥ 1); this rarely happens. Instead, 
when there is insufficient accommodation space or sediment supply, laterally migrating 
geomorphic elements cannibalize the most easily removed portions of previously 
deposited sediment in older geomorphic elements.  
In addition to selective preservation, changes in A/S conditions also produce 
systematic changes to sedimentologic attributes that affect porosity and permeability. 
This effect is most pronounced when comparing an attribute in identical facies within a 
single genetic sequence and across a series of genetic sequences. Changes in the 
hydraulic characteristics of preserved sediments are a direct consequence of changing 
energy levels within processes which change the A/S ratio.  
2.3 MODELING FLUVIAL SYSTEMS 
The fundamental basis for modern stratigraphic modeling was outlined by Sloss 
(1962). Although conceptual in nature, it laid the foundation for today’s sophisticated 
models. He envisioned that sedimentary rock bodies are controlled by four variables: 
 
• Q – The rate of sediment delivery;  
• E – The receptor value;  
• D – The dispersal; and, 
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• M – The sediment composition and texture. 
 
Sloss examined how the transgressive-regressive nature of the stratigraphic system may 
respond to various combinations of these four variables.  
There have been many attempts to model fluvial systems. Some deserve particular 
mention. At the largest scale are the LABM models (named for their proponents: Leeder, 
Allen, Bridge, and Mackey) which simulate alluvial architecture (sand-body proportion 
and interconnectivity) as a function of aggradation and subsidence rates. At an 
intermediate scale, the Howard meandering model simulates sediment distribution within 
a single channel belt. At the finest scale, the Bridge point bar model simulates sediment 
deposition caused by migration of a single meander loop.  
2.3.1 The LABM Models 
One class of models, called the LABM models has achieved a position of 
prominence in the literature as evidence by the number of times they have been cited. The 
LABM models are a series of models developed by Leeder, Allen, Bridge and Mackey 
(Allen, 1965b, 1978, 1979; Bridge, 1979; Bridge and Leeder, 1979; Bridge and Mackey, 
1993a; Leeder, 1978; Mackey and Bridge, 1992, 1995). These models are designed to 
simulate the relatively large-scale alluvial architecture (Allen, 1978) of fluvial systems. 
They estimate the geometry, proportion, and spatial distribution of a binary system of 
fluvial facies (channel vs. overbank).  
The earliest attempts to model alluvial architecture were two-dimensional and 
qualitative (Allen, 1965b, 1974). With these models, Allen constructed a series of 
hypothetical 2-D cross sections and 3-D block diagrams illustrating the variability of 
alluvial deposits as a function of autogenic and allogenic mechanisms (Beerbower, 1964) 
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caused by changes in climate, base level, sediment supply, channel pattern, and migration 
style.  
The first quantitative process-based alluvial stratigraphy model was developed by 
Leeder (1978) building on Allen’s earlier quantitative models (Allen, 1965b, 1974). 
Leeder’s model depicted the simulated alluvial architecture as a two dimensional strike 
section and simulated lateral channel migration via avulsion of a single channel belt 
responding to constant aggradation (equal to subsidence). The channel belt had a 
constant, specified cross-sectional area and fixed floodplain width. The avulsion period 
and location of the avulsion was chosen randomly. The principal conclusion drawn from 
this work is that channel density and channel connectivity is inversely proportional to 
subsidence rate.  
Allen (1978, 1979) extended Leeder’s model by incorporating relief on older 
channel belts. Subsidence is the sole accommodation-creating process. Avulsions occur 
randomly in time with a mean period between avulsions equal to approximately 103 
years. The channel position after an avulsion is also chosen randomly provided the new 
location avoided previously buried channel belts. Like Leeder’s model, Allen’s 
simulation consists of a binary system of channel-belt sand bodies embedded in a shale 
matrix. In this two-dimensional, strike-section model, the channel-belt sand bodies are 
rectangular in shape with user-defined constant width and thickness equal to a user-
defined constant channel depth plus an amount equal to the subsidence rate times the 
interavulsion period. Allen showed that the alluvial architecture is a nonlinear function of 
the subsidence rate. At high rates of subsidence, the sand bodies are somewhat isolated 
from each other by the shale matrix. In such cases the sand-to-shale ratio is low. As the 
subsidence rate decreases, the sand-shale ratio increases and the degree of sand body 
interconnectedness increases slowly. When the sand-shale ratio exceeds 50%, the sand 
body interconnectedness increases rapidly.  
Bridge and Leeder (Bridge, 1979; Bridge and Leeder, 1979) added compaction, 
lateral tectonic tilting, and a decreasing aggradation rate as a function of distance from 
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the channel. They considered avulsions random in time, but that the post-avulsion 
channel belt moves to the topographically lowest position in the section. The model is 
still a two-dimensional strike-section model, and simulates a binary system of channel 
belts embedded in overbank deposits. Mackey and Bridge (Bridge and Mackey, 1993a; 
Mackey and Bridge, 1992) added many features to the 1979 Bridge and Leeder model. 
They found that the composite sand-body width increases as a response to the following 
(Bridge and Mackey, 1993b): 
 
• An increase in the channel depth, 
• An increase in the channel-belt width to floodplain (model) width ratio, 
• A decrease in overbank aggradation rate, 
• A decrease in channel-belt aggradation rate, or 
• A decrease in the mean avulsion period. 
 
Two-dimensional models are inadequate representations of real-world fluvial 
architecture because they are incapable of accurately simulating spatial variations in 
channel location and orientation caused by topographic variability of the floodplain up- 
and down-gradient of the 2-D model section. Thus, Mackey and Bridge (1995) developed 
a three-dimensional version of the Bridge and Leeder model. In this model floodplain 
morphology evolves as a function of avulsion of a single channel belt, spatial and 
temporal variation of aggradation rates, compaction, and tectonism. Timing and location 
of avulsions are a stochastic function of the ratio of the cross-valley slope to the down-
valley slope (the gradient advantage), the flood magnitude and frequency, and a random 
number generated from a uniform distribution. The position of the diverted channel is a 
function of the existing floodplain topography. The model predicts spatial distribution, 
proportion and connectedness of channel-belt deposits. 
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The LABM models represent a significant step forward towards modeling the 
nature of sediment accumulation in fluvial environments. They demonstrate how 
relatively simple models may be used to test the behavior of natural fluvial systems. 
However, like any model, their assumptions and limitations are subject to critical scrutiny 
and the outcome of these examinations should help the geological community develop 
better models. Some of the objections concerning the LABM models include the 
following points. 
Avulsion timing and location. The LABM models simulate avulsions in a 
subsiding valley according to probabilistic and (in later versions) geometric rules. These 
rules determine the timing and location of the avulsed channel. This approach is 
symptomatic of a reductionist philosophy wherein simplifications of processes are 
implemented in such a manner that they become isolated from other processes operating 
in the model. This is commonly done when the real system defies rational understanding.  
Two-dimensional connectivity measures. The early LABM models were two-
dimensional depositional-strike sections located perpendicular to the valley axis. 
Consequently, their conclusions concerning the connectivity of sand bodies as functions 
of avulsion frequency and aggradation rate have no real applicability to real conditions. 
The 3-D version only qualitatively examined connectivity and sand body proportions; 
their qualitative measures were based on measurements made at arbitrarily located 2-D 
sections.  
Alluvial architecture, aggradation rate, and avulsion frequency. The LABM 
models indicate that alluvial architecture is a function of sediment accumulation rate 
(equal to subsidence rate) and avulsion frequency. These models were used to 
demonstrate an inverse relationship between sediment accumulation rate and channel 
stacking density. However, these models assume that mean avulsion frequency is 
constant and uncoupled from other processes within the model. Contrary to the LABM 
results, some researchers believe that avulsion frequency should be coupled to sediment 
accumulation rate and that channel stacking patterns would be the opposite of those 
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predicted by the LABM models (Bryant et al., 1995; Guiseppe and Heller, 1998; Heller 
and Paola, 1996).  
Avulsions and floodplain sedimentation. The LABM models, as well as other 
similar models (Heller and Paola, 1996), do not consider the fact that considerable 
volumes of sediment, possessing a variety of textures, accumulate on the floodplain in 
concert with the avulsion process via crevasse splays.  
Bimodal sediment distribution. The LABM models assume that all of the 
sediment that accumulates in this system may be represented by two facies: sand and not-
sand. Consequently, their main focus is to understand the processes that control the 2-D 
(and 3-D) distribution of porous and permeable sand bodies encased in impermeable 
floodplain sediments. With respect to fluid flow however, a broad range of facies may 
occur in fluvial sediments and these possess a wide range of fluid-flow characteristics.  
Cyclical vs. secular extrinsic functions. None of the LABM models have the 
ability to simulate cyclical sea-level or subsidence processes. Thus, they cannot be 
compared to other sequence-stratigraphy models nor can they simulate long records of 
sediment accumulation in ancient alluvial sequences which possess cyclical changes in 
these processes.  
Miscellaneous processes. These models do not simulate re-occupation of 
channels; gradual transfer of discharge, deposition in abandoned channels and lakes, and 
evolution of channel networks. In their conclusions, Mackey and Bridge (1995), p. 28) 
mentioned their desire for: 
development of a physically based three-dimensional model that considers 
the interaction between water and sediment supply; channel and floodplain 
geometry; fluid flow and sediment transport; erosion and deposition; 
channel diversions; and the formation of crevasses splays, levees, and 
lakes. 
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As I discussed in Chapter 1, implementing logic that involves fluid flow and sediment 
transport is very computationally expensive and severely restricts the spatial and 
temporal time scale over which the model may operate.  
2.3.2 The Howard Meandering Model 
Howard (1992; 1996) developed a three-component model of meandering streams 
in plan view that included aspects of: (1) channel flow, bed topography and sediment 
transport using the theory of Johannesson and Parker (1989); (2) bank erosion and 
channel migration theory developed by Howard and Knutson (1984); and (3) a process 
model of floodplain sedimentation. Howard’s model considers processes operating within 
the channel belt and its immediate environs such as meander-loop migration, cutoffs, 
point bar deposition and overbank sediment diffusion. Heterogeneity of the sediments is 
thus the result of competition between vertical accretion depositing fine-grained sediment 
and meander loop migration cannibalizing fine-grained material in favor of coarse-
grained material deposited in point bars through lateral accretion.  
This model is a geomorphic model; it has no ability to respond to changes in base 
level or fluid and sediment flux. Thus, the sediment distribution resulting from the 
aforementioned processes represents a limited temporal view of the stratigraphic system; 
real systems will superimpose these results with results of the system responding to 
changes in base level.  
Sun et al. (1996) implemented their own version of the Howard model using the 
same fundamental flow theory of Johannesson and Parker (1989).Gross (née Juergens) 
(Gross and Small, 1998; Juergens, 1994) used a similar theory to implement a model that 
simulated sediment deposition in channel fill, levee, splay and floodplain fill. She 
compared output from this model to data on the longitudinal and transverse facies 
distribution mapped in the Stratton field in the Frio formation of the Texas Gulf Basin. 
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2.3.3 The Bridge Point Bar Model 
Bridge (1975) pioneered the development of a model that coupled meander loop 
migration with deposition in point bars. It consisted of components that simulated: (1) the 
characteristics of the plan form of the meander; (2) the movement of the meander in plan, 
and the ability to monitor erosion and deposition in detail within specified cross sections 
across the meander; (3) the hydraulic properties of the channel in the bend and the 
erosional and depositional activity within the channel as defined in specific cross 
sections; (4) the nature and occurrence of cutoff; (5) a relative measure of the discharge 
during a seasonal high water period, and; (6) aggradation caused by long-term, persistent 
changes in the independent system variables.  
This model is a combination of the geomorphic evolution and migration of a 
meander loop and the sedimentology of the material deposited in the point bar. Facies 
characterization consists of four textural classes (clay, silt, sand, and gravel) and five 
sedimentary structures (lower phase plane bed, ripples, dunes, upper phase plane bed, and 
antidunes). It lacks the capability to simulate floodplain sedimentation.  
2.4 NONLINEAR DYNAMICAL APPROACHES 
The complexity of fluvial systems has caused a schism in the geological 
community between those believing that nature is fundamentally random versus those 
accepting as true a fundamental causality operating on and within the system. For 
example, Leopold and Langbein (1963) argue: 
Where a large number of interacting factors are involved in a large number 
of individual cases or examples, the possibilities of combination are so 
great that physical laws governing forces and motions are not sufficient to 
determine the outcome of these interactions in an individual case. The 
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physical laws may be completely fulfilled by a variety of combinations of 
the interrelated factors. The remaining statements are stochastic in nature 
rather than physical. These stochastic statements differ from deterministic 
physical laws in that the former carry with them the idea of an irreducible 
uncertainty. As more is known about the processes operating and as more 
is learned about the factors involved, the range of uncertainty will 
decrease, but it will never be entirely removed.  
Baker (1988) succinctly summarized Leopold and Langbein’s position by saying 
“orderliness and causality of nature are matters of faith.” 
According to some, “Sedimentology is the random noise of the stratigraphic 
record” (Peter R. Vail, personal communication to Tim A. Cross, 1991). Thus, for 
followers of this view, we can, at best, only make gross statements about the nature of the 
stratigraphic system, hiding behind devices such as facies models and other crutches. On 
a site-specific basis however, generic facies models are useless (Anderson, 1990a). 
Instead, careful observations of facies and a knowledge of a few simple principals can 
provide a semblance of order. There is an inherent predictability in the stratigraphic 
record. “When stratigraphy gets noisy, sedimentology is the key to the tune” (Tim A. 
Cross and Peter W. Homewood, personal communication to Peter R. Vail, 1991). 
Slingerland (1990) noted that quantitative dynamic stratigraphic models may be 
susceptible to a “rich mathematical behavior” due to the nonlinear behavior of these 
forced, dissipative systems. Even relatively simple, deterministic equations are capable of 
exhibiting periodic, quasi-periodic and chaotic solutions. In the sense used here, chaotic 
refers to relatively simple, nonlinear, deterministic, dynamical systems prone to 
particularly complex, unstable, and aperiodic behaviors, a sensitive dependence on initial 
conditions, and an inability to predict system behavior past a limited time range 
(Middleton et al., 1995). Slingerland (1990) lists five lines of evidence which suggests 
stratigraphic systems may possess chaotic behavior: 
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• Stratigraphic systems are often open, forced, dissipative dynamical 
systems and thus share features common to chaotic systems. 
• Stratigraphic systems are very complex, meaning that they possess a large 
number of variables and a high degree of coupling between these 
variables. Levins (1974) concluded that progressively more complex 
systems are prone to be progressively less stable. In contrast Shaw (1987), 
p. 1653) concluded that “Computer simulations show that the coupling 
together of complex systems often increases … the degree of order in the 
composite system.” 
• The degree of nonlinearity may contribute to chaotic behavior.  
• A non-integer Lyapunov dimension and correlation exponent calculated 
from a stratigraphic model output would be a sign of chaotic behavior.  
• A sensitivity to initial conditions would be a symptom of chaotic behavior.  
 
If chaotic behavior is the norm for stratigraphic systems, we must become wary of 
three implications (Slingerland, 1990): 
 
• Chaos makes prediction difficult. 
• Apparent periodicities in the rock record may be attributable to chaotic 
behavior and there is no need to invoke a unique causative periodic 
forcing function. 
• Certain complexities of the rock record may be explained by chaotic 
behavior.  
 
Schumm (1991) cautioned against developing general models noting that one 
should take into account: (1) spatial and temporal scales; (2) convergence of responses 
given different external forcing mechanisms; (3) divergence of responses given identical 
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external forcing mechanisms; (4) differential sensitivity to external controls due to 
differing thresholds for change; and (5) complex response due to internal system 
dynamics. These issues suggest that responses of the fluvial system to changes may be 
spatially limited, nondeterministic, and nonlinear (Blum and Törnqvist, 2000).  
2.4.1 Process-Response models  
Stratigraphic process-response models appear to be the best hope for stratigraphic 
inversion. A “process-response” model (Sloss, 1962) is a “framework within which a 
specific set of process factors is linked to a specific rock formation” (Whitten, 1964). 
Others take the more rigorous view that process-response models simulate the input, 
transport and accumulation of sediment in geological basins based on equations 
governing the hydrodynamics of sediment transport (Syvitski, 1990). Certain strategies 
may be employed to avoid implementing a numerical solution of the hydrodynamic 
equations governing fluid flow and sediment transport. In a process-response model, 
processes can be described as a series of one or more actions, changes, or functions that 
are responsible for redistributing mass and energy within the system boundaries. 
Responses are attributes of a population of samples and are the observable results of this 
redistribution of mass and energy. Mass and energy need not be explicitly represented. 
For example, the graded equilibrium stream profile is a geometric representation of a 
potentiometric surface; changes to this profile serve as a proxy for changes in energy. 
Regardless of the strategy used, models which do not consider the mechanisms of 
sediment accumulation will (1) have a high probability of being incorrect and (2) provide 
little understanding of the extrinsic process variables (Koltermann and Gorelick, 1992). 
Numerous field studies (e.g., Everitt, 1993; Harbor, 1998; Olsen et al., 1995; 
Schumm, 1977) and theoretical models (Garcia-Castellanos, 2002; Weltje et al., 1998) 
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have concluded that the stratigraphic system involves complex interactions. The 
complexity of stratigraphic systems arise from: 
 
• Dependence on a large number of variables;  
• Interactions between these variables; and 
• Simultaneous adjustments of these variables as they respond to changes in 
external functions.  
 
Anderton (1985) added that due to the complex nature of the stratigraphic 
process-response system, it is often difficult to evaluate natural systems in terms of a 
simple (linear) cause-and-effect relationship. Furthermore, demonstrating that one 
variable is correlated to another is not the same as demonstrating that the two variables 
possess a cause-and-effect relationship. In such complicated systems, any given process 
can be considered to be a response to another, more fundamental, process and any 
response can be thought of as a process which has its own consequences. 
To recap, process-based models may be divided into two, overlapping classes. On 
the one end are those models (“deductive” models) which rigorously apply governing 
equations, boundary conditions, and robust solutions to simulate the system of interest. 
However, as the system becomes complicated, one is often forced to replace some of the 
flow and transport equations with empirical relationships and simplifying assumptions. 
At the other end of the spectrum are models which are based not on physical principles, 
but on “rules”. As the basis for a “reductionist” approach to modeling, these rules may 
“range from attempts to get the gist of fundamental laws in simplified form, through 
attempts to abstract dynamics that are below the resolution of the model, to purely 
intuitive guesses” (Paola, 2000). In contrast, the deductive approach, also known as the 
“synthesist” approach, takes the view that the dynamics of complex systems may occur at 
many temporal and spatial scales (Paola, 2000). In such a view, the dynamics at large 
spatial and/or long time scales may be independent of the dynamics at smaller or shorter 
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scales. In such a system, attempts to model large-scale systems by comprehensively 
modeling all smaller scale processes may be inefficient and possibly misleading (Werner, 
1999). However, a synthesist approach may result in insights which may be applied in a 
rule-based system. These insights represent an amalgamation of the important small-scale 
dynamics. 
2.4.2 Self-Organized Critical (SOC) models  
Large, complex systems such as the stratigraphic process-response system often 
appear organized and regular when viewed in their entirety (i.e., a “synthesist” 
viewpoint). These systems characteristically possess a small number of recurring 
geomorphic or stratigraphic patterns. Furthermore, these systems seem to be able to 
produce these patterns in the absence of external forcing functions (emergent behavior). 
Emergent behavior develops in nonlinear systems which possess many interacting 
components and many degrees of freedom. A theory that attempts to explain how these 
systems do this is called “self-organized criticality”. Bak, Tang, and Wiesenfeld (1987, 
1988) first described the theory of self-organizing critical (SOC) systems. They 
developed the theory to help explain how large, complex systems operate globally. 
A self-organized critical process-response system occurs when there is a large 
degree on interconnectivity among the individual components of the system. The SOC 
theory states that understanding the global behavior of the system cannot be done by 
dissecting its “microscopic mechanisms”. Another hallmark of SOC systems concerns its 
ability to achieve global equilibrium. Many parts of the system may be unstable at any 
one time in numerous places, but overall, the entire system is, or seeks to remain in a 
stable state. This behavior cannot be predicted nor derived from the governing equations 
in each component (i.e., from a reductionist approach). Autocyclicity (Beerbower, 1964) 
is an example of self-organized critical behavior.  
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SOC systems, like classical systems based on Newtonian physics, are compelled 
to conserve mass, energy, and momentum through the interconnections between system 
components. In addition to this however, SOC systems share information among its 
individual components. Concepts of information connectivity have been recognized for 
some time. For example, Gilbert (1877) observed that “a disturbance upon any line [of 
drainage] is communicated through it to the main line and thence to every tributary. And 
as any member of the system may influence all the others, so each member is influenced 
by every other. There is an interdependence throughout the system.” Davis (1902) noted 
that “river action at any point in the graded reach is then delicately correlated with that at 
every other point. … a change in form or action at any one point involves a change at 
every other point.” 
Systems that exhibit nonlinear dynamical, self-organized behavior possess several 
characteristics: 
FEEDBACK — Stimuli that are introduced into the system tend to be propagated 
through the system via changes in system parameter values. Eventually, these changes 
propagate to return to the original input variable in such a manner that the original 
stimulus is damped or stabilized. This negative feedback results in a self-regulation of the 
system. Meandering rivers are an example of a self-regulating system (Hudson and Kesel, 
2000; Knighton, 1998; Richards, 1982). At larger scales, drainage networks self-organize 
as a result of interaction between sediment redistribution through the channel network, 
flexural subsidence, and crustal thrust stacking (Garcia-Castellanos, 2002; Rodriguez-
Iturbe and Rinaldo, 1997). Everitt (1993) concluded that the initial channel adjustments 
to a dramatic decrease in discharge involved positive feedbacks. The parameters involved 
in “first-order” adjustments to a decrease in discharge (width, depth, w/d, cross-section 
area, bed roughness) resulted in decreasing the channel’s ability to carry the imposed 
sediment load. The decreased carrying capacity caused the channel to shrink even further 
in size, concomitantly reducing the fluid discharge even further. Negative feedbacks were 
not apparent until the system began to respond through “second-order” adjustments 
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involving meander loop cutoff, an increase in the channel gradient, and an increase in 
stream power and carrying capacity.  
THRESHOLDS — Bull (1979) defined a geomorphic threshold as “a transition 
point or period of time that separates different modes of operation within part of a 
landscape system.” Thus, if the system or part of a system, initially in a state of dynamic 
equilibrium, is perturbed by stimuli of sufficient magnitude, the system will adjust itself 
into a different dynamic equilibrium state if it crosses a threshold. In some situations, 
additional factors may modulate the response of a system to a perturbation which 
otherwise would cause it to cross a threshold. The system may be configured in such a 
way that certain components may not even respond to external stimuli until the system 
has reached a critical state. There are two kinds of thresholds: static and dynamic. Static 
thresholds remain constant throughout space and time. Dynamic thresholds are variable 
in space and time and usually a function of other process parameters. A dynamic 
threshold changes value via a feedback mechanism. 
BUFFERS — Certain elements of the system act as sinks of energy or mass. 
Fluvial systems may contain temporary energy or mass sinks that buffer the system in 
what has been called an “inertial resistance to landscape change.” (Leeder, 1993). For 
example, during floods, the floodplain receives and stores large amounts of water. This 
causes peak flood intensity and discharge flashiness to decrease downstream. Floodplains 
also serve as vast sediment storehouses. The volume of sediment stored on floodplains 
commonly greatly exceeds the annual volume of sediment moved between the floodplain 
and associated channel network (Lewin, 1978).  
MEMORY — “Rivers have a heritage but no beginning. … There is continual 
modification but at any stage the existing system is different from that which existed at a 
previous state, but has been influenced by that earlier stage” (Leopold and Bull, 1979). 
The response of a system to an external stress depends on the current state or 
configuration as well as all previous states of the system (the system legacy). The 
influence that any particular previous state may have on the nature of the response of the 
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current system diminishes through time. The rate with which this influence decays 
depends somewhat on the magnitude of the events which created the previous states, with 
larger events possessing a more durable influence (Stevens et al., 1975). However, the 
durability of a particular event is also affected by the nature and sequence of subsequent 
events. The influence of memory effects is enhanced when the natural periodicity of the 
nonlinear dynamic system’s autocyclic behavior is longer than the periodicity between 
perturbation events. The stratigraphic record is thus a summation of all the past 
perturbation events (Anderson and Calver, 1977; Humphrey and Heller, 1995; Lewin, 
1978; Pickup and Rieger, 1979). 
RESPONSE TIME — Rivers exhibit multiple modes of adjustment to 
perturbations. This may include changes to its pattern, bed roughness, hydraulic 
geometry, or its slope. Since some of these characteristics are easier to change than 
others, the system experiences a “lag time” between the moment of the perturbation and 
the response. Knox (1976) argued that tectonic and eustatic processes acting on the 
fluvial system usually are of low intensity and long duration. Consequently, a drainage 
system experiencing tectonic and/or eustatic effects usually will be capable of 
maintaining its grade by adjusting characteristics which are easy-to change such as 
stream pattern, bed roughness, and hydraulic geometry. However, these adjustments 
cannot be made forever. Knox proposed that rivers lose their graded condition “only after 
the cumulative effects of slowly changing environmental conditions result in the breaking 
of a threshold of channel stability (p. 169).” 
COMPLEXITY — Because of the interdependence among the components in a 
nonlinear system, the magnitude and direction of change within the system imposed by a 
change of external parameters may change according to the specific state in which the 
system exists at the time of the external stimulus (Harbor, 1998; Phillips, 1993; 
Slingerland, 1990; Weltje et al., 1998). Variability in local conditions, previous sequence 
of events, and intrinsic characteristics may cause the system to exhibit diverging response 
to the identical extrinsic change or converging response to differing extrinsic change. 
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Relationships between process variables may even decouple at certain frequencies of 
forcing functions (Weltje et al., 1998). Complex interactions within the system may also 
result in phase shifts among the system responses reacting to identical extrinsic processes 
as when sea level and sediment flux are affected by changes in climate. It may not be 
reasonable to assume, as many conceptual models do, that sediment flux changes in step 
with sea level (Blum, 1993). Complex, nonlinear interactions between temperature, 
precipitation, and catchment vegetation affect the quantity and nature of sediments 
liberated from catchments (Hovius and Leeder, 1998; Leeder et al., 1998; Weltje et al., 
1998). A failure to recognize that natural systems are often highly interconnected often 
leads to the supposition that simple models may explain complex behavior. For instance, 
assuming that alluvial architecture may be conceptualized as a continuous series between 
end-members characterized by varying rates of (independent) avulsion frequency and 
subsidence rate (Blakey and Gubitosa, 1984), p. 77).  
NONLINEARITY – In a nonlinear system, the dynamic variables describing the 
properties and behavior of the system are nonlinear in the governing equations. Processes 
and responses within rivers and their contiguous geomorphic environments are integrated 
through multiple feedback mechanisms, many of which are nonlinear. A system which 
possesses feedback, memory, buffers, and thresholds is virtually guaranteed to be 
nonlinear.  
Self-organized critical models of geological processes are beginning to emerge in 
the literature (Anderson, 1990b; Bak, 1993; Cant, 1996; Chadam, 1991; Hallet, 1990; 
Ortoleva, 1988; Patterson and Fowler, 1996; Plotnick and McKinney, 1993; Sapozhnikov 
and Foufoula-Georgiou, 1999; Shaw, 1991; Takayasu and Inaoka, 1992) and nowhere 
more than in the literature on landscape evolution (Rinaldo et al., 1992; Rodriguez-Iturbe 
and Rinaldo, 1997; for an opposing view, see Sapozhinkov and Foufoula-Georgiou, 
1996). As with any new approach, there is much left to investigate. Two unanswered 




• How does one separate a single, observed stratigraphy into allocyclic 
controls (external forcing functions) and autocyclic controls (internally-
derived self-organized critical behavior)? Paola (2000) suggests that 
autocycles occur only across restricted spatial and temporal scales and that 
understanding how to separate the two involves understanding the 
mechanisms responsible for the internally generated signals.  
• How (if at all) do the self-organized and externally forced behaviors 
interact? Paola (2000) draws attention to what Schumm (Schumm, 1977) 
called “complex response” concluding that it may be the superposition of 






DESCRIPTION AND IMPLEMENTATION OF THE FLUVIAL 
STRATIGRAPHIC FORWARD MODEL 
3.1 FLUVSIM PROGRAM DESIGN PHILOSOPHY 
The ability of fluid-flow models to predict accurately (or postdict as needed) is 
related directly to our ability to depict accurately attributes of subsurface materials 
relevant to fluid flow. There are many methods available to characterize the subsurface, 
each with its advantages and disadvantages. Despite the difficulties involved, there is a 
certain appeal to using a method that attempts, in one way or another, to simulate 
geological processes because they have a direct bearing on the mechanism responsible for 
creating subsurface heterogeneity. Thus, an approach which embraces the philosophy of 
Quantitative Dynamic Stratigraphy (QDS, Cross, 1990) offers the best hope for 
maximizing the predictive capability of subsurface characterization. The goals of a QDS 
model with respect to subsurface characterization is:  
 
• To honor the available stratigraphic data;  
• To provide a quantitative portrayal of the lithological, petrophysical, 
dimensional and geometrical attributes in a 3-D volume; and, 
• To fill the rest of the model volume with sedimentologic and petrophysical 
attributes using a geologically accurate process-response simulation. 
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These goals may be met when the forward model is coupled with an inverse model. 
However, to do this requires that the forward model meets certain constraints: (1) it must 
accurately simulate the stratigraphic process-response system; (2) execution time must be 
short, and; (3) it must produce results that can be compared to field observations and 
these observations must possess information sufficient to distinguish a variety of process-
response signals.  
Inversion of the stratigraphic model offers additional advantages. Inverse models 
of ground-water flow and transport commonly are used to estimate the hydraulic 
conductivity of the subsurface. However, like all inversions, there is an inherent inability 
of these models to eliminate all uncertainty in the model results. Fortunately, uncertainty 
in model predictions may be reduced by incorporating and exploiting the information 
content in disparate data types. Furthermore, subsurface predictions may be reduced even 
more by simultaneously inverting disparate model types (stratigraphic, geophysical, flow, 
etc.), each incorporating its unique observations of the same subsurface.  
The modeling approach adopted in this study is founded on two main premises: 
 
• An invertible, process-response stratigraphic model is the most robust 
method capable of characterizing the subsurface. 
• Linking together robust, multivariate inverse models improves the 
reliability that any single inversion provides. 
 
These are the underlying design principles that have guided the development of the 
subject of this thesis. FLUVSIM is a 4-D, deterministic, nonlinear-dynamic forward 
model of fluvial/floodplain sediment accumulation. My approach to simulating sediment 
accumulation in fluvial settings differs from existing models in several ways. Perhaps the 
most important difference is the incorporation of feedback loops, thresholds, memory and 
buffers into the geomorphic-stratigraphic process-response system. FLUVSIM attempts 
to capture the multiple, interdependent interactions among process and response 
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parameters, which exist in the natural system, while minimizing the numbers of input 
parameters and direct forcing functions. Secondly, the model is stratigraphic, rather than 
sedimentologic or geomorphic in scope. It relies on Wheeler’s (1964b) concept of base 
level. However, it does include sedimentologic and geomorphic aspects as needed to 
accurately represent the products of the process-response system. It calculates 
petrophysical properties such as porosity and permeability based on textural 
characteristics of the sediment. 
FLUVSIM simulates sediment accumulation at the channel belt-floodplain scale, 
making it similar in scale to the LABM models. The general model concept is one of 
meandering channels that create channel-belt sandstones set in a background of 
floodplain sediments. Processes that operate within the channel-belt complex (such as 
meander-loop migration) are not simulated. FLUVSIM models the following depositional 
elements:  
 
• Main-channel scour and fill (active channel); 
• Main channel, lateral accretion (inactive channel); 
• Proximal crevasse splay with crevasse channels;  
• Distal crevasse splay lacking crevasse channels; 
• Deltas;  
• Ponds; and,  
• Abandoned channel fill.  
 
A single dominant channel spreads sediment to various parts of the floodplain in these 
different depositional elements by overbank deposition and crevassing during floods. The 
channel also deposits channel sediment as it aggrades and builds its levees. 
Sediment grain-size distribution, sorting and the volume of each of these elements 
are determined by multiple empirical rules that relate these properties to distance, 
 94 
discharge, and accommodation. As one would expect, channels and proximal crevasse 
splays contain the coarsest sand and highest accumulation rates, whereas distal splays, 
deltas and ponds contain the finest sediment and have the lowest sediment accumulation 
rates. As crevasse splays enlarge, they may capture increasing proportion of the discharge 
from the main channel. As discharge of multiple crevasse channels increases, one or 
more becomes dominant and changes character to become more like the parent channel. 
Gradually, the discharge is transferred to one or more daughter channels and the former 
main channel is gradually abandoned. By these processes of channel aggradation, 
crevasse splay enlargement, gradual discharge capture, and abandonment, an avulsion 
occurs. Channels move by avulsion to low parts of the floodplain where they aggrade, 
build an alluvial ridge and associated crevasse splay complexes, and thus change the local 
gradient. As the former topographic low becomes a high, the channel becomes more 
unstable and the potential energy of the increased alluvial ridge height and gradient make 
the channel more susceptible to another gradual avulsion event. 
To achieve an accurate, yet fast, simulation of the stratigraphic process-response 
system that will be useful in stratigraphic prediction requires that the model use 
algorithms that are simplifications of the actual process-response operations. FLUVSIM 
incorporates three approaches that achieve a realistic simulation without sacrificing 
speed. The first is based on a fundamental assumption that sediments accumulating in 
natural fluvial/floodplain systems are result of a complex, nonlinear dynamical, self-
organized critical system. Since real systems behave in this manner, I designed this 
model to also behave in this manner. Self-organized critical behavior occurs through 
process-response feedback, memory, thresholds, buffers and mass conservation with little 
user intervention. By reproducing this behavior, we ensure that the simulation results are 
internally consistent. Information in one part of the model can be used to infer geology in 
other parts of the model.  
The second approach is to use a tool called fuzzy logic. Fuzzy logic is used to 
simulate a portion of the complex process-response system. It determines where, how 
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much, and what kind of sediment is deposited in crevasse splays. An advantage to using 
fuzzy logic is that multiple, nonlinear, interdependent processes and responses can be 
simulated. Another advantage is that qualitative, empirical generalizations lacking robust 
numerical formulations may be used in the modeling.  
Third, this model was designed from the standpoint of recognizing the influence 
of base level change on the stratigraphic process-response system. Stratigraphical, 
sedimentological, and petrophysical attributes of all scales vary in a systematic and 
predictable manner as base level changes (Cross, 2000). Changes in base level are 
reflected in changes in the accommodation-to-sediment supply (A/S) ratio. The 
distribution of sedimentary facies is controlled primarily by spatial and temporal patterns 
of processes which create and destroy accommodation space and those processes which 
affect the patterns of sediment delivery to sites of sediment accumulation (Hovius and 
Leeder, 1998). Sediment accumulation therefore, is the tangible result of the interplay 
between accommodation and sediment supply. A/S exerts an important control on degree 
of preservation of the various depositional elements that accumulate. Under conditions of 
low A/S, channels reoccupy much of the floodplain multiple times with only small 
thickness of sediment having accumulated during the period between reoccupation 
events. Consequently, the channel erodes much of what was previously deposited and an 
amalgamated channel sandstone is the product. Conversely, under conditions of high A/S, 
when channels reoccupy portions of the floodplain, a sufficient thickness of sediment has 
accumulated since the prior occupation that the channel removes only a portion of the 
previously deposited sediment, and channel sandstones are not amalgamated. 
FLUVSIM contains process-response parameters and logic that describe the 
functioning of both the geomorphic and stratigraphic components of fluvial/floodplain 
systems. Geomorphic components are those processes and responses that describe the 
formation, evolution and movement of landforms. Stratigraphic components are those 
processes and responses that preferentially remove geomorphic components and reduce 
geomorphic heterogeneity. These determine which portions of original geomorphic 
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components are preserved in strata. Together, the geomorphic and stratigraphic 
components of the model describe the formation, evolution, movement and preservation 
of landforms with minimal input parameters. 
In this Chapter, I provide an overview of the FLUVSIM model. This discussion 
begins with a description of the model setting for which this model was designed. Next, I 
discuss the program organization. This is followed by a section on the external processes 
and several sections concerning channels and the processes which affect them. Finally, I 
conclude the chapter with several sections which discuss deposition-related processes and 
a section on compaction. Detailed information concerning the logic and implementation 
of these functions is contained in the Appendix. 
3.2 MODEL SETTING  
Figure 3.1 illustrates the model setting assumed for FLUVSIM. The model space 
is assumed to represent a portion of a much larger system and lies between a highlands 
area and a large body of water (lake or sea). Spatial positions are defined using a global 
coordinate system. This system uses a right-handed Cartesian convention. The coordinate 
system is oriented such that the +X direction is down the regional gradient and the +Y 
direction is oriented 90° counter-clockwise from the +X direction. The +Z direction is 
directed vertically upwards. The global origin is located vertically beneath the adjacent 
highlands such that the origin is at an elevation coinciding with the initial elevation of the 
adjacent lake or sea. The local coordinates define spatial position within the model space. 
FLUVSIM simulates sediment accumulation in three dimensions. The 3-D volume 
consists of a 2-D array of sediment columns. 
The default, initial model surface is assumed to be planar. A nonplanar initial 
surface may be used if desired. The position and attitude of the initial surface is defined 
such that the initial surface coincides with a first-order least squares regression of the 
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profile surface. The profile surface approximates the river equilibrium profile and the 
initial position and attitude are based on the mountain elevation, the distance to the 
mountains, the distance to the initial strand line, and the coastal slope. Tectonic 
subsidence is simulated by assuming rotation about a hinge line located some fixed-







































Figure 3.1 – The FLUVSIM model setting. The model space (green area) is assumed to 
be part of a much larger fluvial/coastal plain. 
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3.3 PROGRAM ORGANIZATION 
FLUVSIM code may be divided into three major parts (Figure 3.2): initialization, model 
iterations, and post-processing. The geological functions that operate during each model 
iteration may be divided into three categories: (1) functions which determine the values 
of the external processes; (2) functions which deal with the channels; and (3) functions 






































Figure 3.2 – Program Components. There are three major components: initialization, 
model iterations, and post-processing. Within the model iteration component there are 
functions that manage the input processes, the channels, and deposition.  
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3.4 EXTERNAL PROCESSES 
There are four external processes: eustasy, subsidence, discharge, and sediment 
flux. These processes are assumed to operate independently of the model. They introduce 
mass and energy into the model space. This section discusses how the model receives 
information about the four external processes and the implications which each process 
may have on the stratigraphic process-response system.  
3.4.1 Discharge 
The fluid discharge, or “discharge” entering the model is one of the four, user-
specified, external functions and one of two fluxes of mass entering the model. The 
external discharge function determines the discharge flowing in the main channel as it 
enters the model. The external discharge function also determines the time increment for 
each model iteration. Once inside the model, processes and parameters determine how to 
route discharge through the channel network. Discharge is conserved globally and 
locally. The units of discharge are m3/s. 
Discharge, sediment flux, and, to some extent, eustasy, serve as proxies for 
climate-induced changes in base level (Knox, 1983). Climate and its effects on patterns 
of stream discharge and sediment-load variations, as opposed to tectonics and sea-level 
variations, is beginning to receive more attention in the literature as a primary control of 
base-level changes. For example, it is now believed that discharge and sediment load 
played a much larger role in the evolution of the Lower Mississippi Valley as a whole 
(Autin et al., 1991) and that the effects of tectonics and sea-level variation, once viewed 
as the primary forces (Fisk, 1944), are now confined to the deltaic plain. 
A change in climate appears to inversely affect discharge and sediment flux 
(Knox, 1983). During wet periods, river discharge is high and causes stream power to 
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increase. Simultaneously, wetter conditions support an increase in vegetation cover which 
tends to decrease sediment yield. Consequently, rivers will tend to have an excess of 
energy relative to the load it must transport (a decrease in base level). In an attempt to 
regain its grade, the river will degrade its channel. Conversely, a dry period decreases 
discharge, increases sediment yield (due to less vegetation), and base level increases 
causing aggradation of the river. 
At this time, there is no generally accepted deterministic model of how changes in 
climate affects base level due to complex interactions within the fluvial system (Blum, 
1993). These complex interactions may cause a difference in the direction and magnitude 
of the response to climate change in upstream versus downstream reaches, between 
tributaries and trunk streams, and between different drainage basins. Furthermore, 
variability in geologic controls, antecedent conditions, and intrinsic catchment 
characteristics may cause different channels to exhibit opposing responses to the identical 
climatic change or identical responses to differing climatic controls (Blum, 1993). 
The discharge function actually consists of a two-step process. The principal 
assumption guiding this algorithm is “rivers in flood can do work” (i.e., move sediment 
onto the floodplain). In the first step, the program generates a random series of values 
assumed to represent the peak annual discharge at a measuring gauge located at the 
upgradient edge of the model. Next, from this series of values, the program identifies 
certain values to be flagged as “effective discharge” values. These represent channel-
forming discharges which are capable of affecting the stratigraphic process-response 
system. Discharge values passed over during this selection process are deemed to be 
ineffective and are discarded. This process also defines the duration of the model iteration 
as the duration of time between these effective discharge values.  
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3.4.2 Sediment Input 
Sediment is the second of two mass fluxes entering the model. Sediment delivery to the 
model exerts a high-level of control on the pattern and distribution of facies (Hovius and 
Leeder, 1998). The rate of delivery and the character of sediments delivered to 
depositional basins is a function of climate (temperature, precipitation), catchment 
physiography (relief, catchment slope, drainage area), parent lithology, rate of source 
area uplift, and time (Hooke, 2000; Hovius, 1998; Leeder et al., 1998; Weltje et al., 
1998).  
The sediment entering the model is characterized by three aspects; (1) the mass 
flux in kg/s; (2) the mean grain size in mm (phi units are used internally), and; (3) sorting 
using the Trask sorting coefficient (Trask, 1932). I designed the sediment entering the 
model in this manner to investigate how independent changes in these parameters may 
affect the stratigraphic response.  
3.4.3 Eustasy 
Eustasy (or simply, sea level) is the third of four external functions. Eustasy, 
according to Jackson (Jackson, 1997) refers to “synchronous global changes in sea level.” 
However, with respect to control on continental stratigraphic systems, changing lake 
level into which a fluvial system drains, may operate as effectively as changing sea level 
(Morozova and Smith, 2000). In this program, I use the term sea level to refer to the 
temporal changes in the level of any large body of water into which the main channel 
discharges. This body of water, be it the ocean or a large lake, is always situated some 
distance downstream from the model. When discussing eustasy, the terms “sea” and “sea 
level” will refer to this large body of water. The units of eustasy are m. 
 102 
Field evidence suggests that sea-level changes may affect fluvial systems at least 
300 km inland from the coast (Aslan and Autin, 1999; Aubrey, 1989). In contrast, some 
feel that the upstream extent of sea-level changes to fluvial systems may only extend a 
few kilometers, on the order of a few backwater lengths (channel flow depth/slope) 
(Burns et al., 1997). This discrepancy may have to do with the manner in which “effect” 
is defined. For example, one definition of the maximum upstream extent of changing sea 
level uses the point where high-stand floodplain surfaces onlap falling stage and lowstand 
floodplain surfaces (Blum and Törnqvist, 2000). Another method of defining the 
maximum extent of sea-level change is measured by the most landward knickpoint (van 
Heijst and Postma, 2001). Theoretical modeling indicates that the updip extent of incision 
related to base-level fall (sea-level fall) is 100 to 150 km and is dependent on the 
magnitude of the base-level (sea-level) fall and the sediment concentration in the system 
(Geslin et al., 2001). Sea level changes at a frequency much higher than the basin 
response time (Paola et al., 1992) and causes much larger migrations of the shoreline than 
do lower frequency sea-level changes (Burns et al., 1997). However, these high-
frequency changes do not appear to affect the fluvial system very far upstream.  
FLUVSIM uses a geometric approximation (see Chapter 2) of the base-level 
profile (Lessenger, 1993). In continental settings, there are two geomorphic realms, the 
main-channel and all other facies tracts, which must be considered. In the main-channel 
belt, base level is approximated by assuming an exponential function: 
( ) ceaB xbz +⋅=
⋅−                                                             [3.1] 
where Bz is the main-channel base-level profile elevation, x is the distance from the 
mountain front, and a, b and c are parameters derived from the model setting, i.e., the 
position of the model between the sea and a stationary hinterland (Figure 3.1). As sea-
level rises and falls, the profile surface also rises and falls. The incremental addition or 
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loss of space between the profile surface and the position of the main channel defines the 
incremental addition or loss of accommodation space.  
3.4.4 Subsidence 
Subsidence is the final of the four, user-defined, external input functions. 
Subsidence also adds or destroys accommodation space by lowering (or raising) the 
Earth’s surface. As used in this study, the term subsidence is not to be confused with the 
processes to which this term is often applied in the field of soil mechanics (Poland et al., 
1972). 
Changes to alluvial architecture have been attributed to changes in regional 
subsidence rates (e.g., Blakey and Gubitosa, 1984; Bridge and Leeder, 1979). As with 
other processes, rivers may respond to subsidence in a variety of ways. Experimental 
results tend to support the idea that the first response is a change in channel pattern, 
followed by aggradation or degradation (Ouchi, 1985). However, field studies indicate 
that grain size and sediment load affect the response of rivers to tectonic deformation 
(Harbor, 1998).  
The response to subsidence also depends on the principal direction of subsidence 
with respect to the drainage direction. As with so many other processes associated with 
fluvial systems, the fluvial response to variable subsidence direction is characterized by 
complex behavior (Alexander et al., 1994). Subsidence in a direction perpendicular to 
drainage may cause the channel system to migrate towards (Alexander and Leeder, 1987) 
or away from (Garcia-Castellanos, 2002) areas of maximum subsidence. The shift in 
channel position may be through avulsion or lateral channel migration through 
preferential meander-loop cutoffs (Leeder, 1993).  
I have assumed that subsidence occurs as if the Earth’s surface was a rigid plate 
rotating about a hinge line some distance up-gradient of the model. As the Earth’s surface 
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rotates, an incremental change in accommodation occurs across the model space. The 
subsidence value at any x position is linearly interpolated between the defined rate at the 
distal edge and 0 cm/kyr at the hinge. I also assume that the subsidence rate is 
independent of the position along strike. 
3.5 CHANNELS AND THEIR PROPERTIES 
As one would expect, one of the most important components of a stratigraphic 
model simulating sediment accumulation in fluvial environments is the methods used to 
simulate rivers and their processes. I begin this section with an overview of rivers in the 
model. Following this are three sections which discuss specific channel processes. The 
first section deals with crevasse splay complexes. Crevasse splay complexes have the 
most direct influence on sediment accumulation on the floodplain. This is followed by a 
discussion of avulsion and other means of abandoning channels. This section concludes 
with a discussion of processes which apply to the main channel only.  
3.5.1 Channel Types 
There are two types of channels represented in FLUVSIM: main and splay 
channels. Differentiating channels into two types allows the program to apply different 
geological processes to them. There is one, and only one “main” channel at any given 
time during the simulation. The phrase “main channel” is understood to represent a river 
meander belt within which a migrating river exists. There may be zero, one, or more 
splay channels at any one time during the simulation. If multiple splay channels are 
present, they can be grouped into splay complexes. 
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All rivers, regardless of type, are represented by a directed sequence of nodes 
connected by reaches. Each node is a unique entity characterized by its position, in an 
upstream-downstream sense, with respect to the other nodes on the channel. Similarly, 
each channel is also a unique entity characterized by its relationships to other channels in 
the entire channel network. Furthermore, each channel node (and hence, each channel) 
possesses information identifying its location with respect to the model cells. Much of the 
channel logic implemented in the program is related to managing the channel network 
when it changes as a consequence of the geological processes.  
3.5.2 Channel Properties 
Fundamentally, the only differences between main and splay channels involve the 
processes that act upon each channel type. For example, scour and aggradation are 
constrained to function only on the main channel. The distinction between main and splay 
channels is artificial and does not reflect real fluvial systems where processes operate 
across a continuum of channel types characterized by end members. However, for the 
purposes of writing this program, separating channel types and associated processes into 
two types provides simplification without losing robustness.  
Many of the channel node characteristics are dependent, either directly or 
indirectly, on the discharge experienced by the node. The discharge that the node 
experiences, is a function of the character of the channel network, the topography of the 
model surface, and a number of other factors, as well as the amount of discharge entering 
the model. At each node, the model determines the local discharge and the local effective 
discharge. Discharge, consisting of real mass, is strictly conserved globally and locally as 
it is routed through the network. Effective discharge, on the other hand, is not always 
conserved. The discharge routing algorithm uses a number of rules governing how 
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discharge and effective discharge is distributed throughout the network. These rules rely 
on the network geometry, channel gradients, and empirical relationships.  
A channel will adjust a number of parameters simultaneously to transmit varying 
amounts of water. Three of these parameters include the channel’s width, depth, and 
meander channel-belt width. In this discussion, width and depth are assumed to represent 
the conditions during bankfull discharge. The meander channel-belt width is the distance 
between successive meander loops. These dimensions change only when the effective 
discharge changes. Since the channel dimensions at this time are adjusted to the previous 
effective discharge value, this new, larger discharge value represents a discharge that the 
channel is no longer capable of containing and a flood event occurs. It is during these 
flood events that the system is capable of doing work such as transporting sediment from 
the channel onto the floodplain. It is also during these events that that channel dimensions 
change to accommodate this larger flow. The channel width, depth and belt width are 
changed at the end of the iteration to reflect this larger discharge value. Also, the 
effective discharge is changed to this value as well since this is the discharge upon which 
the new channel dimensions are based, and thus becomes the new standard for defining 
the flood magnitude. All of the channel properties are dependent to one degree or another 
on discharge. The hydraulic geometry of the channel at each node is a function of the 
effective discharge at that node (Knox, 1983; Wolman and Miller, 1960). Channel width 
and depth, and channel-belt width is determined from the effective discharge by means of 
empirical relationships. At a given cross section of channel, the hydraulic geometry of the 
channel are power-law functions of the discharge (Gregory and Walling, 1973; Leopold 
and Maddock, 1953; Leopold et al., 1964). In addition to hydraulic geometry 
characteristics, the program records a variety of additional information at each channel 
node.  
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3.6 CREVASSE SPLAY COMPLEXES 
A splay, also known as crevasse splay, floodplain splay, sand splay, or channel 
splay is a low energy delta, small alluvial fan, or other outspread deposit, often oriented 
perpendicular to a main channel, formed where an overloaded stream breaks through a 
levee (called the crevasse notch or crevasse) and deposits its material on the floodplain 
(Jackson, 1997). A closely related feature is the low-energy lacustrine delta (Tye and 
Coleman, 1989a, b). However, the term splay or crevasse splay is preferred (Smith and 
Pérez-Arlucea, 1994). Another term commonly seen in the literature is distributary where 
a distributary is a much longer lived and geographically more extensive feature than a 
crevasse channel (Russell, 1939).  
Russell (1954) gave the following description of a crevasse splay on the Seyhan 
River in the Anatolian region of Turkey, not far from the Meander River: 
The winding natural levee systems with their sandier point bars and 
‘backswamp’ flats are here and there modified by the presence of crevasse 
topography which was created suddenly when some flood overtopped a 
natural levee. Flow is initially swift as water pours through a well 
developed crevasse and down the steeper part of the backslope of a natural 
levee for some distance below the crest. Erosional scour charges the 
escaping waters heavily with silt and sand. Where the gradient decreases 
toward the foot of the levee, the flood channels braids and subdivides in a 
complicated manner. An excellent example of the pattern occurs well 
downstream on the left bank of the Seyhan, about six miles east of the 
village of Tabakalar (Fig. 10) [reproduced here as Figure 3.4]. Spreading 
in a deltaic manner below an apex at the point of crevassing, the area of 
alluvial deposition in the zone of braided channels attained a local relief of 
up to three feet, between the crests of lenticular bars and the depressions 
along minor thalwegs in the maze of channels lying adjacent to them. The 
alluvium in areas of crevasse topography is ordinarily coarser in texture 
than that which it covers… 
Elliott (1974) introduced a model that explained crevassing and sediment accumulation in 







Figure 3.3 – Plan view of a splay on the Seyhan River, Turkey. Modified from Russell 
1954.  
a gradient is created between an aggrading channel and adjacent, topographically low 
interdistributary areas. Because of this gradient, crevassing during flood events lead to 
the formation of crevasse splays which fill these low areas. This model has been 
successfully applied to Upper Carboniferous Coal Measures in England (Figure 3.4, 
Fielding, 1984, 1986).  
Smith et al. (1989) was the first study to treat crevasse splays as dynamic entities 
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Figure 3.4 – Geomorphic environments in a fluvial setting.  
some floodplains. In their words, splays serve to “aggrade low floodplain areas to re-
attain the regional gradient represented by the primary trunk channel before avulsion.” 
They described the response of the system to the sudden influx of sediment and water in 
terms of a continuum of transitional channel patterns and the resulting distribution of 
facies and alluvial architecture through four stages of evolution. They also observed that 
splays may be divided into three temporally and spatially distinct forms based on the size 
and shape of the splay, nature of the flow within the splay, the channel density, and the 
width-to-depth ratios of the channels.  
Jorgensen and Fielding (1996) demonstrated that splays dominantly have an 
elongated plan geometry similar to those in the Cumberland Marshes area (Smith et al., 
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1989; Smith and Pérez-Arlucea, 1994). Furthermore, they concluded that there is a direct 
relationship between size and shape of the splays and the number of flood cycles over 
which the splays formed. Kraus and Gwinn (1997) concluded that splays in the Paleogene 
Willwood Formation, Wyoming, are similar to stage 3 splays of Smith et al. (1989).  
3.6.1 Splay Complex Initiation 
New splay channels are created in two different settings in the model. In the first, 
the parent of the new splay channel is the main channel. In this case, the new splay 
channel becomes the initial or trunk channel of a new splay complex. In the second 
setting, related to the growth and evolution of the splay complex, new distributaries are 
created within an existing splay complex. In this case the parent of the new splay channel 
is a pre-existing splay channel. Creation of new channels is a threshold-driven process. 
With two modes of formation, there are two sets of thresholds that must be met for a 
splay to be created at a given channel node. Both thresholds are designed to be dynamic 
and are connected to other processes via feedback loops.  
The threshold for creating a new splay complex measures geometrical and 
hydrological conditions which exist between the node and the potential splay site on the 
adjacent floodplain. Specifically, two conditions must exist for a crevasse complex to 
form (Fielding, 1984): 
 
• There must be a gradient advantage between the main channel and the 
splay site on the floodplain. 
• The local discharge at the node on the main channel must exceed the 
capacity of the channel to carry this discharge at this node. 
These two conditions correspond closely to the concepts of setup and trigger 
proposed by Mohrig et al. (2000). Unfortunately, in their terminology, the trigger 
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encapsulates the entire range of crevasse evolution from initiation through evolution and 
finally, complete capture of the flow. In this study, I contend that crevassing and river 
avulsion are two distinct, but intimately connected processes. Nevertheless, the terms 
used by Mohrig et al. (2000) aptly convey the essence of the two factors required for 
splay initiation as used in this work. The avulsion setup involves evolving local channel 
geometry to the point which splay initiation is possible. Much of their paper involves 
discussing which geometrical measure best conveys the most information concerning the 
necessary setup for successful splay initiation followed by river avulsion.  
Mohrig et al. (2000) discuss the relative merits of two setup measures, levee slope 
(Mackey and Bridge, 1995; Slingerland and Smith, 1998) or channel superelevation 
(Heller and Paola, 1996) as the defining geometric parameter of the setup. Recognizing 
that these measurements must be normalized to allow comparison between rivers of 







s ∆==                                                  [3.2] 
where G is the dimensionless gradient ratio between the gradient down the levee slope 
(Gs) and the gradient down the main channel (Gc), E is the dimensionless superelevation 
of the river, ∆E is the superelevation defined as the difference between the levee 
elevation and the elevation of the adjacent floodplain and d is the main-channel depth. 
Based on field research, they conclude that the dimensionless superelevation is the best 
measure of incipient splay initiation. Furthermore, they posit that control on setup by 
superelevation makes physical sense because the “… height of the water column sets 
both the force driving the water laterally and the extent of the flow depth available for 
extraction.” Searching modern and ancient examples, they reported that, on average, 
channels in avulsing river systems are superelevated above the adjacent floodplain by 
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20% to 110% of channel depth. They conclude that the higher the channel sits relative to 
the adjacent floodplain, the greater the chance that the avulsion will be successful.  
Slingerland and Smith (1998) recognized the importance of two geometrical 
controls in determining whether or not a particular splay will result in an avulsion. One of 
their geometrical controls is the dimensionless gradient advantage, G, defined in equation 
3.2 The other control, called relative lip height (L), is defined as: 
d
L λ=                                                                      [3.3] 
where λ is the difference in elevation between the bottom of the main channel and the 
bottom of the crevasse notch and d is the depth of the main channel. Superelevation and 
gradient advantage are coupled (Slingerland and Smith, 1998). Lip height  is important 
more so with respect to sediment conveyance. Slingerland and Smith (1998) also 
included the ability of the evolving crevasse notch to convey the imposed sediment load 
away from the main channel and onto the floodplain. By taking into account the 
suspended sediment concentration profile in the main channel, they were able to define a 
model that predicted whether the splay would heal, result in an avulsion, or achieve a 
steady-state condition. Their model however does not examine the ability of the 
floodplain to receive the sediment feeding through the crevasse notch (an accommodation 
issue), nor does it recognize the role that superelevation plays in maintaining an adequate 
water surface slope.  
The ability of the channel to carry an imposed discharge and sediment load can 
also affect the avulsion setup (Stouthamer, 2001). If in-channel sedimentation occurs, the 
channel capacity is reduced and a smaller magnitude trigger could initiate an avulsion. 




• Climate – Affects discharge regime and sediment supply.  
• Tectonics – Regional tilting of the floodplain surface affects gradient 
advantage. 
• Sea Level – Affects aggradation of the main channel. 
 
In addition to the setup, Mohrig et al. (2000) discussed the need for a triggering 
mechanism to actually initiate the avulsion process (i.e., to initiate the creation of a 
crevasse splay). Based on the observed distribution of dimensionless superelevation, they 
conclude that the trigger process is stochastic in nature and reflects local variations in 
conditions superimposed on the setup. Jones and Schumm (1999) point out that as 
channel instability increases (measured by the setup using Mohrig et al. terminology), the 
trigger necessary to initiate a splay decreases. Commonly, the trigger is a “normal” flood 
event and the magnitude of the trigger is affected by hydrograph shape and magnitude. 
Other trigger events and processes include changes in the flux and caliber of transported 
sediment, catastrophic bank collapse or landslides, ice or log jams, chute cutoff, or 
sudden tectonic movements (Jones and Schumm, 1999; Smith et al., 1998).  
Chrzastowski et al. (1994) discussed four mechanisms involved in levee failure. 
Although they were concerned with failure mechanisms in engineered modern levees 
along the Mississippi River, these mechanisms may be applicable to natural levees. 
 
• Overtopping – As water flows over the top of the levee, irregularities in 
the topography at the crest of the levee focus the flow. As the flow 
intensifies, it may begin to erode a channel through the levee called a 
crevasse. 
• Surface Erosion – The surface of the levee is eroded by flood water 
lapping onto the levee or heavy rainfall initiates gully formation of the 
levee surface. 
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• Levee Seepage – Water seeping through permeable layers weakens the 
levee by transporting fines. This process is exacerbated by openings 
created by animal burrows and tree roots.  
• Underseepage – The levee is weakened by water moving through 
permeable layers (such as an abandoned channel) beneath the levee. As 
the levee is undermined, it subsides and collapses.  
 
Note that all four processes capitalize on heterogeneity of the levee sediments, especially 
when these sediments contain non-cohesive materials such as sand or silt.  
FLUMSIM incorporates an algorithm that uses both the gradient advantage (R-








R ⋅α⋅= sin                                                              [3.4] 
d
EJ ∆=                                                                           [3.5] 
where Gc is the gradient of the main channel, Gs is the gradient into the splay complex, α 
is the angle between the main channel and the splay, Q is the local discharge in the main 
channel, Qe is the local effective discharge in the main channel, ∆E is the elevation 
difference between the main channel and the splay, and d is the main-channel depth. The 
J-factor defined here is identical to superelevation of the channel (Mohrig et al., 2000). 
The R-factor is used to calculate the threshold function: 
101.0;1011;11 >=≤<=≤= RifTRif
R
TRifT             [3.6] 
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where R is the R-factor and T is the splay initiation threshold (Figure 3.5). R, J, and T are 
calculated for all eligible adjacent cells for each eligible node on the main channel. If all 


























































Figure 3.5 – The R-J function. This plot shows the allowable combinations of R, the 
gradient advantage and J, the relative levee height which must exist for splay complexes 
to be created.  
 116 
3.6.2 Splay Evolution in Space and Time 
As part of the evolutionary process, new splay channels (distributary channels) 
must form within an existing splay complex to accommodate the influx of water and 
sediment onto the floodplain. There are three possible outcomes with respect to the life 
cycle of a splay complex (Gagliano and van Beek, 1976; Slingerland and Smith, 1998; 
Smith et al., 1989; Stouthamer, 2001).  
 
• After initiation and period of growth, discharge and sediment transfer 
slows or stops because the gradient advantage between the main channel 
and the complex is lost, the water-surface slope decreases because the 
water entering the crevasse complex ponds due to pre-existing topography, 
or the sediment accommodation space is filled (Figure 3.6). 
• The splay complex achieves aa equilibrium state in which discharge and 
sediment are partitioned between the main channel and splay complex 
such that both are tuned to the respective capacities of the channels. 
• The splay captures all discharge and sediment from the old channel, an 
event called the avulsion.  
 
In contrast to the procedure of creating a new splay complex, creating a new 
distributary within a splay complex involves a fewer number of network-related, 
geometrical conditions as well as a more relaxed threshold. This threshold involves only 
the local shear stress at the first node of the new channel. The ability of the splay channel 
to carry its imposed load of sediment affects the creation and destruction of channels 
within the splay complex. Axelsson (1967) described a typical scenario of channel 
splitting at the mouth of an existing distributary, where the flanking levees are poorly 
developed. As water and sediment exit the channel, the flow spreads laterally. The 
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Figure 3.6 – Life cycle of the West Bay Sub Delta, Mississippi River. 
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bar. As the bar grows, it causes the flow exiting the mouth of the channel to split into two 
branches. Over time, the channels prograde basinward, possibly to merge with other 
distributaries in other splays or split again. The actual geometry of the distributary 
channel network is often controlled by pre-existing topography. Axelsson hypothesized 
that the rate of new channel creation is directly related to the nature of bedload transport. 
The bedload has a greater sensitivity to local changes in dimensionless shear stress than 
does the suspended load. Therefore, a channel with periodic high flows tends to create 
bars that increase in size at high water and become emergent at low water. He concluded 
that channel splitting is more common when levees are poorly developed and consist of 
easily erodible material, and when the discharge fluctuates allowing bars to form.  
When channels split, one branch is often more efficient for flow than the other. 
This, in part, affects the growth and evolution of splay complexes. Splay channels will 
propagate across the floodplain until they become too inefficient to carry their load. 
Efficiency can be measured with dimensionless shear stress. Components of shear stress 
include the channel gradient and the flow depth which is a function of the discharge. 
Over time, the efficiency distribution between two branches changes as the channel 
network evolves and redistributes the available discharge. With increasing discharge, a 
branch becomes more efficient. However, greater discharge results in greater amounts of 
deposited sediment, which will decrease the channel gradient causing a decrease in 
efficiency. Thus, channel longevity is a function of the efficiency of the channel. If the 
branch is very efficient, it will have the ability to extend itself some distance across the 
floodplain. It may even be the heir, if conditions favor, of an avulsion of the main 
channel. If, however, the branch is inefficient, it will be abandoned. 
The evolution of splay complexes in space and time as a prelude to an avulsion 
was described by Smith et al. (1989). They established a four-stage model which 






























Figure 3.7 – Splay evolution. This illustration (modified from Smith et al, 1989) shows 
the four stages of splay evolution and growth: (A) Initial avulsion. (B) Anastomosed, 
reversion, and  single channel. (C) This model culminates in the total abandonment of the 
original channel. The new channel is characterized by active, single-thread, channel 
deposits scouring into a precursor blanket of splay-complex materials (D).  
• Initial Avulsion: Water and sediment discharge are diverted from the trunk 
channel onto the adjacent floodplain. The diversion of sediment creates 
one or more Stage I splays which are small (< 1 km2) lobate bodies with  
wedge shapes in the direction of progradation. Water initially flows in 
sheets but, with progradation and extension, it is rapidly confined into 
channels with low levees. The number of new channels and splay 
complexes increases rapidly. 
• Anastomosed Stage: The rate of new channel and splay development is 
approximately equal to the rate of abandonment of old channels and 
splays. In this stage, the extending channels rejoin to form an anastomosed 
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pattern isolating small areas of wetlands between the channels. There is 
also a tendency for the channels to turn parallel to the source channel in an 
attempt to regain the regional gradient. The small Stage I splays evolve 
into Stage II and Stage III splays. Stage II splays are large (up to 8 km2), 
elliptical to elongate, and contain a well-defined anastomosed channel 
system. Stage III splays are elliptical to slightly elongate up to 20 km2 but 
possess lower channel densities than do Stage II splays. Stage III splays 
seem to form when developing channels are starved of sediment. The 
anastomosed stage continues for as long as new floodplain areas are 
invaded.  
• Reversion Stage: As the floodplain aggrades with splay complexes, the 
rate of new channel and splay development decreases and the flow 
increasingly is concentrated into a few main channels. 
• Single Channel Stage: The reversion stage culminates in abandonment of 
all channels but one that now serves as the main channel conduit. 
Throughout these steps, sediment and water discharge is transferred 
progressively from the original channel into the evolving channel network 
of the avulsion site.  
 
The growth and evolution of splay complexes and the probability of avulsion is 
directly related to the amount and rate of water and sediment transferred from the main 
channel into the splay complex. Field evidence reported in the literature leads to the 
speculation that the size and shape of splay complexes are directly related to the size of 
the crevasse notch (Fielding, 1986; Jorgensen and Fielding, 1996). The size of splay 
complexes may also indicate the degree to which they were able to capture the flow of 
the main channel. Failed splays in the Rhine-Meuse (i.e., those which did not result in an 
avulsion) occur close to the main channel and are only a few km2 in area. Avulsion 
complexes generally cover much larger areas (Stouthamer, 2001).  
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Apparently, very little is apparently known about the nature of transfer 
mechanism in detail. Questions such as “How long does this transfer take?” and “What is 
the rate at which this transfer occurs?” have not been quantitatively addressed in the 
literature. The nature of this transfer is complex and related to mechanisms that initiate 
splay development, processes that control splay evolution, and the conditions that 
determine whether this series of events culminate in an avulsion or just a mere transfer of 
sediment onto the floodplain. Similar questions may be raised with respect to the nature 
of the discharge distribution within the splay complex as a function of space and time.  
Water is conserved as it flows through the channel network. Therefore, the 
amount of water entering a node on a main channel possessing a splay complex must 
equal the amount of water moving into the splay plus the amount of water continuing 
down the main channel. It remains to be determined how to partition the incoming 
discharge between the splay and the downstream reach of the main channel in some 
rational manner.  
The first item to consider is the amount of time that it takes to fully transfer all 
discharge from the main channel into the splay. From the evidence in the literature, the 
time involved with this transfer varies widely. Smith et al. (1998) discussed evidence that 
led them to conclude that the discharge transfer in the Cumberland Marshes area on the 
Saskatchewan River was “neither unusually abrupt nor unusually gradual” in that “most 
of the flow” from the main channel had been diverted into the complex some four to eight 
years after formation of the initial crevasse. In contrast, some transfer rates are extremely 
rapid. For example, an avulsion on the Yellow River in China took one day to complete 
(Qian, 1990) and an avulsion on the Thomson River in Australia was completed within 
one flood season (Brizga and Finlayson, 1990). Saucier (1994) on the other hand, 
speculated that the time to fully transfer discharge and abandon the source channel in the 
Lower Mississippi Valley is on the order of “decades to a few centuries.” The transfer 
time (avulsion duration) of successful avulsions in the Rhine-Meuse delta varied from 
zero years (“instantaneous”, related to the resolution of 14C dating) to 1250 years and 
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averaged around 330 years (Stouthamer, 2001). Failed avulsions on the other hand, lasted 
no more than 300 years. Similar time estimates of 100 years for lacustrine deltas (Tye and 
Coleman, 1989a), 150 years for delta bay fills (Coleman, 1988), and 700 years for bayou 
fills (Guccione et al., 1999) have been estimated for crevasse splays not culminating in an 
avulsion. 
The second item to consider is the rate, as a function of time, at which the 
discharge is partitioned between the main channel and splay complex. It appears that this 
has not been addressed. The discharge partitioning (in terms of the fraction of the 
discharge in the parent channel) initially transferred into the splay complex, as well as the 
discharge transferred as a function of time during the subsequent growth and evolution of 
the complex is unknown.  
There have been some qualitative speculations about the nature of the transfer. 
Some of the factors that have been cited as controls on the transfer function have 
included: (1) the gradient advantage, that is, the ratio of the gradient between the channel 
and the surrounding floodplain to the gradient in the direction of flow in the channel; (2) 
the erodibility of the levee material; (3) the erodibility of the floodplain substrate; (4) the 
relative magnitude of flood discharge; (5) the amount and size of sediment being 
delivered to the crevasse notch; (6) the pre-existing topography and the availability of 
pre-existing channels; and, (7) a variety of other, extrinsic factors including tectonism 
and changes in the discharge regime (Guccione et al., 1999; Jones and Schumm, 1999; 
Mackey and Bridge, 1995; Slingerland and Smith, 1998; Smith et al., 1998; Törnqvist, 
1993).  
Since there does not appear to be an adequate description of the nature of 
discharge transfer in the literature, I have chosen to assume one. The function (called the 
discharge transfer function, or QTF, that describes the rate of fluid transfer between main 
channel and the trunk channel of a splay complex is dependent on the initial gradient 
advantage and the relative levee height. A greater initial fraction of discharge is 
transferred into a splay complex with higher values of initial gradient advantage and 
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relative levee height. The duration of the transfer is inversely proportional to the initial 
gradient advantage and relative levee height. Thus, in situations where the main channel 
sits high relative to the surrounding floodplain, the transfer starts out with a high fraction 
of the available discharge and proceeds rapidly. When the main channel is embedded in 
the floodplain, the transfer starts out with a smaller fraction of the available discharge and 
takes more time to accomplish. 
3.7 AVULSIONS AND OTHER CHANNEL ABANDONMENT PROCESSES 
Avulsions have been defined as “the sudden abandonment of a part or the whole 
of a meander belt by a stream for some new course at a lower level” (Allen, 1965b) p. 
119. Smith et al. (1989) described avulsions in the context of a culminating event 
associated with crevasse splay evolution as opposed to the presumption that avulsions 
create new, fully formed channel belts instantaneously (Allen, 1965b, 1978; Bridge and 
Leeder, 1979; Leeder, 1978; Mackey and Bridge, 1995).  
Avulsion is but one outcome of crevassing on the main channel (Elliott, 1974). 
Depending on specific local conditions, the crevasse may heal, resulting in the 
abandonment of the splay, or the crevasse may reach a quasi steady-state where the size 
of the crevasse (especially with respect to its ability to carry sediment) is balanced by the 
amount and caliber of the sediment imposed upon it (Slingerland and Smith, 1998).  
3.7.1 Types of Avulsions 
Leeder (1978) defined two types of avulsions. To these, Mackey and Bridge 
(1995) added a third and defined all three on the nature of the avulsion with respect to the 
model boundaries (Figure 3.8): 
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• Upstream Avulsions –occur upstream of the model boundaries and result 
in the (main) channel entering the model space via a new entry cell. 
• Nodal Avulsions – occur at a fixed point on the floodplain in the first 
column of cells on the up-gradient side of the model.  
• Random Avulsions – occur at any point along the active (main) channel 
belt within the model space.  
 
Upstream Avulsions Nodal Avulsions Random Avulsions
A0125
 
Figure 3.8 – Avulsion types. Upstream avulsions occur some distance upgradient of the 
model space. Nodal avulsions emanate from a fixed point. This fixed point may be 
topographically controlled (i.e., model independent). Random avulsions occur wherever 
local conditions permit. This classification is based only on the plan form geometry of the 
time-space sequence of avulsions and is partially dependent on the specification of a 
model space. Modified from Mackey and Bridge, 1995. 
In the Mackey and Bridge model (Mackey and Bridge, 1995), the timing of all 
upstream and random avulsions are randomly determined. The timing of random 
avulsions is determined by a hybrid stochastic/deterministic algorithm. Although as 
defined by Mackey and Bridge (1995) nodal avulsions must include a model boundary, 
natural fluvial systems may avulse in this manner. Examples of this process include the 
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Kosi fan system in India (Wells and Dorr, 1987), extrabasinal rivers in the Texas Gulf 
Coast (Galloway, 1981), and the Saskatchewan River in Canada (Morozova and Smith, 
1999).  
Mohrig et al., (2000) recognized that the avulsion style described by Smith et al. 
(Morozova and Smith, 1999; Smith et al., 1989) is but one end-member (which they 
termed aggradational avulsion) in a continuous spectrum of avulsion styles. They 
postulate that aggradational avulsions with their associated avulsion belts are favored 
when the floodplain possesses a low gradient, a high water table, and is well vegetated. 
The other end-member, incisional avulsions, occur on well-drained floodplains, 
especially when the precursor crevasse splay finds an easily erodible pre-existing 
channel. This style was called channel reoccupation by Morozova and Smith (1999, 
2000) who felt that it was confined to periods of stable lake levels and did not produce 
extensive avulsion deposits on the adjacent floodplain, but rather, extensively modified 
pre-existing channel belts. Stouthamer (2001) also recognized avulsion that lacked 
obvious associated avulsion belts. She offered three explanations for this phenomenon: 
(1) the splay deposits are removed by the new channel belt; (2) splay deposits never had a 
chance to form because the avulsion reoccupied an easily erodible channel; and (3) the 
avulsion was a consequence of headward erosion.  
Stouthamer (2001) introduced two terms to describe the avulsion duration where 
avulsion duration is “the time interval between initiation of a new channel and complete 
abandonment of the previous channel.” The avulsion duration can either be 
“instantaneous” (taking less than 200 years to complete) or “gradual” (taking more than 
200 years to complete). These terms are based on limited resolution of 14C dating.  
Stouthamer (2001) also introduced three terms to describe the degree to which an 
avulsion was fulfilled. She defined “full avulsions” as an avulsion which resulted in a 
complete shift of a channel belt to another location on the floodplain. A “partial 
avulsion” is one in which the new channel receives only part of the discharge from the 
older channel before both channels are simultaneously abandoned in favor of an avulsion 
 126 
which takes place farther upstream. She used the term “failed avulsion” to refer to the 
situation when the new channel (i.e., the splay complex) dies because it fails to capture 
all of the flow of the old channel. 
Avulsions occur in four different settings within FLUVSIM’s model space. 
FLUVSIM has the ability to simulate Mackey and Bridge’s so-called random avulsions 
but in a fully deterministic manner and as a consequence of natural splay growth and 
evolution unlike their stochastic/hybrid method without a splay precursor. I call these 
type-1 avulsions. Type-1 avulsions involve the abandonment of a main channel and the 
promotion of a path within the splay complex to main channel status (Figure 3.9). Type-2 
avulsions involve abandonment of entire splay complexes or intra-splay channel 
abandonment and associated channel reorganization within a splay complex (Elliott, 








Figure 3.9 – Type-1 avulsion. (A) Pre-avulsion geometry consists of the main channel 
and two splay complexes. (B) Post-avulsion. The old main channel has been abandoned 
in favor of a path through the old blue splay complex. The old purple complex must be 
abandoned also. Due to the bookkeeping requirement in the program logic, the old blue 
splay complex is reorganized into four new complexes.  
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reorganization are natural processes that occur during splay evolution (Smith et al., 
1989). Channel abandonment by these processes are called type-2 avulsions. FLUVSIM 
also has a limited ability to simulate upstream avulsions through two different processes. 
These are called type-3 and type-4 avulsions (see Appendix). Other related processes in 
FLUVSIM include lateral main-channel migration and main-channel shortening.  
3.7.2 Factors Required for Avulsions to Occur 
Avulsions (type-1 or type-2) are executed in two steps. First, the algorithm checks 
local conditions to see if a threshold has been crossed. If the threshold has been crossed, 
the second step is invoked and the avulsion is executed. This step mainly involves 
rearranging the channel network to mimic stream capture and abandonment. Since the 
two avulsion types involve different settings, two different criteria are used to define the 
threshold. The process of rearranging the channel network after an avulsion is basically 
the same in both cases. 
A type-1 avulsion is one possible outcome of splay growth and evolution. Splay 
evolution is largely a function of the ability of the system to move water (and by 
implication, sediment) from the main channel, through the crevasse notch, and into the 
splay complex. The rate of discharge transfer is determined by the discharge transfer 
function (QTF). The transfer time serves as the main criterion for establishing if an 
avulsion is warranted. If the age of the splay complex exceeds the transfer time, the 
avulsion logic is initiated. Larger gradient advantages and greater relative channel 
elevations tend to reduce the amount of time required for the channel age to exceed the 
transfer time. However, this does not necessarily guarantee that an avulsion occurs at the 
appointed time. Other conditions must exist for an avulsion to actually take place.  
A necessary condition for a type-1 avulsion to occur is that there must exist a 
sufficiently developed splay complex for the main channel to avulse into (Fielding, 
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1986). For the purposes of this model, “sufficiently developed” means that there exists at 
least one path through the splay complex from the spay site to the edge of the model. A 
path is defined as a route through the channel network, from node to node, via the 
connecting reaches, from upstream to downstream, and never repeating a node or reach. 
The path is not required to follow the splay-complex trunk channel.  
Type-2 avulsions take place within a splay complex and involve the abandonment 
of one or more splay channels. Smith et al. (1989) called this “an essential and 
continuous process throughout the evolution of a splay or splay complex.” Unlike 
avulsions involving the main channel, abandoned splay channels do not form clay plugs. 








Loss of a Portion of
the Splay Complex
A0064  
Figure 3.10 – Type-2 avulsions. (A) An entire splay complex is abandoned, usually 
because the gradient advantage into the complex has been lost through sediment 
accumulation in the splay. All nodes in the complex must be abandoned. (B) Loss of a 
portion of a splay complex usually because the local shear stress has fallen below the 
threshold. All nodes downstream of the abandoned node must be abandoned as well.  
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Type-2 avulsions are not avulsions in Allen’s (1965b) use of the term, but they do 
agree with Elliott’s usage (1974). Since they involve many of the same procedures as 
type-1 avulsions, they are discussed here. A type-2-A avulsion involves a situation where 
the entire splay complex is abandoned. Either of two conditions are required for this to 
occur: (1) if the gradient between the junction node and the notch node of the trunk 
channel is negative; or (2) if the current gradient advantage (Gsplay/Gmain) of the trunk 
channel becomes less than one (Smith et al., 1989). Since the trunk channel is not 
deemed to be a viable channel based on these criteria, it is assumed that all descendants 
of this channel are not viable either and therefore, are all deleted.  
The second type (type-2-B avulsion) involves a situation wherein only a portion 
of the splay complex is lost. A type-2-B avulsion will occur if the dimensionless shear 
stress at any node within the splay complex falls below 0.056. An exception to this 
criterion is when the node in question is the last node of a channel because this is a 
normal terminating criterion. If the shear stress falls below this threshold, all nodes 
downstream of this node are deleted from the channel. If any of these nodes should have 
daughter channels, they are deleted in their entirety. If the node with the low shear stress 
value happens to have a daughter channel, the daughter channel captures all of the flow 
from the parent. This process is geometrically identical to a type-1 avulsion (Figure 3.9). 
If the low shear stress occurs at the first node of a splay channel, the entire channel and 
all descendant channels are deleted. This situation is geometrically identical to a type-2-A 
avulsion. 
3.8 MAIN-CHANNEL PROCESSES 
FLUVSIM simulates several processes which operate on the main channel only. 
These include lateral migration, channel shortening, and two processes which simulate 
upstream avulsions by altering the location of the input node.  
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3.8.1 Lateral Migration and Channel Shortening 
FLUVSIM does not explicitly simulate meander loop migration (Howard, 1992; 
Howard, 1996; Ikeda et al., 1981; Johannesson and Parker, 1989; Parker et al., 1982; Sun 
et al., 1996). I have assumed that under normal circumstances the river channel sweeps 
through the width of the meander belt (defined as the distance between successive 
meander loops measured perpendicular to the average flow direction), scouring pre-
existing sediment with sufficient efficiency such that the entire channel belt may be 
represented as possessing sediment with uniform properties. Under certain circumstances 
however, nodes on the main channel are allowed to migrate to an adjacent cell if the 
accommodation in this cell is less than (more negative than) the cell the node is currently 
in (Figure 3.11). Splay channels are not allowed to migrate. Upon migration, the amount 
of sediment destined to be deposited in the cell formerly containing the channel node is 




Figure 3.11 – Lateral migration. Under certain conditions, the main channel may migrate 
one cell. The abandoned cell is flagged as belonging to the inactive facies tract.  
 131 
3.8.2 Changes to the Input Node 
I have assumed that the model space represented in FLUVSIM is part of a much larger 
floodplain area. Furthermore, I have assumed that this larger floodplain area is, in a 
sense, stationary in space with respect to the distribution of fluvial processes generating 
splay complexes. These assumptions imply that splay complexes originating outside of 
the model boundaries will exist and that some of these complexes will cross over into the 
model space (Figure 3.12). As this figure implies, some of these extra-model complexes 
may evolve to the point of an avulsion and the new channel resulting from this avulsion 
















Figure 3.12 – Boundary interactions not modeled by FLUVSIM. In the real world, splays 
emanating from locations outside of the model boundaries may cross over into the model 
space.  
Unfortunately, FLUVSIM does not have the ability to simulate splay complexes 
which cross into the model space from external sources. FLUVSIM does, however, have 
a limited ability to approximate a change in the input cell resulting from an upstream 
avulsion (Figure 3.8, Mackey and Bridge, 1995). Unlike the stochastic trigger used in the 
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Mackey and Bridge model (1995), upstream avulsions  in FLUVSIM are deterministic 
based on factors such as local topography, channel geometry, and previous model history 






















Figure 3.13 – Method to simulate upstream avulsions. The location of the new input cell 
is chosen based on topography and accommodation.  
3.9 INTRODUCTION TO DEPOSITIONAL PROCESSES 
For the remainder of this chapter, I address the stratigraphic processes involved in 
deciding where, when, how much, and what type of sediment to accumulate. The 
processes involved with determining the amount and type of sediment to deposit may be 
divided into three main classes based on the geomorphic environment in which they 




Facies Group Facies Tract 
Proximal Splay 
Distal Splay Splay Complexes 
Deltas 
Main-channel  Main Channel Inactive channel  
Abandoned Channel  Others Ponds 
Table 3.1 – Facies tracts and facies groups. 
This discussion is organized into four parts. In the first, I discuss sediment 
accumulation in the splay complexes. FLUVSIM uses fuzzy logic to determine the 
amount and type of sediment to deposit on the floodplain. This section discusses the 
rationale for using fuzzy logic, the benefits, and the steps involved. The fuzzy logic 
system is actually designed to determine the amount and type of sediment which should 
be deposited, not what is actually deposited. Actual deposition is also a function of 
sediment availability and accommodation space. The second section is devoted to how 
this is accomplished. The third section is devoted to discussing sediment accumulation in 
all other facies tracts including main-channel, abandoned channel, and ponds. The final 
section in this chapter is devoted to compaction and its role in the creation of 
accommodation in continental settings.  
3.10 DEPOSITION IN SPLAY COMPLEXES  
There is much discussion in the literature concerning the nature and origin of 
floodplain sediments (e. g. Stene, 1980). One school of thought contends that the vast 
majority of the floodplain is formed by sediments deposited by lateral accretion in 
channels and but a small fraction by overbank processes (Wolman and Leopold, 1957). 
Despite the existence of studies which question this view (Kesel et al., 1974; Nanson, 
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1986; Nanson and Young, 1981), it is not uncommon to see classification schemes place 
all non-channel derived material into a single architectural element (Bridge and Leeder, 
1979; Miall, 1985) and to assign less significance to the processes creating this material 
(Nanson and Croke, 1992). Many studies, however, have shown that non-channel related 
facies may posses complex and varied architectures of their own (Aslan and Autin, 1999; 
Bown and Kraus, 1987; Farrell, 1987; Fielding, 1984; Willis and Behrensmeyer, 1994) 
Much of the fine-grained material on floodplains owes its origin to evolving splay 
complexes which often result in an avulsion (Aslan and Autin, 1999; Kraus, 1996; Smith 
et al., 1989; Smith and Pérez-Arlucea, 1994). Although some would classify crevasse 
splays as “overbank” (Nanson and Croke, 1992), the current view is that these deposits 
do not form as the result of vertical accretion during episodic overbank flooding of a 
main channel. Rather, they are the result of rapid deposition during normal flow 
conditions through a network of subsidiary channels.  
Field studies of floodplain sediment accumulation on varying time scales 
demonstrate that, in general, deposition rate, thickness and mean grain size decreases as a 
function of distance from the main channel (Guccione, 1993; Marriott, 1992; Walling et 
al., 1996). Earlier quantitative models of fluvial systems incorporated empirical functions 
which simulate the overbank aggradation rate as an exponential function of distance from 
the channel belt (Mackey and Bridge, 1995). In applying models such as these, it is often 
assumed that floodplain topography has no affect on the aggradation function since 
floodplain relief will be “smoothed out” on the times scales which are relevant in these 
models (Törnqvist and Bridge, 2002). 
3.10.1 Overview of Fuzzy Logic 
Much of our understanding about the behavior of fluvial systems consists of 
empirical and qualitative data. FLUVSIM attempts to capture this qualitative information 
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by using fuzzy logic in addition to deterministic equations to determine the amount and 
type of sediment to deposit. Fuzzy logic (Zadeh, 1965) is a relatively new branch of logic 
and is often classified as an artificial intelligence technique. There are several advantages 
of fuzzy logic for complex systems (Berkan and Trubatch, 1997; Cox, 1994; Fang and 
Chen, 1997; Nordlund, 1996; Ross, 1995): 
 
• Fuzzy models can simulate multiple, complex, nonlinear processes 
simultaneously to solve the problem. 
• Fuzzy logic deals with ambiguity and vagueness in a rational manner. 
Event uncertainty is described using fuzziness as opposed to randomness. 
Fuzziness also applies to inherent uncertainty in objects when the 
boundaries between categories are unclear. 
• Mathematical modeling may be hampered by inadequate understanding of 
the processes involved. Fuzzy logic is even useful when the governing 
equations of a particular process have not yet been discovered.  
• Fuzzy logic permits generality. 
• Fuzzy models can use qualitative data and knowledge. 
 
These advantages play a very important role with respect to modeling in the 
geological sciences. Much geologic knowledge is in terms of observations lacking 
quantification. In fuzzy logic, statements such as the following represent “soft” 
qualitative geological knowledge  
"Points on the floodplain that are near the river receive a lot of sediment." 
The equivalent statement using fuzzy modeling syntax is: 
IF distance IS <near> THEN amount IS <a lot> 
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Determination of the amount to deposit then becomes a matter of determining how well 
the measured value of distance conforms to the concept of <near>. This can be 
accomplished without knowledge of the precise physical processes that causes the 
sediment to be delivered to this position.  
Fuzzy inference is a five-step process: 
 
Step 1:  Determine the values for each input domain. 
Step 2:  Fuzzify each input value by computing the degree of membership in 
each fuzzy set defined for the domain.  
Step 3:  Evaluate each rule in the fuzzy system and modify its conclusion fuzzy 
set according to the combined truth of the antecedents. 
Step 4:  Construct the composite conclusion set(s) in the output domains. 
Step 5:  De-fuzzify the conclusion set(s) to produce crisp numbers. 
3.10.2 Step One: Determination of Input Domain Values 
The first step in the fuzzy logic process is to determine the values of the input 
domain variables for each location. This is done on a splay-by-splay basis, and within 
splays, on a cell-by-cell basis. There are three inputs into the fuzzy logic system: 
distance, shear stress, and geomorphic accommodation space. In each cell within the 
splay complex, the values of the three inputs are measured and sent to the fuzzy logic 
function so that it may determine the values of the three outputs: sediment amount, and 
mean grain size and sorting of this sediment (Figure 3.14). To be applicable to a variety 
of river system sizes, I have designed to the fuzzy logic system to operate in a non-
dimensional form, scaled to the main channel at the junction node of the splay complex. 
Slightly different methods are used to determine the three input domain variables 
depending on if the cell is in the proximal or distal/delta portion of the splay complex. In 
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the proximal splay, distance is measured from the main channel following the channel 

















Figure 3.14 – Fuzzy logic conceptual model. The fuzzy logic system uses information 
from three variables (distance, shear stress, and geomorphic accommodation) measured at 
a specific place  to determine the amount and texture of the sediment which should be 
deposited there. 
the distal splay cells must be identified first. The cells belonging to the distal portion of a 
particular splay are identified by means of an iterative function that searches for cells that 
may be flooded by the proximal portion of a splay. Flooded means that water, flowing 
downgradient from certain positions in the proximal splay, will reach cells in the distal 
splay. Once each distal cell is located, the algorithm follows a flow line between the main 
channel and the cell and records this distance. All distances, regardless of proximal or 
distal status, are scaled to the channel width of the main channel at the reference section 
immediately upstream of the junction with the splay. 
In this algorithm, one could talk of a particular distal splay cell as “belonging” to 
a particular proximal splay node and that this node “generated” the distal splay in the 
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cell. However, the distal designation of any particular cell is only temporary. It is quite 
common in a single model iteration for a particular cell, flagged as belonging to a 
particular proximal splay, to later be included as a distal splay cell in a different splay 
complex. 
The second input into the fuzzy logic system is the local shear stress. In the 
proximal splay area, the shear stress is recorded in the data structure for each channel 







=τ                                                                [3.8] 
where τp is the dimensionless shear stress in the proximal splay (unitless), ρw is the 
density of water (kg/m3), ρs is the average grain density (kg/m3), Gc is the channel 
gradient (unitless), d is the hydraulic radius (= channel depth, m), and Dm is the mean 
grain diameter (m) (Chadwick and Morfett, 1993). Since the distal splay portion of the 
complex does not have explicitly defined channels, determination of the shear stress 














10exp                                                           [3.9] 
where Qd is the discharge in the distal splay, Qs is the discharge in the proximal splay at 
the node that generated the distal splay, and x is the distance between the distal splay cell 
and the source node in the proximal splay. Conservation of discharge is ignored in this 
process. The discharge in the distal splay is used to estimate the flow depth: 
f
dd cQd =                                                                     [3.10] 
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where dd is the flow depth in the distal splay, and c and f are user-defined, empirical 
coefficients. Finally, the dimensionless shear stress for the distal splay cell is found as a 









⋅⋅τ=τ                                                                    [3.11] 
where τ is the dimensionless shear stress in the distal splay, d is the flow depth, G is the 
gradient, and the subscripts d and p refer to variables for the distal splay cell and the 
proximal splay channel node that generated the proximal splay. Regardless of proximal 
or distal splay status, the shear stress is scaled to the shear stress in the main channel at 












scaled log                                                                [3.12] 
where τscaled is the scaled shear stress, τsplay is the dimensionless shear stress in the 
proximal or distal splay, and τmain is the shear stress in the main channel at the reference 
section. The value of τscaled normally ranges between –2.0 and +2.0. 
The geomorphic accommodation space (GAS) is the third input into the fuzzy 
logic system. It is scaled using an empirical function of the levee height and the proximal 
splay length (Figure 3.15). At the crevasse notch, the dimensionless geomorphic 
accommodation is equal to 1 (geomorphic accommodation is equal to the levee height). 
The GAS decreases with distance from the crevasse notch according to empirical 











5.0lnexp                                                                [3.13] 
where GASp is the dimensionless geomorphic accommodation space in the proximal 
portion of the splay, d is the distance from the junction with the main channel, and a is 











dGASd                                                           [3.14] 
where GASd is the dimensionless geomorphic accommodation space in the distal portion 
of the splay, d’ is the distance from the node on the proximal splay generating the distal 
splay and a is the proximal splay length. The distal splay limit is defined to be the line 
where the GAS is equal to 5% of the levee height.  
By its definition, the dimensionless geomorphic accommodation space is already 
scaled to the levee height, and thus, no additional scaling is needed. Figure 3.16 
illustrates contours of geomorphic accommodation space for a hypothetical splay 
complex.  
Determination of the input domain values is the most complicated part of the 
fuzzy logic process. Once this information is determined for every cell in the splay 
complex, the algorithm moves on to perform steps two through five which find the grain 
size, sorting, and amount of the sediment to deposit. Step one is performed once for each 
splay complex whereas steps two through five are completed sequentially for each cell in 
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Figure 3.15 – Dimensionless geomorphic accommodation space (GASd) in splays. The 
GASd in splays is determined from two empirical functions which scale GASd as a 








Figure 3.16 – Contour map of the dimensionless geomorphic accommodation (GASd) in 
a hypothetical splay complex. 
 142 
3.10.3 Step Two: Fuzzification of Input Domains 
Step one of the fuzzy logic procedure involved measuring the state of the system 
at a particular point in space and moment in time. Before the fuzzy logic system can use 
this information, however, it must be converted into the linguistic variables upon which 
the rules are based. This conversion is accomplished via the fuzzy set function defined 
for each domain (Zadeh, 1965). These functions describe the degree of conformity (or 
truth) between each value of the domain and the sets defined for the domain. For 
example, we may measure a distance of 75 channel-width units for a particular cell in a 
splay complex. The fuzzy set functions defined for the domain distance tell us that this 
value conforms to the concept of the linguistic variable “CLOSE” to a degree of 0.75. 
This same value also conforms to the concept of “VERY CLOSE” to a degree of 0.25 
and to the concepts of “MODERATE”, “FAR” and “VERY FAR” to a degree of zero. In 
this manner, the three input domain values measured for every cell in the complex is 
converted into a vector of 17 truth values, one value for each set defined in the input 
domains of distance, shear stress and geomorphic accommodation space.   
The fuzzy sets in the domains must be defined prior to executing the program. 
Information that defines the sets and rules are kept in an external data file which is read at 
the beginning of program execution. 
3.10.4 Step Three: Fuzzy Rule Evaluation 
Fuzzy inference is the process of inferring the degree of causality between 
different model states. There is an expectation that a specific combination of input 
variables measured at a given place and time will correspond to a specific amount and 
type of sediment, all other things being equal. A typical rule as used in FLUVSIM looks 
like: 
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IF <DIST_v_close> AND <STRESS_v_lower> THEN <GS_somewhat_finer> 
Like fuzzy sets, the fuzzy rules must be defined prior to executing the program. 
There are 95 rules in the fuzzy system used by FLUVSIM, and these may be divided into 
three categories: rules which determine grain size, those which determine sorting, and 
those which determine amount. Rules which determine thickness use the input domains 
distance and geomorphic accommodation space (GAS), distance alone, and shear stress 
alone. Rules which determine texture (grain size and sorting) use the input domains 
distance and shear stress.  
Rule evaluation results in 95 scaled fuzzy conclusion sets, organized into three 
collections, with one collection for each of the conclusion domains of grain size, sorting, 
and amount. These sets are sent to step four for composition and conclusion extraction. 
3.10.5 Step Four: Composition and Conclusion Extraction 
At this point in the process, there are 95 scaled conclusion sets (25 for grain size, 
25 for sorting, and 45 for amount). Step four involves combining all of the conclusion 
sets within a domain into a single, composite set. The end result of step four is three 
fuzzy sets, one for each conclusion domain. The shape of these sets are usually complex 
and step five is required to reduce these sets into a simpler representation. 
3.10.6 Step Five: Defuzzification of Conclusion(s) 
Step four in the process produces a composite conclusion fuzzy set in each 
domain. Due to the complexity of the shape of the composite sets, they are difficult to 
manage and interpret. Therefore, each composite, fuzzy conclusion set is reduced to a 
single, crisp number through a process called defuzzification. The crisp value that 
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represents the final value for the conclusion domain is found as the centroid of the 
composite conclusion set for the domain. 
As discussed above, I designed the fuzzy logic system to operate in a non-
dimensional form, scaled to the main channel at the junction node of the splay complex. 
The centroid values returned by the fuzzy logic system for grain size (φf), sorting (Sof), 
and thickness (Tf) are scaled to features found in the main channel. These values must be 
manipulated before actually determining the characteristics of the deposited sediment.  
The fuzzy logic system is designed to return a grain size relative to the source 
grain size, that is, the grain size of the material being transported by the main channel. 
The fuzzy sets in the grain size conclusion domain use linguistic variables that range 
from “very much finer” (3 phi units finer) to the “same as” (that is, identical to the source 
mean grain size). Therefore, to find the mean grain size of the material in the splay, 





m φ−φ=φ                                                         [3.15] 
where φf is the centroid value of the grain size conclusion set, φmsplay is the mean grain 
size to deposit in the splay and φmsource is the mean grain size of the source material. 
According to the way that the fuzzy sets for grain size were defined, -3.0 ≤ φf ≤ 0.0. The 
source material is assumed to be the material being transported in the main channel at the 
junction node of the splay complex with the main channel. The procedure just described 
is capable of defining sediment as coarse as, but no coarser than the sediment being at 
this site. The material near in the bed of the main channel is often significantly coarser 
than the material being transported above the bed by the main channel (Figure 3.17).  
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Figure 3.17 – Grain size variation with elevation above streambed, measured for six 
grain-size classes. The origin for the concentration scale for each grain-size class is 
located at the lower left-hand corner of the plot for the class. Modified from Colby, 1963. 
The material in the bed may be available for transfer into the splay complex if the 
crevasse notch is deep enough. Therefore, equation 3.15 is modified as follows: 
( )bedmsourcemfsourcemsplaym r φ−φ⋅−φ−φ=φ                                                  [3.16] 
The additional term is a function of the mean grain size of the source material (φmsource), 
the mean grain size of the material in the bed of the main channel (φmbed), and r, the 





r =                                                                        [3.17] 
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where dsplay is the depth of the splay channel at the junction node and dmain is the depth of 
the main channel just upstream of the junction node. The relative crevasse notch height is 
a dynamic term. As the splay crevasse evolves, more discharge is routed into the splay, 
the crevasse channel deepens, and r tends towards a value of 1.0.  
Similarly, the sorting coefficient returned by the fuzzy logic system is relative to 
the sorting of the source material. The actual sorting coefficient in deposited in the splay 
is found from: 
( )sourcef SoSo
splaySo
log10 ⋅=                                                              [3.18] 
where Sosplay is the sorting of the deposited material, Sosource is the sorting of the source 
material, and Sof is the sorting value returned by the fuzzy logic system. Since the fuzzy 
logic sorting value is constrained between 0 (extremely better sorted than the source) and 
1 (same sorting as the source), The Sosplay is constrained to be 1 ≤ Sosplay ≤ Sosource. 
The thickness of the deposited material returned by the fuzzy logic system is 
measured relative to the levee height of the main channel at the junction node. The actual 
thickness is found by: 
rTHT fsplay ⋅⋅=                                                            [3.19] 
where Tsplay is the thickness of material to deposit in the splay, Tf is the thickness value 
returned by the fuzzy logic system, H is the levee height, and r is the relative crevasse 
notch height (equation 3.17). The relative crevasse notch height scales the amount 
delivered to the floodplain by the depth of the crevasse notch relative to the depth of the 
main channel. The crevasse notch serves as the regulator or “choke” for sediment transfer 
between the main channel and the splay complex. The efficiency of sediment transfer into 
the splay complex is coupled to the ability of the splay complex to completely capture all 
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of the flow of the main channel resulting in an avulsion via a negative feedback loop. If 
the transfer of sediment into the complex is too efficient, the accommodation in the 
complex is rapidly filled and the gradient advantage between the complex and the main 
channel is lost. When this happens, the complex ceases to exist.  
One final step is required. The results of these calculations, φmsplay, Sosplay, and 
Tsplay are checked for reasonableness against user-defined ranges and model-determined 
limits for these values: 
82 ≤φ≤− splaym            (user-defined range)                                    [3.20] 
10125.1 ≤≤ splaySo            (user-defined range)                                   [3.21] 
GASTsplay ≤<0           (model-determined limit)                            [3.22] 
The limits for mean grain size and sorting are defined by the user in the curves 
definition file. The upper limit of thickness is constrained by the geomorphic 
accommodation space (GAS) at the site. 
The fuzzy logic system just described determines the amount and type of 
sediment to deposit in splay complexes based on the energy state (accommodation) in 
each cell of the splay complex. The stratigraphic system is affected not only by the 
accommodation but by sediment supply as well. The next section describes several 
algorithms that deal with depositing sediment within a sediment supply context as well as 
related issues concerning the properties of sediment populations, the manipulation of 
sediment populations, and the derivation of petrophysical properties from fundamental 
sediment population properties. 
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3.11 PROPERTIES AND MANIPULATION OF SEDIMENT POPULATIONS 
As described in the preceding section, a fuzzy logic process is used to determine 
the amount and kind of sediment to deposit in each spay complex. However, this process 
can only determine the amount and textural characteristics of the sediment that should be 
deposited, given the properties of the splay complex as a whole and the characteristics of 
the domain variables at any given point within the complex boundaries. The mass of 
sediment that actually is deposited is controlled by the amount and textural characteristics 
of the sediment that is available for deposition. Sediment deposition results from the 
collaboration of availability and obligation. The idea of a distinction between the 
sediment that should be deposited and that sediment that can be deposited also applies to 
all processes involving sediment deposition, in all facies tracts, not just in the splay 
complexes.  
This distinction between the amount and type of sediment that should and can be 
deposited is an important point with respect to achieving mass balance in the simulation 
results. In this program, Sediment mass is characterized on the basis of both total mass as 
well as the mass in each class of a grain-size distribution. Mass is balanced across the 
entire grain-size distribution, not just in terms of total mass. To achieve the goal of mass 
balancing across an entire spectrum of a grain-size distribution, specific procedures had 
to be developed that were capable of describing and manipulating sediment volumes in 
terms of their grain-size distributions.  
These procedures rely on an object-oriented construct known as a sediment unit. 
Sediment units were designed to ensure that mass is conserved during any process which 
manipulates sediment. Mass is conserved throughout the entire process of moving 
sediment between the various units. Mass balance is an essential component in ensuring 
that the model achieves self-organization. Mass balance is achieved in FLUVSIM by 
accounting for the true mass balance rather than thicknesses or cross-sectional areas. 
Furthermore, this mass balance is done within the context of a grain-size population 
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distribution. Methods were developed to add two sediment quantities together or to 
subtract a quantity of sediment from another while ensuring that mass is conserved in all 
grain-size classes. This is important since many, if not all sediment properties can be 
derived from the grain-size distribution characteristics of the sediment. 
Each sediment unit records a number of attributes which serve to characterize the 
unit. The four essential attributes for each unit are its mass, its grain-size distribution, its 
age, and facies tract. The grain-size distribution (GSD) records the mass fraction in 22 
grain size classes ranging from <-2.0 ϕ units (granules) to >8 ϕ units (clay). The unit also 
records a number of summary measures such as the mean grain size and sorting 
coefficient and a number of derived parameters such as thickness, porosity, and hydraulic 
conductivity.  
There are four different types of sediment units, available, desired, holding, and 
sediment column. Each possesses its own scope and purpose with respect to manipulating 
sediment. The unique concept of sediment units is that they represent not just real 
sediment, but “virtual” sediment as well. Virtual sediment represents the amount and type 
of sediment that should be deposited in each cell according to the processes that act on 
that cell. Sediment units are a device which enables algorithms to conserve mass, on a 
grain size class by grain size class basis. Units enable the program to compare the GSD 
of the sediment which is available with the GSD of the sediment which is desired to be 
deposited (as determined by the fuzzy logic routine, for example) to determine the GSD 
of the sediment actually deposited.  
Thus, deposition involves a number of steps to convert available sediment into 
sediment that can actually be added to the sediment column. However, it is not desirable 
to continually add (in the sense of mixing) sediment to existing sediment in the sediment 
column. If this were done, the result would be a homogeneous three-dimensional volume 
of sediment possessing some “average” characteristics of the incoming sediment. Thus, 
rather than mixing depositing sediment (the incoming sediment unit) with the material in 
the sediment column (the existing sediment), the program creates a separate sediment 
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unit with its own unique properties and places this unit on top of existing units in the 
sediment column. In this manner, every depositional event is reflected in the sediment 
column by a separate sediment unit. On the other hand, every unit created and added to 
the sediment column consumes computer resources. It would not be desirable to have a 
sediment column that consists of 100 identical sediment units, each only 0.1 m thick with 
each possessing the same petrophysical properties. Therefore, FLUVSIM has some 
simple logic that decides when it is appropriate to add the incoming sediment to the 
existing sediment and when it is appropriate to put this sediment in its own unit.  
3.12 DEPOSITION AND EROSION IN OTHER FACIES TRACTS 
Most of the preceding sections have dealt with algorithms that affect the quantity 
and textural characteristics of sediment deposited in proximal and distal splays. 
Deposition and erosion not related to splays occur in three other facies tracts: main 
channels, abandoned main channel, and ponds. The quantity and textural characteristics 
of the sediment applied to these tracts is not determined via a fuzzy logic system as is 
done for proximal and distal splays.  
3.12.1 Scour and Aggradation in Main Channels 
Two processes directly affect the amount and type of sediment deposited in main 
channels. These are scour and aggradation/degradation. As with sedimentation in the 
splay complexes, sedimentation in the main channel involves determining the sediment 
amount and type that is desired to be deposited based on local conditions. The actual 
amount that can be deposited is controlled by the material that is actually available at the 
time of deposition and accommodation.  
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Channel aggradation/degradation is a function of the amount of accommodation 
and the relief around the channel node created at each channel location and is limited to 
user-defined rates. The relief is a measure of the elevation difference between the cell 
containing the main-channel node and the surrounding cells. If accommodation is greater 
than zero aggradation occurs. The rate of the aggradation is highest (i.e., equal to the 
user-defined maximum rate) when the relief surrounding the cell is less than or equal to 
zero (i.e., the main channel sits at or below the surrounding floodplain) and decreases 
asymptotically to zero as the relief of the main-channel cell increases. Aggradation 
requires sediment deposition and thus must involve comparing the desired characteristics 
with the material which is available to determine what is actually deposited. If 
accommodation is less than zero, degradation occurs. The rate of degradation is highest 
when the main channel sits at or higher than the surrounding floodplain and decreases 
asymptotically to zero as the relief on the main channel decreases. Degradation removes 
sediment from the surface and makes it available for future deposition. 
Channel scour is done after aggradation/degradation has been determined for a 
main-channel cell. Scour involves no net change in total mass; material picked up in one 
position is deposited at some position downstream. However, channel scour is based on 
the assumption that the main channel, be it a meandering or a braided stream, continually 
migrates within the confines of the meander belt, removing fine-grained material and 
replacing it with coarse-grained material.  
Thus, the algorithm determines the texture of the sediment to deposit resulting 
from aggradation and scour. This procedure does not involve a fuzzy logic system as was 
used in splay-complex facies tracts. Instead, the algorithm modifies the grain-size 
distribution of the available sediment by determining which grains size classes (using the 
median grain diameter of each class) are moving, and of these, which are in the bedload 
and which are in the suspended load. Grains in the size classes that are not moving or are 
in the bedload will be deposited. Since some fine material will be caught up in the 
deposition, a portion of the suspended load grains are retained. For those grain size 
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classes in the suspended load, the mass fraction of the class is adjusted by scaling the 
mass fraction by the ratio of the grain fall velocity divided by the effective shear velocity. 
All other grain size classes retain their original mass fraction. 
3.12.2 Abandoned Main-channel Courses 
A natural consequence of channel avulsion is the abandonment of the old channel 
course. Studies that have been conducted on avulsions have focused more on processes of 
splay evolution and growth rather than on the processes which accompany the 
abandonment of the old channel. Saucier (1994) postulates that there are three styles of 
course abandonment. In the first, the progressive evolution of the splay complex 
gradually captures a greater proportion of the total flow causing less discharge to flow 
down the old channel. As the flow strength decreases due to the waning flow, the old 
channel becomes less capable of carrying the sediment load. The stream becomes 
shallower, narrower and ceases to meander but it is capable of maintaining the sinuosity 
of the original full flow channel. Eventually, the old main channel immediately 
downstream of the junction with the splay complex (now capturing all of the flow and 
assuming the role of the main channel) becomes choked with sediment and all flow in the 
old channel ceases. In the second style, which Saucier (1994) calls “typical,” the stream 
following the old main-channel course has sufficient discharge and sediment load to 
continue meandering. In the last style, flow to the abandoned course is cut off rather 
rapidly. With stagnant water in the old channel, it slowly fills with clay deposited from 
suspension delivered by local runoff. In certain circumstances, peat is common. These 
deposits, called clay plugs, commonly interrupt otherwise continuous flow paths through 
highly permeable channel-fill deposits. In FLUVSIM, it is assumed that all channel 
courses are abandoned in this manner. 
 153 
The processes that create the clay plugs in abandoned channel courses are not 
simulated in FLUVSIM. Instead, it uses a simple algorithm to determine type (texture) of 
sediment to put into the abandoned channels. The amount to deposit is determined by the 
aggradation-degradation-scour function. 
In the program flow, the aggradation and scour amounts for the main channel are 
determined prior to executing the avulsion logic. If an avulsion is successful, the program 
returns to the cells of the old main channel and manipulates the grain-size distribution of 
the scour and aggradation amounts in the desired units of each cell to create fine-grained 
material (Figure 3.18A). Converting this sediment involves shifting the grain-size 
distribution to finer grain sizes. All of the mass in grain size classes finer-than and 
including the mean grain size of the original distribution is moved into the clay-sized 
grain-size class.  All mass in grain size classes coarser than the mean is shifted towards 
the finer grain sizes. This creates a grain-size distribution that is highly skewed towards 
finer grain sizes without changing the total mass. In this example, φm of the modified 
distribution is 7.34 as opposed to 4.25 in the original distribution (Figure 3.18B). Clay 
content increased from 3% to over 60% through this process. Since this procedure 
modifies the grain-size distribution of material in the desired unit, conservation of mass is 
not violated.  
3.12.3 Ponds 
Topographically closed depressions on the floodplain surface are called closed 
basins or ponds. Sediment accumulates in ponds via one of two mechanisms. If the pond 
is encroached upon by a splay complex, the cell is treated as being part of the complex 
and sediment accumulation in this situation is discussed elsewhere. If the pond is not 
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Figure 3.18 – Grain-size distribution in abandoned channels. (A) The lower histogram 
shows the GSD which would have been deposited had this channel remained active. The 
distribution is shifted to the right until the mean of the old distribution coincides with +8 
phi. All grain size classes coarser than the old main preserve their relative proportions. 
All grain sizes finer than the old mean are combined into the clay class. (B) Cumulative 
frequency of the original (red) and modified (blue) distributions.  
Each pond is characterized by a spill point. The spill point is the elevation of a 
neighboring cell to which water in the pond would rise. The elevation difference between 
the spill point and the lowest elevation of the pond defines the pond depth. The program 
adds an amount of sediment to the pond equal to the pond depth provided that the 
depositional rate (defined as pond depth / iteration duration) does not exceed a user-
defined maximum peat deposition rate (110 cm/kyr by default).  
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The physical properties of peat and related material may be partially a function of 
the geomorphic environment in which it originates, as well as factors such as climate and 
biology. The geomorphic environment affects the amount of clastic material that mixing 
with the organic facies. Topography affects the regional and local gradients. Climate 
affects the ground-water levels, the quantity and type of organic material, and the rate of 
degradation. Biological factors are those factors which affect the preservation potential of 
the various plant species that inhabit the site of organic deposition. 
Published information on the physical properties of peat is difficult to find. A 
summary of the literature as of 1959 was written by MacFarlane (1959) and references 
therein). What follows is derived largely from this work. Bulk density of wet peat may 
range from 400 kg/m3 to as much as 1100 kg/m3. Porosity of peat can be as low as 70% 
and as high as 96%. Hydraulic conductivity of undisturbed peat varies between 7x10-5 to 
4x10-4 cm/s. Permeability is greatly reduced under small loads. A peat that initially 
possessed a hydraulic conductivity of 4x10-4 cm/s, decreased to 8x10-9 cm/s when 
subjected to a load of 55 kPa (8 psi) over a period of 7 months. Other studies reported by 
MacFarlane suggest that a 1 meter thick layer of peat achieved 100% of primary 
consolidation in just 10 minutes after loading and virtually all of the secondary 
consolidation after 50 days.  
Since the primary purpose of FLUVSIM is to simulate clastic sediment 
accumulation in fluvial environments, there is no real provision for dealing with organic 
facies per se. The sediment units are set up assuming that the sediments are clastic in 
origin. Thus, peat is defined to possess the a mean grain size of 8.0 phi and a sorting 
coefficient of 1.124 (Figure 3.19). Since the fraction of sediment deposited in the pond 
facies tract represents a relatively small proportion of the total volume of sediment 
accumulation, this is a reasonable assumption. This material is presumed to originate 
from biological activity in situ. Therefore, it is added directly to the sediment column 
after all other deposition has been accounted for in a given iteration. It does not affect or 
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Figure 3.19 – Grain-size distribution of material deposited in ponds. 
3.13 COMPACTION 





=                                                        [3.23] 
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where A is the cell area, ρw is the density of water, ϕt is the total porosity, and ρb is the 
bulk density. Bulk density can be written as a function of the total porosity: 
( ) wtptb ρϕ−ρϕ−=ρ 1                                                                [3.24] 
where ρp is the dry density of the solid particles. To determine any one variable, the other 
two must be known. it is assumed that at the time of deposition, porosity can be 





t                        [3.25] 
(Marion et al., 1992; Nordlund, personal communication, 1994; Nordlund, 1996; 
Wendebourg and Ulmer, 1992). Once deposition has occurred, compaction reduces the 
porosity of the sediment. The amount of this compaction is a function of the overburden 
pressure and clay content of the sediment. During this process, the porosity of the 
compacted sediment is determined. It is assumed that compaction does not involve a gain 
or loss of mass. That is, diagenesis does not occur. Thus, given the porosity of the 
sediment after compaction has occurred, and given that the mass of the sediment is 
constant, a new thickness may be found. 
It is assumed that compaction occurs under equilibrium conditions such that 
excess pore fluid pressure completely dissipates prior to depositing the next layer. This 
assumption may not apply when depositional rates are high or when the iteration duration 
is short. 
After deposition of a layer, compaction of the sediment column occurs forcing a 
reduction in porosity due to expulsion of pore waters, grain re-arrangement, and grain 
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where ϕP is the total porosity of the sediment experiencing an overburden pressure, P in 
MPa, ϕ0 is the total porosity under no overburden pressure (equation 3.25), and ϕ50 is the 
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According to equation 3.26 and as illustrated in Figure 3.20, the total porosity at any 
given clay content, C, and over burden pressure, P, is a linear interpolation between 
experimentally derived functions of porosity at P = 0 MPa and P = 50 MPa (Marion et 
al., 1992; Wendebourg and Ulmer, 1992), Nordlund, personal communication, 1994). 
Compaction is the only process that may modify porosity of a sedimentary unit 
after deposition. Diagenesis is not considered. Compaction adds accommodation space by 
lowering the surface of the Earth relative to the base-level profile. The compaction 
algorithm may be divided into two parts. The first part of the algorithm deals with 
compacting the upper unit due to its own weight. The second part deals with compaction 
of buried units. In both parts, the basic algorithm involves finding the expected porosity 
(ϕe) at the prevailing overburden pressure (equation 3.26). If this expected porosity is less 
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When a unit compacts, the change in thickness and porosity affects the unit’s 
other petrophysical properties. The amount of compaction in any particular sediment 
column is independent of the amount of compaction in neighboring columns.  
 



























Figure 3.20 – The compaction function. Total porosity is a function of the clay content 
and the overburden pressure, P (MPa). Modified from Marion et al., 1992; Wendebourg 





CHAPTER 4  
MODEL PERFORMANCE 
4.1 INTRODUCTION 
The distribution of hydraulic properties is a major influence on flow and transport 
simulated by a ground-water model, but this distribution is difficult to determine by 
calibrating a flow and transport model. Combining information from many sources 
reduces the uncertainty associated with the distribution of hydraulic properties.  One 
approach is to develop and invert many conceptual models that honor all the data and 
select the model(s) with the best fit(s) and least biased residuals for prediction (Poeter 
and McKenna, 1995). Although Anderson (1990a) emphasized the importance of 
stratigraphic features in determining preferential flow paths, many methods for 
generating the distribution of hydraulic properties overlook the value and information 
content of stratigraphic data (Koltermann and Gorelick, 1996). I propose that joint or 
coupled inversion of stratigraphic and flow models will improve the conceptual models 
of property distributions. The problem with pursuing this route has been the lack of 
suitable stratigraphic simulation models. In an effort to reach that end I have developed a 
model of fluvial geology and, in the work presented in this chapter, couple the geologic 
model results with flow modeling to illustrate the influence of stratigraphic processes on 
the flow regime.   
Mathematical models are capable of accurately simulating a variety of 
stratigraphic and sedimentologic attributes (such as lithology, petrophysical properties 
and geometry) at scales relevant to fluid flow by operating on a set of input process 
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parameters such as rate of sea-level change, subsidence rate, river discharge, and 
sediment supply (expressed as mass flux, median grain size and sorting coefficient).  
These attributes change systematically and predictably as the stratigraphic system 
responds to changing accommodation-space to sediment-supply ratio (A/S) (Cross et al., 
1993).  These models reliably predict geologic attributes in areas between and beyond 
locations where geologic data are available by inverting the model to estimate optimal 
process parameter values (Cross and Lessenger, 1999).   
One commonly cited objection to stratigraphic inversion is the nonuniqueness of 
the solution (Burton et al., 1987).  For example, it has been argued that a one-meter rise 
in sea level produces the same stratigraphic response as one-meter subsidence of the land 
surface. In a series of papers, Cross and Lessenger (1998; 1999, in press) demonstrate 
that the stratigraphic system responds differently to such complementary changes in 
process parameters, exhibited as differences in sediment volume partitioning, stacking 
patterns, cycle symmetry, aspect ratios and frequency of hiatal surfaces.   
4.2 EXPERIMENTAL SETUP 
To test whether FLUVSIM displays the type of behavior described in the 
conclusions of Cross and Lessenger (1998; 1999, in press) and whether this behavior 
influences flow systems, I conducted approximately 175 experiments (Figure 4.1) to 
evaluate the response of the model under  
 
• Different A/S conditions generated by changing total accommodation and  
• Similar A/S conditions by changing the dominant processes controlling 
accommodation.   
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LONG -TERM  RATE of
























Figure 4.1 – Distribution of experiments in sea-level—subsidence space. All of the 
experiments discussed in this chapter were identical except for the rate of long-term sea-
level change and the rate of subsidence. This illustration shows the distribution of these 
experiments with respect to these rates. Multiple realizations at certain combinations of 
sea level and subsidence were accomplished by changing the seed value used by the 
random number generator in the discharge function.  
Using FLUVSIM, I generated a series of simulations on a 40 by 40 grid of 2500 
m by 2500 m cells, each using a unique combination of subsidence rate (YL) and long-
term rate of sea level change (CL).  All other model inputs were constant between the 
runs in each suite. Combinations of sea level and subsidence were chosen to explore a 
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broad range of geologically reasonable values. For each unique pair of values for sea 
level and subsidence, FLUVSIM created a unique volume of sediment. The results of 
each FLUVSIM simulation were exported into MODFLOW (McDonald and Harbaugh, 
1988) and MODPATH (Pollock, 1994) to examine the flow and transport characteristics 
of each simulation. To minimize the effects of potentially abnormal sediment deposition 
at the edge of the FLUVSIM grid, the MODFLOW grid includes a 30 by 30 grid subset 
of the FLUVSIM grid.  The number of MODFLOW layers varies according to the total 
thickness of the sediment volume.  Each layer is 2 m thick, so the number of layers 
ranges from 10 to 37.  Furthermore, since each sediment unit produced by FLUVSIM has 
a variable thickness, an upscaling procedure was utilized to convert the estimates of 
sediment unit hydraulic parameters produced by FLUVSIM into equivalent values for the 
MODFLOW cells. The same steady-state hydrologic scenario applies to each 
stratigraphic model.  General-head boundaries (GHB) define the up, and down gradient 
perimeter cells generating a horizontal hydraulic gradient of 1 × 10-3 coincident to the 
regional depositional dip.  The lateral boundaries are specified as no-flow.  Particles start 
in each active cell at the up-gradient end of the system and move through the model 
domain according to the prevailing hydraulic gradient.  The number of particles assigned 
to each up-gradient cell face is proportional to the flux through the cell.  Path length and 
travel time are tabulated as each particle reaches the up-gradient edge of the last column 
of cells. 
The goal of the analysis discussed in this chapter was to investigate how the 
stratigraphic system changed as it responded to changes in the two process parameters, 
whether the stratigraphic system responded in unique ways to changes in each process 
parameter, and whether these changes (if any) could be discerned in the flow and 
transport behavior of the system. Additional information concerning how the FLUVSIM 
models were constructed and how the results were imported into MODFLOW are 
presented in the Appendix. 
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The experimental design involved creating a series of synthetic models in which 
all parameters but two were held constant. The two variable parameters were the rate of 
long-term linear sea-level change (CL) and the rate of subsidence (YL). Since sediment 
supply (S) is the same for each simulation, the net movement of land and sea-level 
surface (i.e., the sum of the subsidence rate and the linear component of the rate of sea-
level change) serves to represent the amount of A/S imposed on the model.   
Accommodation at any position (x) on the alluvial ridge the distance between the 
Earth’s surface and the base-level profile surface. Changes in accommodation are occur 
through movement of the base-level profile surface caused by changes in sea level, or 
movement of the Earth’s surface via subsidence, sediment accumulation, or erosion: 
)()()()()( 1 xSxHxPxAxA ii δ−δ+δ+= −                                  [4.1] 
where A is accommodation, P is the profile surface elevation, H is the elevation of the 
Earth’s surface, S is the thickness of sediment added or removed, (x) denotes these 
quantities as functions of position, and δ denotes the change in these quantities between 
iterations i-1 and i. Changes in the elevation of the Earth’s surface may occur through 
subsidence (the H term) or through sediment accumulation or erosion (the S term).  
 
Quantity Meaning 
A > 0 Base-level profile is above Earth’s surface 
A < 0 Base-level profile is below Earth’s surface 
δP > 0 Base level profile is moving up due to a sea-level rise 
δP < 0 Base-level profile is moving down due to a sea-level fall 
δH > 0 Earth’s surface is moving down due to subsidence 
δH < 0 Earth’s surface is moving up due to uplift 
δS > 0 Earth’s surface is moving up due to sediment accumulation 
δS < 0 Earth’s surface is moving down due to erosion 
Table 4.1 – Physical meaning of the quantities in Equation 4.1. 
 166 
All terms may be positive or negative as noted in Table 4.1. Since accommodation is 
conservative, the equation includes a term A(x)i-1 which represents the accommodation 
carried over from the previous iteration.  
Sea level and subsidence are user-defined functions of time (and by their 
implementation, functions of space, see the Appendix). The sea-level and subsidence 
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where E(t) is the sea-level function of time, Y(t) is the subsidence function of time, CL is 
the rate of the long-term linear sea-level change, YL is the subsidence rate, t is time, B is 
the sea-level sinusoid curve amplitude, and λ is the sea-level curve wavelength. Note that 
the units of E(t) are m whereas the units of Y(t) are m/yr. The sea-level function has three 
sinusoid components in this series of experiments; the amplitudes and wavelengths of 
these three components remain constant for all simulations. Substituting equations 4.2 
into 4.1, ignoring location, and differentiating with respect to time gives a generalized 



























                   [4.3] 
where Z is the rate of accommodation change, CS is the rate of short-term sea-level 
change due to the sinusoid component of the sea-level function, M is the sediment 
accumulation or erosion rate, and all other terms are described above. Ignoring the 
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sedimentation/erosion rate M and, since the sinusoidal component of sea level (CS) is 
identical for all simulations, the accommodation rate function Z in equation 4.3 contains 
only two variables, CL and YL. When comparing the accommodation function between 
two otherwise identical simulations, the rate of long-term accommodation change, ZL, 
defined as the sum of the long-term linear rate sea level of sea-level change (CL) and the 
subsidence rate (YL) is a measure of the amount of accommodation imposed on the 
system via subsidence and sea level. Variation in the rates of the linear components 
defines the rate of change of the long-term accommodation. Using this terminology, the 
goal, as set forth in the introduction of this chapter, is to examine the stratigraphic system 
response to:  
 
• Changes in the rate of long-term accommodation (ZL = CL + YL) from low 
to high values 
• Complementary changes in CL and YL for constant values of the long-term 
accommodation (ZL). 
 
For all simulations in this series, the subsidence rate (YL), held constant for the duration 
of each simulation, ranged between +22 cm/kyr (downwarp) and –10 cm/kyr (uplift) 
(Figure 4.1). These rates fall within reasonable ranges of published values for subsidence 
and uplift (Leeder, 1999). In contrast, the sea-level curve (E(t)) used in these simulations 
consists of two types of curve components: sinusoidal and linear. In all simulations, the 
sinusoid components (ES) of the sea-level curve were identical and consisted of the sum 
of three curves (Figure 4.2A). The composite sinusoid curve approximates the sea level 
record for the last 400,000 years (Figure 4.2B, (Leeder, 1999). The linear component of 
the sea-level curve (CL) was constant for the duration of any particular simulation but 
varied between +20 cm/kyr and –15 cm/kyr between simulations (Figure 4.1). Like 
subsidence, values for the long-term rate of sea-level change fall within reasonable 











Component 2: A = 15; λ  = 50,000;  ω  = 0
Component 1: A  = 20; λ  = 100,000;  ω  = 0
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Figure 4.2 – Sinusoid component of the sea-level curve. The sea-level function consists 
of a long-term linear and three sinusoid components. The sinusoid components were 
constant in all simulations. (A) This illustration shows the three sine curves used to 
construct the sinusoid components. (B) The composite sinusoid component approximates 
the last 400,000 years of sea-level change (modified from Leeder, 1999). 
All simulations discussed in this chapter were designed to terminate after 
simulating 1,000,000 years or until the average column thickness exceeded 50 m. At low 
rates of long-term accommodation change (ZL < ~2 cm/kyr), models terminated 
according to the time criterion without reaching the 50 m thickness criterion (Figure 
4.3A).At high rates of long-term accommodation change (ZL > ~2 cm/kyr), models 











































Figure 4.3 – Thickness and time termination criteria. (A) Simulations with low values of 
ZL terminated when the model time reached 1,000,000 years. (B) Simulations at high 
values of ZL terminated when the average stratigraphic column reached 50 m in 
thickness. In this graph, the total thickness represents to sum of the thickness of the 
sediment column in each model cell. Thus, average thickness equals total thickness 
divided by 900, the number of cells in the simulation falling within the MODFLOW 
model area. 
4.3 MODELING RESULTS 
In summary, the series of experiments were designed to examine: 
 
• Whether stratigraphic and transport characteristics change as a function of 
the rate of long-term accommodation space change (ZL); and 
• Whether complementary changes in the rate of long-term linear sea level 
change (CL) and the long-term linear subsidence rate (YL) produce the 
same response in the stratigraphic system. 
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4.3.1 Differences due to Changes in Total Long-Term Accommodation 
The results of the experiments show that geomorphic, stratigraphic, textural, and 
fluid-flow and transport characteristics vary in a consistent manner as a function of the 
rate of long-term accommodation change (ZL). This variable, ZL, is defined as the sum of 
the rate of long-term linear sea-level change (CL) and the rate of subsidence (YL) and it 
serves as the dependent variable against which the geomorphological, sedimentological, 
stratigraphic, and fluid-flow and transport characteristics were plotted. 
4.3.1.1 Splay-complex Characteristics 
A variety of statistics concerning splay-complex characteristics were collected 
and analyzed for each simulation. These included the number of splay complexes, the 
average size of the splay complexes, the number of channels per complex, the average 
relative levee height, the average relative crevasse notch depth, and the geomorphic 
accommodation space in splay complexes.  
The first statistic examined was the number of splay complexes per simulation. 
Because splay complexes may exist for more than one iteration, separate splay complexes 
may merge into a single complex, and splay complexes are renumbered during the 
avulsion algorithm, it is impossible to identify, let alone count, unique splay complexes 
over the course of a simulation. Therefore, the number of splay complexes (NSC) reported 
here is actually the sum over the whole simulation of the number of splay complexes in 
each model iteration. If a splay complex exists for more than a single iteration (as is often 
the case), it counts as one complex for each iteration in which it exists. Thus, this statistic 
also includes a measure of complex longevity. It is interesting to note that the trend of the 
NSC follows a somewhat narrow band with increasing NSC from low values of ZL to a 
value of about +2 cm/kyr (Figure 4.4A). Above ZL = +2 cm/kyr, NSC values form a wide 
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band decreasing with increasing values of ZL. Recall from Figure 4.3, +2 cm/kyr is about 
the point at which simulations became thickness limited, i.e., the simulations reach an 
average column thickness of 50 m prior to reaching 1,000,000 years. The change in 
character noted in Figure 4.4A may be related to this factor.  
The number of splay complexes normalized to the simulation time and to the total 
thickness deposited is plotted against ZL in Figure 4.4B and 4.4C. As Figure 4.4B shows, 
the number of splay complexes per unit time increases as ZL increases. The rate of splay-
complex production increases with increasing long-term accommodation. Interestingly, 
the number of splay complexes per unit thickness decreases with increasing long-term 
accommodation. The trends exhibited in Figures 4.4B and C confirm the reversal in trend 
observed in Figure 4.3 especially when Figures 4.4B and C are considered to be an 
amalgamation of the two illustrations in Figure 4.3.  
Splay-complex size is defined as the areal extent of the splay complex. The size of a 
complex is measured by the number of cells linked to the complex. These cells may be 
labeled as proximal splay, distal splay, and delta facies tracts. However, splay-complexes 
size changes from iteration to iteration. Furthermore, in any given iteration, a specific 
distal splay cell may be linked to (receive sediment from) more than one splay complex. 
Therefore, I have chosen to define the number of cells per splay complex (Ncells) as the 
per-simulation arithmetic average of the number of cells in each splay complex during 
each iteration. A plot of Ncells as a function of ZL (Figure 4.4D) shows that as long-term 
change in accommodation increases, the number of cells per complex increases. This 
increase in complex size compensates for the decrease in the number of complexes per 
unit thickness. Another way to measure splay-complex size is to count the number of 
channels within the complex. As with the number of cells, the number of channels 

































































































































Figure 4.4 – Various measures of splay-complex size. See text for explanation. 
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As discussed in Chapter 3, splay complexes form only when the channel 
superelevation exceeds the splay threshold. The main-channel superelevation is a 
measure of how high the main channel is compared to the surrounding floodplain 
(Mohrig et al., 2000). Relative levee height is here defined as: 
d
EJ ∆=                                                                       [4.4] 
where ∆E is the elevation difference between the main channel and the splay, (levee 
height) and d is the main-channel depth. Relative levee heights in this series of 
simulations fell between about 0.75 and 1.25 (Figure 4.5A). As Figure 4.5A illustrates, 
levee height increases as ZL increases. This agrees with the earlier discussion as larger 
splay complexes are favored with larger relative levee heights.  
For comparison, the maximum range of relative levee heights in the 
Saskatchewan Delta area are about 0.26 to 0.80 using reported levee heights which range 
from 2 to 4 m and that channel depths are 5 to 7.5 m (Pérez-Arlucea and Smith, 1999; 
Smith and Pérez-Arlucea, 1994; Smith et al., 1998). Why the discrepancy? If I back-
calculate for the levee height (using main-channel depths recorded in the data set), I find 
that the actual levee heights range from about 2.8 to 4.4 m. This corresponds to the 
reported levee heights for the Saskatchewan River area. The difference lies within the 
channel depth data. The depth of the main channel ranges between about 3.75 m and 3.3 
m (Figure 4.5B). These depths are much less than the reported 5 to 7.5 m depths for the 
Saskatchewan River area (Pérez-Arlucea and Smith, 1999). It is possible that the 
decreased depths seen here may be due to the presence multiple splay complexes during a 
single iteration. Because discharge is conserved, splay complexes tapping the main 
channel in upstream positions leaves relatively little discharge for splay complexes in 
down stream positions. This is especially true when the splay complexes become larger. 
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As discussed above, as ZL increases, splay complexes tend to become more numerous 













































Figure 4.5 – Relative levee height and main-channel depth. (A) Average levee height. 
Levee height of a main-channel cell is defined as the elevation of the cell less the average 
elevation of the adjacent floodplain cells. These data are entire-simulation averages of the 
levee heights of main channel cells at junction nodes. (B) Average main channel depth. 
These data entire-simulation averages of the main-channel depth at junction nodes. 
The average relative crevasse notch size, measured as the ratio of the crevasse 
notch depth to the main-channel depth, shows a small increase with increasing long-term 
accommodation despite a great deal of scatter (Figure 4.6A). However, a plot of true 
notch depth does not display a trend leaving me to conclude that the trend of relative 
notch size in Figure 4.6A is an artifact of the decrease in main-channel depth.  
The last statistic concerning splay complex geomorphology is the average 
geomorphic accommodation space per complex. As with other measures, this statistic is 
assessed for each splay complex during each iteration for the same reasons as were 
discussed for the number of splay complexes. However, unlike the number of splay 
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complexes, the total geomorphic accommodation space for a splay complex is not 
conservative; it does not carryover from one iteration to the next. Furthermore, like the 
number of cells discussed above, a particular cell may be a distal splay cell in more than 
one splay complex. Recalling from Chapter 3, the geomorphic accommodation space in a 
given cell has a unique value for every splay complex affecting that cell. Therefore, the 
total geomorphic accommodation space for this cell is the sum of the individual 
geomorphic accommodation values calculated for each complex.  
The plot of total geomorphic accommodation as a function of ZL is shown in 
Figure 4.6B. The increase in geomorphic accommodation space with increasing ZL is 
consistent with the observations of increasing relative levee height and increasing splay-
complex size with increasing ZL.  
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Figure 4.6 – Relative notch depth and average geomorphic accommodation space (GAS). 
(A) Average relative notch depth. The relative notch depth is the depth of the splay 
channel divided by the depth of the main channel. (B) Average total GAS per splay 
complex. These data are complied by (1) summing the GAS that exists in all cells in all 
splay complexes during each iteration, (2) summing these data over the entire simulation 
duration, and (3) dividing by the number of splay complexes tallied during step 1.  
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4.3.1.2 Sedimentological Characteristics 
Entire-simulation, thickness-weighted average grain size and sorting 
characteristics of the deposited material show considerable variation across facies tracts 
but remarkably consistent trends within facies tracts as a function of ZL (Figure 4.7).  
Grain size in active and inactive main-channel facies tracts tend to become 
slightly coarser as ZL increases. Active channels tend to have slightly coarser material 
than the sediments in inactive channels.  
The proximal, distal, and delta facies tracts comprise the splay-complex facies 
tracts. In general, all three facies tracts show trends of becoming slightly finer with 
increasing ZL (Figure 4.7A). Whereas the proximal and distal trends are approximately 
linear, the trend of the grain size for the delta facies tracts is highly nonlinear for much of 
the range of long-term accommodation. Furthermore, the grain size in the nonlinear 
portion is generally coarser than the grain size in the proximal and distal facies tracts. 
This appears to be anomalous indicating a potential problem within FLUVSIM that needs 
to be addressed.  
Grain sizes in abandoned channels fall into the fine silt size ranges and tend to 
follow a slightly fining trend as ZL increases. Grain sizes in ponds are fixed and, by 
definition, assigned to clay at 8 phi.  
The sorting coefficient of sediments in (almost) all facies tracts decreases very 
slightly (becomes better sorted) over the same range of accommodation change (Figure 
4.7B). The sorting of the sediment applied to ponds is fixed at 1.125. The sorting 
coefficient for the delta facies tract exhibits anomalous behavior, indicating that there 
may be a problem with the FLUVSIM algorithm.  
In comparison, typical grain sizes in splay-complex channels within the breakout area of 
the Saskatchewan Delta have been reported to be in the range of 2.7 to 2.9 phi in 
proximal splay areas to 3.8 to 3.9 phi in distal areas to 3.7 to 4.4 phi in abandoned splay  
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(Lines, from top to bottom)
 
Figure 4.7 – Grain size and sorting by facies tract. During each iteration FLUVSIM 
compiles the average grain size, sorting characteristics and location (in terms of facies 
tract) of the deposited sediment. These data are averaged, weighted by unit thickness, 
over the entire simulation duration. (A) Average mean grain size. (B) Average Trask 
sorting coefficient. The data for deltas exhibits anomalous behavior and may indicate an 
undiagnosed problem with FLUVSIM. Symbols for both plots: red circles, active main 
channels; blue crosses, inactive main channels; green triangles, proximal splays; orange 
diamonds, distal splays; purple stars, deltas; black pluses, ponds; open black circles, 
abandoned main channels. 
channels (Smith and Pérez-Arlucea, 1994). The grain size ranges reported for the 
Saskatchewan delta are coarser than those reproduced by FLUVSIM. Again, this series of 
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experiments was not meant to be an attempt to simulate the Saskatchewan area, but to 
investigate how the program behaves under a variety of conditions. Although FLUVSIM 
appears to under-estimate grain sizes in the splay complexes, it is more significant that 
FLUVSIM is able to take a uniform grain-size distribution entering the model and, 
through the stratigraphic process-response system, partition this grain size into various 
facies tracts. Moreover, the sediment dispersal processes coherently respond to changes 
in the rate of long-term accommodation.  
4.3.1.3 Stratigraphic Characteristics 
Like the geomorphic and textural characteristics, the model results frequently 
display coherent patterns and trends with respect to a number of stratigraphic attributes 
across variations in ZL. These attributes include the number of sedimentary units, the 
average unit thickness, the average net aggradation rate, the sand/shale ratio and the 
frequency of hiatal surfaces.  
Plots of total net thickness (post-simulation thickness) and number of sedimentary 
units both show trends of increasing values from low to moderate values of ZL (Figure 
4.8). At about 2 cm/kyr, the trends abruptly flatten to (relatively) constant values. This is 
due to the termination criteria used in FLUVSIM. The models were designed to terminate 
after simulating 1,000,000 years or until the average column thickness reached 50 m, 
whichever came first.  
The average unit thickness for each simulation is obtained by dividing the total 
thickness by the total number of units. These data are shown in Figure 4.9A. As Figure 
4.9A shows, the average unit thickness does not display a distinct trend over the range of 
ZL. The average net aggradation rate (Rt) is obtained by dividing the total net thickness 





































Figure 4.8 — Measures of the total amount of sediment deposited. (A) Plot of the total 
net thickness as a function of ZL. (B) Plot of the number of units as a function of ZL. Both 
plots show steadily increasing values of thickness and number of units until the 
thickness-limitation takes affect at around 2 cm/kyr. The data shown in this figure were 
compiled for the 30x30 MODFLOW sub-model. 
term accommodation shows an s-shaped trend in the data with higher aggradation rates 
associated with high values of ZL.  
The number of units and the total thickness trends discussed above are easily seen in 
cross sections of the simulated sediment volume (Figure 4.10). This illustration shows 
three strike cross sections (at x = 30) from three different simulations with three different 
values of ZL. The top section came from a simulation where ZL was +22 cm/kyr. The 
middle section was at +2 cm/kyr and the lower section was at –10 cm/kyr. With the 
lowest value of ZL, the bottom section is thinnest (averaging about 20 m) and has the 
fewest number of sedimentary units among the three. As ZL increases to +2 cm/kyr then 
















































Figure 4.9 – (A) Average unit thickness and (B) average net aggradation rate. 
It is difficult to look at these cross sections (Figure 4.10) without noticing the 
distribution of the various facies tracts depicted therein. FLUVSIM categorizes each 
sedimentary unit into one of seven facies tracts: active main-channel belts, inactive main-
channel belts, proximal splay complex, distal splay complex, delta, ponds, and abandoned 
main channels. At the lowest value of accommodation (–10 cm/kyr), the section is 
dominated by active and inactive main-channel facies tracts, especially in the upper part 
of the section. Furthermore, the units composed of active and inactive main-channel 
facies tracts tend to form laterally extensive sheet-like sand bodies often approaching the 
100 km model width. Frequently, these sand bodies are vertically stacked into multiple 
storeys. At +2 cm/kyr (Figure 4.10, middle section), the laterally extensive sand bodies  
 
_______________________________________________________________________
Figure 4.10 (Facing page) – Architectural Changes. Fluvial architecture changes from 




































































































are much less common. The sand bodies tend to consist of a single story. In place of 
laterally-extensive sand bodies are clusters of active and some inactive channel facies 
tracts interspersed with abandoned channels demonstrating a mixture of lateral and 
vertical stacking tendencies. Splay-complex facies tracts are much more apparent and are 
now about equal in proportion to main-channel facies tracts. At the highest value of long-
term accommodation (Figure 4.10, upper section), the laterally extensive sheet sands 
have all but disappeared. The remaining sand bodies are almost exclusively composed of 
active main-channel facies tracts often capped by abandoned channel facies tract. They 
are relatively small and are often totally encased by splay-complex facies. 
Volumetrically, the main-channel facies tracts have been superseded by facies tracts in 
splay complexes. 
If the seven facies tracts are placed into three groups (main channel, splay 
complex and ponds plus abandoned main channel), and plot their respective volumetric 
fractions as a function of ZL, it produces the relationships shown in Figure 4.11. As this 
figure clearly illustrates, ZL strongly affects the relative proportion of main-channel and 
splay-complex facies. At low values of long-term accommodation, the proportion of 
main-channel facies and splay-complex facies are approximately equal. As ZL increases, 
the volumetric proportion of the splay-complex facies group increases at the expense of 
the volumetric proportion of the main-channel facies group. This demonstrates that ZL 
affects the volumetric partitioning of sediment into the various facies tract groups.  
Volumetric partitioning affects individual facies tracts. The two facies tracts 
comprising the main-channel group in Figure 4.11 can be examined separately (Figure 
4.12A). As this figure shows, the volumetric proportion of the active main channel plots 
as a broad band that slightly declines with increasing long-term accommodation. 
However, the majority of the decline in the volumetric proportion of the main-channel 
group is due largely to a very strong decline in the inactive channel facies tract. At low 
values of long-term accommodation, the volumetric proportions of active and main-
channel facies tracts are approximately equal at about 25%. As ZL increases however, the 
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volumetric proportion of the inactive channel facies tract declines to almost zero, whereas 
the volumetric proportion of active channels declines to around 20%. Changes in ZL 
strongly affects the volumetric partitioning of sediment between active and inactive 
channels.  
 
























Figure 4.11 – Volumetric partitioning among facies groups. At low values of ZL, the 
volumetric proportion of main channels (active and inactive) is approximately equal to 
that of the splay complexes (proximal splay, distal splay, and delta). As the rate increases, 
the volumetric proportion of splay complexes increase at the expense of the main 
channels. Symbols: red circles, main channel facies tract group; blue crosses, splay 
complex facies tract group; black pluses, abandoned main channels and ponds. 
Similarly, a plot of the volumetric proportions of the individual tracts comprising 
the splay-complex group shows that long-term accommodation affects the volumetric 
proportioning of sediment into the proximal and distal portions of splay complexes. As 
Figure 4.12B illustrates, the volume proportion of sediment in the distal splay facies tract 
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increases at a faster rate than does the volume proportion of sediment in the proximal 














































Figure 4.12 – Volumetric partitioning within facies tracts. (A) At low values of ZL, the 
volumetric proportion of inactive channels (lateral channel fill) is approximately equal to 
the active main channels. As ZL increases, the proportion of inactive channels drops 
dramatically as lateral channel migration becomes less important. Symbols: red circles, 
active main channel facies tract; blue crosses, inactive main channel facies tract. (B) The 
volumetric proportion of distal splays increase at a slightly higher rate as ZL increases 
compared to proximal splays. Symbols: red circles, proximal splay facies tract; blue 
crosses, distal splay facies tract; black pluses, deltas. 
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One criterion for evaluating the robustness of a fluvial stratigraphic model is the 
ability of the model to simulate an inverse relation between facies tract heterogeneity and 
frequency of stratigraphic discontinuity surfaces (Cross and Lessenger, 1998). As Figures 
4.10 to 4.12 illustrate, heterogeneity increases with increasing values of ZL. The average 
frequency of hiatal surfaces for a given simulation is measured by counting the number of 
hiatus’ in all columns of the model and dividing this by the sum of the column 
thicknesses (Figure 4.13A). As this figure illustrates, there is a decrease in the hiatal 
frequency with increasing values of ZL. This, combined with the above evidence, 
confirms an inverse relationship between hiatal frequency and heterogeneity.  
4.3.1.4 Flow and Transport Results 
In addition to facies partitioning, FLUVSIM records two other attributes which 
give a sense of heterogeneity: the sand fraction and the aquifer fraction. The sand fraction 



























                                                  [4.5] 
where bi is the thickness of the ith sediment unit and fj is the jth mass fraction class. The 
mass fractions are summed over the sand-sized classes in the grain-size distribution of the 
sediment unit (bins 0 through 12). A plot of the average sand fraction as a function of ZL 
is shown in Figure 4.13B. For reference, the user-defined input sediment grain-size 




















































Figure 4.13 – (A) Hiatal frequency and (B) average sand mass fraction. 
All sedimentary units may be divided into one of two categories: aquifer or 
aquitard. The distinction between these two categories is based on two user-defined 
parameters: the minimum aquifer specific yield and the minimum aquifer hydraulic 
conductivity. For this set of experiments, cutoffs of Sy = 0.01 and K = 4.7e-6 m/s (10 
gpd/ft2) are used. Using these criteria, a number of statistics for aquifers and aquitards are 
compiled at the entire-simulation level. Two of these, average thickness and proportion of 
aquifers/aquitards are shown in Figure 4.14.  
Recalling from Figure 4.9A, the plot of average unit thickness (considering all 
sediment units equally) did not show a distinct trend across the range of long-term 
accommodation. When broken into aquifers and aquitards however, the data clearly show 
a relationship with respect to long-term accommodation. The average thickness for both 
aquifers and aquitards increases slightly with increasing values of ZL. Perhaps even more 
striking is that, on average, the aquifers tend to be about twice as thick as the aquitards. 


































































Figure 4.14 – (A) Aquifer/Aquitard thickness and (B) proportion. Symbols: red circles, 
aquifers; blue crosses, aquitards. 
The aquifer proportion is calculated as the ratio of the total thickness of aquifer 
units divided by the total thickness of all units in a given simulation. Figure 4.14B shows 
that at low values of long-term accommodation, the aquifer proportion exceeds the 
proportion of aquitards, but only slightly. As the rate of long-term accommodation 
increases, the proportion of aquitards increases at the expense of aquifers. At the highest 
rate of long-term accommodation the proportion of aquitards exceeds that of aquifers by 
about 2:1.  
FLUVSIM estimates hydraulic conductivity for each sediment unit based on the 
textural characteristics of the sediment. Hydraulic conductivity estimates for FLUVSIM 
sediment units are upscaled to equivalent Kh and Kv values for MODFLOW cells. The 
per-simulation, arithmetic average of the log-10 hydraulic conductivity decreases by 
about an order of magnitude as ZL increases  from –10 to +22 cm/kyr (Figure 4.15A) 
regardless of whether this average hydraulic conductivity is from the original FLUVSIM 
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data or if it is the Kh or Kv from the equivalent MODFLOW data sets. The FLUVSIM 
log-K variance also decreases with increasing values of ZL (Figure 4.15B). In contrast, 











































Figure 4.15 – Average hydraulic conductivity and variance. These data are derived from 
the FLUVSIM sedimentary units (K0) and the MODFLOW cells (Kh and Kv). (A) 
Arithmetic average of log(K). (B) Variance of log(K). Symbols for both plots: red circles, 
FLUVSIM data; blue crosses, MODFLOW Kh; green triangles, MODFLOW Kv. 
The simultaneous decrease in the hydraulic conductivity average and variance is a 
consequence of the relative proportion of the two dominant populations: splay-complex 
and main-channel facies tracts. At low rates of long-term accommodation, the volumes of 
these two populations are approximately equal (Figure 4.11). Consequently, the larger 
values of hydraulic conductivity reflects the presence of the high-K main-channel facies 
tracts. As ZL increases, the proportion of low-K splay-complex facies tracts increases at 
the expense of high-K main-channel facies tracts. Variance is greatest when the two 
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populations are present in approximately equal proportions. As the proportion of the 
splay-complex facies tracts increases, the variance decreases.  
The average fluid particle travel time for each simulation as a function of ZL is 
shown in Figure 4.16A. In general, average travel time increases with increasing long-
term accommodation. However, it appears that the simulations with the lowest travel 
times occur at around –3 cm/kyr. Figure 4.16A also indicates that the variability of the 
average travel time for repeated simulations at a constant value of ZL increases as ZL 
increases. The variance of particle travel times within each simulation is shown in Figure 
4.16B. As does average travel time, the variance increases with increasing values of ZL 
suggesting increasing dispersivity. Furthermore, as with travel time, a case can be made 
that the minimum variance occurs around –3 cm/kyr. The variability of the travel time 
variance also increases as ZL increases. 
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Figure 4.16 – (A) Average travel time and (B) travel time variance. 
The shape of the particle travel time distribution for a given simulation is affected 
by ZL. The frequency distribution for a low accommodation simulation is relatively 
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sharply peaked and is clearly non-Gaussian (Figure 4.17). The mode travel time occurs at 
a relatively short travel time. The frequency distribution for the high accommodation case 
is quite broad and more Gaussian in nature. The mode is shifted towards relatively long 
travel times. A plot of the skewness of the log travel time reflects the change in shape of 
the travel time distributions (Figure 4.18A).  
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Figure 4.17 – Travel time frequency histograms. Selected particle histograms of log 
travel time for a low accommodation simulation and a high accommodation simulation. 
Solid red line, low-accommodation simulation; dashed blue line, high-accommodation 
simulation. 
The nature of the travel-time distributions reflect the connectivity of the aquifers. 
Low accommodation systems have aquifers with better connectivity and this creates an 
opportunity for particles to pass through the system virtually unimpeded. In contrast, high 
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accommodation systems possess poorly connected aquifers that cause particle flow paths 
to be tortuous causing longer travel times. In both cases, each distribution possesses one 
or more small peaks at very short travel times. These probably represent flow lines in 
particularly well-connected channels many of which are virtually straight channels 
created during the initial iterations of the FLUVSIM simulation. Bimodality was also 
observed by Desbarats for an artificial, numerical aquifer comprised of a bimodal mixture 
of high- and low-conductivity materials (Desbarats, 1990). The effective hydraulic 
conductivity is found by: 
Ai
QKe ⋅
=                                                                              [4.6] 
where Q is the flux exiting the down-gradient flow face, A is the area of the down-
gradient flow face, and i is the imposed hydraulic gradient (= 0.001). Figure 4.18B shows 
that as the rate of long-term accommodation increases, the effective hydraulic 
conductivity decreases.  
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Figure 4.18 – (A) Travel time skewness and (B) effective hydraulic conductivity. 
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4.3.1.5 Avulsion Frequency 
Ever since the publication of the earliest LABM (Leeder-Allen-Bridge-Mackey) 
models on avulsion-controlled fluvial systems (Allen, 1978, 1979; Bridge and Leeder, 
1979; Leeder, 1978) there has been much discussion on the nature of alluvial architecture 
and stacking patterns of fluvial systems and their relationships to avulsion frequency and 
aggradation rates (Aslan and Blum, 1999; Bryant et al., 1995; Burns et al., 1997; Heller 
and Paola, 1996; Stouthamer, 2001; Törnqvist, 1994). One of the fundamental 
conclusions derived from the LABM models is an inverse relationship between the 
density of channel belts in cross section and the floodplain aggradation rate: high 
floodplain aggradation rates lead to isolated ribbon sand bodies whereas low aggradation 
rates leads to connected sand-bodies with sheet-like geometries. This conclusion, 
however, is premised on the assumption of constant mean avulsion frequency and 
decouples the avulsion process from aggradation (Bryant et al., 1995).  
Field studies (such as Törnqvist, 1994) and laboratory experiments (Bryant et al., 
1995) recognized that avulsion frequency in natural fluvial systems is not constant. 
Bryant et al., (1995), followed by Heller and Paola (1996), concluded that the coupling 
between avulsion frequency and sediment accumulation rate takes the form of: 
β∝ sa RF                                                           [4.7] 
where Fa is the avulsion frequency, Rs is the sediment accumulation rate and β is a 
positive, real valued exponent. When β is zero, this amounts to a variable sediment 
accumulation rate with constant mean avulsion frequency. They note that if 0 ≤ β < 1, the 
LABM inverse relation between stacking density and sediment accumulation rate is still 
valid but weakens as β → 1. If β > 1, the channel density would be linearly proportional 
to sediment accumulation rate. In these systems, channel stacking density is constant 
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irrespective of aggradation rate. From their experimental results however, they concluded 
that in fluvial transport systems, β > 1 resulting in a direct relationship between channel 
stacking density and sediment accumulation rate.  
From the FLUVSIM results, I calculated an entire-simulation avulsion frequency 
as the ratio between the number of avulsions that occurred during the simulation by the 
total simulation time for the simulation (in kyr). Figure 4.19A shows these data as a 
function of ZL. The log (base 10) of the avulsion frequency increases approximately 
linearly from about 0.17 avulsions per kyr at low rates of accommodation change to 
about 0.9 avulsions/kyr at +10 cm/kyr. At this point, there is a shift in the trend. Above 
+10 cm/kyr, the avulsion frequency still increases, but at a much slower rate than before.  
In comparison, Morozova and Smith (1999) report that nine avulsions have 
occurred over 5430 years in the Saskatchewan River delta resulting in an average 
avulsion frequency of 1.66 avulsions/kyr. Avulsion frequencies in the Rhine-Meuse delta 
in the Netherlands range from 0.085 to 0.243 avulsions/kyr (Stouthamer, 2001).  
The illustration in Figure 4.19B compares these results with those of Bryant et al., 
and Heller and Paola (Bryant et al., 1995; Heller and Paola, 1996), and shows the same 
avulsion frequency data of Figure 4.19A, but the data are plotted as a function of average 
net aggradation rate. The thin black line is a plot of Fa = Rt with β = 1. The heavy red line 
is a best fit power function to the FLUVSIM results which has β = 0.73. This plot clearly 
demonstrates that in FLUVSIM, avulsion rate is linked to aggradation rate to a far greater 
degree than the typical LAB model where β = 0. However, the value of β is far less than 
what Bryant et al. and Heller and Paola (Bryant et al., 1995; Heller and Paola, 1996) 
would expect to see.  
The authors of both papers advocate that the mechanism responsible for this 
relationship requires differential aggradation of the main channel relative to the 
surrounding floodplain. However, in many of their figures, they imply that sediment 
accumulation rate is applied uniformly across the extent of the floodplain at any given  
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Figure 4.19 – Avulsion frequency. (A) Plotted against ZL. (B) Plotted against the average 
net aggradation rate. The heavy red line represents the average trend of the data with β = 
0.73. The thin black line for reference represents β = 1. 
instant in time. Furthermore, given their usage of phrases such as “the critical dependence 
of avulsion frequency on sediment accumulation rate” (Heller and Paola, 1996), p. 299), 
reveals their belief in avulsion as a response reacting to a sedimentation process. This 
denies the possibility that avulsion, as a natural consequence of splay growth and 
evolution, is responsible for much of the sediment deposited on floodplains (Aslan and 
Autin, 1999; Kraus, 1996; Smith et al., 1989; Smith and Pérez-Arlucea, 1994). Studies 
such as these cast avulsions, and their associated floodplain deposits, as a response to 
processes which create and destroy accommodation space and processes which deliver 
sediment to sites of deposition. If, however, one views the stratigraphic process-response 
system driven by self-organized critical behavior featuring feedback, thresholds, buffers, 
and other nonlinear dynamical components, it becomes inappropriate to discuss the 
system strictly in terms of a specific process resulting in a specific response. In such 
systems, the distinction between processes and their responses become blurred.  
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4.3.2 Discussion 
Considering all of the attributes discussed above, it is clear that the stratigraphic 
process-response system simulated by FLUVSIM is affected in a coherent manner by 
changes in the rate of long-term accommodation. Table 4.2 summarizes the key findings 
discussed above. 
 
Attribute Trend with Increasing ZL
NSC / unit thickness Decreases 
Ncells / Splay complex Increases 
Nchan / Splay Complex Increases 
Levee Height Increases 
Geomorphic Accommodation Increases 
Grain Size—Main Channels Increases 
Grain Size—Splay Complex Decreases 
Sorting—All Facies Tracts Becomes more well-sorted 
Average Unit Thickness Irregular, no trend? 
Average Aggradation Rate Increases 
Sand Body Geometry Sheet to Clusters to Isolated 
Sand Body Size Decreases 
Sand Body Connectivity Decreases 
Main-channel Proportion Decreases 
Splay-complex Proportion Increases 
Hiatal Frequency Decreases 
Sand Fraction Decreases 
Aquifer Fraction Decreases 
Average Travel Time Increases 
Effective Hydraulic Connectivity Decreases 
Avulsion Frequency Increases 
 
Table 4.2 Summary of key findings as a function of an increase in ZL. 
With an increase in ZL, splay complexes become larger, both in terms of area and 
in thickness. Despite becoming fewer in number, they deposit more material, in more 
cells, in any given iteration. This is due to taller levees developing in response to higher 
values of ZL. With more accommodation, levees aggrade to higher elevations, which, in 
turn, creates more geomorphic accommodation for each complex. This allows more 
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sediment to be deposited. Taller levees also produce higher gradients between the main 
channel and the splay complex. With higher gradients in the complex, discharge is 
transferred at a faster rate. Splay-complex channels in the proximal splay area prograde 
farther due to the combination of increased discharge and higher gradients creating higher 
shear stress. For these reasons, it is likely that, at any given distance from the channel, the 
grain size in proximal and distal splays is coarser at higher levels of accommodation. 
However, the data presented above showed a grain size decrease with increasing 
accommodation. This is largely due to the much larger size of splay complexes at high 
accommodation biasing the average grain size towards finer grain sizes.   
The magnitude of ZL also affects the dominant processes operating within the 
model. At low values, approximately equal quantities of sediment in active- and inactive-
channel facies tracts accumulate implying that lateral migration is an important process. 
This is supported by the high frequency of hiatal surfaces at this level of accommodation. 
Due to the relative small size of splay complexes, non-deposition is an important 
mechanism for creating hiatal surfaces. At high values of ZL, splay complexes cover 
much larger areas and lateral migration is virtually nonexistent leaving channel scour as 
the only process for creating hiatal surfaces. Avulsions are much more common at high 
values of ZL. Higher levees, greater splay extent, and the ability to capture more flow in 
less time favors rapidly evolving splay complexes culminating in avulsion. 
In general, units in the active and inactive main-channel facies tracts are sand-
rich, possess the highest hydraulic conductivity, and specific yield, and make the best 
aquifers regardless of the magnitude of ZL. However, changes in the proportion of these 
units and changes in the connectivity between these units affects their ability to influence 
the hydraulic regime of the sediment volume as a whole. Sand body geometry evolves 
from large, highly connected, sheet sandstones with very high width/thickness ratios at 
low values of ZL to clusters of nested channel-belt sandstones at moderate values of ZL to 
isolated, ribbon channel belts encased in splay complexes at the highest rates of ZL. 
Sediment is preferentially partitioned into active and inactive main channels at low 
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accommodation and into splay complexes at high accommodation. The relatively poorer 
hydraulic properties of the facies tracts in splay complexes coupled with their volumetric 
dominance at high values of long-term accommodation creates higher levels of 
heterogeneity.  
The degree of heterogeneity directly affects the flow and transport characteristics 
of the system. At low values of ZL, the dominance of, and connectivity of sand-rich, 
permeable active and inactive channels creates conduits for preferential flow, low travel 
time, and high effective hydraulic conductivity. Conversely, long travel times and low 
effective hydraulic conductivities are found in highly heterogeneous systems due to the 
isolation of flow conduits within large volumes of splay-complex sediments.  
Some of the results presented above demonstrate a sensitivity to the time and 
thickness termination criteria. This effect is most apparent in those observations which 
deal with counts (e.g., number of splay complexes) or totals (e.g., total net thickness). 
The low accommodation models were always thinner but represent 1,000,000 years of 
simulated deposition compared to models at high accommodation, but that does not 
preclude the results presented here. The manner in which these models was constructed 
was sufficient to capture the essence of the stratigraphic process-response system and, in 
turn, the affect of that system on flow and transport, and as a function of changes in the 
rate of long-term accommodation.  
4.3.3 Differences due to Changes in the Source of Accommodation 
Based on the evidence presented in the preceding section, it is clear that the 
system simulated by FLUVSM responds to changes in the rate of long-term 
accommodation. All model simulation parameters were identical except for the rate of 
long-term linear sea-level change and the rate of subsidence. In the analysis presented 
above, the sum of the long-term linear sea-level change and the rate of subsidence served 
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as the dependent variable against which the geomorphological, sedimentological, 
stratigraphic, and fluid-flow and transport characteristics were plotted. In this section, I 
present evidence which demonstrates that the system responds in different ways to 
complementary changes in the mechanism which produces long-term accommodation. To 
do this, the data were divided into two groups, based on the relative magnitude of the 
long-term linear sea-level (CL) and subsidence rates (YL) (Figure 4.20). Simulations 
where CL > YL are said to be sea-level dominated whereas subsidence-dominated 
simulations have CL < YL. If CL = YL, the simulation is said to be neutral. 
Complementary simulations are sets of simulations with constant values of CL + YL. The 
value (CL – YL) defines the “strength” of the dominant process. Higher positive values 
indicate that the simulation is strongly sea-level dominated whereas large negative values 
demonstrate a strongly subsidence-dominated model. 
4.3.3.1 Splay-complex Characteristics 
Sea-level dominated simulations tend to produce fewer splay complexes than do 
subsidence-dominated simulations (Figure 4.21A). In addition, splay complexes in sea-
level dominated simulations tend to be about 50% larger than subsidence-dominated 
simulations based on the number of cells (Figure 4.21D). If the number of channels is 
used as the indicator of complex size, the same conclusion applies (Figure 4.21E). Sea-
level dominated simulations tend to have taller levees, but smaller crevasse notches 
(Figure 4.22A). Since they have taller levees, sea-level dominated simulations tend to 
have shallower crevasse notches (Figure 4.23A) but more geomorphic accommodation 
space (GAS) per splay complex (Figure 4.23B). Complexes with higher values of GAS 
tend to produce thicker splays. 
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Figure 4.20 – Distribution of simulations with respect to dominant process. The field 
may be divided into sea-level (yellow area) and subsidence dominated (lavender area) 
simulations according to the difference between the rates of long-term sea-level change 






























































































































Figure 4.21 – Various measures of splay-complex size with respect to dominant process. 













































Figure 4.22 – (A) Relative levee height and (B) main-channel depth with respect to 
dominant process. Symbols: red circles, sea-level dominated; blue crosses, subsidence 
dominated. 
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Figure 4.23 –(A) Relative notch depth and (B) average GAS with respect to dominant 
process.. Symbols: red circles, sea-level dominated; blue crosses, subsidence dominated. 
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4.3.3.2 Sedimentological Characteristics 
Grain size is also sensitive to the dominant accommodation-creating mechanism 
across all principal facies tracts (Figure 4.24). The sea-level dominated simulations tend 
to have slightly coarser simulation-average thickness-weighted grain sizes.  
(A) (B)
(C) (D)
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Figure 4.24 (Facing page) – Grain size with respect to dominant process. (A) Active 
main channels. (B) Inactive main channels. (C) Proximal splays. (D) Distal splays. In all 
four facies tracts, subsidence-dominated simulations tend to have slightly finer average 
mean grain size compared to sea-level dominated simulations. Symbols: red circles, sea-
level dominated; blue crosses, subsidence dominated. 
______________________________________________________________________ 
Similarly, sorting responds to the dominant accommodation mechanism (Figure 
4.25). However, this sensitivity was observed in active and inactive main-channel facies 
tracts only. In these facies tracts, the sea-level dominated simulations tend to have 
slightly better sorting coefficients. There is no appreciable distinction in the sorting 
coefficient attributable to the accommodation mechanism observable in the proximal and 
distal splay facies tracts.  
4.3.3.3 Stratigraphic Characteristics 
As long as FLUVSIM terminated according to the time limitation, the total 
thickness and number of units deposited show a sensitivity to the accommodation 
mechanism (Figure 4.26). Below values of ZL = +2 cm/kyr, sea-level dominated 
simulations tend to have greater total thickness deposited and to have more sedimentary 
units (Figure 4.26A). Above +2 cm/kyr, the simulations terminated according to the 
thickness criterion and the trends of total thickness and number of units no longer reflect 
stratigraphic processes. 
On average, sea-level dominated simulations tend to have thinner units than do 
subsidence-dominated simulations (Figure 4.27A). Sea-level simulations tend to have 
higher net aggradation rates (Figure 4.27B).  
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Figure 4.25 – Sorting by facies tract with respect to dominant process. (A) Active main 
channels. (B) Inactive main channels. (C) Proximal splays. (D) Distal splays. Sorting 
coefficient appears to be weakly affected by process in the two main-channel facies tracts 
(A) and (B) and not affected by process in the splay facies tracts (C) and (D). Symbols: 
red circles, sea-level dominated; blue crosses, subsidence dominated. 
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Figure 4.26 –(A) Total thickness. (B) Number of units. Symbols: red circles, sea-level 
dominated; blue crosses, subsidence dominated. 
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Figure 4.27 – (A) Average unit thickness and (B) average net aggradation rate with 
respect to dominant process. Symbols: red circles, sea-level dominated; blue crosses, 
subsidence dominated. 
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Figure 4.28 and Figure 4.29 shows two pairs of cross sections, one pair at a high 
value of ZL (Figure 4.28) and one pair at a low value (Figure 4.29). The sections in each 
pair represent sea-level dominant and subsidence dominant simulations. At high 
accommodation, each section is dominated by splay-complex facies tracts surrounding 
active main-channel facies tracts with subordinate amounts of inactive channel belts. At 
low accommodation, active and inactive channel facies tracts dominate the section. The 
principal qualitative observation to make here is that the subsidence-dominated sections 
appear to have a much higher proportion of active and inactive channels than do sections 
from sea-level dominated simulations at comparable values of ZL. Consequently, 
subsidence-dominated simulations appear to have larger sand bodies offering a higher 
degree of connectivity than do sea-level dominated simulations.  
Quantitative observation concerning the proportion of facies tracts in Figures 4.28 
and 4.29 are qualitatively confirmed in Figure 4.30. This figure is comparable to Figure 
4.11, except that the data have been separated by the dominant process controlling ZL. As 
this illustration demonstrates, subsidence-dominated simulations tend to have a greater 
proportion of active and inactive channels when compared to sea-level dominated 
simulations at comparable levels of ZL.  
When broken into individual facies tracts, a plot of facies tract proportion as a 
function of ZL shows that changes in the dominant mechanism of long-term 
accommodation affects the facies proportions. With respect to the main-channel facies 
group (Figure 4.31A), subsidence-dominated simulations tend to have a greater 
proportion of active main channels and a lower proportion of inactive channels when 
compared to sea-level dominated simulations at comparable values of ZL. At comparable 
levels of ZL, sea-level dominated simulations have higher proportions of proximal and 
distal splay facies tracts  (Figure 4.31B). 
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Figure 4.29 (Facing page) – Architectural differences at low accommodation. 
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Figure 4.30 – Volumetric partitioning among facies groups. Subsidence dominated 
simulations tend to have a greater volume of main channel and less splay complex at any 
given level of ZL. Symbols: Red circles, subsidence-dominated main channels; blue 
crosses, sea-level dominated main channels; red diamonds, subsidence-dominated splay 
complexes; blue triangles, sea-level dominated splay complexes; red stars, subsidence 
dominated abandoned main channels and ponds; blue pluses, sea-level dominated 
abandoned main channels and ponds.  
A plot of the frequency of hiatal surfaces shows that sea-level dominated 














































Figure 4.31 – Volumetric partitioning within facies tracts. (A) Active and inactive main 
channel facies tracts. Symbols: hollow red circles, subsidence-dominated active main-
channel facies tracts; blue pluses, sea-level dominated, active main-channel facies tracts; 
solid red circles, subsidence-dominated inactive main-channel facies tracts; blue crosses, 
sea-level dominated inactive main-channel facies tracts. (B) Proximal and distal splay 
facies tracts. Symbols: hollow red circles, subsidence-dominated proximal splay facies 
tracts; blue pluses, sea-level dominated, proximal splay facies tracts; solid red circles, 
subsidence-dominated distal splay facies tracts; blue crosses, sea-level dominated distal 
splay facies tracts. 
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4.3.3.4 Flow and Transport Results 
The sensitivity of the sand fraction to the dominant mechanism for creating long-
term accommodation appears to change as a function of ZL (Figure 4.32B). At low levels 
of total long-term accommodation, there does not appear to be a difference in the sand 
fraction between sea-level dominated and subsidence-dominated simulations. At high 
levels of total long-term accommodation, sea-level dominated simulations have a slightly 
higher sand fraction than do subsidence simulations. 
 

















































Figure 4.32 – (A) Hiatal frequency and (B) average sand mass fraction. Symbols: red 
circles, sea-level dominated; blue crosses, subsidence dominated. 
Although the sea-level dominated systems tend to have slightly more sand, it is 
the subsidence-dominated systems which tend to have thicker aquifer units and a higher 
proportion of aquifer units (Figure 4.33A and B). This observation would be surprising if 
one correlated this result only to petrophysical attributes. Sea-level dominated 
simulations generally have units which are coarser-grained and more well sorted than do 
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units from subsidence-dominated simulations. Thus, all other things being equal, the 
coarser grain size and better sorting in sedimentary units from sea-level dominated 
simulations should translate into higher values of hydraulic conductivity and specific 
yield. However, the results noted for Figure 4.33 must be predicated on the observation 
that subsidence-dominated simulations tend to have a greater proportion of active and 
inactive channel facies tracts than do sea-level dominated simulations. Thus, given that 
active and inactive channels are the dominant facies tract within the aquifer group and 
given that the sedimentary units in active and inactive channels always tend to be thicker 
than aquifer units in splay-complex facies tracts, it is not surprising that the average 
aquifer thickness and thickness proportion of aquifer data are biased by the greater 
proportion of active and inactive channels in subsidence-dominated simulations.  
Figure 4.34A-a shows that subsidence-dominated simulations tend to have shorter 
average travel times than do sea-level-dominated simulations at comparable values of ZL. 
Although not nearly as pronounced, the variance of particle travel times within a 
simulation is generally smaller in subsidence-dominated simulations when compared to 
sea-level-dominated simulations (Figure 4.34B).   
These observations are confirmed upon examination of the particle travel time 
histograms (Figure 4.35). The typical particle travel time histograms for both low and 
high accommodation systems in Figure 4.35 show that, up to a point, the ensemble travel 
times in subsidence-dominated simulations are lower than comparable sea-level 
dominated simulations. The nature of early particle travel times is indicative of the 





































































































Figure 4.33 – (A), (C) Aquifer/Aquitard thickness and (B), (D) proportion. Symbols: red 
circles, sea-level dominated; blue crosses, subsidence dominated. 
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Figure 4.34 – (A) Average travel time and (B) travel time variance. Symbols: red circles, 
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Figure 4.35 (Facing page, bottom) – Travel time frequency histograms. The upper 
diagram shows the travel-time frequency histograms for two typical simulations at a low 
value of ZL. Whereas both histograms are strongly skewed towards short travel times, the 
subsidence-dominated histogram (solid red line) exhibits a sharper peak and overall, is 
shifted towards shorter travel times relative to the sea-level dominated simulation (dashed 
blue line). The lower diagram shows the travel-time frequency histograms for two typical 
simulations at a high value of ZL. The subsidence-dominated histogram is shifted towards 
shorter travel times compared to the sea-level dominated histogram. 
________________________________________________________________________ 
 
The calculated effective hydraulic conductivity shows that subsidence-dominated 






















































Figure 4.36 – (A) Travel time skewness and (B) effective hydraulic conductivity. 
Symbols: red circles, sea-level dominated; blue crosses, subsidence dominated. 
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4.3.3.5 Avulsion Frequency 
It is difficult to discern any distinction between avulsion frequency in sea-level 
dominated and subsidence-dominated simulations when plotted against ZL (Figure 
4.37A). However, when avulsion frequency is plotted against the average net aggradation 
rate, the data clearly show two trends (Figure 4.37B). The best-fit power functions of the 
sea-level and subsidence groups posses β values of 0.75 and 0.74 respectively. These 
values are not significantly different than the β = 0.73 value for the data as a whole 
(Figure 4.19B).  
 








































Figure 4.37 – Avulsion Frequency. (A) Plotted as a function of ZL. (B) Plotted as a 
function of average net aggradation rate. Also plotted are the power-law functions for the 
data separated according to dominant process (thick red line, subsidence-dominated; 
thick blue line, sea-level dominated; thick black line, reference line for β = 1). Symbols 
for both plots: red circles, sea-level dominated; blue crosses, subsidence dominated. 
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4.3.4 Discussion 
The evidence presented above shows that the stratigraphic process-response 
system is affected in different ways by the processes responsible for creating 






NSC / unit thickness Fewer More 
Ncells / Splay complex More Fewer 
Nchan / Splay Complex More Fewer 
Levee Height Higher Shorter 
Geomorphic Accommodation More Less 
Grain Size—Main Channels Coarser Finer 
Grain Size—Splay Complex Coarser Finer 
Sorting—Main Channels Better Worse 
Sorting—Splay Complex Same Same 
Average Unit Thickness Thinner Thicker 
Average Aggradation Rate Higher Lower 
Sand Body Size Smaller Bigger 
Sand Body Connectivity Less More 
Main-channel Proportion Less More 
Splay-complex Proportion More Less 
Hiatal Frequency Higher Lower 
Sand Fraction More Less 
Aquifer Thickness Thicker Thinner 
Aquifer Fraction Higher Lower 
Average Travel Time More Less 
Effective Hydraulic Connectivity Lower Higher 
Avulsion Frequency Lower Higher 
 
Table 4.3 – Summary of results with respect to process. 
Subsidence-dominated systems tend to have a slightly higher proportion of active- 
and inactive-channel facies tracts than do comparable sea-level dominated systems at all 
levels of ZL. This appears to be caused primarily by taller levees in the sea-level 
dominated systems. Taller levees provide more opportunity to create larger, thicker splay 
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complexes that volumetrically dominate the model results. There are two reasons for this. 
First, main-channel nodes possessing taller levees create geographically larger splay 
complexes because there is a larger gradient between the splay complex and main 
channel as well as a higher rate of fluid transfer. Higher gradients and greater fluid 
discharge work in concert to produce higher levels of shear stress throughout the splay 
complex. With larger shear stress, splay-complex channels easily propagate and extend 
across the floodplain thereby increasing the splay complex extent. Second, taller levees 
means that there is more geomorphic accommodation space within the splay complex. 
Thicker packages of sediment will accumulate where there is additional accommodation 
space available. Thus, thicker and more widespread splay-complex deposits will occur in 
conjunction with taller levees.  
A given amount of accommodation at a given location causes the main channel to 
aggrade by a specific amount regardless of the process responsible for creating this 
accommodation. For complementary changes in the rates of long-term linear sea level 
and subsidence, the total accommodation function is identical. Therefore, when only the 
total accommodation is considered, the expectation is that there should be no differences 
in the system response to complementary changes in the rates of long-term linear sea 
level and subsidence. However, changes in the elevation of the base-level profile surface 
due to sea-level fluctuations and changes in the elevation of the surface of the Earth 
through subsidence are not distributed uniformly across the model space. Thus, sea-level 
dominated systems tend to have taller levees because an incremental sea-level rise adds 
more accommodation over a greater geographical extent than does an equal incremental 
lowering of the Earth’s surface through subsidence. 
The key to understanding the correlation of stratigraphic response to the dominant 
process is in the difference in the geographic distribution of the rate of accommodation 
change arising from these two sources. The spatial difference in rates stem from the 
differences in the shapes of the functions corresponding to sea level and subsidence. The 
elevation of the base-level profile surface (P) at location, x, and time, t, is: 
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( )())((),( tEcetEatxP xb ++⋅−= ⋅− )                                           [4.8] 
where a, b, and c are constants related to the model setting and describe the attitude of the 
base-level profile surface at time 0, and E(t) is the sea-level function describing the 











2sin)(                                        [4.9] 
In equation 4.9, CL is the rate of long-term sea-level rise or fall, t is time, and the term 
after the summation refers to the sinusoid components of the sea-level function. A change 
in sea level causes the profile surface to change in elevation according to equation 4.8. 
Differentiating equation 4.8 with respect to time gives the equation for the rate of change 
of the elevation of the profile surface: 
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Substituting equation 4.11 into 4.10 and simplifying: 
( ) ( )xbsL eCCtxU ⋅−−⋅+= 1),(                                                  [4.12] 
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)0,(),(                                      [4.13] 
where P(x,0) is the elevation of the profile surface at time 0, YL is the subsidence rate, 
and the constant 850 is the distance (in km) from the hinge line to the down-gradient edge 
of the model where the subsidence rate, YL, applies. The equation describing the rate of 









),(),(                                          [4.14] 
Accommodation space is defined as the distance between the Earth’s surface and 
the base-level profile surface: 
),(),(),( txHtxPtxA −=                                             [4.15] 
and the rate of change in accommodation space is: 
),(),(),( txYtxUtxZ −=                                                  [4.16] 
Substituting equations 4.12 and 4.14 into 4.16: 
( ) ( ) LxbSL YxeCCtxZ ⋅+−⋅−= ⋅− 8501),(                                   [4.17] 
Considering the difference in the spatial distribution of the rate of change in 
accommodation space between two models involves calculating: 
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21 ),(),(),( txZtxZtxZ −=∆                                                 [4.18] 
Noting that CS is the same for both simulations, substituting equation 4.17 into 4.18, and 
simplifying gives: 
( ) ( ) ( 2,1,2,1, 8501),( LL
xb
LL YY
xeCCtxZ −⋅+−⋅−=∆ ⋅− )                     [4.19] 
If the two models are complementary, that is ZL = CL,1 + YL,1 = CL,2 + YL,2, then 
the difference in the rates can be represented by δ: 







1),( xexetxZ xbxb                   [4.20] 
where δ = (CL,1 – CL,2) = (YL,2 – YL,1), CL is the rate of the long-term linear component of 
the sea-level function, and YL is the subsidence rate; both are functions of time and 
measured at an instant in time. The subscripts 1 and 2 refer to simulation 1 and 
simulation 2. Thus, the spatial distribution of the rate of change in accommodation space 
for these two processes is a function of the spatial functions for the two processes: 
xbe ⋅−−1                 for sea level, and                        [4.21] 
850
x                     for subsidence,                          [4.22] 
where x is the distance from the “zero point” (750 km < x < 850 km) and b is a constant 
related to the initial constraints imposed by the model geometry. The zero point for sea 
level is the mountain front. For subsidence, the zero point is the hinge position. For this 
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series of models, both zero points were defined at 750 km from the up-gradient edge of 
the model and the model size in the x-direction is 100 km.  
For any two simulations with constant ZL = CL + YL, for any value of CS, and any 
time, t, the values of Z(x, t) (equation 4.17) will be larger for the simulation possessing 
the larger value of CL – YL for x values 750 km < x < 833 km. For x values greater than 
833 km, the simulation possessing the smaller value of CL – YL will have a larger value 
of Z(x, t). In other words, for any pair of runs along a line of constant ZL = CL + YL, 
approximately 83% of the model space in a sea-level dominated simulation (CL > YL) 
will gain accommodation at a faster rate than will a subsidence-dominated simulation at 
the same rate of long-term accommodation change, ZL. The magnitude of this advantage 
is proportional to (CL,1 – YL,1) – (CL,2 – YL,2). Consequently, all main-channel nodes 
located in the up-gradient areas of the sea-level dominated model (750 km < x < 833 km) 
experience a higher rate of accommodation creation. If sediment supply does not change 
spatially, the cells containing such nodes will experience a higher rate of aggradation 
leading to higher levees. Furthermore, there may be another factor at work here. 
FLUVSIM does not have the ability to compensate for portions of splay complexes that 
fall outside of the model boundary. Therefore, complexes which originate at centralized 
positions farther upgradient will tend to have larger areas than will complexes which 
originate near the edges of the model.  
These conclusions apply only to the specific model setup used for this series of 
experiments. As noted above, the spatial distribution of accommodation space and rate of 
accommodation space change is dependent on the model setting parameters such as 
model size, mountain elevation, distance to the hinge line, initial distance to the strand, 
etc. Different combinations of these parameters will change the relationships discussed 
above. Thus, it is possible that the results may be reversed (i.e., subsidence-dominated 
simulations may be prone to produce more splay sediments than complementary sea-level 




SUMMARY AND CONCLUSIONS 
5.1 INTRODUCTION 
This study was part of a larger, long-term research project whose goals were to: 
 
• Create a stratigraphic forward model which provides a description of the 
lithologic, petrophysical, dimensional and geometric attributes in a 3-D 
volume using a geologically accurate process-response simulation;  
• Use this forward model with an inverse code to ensure that the forward 
model honor the available stratigraphic data and that it is making accurate 
predictions of the sedimentologic and petrophysical attributes in the model 
volume away from points of control;  
• Combine the 3-D stratigraphic model results with an inverse flow model 
such that information from one inversion helps constrain the other 
inversion.  
 
To achieve these goals requires, first, a method to ensure the model output honors 
observations and, second, a geologically realistic process-response simulation such that 
matching observations at a few control points yields a model that is likely to be correct 
throughout the domain. Stratigraphic inversion solves the problem of ensuring that the 
model matches observations at control points. Feasible stratigraphic inversion requires 
constraints on data types and quality, and on the characteristics of the forward model. For 
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stratigraphic inversion to be practical, the forward model must accurately simulate the 
stratigraphic process-response system, execution time must be short, and output must 
include simulated values equivalent to field data. In addition, the observations must 
possess robust information about the behavior of the stratigraphic process-response 
system such that nonuniqueness is reduced and uncertainty is bounded.  
My specific goal for this study was to design and construct a forward model of 
fluvial deposition that meets these requirements. This model, FLUVSIM, simulates 
sediment accumulation in fluvial environments. It produces a three-dimensional 
distribution of fluvial facies tracts from a set of input process variables. The model is 
applicable for spatial scales at which floodplain widths are wider than several tens of 
channel-belt widths, and time scales ranging from several thousand to a few million 
years. FLUVSIM attempts to capture the multiple, interdependent interactions among 
process and response parameters, which occur in the natural system, while minimizing 
the number of input parameters and direct forcing functions. 
FLUVSIM is designed to simulate the large-scale features of meandering fluvial 
systems. The general model concept is one of meandering channels that create channel-
belt sandstones set in a background of floodplain sediments. FLUVSIM does not attempt 
to simulate processes within the channel belt such as meander loop migration.  
The model is stratigraphic, rather than sedimentologic or geomorphic, in scope 
because it simulates the stratigraphic response to changes in stratigraphic base level. 
Stratigraphic base level is an imaginary, nonplanar, non-horizontal potentiometric surface 
which defines a condition where the energy to move sediment exactly balances the 
energy to store sediment. When above the base level surface, there is more energy to 
move sediment than there is to store it; hence processes remove this sediment. When 
below the surface, the sediment accumulates because there is more energy to store the 
sediment than there is to move it. The intersection between the base-level surface and the 
Earth’s surface describes the spatial and temporal distribution of sediment accumulation 
and removal. Vertical oscillations in stratigraphic base level are mirrored by changes in 
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the accommodation to sediment-supply ratio (A/S). Base level rises and falls as it 
responds to processes which change the amount of accommodation space (the volume 
between the Earth’s surface and the base level surface) and to processes which affect 
sediment erosion, transport, and delivery. In this model, subsidence and sea-level change 
are the processes which change accommodation space. 
To achieve an accurate, yet efficient simulation of the stratigraphic process-
response system, that will be useful in stratigraphic prediction, requires that the model 
use algorithms that are simplifications of the actual process-response operations. 
FLUVSIM incorporates three key items to achieve realistic simulations without 
sacrificing computational speed: (1) an assumption that sediment accumulation is the 
result of a complex, nonlinear dynamical, self-organized critical system; (2) use of fuzzy 
logic to determine location, amount, and type (texture) of sediment deposited in splay 
complexes; and (3) use of base level to define sites of sediment accumulation and 
erosion.  
The process-response model encapsulated in FLUVSIM contains both 
geomorphic and stratigraphic components. Together, the geomorphic and stratigraphic 
components of the model describe the formation, evolution, movement and preservation 
of landforms with only stream discharge and tectonic subsidence provided as input 
parameters.  
To evaluate the model performance, I conducted a number of experiments. The 
experimental design involved creating a series of synthetic models in which all 
parameters are identical except for the rate of long-term sea-level rise or fall (CL) and the 
rate of subsidence (YL). In any given experiment, the magnitudes of CL and YL are 
constant for the duration of the simulation. Since the sediment supply and the short- to 
intermediate term sinusoid component of sea-level movement is the same for all 
experiments, the net movement of the land and sea-level surfaces (i.e., the sum of the 
subsidence rate and the long-term rate of sea-level change, YL + CL) serves as a measure 
of the long-term accommodation (ZL) imposed on the model in a given simulation. 
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Similarly, the difference in the long-term rates (CL – YL) serves to define the dominant 
process. If CL > YL, the process is said to be sea-level dominated; if CL < YL, the process 
is said to be subsidence dominated. The difference between the two rates serves to 
quantify the “strength” of this dominance; the greater the difference (CL – YL), the more 
dominant the sea-level process. These experiments were designed to examine: 
 
• Stratigraphic, sedimentologic, hydraulic, and ground-water flow and 
transport attributes as a function of the magnitude of ZL (= YL + CL);  
• Uniqueness of these attributes with respect to the dominant processes 
generating the accommodation space (sea level or subsidence dominated);  
 
Specifically, I investigated how the stratigraphic system changed as it responded to 
different values in the two process parameters (YL and CL), whether the stratigraphic 
system responded in unique ways to complementary changes in these process parameters, 
and whether these changes (if any) could be discerned in the flow and transport behavior 
of the system.  
5.2 MODEL RESULTS DEMONSTRATING STRATIGRAPHIC ORGANIZATION 
In the first part of the analysis, I evaluated the results of these experiments by 
analyzing a variety of simulated geomorphic, sedimentologic, and stratigraphic attributes 
as a function of the long-term rate of accommodation space (ZL) imposed on the model 
by sea level and subsidence. The results of the experiments show that geomorphic, 
sedimentologic, and stratigraphic characteristics vary in consistent ways as ZL changes 
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Figure 5.1 – Summary of model experiment results. This plot summarizes how the 
stratigraphic system responds to changes in ZL and to complimentary changes in CL and 
YL.  
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5.2.1 Geomorphic Response  
I analyzed the geomorphic model response by collecting a variety of statistics 
from the model output concerning splay-complex characteristics, including: (1) the 
number of splay complexes; (2) the average size of the splay complexes; (3) the number 
of channels per complex; (4) the average relative levee height; (5) the average relative 
crevasse notch depth; and, (6) the geomorphic accommodation space in splay complexes. 
Geomorphic characteristics are sensitive to the magnitude of ZL. Splay complexes 
decrease in number but increase in size, both in terms of area and thickness. The higher 
rate of accommodation causes more aggradation in the main channels, allows levees to 
build higher and creates more accommodation space for splay facies tracts.  
5.2.2 Sedimentologic Response  
I examined the model’s sedimentological response to changes in ZL by analyzing 
thickness-weighted average grain size and sorting characteristics of the deposited 
material. As expected, significant relationships between the sedimentological response 
and ZL were observed, but only when analyzed on a facies-tract basis. Analysis of the 
sedimentological results indicate that grain size and sorting characteristics are sensitive to 
the magnitude of ZL. The coarsest grain sizes are in the active and inactive main-channel 
facies tracts and these tend to become slightly coarser as the rate of long-term 
accommodation change increases, with active channels possessing slightly coarser 
material than the sediments in inactive channels. The three splay-complex facies tracts 
become slightly finer with increasing rate of long-term accommodation change. The grain 
size, and sorting, results for the delta facies tracts is highly nonlinear and appears to be 
anomalous indicating a potential problem within FLUVSIM that needs to be addressed. 
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The sorting coefficient of sediments in all facies tracts decreases very slightly (becomes 
better sorted) over the same range of accommodation change.  
5.2.3 Stratigraphic Response 
Analysis of model results revealed coherent patterns and trends with respect to a 
number of stratigraphic attributes as a function of ZL. These attributes include: (1) the 
number of sedimentary units; (2) the average unit thickness; (3) the average net 
aggradation rate; (4) the sand/shale ratio; and, (5) the frequency of hiatal surfaces.  
Changes in the magnitude of ZL affects the volumetric partitioning of sediment 
into main-channel and splay-complex facies tract groups. At low values of ZL, the 
proportion of main-channel and splay-complex facies tracts are approximately equal. As 
ZL increases, the volumetric proportion of the splay-complex facies group increases at the 
expense of the main-channel facies group. Furthermore, volumetric analyses reveal 
differences in dominant channel process between high and low values of ZL. At low 
values, approximately equal quantities of sediment are deposited in active- and inactive-
channel facies tracts, implying that lateral migration is an important process on par with 
active channel processes. As ZL increases, the volume of inactive-channel deposits 
decreases dramatically, whereas the proportion of active main-channel facies tracts 
declines only slightly. The decrease in inactive channel facies tracts relative to active-
channel facies tracts reflects a decrease in lateral migration of the main channel as the 
system changes from low to high accommodation. 
Changes in the volumetric partitioning affect alluvial architecture. At low values 
of ZL, lateral channel migration becomes important and the overall architecture of the 
sediments is one of laterally extensive sheet-like sand bodies. At high values of ZL, the 
sand bodies are isolated ribbons, encased in a matrix of finer-grained splay-complex 
material.  
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5.2.4 Response to Dominant Process 
In the second part of the analysis, I evaluated the same attributes, but from the 
perspective of complementary changes in the rate of subsidence (YL) and the long-term 
rate of sea level change (CL) at constant values of ZL. The evidence shows that the 
stratigraphic process-response system is affected in different ways by the processes 
responsible for creating accommodation (Figure 5.1). Subsidence dominated systems 
tend to have a slightly higher proportion of active- and inactive-channel facies tracts than 
do comparable sea-level dominated systems at all levels of ZL. This appears to be caused 
primarily by taller levees in the sea-level dominated systems. Taller levees provide more 
opportunity to create larger, thicker splay complexes which volumetrically dominate the 
model results. A given amount of accommodation at given location causes the main 
channel to aggrade by a specific amount regardless of the process responsible for creating 
this accommodation. However, changes in the elevation of the base-level profile surface 
due to sea-level fluctuations and changes in the elevation of the surface of the Earth 
through subsidence are not distributed uniformly across the model space. Thus, sea-level 
dominated systems tend to have taller levees because an incremental sea-level rise adds 
more accommodation over a greater geographical extent than does an equal incremental 
lowering of the Earth’s surface through subsidence. given the model setting investigated 
here.  
5.3 INFLUENCE OF STRATIGRAPHIC CONTROLS ON TRANSPORT 
My other major goal was to evaluate the possibility that joint inversion of fluid-
flow and stratigraphic models would improve the reliability of the predictions made by 
these models. Joint inversion involves sharing information (observations) between 
models designed to simulate different processes. Given that my research proposal was 
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restricted to constructing a suitable forward model of sediment accumulation in fluvial 
environments, investigation of this issue was confined to evaluate whether fluid-flow and 
transport characteristics are sensitive to changes in the accommodation setting of the 
stratigraphic system and to changes in the dominant process responsible for adding 
accommodation to the model. 
Simulation of fluid flow and particle tracking in each of the simulation 
experiments revealed that differences in the stratigraphic attributes that occur due to 
changes in the value of ZL similarly affect the nature of fluid flow and transport. The 
degree of heterogeneity and connectivity of the units directly affects the flow and 
transport characteristics of the system and the fluid travel-time distributions.  
High accommodation systems (i.e., systems with high values of ZL) possess 
poorly connected aquifers with tortuous flow paths and this causes longer fluid travel 
times. The sediment produced by these systems are, on average, sand poor and have low 
effective hydraulic conductivity. In low accommodation systems, fluid flow is virtually 
unimpeded due to the better connectivity of sand-rich, permeable aquifers. Volumetric 
partitioning, caused by changes in ZL affects fluid flow and transport.  
Similarly, differences in the mechanism responsible for creating accommodation 
space affects fluid travel times. Subsidence dominated systems tend to have a greater 
volumetric proportion of connected, porous and permeable active and inactive facies 
tracts than do comparable simulations dominated by sea level. Consequently subsidence 
dominated simulations tend to have shorter travel times.  
5.4 IMPLICATIONS FOR SUBSURFACE CHARACTERIZATION  
Fluvial architecture is sensitive not only to the long-term rate of change in 
accommodation space, but to the processes responsible for creating the accommodation 
because stratigraphic responses to different process stimuli are nonlinear. Consequently, 
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FLUVSIM is capable of distinguishing, at least partially, processes which some 
geologists consider capable of substituting for one another. This unique and measurable 
response to process indicates that inversion of FLUVSIM will be capable of producing 
unique results.  
Furthermore, sensitivity to process persists with respect to fluid flow and 
transport, demonstrating that it is possible and useful to jointly invert stratigraphic and 
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APPENDIX  
SUPPLEMENTAL INFORMATION  
This Appendix contains supplemental information and detailed descriptions of the 
logic used in the various FLUVSIM functions and the parameter values used in the 
experimental simulations. 
A.1 PROGRAM REQUIREMENTS 
FLUVSIM is written in C++, using Metrowerks CodeWarrior IDE version 2.1 to 
execute on a Macintosh G4 using MAC OS 9.0.4. The program contains over 52,000 
lines of code modularized into 41 files organized into eight groups (general functions, 
geological processes, channel processes, sediment column functions, extrinsic curve 
functions, fuzzy logic, menus and dialogs, and input/output). The executable occupies 
672 K of disk space. The program is memory intensive; it requires at least 50 MB of 
memory and prefers 250 MB. Memory requirements are primarily functions of: (1) the 
model size, measured by the number of cells, and (2) the number of simulated years. The 
source code is on the companion CD. 
A.2 PROGRAM OPERATION 
The program operates in two modes: (1) interactive, and (2) batch. The interactive 
mode is graphically intensive, producing a representation of the depositional surface and 
a cross section at a user-defined location. These displays are updated after every model 
iteration. The user, via a series of menus and dialogs, conveys model parameters to the 
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program. Furthermore, users may change the values of many of these parameters during a 
model simulation. The batch mode was designed to speed up the program by avoiding 
CPU intensive drawing routines needed to display intermediate model results. In the 
batch mode, the user conveys the model setup parameters to the model via a set of 
parameter files. At the end of a model simulation, the program produces a series of files 
containing the model results. These results may then be imported into other computer 
programs for post-processing and analysis.  
A.3 OBJECT-ORIENTED PROGRAMMING 
FLUVSIM is written in C++, an extension of the programming language C. It 
incorporates all of the structured programming capabilities of C as well as adding object-
oriented design capabilities. Object oriented design is a method of modeling real-world 
objects with software abstractations. The fundamental unit in object-oriented design is the 
object. A software object is a representation of a physical object and, like physical 
objects, encapsulates data (attributes, properties), functions (behavior, processes), and 
information sharing into a single programming construct. Information sharing is an 
important component in FLUVSIM’s ability to achieve self-organized critical behavior.  
FLUVSIM uses objects to represent channels, sedimentary columns, input curves, 
and the fuzzy logic system (Figure A.1). Objects may also consist of groups of other 
objects. For example, each sediment column consists of a linked list of sediment units 
that are also objects. Each sediment unit possesses unique attributes that serve to 
distinguish it from adjacent units. 
Many of the processes in FLUVSIM are two-dimensional and operate only on the 
upper surface of the model. The two areal dimensions (X and Y) of the model space are 
divided into a regular array of square cells. The number of cells in each direction may 






Rule 1: If close then much













Figure A.1 – Objects in FLUVSIM. This program uses an object-oriented approach. 
Objects are used to represent natural entities such as channels, channel nodes, sediment 
columns and sediment units; functions such as curves, curve segments, and fuzzy sets; 
and abstract concepts such as fuzzy rules.  
the dimensions of the cell (Figure A.2). Therefore, the sediment deposited by these 
processes in a single depositional episode is uniform over the entire area of the cell. 
Many of the model attributes used by the processes are organized in two-dimensional 
arrays where each element in the array corresponds to a cell grid. Uniformly designed 
arrays simplify information management. 
FLUVSIM simulates sediment accumulation in three dimensions. The 3-D 
volume actually consists of a 2-D array of sediment column objects. The vertical 
dimension is not organized on a regular spacing, as are 2-D planar cells. Instead, the 
vertical dimension is divided into sedimentary units. Each unit has a unique thickness 




Figure A.2 – Representation of fluvial elements. (A) Geomorphic elements on a typical 
floodplain. (B) Representation of those elements in FLUVSIM.  
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accumulated. Processes that operate in three dimensions (such as compaction and channel 
scour) can access information contained in each sediment column. 
A.4 MODES OF OPERATION 
FLUVSIM may be executed in batch or interactive mode. In interactive mode, the 
program produces visual output during each iteration, and there is the capability to save a 
variety of data during the simulation. Furthermore, there is a limited ability to 
dynamically change input parameters during a simulation in interactive mode. Without 
graphics going to the screen during each iteration, the batch mode executes faster. 
Otherwise, the basic program layout is the same for both modes. Initialization involves 
reading three or four parameter files: 
 
• Model – This file contains information about the model dimensions, time 
parameters, the model setting, and other general information.  
• Input curve functions – This file has information about the four external process 
functions. 
• Fuzzy logic system – The fuzzy set definitions and fuzzy rules are in this file. 
• Run Control File – This file is used only for batch mode. It contains information 
about the input files to read and the output to produce at the end of the simulation.  
 
After reading these files, arrays are allocated in memory, internal global variables 
are initialized, the initial surface is created, and files are readied to receive run-time data.  
Post-processing occurs when the model has finished. A variety of output files is 
produced at this time. In batch mode, the information desired at the end of the simulation 
is specified in the run control file. This may include columnar stratigraphic and 
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petrophysical data, statistical summaries, and strike and dip cross sections showing a 
variety of stratigraphic attributes.  
The processes in this model may be divided into two types: internal and external. 
External processes are those that affect the flow of mass and energy entering the model. 
Internal processes are those that change the distribution of mass and energy within the 
model space-time. External processes are user-specified. Internal processes are those 
processes that are affected by the stratigraphic process-response feedback system. The 
magnitude of the external processes must be globally defined prior to a model simulation. 
No other process or response anywhere within the model affects these globally defined 
functions. However, other processes affect the distribution of the mass and energy 
defined by these functions within the model space-time. For example, the channel 
discharge within the main channel as it enters the model is an external process. At any 
point within the model bounds however, the local discharge in any channel reach is 
affected not only by the global value of discharge entering the model, but by the 
geometry of the channel network which is a function of the distribution, size, and age of 
splay complexes. The bulk of the program code is consumed by logic that deals with the 
internal, geological processes associated with channel behavior and sediment 
accumulation. 
A.5 EXTERNAL PROCESSES 
This section discusses the implementation of logic related to the four external 
processes: discharge, sediment flux, sea level, and subsidence. The first subsection 
discusses the object-oriented construct used to define the magnitude of the four external 
processes as functions of time. This is followed by specific remarks for each of the four 
processes. Finally, I conclude with a discussion of how the gradient of the depositional 
surface is determined.  
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A.5.1 Curve Concept 
This section describes the object-oriented construct used to specify the temporal 
variation of the external processes.  
Changes in the magnitude of the four external processes through time are 
expressed as two-dimensional curves. Three of the external processes are characterized 
by a single curve for each process (eustasy, subsidence, discharge) whereas the 
description of incoming sediment requires three curves (sediment mass, mean grain size, 
and sorting coefficient). Thus, there are six curves required to define the four external 
functions. 
In the program, these curves are abstracted into objects to take full advantage of 
C++’s object-oriented programming capabilities. With respect to programming, an object 
is a fundamental construct that incorporates both data structure and object behavior. By 
using an object-oriented approach, it allows all six curve objects to possess common 
functionality yet allowing for maximum flexibility. Each curve object holds information 
that allows a time series of values to be extracted as required by the other functions of the 
program.  
FLUVSIM has the capability of dealing with simple or complex input curves. Of 
the many possible methods, I have chosen to use one that simplified the necessary 
programming. For example, suppose one needed to create a discharge function that 
decreases from 1000 m3/s ± 200 m3/s to 600 m3/s ± 200 m3/s (Figure A.3A). One method 
would involve creating a probability density function that is capable of reproducing the 
desired variability as a function of time (Figure A.3B). In this example, the mean 
discharge would vary from 1000 m3/s at time t1 to 600 m3/s at time t2. In a second 
method, the desired curve is decomposed into linear and random components (Figure 
A.3C). This method is far easier to implement in the program. In this example, the 
variability is held constant at ± 200 m3/s. In the general case however, this would not be 





































Figure A.3 – Two methods for generating curve values. (A) Desired time series. (B) 
Method 1 involves selecting values from a non-stationary random function. (C) Method 2 
involves linearly adding time series components. 
temporally varying probability density function. To do this would require two input 
curves, one for the mean, and one for the standard deviation.  
Each input curve is the algebraic sum of as few as one to as many as five distinct 
components: one random, one linear, and three sinusoids (Figure A.4). Each curve 
component has two or more parameters that serve to define the component. The character 
of the curve is defined by the presence or absence of each curve component and the  
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Random




Figure A.4 – Curve Components. A curve may have random, linear, and one to three 
sinusoidal components. These components are linearly added to produce the composite 
curve.  
magnitude of the curve parameters defined for each component. The general equation for 
a curve is: 
∑++= SLRC                                                                 [A.1] 
where C is the calculated curve value, R is the random component, L is the linear 
component, and ΣS is the sum of the sinusoidal components.  
The random component requires two user-specified parameters, the mean (µ) and 
standard deviation (σ) of the distribution. The discharge and sediment flux curves use a 
lognormal distribution whereas the mean grain size (in phi units) and sorting coefficient 
use normal distributions. Random components for the sea-level and subsidence curves are 
not allowed.  
The process for calculating a random component with a lognormal deviate was 
suggested by McCray (1975), Haan (1977), and Bedient and Huber (1992). The first step 
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2sm −µ=                                                          [A.3] 
The random component is found from: 
msxeR +⋅=                                                              [A.4] 
where x is a normally distributed random value found by an algorithm suggested by Press 
et al. (1992). This algorithm relies on a pseudo-random number generating algorithm, 
also by Press et al. (1992). The algorithm that generates the series of random numbers is 
reproducible if the initial seed value is used at the beginning of each series. Thus, 
FLUVSIM simulations with seed values produce identical output. FLUVSIM is not 
capable at the present time of automatically producing multiple realizations of a given set 
of input parameters. However, the seed values for the various random processes are 
supplied to the program via the model parameter file. Multiple realizations may be 
accomplished by changing the seed value(s) before a simulation. 
A normally distributed, random component curve value for the mean grain size 
and sorting curves is found by: 
µ+σ⋅= xR                                                                   [A.5] 
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where x is a normally distributed random value found by the Press et al. algorithm 
(1992).  
Like the random component, the linear component requires two user-specified 
parameters: the slope (m) and initial value (b). The initial value is the value of the linear 
component at the beginning of the segment. The linear component is found by: 
( ) bttmL +−⋅= 0                                                             [A.6] 
where t is the current model time and t0 is the time at which the current segment started. 
A curve segment with a constant value may be obtained by specifying a slope equal to 
zero.  
As many as three sinusoidal components may be used. Each sinusoidal 
component requires three parameters: the amplitude (A), the wavelength (λ) and the 















tAS 2sin                                                [A.7] 
Some processes may be restricted as to the type of curve components they may or 
may not have. The discharge curve must have a random component whereas the sea-level 
and subsidence curves may not. The sea-level curve must have at least one sinusoidal 
component.  
Each curve operates from model time zero to the total simulation time. However, 
each curve may be broken into a number of segments, each of which is operational for a 
defined period of time (Figure A.5). Each segment possesses a unique set of components 
and curve parameter values that differ from the curve characteristics in the segments that 

























Figure A.5 – The curve concept. The entire time series for any external function may 
consist of one or more segments wherein each segment may possess its own 
characteristics (random, linear, sinusoid). Each segment may be of a unique duration and 
the segment durations do not have to coincide between external functions. 
a constant for that curve, nor do the segment durations have to be of equal duration 
simultaneously across all curve objects.  
The user may choose to have the segments transition from one curve segment to 
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Figure A.6 – Curve transitions. (A) Without transitions, the composite curve (yellow) 
may possess a discontinuity between segments. (B) With transitions, the composite curve 
is derived by weighting the curves from the two segments over a short transition period.  
The curve in the transition period is a linear combination of the curve in the 
current segment and a projection of the curve from the previous segment.  
( ) 01 1 CfCfCT ⋅−+⋅=                                                             [A.8] 
where CT is the composite transition curve, C1 is the curve in the current segment, C0 is a 






=                                                                        [A.9] 
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where t is the global model time, t0 is the time at the beginning of the current segment, 
and TD is the duration of the transition period. The transition duration is determined from 
the character of the curve in the current segment. If sinusoidal curves are not used, the 
transition duration is: 
mD TT ⋅= 4                                                                      [A.10] 
where Tm is the maximum duration of a model iteration (user-defined). If sinusoidal 
components are used, the transition duration is the average wavelength of the sinusoids, 
provided this is less than 4*Tm. If the average wavelength is greater than 4*Tm, the 
transition duration is set to 4*Tm. Using four times the maximum model iteration duration 
ensures that, at a minimum, the transition period will encompass four model iterations.  
A.5.2 Discharge 
In this section, I describe the discharge function, the effective discharge function, 
the procedure for creating these functions, the definition of a flood event, the magnitude 
of this event, and the procedure for descritization of time based on the time interval 
between flood events. This discussion is confined to the processes that affect the model 
globally. A discussion of the processes that affect the distribution of discharge in the 
channel network is found elsewhere in this Appendix. 
As with all external functions, the discharge function uses the curve concept as 
discussed above. It may consist of one or more individual components. The discharge 
curve requires the presence of a random component drawn from a log-normally 
distributed population. By changing the parameters of the random component, one can 
change the nature of the short-term discharge time-series. This in turn, will affect the 
behavior of many of the other processes in the model. For example, a stream 
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characterized by “flashy” discharge (infrequent but extreme deviations from the norm) 
may tend to avulse to a greater degree than streams with small deviations (Lewin, 1978).  
The frequency distribution of floods is often assumed stationary for design of 
engineering structures (ignoring anthropogenic caused land-use changes). However, 
evidence is mounting to conclude that interannual, interdecadal, and even longer time 
interval climatic variations impart a temporal structure to hydrologic time series data 
(Jain and Lall, 2001; Knox, 1987). If this is true, then it is even less likely that discharge 
frequency over geological time scales is stationary. Furthermore, if discharge is used as a 
proxy for climate change, then the ability to alter the distribution characteristics is 
needed. Therefore, in addition to the random component, the discharge curve may also 
possess linear and sinusoidal components. Incorporating linear or sinusoidal components 
allows the program to replicate a discharge function with long-term variations in 
discharge due to climatic variation.   
Using information from the discharge input curve, the program generates a series 
of discharge values at one-year intervals that represent a discharge in the main channel as 
it enters the model (Figure A.7). These discharge values do not correspond to any of the 
commonly used terms to describe discharge such as “bankfull discharge”, “peak annual 
discharge”, “mean annual flood”, “100-year flood”, and so on. They have no physical 
meaning with respect to any channel in the model. Instead, this series of values is used to 
determine an “effective” discharge and the time interval between changes in the effective 
discharge.  
The effective discharge is the discharge (and an associated time interval) required 
to reproduce the observed stratigraphic relations. By designing the algorithm in this 
manner, it captures an essential characteristic of fluvial systems. Rivers possess a 
memory with respect to the magnitude of flood events (Lewin, 1978; Pickup and Rieger, 
1979; Stevens et al., 1975). In the time interval between floods, the river “remembers” 
the magnitude of the last flood because this flood discharge determined the channel 


















Figure A.7 – Discharge time series. The composite discharge function is capable of 
simulating long-term discharge variation by summing random, linear, and sinusoidal 
components. This function generates a series of discharge values at one-year intervals.  
the channel that was established during the last flood event. The effective discharge 
function defines the channel-forming discharge. 
To find the effective discharge (Figure A.8), the algorithm repeatedly generates a 
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Figure A.8 – Discharge function logic. See text for more information.  
(tIncr) as it does so. The generated discharge value is compared to the current value of 
the effective discharge (Qe). If the new discharge value (Qi) is greater than the effective 
discharge (Qe), the system is considered to be experiencing a flood event. During flood 
events, rivers are capable of adjusting their hydraulic geometry properties to adjust to this 
new, larger discharge value. This adjustment occurs completely and instantaneously with 
no lag time. The effective discharge assumes the value of this new discharge, and the 
algorithm finding the discharge stops. The effective discharge and the time increment are 
passed to the remainder of the program.  
The process just described is not very realistic for three reasons. First, it produces 
an effective discharge function that asymptotically increases over time. Since channel 
dimensions are a function of the effective discharge, channels only grow in size through 
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time and never shrink. Second, the time interval between flood events grows 
asymptotically because the probability of the selected discharge value (Qi) exceeding the 
ever-increasing effective discharge (Qe) approaches zero. Flooding events are used as a 
trigger for initiating other processes such as splay-complex deposition and avulsions. 
Without any modification, this procedure would cause these events to become rare as 
well. Third, the flood magnitude (Qi/Qe) asymptotically decreases over time. Field 
observations indicate that real rivers experience channel shrinkage because of an 
extended period of decreased average discharge (Anderson and Calver, 1977; Klein, 
1985; Everitt, 1993; Pizzuto, 1994).  
To allow the channel to shrink over time, I have included an additional 
mechanism in the algorithm. This effectively decreases the channel dimensions thereby 
increasing the probability that another flood event will occur. This procedure ensures that 
the channel reaches a quasi-steady-state with respect to channel dimensions. This is 
accomplished by defining a maximum time allowed since last flood event. If the 
sequence of generated discharge values (Qi) has not exceeded the effective discharge (Qe) 
during an interval of time defined by the maximum time increment (maxTincr), the 
algorithm assigns the largest of the Qi values (Qmax) to the effective discharge. At this 
point, the discharge algorithm stops, and the effective discharge (= Qmax) and the time 
increment (= maxTincr) are passed to the remainder of the program. 
The effective discharge generated by this procedure (Figure A.9) is a step 
function with respect to time and is constant in any given model iteration. The effective 
discharge in any current model iteration represents the largest discharge value found 
through sampling the discharge input curve during the previous model iteration.  
The magnitude of the flood event is the ratio of the discharge input value (Qi) to 
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Figure A.9 –Discharge and effective discharge. The series of annual discharge values are 
used to determine the effective discharge. The effective discharge is a step function that 
changes in value when a randomly sampled discharge exceeds the value of the effective 
discharge currently in place or when the time interval since the last change has exceeded 





F =                                                                           [A.11] 
Sampling the discharge input function until it exceeds the existing effective 
discharge also serves to determine the duration of the time increment. A river needs 
energy for it to be able to perform work, that is, for it to move sediment from one point to 
another. The source of this energy is the gradient of the surface and is manifest in the 
discharge. Although rivers are always moving sediment, the amount of work is in 
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proportion to the discharge. Large discharges (flood events) tend to move more sediment 
on a per-event basis. However, “normal” discharges tend to move more sediment as a 
whole due to the greater frequency in such discharges. It is impractical however, to 
attempt to simulate daily, monthly, or even annual discharges due to the number of 
computational cycles involved. Thus, I define the effective discharge to be an “average” 
discharge over the duration of the time increment that replicates the observed stratigraphy 
and assume that the model only needs to perform its other functions at those times when 
the effective discharge changes magnitude. Only when a flood event occurs does the 
model perform its other functions. Between flood events, the model only samples the 
annual discharge function and accumulates time. When the sampled annual discharge 
value exceeds the flood threshold function, a flooding event is declared, the sampling 
procedure stops, the time increment is set to the number of times that the discharge 
frequency curve was sampled, and the program continues to execute the remaining 
functions.  
A.5.3 Sediment Input 
As with discharge, the sediment input uses the curve concept to describe the 
characteristics of the sediment entering the model. Unlike discharge, however, three 
curves are needed to fully characterize the sediment entering the model. One curve 
specifies the rate of sediment mass entering the model. Two additional curves are needed 
to characterize the texture of the incoming sediment. Once the sediment has been 
introduced into the model, various processes affect the quantity and texture of the 
sediment reaching sites of deposition. Sediment mass is conserved globally and locally. 
Furthermore, mass is conserved within individual grain size classes of the grain-size 
distribution.  
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The mass of sediment entering the model in kg/s is specified by the user as an 
external curve function. According to the curve concept, the sediment flux curve may 
consist of random, linear, and sinusoidal components. The total mass entering the system 
during a time step is found by multiplying the sediment rate by the time increment. 
Additional processes acting within the model may add or subtract sediment from the total 
mass available for deposition.  
Like discharge, the sediment flux does not represent a physical sediment flux at 
any particular point in time. Instead, the sediment flux curve represents the amount of 
sediment that must enter the model, averaged over the time increment, necessary to 
reproduce the stratigraphic observations. In this model, the sediment flux is independent 
of the discharge. This was done deliberately to investigate how the stratigraphic process-
response system responds to unilateral changes in these two fluxes.  
The sediment flux input curve consists of one or more individual components. If a 
random component is used, the program generates a series of values drawn from a log-
normally distributed population.  
FLUVSIM is designed to employ a broad range of grain sizes as it operates 
because the stratigraphic process-response system is affected by, and adjusts itself to, the 
entire range of grain sizes imposed onto it (Robinson and Slingerland, 1998). It has been 
a long held belief that the frequency distribution of grain sizes of natural sediments must 
follow some type of theoretical probability distribution function. More often than not, 
sedimentologists assume that sediments follow a lognormal distribution. That is, the log 
of the grain diameter follows a Gaussian (normal) density function. When plotted on 
arithmetic probability paper (as diameter in phi units vs. cumulative frequency), the 
distribution should fall on a straight line. For a large number of samples, Friedman (1962) 
advocates plotting skewness against kurtosis. Even with a log transformation, many 
sediments exhibit a departure to some degree from strict log-normality, even when 
operator measurement error is taken into account (Friedman, 1962). Because of this 
departure, some sedimentologists have resorted to using other functions to describe grain-
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size distributions. Some of the functions that have been used have included Rosin’s 
(Kittleman, 1964; Krumbein and Tisdel, 1940; Roller, 1941), Pearson’s (Tanner, 1958) 
and hyperbolic (Bagnold and Barndorff-Nielsen, 1980).  
The texture of the incoming sediment can be described by reference to its grain-
size distribution. If it is assumed that the grain size in phi units of the incoming sediment 
is normally distributed by mass fraction, two parameters, the mean grain size (µ) and 
standard deviation (σ), are required to characterize the distribution (Griffiths, 1967, p. 
255). In the program, grain size is always specified in terms of phi units. This normalizes 
what would otherwise be a lognormal distribution. The input curve for the mean grain 
size is specified in millimeters and a conversion to phi units is done internally. The 
conversion between grain diameter in phi units (φ) and grain diameter in millimeters (d) 
is: 
)2log()log( φ−=d                                                              [A.12] 
For convenience, the Trask sorting coefficient (So) is used to specify the 
distribution dispersion. The Trask sorting coefficient (Krumbein and Pettijohn, 1938; 
Trask, 1932, p. 230, Griffiths, 1967, p. 106) is a graphical measure of dispersion of a 





So =                                                                        [A.13] 
where D75 is the grain diameter in millimeters of the 75th percentile and D25 is the grain 
diameter in millimeters of the 25th percentile of the cumulative grain size density 




log oS=σ                                                                       [A.14] 
I have assumed that mean grain size and standard deviation of the grain-size 
distribution may vary independently as functions of time. This requires the user to input 
two curves, one for the mean grain size and one for the sorting coefficient (Figure A.10). 
Each curve may have any type of component: random, linear, or sinusoidal. The example 
shown in Figure A.10 illustrates a situation that uses random and sinusoidal components 
for both curves. If a random component is used for either curve, the mean and standard 
deviation of the distribution that describes the random population of that curve needs to 
be specified. This mean and standard deviation should not be confused with the mean and 
standard deviation of the grain-size distribution of the incoming sediment. To determine 
the grain-size distribution of the incoming sediment, the program must sample values 
from both the grain size and sorting input curves. In the example shown in Figure A.10, 
the sediment at time 2 is finer and more poorly sorted than the sediment at time 1.  
Once the grain size and sorting curves have been sampled, the program finds the 
grain-size distribution from these values. The mass fraction information is recorded in an 
array with twenty-two elements, or “bins”. Each element records the mass fraction 
contained within a class of grain sizes that is 0.5 phi units wide. The range of grain sizes 
recorded in the structure is from –2.0 to 8.0 phi units. Anything larger than –2.0 phi units 
or smaller than 8.0 phi units are lumped into bins 0 and 21 respectively. The mass 
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Figure A.10 (Facing Page)– Derivation of incoming sediment texture. Two curves are 
needed to derive the grain-size distribution (GSD) of the incoming sediment; one for the 
mean grain size and one for the sorting coefficient. Each curve may consist of sinusoidal, 
linear, or random components. (A) and (B) If random components are used, the user must 
specify the mean and standard deviation for the probability density functions (PDF) of 
the random components. (C) and (D) Time series curves for the mean grain size and 
sorting coefficient are generated from their respective curve components. (E) At any 
particular time, t, the GSD of the sediment entering the model is determined by the mean 
grain size (C) and the sorting coefficient (D) curves. In this example, the GSD of the 
incoming sediment becomes finer and less well sorted between times 1 and 2. 
________________________________________________________________________ 
where mfi is the mass fraction of the ith bin, σ is the standard deviation, Xm is the mid-bin 
phi value of the ith bin, φm is the mean grain size, and c is the bin width in phi units 
(=0.5).  
In some cases, it becomes necessary to use a modified grain-size distribution for 
the incoming sediment. Some believe that the grain-size distribution of natural sediments 
may be more appropriately represented as a composite of more than one Gaussian 
probability density function (Cooper and Dixon, 1989; Folk, 1971; Folk and Ward, 1957; 
Spencer, 1963). Techniques for dealing with multimodal distributions are discussed in 
Clark (1976). There is some evidence to support the notion that natural sediments consist 
of three or four dominant populations, each possessing an approximately lognormal 
distribution, and each derived by normal weathering processes (Spencer, 1963; 
Wentworth, 1933):  
• Gravel population (-3.5 < φ50 < –2.0, 0.7 < σφ < 1.5) derived through 
direct breakage along joints and bedding planes, transported by traction;  
• Sand and silt population (1.5 < φ50 < 4.0, 0.4 < σφ < 1.0) derived from 
granular disintegration, transported by inertial and viscous suspension; and 
• Clay population (7.0 < φ50 < 9.0, 2.0 < σφ < 3.0) derived from chemical 
decay, transported by colloidal suspension.  
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Rogers and Schubert (Schubert, 1963) propose that the three distinct populations 
can be understood in terms of the processes that create grains. They suggest that three 
populations may be produced by: (1) single-stage random crushing; (2) sequentially 
repeated crushing; and (3) removal of chips from material of effectively infinite size. 
Regardless of the mechanism that produces multimodal grain-size distributions, the 
systematic changes in the statistical parameters of the overall grain-size distribution cited 
as evidence of a depositional environment “fingerprint” may be nothing more than a 
systematic change in the proportions of these three fundamental grain populations in 
space and time as a response to changes in the accommodation to sediment supply ratio. 
An opposing viewpoint was expressed by Wolff (1964) who believed that the dearth of 
certain sizes of sediments was an artifact of technique or sampling bias.  
FLUVSIM has the ability to create input sediment that is a composite of two, 
normally distributed components (Figure A.11). The composite distribution is a linear 
combination of a “coarse-fraction” grain-size distribution derived from the input curve 
described above and a constant “fine-fraction” grain-size distribution:  
( )( fci YfYfcmf ⋅+⋅−⋅π⋅= 12 )                                        [A.16] 
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and mfi is the mass fraction of the ith bin, σc is the standard deviation of the coarse 
fraction, σf is the standard deviation of the fine fraction, Xm is the mid-bin phi value of 
the ith bin, φm,c is the mean grain size of the coarse fraction, φm,f is the mean grain size of 
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the fine fraction, c is the bin width in phi units (= 0.5), and f is the fraction of fines in the 
combined distribution. The fine distribution mean grain size, standard deviation, and 

















Figure A.11 – Modified grain-size distribution of the input sediment. The modified input 
sediment GSD is a linear combination of two GSD’s. (1) The “coarse” fraction is the 
time series of the incoming sediment as determined above. The characteristics of this 
fraction may change through time. (2) A “fine” fraction. This fraction possesses constant, 
user-defined mean and sorting characteristics. 
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A.5.4 Eustasy 
Eustasy affects the amount of accommodation across the model space. 
Accommodation space refers to the amount of vertical distance between the Earth’s 
surface and the base-level profile. The base-level profile is a two-dimensional, non-
planer, potentiometric surface that delineates an equilibrium situation between processes 
that remove sediment and those that transport sediment to a given site. FLUVSIM uses a 
geometric approximation (see Chapter 2) of the base-level profile (Lessenger, 1993). In 
continental settings, there are two geomorphic realms, the main-channel and all other 
facies tracts, which must be considered. Base level and accommodation space in non-
main-channel facies tracts will be discussed later. The main-channel base level is 
approximated by assuming an exponential function: 
( ) ceaP xb +⋅= ⋅−                                                             [A.18] 
where P is the main-channel base-level profile elevation, x is the distance from the 
mountain front, and a, b and c are parameters derived from the model setting (Figure 
3.1). I make a number of assumptions in this algorithm:  
 
• The base-level profile found in equation A.18 represents the profile to 
which the main-channel would adjust itself to, given enough time, 
sediment, and no interference from other processes.  
• Equation A.18 represents a two-dimensional curve (in x-z space). I assume 
that the base-level profile is independent of its y-position.  
• The mountain elevation and location from the up-gradient edge of the 
model remains constant during the simulation.  
• The profile shape factor (defined by curve parameter b) remains constant 
during a simulation.  
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Given these assumptions, the base-level profile “pivots” around a point at the 
fixed mountain front as sea level rises and falls (Figure A.12). Sea level only controls the 
profile endpoint (Rittenour et al., 2001). The strand line, however, shifts reacting to sea-
















Figure A.12 – Eustasy and the graded profile. A change in sea level causes the base-level 
surface to change shape, incrementally adding to or subtracting from the accommodation.   
Like the other external functions, eustasy uses the curve concept to define the 
changes in sea level as a function of time. A random component is not allowed for the 
eustasy curve.  
The curve parameters a, b, and c in equation A.18 are derived from the user-
defined model setting. They are initialized at the beginning of a simulation (Figure A.13). 
The parameter a is initially set to the mountain elevation. The parameter c adjusts the 
entire curve vertically and is initially set to zero. This defines the global elevation datum. 
The parameter b is the curve shape parameter and is constant throughout the simulation. 
















c = c + dSL
a = a - dSL







A = A + Bz(t) - Bz(t-)
STARTt > 0
a, b, c = Base-level profile parameters
Zm  = Mountain elevation
Xsc = Calculated distance to strand
Xs = Distance to strand
Xm = Distance from mountains
Sc = Slope at strand
Bz = Base-level profile elevation
X = Position in X-direction
A = Accomm odation
(t-) = Parameter at previous iteration
(t) = Parameter at current iteration
SL = Sea-level elevation
dSL = Change in sea-level elevation
A0029  



















                                                 [A.19] 
until the calculated distance to the strand, Xsc is within 0.01% of the user-defined initial 
distance between the model and the strand. Sc is the slope of the Earth’s surface at the 
strand, Xm is the distance between the model and the mountains, Xx is the length of the 
model in the x direction and a is the mountain elevation. During a model iteration (Figure 
A.13), the incremental addition (or subtraction) to accommodation across the model 
space is equal to the incremental change in the elevation of the base-level profile surface. 
The incremental change in the base-level profile is found by subtracting the base-level 
profile calculated in the previous iteration from the profile of the current iteration. The 
profile in the current iteration will move according to the amount of sea-level change as 
dictated by the sea-level input curve, incrementally adding to existing accommodation: 
( )( ) ( ) ( )( ) ( ) cxbatEcxbtEatxAtxA −⋅−⋅−δ++⋅−⋅δ−+−= expexp),(),(      [A.20] 
where A(x, t) is the accommodation at any position x and the current time, t, A(x, t-) is 
the accommodation at position x during the previous iteration, a, b, c, are the base-level 
profile curve parameters, and δE(t) is the difference between the sea-level elevation at the 
current model time and the previous model iteration. 
A.5.5 Subsidence 
Like eustasy, subsidence affects the accommodation space in the model. Like all other 
external input functions, subsidence uses the curve concept. The subsidence curve may 
use linear or sinusoidal components; a random component is not allowed. The value 
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returned by the curve function defines the subsidence rate (in cm/kyr) at the distal edge of 
the model. I have assumed that subsidence of the Earth’s surface occurs as if it is a rigid 
plate that rotates about a hinge line some distance up gradient of the model (Figure A.14).  
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Figure A.14 – Subsidence terminology. Subsidence in FLUVSIM is assumed to operate 
within the model space as if the Earth was a rigid plate rotating about a hinge line located 
some distance from the upgradient edge of the model. Subsidence rates within the model 
space are linearly interpolated between the defining rate at the downgradient edge of the 
model and zero at the hinge line.   
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As the Earth’s surface rotates, an incremental change in accommodation occurs across 
the model space. The subsidence value at any x position is linearly interpolated between 
the defined rate at the distal edge and 0 cm/kyr at the hinge. I also assume that the 
subsidence rate is independent of the position along strike.  
A.5.6 Determination of Local Surface Gradient 
Processes such as subsidence, deposition, and compaction change the 
configuration of the land surface. Information on the local surface configuration is stored 
in a number of arrays (Figure A.15A). The surface elevation array records the elevation 
of the upper surface of the sediment column in each cell relative to the global, fixed 
reference elevation. Similarly, the basement elevation records the elevation of the lower 
surface of the sediment column. The difference between these two surfaces defines the 
sediment thickness.  
Another important attribute of the surface is the local slope. The local slope of the 
surface in a particular cell is a vector pointing in the direction of the neighboring cell. 
The “neighbor cell” as used in this study is defined as the cell adjacent to the current cell, 
which has the steepest gradient between the current cell, and this adjacent cell among all 
adjacent cells. The gradient of the surface is the degree of inclination with respect to the 
horizontal. For each cell, it is a measure of the elevation difference between the cell and 
its neighboring cell divided by the distance between the centers of the cells.  






















C. Closed Basins -- Ponds
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Figure A.15 – Topography of the Earth’s surface. (A) A number of arrays record the 
configuration of the Earth’s surface. These include the elevation, gradient, neighbor cell, 
alternate neighbor cell, and azimuth of the gradient vector. (B) In some cases, there may 
be more than one cell eligible to be designated as the neighbor cell. To avoid embedded 
patterns, the neighbor cell is randomly chosen. (C) Closed basins are called ponds. 
Special logic applies when other processes interact with ponds (See text for additional 
details.)   
The magnitude of the slope vector is recorded in the gradient array. where G is the 
gradient, ∆E (m) is the elevation difference between the cell at coordinates (x, y) and the 
neighboring cell at (xn, yn), and C is the cell dimensions (m). The elevation difference is 
defined as: 
nEEE −=∆                                                                 [A.22] 
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where E is the elevation of the current cell and En is the elevation of the neighbor cell. 
Positive gradients refer to a down-slope direction. A second array records the log of the 
gradient. The direction of the slope vector is recorded in the azimuth array. The azimuth 





















narctan180                                                        [A.23] 
For convenience, the coordinates of the neighbor cell (xn, yn) are recorded in a 
pair of arrays. This simplifies many of the algorithms that require knowing the next cell 
in a down-gradient direction.  
Three special situations deserve additional discussion. In certain situations 
involving channel routing, it is advantageous to follow a path other than one that follows 
the steepest gradient. For example, the main channel, by definition, must enter the model 
on the upgradient edge of the model, traverse the model space following a path defined 
by surface gradients, and exit the model space through certain allowable cells. The initial 
path, defined during model initiation, or a new path, required because of a type-3 or type-
4 avulsion (see discussion below) may lead to a closed basin (pond) rather than to an 
allowable exit cell. To avoid the river from flowing uphill out of the closed basin, the 
algorithm searches for an alternative path that leads to an acceptable exit location by 
using a path that goes through a secondary neighbor cell. The secondary neighbor cell is 
defined to be the cell, adjacent to a particular cell, which has the second steepest gradient 
among all of the adjacent cells.  
The second situation occurs when more than one neighboring cell has the steepest 
gradient (Figure A.15B). In this case, more than one path following the steepest descent 
is possible. In the example shown in A.15B, three cells (at coordinates (x, y+1), (x+1, y), 
and (x, y-1)) adjacent to the current cell (in blue) have identical maximum gradients from 
the current cell. However, one adjacent cell will be consistently chosen to be the neighbor 
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cell among the three cells every time the algorithm is presented with this situation. This is 
due to the sequential nature of the algorithm execution. The algorithm sequentially tests 
the adjacent cells looking for a neighboring cell for which the gradient to it is equal to or 
higher than the previous cell. It does so in the following order:  
 
(x+1, y)  [initial cell investigated, identified as the cell with the highest gradient, 
marked as the neighbor cell],  
(x+1, y+1)  [gradient is not steeper],  
(x+1, y-1)  [gradient is not steeper],  
(x, y+1)  [gradient is equal to maximum gradient, cell given neighbor status],  
(x, y-1)  [gradient is equal to maximum gradient, cell given neighbor status],  
(x-1, y) [gradient is not steeper],  
(x-1, y-1)  [gradient is not steeper],  
(x-1, y+1)  [gradient is not steeper].  
 
Thus, given this example, the algorithm will always choose the cell at (x, y-1) to 
be the neighboring cell. Rearranging the order of the adjacent cell investigation or 
changing the Boolean operator to greater than (rather than equal to or greater than) will 
not change the fact that one direction is always preferentially chosen over all other 
potential directions. The last cell investigated with a gradient equal to the maximum 
observed gradient among all eight cells will always be selected as the neighbor cell. To 
avoid this problem, the program assigns a pseudo-random number between zero and one 
to all of the adjacent cells possessing the maximum gradient. This random number 
“score” is used to identify one cell to become the neighbor cell. The neighbor cell is the 
cell with the highest random number.  
Closed basins represent the final situation in need of special handling. It is not 
uncommon to find a cell or a group of contiguous cells that are lower in elevation than all 
of their surrounding cells (Figure A.15C). These are called closed basins or ponds. To 
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handle this, the program applies an iterative algorithm that searches all of the perimeter 
cells surrounding a closed basin for the cell with the lowest elevation among all of the 
perimeter cells. If the gradient of this cell leads away from the closed basin, it is flagged 
as the spill point for the basin and becomes the neighbor cell for all cells in the basin. If it 
leads into the closed basin, it is flagged as being part of the basin and the process is 
repeated.  
Collectively, the gradient vectors of all of the cells in the model, define one or 
more drainage networks. This allows the program to define an array called the basin area 
that is defined as the cumulative fraction of the total model area draining into a given 
cell. With this array, one can easily define various topographic domains in the model.  
A.6 CHANNEL TYPES AND THEIR PROPERTIES 
This section discusses the two types of channels used in FLUVSIM. It begins with 
the methods that I used to implement rivers in the model, their nomenclature, and some 
of the constraints and rules that govern their implementation. I conclude this section with 
a discussion of how discharge propagates through the channel network and how this 
affects the channel properties.  
A.6.1 Nomenclature 
The system of rivers in FLUVSIM is called the channel network and consists of 
one or more individually defined rivers in any given model iteration (Figure A.16). The 
number of individual rivers in any given iteration depends ultimately on the balance of 
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Figure A.16 (Facing Page)– Abstractation of the channel network, channels, and channel 
nodes.   
____________________________________________________________________ 
 
In FLUVSIM, each river is defined using object-oriented programming 
techniques. Each individual river is an object. I use the term channels to refer to these 
river objects. As used in this study, I will use the term channel in an abstract sense that 
refers to the implementation rather than in the geomorphic sense. All objects in the 
channel class possess channel functions and channel properties (Figure A.16). Channel 
functions are designed to perform a variety of operations on the river objects which 
includes creating, destroying, and manipulating river objects, managing and retrieving 
information from the object for use in other program functions, and most importantly, 
simulating fluvial processes such as crevassing, avulsion, and aggradation. 
Each channel object keeps a record of information that applies to the channel as a 
whole. This information is stored in a data structure (Table A.1).  
There are two types of channels in FLUVSIM (Figure A.17). There is one and 
only one “main” channel at any given time during the simulation. There may be zero, 
one, or more splay channels at any one time during the simulation. All channels must 
possess values for the first eight variables in Table A.1. The remaining information 
pertains only to splay channels. Differentiating channels into two types allows the 
program to apply different geological processes to them. Using an object-oriented 
approach and a uniform data structure allows the program to use a single set of functions 
to manage the creation, destruction, and manipulation of channel object.  
Each river is actually a collection of component objects called nodes that are 
defined as objects themselves. The lines connecting the nodes are called reaches. Reaches 
are directional, always pointing downstream. By definition, each reach is assigned to the 
node on the upstream end of the reach. Like the channel objects, each node object keeps a 
record of information that applies to the node and its associated reach. This information 
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Type Variable Name Description 
int channelNumber;  Unique identification number for each channel 
int numberOfNodes;  Number of nodes in the channel 
int parentChannelNumber;  
int parentNodeNumber;  Information about the parent channel (see text) 
int terminalNodeStatus;  
int terminalNodeNumber;  Information about the channel termination (see text) 
int channelType Channel type 5 = splay, 6 = Main  
long channelAge;  Age of the channel 
int trunkSplay;  1=splay parent is main channel, 0=splay parent is splay 
int splayX;  
int splayY;  The x-y coordinates of the notch node 
int splayNode;  The notch node number 
double splayDistance;  Distance between junction node and notch node 
double splayGradient;  Gradient between junction node and notch node 
double splayAzimuth;  Azimuth between junction node and notch node 
double splayDeltaElev;  Elevation difference between junction and notch nodes 
double splayRefDepth;  The depth in the parent channel 
double initialGradAdv;  Ratio of splay gradient to the parent channel gradient 
double currentGradAdv;  The current gradient advantage 
double alphaAngle;  Angle between splay azimuth and parent azimuth 
double splayFloodMag;  Ratio of the local Q to the local Qft 
double splayThreshold Splay Threshold 
double IQF;   Initial fraction of Q coming into this channel 
double CQF;  The current discharge fraction coming into the splay 
long QTT;   The discharge transfer time applicable to this channel 
Table A.1 – The channel data structure. Information about each channel is stored in this 
data structure. The first six entries (yellow highlight) are data members that enable the 
program to manage the channel network. The last seventeen items (blue highlight) pertain 
to splay channels only.  
is stored in a data structure (Table A.2). Most of the information stored in this structure 
concerns the channel properties at this node. From a programming standpoint however, 
the channel nodes provide the linkage to the model cells. There is a one-to-one 
relationship between channel nodes and model cells (Figure A.18). Each channel node 







Figure A.17 – Channel nomenclature. At any one time, there is only one main channel 
(red channel). All other channels (if any) are splay channels.  
Two variables in the node data structure (xPosition and yPosition) provide the 
information needed to link the node to a particular cell. Similarly, four two-dimensional 
arrays relate model cells to channel/node positions. 
As mentioned previously, the system of channels is organized into a channel 
network. The network can be described as a hierarchy of channels best visualized using a 
family tree metaphor (Figure A.19). In this metaphor, we can speak of any pair of 
distributary channels, connected at a common node, as having a parent-daughter 
relationship. A parent channel must exist prior to the formation of the daughter channel. 
The exact identity of each channel with respect to the parent-daughter relationship may 
change during the simulation and depends on the circumstances and series of events that 
occur to the network. The family tree metaphor may be extended to include concepts 






Type Variable Name Explanation 
int  nodeNumber;  Node number 
int daughterChannelNumber;  Flag for Daughter Channel 
int convergingChannelNumber;  
int convergingNodeNumber;   
Flag for Converging Channel 
int xPosition;  
int yPosition;  
x-y coordinate of node, grid units 
long nodeAge;  Age of the node 
double reachLength;  Length of this channel reach 
double  streamLength;  Length of channel to this node 
double localQ;  Discharge Leaving Node 
double localQft;  Flood threshold 
double incidentQ;  Discharge Entering Node 
double incidentQft;  Flood Threshold Entering Node 
double streamPower;  Stream Power 
double shearStress;  Shear Stress 
double channelWidth;  Channel width 
double channelDepth;  Channel depth 
double oldChannelDepth;  Channel depth from last iteration 
double beltWidth;  Channel-belt width 
double bedElevation;  Elevation of the channel bed 
double chanGradient Channel gradient 
double logChanGrad;  Log of the gradient 
double chanAzimuth;  Azimuth of the channel node 
 
Table A.2 – The channel node structure. Information about each channel node is stored 
in this data structure. The first four entries (yellow highlight) are data members that 

















Figure A.18 – Spatial relationship between the channel network and model arrays. Each 
channel node possesses an X-Y coordinate that serves to position the node with respect to 
the model grid. Similarly, four model grid arrays (channel number, node number, splay 
complex number, and channel-belt centerline) serve to identify the presence or absence of 
channels in any particular cell and, if present, which channel, channel node, and splay 










of the blue and red channels
Green channel is a daughter channel
of the red channel
The red channel is the parent of the
green channel
A0038  
Figure A.19 – Family-tree metaphor for the channel network. Terms such as daughter 
channel, parent channel, ancestor, and descendent identify hierarchical relationships 
among channels in the network. 
For many of the geological functions to perform their duty, it is necessary to 
know where each channel exists relative to other channels within the network. A number 
of functions do nothing but oversee information management for the channel network. 
Variables within the channel and node data structures record the necessary information. 
The yellow highlighted items in Tables A.1 and Table A.2 consists of network 
information.  
There is always one main channel and zero or more splay channels in any given 
iteration. If multiple channels are present, they can be grouped into splay complexes 
(Figure A.20). Within each splay complex, there will always be one channel that attaches 
to the main channel. This channel is known as the trunk channel for the splay complex 
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(Figure A.20). The channels within the splay complex form a hierarchy where the trunk 
channel is designated as a first-order channel. Daughters of a first-order channel are 





















Figure A.20 – Hierarchical ordering system of channels. A channel of order n is a 
daughter channel of a channel of order n-1.  
Each channel is assigned a unique number. Channel numbers range from 1 to Nc, 
where Nc is the total number of channels at a given time. The main channel is always 
assigned channel number 1. If a channel is lost due to a geologic process (such as 
avulsion), the channels are renumbered to eliminate gaps. Each node of a channel is also 
uniquely identified by number (Figure A.21). For illustrative purposes, I use the n.m 
notation where n represents the channel number and m is the node number. Internally, the 
node number, m, is recorded in the node data structure and the channel number, n, is 
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recorded in the channel data structure. Similarly, if a geologic process removes a node, 


















Figure A.21 – Channel and node numbers. All channel nodes are identified with a 
decimal number of the form n.m where n is the channel number and m is the node 
number. Node numbers incrementally increase from the junction with its parent channel. 
The first node of any splay channel n.1 is coincident with the node on the parent channel.  
Each splay channel possesses a parent-daughter relationship to some other 
channel in the network. For example, in Figure A.21, channel 3 is a daughter channel of 
channel 2. Similarly, channel 2 is the parent channel of channel 3. The channel data 
structure (Table A.1) for channel 2 records the parent channel number (in this example, 
2) and the parent node number (3). Likewise, the node data structure for node 3 of 
channel 2 would indicate that this node possesses a daughter channel, namely daughter 
channel 3. The first node of every splay channel is always coincident with the parent 
node of the splay channel. This node is called the junction node. The second node of the 
splay channel is called the notch node. 
Most nodes on any channel may have a daughter channel provided the geological 




• If a daughter channel already exists at the node. Nodes may host one, and 
only one, daughter channel. 
• The last node of any channel 
• The first node of any splay channel 
 
Splay channels may also terminate into other channels. For example, A.21 shows 
channel 7 terminating into node 4 of channel 3. This relationship is recorded in the data 
structures. The channel data structure of channel 7 records that the terminal node status is 
3 meaning that it terminates into channel 3. It also records the node on channel 3 (node 
4). Simultaneously, node 4 of channel 3 knows that it has a terminating channel, namely 
channel 7, node 3. Most nodes on any channel may receive a converging channel 
provided the geological conditions are favorable. Exceptions to this rule based on 
network geometry include the following: 
 
• If a converging channel already exists at the node. Nodes may receive one, 
and only one converging channel. 
• The last node of a splay channel, if this channel converges into another 
channel. 
• The first node of any splay channel. 
 
Three other terminating styles may occur (Figure A.22). A channel that exits the 
model has a terminal node status (TNS) of –1. The main channel always exits the model. 
Channels that terminate into ponds have a terminal node status of –2. Finally, some 
channels terminate on the floodplain if the local shear stress in the channel falls below a 
threshold. In this case, the terminal node status is –3. Since not all three of these cases of 
channel termination involve another channel, the terminal node number is zero.  
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TNS > 0 A0041  
Figure A.22 – Terminal node status (TNS) values. The TNS indicates the status of the 
last node of each channel. If TNS = -1, the channel is presumed to exit the model. If TNS 
= -2, the channel terminates in a pond. If TNS = -3, the channel terminates on the 
floodplain. If the TNS value is greater than zero, the channel terminates into some other 
channel. The value is the channel number of the channel into which it terminates.  
A.6.2 Discharge Routing 
Many of the channel node characteristics are dependent, either directly or 
indirectly, on the discharge experienced by the node. There are actually two discharge 
functions at the model edge, the input discharge function, Qin, derived from user-defined 
parameters, and the effective discharge, Qein, a derivative of the input discharge. The 
discharge that the node experiences however, is a function of the character of the channel 
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network, the topography of the model surface, and a number of other factors, as well as 
the amount of discharge entering the model. At each node, the model determines the local 
discharge and the local effective discharge. Prior to discussing how discharge determines 
the channel properties, I must first discuss how discharge is distributed throughout the 
channel network. 
Discharge, consisting of real mass, is strictly conserved globally and locally. 
Globally, the discharge entering the model is Qin and the amount leaving is Qout. The 
model accounts for all discharge exiting the model by any means and reports the water 














                                                      [A.24] 
where ε is the global water balance error. The mass balance relationship for each node is:  
odci QQQQ +=+                                                     [A.25] 
and this applies to every channel node in the model (Figure A.23). In this equation, Qi is 
the discharge coming from the upstream reach, Qc is discharge coming into the node by a 
contributory channel (if present), Qd is the amount going into a daughter channel (if 
present), and Qo is the amount passed to the next node on the channel through the 
downstream reach. By definition, the local discharge for the node is Qo. I have assumed 
that the channels do not store water nor is there any exchange of water between the 
atmosphere or ground water. 
Effective discharge, on the other hand, is not always conserved. Effective 
discharge is a threshold function that defines channel dimensions inherited from the 
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previous model iteration. The channel properties at the node are a function of the local 









Qei + Qec (=, ≠ ) Qed + Qeo
A0044  
Figure A.23 – Discharge balance relationships at a channel node. The rules governing 
water balance at each node depends on the geometry of the channel network at the node 
and the quantity involved: discharge (Q) or effective discharge (Qe). Discharge is always 
conserved whereas effective discharge may or may not be conserved. Subscripts: i = 
incoming from the upstream node, o = outgoing to the next node, c = incoming from a 
converging channel, d outgoing to a daughter channel.  
The magnitude of discharge and effective discharge as a function of time assigned 
to each node (discharge partitioning) depends on a number of factors. As illustrated in 
A.24, there are four cases to consider.  
CASE 1: The trivial case applies to any node on a main or splay channel where 
the node does not have daughter or converging channels (Figure A.25). Discharge and 
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effective discharge entering the node is equal to discharge and effective discharge leaving 









Figure A.24 – Four geometric cases when considering water balance.  
Case 1
Qi QoQei Qeo
Qi  = Qo
Qe
i
  = Qe
o
A0046  
Figure A.25 – Case 1: No converging or daughter channels. The Q and Qe from 
upstream are sent unchanged downstream.  
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If this node is a terminal node on a splay channel and the channel terminates on 
the floodplain (shear stress threshold), in a pond, or exits the model, then the discharge 
exiting the node, Qo, is added to the global variable Qout. The effective discharge, Qeo is 
ignored.  
CASE 2: This case involves the trunk channel of a splay complex (Figure A.26). 
The first part of this discussion involves the partitioning of discharge from the main 
channel into splay complexes. This is followed by a discussion of partitioning effective 























Figure A.26 – Case 2: Daughter channel. Discharge from upstream node of the parent 
channel (Qp,i) is conserved and partitioned into discharge going to the next node on the 




The amount of water transferred from the main channel into the splay complex 
during any given iteration is strongly related to the growth and evolution of splay 
complexes. Details concerning the discharge transfer function (QTF) are in section A.7.2. 
Here, I will confine my remarks to the nature of the water balance for this geometrical 
case.  
Since water is conserved, the amount of water entering a node on a main channel 
possessing a splay complex must equal the amount of water moving into the splay plus 
the amount of water continuing down the main channel (Qp,i = Qp + Qd). The actual 
partitioning of the discharge entering the junction node (Qp,i) into the amount of water 
entering the splay (Qd) and the amount continuing down the main channel (Qp) is 








,                                                     [A.26] 
where Qs is a scaling factor found from the QTF (see section A.7.2) 
Effective discharge passed to the splay complex is also a function of the discharge 
transfer function (QTF) and is found from: 
sipd QQeQe ⋅= ,                                                     [A.27] 
where Qed is the effective discharge assigned to the splay channel, Qep,i is the effective 
discharge coming into the node on the main channel along the upstream reach, and Qs is 
the scaling factor found from the QTF. The effective discharge in the main channel 
however, is not scaled by the QTF in order to decrease the likelihood of a flood even 
from occurring in nodes downstream of the splay complex. This is discussed in detail in 
section A.7.2.  
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Case 3: Within splay complexes, the issue of routing discharge and effective 
discharge at a channel junction with a parent-daughter relationship is considerably easier 

























Figure A.27 – Case 3: Discharge balance within the splay complex.  
Like the case of a splay trunk channel siphoning off discharge from a main 
channel, little appears to be known about the parameters controlling this process. 
Therefore, I have assumed a simple relationship to define the discharge partitioning. The 
discharge as well as the effective discharge going into the daughter channel of a parent 








⋅= ,                                                           [A.28] 
where Qd is the discharge or effective discharge going into the daughter channel, Qp,i is 
the discharge in the parent channel coming into the junction node, and Gd and Gp are the 
gradients in the daughter channel and parent channels. Similarly the discharge and 







⋅= ,                                                            [A.29] 
where Qp is the discharge or effective discharge going down the parent channel. This 
process incorporates a feedback between discharge partitioning, gradients, and the 
amount of sediment deposited in each branch of the splay.  
CASE 4: This situation involves a splay channel converging into a node on either 
a splay or main channel (Figure A.28). Mass conservation dictates that the discharge 
leaving the node is equal to the sum of the discharge from the upstream reach of the 
channel and the discharge coming from the converging channel.  
Conservation is not imposed on effective discharge. The effective discharge 
assigned to the node depends on the circumstances. Assume for the moment that the 
converging channel has just been created and intersects another channel. The converging 
channel may deliver more discharge to the receiving channel than the receiving channel 
can handle based on the prevailing effective discharge. In this case, the effective 
discharge of the node is equal to that coming from the upstream reach: Qep,i = Qep. By 
not changing the effective discharge, the probability of imposing a flood magnitude 
greater than 1 increases. This, in turn increases the probability that nodes downstream of 
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Figure A.28 – Case 4: Converging channels.  
channel intersecting the node existed in the previous model iteration, effective discharge 








Qe ,=                                                           [A.30] 
This process assumes that the receiving channel, at least partially, has adjusted 




A.6.3 Channel and Node Properties 
The hydraulic geometry of the channel at each node is a function of the effective 
discharge at that node (Knox, 1983; Wolman and Miller, 1960). Channel width and 
depth, and channel-belt width is determined from the effective discharge by means of 
empirical relationships. At a given cross section of channel, the hydraulic geometry of the 
channel is defined by power-law functions of the discharge (Gregory and Walling, 1973; 










                                                                [A.31] 
where w is channel width (m), d is mean channel depth (m), W is meander belt width 
(m), Qe is effective discharge (m3/s), and a, b, c, f, g, and k are user-defined empirical 
coefficients. I assume that splay channels do not meander. Thus, in splay channels, the 
meander belt width is equal to the channel width.  
I have assumed that the model cell dimensions are greater than the greatest 
anticipated channel-belt width of the main channel. Channel belts that are wider than one 
cell would require additional logic in many of the algorithms and is currently not within 
FLUVSIM’s capabilities.  
The bed elevation of the channel is found by: 
TdEE sb +−=                                                          [A.32] 
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where Eb is the bed elevation (m), Es is the elevation of the surface containing the node 
(m), d is the channel depth (m), and T is the aggradation/degradation thickness for the 
current iteration (m).  
For each node, FLUVSIM keeps track of two distance measures. First is the reach 
length, defined as the distance from the current node to the next node downstream and 
found by: 
( ) ( )2121 iiii yyxxcL −+−⋅= ++                                        [A.33] 
where L is the reach length (m), (x,y) are the coordinates of the current node (i) and the 
next node downstream (i+1) and c is the cell dimension (m). Second, the stream length is 
the distance from the input node of the main channel to the current node (Figure A.29).  
 








Figure A.29 – Length measures. The stream length to any node is the distance from the 
input node. The reach length of any node is the distance from that node to the next node 
downstream. 
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Each reach possesses an azimuth and gradient (Figure A.30). The azimuth is 
defined as the angle between the reach vector and a vector pointing along the +X axis 




















11tan180                                               [A.34] 
where (x,y) are the coordinates if the current and next node. The gradient along the reach 





=                                                             [A.35] 
where G is the reach gradient, Ei+1 is the surface elevation of the cell corresponding to 












Figure A.30 – Reach azimuth and gradient.  
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Stream power is found from: 
w
QGgw ⋅⋅⋅ρ=Ω                                                                [A.36] 
where Ω is stream power (W/m2), ρw is the density of water (kg/m3), G is the reach 
gradient, Q is the local discharge (m3/s), and w is the channel width (m). If the gradient of 
the reach is negative, stream power is undefined.  







=τ                                                              [A.37] 
where τ is the dimensionless shear stress, ρw is the density of water (kg/m3), d is the 
channel depth (m). G is the channel gradient, ρs is the density of the sediment, and Dm is 
the mean grain diameter of the sediment (m). If the gradient of the reach is negative, 
shear stress is undefined. 
The local flood magnitude, Fm, is the ratio of the local discharge, Qo to the local 





F =                                                                            [A.38] 
An improved measure of a “geomorphically effective” flood would take into account the 
concept of the amount of geomorphic work done by a single flood event (Costa and 
O'Connor, 1995) but would require the addition of some means of estimating the flood 
event duration.  
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A.7 CREVASSE SPLAY COMPLEXES 
In this section, I discuss crevasse splays including their formation and evolution.  
A.7.1 Splay-complex Initiation 
The process of creating a new splay complex is threshold-controlled. The 
threshold takes into account simulated geometrical and hydrological relationships which 
attempt to reproduce real fluvial behavior. In addition to the threshold, a number of other 
implementation-related conditions must exist before a new splay complex may be 
created. These conditions all involve the implementation of the logic and the object-
oriented representation of the channel in the program. Creating a new splay complex on a 
node of the main channel involves a greater number of conditions that must be met when 
compared to the process of creating a new distributary within a splay complex (Figure 
A.31). A new splay complex forms only when the system crosses a threshold at a 
particular node on the main channel and only when this particular node and its adjacent 
cell possess an acceptable combination of conditions.  
Since the algorithm only calculates the threshold for those nodes possessing 
acceptable conditions, I will begin by discussing the conditions that must be met. This is 
followed by a discussion of the threshold. 
As with most algorithms involving channel objects, the algorithm is constrained to “visit” 
each node on the channel sequentially from upstream to downstream. Without 
modification, this procedure may lead to “embedded patterns” where nodes on the 
upstream end of the channel have a higher probability of creating splay complexes. To 
prevent embedded patterns, the program searches all nodes on the main channel for the 
node that is the “best site”. The best site is the node/cell combination that exceeds the 
splay initiation threshold more than any other node/cell combination on the channel. 
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Nn = Num ber of nodes
N =  Num ber of new splay com plexes
Nm  = Maxim um  num ber of new com plexes
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After creating this splay complex (which includes creating distributaries within 
the complex according to the procedure discussed below) and updating all channel 
properties (including the all-important spatial distribution of discharge), the algorithm 
searches the main channel again for another best site. This process is repeated in the same 
iteration until no more new sites are found or the number of new splay complexes created 
exceeds a user-defined maximum number of new complexes that may form in a single 
model iteration. The maximum number of times that this process may repeat is n, where n 
is the number of nodes on the main channel.  
The algorithm uses a number of rules to determine if conditions at a particular 
main-channel node make it eligible to host a new splay complex. For a particular node to 
be available for a new splay complex to be created at the node, five conditions must be 
met.  
• The current node may be any node but the last node in the model. This 
prevents the model from creating frivolous complexes at the model edge.  
• There cannot already be an existing splay complex at this node.  
• The discharge at the node must be more than 10% of the discharge 
entering the model. This prevents splays from forming at nodes where the 
local discharge has been too diluted by upstream splay complexes.  
• The destination cell (i.e., the node two of the new channel) cannot be 
occupied by another channel and it must lie within the model boundaries.  
• The node under investigation may not be a node that was previously 
identified in the current iteration as a best site but failed to produce a 
viable splay for reasons that will be explained shortly. 
 
 342 
If the node is available based on these conditions, it is investigated further to see 
if local conditions at the node have crossed the threshold. The threshold measures 
geometrical and hydrological conditions that exist between the node and the potential 
splay site on the adjacent floodplain. Specifically, two conditions must exist for a 
crevasse complex to form (Fielding, 1984): 
 
• There must be a gradient advantage between the main channel and the 
splay site on the floodplain. 
• The local discharge at the node on the main channel must exceed the 
capacity of the channel to carry this discharge at this node. 
 
Figure A.32 schematically illustrates a potential splay site and some of the 
geometrical variables that enter into calculating the splay initiation threshold in 
FLUVSIM. At each node on the main channel, there are, at most, six possible adjacent 
cells into which a new splay complex may propagate (Figure A.33). The section of the 
logic that tests to see if this node has a better potential for generating a possible splay 
compared to other nodes along the channel is actually repeated as many as six times, once 
for each of the six adjacent cells.  
_______________________________________________________________________ 
Figure A.32 (Facing Page, Top)– Schematic representation of a splay site. The splay 
emanates through a crevasse notch cut into an implied levee on the main channel. The 
junction node is the node on the main channel where the splay complex begins. The first 
node of the splay complex trunk channel is coincident with the junction node. The notch 
node is defined to be the second node of the splay complex trunk channel. 
Figure A.33 (Facing Page, Bottom)– Schematic representation of a splay site 
(continued). (A) Cross section through a splay site. (B) Orange cells are the potential 
splay sites. (C) The splay azimuth (α) is the angle between the parent node reach and the 

















































The two parameters that enter into the splay initiation threshold calculation are the 








R ⋅α⋅= sin                                                              [A.39] 
and the relative levee height (called the J-factor): 
d
EJ ∆=                                                                           [A.40] 
where Gc is the gradient of the main channel, Gs is the gradient into the splay complex, α 
is the angle between the main channel and the splay, Q is the local discharge in the main 
channel, Qe is the local effective discharge in the main channel, ∆E is the elevation 
difference between the main channel and the splay, and d is the main channel depth. The 
J-factor defined here is identical to superelevation of the channel (Mohrig et al., 2000). 












                                                       [A.41] 
where R is the R-factor and T is the splay initiation threshold. A plot of the function is 
shown in Figure A.34. R, J, and T are calculated for each eligible adjacent cell for each 
































Relative levee height J = ∆ E/d
A0052
 
Figure A.34 – The R-J function. This plot shows the allowable combinations of R, the 
gradient advantage and J, the relative levee height that must exist for splay complexes to 
be created. 
One final set of criteria are used to see if a particular main-channel node/adjacent 








TJ                                             [A.42] 
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If the main-channel node/adjacent cell combination passes this test, the algorithm then 















⎛                                                          [A.43] 
where the subscript b refers to the best site found so far during the current iteration. If this 
relationship hold true, the current site is deemed to be the best site, information about this 
site is recorded, and the algorithm proceeds to examine the next site at the current node, 
or, if all sites at the current node have been examined, it moves on to the next node. 
When all potential splay sites on all available nodes of the main channel have been 
examined and, if a best site has been found, the procedure creates the new splay channel 
and turns control over to a different function that routes the new channel across the 
floodplain.  
A.7.2 Discharge Transfer 
Since there does not appear to be an adequate description of the nature of 
discharge transfer in the literature, I have chosen to assume one. The function, called the 
discharge transfer function (QTF), describes the rate of fluid transfer between main 




























tbky                                                         [A.44] 
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where y is the fraction of the discharge arriving at a main channel node from upstream, t 
is the elapsed time from the initiation of the splay complex, and k, a, b, and ε are 
parameters that describe the shape of the QTF. This function can be written from the 
standpoint of the main channel or of the trunk splay. Written from the standpoint of the 
parent channel, equation A.44 becomes: 






























tQQQQ                               [A.45] 
and from the standpoint of the trunk splay, it becomes: 






























tQQQQ                                    [A.46] 
In these equations, Qp is the fraction of the discharge in the main channel 
remaining in the main channel, Qs is the fraction of the discharge in the parent channel 
going into the splay channel. Qp and Qs are functions of t, the elapsed time from the 
initiation of the splay complex. Since water is conserved, Qp + Qs = 1, the discharge 
going into the splay is Q0 * Qs and the discharge continuing down the main channel is Q0 
* Qp where Q0 is the discharge in the main channel immediately upstream of the splay. 
There are four function parameters in these equations. The parameter ε describes the 
curvature or shape of the transfer function, Qf is the maximum discharge fraction that 
may be transferred before initiating the avulsion logic, Qi is the initial fraction to transfer 
into the splay at the creation of the splay, and tT is the transfer time for this particular 













t = Elapsed time since splay creation
tT = Transfer time -- the maximum  time since splay
creation before initiating the avulsion logic
Qi = Initial discharge fraction in parent at t = 0
Qf = Maximum discharge fraction before initiating avulsion logic
ε  = Transfer function acceleration
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Figure A.35 – The discharge transfer function. Qp is the fraction of discharge in the 
parent and Qs is the fraction of discharge in the daughter channel.  
Two of the parameters in equations A.45 and A.46 are user defined and constant 
throughout the duration of a simulation. The maximum discharge fraction (Qf) is the 
maximum fraction of discharge that may be transferred into the splay before the avulsion 
logic is called. This parameter has been included primarily to simplify the logic. Previous 
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studies of historical avulsions have indicated that the discharge proceeding downstream 
in the main channel often declines asymptotically to zero. That would be impractical to 
implement as there needs to be some way of identifying when the splay complex is 
“mature” enough to assume the role of the main channel in the simulation. This does not 
necessarily mean that an avulsion will occur always at this time. Other criteria must be 
satisfied before an avulsion takes place. These will be discussed in further detail in the 
next section. This parameter is used only to signify that no discharge fraction higher than 
this value may be sent down the splay.  
The transfer function curvature or “acceleration” (ε) determines the shape of the 
curve. The function in equation A.44 describes a family of elliptical curves (Figure 
A.36). If ε is 1, the transfer function is linear. If ε > 1, the fraction of discharge sent into 
the splay complex starts out slow but accelerates through time. If ε < 1, the most of the 
discharge into the splay happens very quickly but then slows down as time goes on. This 
parameter is also user defined and remains constant throughout the duration of the 
simulation.  
The remaining two function parameters, Qi and tT are determined by local 
conditions at the time of splay creation. They are unique for each splay and remain 
constant for the life of the splay. They both use information from the J-R plot (Figure 





























Figure A.36 – Changes in the acceleration factor. ε defines the shape of the discharge 
transfer function, drawn, in this illustration, from the perspective of the daughter channel. 
High values of ε means that the discharge transfer form the parent starts out slowly and 
accelerates through time. A low value of εmeans that the transfer begins initially at a high 
rate but slows with time. 
and 
d
EJ ∆=                                                                  [A.49] 
Gc is the gradient of the main channel, Gs is the gradient into the splay complex, α is the 
angle between the main channel and the splay, Q is the local discharge in the main 
channel, Qe is the local effective discharge in the main channel, ∆E is the elevation 
difference between the main channel and the splay, and d is the main-channel depth. The 




















































Figure A.37 – Determination of the initial discharge fraction (Qi) and the transfer time 
(tT). Both parameters are a function of the R- and J-factors.  




1                                                             [A.50] 
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with R and J defined in equations A.48 and A.49. The actual transfer time (in years) is 
found by multiplying tT by a user-defined, maximum transfer time. The maximum 
transfer time is typically 1000 years.  
The combination of Qi and tT creates an endless variety of possible discharge 
transfer function curves (Figure A.38). In situations where the main channel sits high 
relative to the surrounding floodplain (Figure A.38, Curve A), the transfer starts out with 
high values of Qi and proceeds rapidly. When the main channel is embedded in the 
floodplain, the transfer starts out with low values of Qi and takes more time to 
accomplish (Figure A.38, Curve D).  
Effective discharge passed to the splay complex is a function of the discharge 
transfer function (QTF) and is found from: 
sips QQeQe ⋅= ,                                                        [A.51] 
where Qes is the effective discharge assigned to the splay channel, Qep,i is the effective 
discharge coming into the node on the main channel along the upstream reach, and Qs is 
a scaling factor found by applying the QTF in equation A.44. The effective discharge in 
the main channel however, is not scaled by the QTF. This reflects a decrease in 
probability that nodes downstream of the splay complex will experience a flood event. 
The flood magnitude at any node is the ratio between the local discharge and the local 
effective discharge (Q/Qe). In other words, the flood magnitude is a measure of the 
amount of discharge at the node relative to the “channel-forming” discharge (i.e., Qe) at 
this node. The channel-forming discharge at a node is derived during the previous model 
iteration (Stevens et al., 1975). For any given node downstream of a splay complex, the 
local discharge at the node decreases through time as the splay complex draws an 
increasing proportion of water from the main channel. The effective discharge, however, 
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Curve D: Qi = 0.010 tT = 1.00
Curve A: Qi = 0.100 tT = 0.10
Curve C: Qi = 0.025 tT =  0.40
Curve B: Qi = 0.050 tT = 0.20
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Figure A.38 – Variability in the discharge transfer function. Variability of the QTF may 
arise due to variations in the initial discharge fraction (Qi) and transfer time (tT). All four 
curves are drawn from the perspective of the daughter channel and a constant 
acceleration factor (ε). 
remains constant. Thus, over time, the main channel at this node becomes increasingly 
“underfit” revealed by a flood magnitude less than 1 and decreasing over time, all other 
 354 
things being equal. Flood events (i.e., Q/Qe > 1) in downstream nodes may occur when 
the external-discharge function generates a value that exceeds the local Qe at these nodes, 
even after subtracting discharge sent into the splay complex.  
Figure A.39 shows a simple example of this process. This example assumes that 
discharge, Qi, enters a node on the main channel. Discharge increases linearly over 1000 
years (heavy green line, coincident with the heavy red dashed line). The effective 
































Figure A.39 – Example of the discharge function in action. See text for explanation. 
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complex discharge and effective discharge (blue lines) steadily increases over time as 
dictated by the QTF. The discharge in the main channel sent downstream (solid red line) 
initially increases due to the global increase in discharge coming from upstream. As the 
splay complex siphons off more of the discharge, the main-channel discharge rapidly 
declines. The effective discharge of the main channel (dashed red line) does not change 
from that of the effective discharge entering the node. Consequently, the flood magnitude 
of the main channel (Figure A.40), decreases, slowly at first, but much faster as the splay 
captures more of the flow. Consequently, the likelihood that splays may form along the 






















Figure A.40 – Variation if the flood magnitude.   
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A.7.3 Intra-Splay Channel Initiation 
In contrast to the procedure of creating a new splay complex, creating a new 
distributary within a splay complex involves a fewer number of conditions as well as a 
more relaxed threshold (Figure A.41). A new distributary may be created if the neighbor 
cell or neighbor-2 cell of a node on a splay channel is unoccupied by another channel. 
Unlike the algorithm discussed above, this algorithm only makes one pass, upstream to 
downstream, through all the nodes of the splay channel. Furthermore, it only examines 
the neighbor and neighbor-2 cells adjacent to the node, not every cell. Another difference 
is that this algorithm may create as many new distributaries on a given splay channel as 
possible. It is not constrained to some user-defined limit nor does it look for the best site.  
Each node of the splay channel is examined for suitability before being allowed to 
host a new daughter channel. The first three criteria are all related to implementation 
issues. The fourth criterion however, is geological related. 
 
• There cannot already be an existing daughter splay at this node.  
• The destination cell (that is, the second node of the proposed channel) 
specified by the neighbor-cell array cannot already be occupied by another 
channel and it must lie within the model. If the conditions are not met, the 
algorithm checks the destination cell using the neighbor-2 cell array. 
• The first node is not allowed to host a daughter splay channel. The last 
node may not host a daughter channel if the channel exits the model (TNS 
= -1) or if the channel terminates into another channel (TNS > 0). If the 
channel terminates on the floodplain (TNS = -3) or into a pond (TNS = -
2), the channel may not host a daughter splay channel but the algorithm 
checks to see if the channel may be extended.  
































Figure A.41 – Logic flow for creating a splay channel within a splay complex.  
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Since the process of creating splay channels is somewhat scale-free (Smith et al., 
1989), the algorithm for creating new splay complexes is recursive (Figure A.42). If a 
new complex is created (that is, a new trunk channel), logic for splay channel initiation is 
called for this new trunk channel to see if local conditions support the creation of 3rd-
order channels on any of its nodes. If new channels are created, the splay channel 
initiation algorithm is called again to see if local conditions on any node of the 3rd-order 
channels support the creation of 4th-order daughters. This process continues until no more 
new channels are created. During this recursion, the discharge distribution and all channel 
properties are revised whenever a new channel is created. The algorithm considers this 














Figure A.42 (Facing Page)– Recursive nature of creating channels in splay complexes. 
Every time a new splay channel is created, the algorithm recursively investigates all 
nodes in the complex and creates lower-order channels whenever local conditions allow. 
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A.7.4 Splay Channel Routing 
Channel routing involves determining the path that a splay channel should follow 
given a starting point and the local topography. The algorithm that routes splay channels 
does so from upstream to downstream. For channels in splay complexes, this mimics the 
real behavior of the fluvial system.  
Splay channels are propagated from cell-to-cell following the surface gradient 
stipulated by the neighbor cell array until a terminating criterion is reached. These criteria 
are similar to those used for propagating the initial main channel but with a few important 
differences (Figure A.43). In general, the rules used for the main channel are relaxed for 
splay channels. Specifically, splay channels may exit the model through any side. Unlike 
main channels, splay channels may terminate if they reach a pond cell.  
In addition, splay channels may terminate on the floodplain. I use the Shield’s 
shear stress criterion to determine if a splay channel may propagate across the floodplain 
(Chadwick and Morfett, 1993; Talling, 2000). The assumption of this method is that the 
splay channel terminates when it is no longer capable of carrying the imposed load. 







=τ*                                                                [A.52] 
where τ* is the dimensionless shear stress, ρw is the density of water (kg/m3), ρg is the 
grain density (kg/m3), S is the channel slope, and Dm is the mean grain diameter (m). The 
channel terminates when: 
056.0* <τ                                                                         [A.53] 
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Figure A.43 – Allowable termination criteria for splay channels.  
If local conditions change causing dimensionless shear stress to increase above 
0.056, the model tries to extend the channel. Similarly, if at any time the dimensionless 
shear stress at a particular node falls below 0.056, all nodes downstream of this node are 
abandoned. Splay channels may also terminate if they intersect a pre-existing channel. 
There are several pitfalls that must be avoided (Figure A.44). Channels may not loop 
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back onto themselves, nor may they intersect a channel in such a position that the 
intersection is upstream of the junction node of the splay. In addition, splay channels are 
not allowed to cross one another. Finally, a channel may not converge into a node if that 
node already has a converging channel. If any of these conditions occur, the channel fails 








Figure A.44 – Invalid splay-channel termination criteria and geometries.  
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A.8 AVULSIONS AND OTHER CHANNEL ABANDONMENT PROCESSES 
A.8.1 Types of Avulsions 
Avulsions occur in four different settings within FLUVSIM’s model space. Type-
1 avulsions involve the abandonment of a main channel and the promotion of a path 
within the splay complex to main-channel status. Type-2 avulsions involve abandonment 
of entire splay complexes or intra-splay channel abandonment and associated channel 
reorganization within a splay complex. Type-3 and 4 avulsions represent two 
mechanisms designed to simulate upstream avulsions. Other related processes in 
FLUVSIM include lateral main-channel migration and main-channel shortening.  
The general logic flow for all of these processes is as follows: 
 
if (∆t1 > Tm or ∆t2 > Tm) { 
 Main Avulsions (Type-1 avulsion) 
 Intra-splay Avulsions (Type-2 avulsion) } 
else { 
 Intra-splay Avulsions (Type-2 avulsion) 
 Main Avulsions (Type-1 avulsion) } 
Upstream Avulsion (Type-3 avulsion) 
Lateral Migration 
Channel Shortening 
Upstream Avulsion (Type-4 avulsion) 
 
where ∆t1 is the elapsed time since the last avulsion, ∆t2 is the elapsed time since the last 
major avulsion, and Tm is the maximum avulsion interval (default is 10,000 years). With 
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respect to measuring avulsion interval, a major avulsion is defined as an avulsion that 
changes the location of the last node of the main channel. Otherwise, an ordinary 
avulsion occurs when a portion of the main channel changes location. 
A.8.2 Factors Required for Avulsions to Occur 
The logic for avulsions (both type-1 and –2) in general contains two steps. First, 
the algorithm checks local conditions to see if a threshold has been crossed. If the 
threshold has been crossed, the second step is invoked and the avulsion is executed. This 
step mainly involves rearranging the channel network to mimic stream capture and 
abandonment. Since the two avulsion types involve different settings, two different 
criteria are used to define the threshold. The process of rearranging the channel network 
after an avulsion is the same in both cases.  
A type-1 avulsion is one possible outcome of splay growth and evolution (Figure 
A.45). Splay evolution is largely a function of the ability of the system to move water 
(and by implication, sediment) from the main channel, through the crevasse notch, and 
into the splay complex. The rate of discharge transfer is determined by the discharge 
transfer function (QTF). The QTF describes the amount of discharge partitioned between 
the main channel and the splay complex. The duration of this transfer in years, called the 
transfer time, T, is found from: 
mT ttT ⋅=                                                                         [A.54] 






1                                                                       [A.55] 
where R is the gradient advantage (equation A.48) and J is the relative channel elevation 
(equation A.49). The transfer time serves as the main criterion for establishing if an 
avulsion is warranted. If the age of the splay complex exceeds the transfer time, the 
avulsion logic is initiated. Larger gradient advantages and greater relative channel 
elevations tend to reduce the amount of time required for the channel age to exceed the 
transfer time. However, this does not necessarily guarantee that an avulsion occurs at the 









Figure A.45 – Type-1 avulsion. (A) Pre-avulsion geometry consists of the main channel 
and two splay complexes. (B) Post-avulsion. The old main channel has been abandoned 
in favor of a path through the old blue splay complex. The old purple complex must be 
abandoned also. Due to the bookkeeping requirement in the program logic, the old blue 
splay complex is reorganized into four new complexes. 
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One condition that must exist is that the gradient at the notch node of the trunk 
channel must be positive (that is, the trunk channel must be flowing downhill). As will be 
explained below, this is a criterion for abandoning the trunk channel in a type-2 avulsion. 
Therefore, if the trunk channel is to be abandoned anyway, there is no point in allowing 
the main channel to avulse into it. Another necessary condition for a type-1 avulsion to 
occur is that there must exist a sufficiently developed splay complex for the main channel 
to avulse into (Fielding, 1986). For the purposes of this model, “sufficiently developed” 
means that there exists at least one path through the splay complex from the spay site to 
the edge of the model (Figure A.46). A path is defined as a route through the channel 
network, from node to node, via the connecting reaches, from upstream to downstream, 
and never repeating a node or reach. The path is not required to follow the splay-complex 
trunk channel.  
Type-2 avulsions take place within a splay complex and involve the abandonment 
of one or more splay channels. Smith et al. (1989) called this “an essential and 
continuous process throughout the evolution of a splay or splay complex.” Unlike 
avulsions involving the main channel, abandoned splay channels do not form clay plugs. 
Two types of channel abandonment may occur (Figure A.47).  
Type-2 avulsions are not avulsions in Allen’s (1965b) use of the term, but they do 
agree with Elliott’s usage (1974). Since they involve many of the same procedures as 
type-1 avulsions, they are discussed here. A type-2A avulsion involves a situation where 
the entire splay complex is abandoned. Either of two conditions are required for this to 
occur: (1) if the gradient between the junction node and the notch node of the trunk 
channel is negative; or (2) if the current gradient advantage (Gsplay/Gmain) of the trunk 
channel becomes less than one (Smith et al., 1989). Since the trunk channel is not 
deemed to be a viable channel based on these criteria, it is assumed that all descendants 
of this channel are not viable either and therefore, are all deleted.  
 
 367 
Defining a Path from
an Avulsion Node to





Figure A.46 – Avulsions and paths. For an avulsion to occur, there must be a path 
between the avulsing node and the edge of the model. This hypothetical example shows 
eight possible paths.  
The second type (type-2B avulsion) involves a situation wherein only a portion of 
the splay complex is lost. A type-2B avulsion will occur if the dimensionless shear stress 
at any node within the splay complex falls below 0.056. An exception to this criterion 
occurs when the node in question is the last node of a channel because this is a normal 
terminating criterion. If the shear stress falls below this threshold, all nodes downstream 
of this node are deleted from the channel. If any of these nodes should have daughter 
channels, they are deleted in their entirety. If the node with the low shear stress value 
happens to have a daughter channel, the daughter channel captures all of the flow from 
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the parent. This process is geometrically identical to a type-1 avulsion (Figure A.45). If 
the low shear stress occurs at the first node of a splay channel, the entire channel and all 














Figure A.47 – Type-2 avulsions. (A) An entire splay complex is abandoned, usually 
because the gradient advantage into the complex has been lost through sediment 
accumulation in the splay. All nodes in the complex must be abandoned. (B) Loss of a 
portion of a splay complex usually because the local shear stress has fallen below the 




A.8.3 Channel Abandonment Implementation Issues 
If an avulsion is warranted (type-1 or type-2), the model passes control over to a 
series of functions that manage the channel or node abandonment and rearrangement of 
information within the channel network. Even in the simplest case, this transfer involves 
several steps. Figure A.48 illustrates this process involving a type-1 avulsion but in 
general, these and similar steps apply to type-2 avulsions as well. 
 
• All nodes on the main channel downstream of the avulsing node (node 
number “n”) are deleted from the channel object representing the main 
channel. All nodes on the main channel between node 1 and node n are 
unaffected. The cells corresponding to the deleted nodes are designated as 
an abandoned channel and the scour and aggradation amounts destined for 
these cells are converted into a clay plug. 
• Each node of the capturing channel is copied, renumbered (beginning with 
n+1) and appended onto the end of the main channel. This is done node-
by-node in a process called “following the avulsion path.” The capturing 
channel is deleted. 
• Network information in all channels (channel number, parent channel 
number, parent node number, daughter channel number, converging 
channel number, converging node number, terminal node status, and 
terminal node number) is updated to reflect changes to the channel 
network done in step 2 (Tables A.3, A.4). 
 
Note that even though this process simulates the capture of all of the flow in 
channel 1 by a splay complex originating with channel 2, the tabulated summary (Table 
A.3 and Table A.4) makes it appear as if channel 4 is lost. However, this is merely an 
illusion as an examination of the network diagram reveals that, geometrically, the channel 
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object (which was called number 2) actually has captured the flow from channel one. 
However, since channel network rules state that the main channel shall always be 
designated channel 1 and the channel numbers run from 1 to N with no gaps, the transfer 
actually requires re-numbering the channel objects after an avulsion. Much of the 
computational effort expended following an avulsion is devoted to ensuring that the 













































Figure A.48 – Network bookkeeping related to avulsion. In this hypothetical example, 
channel number 1 (the red channel) avulses into channel number 2 (the blue channel). 
Consequently, the nodes formerly on channel number 2 are re-assigned to channel 





CN NN PCN PNN DCN CCN CCN TNS TNN 
1 1 0 0 -- -- -- -1 0 
1 n -- -- 2 0 0 -- -- 
1 n+1 -- -- 0 0 0 -- -- 
1 n+2 -- -- 0 0 0 -- -- 
1 n+3 -- -- 0 0 0 -- -- 
2 1 1 n -- -- -- -1 0 
2 2 -- -- 0 0 0 -- -- 
2 3 -- -- 3 0 0 -- -- 
2 4 -- -- 0 0 0 -- -- 
2 5 -- -- 0 4 2 -- -- 
3 1 2 3 -- -- -- -1 0 
3 2 -- -- 4 0 0 -- -- 
3 3 -- -- 0 0 0 -- -- 
4 1 3 2 -- -- -- 2 5 
4 2 -- -- 0 0 0 -- -- 
Table A.3 – Pre-avulsion network configuration. CN = channel number, NN = node 
number, PCN = parent channel number, PNN = parent node number, DCN = daughter 
channel number, CCN = converging channel number, TNS = terminal node status, TNN 
= terminal node number. 
CN NN PCN PNN DCN CCN CCN TNS TNN 
1 1 0 0 -- -- -- -1 0 
1 n -- -- 0 0 0 -- -- 
1 n+1 -- -- 0 0 0 -- -- 
1 n+2 -- -- 2 0 0 -- -- 
1 n+3 -- -- 0 0 0 -- -- 
1 n+4 -- -- 0 3 2 -- -- 
2 1 1 n+2 -- -- -- -1 0 
2 2 -- -- 4 0 0 -- -- 
2 3 -- -- 0 0 0 -- -- 
3 1 2 2 -- -- -- 1 n+4 
3 2 -- -- 0 0 0 -- -- 
 
Table A.4 – Post-avulsion network configuration. CN = channel number, NN = node 
number, PCN = parent channel number, PNN = parent node number, DCN = daughter 
channel number, CCN = converging channel number, TNS = terminal node status, TNN 
= terminal node number. 
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Several specific geometric situations deserve special consideration. Figure A.49-1 
illustrates a situation where daughter channels exist downstream of an avulsing node. 
These channels are always deleted. In general, any channel, which is downstream of a 
node to be deleted during any channel abandonment process, will be deleted in its 
entirety. If however, a channel should converge into a portion of the network that is to be 












Treatment of channel descendants




Figure A.49 (Facing Page) – Special treatment during avulsions. (1) All descendents of 
the abandoned portion of a channel are also abandoned. (2) If there should be a channel 
converging into any portion of a channel to be abandoned, the converging channel will 
adopt the nodes downstream of the converging node.   
____________________________________________________________________ 
 
Another set of situations arises during the node transfer when the avulsing 
channel must follow a path (Figure A.50). This occurs during a type-1 avulsion and is 
required so that the main channel will be ensured to exit the model. In the first situation, 
the splay channel that the main channel is following as it propagates through the splay 
complex terminates into another splay channel. This other splay channel (blue in Figure 
A.50-1) does not have to belong to the splay complex receiving the avulsion. Since it has 
been determined by the algorithm that the path to the edge of the model follows the blue 
channel, the nodes downstream of the converging node are cut from the receiving channel 
and transferred to the propagating main channel. Rather than terminating at the edge of 
the model, the receiving channel now terminates into the main channel.  
The second situation occurs where a daughter channel exists along the path 
channel that the avulsing channel is following (Figure A.50-2). If the avulsing channel is 
the main channel, and only one of the two branches is a path (i.e., it leads to the edge of 
the model), then the main channel will follow the path. If the algorithm has determined 
that both branches are paths, that is, the edge of the model may be reached from either 
branch, a shear stress criterion is used to determine which branch to take. If the avulsing 
channel is a splay channel, either branch may be followed and the shear stress criterion is 
used. To determine which branch to take, the algorithm chooses the path with the greatest 
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Figure A.50 – Special considerations in type-1 avulsions. (1) Should the path which the 
main channel is establishing converge into another, the main channel will adopt the nodes 
downstream of the converging node and the intercepted channel will be truncated to 
converge into the main channel. (2) If the path, which the main channel is following, 
comes to a junction node where both branches are paths to the edge of the model, the 
main channel will follow the branch with the greatest dimensionless shear stress.  
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A.9 MAIN-CHANNEL PROCESSES 
FLUVSIM simulates several processes that operate on the main channel only. 
These include aggradation and scour, lateral migration, channel shortening, and two 
processes which simulate upstream avulsions by altering the location of the input node. I 
will begin this section with a discussion of the steps involved with creating the initial 
channel at FLUVSIM startup.  
A.9.1 Creating the Initial Main Channel 
During FLUVSIM initiation, the program creates a single, main channel. The 
location and plan form geometry of the initial channel varies according to the topography 
of the initial surface. In the default case, the initial surface is an inclined, planar surface. 
In this case, the initial input node is located in the cell located at (x,y) = (1,Ny/2) where 
Ny is the number of cells in the y-direction. Since the initial surface is smooth, the initial 
channel follows the steepest gradient directly across the model and exits at (x,y) = 
(Nx,Ny/2) where Nx is the number of cells in the x-direction.  
When the initial surface is not smooth, the location and plan form geometry of the initial 
channel is not so straightforward. The program locates the input node in the cell (x,y) = 
(1,y0) where y0 is the cell with the lowest elevation of all cells along the x=1 column. 
From here, the program propagates a channel from cell to cell, following the surface 
gradient defined by the neighbor cell array. A normally terminating channel is one that 
exits the model through an allowable cell. There are three abnormal terminating 
conditions that the algorithm looks for (Figure A.51). The first is when the channel exits 
the model through a non-allowable cell. The non-allowable cells are the cells on the up-
gradient edge of the model (x = 1, y = any cell) and a portion of the cells along the sides 
of the model: (x < Nx/2, y = 1) and (x < Nx/2, y = Ny). The second abnormal termination  
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Normal Channel Term ination
Impossible Channel Geometry Term ination into Pond
Invalid Side Cell Exit
A0061  
Figure A.51 – Creating the main channel. Valid and invalid planform geometry of the 
main channel. See text for details.  
involves impossible channel geometries such as when the channel loops back and 
intersects or crosses itself. The final abnormal situation occurs when the channel 
propagation logic intersects a closed basin or pond. If any of the three abnormal 
termination conditions are detected by the propagation algorithm, it backs up along the 
channel path and attempts to find a new path that avoids the abnormal condition. The new 
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path that it tests involves using the second neighbor array. If this path also results in an 
abnormal termination, the algorithm backs up one again and tries an alternate path at this 
location. This process is repeated until either an acceptable path is found or the algorithm 
concludes that all paths leading away from the current input cell lead to abnormal 
terminations. If this occurs, a new input cell is chosen and the process is repeated. If none 
of the paths starting from cells along the x = 1 column leads to an acceptable path, the 
program terminates with an error. 
The procedure for specifying the location of the initial channel is unrealistic in 
that there are no associated splay-complex precursor deposits. The channel initiation 
logic only places the channel on the model surface. Subsequent functions define the 
channel properties and behavior.  
A.9.2 Lateral Migration and Channel Shortening 
A number of conditions with respect to a specific main-channel node must be 
satisfied before lateral migration can occur.  
 
• The accommodation in the cell corresponding to the current node must be 
less than zero (Figure A.52). Lateral migration can only occur during 
periods of degradation.  
• The accommodation of the destination cell must be less than or equal to 
the accommodation of the cell containing the current node (Figure A.52). 
In other words, the accommodation in the destination cell must be more 
negative than the accommodation at current node, since the 

































Figure A.52 – Lateral migration of the main channel. The upper diagram is a profile 
section along A-A’ (lower right). It shows the elevation of the eight cells surrounding the 
current node (heavy black line), the base level profile elevation (blue line), and the 
average elevation of the eight cells (dashed black line). The destination cell of a lateral 
migration depends on the specific channel geometry. For a migration to occur, a number 
of conditions must be satisfied. See text for explanation. 
• The average relief of the eight adjacent cells must be greater than zero 
(Figure A.52). In other words, the channel must, on average, be lower than 
the surrounding floodplain.  
• The destination cell for the lateral move is determined by the specific 
geometry of the channel between the nodes immediately upstream and 
downstream of the current node.  
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There are eight possible channel geometries that must be considered (Figure 
A.53). With rotation and mirror images, the number of possible cases expands to 64. Of 
the eight basic cases, six involve one, and only one possible destination cell. In the 
seventh case, there are two possible destination cells and in the eighth case, the lateral 
move involves adding one node to the channel with two possible routes. Based on the 
geometry of the existing channel, the algorithm must determine the location of the 
destination cell or cells. For case seven with two possible destinations, the algorithm 
chooses the cell with the lowest accommodation (greatest amount of negative 
accommodation). The sum of the accommodation for the pair of destination cells is used 
as a determining criterion for case 8. If for some reason, a valid destination cannot be 
found, the lateral move will not take place for the current node.  
 
• The destination cell must not already be occupied by another channel. If it 
is, the lateral move is disallowed.  
• The channel is not allowed to migrate to certain cells when the current 
node is the last node of the channel (Figure A.54). These cells are located 
on the margins of the model at x-coordinates less than or equal to Nx/2 –2 
where Nx is the number of x cells and y-coordinates equal to 1 or Ny 
where Ny is the number of y cells. This rule prevents the last node of the 
channel from migrating too far up regional gradient thus creating short 
channels. 
• Finally, the current cell may not have a daughter channel or a converging 
channel. If it does, the lateral move is disallowed. This was implemented 
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Figure A.53 – The eight possible destination cells. The destination cell during a lateral 
migration depends on the specific geometry of the main channel adjacent to the moving 
node. In two cases, there are two possible post-move configurations. One of these 











Figure A.54 – Restricted cells with respect to lateral migration. A lateral migration is not 
allowed if the destination cell encroaches into restricted cells along the model margins.  
Lateral channel migration does not take into account the composition of the 
removed sediments (Hudson and Kesel, 2000).  
The lateral migration process results in a main channel that is the same length or 
longer than the pre-lateral migration channel. If unchecked, the procedure outlined above 
could result in a channel of length such that it would completely fill the available model 
space. To prevent this from happening, a companion function examines the main channel 
to see if it may be shortened. For any given node, the channel shortening process will 
result in at least one node deleted downstream of the given node (Figure A.55). The 
criteria for shortening the channel are based on the local channel geometry.  
 
• For a given node (node number n called the source node), there must exist 
a node numbered n+2 or greater (the destination node, called n’) within 
one cell of the given node.  
• None of the nodes between n and n’ may have a daughter channel or 
converging channel. This rule was implemented to simplify the program.  
• The cell containing the destination node, n’, must have a lower surface 
elevation than the elevation of the cell containing the source node, n.  
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Figure A.55 – Channel shortening. In this illustrative example, the main channel is 
shortened by three nodes.  
If all three criteria are met for a given node, the channel will be shortened. After 
deleting the indicated nodes, the amount of sediment destined to be deposited in the cells 
formerly containing these nodes is re-designated as lateral channel fill.  
A.9.3 Changes to the Input Node 
Two separate functions perform an input cell shift. The first function, called a 
type-3 avulsion, is similar in nature to a lateral migration described above. It examines 
the main-channel geometry in the first three columns (X=1 to X=3) of the model. If the 
channel in the first three columns is in any arrangement other than a straight-line path 
between the cells (1,inY) and (3,inY), the channel is straightened such that it runs from 
(1,y) to (3,y) where y is the y-coordinate of the highest-numbered node in column 3. 
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Figure A.56 – Type-3 avulsion. This involves the lateral migration of the main channel 
input node to straighten the channel between x=1 and x=3. The upper three diagrams 





All nodes between the original input node and the first unaffected node are 
deleted and the amounts destined to be deposited in these cells from scour and 
aggradation are replaced by abandoned channel fill. The only restriction is that none of 
the deleted nodes may have a daughter of converging channel. If any of these node do 
have one of these channel, the process is disallowed.  
The second function that results in an input cell shift is more radical in nature. It 
is similar in function to Mackey and Bridge’s (1995) upstream avulsion except that in 
FLUVSIM, the execution of this process is fully deterministic, not stochastic as their 
process is. This function, called a type-4 avulsion, completely abandons the current 
channel network and replaces it with a single, main channel starting from a new input 
cell. Two conditions are tested first to see if this operation may proceed: 
 
• There is one and only one channel (the main channel present) 
or 
• The amount of time since the last major avulsion is greater than the user-
defined maximum avulsion interval (default is 10,000 years). 
 
If either of these conditions is true, the algorithm proceeds to the next step. The 
algorithm searches for the cell along the x = 1 column for the cell with the following 
characteristics (Figure A.57): 
 
• The cell cannot be the current input cell. 
• The cell cannot be a closed basin. 
• The elevation of the surface in the cell must be less than the elevation of a 
point halfway between the surface and the channel bed in the current input 
cell. 
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3 -- E > Et
4 -- Invalid path

















Figure A.57 – Type-4 avulsion. This process involves a radical abandonment of the 
entire main channel in favor of another position in the model.   
• A channel starting in the cell must be able to locate a valid path to the 
edge of the model. 
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• The cell must be the cell with the lowest elevation out of all cells 
satisfying the above criteria.  
 
If a new input cell is found based on these five criteria, a new channel is created. 
If the new channel is successfully created, the algorithm abandons the original main 
channel (and any associated splay complexes) replacing it with a clay plug, updates all 
arrays, and finds the channel properties for the new channel. If the new channel could not 
be successfully created, it is destroyed and the original main channel (and associated 
splay complex) is retained.  
A.10      FUZZY LOGIC AND SPLAY SEDIMENTATION 
Fuzzy logic is an extension of conventional logic. Both fuzzy logic and 
conventional logic begin with classifying things (objects, object properties, concepts, 
ideas, system states, etc.) into categories. All things that possess characteristics similar to 
those that define the basis for classification are said to belong in the same universe of 
discourse or domain. Domains are physical variables defined over a specified range of 
values that are usually, but not required to be, real or whole numbers. The categories into 
which these things are classified are known as linguistic variables or simply, as sets. For 
example, sand grains are a collection of objects, all possessing common, measurable 
characteristics. Grain diameter is one characteristic that may be used as a basis for 
classification and comparison among all instances of grains under consideration. Thus, 
the universe of discourse or domain in this example is the grain diameter. This domain 
will be defined to be positive, real numbers. Within this domain, we can define categories 
or sets of grain size (fine, medium, and coarse, for example). For any given grain, the 
grain diameter defines which category or set to which it belongs. 
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In conventional logic, a given instance (or value) of a variable may belong to one 
and only one set of all sets defined in a given domain. Thus, a grain that has a diameter of 
0.49999 mm would be classified as <medium> whereas a grain with a diameter of 0.5001 
mm would be classified as <coarse> (Nordlund, 1996). In conventional logic, 
membership of a specific value in a specific set is an either/or situation. A particular grain 
is medium-sized or it is not. The difficulty in the conventional approach arises when the 
definitions of <medium> and <coarse> become too restrictive. For example, we may 
have defined a process that treats <medium> sized grains far differently than that of 
<coarse> grains. Fuzzy logic eliminates the restrictive set definitions of conventional 
logic by allowing each single instance of a domain value to belong to more than one set. 
The boundaries of a fuzzy set (Zadeh, 1965) are gradational and overlap adjacent sets. In 
this manner, fuzzy logic recognizes that there is an inherent uncertainty or imprecision 
with linguistic variables such as <medium> and <coarse> and recognizes the existence of 
a continuum between the classes (Nordlund, 1996). Thus, a given grain may 
simultaneously possess the qualities of <medium> and <coarse> to some degree (Figure 
A.58). In this manner, fuzzy logic can incorporate qualitative information without a loss 
of precision. 
Fuzzy logic addresses the intrinsic imprecision that is built into the object or 
event. Fuzziness is a measure of how well an instance (value) conforms to a semantic 
ideal or concept called the linguistic variable (Figure A.58). In fact, for any given value 
in a given domain (for example "grain diameter"), we may evaluate the "trueness" of this 
value relative to any of the linguistic concepts or fuzzy sets of grain diameter we may 
choose to define (for example <fine>, <medium>, <coarse>, etc.). The truth ranges 
between 0 (no truth, no relationship to linguistic ideal) to 1 (completely true, complete 
conformity with linguistic ideal). These concepts for amount will overlap with each other 
to various degrees depending on the context of the situation. Each specific domain value 
possesses a specific truth-value for each fuzzy set defined over the range of the domain. 
For example, a grain diameter of 0.475 mm conforms to the linguistic concept of 
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<medium-grained> to a degree of 0.80 while simultaneously conforming to the concept 
of <coarse-grained> to a degree of 0.20. Since truth-values are not probabilities, there is 
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Figure A.58 – Crisp vs. fuzzy sets. A crisp set representation divides an otherwise 
continuous variable into discrete, mutually exclusive categories. Grains are arbitrarily 
placed into medium or coarse categories based on grain diameter (a continuous variable). 
A fuzzy-set representation allows any single grain to belong to one or more categories 
and to measure the degree to which the grain belongs in each category. For example, a 
grain with a diameter 0f 0.475 mm belongs to the set medium grained to a degree of 0.80 
and to the set coarse to a degree of 0.20. 
The apparent qualitative part of the analysis comes about because we map the 
crisp process variable values onto one or more qualitative linguistic variables. The 
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process parameter is always quantitative and remains so throughout the analysis. This 
mapping involves determining the degree of conformity that exists between the crisp 
process parameter value and the truth functions for each premise linguistic variable. The 
truth functions that describe the linguistic variables provide the quantitative link between 
the process variable and the linguistic variables The next step involves mapping the 
premise linguistic variable onto conclusion linguistic variables and finally, mapping these 
conclusion linguistic variables back onto the response parameters. This process is similar 
to analyses that involve LaPlace transforms or moving the domain of an analysis from 
real numbers into imaginary numbers and back again.  
Fuzzy inference is a five-step process (Figure A.59): 
 
Step 1:  Determine the values for each input domain. 
Step 2:  Fuzzify each input value by computing the degree of membership in 
each fuzzy set defined for the domain.  
Step 3:  Evaluate each rule in the fuzzy system and modify its conclusion fuzzy 
set according to the combined truth of the antecedents. 
Step 4:  Construct the composite conclusion set(s) in the output domains. 
Step 5:  De-fuzzify the conclusion set(s) to produce crisp numbers. 
 
The fuzzy logic algorithm used in FLUVSIM is described in Masters (1993) and 
is a slightly modified version of the logic implemented in FUZZIM, a program written by 
Dr. Ulf Nordlund (personal communication, 1995, (Nordlund, 1996; Nordlund and 
Silfversparre, 1995). Most of what follows is concerned with describing the fuzzy logic 
system implemented in FLUVSIM. As used here, the term system refers to a specific 
















































A 0124  
Figure A.59 – Overview of the fuzzy logic procedure.   
A.10.1 Determination of Distance in Distal Splays 
The first of the three inputs is the channel distance between the junction node and the 
cells in the splay complex. Determining the distance to cells in the proximal portion of 
the complex is straightforward. This distance is the stream length of the corresponding 
channel node (a channel node property) less the stream length of the main channel at the 
junction node. In the distal splay, this process is somewhat more complicated, partially 
because the distal splay cells must be identified first. Distal splays are not represented by 
a collection of objects such as proximal splays are. Instead, the cells belonging to the 
distal portion of a particular splay are identified by means of an iterative function that 
searches for cells that may be flooded by the proximal portion of a splay (Figure A.60).  
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Proximal Splay Node which m ay generate DISTAL SPLAY CELLS
A0103a  
Figure A.60 – Proximal and distal splays. Only certain nodes in the proximal splay may 
generate distal splay cells and only when these cells are downgradient of the proximal 
splay nodes.   
This process begins by “seeding” the flooded cell array. The flooded cell array 
indicates the cells through which water would flow following a downhill path, given the 
location of the sources. The sources, in this case, are the cells in the proximal splay that 
may potentially generate distal splay cells. By definition, the cells in the proximal splay 
that may generate distal splay are associated with nodes on channels in the proximal 
splay channel complex located more than 75% of their respective channel lengths from 
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the junction with the main channel. Whether or not these nodes may actually generate 
distal splay cells, and the extent that the distal splays self-propagate, are a matter of local 
topography, nearby channel geometry, and geomorphic accommodation space.  
Once the flooded cell array is seeded, the algorithm proceeds on to the next step. 
Here, it searches all of the cells looking for those that are not flooded. When it finds an 
un-flooded cell, it looks at the cell’s eight adjacent cells to see if any of them are flooded. 
If the algorithm finds an adjacent flooded cell, it then looks to see if this flooded cell is 
higher than the un-flooded cell. If it is higher, then presumably, it could allow water to 
flow from it into the un-flooded cell. The un-flooded cell is marked as flooded, and the 
algorithm moves on to the next cell. If the adjacent flooded cell is lower than the un-
flooded cell, nothing happens and the algorithm moves on. If, in a given iteration, new 
cells are marked as being flooded, the algorithm makes another pass through all of the 
cells since the newly flooded cells may flood additional new cells. Only when no new 
cells are found does the algorithm stop. There are two caveats to the procedure just 
explained. The first is that the line between the adjacent flooded cell and the cell to be 
flooded may not cross or encroach onto cell possessing a channel centerline. 
Furthermore, adjacent cells already assigned to main-channel belts, proximal splays, and 
deltas are ignored. This prevents distal splay facies tract from “overrunning” existing 
higher-energy facies tracts. Secondly, distal splays may propagate onto the floodplain 
only as long as the geomorphic accommodation space is more than 5% of the levee 
height at the main channel—splay-complex junction node.  
When the algorithm determines the cells in the distal splay, it also determines the 
total distance from the main channel—splay-complex junction node. In the distal splay 
area, the distance is measured along flow lines, i.e., the path that one would follow, 
travelling from cell to cell in a down hill direction.  
All distances, regardless of proximal or distal status, are scaled to the channel 
width of the main channel at the reference section immediately upstream of the junction 







D ,=                                                              [A.56] 
where Dscaled is the scaled distance, D(x,y) is the distance between the junction node on the 
main channel and the location (x,y) within the splay complex (proximal or distal), and 
wmain is the width of the main channel at the reference section. FLUVSIM is designed to 
allow scaled distances to be between 0 and 400.  
A.10.2 Fuzzification of Input Domains 
The fuzzy logic system uses six domain variables: grain size, sorting, and amount 
of the sediment to deposit (the output domains) and distance, geomorphic 
accommodation and shear stress (the input domains). The input domains measure the 
state of the system at a particular point in space and moment in time. Before the fuzzy 
logic system can use this information however, it must be converted into the linguistic 
variables upon which the rules are based. This conversion is accomplished via the fuzzy 
set function defined for each domain (Zadeh, 1965). These functions describe the degree 
of conformity (or truth) between each value of the domain and the sets defined for the 
domain. The fuzzy sets in the domains must be defined before executing the program. 
Information that defines the sets and rules are kept in an external data file that is read at 
the beginning of program execution. Table A.5 shows the section of this file that contains 
the fuzzy set definitions. In its current form, FLUVSIM assumes that the fuzzy logic 
system (that is, the rules and sets) remains constant throughout the duration of the 
simulation. In general, however, there is nothing inherently wrong with devising a system 






001  GS_v_much_finer    1 3   -3.0 0.0    -3.0 1.0    -2.5 0.0 
002  GS_much_finer      1 3   -3.0 0.0    -2.5 1.0    -2.0 0.0 
003  GS_mod_finer       1 3   -2.5 0.0    -2.0 1.0    -1.5 0.0 
004  GS_finer           1 3   -2.0 0.0    -1.5 1.0    -1.0 0.0 
005  GS_somewhat_finer  1 3   -1.5 0.0    -1.0 1.0    -0.5 0.0 
006  GS_sli_finer       1 3   -1.0 0.0    -0.5 1.0     0.0 0.0 
007  GS_same_as         1 3   -0.5 0.0     0.0 1.0     0.0 0.0 
 
008  SORT_ext_better   2 3   0.000 0.0   0.000 1.0   0.250 0.0 
009  SORT_much_better  2 3   0.000 0.0   0.250 1.0   0.500 0.0 
010  SORT_better       2 3   0.250 0.0   0.500 1.0   0.750 0.0 
011  SORT_sli_better   2 3   0.500 0.0   0.750 1.0   1.000 0.0 
012  SORT_same_as      2 3   0.750 0.0   1.000 1.0   1.000 0.0 
 
013  DEPOSIT_v_thin    3 3    0.00 0.0    0.00 1.0    0.50 0.0 
014  DEPOSIT_thin      3 3    0.00 0.0    0.50 1.0    1.00 0.0 
015  DEPOSIT_same      3 3    0.50 0.0    1.00 1.0    1.50 0.0 
016  DEPOSIT_sli_thick 3 3    1.00 0.0    1.50 1.0    2.00 0.0 
017  DEPOSIT_mod_thick 3 3    1.50 0.0    2.00 1.0    2.50 0.0 
018  DEPOSIT_thick     3 3    2.00 0.0    2.50 1.0    3.00 0.0 
019  DEPOSIT_v_thick   3 3    2.50 0.0    3.00 1.0    3.00 0.0 
 
020  DIST_v_close   4 3      0.0 0.0      0.0 1.0    100.0 0.0 
021  DIST_close     4 3      0.0 0.0    100.0 1.0    200.0 0.0 
022  DIST_moderate  4 3    100.0 0.0    200.0 1.0    300.0 0.0 
023  DIST_far       4 3    200.0 0.0    300.0 1.0    400.0 0.0 
024  DIST_v_far     4 3    300.0 0.0    400.0 1.0    400.0 1.0 
 
025  GEOACCOM_v_little  5 3   0.000 0.0   0.000 1.0   0.167 0.0 
026  GEOACCOM_little    5 3   0.000 0.0   0.167 1.0   0.333 0.0 
027  GEOACCOM_same      5 3   0.167 0.0   0.333 1.0   0.500 0.0 
028  GEOACCOM_moderate  5 3   0.333 0.0   0.500 1.0   0.667 0.0 
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029  GEOACCOM_mod_great 5 3   0.500 0.0   0.667 1.0   0.833 0.0 
030  GEOACCOM_great     5 3   0.667 0.0   0.833 1.0   1.000 0.0 
031  GEOACCOM_v_great   5 3   0.833 0.0   1.000 1.0   1.000 1.0 
 
032  STRESS_v_lower    6 3    -2.0 1.0    -2.0 1.0    -1.0 0.0 
033  STRESS_lower      6 3    -2.0 0.0    -1.0 1.0     0.0 0.0 
034  STRESS_same       6 3    -1.0 0.0     0.0 1.0     1.0 0.0 
035  STRESS_higher     6 3     0.0 0.0     1.0 1.0     2.0 0.0 
036  STRESS_v_higher   6 3     1.0 0.0     2.0 1.0     2.0 1.0 
Table A.5 – Fuzzy set definitions.  
The first line tells the program how many sets there are. In the current version of 
FLUVSIM, there are 36 set defined in six domains. The next 36 lines contain the 
definition data for each set. The first piece of information is a unique number that 
identifies the set. Next comes the set name followed by the domain number and the 
number of points that define the fuzzy set function. Each point requires a pair of 
numbers, (x,y) with x representing the domain value and y representing the equivalent 
truth of that value (Figure A.61). I have chosen to represent all of the fuzzy sets in 
FLUVSIM with piecewise linear triangular functions although there is no general 
requirement in fuzzy system engineering that this must be so.  
Fuzzification is the process of associating a set of truth values with each input 






















































































































































































































































































































































































































































































Figure A.61 (Facing Page) – The 36 fuzzy sets.  
______________________________________________________________________ 
 
where n(x) is a measured value x in domain n, µn,1 through µn,m are the truth values for 
the m fuzzy sets defined in domain n, and → is the fuzzification operator. This operation 
is illustrated in Figure A.62. Once this step is complete, the algorithm moves onto 






























Figure A.62 – Fuzzification. Fuzzification involves evaluating the truth (µ) of the 
measured value n(x) with respect to all fuzzy sets defined in domain n. In this example, 
the value has a non-zero truth for sets 3 and 4.  
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A.10.3 Step Three: Fuzzy Rule Evaluation 
Fuzzy inference is the process of inferring the degree of causality between 
different model states. There is an expectation that a specific combination of input 
variables measured at a given place and time will correspond to a specific amount and 
type of sediment, all other things being equal. The basic statement in fuzzy inference that 
in part, establishes this causality is the proposition or fuzzy rule:  
IF n(x) IS <n(~A)> AND m(y) IS <m(~B)> … (etc.) THEN c IS <c(~C)> 
There are two main parts of a fuzzy rule: a set of antecedents or input premises 
and a consequent or conclusion premise. A proposition may contain one or more input 
premises but only one conclusion premise. This example proposition contains two input 
premises: “n(x) IS <~A>” and “m(y) IS <~B>”. All input premises in FLUVSIM are 
joined with the Boolean operator AND. More about the AND operator in a moment. In 
these premises, x and y are particular crisp values measured in their respective domains n 
and m. The notation <n(~A)> refers to fuzzy set “A” within domain n. To say that the 
premise “n(x) IS <n(~A)>” is to measure the degree of conformity (or truth) that exists 
between instance x and the fuzzy set <n(~A)>. In other words: 
( ) >⇒< Anxn ~)(   is the same as                                          [A.58] ( ) Anxn ,µ→
In a simple system such as the one used by FLUVSIM, it is advantageous to 
simplify the rule syntax to: 
IF <n(~A)> AND <m(~B)> … (etc.) THEN <c(~C)> 
Using this syntax, a typical rule as seen in the FLUVSIM rule dialog looks like: 
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IF <DIST_v_close> AND <STRESS_v_lower> THEN <GS_somewhat_finer> 
 
In the external fuzzy system data file the rules are written as: 
 
NO_OF_FUZZY_RULES 95 
001   20 32 00 00 00 00 05 00 00 00 00 00 00 
002   20 33 00 00 00 00 06 00 00 00 00 00 00 
003   20 34 00 00 00 00 07 00 00 00 00 00 00     etc. 
 
This file uses a shorthand method of rule specification. The first line specifies the 
number of rules (95). The next 95 lines in the file contain all of the information to 
construct the rules. Each line contains the following information: 
 









The numbers in the sections labeled antecedents and conclusion refer to the fuzzy 
set numbers discussed previously. For example, “20” is the set number for 
<DIST_v_close>. As implemented in FLUVSIM, the fuzzy logic engine allows for as 
many as six antecedents although the default fuzzy logic system uses only one or two in 
any one rule. The negation flags allow for the possibility of applying the Boolean NOT 
operator to any one of the six antecedent sets. The default system used by FLUVSIM 
does not employ this feature. Tables A.6, A.7, and A.8 illustrate the 95 rules used in 
FLUVSIM presented in a more English-like format.  
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1 IF <DIST_v_close> AND <STRESS_v_lower> THEN <GS_somewhat_finer> 
2 IF <DIST_v_close> AND <STRESS_lower> THEN <GS_sli_finer> 
3 IF <DIST_v_close> AND <STRESS_same> THEN <GS_same_as> 
4 IF <DIST_v_close> AND <STRESS_higher> THEN <GS_same_as> 
5 IF <DIST_v_close> AND <STRESS_v_higher> THEN <GS_same_as> 
 
6 IF <DIST_close> AND <STRESS_v_lower> THEN <GS_finer> 
7 IF <DIST_close> AND <STRESS_lower> THEN <GS_somewhat_finer> 
8 IF <DIST_close> AND <STRESS_same> THEN <GS_sli_finer> 
9 IF <DIST_close> AND <STRESS_higher> THEN <GS_same_as> 
10 IF <DIST_close> AND <STRESS_v_higher> THEN <GS_same_as> 
 
11 IF <DIST_moderate> AND <STRESS_v_lower> THEN <GS_mod_finer> 
12 IF <DIST_moderate> AND <STRESS_lower> THEN <GS_finer> 
13 IF <DIST_moderate> AND <STRESS_same> THEN <GS_somewhat_finer> 
14 IF <DIST_moderate> AND <STRESS_higher> THEN <GS_sli_finer> 
15 IF <DIST_moderate> AND <STRESS_v_higher> THEN <GS_same_as> 
 
16 IF <DIST_far> AND <STRESS_v_lower> THEN <GS_much_finer> 
17 IF <DIST_far> AND <STRESS_lower> THEN <GS_mod_finer> 
18 IF <DIST_far> AND <STRESS_same> THEN <GS_finer> 
19 IF <DIST_far> AND <STRESS_higher> THEN <GS_somewhat_finer> 
20 IF <DIST_far> AND <STRESS_v_higher> THEN <GS_sli_finer> 
 
21 IF <DIST_v_far> AND <STRESS_v_lower> THEN <GS_v_much_finer> 
22 IF <DIST_v_far> AND <STRESS_lower> THEN <GS_much_finer> 
23 IF <DIST_v_far> AND <STRESS_same> THEN <GS_mod_finer> 
24 IF <DIST_v_far> AND <STRESS_higher> THEN <GS_finer> 
25 IF <DIST_v_far> AND <STRESS_v_higher> THEN <GS_somewhat_finer> 
 
 
Table A.6 – Rules for grain size 
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26 IF <DIST_v_close> AND <STRESS_v_lower> THEN <SORT_better> 
27 IF <DIST_v_close> AND <STRESS_lower> THEN <SORT_sli_better> 
28 IF <DIST_v_close> AND <STRESS_same> THEN <SORT_same_as> 
29 IF <DIST_v_close> AND <STRESS_higher> THEN <SORT_sli_better> 
30 IF <DIST_v_close> AND <STRESS_v_higher> THEN <SORT_better> 
 
31 IF <DIST_close> AND <STRESS_v_lower> THEN <SORT_better> 
32 IF <DIST_close> AND <STRESS_lower> THEN <SORT_better> 
33 IF <DIST_close> AND <STRESS_same> THEN <SORT_sli_better> 
34 IF <DIST_close> AND <STRESS_higher> THEN <SORT_better> 
35 IF <DIST_close> AND <STRESS_v_higher> THEN <SORT_better> 
 
36 IF <DIST_moderate> AND <STRESS_v_lower> THEN <SORT_much_better> 
37 IF <DIST_moderate> AND <STRESS_lower> THEN <SORT_better> 
38 IF <DIST_moderate> AND <STRESS_same> THEN <SORT_better> 
39 IF <DIST_moderate> AND <STRESS_higher> THEN <SORT_better> 
40 IF <DIST_moderate> AND <STRESS_v_higher> THEN <SORT_much_better> 
 
41 IF <DIST_far> AND <STRESS_v_lower> THEN <SORT_ext_better> 
42 IF <DIST_far> AND <STRESS_lower> THEN <SORT_much_better> 
43 IF <DIST_far> AND <STRESS_same> THEN <SORT_better> 
44 IF <DIST_far> AND <STRESS_higher> THEN <SORT_much_better> 
45 IF <DIST_far> AND <STRESS_v_higher> THEN <SORT_ext_better> 
 
46 IF <DIST_v_far> AND <STRESS_v_lower> THEN <SORT_ext_better> 
47 IF <DIST_v_far> AND <STRESS_lower> THEN <SORT_ext_better> 
48 IF <DIST_v_far> AND <STRESS_same> THEN <SORT_much_better> 
49 IF <DIST_v_far> AND <STRESS_higher> THEN <SORT_ext_better> 
50 IF <DIST_v_far> AND <STRESS_v_higher> THEN <SORT_ext_better> 
 
Table A.7 – Rules for sorting. 
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51 IF <DIST_v_close> AND <GEOACCOM_v_little> THEN <DEPOSIT_v_thin> 
52 IF <DIST_close> AND <GEOACCOM_v_little> THEN <DEPOSIT_v_thin> 
53 IF <DIST_moderate> AND <GEOACCOM_v_little> THEN <DEPOSIT_v_thin> 
54 IF <DIST_far> AND <GEOACCOM_v_little> THEN <DEPOSIT_v_thin> 
55 IF <DIST_v_far> AND <GEOACCOM_v_little> THEN <DEPOSIT_v_thin> 
 
56 IF <DIST_v_close> AND <GEOACCOM_little> THEN <DEPOSIT_thin> 
57 IF <DIST_close> AND <GEOACCOM_little> THEN <DEPOSIT_v_thin> 
58 IF <DIST_moderate> AND <GEOACCOM_little> THEN <DEPOSIT_v_thin> 
59 IF <DIST_far> AND <GEOACCOM_little> THEN <DEPOSIT_v_thin> 
60 IF <DIST_v_far> AND <GEOACCOM_little> THEN <DEPOSIT_v_thin> 
 
61 IF <DIST_v_close> AND <GEOACCOM_same> THEN <DEPOSIT_same> 
62 IF <DIST_close> AND <GEOACCOM_same> THEN <DEPOSIT_thin> 
63 IF <DIST_moderate> AND <GEOACCOM_same> THEN <DEPOSIT_v_thin> 
64 IF <DIST_far> AND <GEOACCOM_same> THEN <DEPOSIT_v_thin> 
65 IF <DIST_v_far> AND <GEOACCOM_same> THEN <DEPOSIT_v_thin> 
 
66 IF <DIST_v_close> AND <GEOACCOM_moderate> THEN 
<DEPOSIT_sli_thick> 
67 IF <DIST_close> AND <GEOACCOM_moderate> THEN <DEPOSIT_same> 
68 IF <DIST_moderate> AND <GEOACCOM_moderate> THEN <DEPOSIT_thin> 
69 IF <DIST_far> AND <GEOACCOM_moderate> THEN <DEPOSIT_v_thin> 
70 IF <DIST_v_far> AND <GEOACCOM_moderate> THEN <DEPOSIT_v_thin> 
 
71 IF <DIST_v_close> AND <GEOACCOM_mod_great> THEN 
<DEPOSIT_mod_thick> 
72 IF <DIST_close> AND <GEOACCOM_mod_great> THEN <DEPOSIT_sli_thick> 
73 IF <DIST_moderate> AND <GEOACCOM_mod_great> THEN <DEPOSIT_same> 
74 IF <DIST_far> AND <GEOACCOM_mod_great> THEN <DEPOSIT_thin> 
75 IF <DIST_v_far> AND <GEOACCOM_mod_great> THEN <DEPOSIT_v_thin> 
 
76 IF <DIST_v_close> AND <GEOACCOM_great> THEN <DEPOSIT_thick> 
77 IF <DIST_close> AND <GEOACCOM_great> THEN <DEPOSIT_mod_thick> 
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78 IF <DIST_moderate> AND <GEOACCOM_great> THEN <DEPOSIT_sli_thick> 
79 IF <DIST_far> AND <GEOACCOM_great> THEN <DEPOSIT_same> 
80 IF <DIST_v_far> AND <GEOACCOM_great> THEN <DEPOSIT_thin> 
 
81 IF <DIST_v_close> AND <GEOACCOM_v_great> THEN <DEPOSIT_v_thick> 
82 IF <DIST_close> AND <GEOACCOM_v_great> THEN <DEPOSIT_thick> 
83 IF <DIST_moderate> AND <GEOACCOM_v_great> THEN 
<DEPOSIT_mod_thick> 
84 IF <DIST_far> AND <GEOACCOM_v_great> THEN <DEPOSIT_sli_thick> 
85 IF <DIST_v_far> AND <GEOACCOM_v_great> THEN <DEPOSIT_same> 
 
86 IF <DIST_v_close> THEN <DEPOSIT_same> 
87 IF <DIST_close> THEN <DEPOSIT_thin> 
88 IF <DIST_moderate> THEN <DEPOSIT_thin> 
89 IF <DIST_far> THEN <DEPOSIT_v_thin> 
90 IF <DIST_v_far> THEN <DEPOSIT_v_thin> 
 
91 IF <STRESS_v_lower> THEN <DEPOSIT_v_thin> 
92 IF <STRESS_lower> THEN <DEPOSIT_thin> 
93 IF <STRESS_same> THEN <DEPOSIT_same> 
94 IF <STRESS_higher> THEN <DEPOSIT_same> 
95 IF <STRESS_v_higher> THEN <DEPOSIT_same> 
Table A.8 – Rules for amount. 
Rule evaluation of a single rule involves determining the combined truth of the 
antecedents of that rule. The combined truth of the antecedents of rule r (µa) is the 
minimum of the individual truths of the antecedents: 
( )( )
imnia ,
min µ=µ                                                                    [A.59] 
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where µn,m is the truth for the ith antecedent of rule r. Since the truth of the conclusion 
cannot be any greater than the truth of the antecedents, the conclusion set is scaled by the 
truth of three antecedents (µa): 
><⋅µ=>< )(~)(~ AcAc ar                                                       [A.60] 
where µa is the antecedent truth, <c(~A)> is the conclusion fuzzy set “A” defined in the 
conclusion domain c, and <c(~A)>r is the scaled version of the conclusion set. This 
process is illustrated in Figure A.63. Rule evaluation results in 95 scaled fuzzy 
conclusion sets, organized into three collections with one collection for each of the 
conclusion domains of grain size, sorting, and amount. These sets are sent to step four for 









Set A in Domain C
Conclusion Set
Scaled for Rule r
<c(~A)>r
A0094  
Figure A.63 – Rule evaluation. The conclusion set of a rule is scaled by the composite 
truth of the input premises.   
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A.10.4 Step Four: Composition and Conclusion Extraction 
At this point in the process, there are 95 scaled conclusion sets (25 for grain size, 
25 for sorting, and 45 for amount). Step four involves combining all of the conclusion 
sets within a domain into a single, composite set.  
( rAcFc ><>=< )~max)(~ )                                                        [A.61] 
where “F” represents the composite fuzzy set in conclusion domain c and c<~A>r are the 
r scaled fuzzy conclusion sets for domain c found in step three. This process is illustrated 
in Figure A.64. The result of step four is three fuzzy sets, one for each conclusion 
domain. The shapes of these sets are usually complex and step five is required to reduce 







(<c(~A)>) in Domain c
Com posite Conclusion
Set in Dom ain c
<c(~F)>
A0095  
Figure A.64 – Conclusion composition. All of the scaled conclusion sets pertaining to a 
particular domain (amount, for example) are combined into a single set.   
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A.10.5 Step Five: Defuzzification of Conclusion(s) 
Step four in the process produces a composite conclusion fuzzy set in each 
domain. Due to the complexity of the shape of the composite sets, they are difficult to 
manage and interpret. Therefore, each composite, fuzzy conclusion set is reduced to a 
single, crisp number through a process called defuzzification (Figure A.65). There are 
many methods of accomplishing defuzzification (Cox, 1994). FLUVSIM uses the 
centroid method of defuzzification. The crisp value that represents the final value in 










Figure A.65 – Defuzzification. This process involves extracting a single value from the 
composite conclusion set in each conclusion domain.   
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A.11      PROPERTIES OF SEDIMENT POPULATIONS 
A.11.1 Mean Grain Size, Trask Sorting Coefficient and the Determination of the 
Grain-size distribution 
FLUVSIM uses the concept of the sediment unit. A sediment unit is defined as a 
discreet sediment body characterized by its mass and grain-size distribution. Additional 
information about sediment units is in Appendix section A.12.  
Each sediment unit also records other information about the sediment. These 
properties can be divided into three types: fundamental properties, grain-size distribution 
(GSD) summary parameters, and derived parameters. The fundamental sediment 
properties are those properties from which all other sediment properties can be derived. 
The two most important fundamental properties of each sediment unit are the mass of the 
unit and the grain-size distribution in terms of a mass fraction histogram. The unit age 
and origin with respect to facies tract are also considered fundamental properties. In this 
section, I will discuss the fundamental sediment unit properties of mass and grain-size 
distribution and the derivation of a variety of parameters used to summarize the grain-
size distribution. 
The sediment supply enters the model at the beginning of each model iteration. 
The characteristics (amount and texture) are determined by a set of three user-defined 
input curves: the sediment flux, mean grain size, and sorting coefficient curves. As 
described previously, the mean grain size and sorting coefficient curves are used in 
concert to produce the initial GSD of the incoming sediment. I have assumed that the 
incoming sediment possesses a Gaussian frequency distribution that is described by the 

























1 Xy                                             [A.62] 
where y is the frequency of a given grain size X in phi units, µ is the mean grain size in 
phi units, and σ is the standard deviation of the distribution (Griffiths, 1967). A Gaussian 
distribution is fully characterized by its two parameters, µ (the mean grain size in phi 
units), and σ (the standard deviation). As described earlier, the incoming sediment may 













































































1                   [A.63] 
where f is the fraction of fine material and the subscripts c and f represent coarse and fine 
grain-size distributions. If this is done, five parameters are needed to fully describe the 
distribution: f, µc, σc, µf, σf. Although the initial GSD of the available unit is assumed to 
be a simple linear combination of two Gaussian distributions, it soon loses this character 
as sediment is selectively added or removed from the available unit to satisfy the needs of 
processes acting within the various facies tracts. Furthermore, ensuring that mass is 
conserved is difficult to do when dealing with continuous distributions. Therefore, to 
overcome these difficulties, the program stores the actual grain-size distribution by 
maintaining a record of the mass fractions in grain size classes rather than assuming a 
continuous Gaussian distribution characterized by only a mean grain size and standard 



























Xcmf                                            [A.64] 
where mfi is the mass fraction of grain-size class i, c is the width of the grain-size class 
Xm is the mid-class grain size in phi units of class i, φm is the mean grain size, and σ is 
the standard deviation. I chose to use 22 grain-size classes, ranging from +12 phi to –12 
phi with each grain size class 0.5 phi units wide except for the coarsest and finest classes 
(Table A.9). Definition of the grain size classes in this manner restricts the model to 
simulating sand-rich systems. Processes involving coarser grained systems (Blair and 










Width Grain Type 
0 -12.5 -2.0 10.5 Pebbles, cobbles and boulders 
1 -2.0 -1.5 0.5 
2 -1.5 -1.0 0.5 Granules 
3 -1.0 -0.5 0.5 Upper Very Coarse Sand 
4 -0.5 0.0 0.5 Lower Very Coarse Sand 
5 0.0 0.5 0.5 Upper Coarse Sand 
6 0.5 1.0 0.5 Lower Coarse Sand 
7 1.0 1.5 0.5 Upper Medium Sand 
8 1.5 2.0 0.5 Lower Medium Sand 
9 2.0 2.5 0.5 Upper Fine Sand 
10 2.5 3.0 0.5 Lower Fine Sand 
11 3.0 3.5 0.5 Upper Very Fine Sand 
12 3.5 4.0 0.5 Lower Very Fine Sand 
13 4.0 4.5 0.5 Coarse Silt 
14 4.5 5.0 0.5 
15 5.0 5.5 0.5 
16 5.5 6.0 0.5 
Medium Silt 
17 6.0 6.5 0.5 
18 6.5 7.0 0.5 Fine Silt 
19 7.0 7.5 0.5 
20 7.5 8.0 0.5 Very Fine Silt 
21 8.0 12.0 4.0 Clay 
Table A.9 – The twenty-two grain-size classes.  
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There are drawbacks to this approach. It requires more memory and 
computational cycles to store and manipulate 22 pieces of information. Furthermore, a 
complex GSD is difficult to convey in terms of graphical or tabular output of the model 
results. Regardless of the type of distribution or the possibility of composite distributions, 
it is possible for the entire grain-size distribution to be reduced to certain statistical 
measures that presume to represent the entire distribution by describing its location 
(mean), dispersion (standard deviation) and shape (skewness and kurtosis). Before I 
describe the method, I briefly discuss these statistical measures.  
Measures of Central Tendency 
In any distribution, it is often desirable to report a single value that represents the 
“average” or “dominant” value. There are three expressions that measure the central 
tendency: the mean, median, and mode. If the distribution is perfectly symmetrical the 
mean, median and mode will be equal.  
The mean, or arithmetic mean, of ungrouped data is found by 
N
X
X i∑=                                                                   [A.65] 
where Xi represents the grain diameter in mm and N is the number of grains. However, 
individual grain diameters are rarely measured. Instead, the data are often grouped into 





M ma                                                              [A.66] 
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where f is the mass frequency of class i, dm is the class midpoint in mm. According to 
Griffiths (1967), this represents “the center of gravity of the distribution, that is, the 
weight times distance midpoint.” 
The phi scale was introduced to simplify graphical representation and numerical 
manipulation of grain size information (Krumbein, 1936, 1938). Conversion between 
grain diameter (d) in mm and grain size in phi units (φ) may be done by applying the 









                                                              [A.67] 




X m                                                            [A.68] 
where φm is the class midpoint in phi units. This mean is found by the method of 
moments as discussed below. Griffiths says that this is “[The] Most commonly used and 
[the] most significant representation of [the] center of gravity of [a] distribution” 
(Griffiths, 1967).  
The median grain size is that grain size in which half of the grains (by weight) are 
finer and half are coarser. It is the grain diameter (in phi units) that corresponds to 50% 
on the cumulative-frequency curve. If the curve represents weight frequencies, then the 
median is that grain diameter that represents the center of gravity. Note however, that this 
is identical to how Griffiths describes the phi arithmetic mean. It appears that the terms 
“mean” and “median” are often confused in the literature, especially when it is not clear 
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if the author is referring to a distribution of grain diameters in mm units or to a log-
transformed distribution of grain diameters in phi units. Therefore, in this study, I shall 
use phi-units for all calculations involving grain size unless specifically indicated 
otherwise, and shall refer to the first moment as calculated by the method of moments as 
the mean or φm value. 
The last measure of central tendency frequently reported is the mode. The mode is 
the most frequently occurring grain diameter. There is not a good method for 
mathematically determining the mode of a distribution.  
Various schemes have been proposed to classify grain size. The one most 
commonly in use among sedimentologists is the Wentworth scale (Wentworth, 1922) 
(Figure A.66). Wentworth standardized the terminology for grain size classes using 
divisions devised by Udden (1914). Blair and McPherson (1999) extended the Udden-










































































































































Figure A.66 – The Wentworth grain-size scale.  
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Although the Wentworth grain size scale has the distinct advantage of 
standardizing grain size nomenclature, natural sediments often consist of a variety of 
grain sizes that makes naming of such rocks difficult. Due to the great number of 
classifications that have been proposed, terms such as “sandy silt” or “sZ” have little 
meaning unless the classification scheme is at hand. Furthermore, samples with identical 
names may possess widely varying properties. For example, Figure A.67 shows two 
samples with identical mean grain sizes but different sorting coefficients that fall within 
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d50 = 0.025
So = 5.0 
A 01 07  
Figure A.67 – Problems with descriptive grain-size nomenclature. Two samples, each 
falling in the sandy-silt class, possess very different grain-size distributions.   
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Measures of Dispersion 
Dispersion refers to the degree of uniformity of grain sizes. Sedimentologists use 
the term sorting to refer to the dispersion of the grain-size distribution. As with measures 
of central tendency, several measures of dispersion have been proposed. I will discuss 
only two of these measures. The standard deviation is a statistically rigorous component 
of most distribution types. Largely due to its wide use in the past, the Trask sorting 
coefficient (Griffiths, 1967; Krumbein and Pettijohn, 1938; Trask, 1932) remains 






So =                                                         [A.69] 
where D75 and D25 are the grain diameters (in mm) of the 75th and 25th percentiles of the 
cumulative grain size frequency curve on a percent-finer-than basis. Since So measures 
only the central half if the distribution, it is not as efficient as the standard deviation 
would be in representing the entire grain-size distribution (Folk, 1966). Furthermore, the 
grain diameters D75 and D25 have no special geometrical significance with respect to a 
normal curve (Friedman, 1962). Based on this reason, Folk (1966) advocated abandoning 
Trask’s sorting coefficient since it is a meaningless measure of dispersion. This is a 
spurious argument in that the 84th and 16th percentiles have no particular geometrical 
significance with respect to a distribution if the distribution is not normally distributed. 
The standard deviation is related to the Trask Sorting Coefficient by 
( )
2030449.0
log oS=σ                                                  [A.70] 
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Figure A.68 illustrates a plot of this curve along with a quadratic regression by 
























Figure A.68 – Relationship between standard deviation and Trask sorting coefficient. 
Data points and red quadratic regression line from Friedman 1962. Blue line is plot of 
equation A.70.  
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Just as we use the Wentworth grain size scale to convey information, we use a 
verbal scale of grain-size distribution dispersion. Unlike the Wentworth scale, however, 
there is no set standard scale. Just as there are several measures of dispersion, there are 
many ways of verbalizing the magnitude of the dispersion. Figure A.69 illustrates some 
of the terminology that has been proposed to describe the dispersion of grain-size 
distributions. 
 

































































































































































Figure A.69 – Terminology used to describe degree of sorting. 
Other measures of the dispersion of a grain-size distribution come form the soils 





Cu =                                                                               [A.71] 
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where D60 and D10 refer to the grain diameters (in mm) of the 60th and 10th percentiles on 
a percent-finer-than basis. The coefficient of uniformity is used by soil engineers to 
convey a measure of the soil’s grading (the opposite of sorting). A soil with a Cu of 2.0 to 
3.0 is said to be “poorly graded” whereas well-graded soils will have a Cu > 15. Another 








=                                                                     [A.72] 
Both coefficients are used to classify soils according the Uniform Soil Classification 
System (USCS).  
Other measures 
Two other measures of grain-size distributions are sometimes made. These 
measures are necessary to determine if the distribution is normal. Skewness (Sk) 
measures the symmetry and kurtosis (Kt) measures the peakedness of the distribution. A 
normal distribution will have a skewness of 0. One that has a tail in the fines is said to be 
positively skewed (0 < Sk < 1). A negatively skewed distribution has a tail in the coarse 
grains (1 < Sk < 0). Normal distributions have a kurtosis of 1.0. Broad distributions, or 
distributions with more than one peak have Kt < 1 while distributions with strong, sharp 
peaks have Kt > 1. 
 418 
Method of Moments 
Any attempt to summarize an entire frequency distribution will often result in a 
loss of information, especially when the distribution is open-ended, polymodal, 
composite, or otherwise does not match any known ideal distribution. Despite these 
issues, FLUVSIM produces a number of statistics that summarize the properties of the 
GSD. These properties include the mean grain size, the Trask sorting coefficient, the 
coefficients of uniformity and curvature, and several grain diameters that correspond to 
an equivalent “percent finer-than” on a cumulative frequency graph (abbreviated as Dx, 
where x represents the grain diameter, D for which x% of the total mass is smaller than 
diameter D).  
Many methods have been proposed in the literature to calculate these statistical 
measures of grain-size distributions. Furthermore, there has been much discussion in the 
literature concerning the relative merits of each of these methods. Statistics of the grain-
size distribution may be obtained by two methods: (1) graphical measures by taking 
readings from the plotted grain size—cumulative frequency data (Folk, 1966) and (2) 
calculations made directly from the grain size—frequency data by the method of 
moments (Krumbein and Pettijohn, 1938). Folk (1966) advocated graphical measures 
because through doing so, one gets the “feel” of the data; no single statistical measure or 
any combination therein is capable of conveying all of the nuances that the cumulative 
frequency curve is capable of providing. According to Folk (1966), the advantages of 
graphical measures and careful inspection of the grain-size distribution graphs include the 
detection of (1) bimodality; (2) experimental errors; and (3) genetic relationships. 
Some of the graphical measures for the mean have included the Inman graphical 
mean (Inman, 1952): 
2
6416 φ+φ=φM                                                                   [A.73] 
 419 
and the Folk and Ward graphical mean (Folk and Ward, 1957): 
3
645016 φ+φ+φ=φM                                                             [A.74] 
where φ84, φ50, and φ16 are the grain diameters (in phi units) of the 84th, 50th,and 16th 
percentiles on a percent-coarser-than basis. 
Several graphical methods are available to approximate the standard deviation 
(Folk, 1966) assuming that the population approximates a normal distribution. For 
example, the Inman sorting measure (Inman, 1952) is defined as: 
2
1684 φ−φ=σφ                                                                [A.75] 




=σφ                                                  [A.76] 
where σφ is the phi-standard deviation, and φ95, φ84, φ16, φ5, are the grain diameters (in phi 
units) of the 95th, 84th, 16th, and 5th percentiles on a percent-coarser-than basis. These 
percentiles represent the grain diameters that are one and two standard deviation from the 
mean diameter assuming that the distribution is lognormal. One practical objection that 
has been cited with the use of graphical measures has to do with the difficulty in 
obtaining accurate estimates of the 84th and 95th percentiles. This is frequently the case 
when these percentiles fall in the fine silt and clay grain-size region as many grain-size 
distribution determinations fail to measure less than about 8 phi units (0.00391 mm).  
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For modeling purposes however, it is impractical to examine the grain size—
cumulative frequency plot to graphically determine the grain-size distribution statistics 
for every instance where these statistics are needed. A non-graphical procedure for 
determining summarized measures of the grain-size distribution is described in Krumbein 
and Pettijohn (1938). Their method, called the method of moments, determines the mean 
grain size (Dm in mm and φm in phi units) and standard deviation (σ) from any given 
grain-size distribution. This procedure is equivalent to finding the center of gravity of a 
two-dimensional shape. The basis of this procedure is to find a balance point such that the 
sum of all incremental amounts of area times the distance that these areas are from the 
balance point (called the moment) is zero.  
The method of moments finds these statistics without resorting to plotting the 
frequency curve. Another advantage of the method of moments is that it does not require 
an assumption of normality. A number of drawbacks of the method of moments have 
been voiced (Folk, 1966). These include: 
 
• Uncalibrated screens. 
• Open-ended distributions. 
• Assuming that the phi class midpoint corresponds to the center of gravity 
of the class. 
 
Of these, the last two may present problems during modeling. The method of 
moments assumes that the entire distribution has been sampled and is recorded in the data 
without resorting to truncation. Inaccurate results will occur if a significant amount of 
material from the tail of an open-ended distribution is lumped into a single class. Large 
bin sizes cause the center of gravity of a bin to deviate from the phi-midpoint value. This 
can be minimized by reducing the size of the bins. However, this increases the number of 
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bins that must be followed causing the amount of required computer resources to 
increase.  
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Figure A.70 – Grain-size distribution for the method of moments worked example. The 
number above each grain-size class represents the mass (arbitrary units) of the grains 
within the class. 
Step 1: Organize the data into a table such as shown in Table A.10. In the first 
column, identify the upper and lower bounds of the bin. In the second column, place the 
value of the midpoint of the class (Xm). In the third column, calculate the mass frequency 
(f) based on the observed mass in each size range (column 3, arbitrary units). In the fifth 










Xm Mass f cmf (%f) d fd fd2 fd3 fd4 f(d-1)2 
-2.5 – -2.0 -2.25 0 0 1.0000 -4.5 0.0000 0.0000 0.0000 0.0000 0.0000 
-2.0 – -1.5 -1.75 2 0.008 0.9920 -4.0 -0.0320 0.1280 -0.5120 2.0480 5.0000 
-1.5 – -1.0 -1.25 2 0.008 0.9840 -3.5 -0.0280 0.0980 -0.3430 1.2005 3.2805 
-1.0 – -0.5 -0.75 5 0.02 0.9640 -3.0 -0.0600 0.1800 -0.5400 1.6200 5.1200 
-0.5 – 0.0 -0.25 8 0.032 0.9320 -2.5 -0.0800 0.2000 -0.5000 1.2500 4.8020 
0.0 – 0.5 0.25 14 0.056 0.8760 -2.0 -0.1120 0.2240 -0.4480 0.8960 4.5360 
0.5 – 1.0 0.75 13 0.052 0.8240 -1.5 -0.0780 0.1170 -0.1755 0.2633 2.0313 
1.0 – 1.5 1.25 30 0.12 0.7040 -1.0 -0.1200 0.1200 -0.1200 0.1200 1.9200 
1.5 – 2.0 1.75 25 0.1 0.6040 -0.5 -0.0500 0.0250 -0.0125 0.0063 0.5063 
2.0 – 2.5 2.25 32 0.128 0.4760 0.0 0.0000 0.0000 0.0000 0.0000 0.1280 
2.5 – 3.0 2.75 29 0.116 0.3600 0.5 0.0580 0.0290 0.0145 0.0073 0.0073 
3.0 – 3.5 3.25 25 0.1 0.2600 1.0 0.1000 0.1000 0.1000 0.1000 0.0000 
3.5 – 4.0 3.75 14 0.056 0.2040 1.5 0.0840 0.1260 0.1890 0.2835 0.0035 
4.0 – 4.5 4.25 14 0.056 0.1480 2.0 0.1120 0.2240 0.4480 0.8960 0.0560 
4.5 – 5.0 4.75 10 0.04 0.1080 2.5 0.1000 0.2500 0.6250 1.5625 0.2025 
5.0 – 5.5 5.25 4 0.016 0.0920 3.0 0.0480 0.1440 0.4320 1.2960 0.2560 
5.5 – 6.0 5.75 8 0.032 0.0600 3.5 0.1120 0.3920 1.3720 4.8020 1.2500 
6.0 – 6.5 6.25 9 0.036 0.0240 4.0 0.1440 0.5760 2.3040 9.2160 2.9160 
6.5 – 7.0 6.75 6 0.024 0.0000 4.5 0.1080 0.4860 2.1870 9.8415 3.6015 
7.0 – 7.5 7.25 0 0 0.0000 5.0 0.0000 0.0000 0.0000 0.0000 0.0000 
7.5 – 8.0 7.75 0 0 0.0000 5.5 0.0000 0.0000 0.0000 0.0000 0.0000 
8.0 – 8.5 8.25 0 0 0.0000 6.0 0.0000 0.0000 0.0000 0.0000 0.0000 
Totals  250 1   0.3060 3.4190 5.0205 35.4088 35.6168 
Table A.10 – Method of moments calculations. Abbreviations: f = mass frequency, cmf 
= cumulative mass frequency, d = difference between the assumed mean and the 
midpoint value of each bin. 
Step 2: In the sixth column, calculate the difference (d) between the assumed 
mean (in this case 2.25 phi units, based on the bin with the highest mass frequency) and 
the midpoint of each bin.  
'XXd m −=                                                                [A.77] 
Step 3: Find the values for f*d, f*d2, f*d3, f*d4, and f*(d-1)2 and sum these values.  
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Step 4: Do a Charlier check (Equation A.78). If this equation balances, the 
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Step 6: Find the moments about the true mean corrected for grouped data. 
Mean: 
5560.23060.025.2' 11 =+=+=φ= nXm m                                 [A.80] 
Variance: 
( ) 3254.33060.04190.3 221222 =−=−=σ= nnm                             [A.81] 
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Standard Deviation: 
82.13254.32 ==σ=σ                                                     [A.82] 
From this, calculate the Trask sorting coefficient as: 
34.210 2030449.0 == σ⋅So                                                         [A.83] 
Third moment and Skewness: 
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I have generalized Krumbein and Pettijohn’s (1938) method of moments to 
determine any desired key grain size φx with reasonable accuracy, where x is the grain 
diameter (in phi units) of the xth percentile on a percent-finer-than basis. The concept of 
this method relies on applying a weighting factor to the bins as if they were made of 
different substances (Figure A.71). As before, this method can be best understood by way 
of an example. In this example, I will demonstrate calculating φ10, the grain diameter for 










Figure A.71 – Metaphor for generalizing the method of moments. 
Step 1: Organize the data into a table such as shown in Table A.11. 
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X Mass freq cmf (%f) d fd w fdw 
-2.25 0 0.0000 1.0000 -7.00 0.0000 1.0000 0.0000 
-1.75 2 0.0080 0.9920 -6.50 -0.0520 0.0123 -0.0006 
-1.25 2 0.0080 0.9840 -6.00 -0.0480 0.0123 -0.0006 
-0.75 5 0.0200 0.9640 -5.50 -0.1100 0.0123 -0.0014 
-0.25 8 0.0320 0.9320 -5.00 -0.1600 0.0123 -0.0020 
0.25 14 0.0560 0.8760 -4.50 -0.2520 0.0123 -0.0031 
0.75 13 0.0520 0.8240 -4.00 -0.2080 0.0123 -0.0026 
1.25 30 0.1200 0.7040 -3.50 -0.4200 0.0123 -0.0052 
1.75 25 0.1000 0.6040 -3.00 -0.3000 0.0123 -0.0037 
2.25 32 0.1280 0.4760 -2.50 -0.3200 0.0123 -0.0040 
2.75 29 0.1160 0.3600 -2.00 -0.2320 0.0123 -0.0029 
3.25 25 0.1000 0.2600 -1.50 -0.1500 0.0123 -0.0019 
3.75 14 0.0560 0.2040 -1.00 -0.0560 0.0123 -0.0007 
4.25 14 0.0560 0.1480 -0.50 -0.0280 0.0123 -0.0003 
4.75 10 0.0400 0.1080 0.00 0.0000 1.0000 0.0000 
5.25 4 0.0160 0.0920 0.50 0.0080 1.0000 0.0080 
5.75 8 0.0320 0.0600 1.00 0.0320 1.0000 0.0320 
6.25 9 0.0360 0.0240 1.50 0.0540 1.0000 0.0540 
6.75 6 0.0240 0.0000 2.00 0.0480 1.0000 0.0480 
7.25 0 0.0000 0.0000 2.50 0.0000 1.0000 0.0000 
7.75 0 0.0000 0.0000 3.00 0.0000 1.0000 0.0000 
8.25 0 0.0000 0.0000 3.50 0.0000 1.0000 0.0000 
Totals 250 1   -2.1940  0.11316 
Table A.11 – Generalized method of moments calculations. In this worked example, the 
grain diameter, φ10, of the 10th percentile is sought. The pivot bin has a median grain 
diameter of 4.75 phi.  
Step 2. For the desired key point, determine the pivot bin. The pivot bin (Figure 
A.72) will define an arbitrary scale against which distances (also called the moment arm) 
between any grain size bin, i, and the pivot bin will be used to calculate the incremental 
moment of the bin. The pivot bin is the bin for which the cumulative mass fraction at the 
bin midpoint is just higher than the sought mass fraction. For φ10, the mid-bin grain size 
of the pivot bin is 4.75. 
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Figure A.72 – Grain-size distribution and cumulative mass fraction. The pivot bin for the 
grain size distribution has a median grain diameter of 4.75 phi. The pivot bin contains the 
sought percentile on the cumulative mass fraction plot.  
Step 3. For each grain size bin, calculate the following: 
3.1 The difference between the mid-bin grain size of bin, i and the mid-bin grain 
size of the pivot bin. This value represents the moment arm from the center of the pivot 
bin to the center of bin i. This is placed in column 5. 
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3.2 Find the weighting factor for each bin. The weighting factor for a particular 
bin depends of which percentile (the key percentile) we are seeking as well as the bin’s 
position with respect to the pivot bin. If we are seeking a key percentile less than 50%, 










CMF                                                                       [A.87] 
where CMF is the cumulative mass fraction for the grain diameter we are seeking (0.10 in 
this example). The weighting factor for the pivot bin and all bins finer than the pivot 
receive a weighting of 1.0. For our example, the weighting for bins coarser than the pivot 
bin is 0.0123. Conversely, if we are seeking a key percentile greater than or equal to 50%, 









CMF                                                                   [A.88] 
Step 4. Find the first moment for the bin by multiplying the weighting factor (w) 
times the mass fraction (f) times the moment arm (d) of the bin. 
Step 5. Sum the incremental first moments of each bin and divide by the sum of 
the mass fractions to obtain the total first moment of the distribution (n1 = 0.1132).  
Step 6. Find the desired grain size (in phi units) by: 
86.41132.075.41 =+=+=φ nX px                                             [A.89] 
where Xp is the mid-bin grain size of the pivot bin, p, and n1 is the first moment. Using 
similar techniques, the φ75, φ60, φ30, and φ25 grain sizes may be found (Figure A.73). 
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σ  = 1.82
So = 2.34
So sqrt(d75/d50) = 2.21
A102d  
Figure A.73 – Generalized method of moments for any percentile. In this worked 
example, the Trask sorting coefficient, calculated from d75 and d50 found by the 
generalized method of moments is 2.21. This compares to 2.34 calculated from the 
standard deviation using equation A.70.  
It is possible to test the accuracy of the method of moments by comparing the So 
derived via the standard deviation and the So derived from the key grain diameters. In this 
example, σ = 1.82. Therefore, the Trask Sorting coefficient is  
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34.210 203045.0* == σoS                                                          [A.90] 
Since the method of moments can be used to determine the D75 and the D25, the 






So                                                              [A.91] 
A.11.2 Determination of Petrophysical Properties from the Grain-size distribution 
To couple stratigraphic and fluid-flow models, stratigraphic models must be able 
to provide an estimate of the hydraulic properties of the simulated material. Many 
strategies have been proposed to estimate the hydraulic properties of aquifer materials. 
The most robust correlation would be one between pore structure and permeability. Pore 
structure is an especially important characteristic since pore structure determines the 
hydraulic properties of the sediment. Scheidegger (1960) discussed the four 
characteristics of pore space.  
 
• Porosity. This is the ratio of the void volume to the total volume.  
• Specific Surface. This is the ratio of the pore surface area to a normalizing 
volume.  
• Pore size. Unfortunately, this characteristic is very difficult to define, let 
alone characterize, due to the complex nature of pore space. The pore 
space is continuous, not discrete like grains, and often characterized with 
geometric analogues possessing a specific probability density function.  
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• Tortuosity. This is also difficult to define but is somehow related to the 
ratio of the actual fluid-flow path length through the pores and the 
nominal, straight-line length. This characteristic was introduced as a 
correction factor in deriving empirical permeability functions for certain 
pore space geometric analogs.  
 
With the exception of porosity and perhaps specific surface, the characteristics of 
the pore system are ill defined and difficult to quantitatively measure. Therefore, despite 
its appeal on theoretical grounds (Dagan, 1989; Dullien, 1992; Scheidegger, 1960), 
practical correlations between pore structure and permeability are very difficult to 
accomplish. Therefore, another approach uses textural attributes as proxies for pore 
space. Numerous studies have shown that the hydraulic properties of aquifers are 
qualitatively related to textural attributes. The texture of a granular medium refers to the 
characteristics of the particles, individually and collectively. Characteristics of individual 
grains include the size, shape (sphericity) and roundness (angularity). Grain size in 
particular, has received much attention due to its relative ease of measurement. 
Mineralogy is often included in any discussion of grain textural parameters since grain 
texture is strongly influenced by the physical properties related to the mineral species. 
Mineralogy of the individual grains and composition of the sediment as a whole cause 
many of the textural properties to be interdependent to one another (Berg, 1970). 
Collective textural parameters are those parameters that describe the grain-to-grain 
relationships and include packing, fabric (grain orientation), and pore geometry. Strictly 
speaking, the pore structure is not a characteristic of the sediment particles alone, but 
instead, it is a consequence of a specific, three-dimensional arrangement of particles and 
the resulting collective nature of the sediment texture. As Carmen (1938b) observed, 
“…it is evident that the arrangement of the particles themselves is of less importance than 
the consequent structure of the pore-space between them, since it is here that flow takes 
place.” Sedimentary structures are excluded from this discussion for the moment as they 
 432 
“represent inhomogeneity in the distribution of compositional and textural elements” 
(Berg, 1970). This approach is attractive in that it is theoretically based (but not 
necessarily assumption-free), uses easily collected textural information, and (perhaps) 
applies equally to all facies and stratigraphic settings.  
FLUVSIM calculates the petrophysical properties of each sediment unit. These 
properties are all derived from knowledge of the fundamental properties of mass, and 
grain-size distribution of each sediment unit (Figure A.74).  
Clay Volume 
The amount of clay present in the sediment affects a number of petrophysical 
properties as well as the compactional behavior of the sediment. In this study, I have 
made no distinction between particle size and mineralogy when referring to the clay 
fraction of a sediment unit, nor have I allowed for the possibility of clay to originate 
through diagenetic processes. The clay content may be defined on a mass or volume basis 
as needed. The clay mass content, Mclay, is the mass fraction of all grains smaller than or 
equal to 8 phi units (approximately 0.00391 mm). The equivalent clay volume may be 
defined according to binary-mixture theory as discussed by Marion et al. (1992): 
( )










    if Vclay < ϕsand                   [A.92] 









    if Vclay ≥ ϕsand                [A.93] 
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Derivation of Sediment Unit Properties
Sy
GSD = Grain size distribution, M = Mass, φm = Mean grain s ize, So = Trask sorting coefficient,
C = Clay content, ρb = Bulk density, T = Thickness, ϕ t = Total porosity, ϕ cf = Clay-free porosity,
Sy = Specific yield, φe = Effective grain size, K = Hydraulic conductivity, S = Storage coefficient.
A0122
 
Figure A.74 – Relationship between the sediment unit grain-size distribution, mass, and 
the derived petrophysical properties.   
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where Vclay is the volume fraction of clay, Mclay is the mass fraction of clay, ϕsand is the 
porosity of pure sand (no clay present), ϕclay is the porosity of pure clay, ρsand is the grain 
density of sand, and ρclay is the clay density.  
Porosity, Effective Porosity, and Specific Yield 
Porosity is defined as the ratio of the volume of voids in a rock or soil to the total 
volume. Despite this rather simple definition, the concept of porosity has spawned a 
number of variants, many of which are redundant or contradictory. These terms have 
been employed to describe and classify the pore system of natural Earth materials (Schon, 
1996). They include terms that describe the timing of the creation of the pores relative to 
the time of creation of the rock, terms that relate the porosity to the petrographic fabric, 
and terms that describe the type and degree of interconnectivity between the pores of the 
system. This latter category has the most bearing on this study since the degree of 
interconnection strongly influences the ability of a porous medium to transmit fluids. 
Two terms in particular have been employed to describe the type and degree of 
interconnection of the pore space (Schon, 1996). 
Total Porosity (ϕt) This is defined as the total volume of pore spaces, of any 
type, origin, or degree of connection to other pores divided by the total volume of the 
rock or sediment. 
Effective Porosity (ϕe) is the porosity that is available for “free fluids”. Free fluids 
include all fluids capable of moving under a given potential. For example, it would not 
include water bound to the surface of clay. In more rigorous terms, effective porosity is 
defined as “the ratio of (1) the volume of water, oil, or other liquid which (after being 
saturated with that liquid) it will yield under any specified hydraulic conditions to (2) its 
own volume” (Meinzer, 1923). This definition is inadequate in that the effective porosity 
of a particular sample is no longer inherent to the sample, but would vary according to 
 435 
the specified hydraulic condition. Effective porosity (ϕe) has other, distinctly different 
definitions. Effective porosity (ϕe) applies to solute transport and is defined as the 
interconnected portion of the porous media through which flow occurs. In this version, 
effective porosity is: 
v
q
e =ϕ                                                                             [A.94] 
where q is the specific discharge or Darcy velocity (=Q/A) and v is the seepage velocity. 
Effective porosity may be determined from field tracer tests, laboratory tracer tests, or 
through correlation with other parameters (Stephens et al., 1998). However, this 
assumption implicitly introduces the properties of the fluid into the definition. Therefore, 
“dynamic” porosity was introduced by Peyton and co-workers (1985) to be a function of 
the pore size, the properties of the fluid, and the dynamics of the matrix/fluid interaction. 
Another definition of effective porosity is found in Ahuja et al. (1984). Here, they define 
effective porosity to be the total porosity less the field capacity of a soil (defined to the 
soil moisture content at –33 kPa pressure head). Other authors have employed similar 
definitions but have used different values of field capacity.  
Another definition is prevalent in the geophysical well logging community. 
Effective porosity is defined (Schlumberger, 1987) as  
that porosity associated with the non-shale phase of the shaly sand. It is 
the porosity that would exist if the shale and the water bound to the clays 
were removed, leaving only the clean sand phase. The effective pore space 
may contain fluids that are not moveable. This means that formations with 
effective porosity are not necessarily permeable. 
Specific yield (Sy) is a parameter closely related to and often confused with 
effective porosity. Like effective porosity, specific yield is defined in several ways 
(Lohman and al., 1972). In the first, Lohman defined it as the “ratio of (1) the volume of 
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water which the rock or soil, after being saturated, will yield by gravity to (2) the volume 
of the rock or soil.” Closely related is the definition of specific retention that he defines to 
be “the ratio of (1) the volume of water which the rock or soil, after being saturated, will 
retain against the pull of gravity to (2) the volume of the rock or soil.” The sum of 
specific yield and specific retention equals the porosity:  
ry SS +=ϕ                                                                       [A.95] 
In the second definition of specific yield, Lohman (1972) defined specific yield as 
“the change that occurs in the amount of water in storage per unit area of unconfined 
aquifer as the result of a unit change in head.” Meinzer (1923) pointed out that specific 
yield is a function of time, temperature, water chemistry, and sample size. McWhorter 
and Garcia (1990) pointed out that many interpret this definition to mean that specific 
yield is a fundamental and constant property of a particular porous medium and does not 
vary as this medium is subjected to differing hydrogeologic settings. They prefer to use 
the term “apparent specific yield” to refer to an operational quantity that incorporates the 
bulk behavior of the aquifer under a specific hydrogeologic condition. It incorporates 
effects of natural heterogeneity, entrapped air, water table level delayed yield, 
temperature, aquifer stress and may vary in time according to the history of the aquifer.  
Because of various limitations involved with determining effective porosity (in 
the sense of the tracer tests) through field or laboratory tests, specific yield is often 
assumed to be equivalent to effective porosity (Lohman and al., 1972; Stephens et al., 
1998). Citing Schlumberger’s definition of effective porosity (Schlumberger, 1987), 
Robson (1995) points out that effective porosity is distinctly different from specific yield.  
In coarse-grained materials, effective porosity is a measure of the total 
pore space of the rock, whereas specific yield is a measure of only the 
drainable part of the total pore space. In clayey materials, effective 
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porosity is zero by definition, whereas specific yield is generally slightly 
greater than zero. 
Bear (1972) pointed out that effective porosity and specific yield are equivalent 
only for homogeneous soils and deep water tables. Lohman (1972) cautions, “such use 
should be discouraged.” Many consider these definitions too vague to be practical use.  
In this study, I define three types of porosity: total, clay-free, and specific yield. I 
use a predictive model to calculate the total porosity. Predictive models involve 
determining porosity from other sedimentologic attributes based on theoretical grounds. 
Predictive models that relate porosity to other sediment attributes are often coupled with 
predictive models of permeability or hydraulic conductivity. Most predictive methods 
that relate porosity and permeability to grain dimensions are limited to binary mixtures of 
particles (Koltermann and Gorelick, 1995). 
The physical properties of mixed grain size populations of uniformly-sized grains 
have been studied by a diverse group of researchers including metallurgists interested in 
the behavior of gases flowing through crushed ore (Furnas, 1929), chemical engineers 
with fluids flowing through beds of porous solids (Carmen, 1938a; McGeary, 1961) and 
porous plates (Westman and Hugill, 1930), geotechnical engineers interested in the 
compactional behavior of soil-aggregate mixtures (Shakoor and Cook, 1990), 
geophysicists interested in the acoustical properties of rocks (Marion et al., 1992), 
petroleum engineers concerned with reservoir modeling (Clarke, 1979; Morrow et al., 
1969; Thomas and Steiber, 1975) and hydrogeologists concerned with predicting 
hydraulic properties such as porosity and permeability from grain size data (Koltermann 
and Gorelick, 1995). As this small, but diverse list of references shows, studies of the 
properties of binary mixtures have been done for many years. A recent example from the 
literature provides the basic facts. Marion et al. (1992) performed a series of laboratory 
experiments to determine the velocity and porosity of a binary mixture of sand and clay 
at various confining pressures. From these results, they derived a physical model to 
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explain the results. The laboratory experiments consisted of preparing a series of samples 
of sand-shale mixtures ranging from pure sand to pure clay in intervals of 5 to 15% clay 
mass fraction (Figure A.75).  
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Figure A.75 – Total porosity as a function of clay content.   
FLUVSIM calculates the total porosity at the time of deposition as a cubic 





                   [A.96] 
where Mc is the mass fraction of clay in the sediment in percent (Marion et al., 1992; 
Nordlund, 1996; Wendebourg and Ulmer, 1992).  
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The clay-free porosity is defined as the total porosity less the amount of porosity 
association with the clay phase and is found by 
clayclaytcf V ϕ⋅−ϕ=ϕ                                                          [A.97] 
where ϕcf is the effective porosity, ϕt is the total porosity, ϕclay is the porosity of 
pure clay, and Vclay is the clay volume fraction (Asquith, 1990; Schlumberger, 1987).  
Few empirical studies and no predictive models are available for the 
determination of specific yield. Literature that discusses the determination is largely 
focused on field and laboratory methods. Johnson (1967) discusses the various techniques 
used to determine specific yield. Concerning these techniques, one in particular should be 
mentioned: correlation with particle size. This technique has been used to estimate 
specific yield with mixed results. As Johnson (1967) concluded: “Probably, at best, this 
method represents a speedy but only approximate means for estimating specific yield.” 
Despite Johnson’s conclusion, an empirical correlation with grain size or other textural 
parameters would have the most utility in FLUVSIM. Most published studies present 
little more than graphical, qualitative correlations of predominate grain size with specific 
yield. Johnson (1967), using unpublished data from Johnson and Prill, developed a 
relation between specific yield and the fractions of sand, silt, and clay in the sample 
(Figure A.76). Eckis and Gross (1934) correlated porosity, specific retention, and specific 
yield to the grain diameter of the coarsest 10% of the sample(Figure A.77).  
The goal of many studies were to develop a simple, easily applied correlation 
between driller’s sample descriptions and the specific yield rather than to obtain a more 
fundamental understanding of the relationships between petrophysical parameters. For 
example, if one were interested in determining the total volume of water present in a 






Sandy Clay Silty Clay

































0 -1 -2 -3 -4 -5 -6 -7 -81234
1/16 1/8 1/4 1/2 1 2 4 8 16 32 64 128 256
Silt Sand Gravel
D, mm









Figure A.76 (Facing Page, Top) – Specific yield and the soil classification triangle. This 
shows the relationship between the trivariate soil-classification triangle and specific 
yield. Unpublished data from Prill and Johnson, cited in Johnson 1967.  
Figure A.77 (Facing Page, Bottom)– Specific yield as a function of grain diameter. After 
Eckis and Gross, 1934, cited in Johnson, 1967.  
___________________________________________________________________ 
 
a table (Table A.12, for example) that gives the specific yield for a given description 
(Davis and al., 1959), for example). 
 
Group Description Sy (%) 
G Boulders 25 
G Water Gravel 25 
G Rocks 25 
S Coarse Sand 25 
S Free Sand 25 
F Sand and Clay 10 
F Sand and Sandy Clay 10 
F Powder Sand 10 
F Cloggy Sand 10 
F More or Less Clay, Hard Sand and Boulders 10 
Cg Cobbles in Clay 5 
Cg Dry Sand and Dirt 5 
Cg Sand and Clay Mix 5 
Table A.12 – Title -- An example of driller’s terms and their associated specific yields. 
(Davis and al., 1959) 
A few studies have attempted to qualitatively define relationships between 
textural parameters and specific yield. Preuss and Todd (1963) examined the 
relationships between specific yield and D50, Cu, and porosity and concluded that 
estimating specific yield with D50 and porosity yielded the best results (Figure A.78).  
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Figure A.78 – Specific yield as a function of the median grain diameter, uniformity 
coefficient, and porosity. Modified from Pruess and Todd, 1963. 
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It is interesting to note that their best-fit line for samples with D50 greater than 
0.3 mm follows almost exactly a contour representing a Sy/ϕ ratio of 0.80 (Figure A.79). 
The majority of their data fall within a Sy/ϕ ratio of 0.70 to 0.90. It appears that, for the 
data they used, Sy and ϕ appear to be highly correlated. This may not be surprising, as 
porosity is correlated to grain size also. It does point out that a D50-ϕ relationship alone 
may not be robust enough of an estimator of specific yield. It would be preferable to use 
textural parameters exclusively to predict specific yield. 
 






































Figure A.79 – Specific yield as a function of the median grain diameter, with 
superimposed contours of porosity (blue lines). The red contours represent constant 
values of Sy/ϕ. Modified from Pruess and Todd, 1963. 
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An unpublished study by I. E. Klein (cited in Johnson, 1967) is one of the few 
studies that attempted to correlate specific yield with both median grain diameter and 
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Figure A.80 – Specific yield as a function of sorting and median grain diameter.   






Sd =                                                                    [A.98] 
Grain-size distribution curves and summary tables were included in addition to 
the figure showing a relationship between specific yield, permeability, median grain size, 
and decile sorting coefficient. There is unfortunately, no information as to how porosity, 
specific yield, or permeability was determined on these samples or how these samples 
were collected. It is clear from his data however, that specific yield is affected by both 
grain size and sorting.  
I have chosen to calculate specific yield as a function of mean grain size, sorting 
coefficient, and clay-free porosity. This function is: 
SycSy cf ⋅ϕ=                                                                  [A.99] 
where ϕcf is the clay-free porosity and Syc is the specific yield coefficient found from: 
 
mSyc =                                   if               [A.100] dSobm ≤≤φ ,
( )( )3exp dSocmSyc −⋅⋅=                    if               [A.101] dSobm >≤φ ,
( )( )3exp bamSyc m −φ⋅⋅=                     if               [A.102] dSobm ≤>φ ,
( )( ) ( )( )33 expexp dSocbamSyc m −⋅⋅−φ⋅⋅=            if               [A.103] dSobm >>φ ,
where φm is the mean grain size, So is the Trask sorting coefficient, and a, b, c, d, and m 
are constants equal to: 
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95.0125.10961.025.200218.0 ==−=−=−= mdcba               [A.104] 
A three-dimensional plot of the specific yield coefficient function is illustrated in 
Figure A.81. The specific yield coefficient is constrained to fall between 0.000105 and 
0.95 meaning that specific yield is constrained to be between 0.01% and 95% of the clay-





























Figure A.81 – Plot of the specific yield coefficient function.  
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Bulk Density 
Bulk density is a function of the total porosity, the mass fractions of sand, silt, and 




















                                                  [A.105] 
where ρb is the bulk density, ϕt is the total porosity, ρc is the grain density of clay, ρz is 
the grain density of silt, ρs is the grain density of sand, and mfc, mfz, mfs are the mass 
fractions of clay, silt, and sand, respectively.   
Hydraulic Conductivity 
Hydraulic conductivity, K, is defined (Lohman et al., 1972) as “the volume of 
water at the existing kinematic viscosity that will move in unit time under a unit 
hydraulic gradient through a unit area measured at right angles to the direction of flow.” 
Hydraulic conductivity has units of LT-1. The hydraulic conductivity is generally defined 
as the ability of water to flow through a particular medium. As such, the hydraulic 
conductivity incorporates properties of both the medium and the saturating fluid. 
However, the hydraulic conductivity can be defined for any fluid present in the medium, 
either as a single phase or as one phase in a multi-phase system. The intrinsic 
permeability, or more simply, permeability, k, is defined (Lohman et al., 1972) as  
…the relative ease with which a porous medium can transmit a liquid 
under a potential gradient. It is a property of the medium alone and is 
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independent of the nature of the liquid and of the force field causing 
movement. 
The units of permeability are L2. Permeability and hydraulic conductivity are related: 
g
Kk ν⋅=                                                                      [A.106] 
where k is the permeability, K is the hydraulic conductivity, ν is the kinematic viscosity, 
and g is the acceleration due to gravity. 
Intuition tells us that since permeability is a measure of the ease with which a 
fluid flows through a porous medium, there should exist a correlation between the 
physical structure of the porous medium and the permeability. Ideally, since the flow is 
through the pore space, the most physically meaningful predictive model would be one 
between permeability and some measure or combination of measures of the pore space 
(porosity, specific surface, pore size distribution, and tortuosity). As discussed in the 
introduction to this section, it does not appear that there is a simple, geometric way of 
describing the pore structure itself. Since an empirical correlation between pore space 
attributes and permeability appears to be untenable, some researchers have investigated 
correlations with other textural parameters. For example, one common approach is to 
assume that the grain-size distribution is somehow directly related to the pore space. 
Permeability has been shown to correlate with grain size as well as a number of other 
sedimentologic attributes (Beard and Weyl, 1973; Carmen, 1938b; Griffiths and 
Rosenfeld, 1953; Masch and Denny, 1966; Nelson, 1994; Schon, 1996; Tickell and Hiatt, 
1938). These observations serve as the basis for developing an empirical correlation 
between permeability and other sedimentological attributes. Despite much research into 
this problem, there does not appear to be an accurate, universally applicable method 
available to predict permeability from textural attributes. However, this approach has its 
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merits when considering costs and ease of collecting field samples. Furthermore, 
empirical correlations may be useful in providing bounds or order-of-magnitude 
estimates of hydraulic properties (Taylor et al., 1987) that can then be further refined 
through inversion. 
Of all of the permeability models introduced over the years, the Kozeny-Carmen 
equation (Carmen, 1937, 1938a, b, 1939a, b, 1941, 1948, 1956; Kozeny, 1927a, b, 1953), 
and including numerous variants, is perhaps the most widely used method for estimating 
permeability from grain size data. In general terms, the Kozeny-Carmen equation for 









⋅=                                                                 [A.107] 
where C is a proportionality constant (= 0.0083) that takes into account Kozeny’s shape 
factor, Carmen’s tortuosity and other constants introduced during the development, ϕ is 
the clay-free porosity, and D is a characteristic grain diameter (m) (Vukovic and Soro, 
1992).  
The grain diameter in equation A.107, called the effective grain diameter, is 
defined by Vukovic and Soro (1992) as that grain diameter, in an aggregate of grains, all 
of which possess an identical diameter (that is, possessing perfect sorting), and all are 
spherical, such that the aggregate has the same permeability as the natural material. Thus, 









                                                                   [A.108] 
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where Vp is the particle volume and Sp is the particle surface area. In practice however, 
the practical definition of the effective grain diameter in an aggregate of grains of varying 
diameter and shape varies widely from author to author. Many use a single grain diameter 
from the cumulative grain size frequency distribution (such as d10, d17, or d20) as the 
effective grain diameter. Others suggest that the effective grain diameter should be 
determined from a function that uses information form all grain diameters in the 
cumulative frequency distribution. Indleman, Moltyaner, and Dagan (1999) concluded 
that routine grain size analysis was useful for identification of transport parameters in 
sandy aquifers when hydraulic conductivity is determined by a Kozeny-Carmen type 
relationship provided that the full grain-size distribution is used to represent the effective 
grain diameter. Such an approach is suggested by the determination of the specific 
surface area. The specific surface area is the ratio of the pore surface area to the total 









D 1                                                                      [A.109] 
Vukovic and Soro (1992) determined that for the Kozeny equation, the effective 




















31                                                  [A.110] 
where mf1 and D1 represents the mass fraction and diameter of grains less than 0.0025 
mm, d+ is the grain diameter on the coarse side of the grain class and d- is the grain 
diameter on the fine side of the class. If the finest fraction of the analysis of the grain size 
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frequency is reported only as d<0.01 mm, then this fraction is to be decomposed into four 
subfractions and the mf1 is taken to be ¼ of this amount. If the mechanical analysis 
reports no material less than 0.0025 mm is present, the first term in the equation may be 
dropped and the summation should be done for all size classes. 
Storage Coefficient 
The storage coefficient (S) of a saturated confined aquifer of thickness b is 
defined as the volume of water that an aquifer releases from storage per unit surface area 
of aquifer per unit decline in head: 
bSS s ⋅=                                                                     [A.111] 
where the specific storage (Ss) of a saturated aquifer is the volume of water that a unit 
volume of aquifer releases from storage under a unit decline in hydraulic head (Freeze 
and Cherry, 1979). The released water is produced by two mechanisms: (1) compaction 
of the aquifer, and (2) expansion of the water. These mechanisms are functions of the 
compressibility of the aquifer and of the water: 
( β⋅ϕ+α⋅⋅ρ= gS ws )                                                        [A.112] 
where α is the compressibility of the porous media (Pa-1), β is the compressibility of 
water, and ϕ is the total porosity (Jacob, 1940). For the range of pressures and 
temperatures usually encountered in typical ground-water flow problems, β can be treated 
as a constant equal to 4.4*10-10 Pa-1.  
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Compressibility of the porous medium is determined from the slope of a plot of 
void ratio versus effective stress. The compressibility of a porous material is affected by 
the applied stress, the previous loading history, and the grain-size distribution. Typical 
porous media stress-strain behavior is neither linear nor elastic. However, for most 
ground-water systems, the rate of change of effective stress is small enough that the 
compressibility can be considered approximately constant, even for clays. Therefore, I 









Ek 11                                                              [A.113] 
where Ek is the constrained modulus of elasticity of the entire grain-size distribution (Pa), 
mfi is the mass fraction of grain size class i, and Eki is the constrained modulus of 
elasticity of a sample composed of uniformly-sized grains from grain-size class i. The 
constrained modulus of elasticity for each grain size class, Eki, is derived from data 
presented in Jorgensen (1980), his Table 1). From these data, I have assumed that Eki is a 








































Figure A.82 – Plot of the constrained modulus of elasticity as a function of grain size. 
Data from Jorgensen (1980) 
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A.12      MANIPULATING SEDIMENT POPULATIONS 
A.12.1 Sediment Units 
On the outcrop and in aquifers and reservoirs, geologist often use the term “unit” 
to describe a discreet body of sediment, occupying a specific volume, and possessing 
defined, uniform properties within that volume. A sediment column consists of a one-
dimensional vertical stack of sediment units. An aquifer may be thought of as a three-
dimensional assortment of individual sediment units.  
FLUVSIM uses the concept of units to refer to discreet bodies of sediments 
characterized by its mass and grain-size distribution. Furthermore, units enable 
FLUVSIM to manipulate sediments and to and record information about the sediments. 
In FLUVSIM, a sediment unit is an abstract data type (data structure) that is used to 
record the properties of discreet sediment. This data structure is a C++ object. Each unit 
records the information given in Table A.13.  
Sediment unit properties include the fundamental properties of mass and grain-
size distribution (GSD), parameters that summarize the grain-size distribution, and 
derived parameters such as petrophysical properties (Table A.14).  
As used in this study, a sediment unit is not to be confused with Otto’s 
“sedimentation unit” (Jopling, 1964). Otto defined a sedimentation unit as “that thickness 
of sediment which was deposited under essentially constant physical conditions.” This 
definition is process-oriented involving a description of the genetic processes and 





Type Variable Name Description 
double unitThick Thickness 
long double unitMass Mass of the sediment 
double phiMean Mean grain size, in phi units 
double So Trask Sorting Coefficient 
int tract Facies tract 
long ageAtTop Age of the unit at the top 
long ageAtBase Age of the unit at the base 
double totalPorosity Current porosity, decimal 
double clayFreePorosity Porosity corrected for clay content 
double hydraulicCond Hydraulic conductivity m/s 
double specificYield The effective porosity 
double storageCoeff A function of the compressibility 
double clayContent Clay content,  = massFraction[21], decimal 
double effectiveDia Effective grain diameter, mm, used to find K 
double bulkDensity Current bulk density 
double D75 Grain size at 75% finer than, in mm 
double D60 Grain size at 60% finer than, in mm 
double Dmean Mean grain size, in mm 
double D30 Grain size at 30% finer than, in mm 
double D25 Grain size at 25% finer than, in mm 
double D10 Grain size at 10% finer than, in mm 
double Cu Coefficient of uniformity Cu = D60/D10 
double Cc Coefficient of Curvature Cc = D30^2/(D60*D10) 
double massFraction[22]   Mass fractions of phi classes, decimal 
Table A.13 – Contents of the sediment unit data structure. 
 
Category Sediment Unit Property 
Fundamental M, GSD, A, FT 
Summary φm, So, C, D10, D25, D30, Dn, D60, D75, Cu, Cc 
Derived T, ϕt, ϕcf, ρb, K, φe, Sy, S 
Table A.14 – Sediment unit characteristics may be divided into three categories. M = 
mass (kg), GSD = grain-size distribution, A = unit age (yrs), FT = facies tract, φm = mean 
grain size (phi), So = Trask sorting coefficient, C = clay content (mass fraction of the 21st 
bin), Dx, = grain diameter (mm) of the fraction finer than X%, Dm = mean grain size 
(mm), Cu = coefficient of uniformity, Cc = coefficient of curvature, T = thickness (m), ϕt 
= total porosity, ϕcf = clay-free porosity, ρb = bulk density (kg/m3), K = hydraulic 
conductivity (m/s), φe = effective grain diameter (phi), Sy =  specific yield, S = storage 
coefficient. 
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The concept of sediment units has several benefits. They serve as a convenient 
template for recording all of the necessary information that define the properties of 
sediments, they allow for the manipulation and interaction of sediments with each other 
and other processes within the model, and they help ensure that mass balance can be 
achieved not only as a whole but within the entire grain-size distribution. 
There are four different types of sediment units (Table A.15). They are called the 
available, desired, holding, and sediment column units. Each sediment unit type serves a 
specific purpose in the algorithm. Each type of sediment unit operates within a defined 
spatial and temporal scope. 
 
Unit Type of 
Sediment 
Spatial Scope Temporal 
Scope 
Column Real Unlimited in each column,  
1 column per cell 
Semi-
permanent 
Available Real 1 per model Temporary 
Desired Virtual 1 per cell Temporary 
Holding Real 1 per cell Temporary 
 
Table A.15 – The four types of sediment units.  
The sediment column unit is a vertical series of sediment units that have 
accumulated (at least temporarily) on the surface of the model. Each sediment column 
consists of one or more sediment units. There is one sediment column for each cell in the 
model. Each unit in the sediment column possesses a set of unique characteristics that 
distinguishes it from the units immediately above and below it. The units in the sediment 
column are semi-permanent; they exist in the model until some process acts to remove all 
or a portion of a unit. Each sediment unit in the three-dimensional volume of 
accumulated sediment possesses a known areal extent and thickness, is located at a 
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defined spatial location, and represents sediment accumulation over a specified period of 
time. 
The available unit consists of a single unit for the entire model. The available 
unit represents the sediment that enters the model and is available for deposition within 
the model. The available unit is filled at the beginning of each iteration and emptied at 
the end of the iteration. The characteristics (amount and texture) of the available unit at 
the beginning of the iteration is determined by the user defined input curves. During each 
iteration, main-channel scour and degradation of pre-existing sediment adds sediment to 
the available unit and deposition on the model surface subtracts sediment from this unit. 
Any sediment not consumed during the iteration is assumed to flush through the model. 
One desired unit is defined for each cell in the model. A desired unit for each 
model cell is created at the beginning and discarded at the end of each iteration. 
Information is added to the desired unit in a cell only when other processes determine 
that sediment must be added to that cell. The desired unit also possesses a characteristic 
that is unique in comparison to all other units. The sediment that is described in each 
desired unit represents the amount and type of sediment that should be deposited in each 
cell according to the processes that act on that cell. This sediment is called “virtual 
sediment” to distinguish it from real sediment defined in the other units.  
The holding unit serves as an intermediary when moving sediment between the 
available unit and the sediment column unit. Like the desired units, holding units are 
defined for each cell of the model and exist only during a single iteration. Depositing 
sediment while ensuring that mass is conserved involves moving sediment between the 
available unit and the holding unit constrained by the information on amount and texture 
in the desired unit that should be deposited. Only when all processes have been accounted 
for and only after checking against the accommodation, is the sediment in the holding 
unit added to the sediment column.  
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A.12.2 Mass Balance within a Grain-size distribution Context 
Mass is conserved throughout the entire process of moving sediment between the 
various units. Mass balance is an essential component in ensuring that the model achieves 
self-organization. Mass balance is achieved in FLUVSIM by accounting for the true mass 
balance rather than thicknesses or cross-sectional areas. Furthermore, this mass balance is 
done within the context of a grain-size population distribution. Methods were developed 
to add two sediment quantities together or to subtract a quantity of sediment from another 
while ensuring that mass is conserved in all grain-size classes. This is important since 
many, if not all sediment properties can be derived from the grain-size distribution 
characteristics of the sediment. 
All operations involving added or subtracting sediment quantities is done at the 
unit level. Adding two sediment quantities together is relatively straightforward. Adding 
two sediments units together always involves adding like unit types, i.e., virtual with 














                                                                     [A.114] 
In the first relationship, UD is the desired sediment unit (virtual) and U is virtual sediment 
that should be deposited at a given location determined by processes that operate at that 
location. More than one process may add sediment to a given location. In the second, UA 
is the available sediment unit (real), and US is sediment removed from the sediment 
column (real) via degradation or scour. The third relationship involves added the 
sediment in the holding unit (real) to the upper unit of the sediment column. When adding 
sediment units together, the combined sediment unit is always the first unit modified by 
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the addition of the second. This is indicated by the “*” notation. Adding sediment units 
therefore involves the following relationship: 
Receiving Unit + Added Unit = Modified Receiving Unit                             [A.115] 
Figure A.83 illustrates an example of adding the two sediment units in Table 
A.16.  
 
Class phi mfA mfB mA mB mC mfC 
0 -2.25 5.22E-06 9.04E-06 0.05 0.05 0.10 0.000006 
1 -1.75 0.000062 0.000049 0.62 0.25 0.87 0.000058 
2 -1.25 0.000547 0.000223 5.47 1.12 6.59 0.000439 
3 -0.75 0.003437 0.000865 34.37 4.33 38.70 0.002580 
4 -0.25 0.015488 0.002887 154.88 14.44 169.32 0.011288 
5 0.25 0.050055 0.008223 500.55 41.12 541.67 0.036111 
6 0.75 0.116024 0.019994 1160.24 99.97 1260.21 0.084014 
7 1.25 0.19288 0.041505 1928.80 207.53 2136.33 0.142422 
8 1.75 0.229971 0.073554 2299.71 367.77 2667.48 0.177832 
9 2.25 0.196654 0.111283 1966.54 556.42 2522.96 0.168197 
10 2.75 0.120608 0.143733 1206.08 718.67 1924.75 0.128316 
11 3.25 0.053051 0.158486 530.51 792.43 1322.94 0.088196 
12 3.75 0.016736 0.149189 167.36 745.95 913.31 0.060887 
13 4.25 0.003787 0.119892 37.87 599.46 637.33 0.042489 
14 4.75 0.000615 0.082254 6.15 411.27 417.42 0.027828 
15 5.25 0.000073 0.048176 0.73 240.88 241.61 0.016107 
16 5.75 6.07E-06 0.024088 0.06 120.44 120.50 0.008033 
17 6.25 3.57E-07 0.010282 0.00 51.41 51.41 0.003428 
18 6.75 1.53E-08 0.003747 0.00 18.74 18.74 0.001249 
19 7.25 4.73E-10 0.001166 0.00 5.83 5.83 0.000389 
20 7.75 1.04E-11 0.000315 0.00 1.58 1.58 0.000105 
21 8.25 1.65E-13 0.00008 0.00 0.40 0.40 0.000027 
 Totals 1.00 1.00 10000.00 5000.00 15000.00 1.00 
Table A.16 – Worked example illustrating combining two sediment units. m = mass, mf 
= mass fraction, subscripts A, B, C = sediment units A, B, and C.  
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Mass A:








Total Mass -- 15,000 Units
φ50 -- 2.030
So -- 2.345
-2 0 2 4 6 8


















Figure A.83 – Combining sediment units. Unit A (blue) and unit B (red) are combined to 
create the combined unit (green).  
Adding units together involves three steps. First, the mass in each grain size class 
is found by multiplying the mass fraction for each class by the total mass. This must be 
done for both units. Next, the two units are combined to create a third unit by adding 
together the mass in each class. The total mass of the combined unit is the sum of the 
masses in each grain size class. Finally, the mass fraction of each grain size class in the 
new unit is found by dividing the mass in each class by the total mass.  
As Figure A.83 illustrates, the combined unit possesses properties that reflects 
blending the two input units. The mean grain size of the combined unit is closer to unit A 
because, in this example, there is more total mass in unit A. The mean grain size of the 
combined unit is linearly proportional to the ratio of the input units. The Trask sorting 
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coefficient is larger than either input unit. This reflects not only the sorting of the input 
units but more importantly, the difference between the mean grain sizes of the input units. 
As this difference in the mean grain sizes increases, the sorting coefficient of the 
combined unit also increases reflecting the larger overall spread of grain sizes in the two 
input units.  
In FLUVSIM, there is only one situation that involves subtracting one sediment 
unit from another. This involves transferring an amount of sediment specified in the 
desired unit from the available unit and placing it in the holding unit. Conceptually, 
subtracting one sediment unit from another is identical to that of adding two sediment 
units. That is, the subtraction takes place on a grain size class-by-class basis in terms of 
the mass in each class. However, in subtracting sediment units, special consideration 
must be given when there is not enough mass in a particular grain size class in the 
available unit to satisfy the needs of the desired unit. Because of this consideration, 





















UU                                                                    [A.116] 
This operation involves moving the sediment specified in the desired unit (UD) 
from the available unit (UA) and placing it in the holding unit (UH). This process leaves 
behind a modified available unit (UA*). Ideally, after the transfer, the desired unit (UD*) 
will be empty. However, a situation often arises in which there is not enough mass in 
some grain size classes of the available unit to satisfy the demands of the desired unit. 
When this happens, the quantity of mass specified in the desired unit that cannot be 
transferred from the available unit to the holding unit. The deficit remains in the desired 
unit and is called “unfulfilled desired sediment.” 
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Table A.17 and Figure A.84 illustrates an example of transferring sediment from 

































0 -2.25 0.0000 0.0000 0.05 0.05 0.01 0.05 0.01 0.00 0.0000 0.0000 0.0000 
1 -1.75 0.0001 0.0000 0.62 0.25 0.38 0.25 0.38 0.00 0.0001 0.0001 0.0000 
2 -1.25 0.0005 0.0002 5.47 1.12 4.36 1.12 4.36 0.00 0.0004 0.0006 0.0000 
3 -0.75 0.0034 0.0009 34.37 4.33 30.05 4.33 30.05 0.00 0.0016 0.0041 0.0000 
4 -0.25 0.0155 0.0029 154.88 14.44 140.45 14.44 140.45 0.00 0.0052 0.0194 0.0000 
5 0.25 0.0501 0.0082 500.55 41.12 459.44 41.12 459.44 0.00 0.0149 0.0634 0.0000 
6 0.75 0.1160 0.0200 1160.24 99.97 1060.27 99.97 1060.27 0.00 0.0363 0.1463 0.0000 
7 1.25 0.1929 0.0415 1928.80 207.53 1721.28 207.53 1721.28 0.00 0.0753 0.2376 0.0000 
8 1.75 0.2300 0.0736 2299.71 367.77 1931.94 367.77 1931.94 0.00 0.1335 0.2666 0.0000 
9 2.25 0.1967 0.1113 1966.54 556.42 1410.13 556.42 1410.13 0.00 0.2020 0.1946 0.0000 
10 2.75 0.1206 0.1437 1206.08 718.67 487.42 718.67 487.42 0.00 0.2609 0.0673 0.0000 
11 3.25 0.0531 0.1585 530.51 792.43 -261.92 530.51 0.00 261.92 0.1926 0.0000 0.1166 
12 3.75 0.0167 0.1492 167.36 745.95 -578.59 167.36 0.00 578.59 0.0608 0.0000 0.2576 
13 4.25 0.0038 0.1199 37.87 599.46 -561.59 37.87 0.00 561.59 0.0137 0.0000 0.2501 
14 4.75 0.0006 0.0823 6.15 411.27 -405.12 6.15 0.00 405.12 0.0022 0.0000 0.1804 
15 5.25 0.0001 0.0482 0.73 240.88 -240.15 0.73 0.00 240.15 0.0003 0.0000 0.1069 
16 5.75 0.0000 0.0241 0.06 120.44 -120.38 0.06 0.00 120.38 0.0000 0.0000 0.0536 
17 6.25 0.0000 0.0103 0.00 51.41 -51.41 0.00 0.00 51.41 0.0000 0.0000 0.0229 
18 6.75 0.0000 0.0037 0.00 18.74 -18.74 0.00 0.00 18.74 0.0000 0.0000 0.0083 
19 7.25 0.0000 0.0012 0.00 5.83 -5.83 0.00 0.00 5.83 0.0000 0.0000 0.0026 
20 7.75 0.0000 0.0003 0.00 1.58 -1.58 0.00 0.00 1.58 0.0000 0.0000 0.0007 
21 8.25 0.0000 0.0001 0.00 0.40 -0.40 0.00 0.00 0.40 0.0000 0.0000 0.0002 
 Totals 1.0000 1.0000 10000.00 5000.00 5000.00 2754.31 7245.69 2245.69 1.0000 1.0000 1.0000 
Table A.17 – Worked example for subtracting a mass of sediment from a given mass. 
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Figure A.84 – Worked example illustrating subtracting one sediment unit from another. 
The available unit (left diagram, red curve) characterizes the starting mass. The desired 
unit (left diagram, blue curve) represents the amount and GSD of the material to remove 
from the available unit. The sediment actually removed from the available unit is called 
the holding unit (right diagram, green curve). Subtracting the mass from the available 
unit modifies its characteristics (right diagram, red curve). Since there was insufficient 
mass in the finer grain-size classes, a portion of the desired unit goes unfulfilled (right 
diagram, blue curve). The red and blue dashed curves in the right diagram are the original 
available and desired unit grain-size distributions. 
In the example illustrated in Table A.17 and Figure A.84, the available sediment 
unit consists of 10,000 mass units of sediment with a mean grain size of 1.535 phi and a 
So of 1.5. From this sediment, we wish to move sediment specified in the desired unit to 
the holding unit, that is, 5000 mass units of sediment with a mean grain size of 3.059 phi 
and an a So of 1.80. The first step is to calculate the mass in each grain size class for the 
available and desired units. Next, the difference in mass for each grain size class between 
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the available and desired units is found. If this difference is positive (such as in the case 
for classes 0 – 10), there is more than enough mass for this grain size class in the 
available unit to satisfy the quantity specified in the desired unit. In this case, all of the 
desired mass in this grain size class is moved from the available unit into the holding 
unit, the amount in the available unit is adjusted to account for this transfer, and the mass 
in the desired unit is set to zero. If, however, the difference in mass is negative (such as in 
the case for classes 11 – 21), there is not enough mass in these classes to satisfy the 
demands in the desired unit. In this case, all sediment in these grain size classes is moved 
to the holding unit leaving behind nothing in the available unit. The amount of mass in 
the desired unit is adjusted to account for that amount of mass that was moved. This 
deficit results in an “unfulfilled” desired unit; not all of the sediment specified in the 
desired unit was on hand in the available unit. In this example, 5000 mass units needed to 
transfer from the available unit to the holding unit. However, only 2754 units could 
actually move based on the distribution of mass within the available unit.  
The character of the grain-size distributions of the three units after this operation 
is a function of the original mass and the difference in grain-size distribution 
characteristics between the available and desired units. In this particular example, the 
holding unit possesses a distribution intermediate in character to the available and desired 
units. After transferring the sediment, the available unit became slightly finer and less 
well sorted despite losing all of its finer grained fractions. The unfulfilled desired unit 
condition occurred because (1) the total mass in the desired unit is on the same order of 
magnitude as the total mass in the available unit, (2) the difference in mean grain sizes is 
relatively large, and (3) the sorting coefficient of the desired unit is larger than that of the 
available unit.  
As mentioned above, there are situations during the mass transfer operation in 
which there is not enough mass in some grain size classes of the available unit to satisfy 
the demands of the desired unit. This leads to a situation called “unfulfilled desired 
sediment.” When this situation occurs in splay complexes, the unfulfilled sediment can be 
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easily explained as an inability of the system to deliver a mass of sediment with certain, 
specified grain-size distribution characteristics to a depositional site. In other words, the 
system is responding to a sediment-supply issue. However, an “unfulfilled desired 
sediment” situation in the main channel is not acceptable. If, in a given iteration, the main 
channel is deficient of enough sediment to satisfy the demands of at least the scour 
amount, then this is a sign that the sediment supply functions (texture or mass) are flawed 
in some way. One solution to this problem is to set the incoming sediment supply 
function to deliver a very large amount of sediment to the model (far in excess of the 
needed volume) with a very broad, almost uniform grain-size distribution. In this 
scenario, the assumption is that the main channel acts as a sediment conveyor system 
capable of carrying, in any given model iteration, a far greater volume of sediment than is 
required to fill the demands of sediment accumulation in the main channel. However, this 
assumption tends to eliminate sediment supply as a regulating factor in sediment 
accumulation in the splay complexes. Furthermore, if the sediment supply functions were 
set to deliver an infinite amount of uniformly distributed sediment, sediment supply 
would cease to be a potential candidate for inversion.  
Therefore, I have chosen to implement a different strategy. The mass transfer 
function is designed to perform the mass transfer in three passes. In the first pass, only 
cells associated with the main channel and only the scour amounts in the desired units of 
these cells are involved in the mass transfer. This ensures that at least, the scour amount 
removed from the sediment column in the scour algorithm is replaced. In the unlikely 
event that the amount of sediment specified in the desired unit for the cell is less than the 
scour amount removed from the sediment column, additional sediment from the available 
unit is transferred to make up the deficit. If the available unit does not have enough to 
make up this deficit, a warning message is issued by the program. Although the 
simulation will continue to execute, this warning message is a sign that there is a serious 
problem with the program.  
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In the second pass, the remaining amounts in the desired units of main channel 
cells, if any, are sent to the holding unit. Situations of unfulfilled sediment are not 
enunciated during this pass. In the last pass, the amounts in the desired units of splay-
complex cells are transferred to equivalent holding units.  
FLUVSIM also conserves thickness during all post-depositional operations except 




=                                                                       [A.117] 
where A is the cell area, ρw is the density of water, ϕt is the total porosity, and ρb is the 
bulk density. Assuming that the sediment is fully saturated with water at all times the 
bulk density is: 
( ) wtptb ρϕ−ρϕ−=ρ 1                                                               [A.118] 
where ρp is the dry density of the solid particles. I have allowed for the possibility that 













=ρ                                                                [A.119] 
where the subscripts c, z, and s refer to clay-sized, silt-sized, and sand-sized 
particles respectively and mf is the mass fraction of these size fractions.  
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A.13      STRATIGRAPHIC RESOLUTION  
Four criteria are used to decide if the incoming sediment may be added to the 
existing sediment in the column. All four criteria must be satisfied for the incoming 
sediment to be added to the existing sediment unit. First, the facies tract of the incoming 
sediment must be identical to the facies tract of the existing sediment. Without this, 
stratigraphic coherency will be lost. The second criterion deals with the sediment texture 
of the incoming and existing sediment units. If the two sediment units are sufficiently 
similar in texture, they may be combined. Otherwise, the incoming sediment is placed in 
it’s own unit in the column. The similarity between the two sediment units is measured 




2                                                                [A.120] 
where ∆ is the difference between the grain-size distributions, mfe if the mass fraction of 
the existing sediment unit in the column, mfi is the mass fraction of the incoming 
sediment unit, and j is a counter for the number of mass fraction bins in the grain-size 
distributions. If ∆ is less than a user-defined limit, the two grain-size distributions are 
deemed to be sufficiently similar, and they can be combined into a single unit.  
The remaining two criteria deal with time resolution issues. Each sediment unit 
records the model time at which it was deposited. Recognizing that the volume of 
sediment may not have actually been deposited as a single, instantaneous event, the unit 
actually records two times, the age of the base of the unit and the age of the top of the 
unit. The age of the base of the unit is assigned the model time and the age of the top of 
the unit is assigned the model time plus the current time increment. The “maturity” of a 
unit is defined as the difference between the age of the base of the unit and the age at the 
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top of the unit. The algorithm checks to see if the maturity of the combined sediment unit 







                                                                [A.121] 
where M is the unit maturity, Mm is the maximum allowed maturity, At,i is the age of the 
top of the incoming unit, and Ab,e is the age of the base of the existing unit. The second 
time resolution issue looks at the hiatal interval between the incoming and existing units 
where the hiatal interval is defined as: 
etib AAH ,, −=                                                                  [A.122] 
where H is the hiatal interval, Ab,i is the age of the base of the incoming unit and 
At,e is the age of the top of the existing unit. The hiatal interval must be less than a user-
defined value for the two units to be combined. 
A.14      SCOUR AND AGGRADATION IN MAIN CHANNELS 
Two processes directly affect the amount and type of sediment deposited in main 
channels. These are scour and aggradation/degradation. As with sedimentation in the 
splay complexes, sedimentation in the main-channel involves determining the sediment 
amount and type that is desired to be deposited based on local conditions. The actual 
amount that can be deposited is controlled by the material that is actually available at the 
time of deposition. Determination of the desired sediment to add due to scour and 
aggradation involves several steps. 
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For each node on the main channel, aggradation/degradation is determined first. 
Aggradation of the main-channel is a major process and controls avulsion style, rate of 
avulsion, channel patterns, and sedimentation patterns (Morozova and Smith, 2000). 
Channel aggradation/degradation is a function of the amount of accommodation and the 
relief around the channel node created at each channel location. If the accommodation is 
greater than zero, aggradation occurs according to the following logic: 
















                            if Ra ≥ 0                  [A.124] 
where Ta is the aggradation thickness, ti is the iteration time increment, ma is the user-
defined maximum depositional rate, A is the amount of accommodation space, and Ra is 












= 1                                                             [A.125] 
where Ec is the elevation of the cell containing the channel, Ei is the elevation of an 
adjacent floodplain cell, and n is the number of adjacent floodplain cells (3 ≤ n ≤ 8). The 
maximum amount of aggradation is limited by the amount of accommodation available at 
the node.  
The type (textural characteristics) of the aggradation amount is initially assumed 
to be identical to the type of sediment in the available unit. A subsequent step will adjust 
the characteristics of the desired sediment for local conditions. The amount and type is 
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sediment is added to the desired unit. If accommodation is negative, the channel 
degrades. Degradation occurs according to the following logic: 
eid mtT −⋅=                  if |A| ≥ |Ra| and (-Td ≤ Ra)           [A.126] 














                                if |A| < |Ra|           [A.128] 
where Td is the degradation thickness and me is the user-defined maximum erosion rate. 
The maximum amount of degradation is limited by the amount of (negative) 
accommodation at the node. 
If degradation occurs, nothing is added to the desired unit. Instead, the 
degradation amount is removed from the sediment column and is added to the available 
unit (Figure A.85). If the existing sediment column is thinner than the degradation 
amount, a portion of the basement material is removed to make up the difference.  
After the aggradation amount and type has been added to the desired unit, the 
program determines the amount and type of channel scour to add to the desired unit. The 
channel scour amount is a function only of the depth of the channel. Channel scour is a 
two-step process (Figure A.86). First, sediment down to the channel depth less the 
aggradation thickness is removed from the sediment column. Since this is real sediment, 
it is added to the available unit. Although this sediment is removed from the sediment 
column, this step does not actually involve changing the elevation of the surface. Second, 
the mass of sediment removed from the sediment column is added to the desired unit. 
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Scour thus involves a one-for-one exchange in that the real sediment that is actually 
removed from the sediment column is recovered by placing an equivalent amount of 
virtual sediment in the desired unit. If the thickness of the existing sediment column is 


























Figure A.85 – Aggradation and degradation in the main channel.   
The desired unit at this point contains a mixture of sediment that originated from 
the processes of aggradation and scour. Since the majority of sediment in the desired unit 
originates from scour, the sediment that is sent back to the sediment column to fill the 
void left by scour differs only slightly from that which was removed. As a result, the 
character of the sediment underlying main channel slowly “drifts” through time as a 
function of the incoming sediment character and the rate of aggradation/degradation. If 
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no other modifications are made, and assuming all other things being equal, the sediment 
character deposited in main channel slowly changes from that of the character of the 


























Figure A.86 – Scour in the main channel.  
To allow the character of the sediment deposited in main sediment belts to vary 
spatially as well as temporally, the sediment in the desired unit is modified to account for 
local conditions. The basis of this method involves modifying the grain-size distribution 
by determining which grains size classes (using the median grain diameter of each class) 
in the desired unit are moving, and of these, which are in the bedload and which are in the 
suspended load. Grains in the size classes that are not moving or are in the bedload are 
retained in the desired unit. Only portions of the suspended load grains are retained in the 
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desired unit. For those grain size classes in the suspended load, the mass fraction of the 
class is adjusted by scaling the mass fraction by the ratio of the grain fall velocity divided 
by the effective shear velocity. All other grain size classes retain their original mass 
fraction. 
Grains are considered to be in motion, either as bedload or suspended load (van 
Niekerk et al., 1992), if the following is true 
ici ,,0 Θ>Θ                                                                      [A.129] 
where Θ0,i is the Shields threshold parameter for ith grain size class (Chadwick and 
Morfett, 1993) and Θc,j is the critical Shields parameter for the ith grain size class. The 










,0                                                             [A.130] 
where ρw is the density of water, ρi is the density of ith grain size class, Di is the median 
grain diameter of the ith grain size class, S is the slope of the channel at this location, and 
R’ is the effective hydraulic radius of the channel at this location. Assuming a rectangular 







=                                                                        [A.131] 
where w is the channel width, d is the channel depth. The critical Shields parameter for 















50,                                                            [A.132] 
where m is assumed to be 0.65 (Komar, 1989) and the critical Shields parameter for the 
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Du*Re                                                                [A.134] 
where ν is the kinematic viscosity of water and u* is the friction velocity. The friction 
velocity is a function of the effective hydraulic radius and the slope of the channel 
SRgu ⋅⋅= '*                                                              [A.135] 
If the ith grain class is in motion, it is considered to be part of the bedload when 
*8.0 uwi ⋅≥                                                               [A.136] 
and in the suspended load otherwise (van Niekerk et al., 1992). In this equation, wi is the 
settling velocity for the ith grain-size class.  
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Calculating the settling velocity involves using an empirical function (Dietrich, 
1982) that converts the median grain diameter of the ith grain size class, Di into the 
settling velocity for that class, wi, via a dimensionless grain diameter, D*, and a 

































*                                                               [A.139] 
In the original method proposed by van Niekerk et al., (1992), moving grains 
were either in the suspended load or in the bedload, that is, he assumes perfect sorting. 
Colby (1963) states: “… the concentration of moving sediment in the bed layer probably 
provides a base to which the concentration of suspended bed material adjusts itself.” 
Based on this idea, I have modified van Niekerk’s assumption. If the grains in the ith 
class are found to be in the suspended load based on equation A.136, the mass fraction 




⋅=                                                            [A.140] 
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This is done on the assumption that sorting in rivers is not perfect. At any point 
along the river, grain sizes of all ranges may be found, even when a particular grain size 
is supposed to be in the suspended load. Furthermore, this model is attempting to 
simulate sediment deposited over geologic time scales. As such, the sediment produced 
during a single model iteration is meant to represent the bulk sediment deposited during 
the entirety of the iteration, not just at some instantaneous flow condition. Figure A.87 
illustrates the effect that this series of calculations has on a hypothetical distribution. 
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Figure A.87 – Modification of the main channel sediment. The grain-size distribution of 
the material deposited via aggradation and scour is adjusted according to prevailing local 
conditions. The original GSD is derived from the available unit. The modified GSD uses 
local shear stress to determine the portion of the original GSD is in the bedload. 
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A.15      COMPACTION 
Compaction, as a process as well as a response, has found its way into a diverse 
number of scientific disciplines. Because of this, a number of terms have been used in 
these disciplines to refer to essentially the same thing in general. 
A.15.1 Compaction Nomenclature 
Compaction has two definitions in the AGI Glossary of Geology (Jackson, 1997). 
In the first, applicable to sedimentology, compaction is defined as: 
Reduction in bulk volume of thickness of, or the pore space within, a body 
of fine-grained sediments in response to the increasing weight of overlying 
material that is continually being deposited or to the pressures resulting 
from Earth movements within the crust. It is expressed as a decrease in 
porosity brought about by a tighter packing of the sediment particles. 
Some would disagree that compaction is confined to fine-grained sediments 
(Chilingarian et al., 1975), or that the processes involved are confined to a mechanical 
rearrangement of the particles (Chilingarian et al., 1975) or that compaction requires 
continually deposited sediment (Rieke and Chilingarian, 1974). Indeed, some would 
include grain deformation (Pittman and Larese, 1991), chemical processes (Houseknecht, 
1987; Lundegard, 1992; Wilson and McBride, 1988) and self-compaction (Pizzuto and 
Schwendt, 1997).  
In the second definition, used in soil mechanics, compaction is defined as 
(Jackson, 1997): 
Any process, such as burial or desiccation, by which a soil mass loses pore 
space and becomes more dense, thereby increasing its bearing capacity 
and general stability in construction. 
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Strictly speaking, compaction, as used by soil engineers, involves increasing a 
soil’s density through the application of mechanical energy (that is, a dynamic load) to 
stabilize, strengthen, and otherwise improve the engineering properties of the soils at a 
construction site (Holtz and Kovacs, 1981). 
Compaction, as used by sedimentologists,  is equivalent to one-dimensional 
consolidation as used by soil engineers (Poland et al., 1972). As used by most 
sedimentologists however, consolidation refers to the processes through which 
unconsolidated sediment gains structural competency through induration or cementation 
(Allen and Chilingarian, 1975). This is in contrast to the usage of the term by soil 
engineers. They define consolidation as a type of compression that involves a decrease in 
the volume of soil due to the expulsion of pore water upon applying a static load (Allen 
and Chilingarian, 1975). Since the ability of a soil to expel water is a function of the 
soil’s permeability, consolidation is a time-dependent process and studies of 
consolidation are often confined to fine-grained material due to their low permeabilities. 
Consolidation is one component of settlement that refers to the total amount of vertical 
deformation resulting from the applied load (Holtz and Kovacs, 1981). The total 
settlement that a soil experiences due to an applied load consists of three parts: elastic 
compression, primary compression and secondary compression. 
Subsidence is another term often encountered when discussing compaction. It 
refers to (Jackson, 1997):  
(a) The sudden sinking of gradual downward settling of the Earth’s 
surface with little or no horizontal motion. The movement is not restricted 
in rate, magnitude, or area involved. Subsidence may be caused by natural 
geologic processes such as solution (karst phenomena), thawing, 
compaction, slow crustal warping, or withdrawal of fluid lava from 
beneath a solid crust, or by man’s activity, such as subsurface mining or 
the pumping of oil or ground water. (b) A sinking or downwarping of a 
large part of the Earth’s crust relative to its surrounding parts, such as the 




According to the first definition, subsidence may be used as an all-encompassing 
term that describes the lowering of the Earth’s surface due to any process. However, in 
this work, I will confine the use of the term subsidence to the meaning set forth in the 
second definition, that is, a term that refers to the product of tectonic processes. 
In this study, I refer to compaction is the irreversible loss of porosity that results 
from mechanical re-arrangement of the grains as overburden pressure increases. Grain 
compressibility and the diagenetic loss of porosity will not considered. 
Compaction is studied by hydrogeologists and geological engineers because it is a 
common response to the withdrawal of fluids from the subsurface. Often, compaction is 
an unintended consequence of the entirely intended action of man in the withdrawal of 
these fluids. Consequently, there is a large body of literature that investigates the causes 
and remediation of compaction due to fluid withdrawal (Holzer, 1984; Poland and Davis, 
1969). These studies focus on the compressibility of confined aquifer systems that arises 
as a result of changing pore pressure stress fields due to the lowering of pore pressure by 
fluid withdrawal. The mechanical ability of sediments to dissipate imbalanced stress 
fields is, in part, a function of the permeability of the sediments. In many of these studies, 
compaction is considered a response only and occurs only because of fluid withdrawal.  
Another area of intense research into compaction has been made by petroleum 
geologist due to its influence on reservoir quality and as a component needed in the 
reconstruction of burial history (Chilingarian and Wolf, 1975; Houseknecht, 1987; 
Lundegard, 1992; Sclater and Christie, 1980; Van Hinte, 1978; Weller, 1958; Wilson and 
McBride, 1988). Compaction in such studies often falls into the category of “basin-
modeling” (Guidish et al., 1985). It was long ago noted that in sedimentary basins, 
increasing depth of burial is associated with an increase in pressure, temperature, bulk 
density and age and a decrease in porosity (Athy, 1930; Dickinson, 1953; Hedburg, 1936; 
Sorby, 1908). These workers, along with many others, have attempted to explain the 
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variation of porosity with depth by fitting curves to these data. Studies such as these often 
assume that (Baldwin and Butler, 1985; Nadon and Issler, 1997): 
 
• The amount of compaction decreases exponentially with depth. 
• The original porosity of the sediment is known. 
• Compaction behavior is constant for a given lithology. 
 
Compaction in these studies is often not confined to porosity loss due to the 
mechanical rearrangement of grains. They often also include chemical effects that result 
in diagenetic loss (or enhancement) of porosity. Most of these studies are concerned with 
marine sediments exposed to relatively deep burial (1000’s of meters). 
Various conceptual models of compaction have been proposed over the years. 
Many of these involve a multi-stage process with depth serving as a proxy for pressure. 
Most of these models involve a description of the changes that occur to shales since the 
bulk of the compaction occurs in fine-grained materials. Once such model has four stages 
first proposed by Hedburg (1936).   
 
• Mechanical rearrangement and the expulsion of free pore water. Involves 
a reduction of porosity from 90% to 75%. 
• Dewatering with the expulsion of bound water. Porosity reduces from 
75% to 35%. Pressure is as much as 800 psi. 
• Mechanical deformation of particles. Porosity is reduced down to 10%. 
Pressure is between 800 and 6000 psi. 
• Recrystallization of clay minerals. Initial states of metamorphism. Porosity 
may go to zero. Pressure is above 6000 psi. 
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Hedburg concluded that the numerous processes involved in compaction 
precluded the possibility of determining a single pressure (or depth) – porosity 
relationship throughout the entire desired depth range. Other compaction models are 
summarized in Rieke and Chilingarian (1974). 
Despite the vast body of literature discussed in the preceding paragraphs, vary 
little of it contains discussions useful to the present study. The hydrogeological, fluid-
withdrawal literature presents compaction as a response rather than a process. These 
studies tend to focus on the hydrologic aspects of compaction, that is, the deformation of 
the aquifer system as a result of ground-water movement and fluid withdrawal, 
investigated by means of solving the ground-water flow equations. Solving these 
computationally intensive equations for a stratigraphic model would be impractical. The 
petroleum geology literature offers a little more information, but mostly in terms of 
mechanisms and theory rather than useful algorithms. Many of these studies focus on the 
compactional behavior of “average” lithologies in marine settings buried to depths of 
100’s to 1000’s of meters and tend to ignore near-surface processes. One exception is a 
paper that discussed a compaction algorithm for a shallow salt marsh deposits (Pizzuto 
and Schwendt, 1997).  
Compaction studies of continental sediments are rare. Nadon and Issler (1997) 
address the assumption that floodplain and marine sediments of similar lithology will 
exhibit the same compaction behavior. Citing evidence from the stratigraphic record, they 
conclude that the majority of the total compaction exhibited in floodplain sediments 
occurs within a few tens of centimeters of the surface. This occurs through the repeated 
wetting and desiccation of floodplain sediments. Partial to complete dewatering of the 
sediments during exposure causes them to irreversibly compact at the surface. Sheldon 
and Retallack (2001) agree with Nadon and Issler (1997) that empirical compaction 
curves for marine sediments do not apply to paleosols. They derive a compaction 
equation for paleosols that uses physical constants compiled for a variety of paleosol and 
other non-marine sediments.  
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Despite the inapplicability of many hydrogeological and reservoir compaction 
studies to the current study, one conclusion stands out. Compaction may exert a 
considerable influence on the partitioning of accommodation space and should not be 
ignored (Reynolds et al., 1991). Therefore, changes of porosity with burial must be 
considered.  
A.15.2 Factors that affect compaction 
Several factors affect the amount of compaction that a given section will 
experience. In contrast to many algorithms used in basin analyses, the assumption that 
similar lithologies behave in a consistent manner during compaction with very shallow 
burial would lead to large errors. Variations in initial porosity resulting from variations in 
grain-size distribution, grain shape and mineralogy combined with spatial variations in 
depositional patterns that are partly a function of prior compaction through process-
response feedback uniquely affects the amount of compaction that each sediment column 
experiences. As concluded by Anderson (1990c), each alluvial sequence will possess a 
unique compaction curve. A similar caution was expressed by Beard and Weyl (1973).  
Some of the factors that affect the amount of compaction include (Hough, 1957; 
Meade, 1963; Poland and Davis, 1969; Rieke and Chilingarian, 1974): 
 
• Porosity and initial thickness 
• Lithology, including type and amount of clay minerals;  
• Texture, including size, sorting, shape and angularity 
• Maximum effective stress, rate of loading and previous loading history;  
• Decomposition of organic material;  
• Recrystallization of clay minerals;  
• Interstitial water chemistry;  
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The last three factors are effective only at relatively deep burials and as such will not be 
discussed further here. 
Porosity and Initial Thickness The potential amount of compaction is a function 
of the amount of porosity at the time of deposition. For a given mass of sediment, the 
more porosity it has, the thicker it will be. In general, the greater the porosity at the time 
of deposition, the greater will be the compaction for a given sediment and loading. 
During compaction, porosity may be modified by any of three processes:  
 
• Repacking -- A mechanical rearrangement of the porous medium 
associated with expulsion of pore water. 
• Deformation -- Deformation of the grains. 
• Cementation -- Precipitation of dissolved mineral matter onto grain 
surfaces. 
 
Porosity reduction with depth is used in basin modeling. It has been observed that 
porosity decreases as a logarithmic or exponential function of depth (Athy, 1930; 
Baldwin and Butler, 1985). Most of these studies however, are interested in relatively 
deep burial and are thus, of no interest in this study. In this study, mechanical repacking 
at shallow depths is the only process that may modify porosity. Diagenesis and grain 
deformation is not considered.  
Lithology and Texture The compressibility of unconsolidated sediment is affected 
by a number of grain-related parameters such as grain size, grain mineralogy and 
composition, grain shape and roundness, style of original packing, and sorting. Most 
studies of the compressibility and compaction of natural sediments tend to make a 
distinction between the behaviors of “coarse-” and “fine-” grained sediments 
(Chilingarian and Wolf, 1975; Rieke and Chilingarian, 1974). This distinction is 
justifiably made because shales are more easily compacted than sand due primarily to 
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their high initial porosity that causes them to be more susceptible to compaction at low 
overburden pressures. As such, most of the compaction literature focuses on the behavior 
of fine-grained sediments.  
During compaction, fine-grained sediments increase in density and decrease in 
porosity as pore water is expelled and the open arrangement platy clay and mica grains 
are rearranged into a more closely packed fabric. Fine-grained sediments are often termed 
“shale” defined as indurated terrigenous sediment where more than 50% of the grain are 
less than 0.0625 mm (4 phi) in diameter (Potter et al., 1980). Shales, and their 
unconsolidated equivalent, may contain a variety of minerals including (1) various clay 
minerals, (2) quartz, (3) feldspars, (4) carbonates, (5) amorphous silica and alumina, (6) 
pyroclastic material, and (7) organic matter (Rieke and Chilingarian, 1974). Much of the 
compactional behavior of shale can be explained by the interaction of clay minerals with 
water.  
The relationship that clay mineral have with water is partly due to the crystalline 
structure of clay minerals (Clavier et al., 1984; Hillel, 1980). The surfaces of clay 
minerals are characterized by a net negative charge field. This net negative charge causes 
water molecules to align into a structured array near the clay surfaces. Furthermore, 
positively charge ions, such as Na+ and Ca2+ are drawn to the clay surfaces. The presence 
of the positively charged ions also serves to attract additional water to the clay 
neighborhood though osmosis. Through these processes, each clay particle is surrounded 
by an approximately 10 angstrom thick film of water and hydrated cations. This layer 
gives rise to the dual-water model for shaly sands (Clavier et al., 1984). With increasing 
distance from the clay surface, the strength of the electrostatic forces that causes water to 
stick to the clay becomes less.  
This “cushion” of bound water resists the effects of increasing overburden stress. 
During Hedburg’s (1936) compaction process stage 2, dewatering, the bound water is 
progressively stripped off of the clay surfaces, starting with the outermost, weakly bound 
molecules and progressing, with greater overburden pressure, to the innermost bound 
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layers. The degree of compaction of fine-grained sediments is also affected by the type of 
clay minerals present as well as the chemical nature of the interstitial water (Hough, 
1957; Rieke and Chilingarian, 1974).  
Despite attention paid to the compaction of fine-grained material, coarse, 
unconsolidated materials will compact as well. However, the compaction of sands in 
general is relatively small at overburden pressures of less than 200 psi (equivalent to a 
depth of about 60 m) (Allen and Chilingarian, 1975). The compaction behavior of non-
cohesive, granular sediments is affected by grain size, sorting, shape, roundness, 
mineralogy and composition (Hough, 1957). In general, the finer the grain size, the 
greater the amount of compaction. Well-sorted sand is less compactable than one that is 
poorly sorted. Sands composed of equant or rounded grains tend to compact less than 
sands with angular or flat grains.  
All other things being equal, more compaction occurs as the volume of ductile 
grains (such as clays, mica, and lithic fragments) increases at the expense of brittle grains 
(quartz and feldspar) although it has been reported (Sawabini et al., 1974) that 
compressibility increases with increasing feldspar content. Laboratory investigations 
indicate that the degree of compaction is also affected by the type of lithic fragments 
present (Pittman and Larese, 1991). The compressibility of poorly sorted sands is 
generally higher than well-sorted sands. 
In some settings, organic-rich facies, such as peat, may represent a significant 
proportion of the floodplain. The mechanical properties of peat are not well known. One 
study suggests that peat compacts very soon after burial, perhaps achieving a compacted 
thickness of 20% of its original thickness upon a burial of approximately 10 meters 
(Bloom, 1964). 
Loading Related Factors The amount of compaction is a function of the 
magnitude of the applied stress, the rate at which this stress is applied, and the stress 
history that the material has experienced. The magnitude of the applied stress at any point 
in the sedimentary column is the weight of the saturated material overlying this point. In 
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theory, a plot of void ratio versus the log of the vertical effective stress should plot as a 
nearly straight line (Figure A.88). This behavior shows that soils may behave elastically. 
This curve is often referred to as the virgin compression curve. However, laboratory data 
of soil samples frequently exhibit a void ratio—stress curve that possesses a curved 
portion. The point at which the transition occurs (Point “b” on Figure A.88) defines the 
maximum overburden that this material has sustained in the past. This behavior 
demonstrates that soils possess a memory. In this particular example, this soil possessed a 
void ratio of e0 at the time of deposition. With the application of an overburden pressure 
σ’b, the soil compacted to point b. Partial removal of this overburden by erosion caused 
the soil to follow the dotted curve between b and c. If the soil is reburied, it follows the 
curved line from c to a point near point b where it once again follows the virgin 

















Figure A.88 – Consolidation relationships.   
If the stress at a particular point in the soil is equal to the maximum stress that this 
point has ever experienced, the soil is called normally consolidated. If the stress is 
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currently less than the maximum stress, the soil is considered to be overconsolidated. 
There is some suggestion that floodplain sediments are slightly overconsolidated due to 
the repeated wetting and drying (Kauffman and Sherman, 1964). Underconsolidation can 
occur when the pore pressures in a soil have not equilibrated to an imposed load (Holtz 
and Kovacs, 1981). Plots of void ratio versus log of stress exhibit a variety of slopes. The 
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A.16      FLUVSIM MODEL SETUP 
The values for many of the model parameters were loosely derived from field 
studies of avulsions along the Cumberland Marshes area on the Saskatchewan River in 
Canada (Ashmore and Day, 1988; Farrell, 2001; Kuiper, 1960; Morozova and Smith, 
1999, 2000; Pérez-Arlucea and Smith, 1999; Smith et al., 1989; Smith and Pérez-
Arlucea, 1994; Smith et al., 1998) (Figure A.89). The purpose for using these data were 
not to try to simulate the sequence of Saskatchewan avulsion events and their associated 
deposits but rather, to create a series of models which have a reasonable chance of 
producing plausible stratigraphic architecture and to examine this architecture as it 
responds to controlled changes in a small subset of input process parameters.  
FLUVSIM is designed assuming that the model space is part of a much larger 
floodplain area. Therefore, the model dimensions need to be less than the size of the 
floodplain system. The overall dimensions of the “Saskatchewan Delta” are 
approximately 50 km wide by 200 km long (Kuiper, 1960). For comparison, the Lower 
Mississippi Valley is approximately 780 km long and 40 to 200 km wide (Autin et al., 
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1991); the Rhine-Meuse delta is 160 km long by 50 km wide (Stouthamer, 2001). On the 
other hand, the model dimensions need to be larger than the largest anticipated area 
inundated by crevasse complexes, but not so large as to prevent avulsions from occurring 
(see discussion below). The size of the 1870s avulsion of the Saskatchewan River in 
Canada is approximately 12 km by 60 km or 500 km2 (Pérez-Arlucea and Smith, 1999; 
Smith et al., 1989). Smaller splays within the breakout area are less than 6 km long 
(Pérez-Arlucea and Smith, 1999). Further consideration must be given to the cell size and 
the number of cells in the model. Smaller and more numerous cells for a given model size 





















Lim its of Saskatchewan Delta
Modified from  Kuiper, 1960 A0084  
Figure A.89 – Saskatchewan Delta, Canada.  
Based on the size of the Saskatchewan delta as a whole and on the size of the 
inundated area of the 1870s avulsion, I have chosen to set the FLUVSIM model 
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dimensions at 100 km by 100 km. Figure A.89 demonstrates the size of the FLUVSIM 
model relative to the size of the Saskatchewan Delta.  
A natural scale for model cells is the width of the meander belts. In FLUVSIM, I 
have assumed that sediments within the channel belt are homogeneous at any point in 
time. This assumption is based on rivers tendency to migrate both laterally and 
downslope as they meander across the floodplain. As they meander, the channels remove 
previously deposited sediment, flushing fine-grained material downstream, and leave 
behind coarse-grained sediment. Maps of the Old Channel of the Saskatchewan River 
indicate that the meander belt width is approximately 2500 m. Figure A.90 shows a 
portion of the Saskatchewan River system near the confluence of the Old and New 
Channels. Superimposed on this figure is a grid of cells illustrating the cell size relative to 
typical features on the floodplain. The cell size of 2500 m was chosen based on the 
typical channel-belt width.  
A schematic of the regional model setting for this series of model simulations is 
illustrated in Figure A.91. I have assumed that the model sits 750 km in front of 
highlands that are 1200 m high. The hinge position, about which the model rotates during 
subsidence is located at the highlands front. The initial strand line is assumed 50 km in 
front of the lower model edge. The vertical position of the model is defined on the 
attitude of the initial base-level profile surface. Recalling from chapter 3, the base-level 
profile is defined by: 
( ) ceaB xbz +⋅=
⋅−                                                                     [A.142] 
where Bz is the base-level profile elevation (km), x is the distance from the mountain 
front (km), a is the mountain elevation (km), and c is assumed to be zero. The parameter 
b determines the curve shape and is constant throughout the simulation. It is found by 
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Figure A.91 – Model setting with values used in this series of experiments.  
until the calculated distance to the strand, Xsc is within 0.01% of the user-defined initial 
distance between the model and the strand line. Sc is the slope of the Earth’s surface at 
the strand (assumed to be –0.00008), Xm is the distance between the model and the 
mountains (750 km), Xx is the length of the model in the x direction (100 km) and a is the 
mountain elevation (1.200 km). Using these values, the b parameter value is defined as 
0.00473. Once the initial base-level profile has been found, the initial surface is defined 
as a planar surface, tilted towards the +X direction, and positioned vertically such that the 
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plane intersects the base-level profile surface at the upper and lower edges of the plane. 
This defines the initial elevation of the model to range between 34.7 m and 21.5 m. The 
gradient of this surface is 0.000135 and compares favorably with estimates of the 
gradient in the Cumberland Marshes area ranging from 0.000189 at the upper end to 
0.0000947 to the lower end (Kuiper, 1960), to 0.000125 as an average over the area as a 
whole (Morozova and Smith, 1999). 
The mean annual discharge in the Saskatchewan River is about 500 m3/s (Smith et 
al., 1989). Peak flows during “normal” flood stages is in excess of 1400 m3/s and can 
reach as much as 2800 m3/s (Kuiper, 1960). For this series of simulations, I used a set of 
parameters that generated a stationary, lognormal series of discharge values with a mean 
of 500 m3/s and a standard deviation of 150 m3/s (Figure A.92). A typical time series of 
discharge and their associated effective discharge values is shown in Figure A.93.  
A simple procedure was used to verify the internal consistency of discharge and 
hydraulic geometry parameters with observations of channels in the Saskatchewan area. 
Recalling from chapter 4, the hydraulic geometry of a channel is a defined by (Gregory 
and Walling, 1973; Leopold and Maddock, 1953; Leopold et al., 1964): 
______________________________________________________________________ 
Figure A.92 (Facing Page, Top) – Frequency histogram of discharge. The data is this 
diagram represents the first 7250 years of discharge.  
Figure A.93 (Facing Page, Bottom) – Time series of discharge. This diagram illustrates 
the first 7250 years of discharge (thin red curve) as a function of time and the associated 
effective discharge (thick blue line).  
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                                                                         [A.144] 
where w is channel width (ft), d is mean channel depth (ft), v is mean channel velocity 
(ft/s), Qe is effective discharge (ft3/s), and a, b, c, f, k, and m are user-defined empirical 
coefficients. Note that in the original literature (Gregory and Walling, 1973; Leopold and 
Maddock, 1953; Leopold et al., 1964), these equations were presented using English 
units. In FLUVSIM, discharge is converted to ft3/s , the calculation performed, and the 
results are converted back to metric. If a typical channel-forming discharge is 750 m3/s 
(Qmean +σ), and if the coefficients are known: a = 7.231, c = 0.545, and k = 1/(a c) = 0.25, 
trial-and-error is used to find the coefficients a and f (k = 1 – b – f) and m such that the 
equations produce typical observed channel widths and depths. In the Cumberland 
Marshes area, the New Channel width is 200 to 350 m wide with mean bankfull depth is 
5 to 7.5 m. (Pérez-Arlucea and Smith, 1999). Using these numbers, I determined that b = 
0.497, f = 0.299, and m = 0.204. 
The velocity from equation A.144 using the parameters discussed above is 0.62 
m/s. These values are verified by calculating the discharge and velocity predicted by 
Manning’s equation and comparing them with the input values. Manning’s equation is 










1                                                              [A.145] 
where Q is the discharge (m3/s), n is Manning roughness coefficient (here assumed to be 
equal to 0.04), A is the cross sectional area of the channel (m2), P is the wetted perimeter 
of the channel (m), and S is the channel slope (assumed to be 0.000125). I assume that 
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                                                            [A.146] 
Given the discharge and cross-sectional area, the velocity can then be calculated as: 
A
Qv =                                                                                  [A.147] 
Using this approach, the calculated values are: Q = 785 m3/s, v = 0.63 m/s and these 
compare very well with the original values of Q = 750 m3/s, v = 0.62 m/s. One final 
calculation is done at this point. The following equation 
nwgW ⋅=                                                                       [A.148] 
predicts the channel-belt width given the channel width. Assuming g = 1.063 and n = 
1.239, and using a width of 350 m, this equation predicts a channel-belt width of about 
2000 m. This agrees well with the estimated channel-belt width illustrated in Figure A.90 
of 2500 . 
Estimates of sediment flux entering the Saskatchewan Delta have ranged from 
258 kg/s at low-flow stages to as much as 8500 kg/s for extreme flood events (Ashmore 
and Day, 1988; Kuiper, 1960). Average annual sediment volume delivered to the delta 
prior to the construction of Tobin Lake (west of the delta) in 1962 was estimated to be 
about 1243 kg/s (Kuiper, 1960). Recalling from chapter 3, I deliberately chose to design 
FLUVSIM to decouple sediment flux from discharge to have the ability to investigate the 
effects that independent changes of discharge and sediment flux would have on 
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stratigraphy. For the series of simulations discussed here, only long-term changes in sea 
level and subsidence are considered. Sediment flux is set to a constant 1200 kg/s. 
Kuiper (1960) reports that the average annual sediment volume delivered into the 
delta is 1/3 sand with an average diameter of 2.32 phi (0.20 mm). The remainder is wash-
load (silt and clay). This grain size is consistent with grain sizes deposited in portions of 
the breakout area reported by Smith and Pérez-Arlucea (1994). They reported grain sizes 
ranging from 3.7 to 4.4 phi in the abandoned North Channel and 2.7 to 2.9 phi (proximal) 
to 3.8 to 3.9 phi (distal) in the active south channel of the Windy Lake splay. Recalling 
from chapter 3, FLUVSIM has the ability to deliver a “blended” grain-size distribution to 
the model. Blending is accomplished by defining coarse and fine distributions and a 
weighting factor that defines the proportion of fines in the combined distribution. For this 
series of test simulations, the input grains size distribution is held constant  and is defined 
as (Figure A.94): 
 
• Coarse GSD:  φm = 2.32 (0.200 mm), So = 4.5 
• Fine GSD:  φm = 8.00, So = 4.5 
• Fine fraction  25% 
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Figure A.94 – Modified grain-size distribution of the input sediment. The modified input 
sediment GSD is a linear combination of two GSD’s. (1) The “coarse” fraction is the 
time series of the incoming sediment. The characteristics of this fraction may change 
through time. (2) A “fine” fraction. This fraction possesses constant, user-defined mean 
and sorting characteristics. The proportion of coarse and fine fractions is user-defined and 
constant for the duration of the simulation. 
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A.17      CONVERSION OF FLUVSIM GRID TO MODFLOW GRID 
Converting the output obtained from FLUVSIM into a form usable by 
MODFLOW involves a process called upscaling. Upscaling involves two parts (Wingle 
and Poeter, 1997). In the first part, the three-dimensional distribution of FLUVSIM data 
is aligned with a MODFLOW grid. The second step involves estimating the parameter 
values in each MODFLOW cell based on the parameter values from FLUVSIM.  
A.17.1 Grid Alignment 
In the first step of upscaling, the goal is to map data from one grid (the source 
grid) onto a second grid (the destination grid) (Wingle and Poeter, 1997). The mapping of 
one grid onto another involves defining a transformation that converts the spatial 
coordinates of the first grid (x1, y1, z1) into the spatial coordinates of the second grid (x2, 
y2, z2). In the most general case (Wingle and Poeter, 1997), there are no requirements that 
the two grids must possess the same origin, that the two sets of axes be parallel to each 
other, that the grids have the same number of cells in any direction, or that the cells be the 
same size, either between the grids or even within a grid. There are however, three 
assumptions that are made. First, the source grid and the destination grid must have the 
same number of spatial dimensions. Second, the source grid (in this case the FLUVSIM 
output) is assumed to have a finer resolution along one or more axes. Finally, each 
individual cell in the source grid is assumed isotropic and homogeneous.  
In the specific case of creating a MODFLOW grid from FLUVSIM, several 
decisions helped to simplify the process (Figure A.95). First, all three grid axes were 
parallel to each other. Second, the difference in origins is easily managed. Third, the cell 
size areal dimension (constant at 2500 m by 2500 m) was the same for both grids. 
Finally, the number of rows and columns in the grids were identical. To minimize 
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FLUVSIM edge effects the MODFLOW grid is a 30 by 30 grid subset of the FLUVSIM 

























Convers ion of FLUVSIM X-Y  to MODFLOW  R-C
R = Nr - y +  Ym in, C = x - Xm in + 1
Nr =  30, Ym in = 6, Xm in =  11
A0088  
Figure A.95 – Relationship between the FLUVSIM model volume and the MODFLOW 
model volume. The MODFLOW model is a 30-cell by 30-cell extract of the FLUVSIM 
model.  
Most of the remaining decisions deal with grid definition in the vertical 
dimension. The first decision involved the MODFLOW the layer thickness and number 
of layers. I arbitrarily chose to use a constant layer thickness of 2 m and to let the number 
of layers vary according to the thickness of each stratigraphic column. The next decision 
involved determining how the MODFLOW grid aligns with the stratigraphic volume. 
There are two possibilities (Figure A.96). In the first case, a rectilinear grid, the bottom of 
the lowest layer is coincident with the base of the lowest FLUVSIM unit of the entire 
volume. Each layer is parallel to every other layer. The layers of the deformed grid case 
are not parallel to each other. In a deformed grid, the bottom of each layer is coincident 
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with the bottom of the lowest unit in each stratigraphic column regardless of the position 
of these units. This arrangement often leads to laterally disconnected layers as illustrated 






Figure A.96 – Two options for defining the MODFLOW model layers. Each layer is a 
constant thickness. The rectilinear grid superimposes the grid onto the FLUVSIM model 
volume without regard for the geometry of this volume. The deformed grid aligns the 
bottom of each layer with the bottom of the FLUVSIM stratigraphic column. This option 
may result in disconnected MODFLOW layers. 
The volume of material simulated by FLUVSIM is slightly inclined in the 
regional dip direction. Since I chose to use a rectilinear grid, another decision had to be 
made with respect to the grid orientation. An inclined grid superimposed onto the 
inclined volume tended to possess a large number of inactive cells (Figure A.97a). A 
horizontal grid superimposed onto an inclined volume had the same problem but also 
required many more layers (Figure A.97b). The solution, which minimized the number of 
inactive cells and the number of layers, involved superimposing a horizontal grid onto a 
rotated stratigraphic volume (Figure A.97c). 
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Tilted Grid, Tilted Volume
Horizontal Grid, Tilted Volume
Horizontal Grid, Rotated Volume
A0089  
Figure A.97 – Three options for orienting the MODFLOW grid with the FLUVSIM 
volume in a dip direction.   
Rotating the volume and defining a grid involved these steps: 
 
1. Record the top and base elevations from each stratigraphic column. 
2. Use these data to find a linear least-squares trend surface using the method 
proposed by Davis (1973). This surface represents the average elevation of 
each stratigraphic column.  
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3. Subtract the average column elevation from each unit in each stratigraphic 
column. 
4. Adjust all unit elevations such the base of the lowest unit in the model has 
an elevation of 0 m.  
5. Find the maximum and minimum elevations and the number of layers. The 
number of layers varies according to the total thickness of the sediment 
volume.  Setting each layer to 2 m thick, the number of layers ranged from 
10 to 37. 
6. Superimpose a rectilinear grid on the stratigraphic data such that the 
bottom of the lowest layer has an elevation of 0 m. 
 
This procedure establishes a three-dimensional, horizontal, rectilinear 
MODFLOW grid superimposed on the volume produced by FLUVSIM. The next step 
populates the MODFLOW grid with parameter estimates based on FLUVSIM output.  
A.17.2 Parameter Estimation 
The principal issue regarding parameter estimation is that FLUVSIM records 
information in the vertical dimension at an irregular spacing. Record keeping in 
FLUVSIM involves the use of sediment units to record the sequence of depositional 
events. These units do not have a consistent vertical dimension. Consequently, they do 
not map onto the MODFLOW grid established in the procedure discussed above. Thus, it 
becomes necessary to upscale the information in a typical sediment column produced in 

























































Figure A.98 – FLUVSIM units and MODFLOW layers.   
The first step in the conversion involved identifying where the MODFLOW layer 
boundaries occur in each stratigraphic column. For example, the boundary between 
MODFLOW cells in layers 3 and 4 in Figure A.98 fall within FLUVSIM unit H. Thus, 
unit H is divided into two units, one of which will be assigned to layer 3 and the other to 
layer 4. It is entirely possible that a FLUVSIM unit will be thicker than the MODFLOW 
layers. Thus, a single FLUVSIM unit may be split among three or more MODFLOW 
cells. For example, unit C in FIGURE is thicker than a single layer. Portions of this unit 
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coincide with MODFLOW cells in layers 5, 6, and 7. For most of the stratigraphic 
columns, the top and base of the column will not coincide with a layer boundary. In these 
cases, the layer thickness for the affected MODFLOW cell is adjusted to reflect the true 
thickness of the material in the cell. 
The next step involves deriving an effective value for each hydraulic property in a 
MODFLOW cell from the hydraulic values for each unit within the cell (Figure A.99). 
Effective values of hydraulic parameters are found from (Jorgensen, 1980): 
∑=
i
































Kv                                                                 [A.152] 
where the subscript “system” refers to the effective parameter value for the MODFLOW 
cell, the subscript “i” refers to each FLUVSIM unit in the model cell, b is the unit 
thickness, Ki is the unit hydraulic conductivity (each unit is assumed to be isotropic in 
three dimensions), S is the storage coefficient, Sy is the specific yield, Kh is the effective 
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Figure A.99 – Sketch defining the parameters involved in upscaling from FLUVSIM 
units to MODFLOW cells.  
A typical hydraulic conductivity distribution from FLUVSIM is shown in Figure 
A.100. Although the central portion of the distribution is approximately lognormal, 
several peaks related to the various facies tracts may be distinguished. The central portion 
of the distribution between –8 and –4 log(K) units come from proximal and distal splay 
and deltas. The small peak centered on –2.5 log(K) units is from active and inactive main 
channels. The sharp spike at –12 log(K) units is from abandoned channel clay plugs and 
is (by default) the minimum permissible value allowed. This value is assigned when the 
clay-free porosity fall below 0.0001. The peat added to ponds is nominally pure clay and 
would be expected to have such a low clay-free porosity that the hydraulic conductivity 
would also be –12 log(K) units. However, ponds may receive sediment as if they were a 
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portion of the distal splay complex. Consequently, sediment in ponds has slightly less 
clay content and an associated slightly larger clay-free porosity that translates into a 
hydraulic conductivity larger than –12 log(K) units. The pond facies occupies the very 
small peak between –10 and –11 log(K) units in Figure A.100. All values less than –12 
log(K) units are anomalies that result from a program bug; the logic was designed to 
prevent log(K) values less than –12.  
 
 
Figure A.100 – Typical distribution of hydraulic conductivity from FLUVSIM.  
The control that facies tracts have on the shape of the hydraulic conductivity 
distribution is even more apparent when one looks at the bivariate distribution of 




Figure A.101 Bivariate modal frequency of the log hydraulic conductivity and log 
thickness of a typical simulation from FLUVSIM.  
The range of hydraulic conductivity values in typical FLUVSIM simulations often 
exceeded 15 orders of magnitude (Figure A.100). This created a numerical stability issue 
with MODFLOW that was resolved by decreasing the range of hydraulic conductivity 







                                                          [A.153] 
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where K is the hydraulic conductivity of each FLUVSIM unit. Truncating the FLUVSM 
hydraulic conductivity distribution in this manner caused the distribution to possess 
enormous tails (Figure A.102), yet preserves the character of the distribution between the 
limits.  
 































Figure A.102 – The hydraulic conductivity distribution from FLUVSIM is truncated to 
fall within the range of -7 ≤ log(K0) ≤ -3.  
Since the conversion from FLUVSIM units into MODFLOW cells employs a 
thickness-weighted procedure, the arithmetic average of the horizontal hydraulic 
conductivity of all MODFLOW cells for a given simulation is about one order of 
magnitude greater than the arithmetic average of the hydraulic conductivity of all 
FLUVSIM units for the same given simulation (Figure A.103a). The average vertical 
MODFLOW hydraulic conductivity is about the same as the average FLUVSIM 




























Figure A.103 – Relationship between MODFLOW Kh and FLUVSIM K0 and 
MODFLOW Kv and FLUVSIM K0.  
A.18      MODFLOW AND MODPATH MODEL SETUPS 
The same steady-state hydrologic scenario applies to each stratigraphic model.  
General-head boundaries (GHB) define the up, and down gradient perimeter cells 
generating a horizontal hydraulic gradient of 1 × 10-3. The lateral boundaries are specified 
as no-flow.  Particles start in each active cell at the up-gradient end of the system and 
move through the model domain according to the prevailing hydraulic gradient.  The 
number of particles assigned to each cell is proportional to the flux through the cell. In 
general the flux per particle was 2 × 10-6 m3/s unless the number of particles was (in 
general) less than 500,000. In these cases, the flux per particle was set to 1 × 10-6 m3/s or 
1.25 × 10-6 m3/s. Path length and travel time were tabulated for each particle as they 
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reached the up-gradient edge of the last flow model column. From these data, average 
travel time, average path length, and effective hydraulic conductivity were calculated.  
 
 
 
