In stochastic modeling, there has been a significant effort towards finding predictive models that predict a stochastic process' future using minimal information from its past. Meanwhile, in condensed matter physics, matrix product states (MPS) are known as a particularly efficient representation of 1D spin chains. In this Letter, we associate each stochastic process with a suitable quantum state of a spin chain. We then show that the optimal predictive model for the process leads directly to an MPS representation of the associated quantum state. Conversely, MPS methods offer a systematic construction of the best known quantum predictive models. This connection allows an improved method for computing the quantum memory needed for generating optimal predictions. We prove that this memory coincides with the entanglement of the associated spin chain across the past-future bipartition.
In stochastic modeling, there has been a significant effort towards finding predictive models that predict a stochastic process' future using minimal information from its past. Meanwhile, in condensed matter physics, matrix product states (MPS) are known as a particularly efficient representation of 1D spin chains. In this Letter, we associate each stochastic process with a suitable quantum state of a spin chain. We then show that the optimal predictive model for the process leads directly to an MPS representation of the associated quantum state. Conversely, MPS methods offer a systematic construction of the best known quantum predictive models. This connection allows an improved method for computing the quantum memory needed for generating optimal predictions. We prove that this memory coincides with the entanglement of the associated spin chain across the past-future bipartition.
The quest for simple representations and models of the physical world, often phrased as Occam's famous razor, underlies most scientific pursuits. In this spirit, computational mechanics seeks the most memory-efficient predictive models for stochastic processes-models which track relevant past information about a process, in order to generate statistically faithful future predictions [1] [2] [3] [4] [5] . The classically minimal models, ε-machines, have been used in diverse contexts from neuroscience to nonequilibrium contextuality [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Recently, it was shown that quantum extensions of ε-machines can further reduce their memory [16] , leading recent studies to find memoryefficient quantum means of predictive modeling [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] .
In condensed matter, on the other hand, simplicity is sought after for the description of quantum many-body systems. Tensor networks, such as matrix product states (MPS), for instance, provide an efficient and useful description of one-dimensional quantum systems-i.e., spin chains [28] [29] [30] . This has led to reliable and powerful numerical methods for probing and simulating properties of multi-partite systems, whose study would be otherwise intractable [31] [32] [33] [34] .
In this Letter, we develop a connection between ε-machines and the MPS representation, shown in Fig. 1 . We associate each stochastic process with a suitable quantum state of a spin chain called q-sample, measurement of which generates the corresponding stochastic process. We then show that the classical ε-machine of the process leads to a systematic MPS representation of the q-sample. Conversely, applying MPS methods to this state allows us to construct a q-simulator for the associated stochastic process -the best known quantum model [17, 21, 22] . Lastly, we show that the entanglement across the past-future bipartition of the q-sample coincides exactly with the quantum memory requirements * Yangchengran92@gmail.com † quantum@felix-binder.net ‡ mgu@quantumcomplexity.org Fig. 1 . This Letter connects the complexity of stochastic processes and the representational complexity of spin chains. These (i) link -machines, the provably optimal predictors of a process with the MPS states of a spin chain, (ii) the memory used to simulate a process quantum mechanically with the entanglement of the spin chain and (iii) the Hilbert space dimension of such quantum simulators with the Schmidt rank of the spin chain.
of the q-simulator. These results thus provide a direct means of using MPS methods to study the resource requirements of quantum stochastic simulation, extending their relevance to the field of predictive modeling. Our approach complements other uses of tensor network methods for the description of classical systems with stochastic elements [35] [36] [37] [38] [39] [40] [41] and machine learning [42] [43] [44] [45] [46] [47] [48] [49] [50] . We extend these results in introducing causal structure, adapting MPS methods for predictive modeling.
Predictive models.-Consider a system that generates an output x t sampled from a random variable X t at each time t. The outputs of the system are described by a stochastic process with joint probability P ( ← − X , − → X ), which correlates past observations ← − X := · · · X −2 X −1 with future outputs − → X := X 0 X 1 · · · . Thus, each instance of the process with a given past ← − x := · · · x −2 x −1 , will exhibit a future output − → x := x 0 x 1 · · · with probability
To make predictions, one wants to construct a predictive model that replicates this conditional behavior. Such a model specifies how each observed past ← − x can be encoded into some memory state ε( ← − x ) of a physical system Ξ, such that repeated systematic actions on Ξ generate outputs − → x with desired conditional probability,
. Such predictive models are causal-all information about the future contained in Ξ can be obtained from the past.
Storing ε( ← − x ), however, costs resources. There is thus interest in encoding strategies that minimize the entropy of Ξ. In the case of ergodic stationary processes, computational mechanics provides the provably optimal strategy [3] . This involves grouping pasts ← − x with identical future statistics − → X into equivalence classes called causal states (labeled s i ) by the equivalence relation
That is, two pasts ← − x and ← − x are equivalent if and only if the corresponding conditional probabilities of any future output sequence − → X = − → x are identical for all such sequences. The resulting predictive model, named ε-machine, encodes the given past into a causal state [1, 3] . At each time step, it operates according to a set of transition probabilities T x kj := P (x, s j |s k )-i.e., corresponding to emission of x while transitioning from causal state s k to s j . ε-machines are a special class of hidden Markov models (HMM) with the synchronizing property-the state of the machine at each time step is fully determined by past observation.
The memory required by an ε-machine is quantified by the Renyi entropies
where π k represents the probability that ← − x belongs to causal state s k . As ε-machines are provably minimal, these Renyi entropies are considered fundamental measures of structure and complexity in the underlying process [3] . There are two particularly meaningful cases. The most well-studied is the statistical complexity C µ ≡ C Quantum models.-Going beyond (classical) -machines, quantum models allow for further memory reduction [16, 17, 21, 22] -the most memory-efficient model to date being q-simulator [21, 22] . For a given past ← −
x , a q-simulator retains a quantum state |σ k , encoding the corresponding causal state s k , in its working memory-each with probability π k ,
There always exists unitary operator U , which interacts this memory register with another quantum system in the initial state |0 such that
Here, {|x } forms an orthonormal basis, in one-to-one correspondence to the elements of the alphabet A . Measurement of the output system in the basis generates the output x with probability T x kj as desired, collapsing the memory system into the corresponding quantum state |σ j in the process. Repeated iteration of unitary interaction and measurement generates an output which is statistically identical to the original stochastic process. Because of stationarity the memory register remains in state φ after each transition [22] . The amount of required quantum memory may be quantified by the quantum Renyi entropy:
Analogous to the classical case, C q ≡ C 1 q represents the average entropic memory required by the q-simulator and we refer to it as the quantum machine complexity. C 0uantifies the dimension of the memory Hilbert space H m := span{|σ j }. Importantly, such quantum encoding almost always leads to a reduction in entropic memory cost (C 
where {|x k } is an orthonormal basis of each local Hilbert space. Such a description in terms of coefficients c x1x2...x N grows exponentially with N . MPSs [53, 54] mitigate this adverse scaling by expressing
where each A x k is an m × m complex matrix and { b l |, |b r } are the boundaries. This description gives rise to an intuitive graphical representation (Fig. 2) . For N → ∞, we obtain an infinite MPS (iMPS). Many of its properties are determined by the transfer matrix E (see Fig. 3 )
where (A x ) * is the complex conjugate of A x . If the largest-magnitude eigenvalue η of E is nondegenerate, the boundary becomes irrelevant [53, 54] . This is because after applying infinitely many transfer matrices to any potential boundary, it converges to the leading left and right eigenvectors of E, V l and V r -i.e.,
Note that each leading eigenvector shown in Fig. 3 has two legs. If we designate one index as row index and the other as column index, the leading eigenvectors become matrices, i.e., V l and V r (see Supplementary Material A [55] ). Predictive models and MPS representation.-Here we present our main results-the connection between predictive models and the MPS formalism. This is done by associating a stochastic process with a large entangled 1D quantum state
where | ← → x is an orthonormal basis corresponding to the outputs ← → x := · · · x −1 x 0 · · · . Measuring the quantum state in the basis | ← → x generates the stochastic process. |P ( ← → x ) are known as q-samples [56, 57] , and lie at the heart of many quantum sampling problems [58] [59] [60] [61] [62] .
Theorem 1. A stochastic process ← → X , represented by an ε-machine with transition matrix T , is fully represented by the iMPS with site matrix
The process is ergodic if and only if the transfer matrix of the iMPS is nondegenerate.
Proof. -First, we construct a finite quantum state
with a boundary |0 and x t:t+L := x t x t+1 · · · x t+L−1 .
In the limit L → ∞, t → −∞, this yields the iMPS. Since each element of each A x is non-negative the amplitudes generated by the iMPS are as well. In Supplementary Material B [55] we prove that the largest-magnitude eigenvalue of the transfer matrix of the iMPS given by Eq. (10) is nondegenerate if and only if the process is ergodic. Hence, the boundary is irrelevant.
Thus, we only need to show that the amplitudes correspond to the classical distribution P ( ← → X ). In Supplementary Material A [55] , the probability distribution generated by the iMPS is shown to be
The leading left eigenvector V l and leading right eigenvector V r have the following form
where π k are the stationary probabilities of causal states s k and |j is an orthonormal local site basis (See Supplementary Material C) [55] ). |σ k are the internal states of the corresponding q-simulator in Eq. (4). Inserting these expressions into Eq. (12), we obtain
as shown in Supplementary Material D [55] in more detail. In the limit L → ∞, t → −∞, this distribution becomes
This theorem demonstrates that a classical ε-machine of a stochastic process gives direct rise to an iMPS. This representation has a clear operational meaning: each element of the site matrix corresponds to the transition probability between classical causal states.
Note that the iMPS in Eq. (10) is guaranteed to generate the correct statistics due to ε-machines being predictive models. This follows from Theorem 1, and does not generally hold for nonpredictive HMMs. In addition, ergodicity of the process implies the nondegeneracy of the iMPS. Thus, the q-sample of the process is always the unique ground state of some local Hamiltonian [63] . Now, we make use of this MPS representation to point out the relation between the quantum machine complexity and the entanglement of a process' q-sample across any bipartition.
Theorem 2. The entanglement across any bipartition of a stochastic process' q-sample equals the quantum machine complexity C q . Its Schmidt rank is equal to the dimension of the memory Hilbert space.
Proof. -First, the leading left and right eigenvectors can always be decomposed as
The Schmidt coefficients are the positive square roots of the eigenvalues of the density matrix [55] ). In line with Eq. (13) we choose W l = k √ π k |k k|. Then we construct a quantum state
where |σ k * is the complex conjugate of |σ k . Partial trace over system B yields
Thus, the Schmidt coefficients of the q-sample are the square roots of the density matrix ρ A 's eigenvalues (see Supplementary Material A [55] ). On the other hand, partial trace over system A gives
Note that the complex conjugate of ρ B is equal to φ [Eq. (3)]. Hence, since ρ A and ρ B must have the same spectrum, ρ A also has the same spectrum as φ. Thus, the Schmidt coefficients are the square roots of the eigenvalues of φ. This implies that any Renyi entropy of the squared Schmidt coefficients and the corresponding entropy of φ are also equal
For the special cases α = 1 and α = 0, we obtain Theorem 2.
This connection illustrates an interesting link between the resource costs of generating a time sequence-a property with a temporal direction, with quantum correlations between spatial systems-a property without temporal direction.
Our final result presents a systematic means of constructing a stochastic process' q-simulator from the iMPS of its q-sample.
Theorem 3. The q-simulator for a stochastic process [22] can be systematically constructed from its iMPS representation according to Theorem 1:
1. The internal quantum states of the q-simulator are
where W r is a decomposition W r W † r = V r such that the image of W † r is the same as the image of V r . 2. The stepwise unitary interaction of the q-simulator is given by
where W −1 r is defined to be the inverse matrix of W r on the memory Hilbert space H m = span{|σ k }.
The approach makes use of existing results in MPS literature. There, it was found that each MPS representation of a quantum state gives rise to a means of synthesizing the state through a unitary quantum circuit [33, 64] . In Supplementary Material E [55] , we adapt these methodologies for the specific class of iMPS in Eq. (10) such that the resulting quantum circuits are also valid predictive models. That is, the resulting circuit allows a systematic means to encode any given past ← − x into a suitable quantum state |σ k . A prescription for the exact circuit on |σ k then allows generation of correct conditional future statistics P ( − → X | ← − x ). In addition, such models feature smaller memory dimension whenever V r is not full rank.
Discrete renewal process.-We illustrate these results using the discrete renewal process with uniform emission probability [24, 65] , as defined by its ε-machine in Fig. 4 . Fig. 4 . The ε-machine of the discrete renewal process. An edge labeled x|p, indicates that the transition from causal state si to sj generates output x with probability p. The renewal process either emits 1 and returns to s0 or 0 and evolves further.
Consider the renewal process' statistics P ( ← − X , − → X ) and its q-sample |ψ . Our results allow (i) direct construction of an MPS representation for |ψ , (ii) the use of MPS methods to find the q-simulator for the renewal process, and (iii) evaluation of the corresponding quantum advantage of simulating such a process quantum mechanically. First, according to Theorem 1, the iMPS site matrix for |ψ is given by
With Theorem 2, we can compute the quantum memory C q by using the MPS to quantify the entanglement in |ψ . In Fig. 5 , we see that the q-simulator requires only a bounded memory while the classical optimal memory scales as O(log N ) [24] . In fact, unbounded memory advantage for C 0 q can also occur [66] . The internal quantum states and the unitary operator U are straightforward to obtain, by virtue of Theorem 3 (see Supplementary Material F [55] ).
Conclusion.-We have connected two previously distinct notions of complexity: the memory cost of prediction and the representational complexity of spin chainsallowing results in one field to catalyze new insights in the other. By associating each stochastic process with a suitable quantum state of a spin chain, we demonstrated that predictive models constructed in complexity science lead directly to the MPS representation of a general classical stochastic process. Based on this, optimization using standard MPS techniques allows systematic construction of q-simulators-the current state of the art for predictive modeling. Moreover, we established that the memory requirement of such q-simulators exactly coincides with the bipartite entanglement in the associated spin chain state.
These results open a number of promising avenues for future research. From a foundational perspective, the memory requirements of a q-simulator describe a task that involves a clear temporal direction-using past information to generate future predictions. In the classical setting, this resource cost can vary drastically when time is reversed [67] , such that costs of prediction and retrodiction differ. Meanwhile, this research indicates this asymmetry is drastically reduced when quantum models are allowed. The connection to entanglement provides a new perspective to understand this divergence [66] . Moreover, noting that entanglement is calculated rather differently from complexity, the proven equivalence between the two opens the door to identifying more efficient numerical methods for computing the latter.
In addition, tensor networks offer sophisticated techniques to reduce the bond dimension of represented processes at the cost of introducing small inaccuracies. Such methods can now be adapted to quantum modelingallowing the construction of approximate models with drastically reduced dimensional requirements. Meanwhile, there has been growing interest in generalizing computational mechanics to higher dimensions [68] . It would indeed be interesting to relate such works to higher dimensional variants of tensor networks, such as MERA [69] and PEPS [70] . Consider an iMPS {A x } with left and right boundaries { b l |, |b r }. In order to link the transfer matrix E of this iMPS to a completely positive (CP) map we introduce the left and right vec maps V l and V r :
A graphical representation of these maps is shown in Fig S1 . Applying the left vec map and right vec map to the transfer matrix gives
For an iMPS whose transfer matrix' largest-magnitude eigenvalue is unique, the boundary does not affect the expectation value of any local observable O on a finite interval of N sites. This can be seen from the fact that any boundary converges to the leading eigenvector of the transfer matrix after applying the transfer matrix infinitely many times (see Fig. S2 ).
where
boundaries give the same expectation value of a local observable. In this case, we can ignore the boundary and focus on the site matrices. As the measurement in the computational basis corresponds to the measurement operators O = |x t:t+L x t:t+L | for finite t and L, the distribution of the measurement outcomes is then the expectation value of the measurement operators, i.e.,
For any iMPS, a special form, called the canonical form, is expressed as the Schmidt decomposition at any bipartition, see Fig. S3 . For an iMPS whose transfer matrix' largest-magnitude eigenvalue is non-degenerate, there is a systematic way of obtaining the canonical form [34] . The essence in computing the canonical form of an iMPS is to deduce its entanglement properties from the transfer matrix E. This is done in four steps:
(i) Assume the largest eigenvalue of transfer matrix E is unique. Find the leading right and left eigenvectors of the transfer matrix E, V r and V l , as shown in Fig. S4 . Here, V l and V r are rank 2 tensors -i.e., positive Hermitian matrices. Because the transfer matrix E is not Hermitian, V l and V r are generally different from each other.
(ii) Decompose V r and V l separately, l W l , into the horizontal index, as shown in Fig. S4 . Then compute the singular value decomposition of the product W l W r , namely W l W r = U λV , where U and V are unitary matrices. λ is a diagonal matrix which contains the Schmidt coefficients of |ψ across any bipartition of the iMPS.
l U , as shown in Fig. S4 . As shown in (iii), the Schmidt coefficients are the singular values of the matrix W l W r .
iii Supplementary Material B: The largest eigenvalue of the transfer matrix is unique iff the process is ergodic
In this section, we show that the convergence of the transfer matrix of a q-sample's iMPS representation and convergence of the corresponding stochastic process mutually imply each other (Lemma 2, below). We begin with the following intermediate result:
Lemma 1. The largest eigenvalue of the transfer matrix E is 1.
First note that the CP map E l given by Eq. S2 has the same eigenvalues as the transfer matrix E. It hence suffices to show that the largest eigenvalue of E l is 1. For the proof we use the matrix norm * 1 which is defined by B 1 := ij |B ij | for a matrix B = i,j b ij |i j| in an orthonormal basis {|i }. For any rank-1 matrix |j k|,
Since the causal state at the next step is determined by the output symbol and the previous causal state, we obtain
The last step follows from the Cauchy-Schwarz inequality. Equality holds iff k = j. For any matrix B as above
Therefore any eigenvalue λ of E l is less or equal to 1. In general, for any diagonal density matrix
For the stationary distribution in particular we define
which has the following property
This can be seen from Eq. S8 by noting that x,k P (x, s j |s k )π k = π j due to stationarity. In other words, V l is an eigenvector of E l with eigenvalue 1 -hence, a leading eigenvector.
Lemma 2. The transfer matrix has only one eigenvalue, of magnitude one, iff the corresponding process is ergodic.
First, we assume that the process is ergodic and that V l is a leading eigenvector of E l . Assume that V l has non-zero off-diagonal elements. Since E l (|j k|) 1 < 1 for all j = k,
which contradicts E l (V l ) 1 = V l 1 . Thus, V l only has non-zero diagonal elements. Convergence of the process then ensures that there is only one diagonal matrix that is the leading eigenvector of the CP map E l . The inverse case is also true. We consider again Eq. S8. Assuming that the transfer matrix's largest-magnitude eigenvalue is unique, ρ d always converges to the matrix k π k |k k|. Hence, any distribution under transition converges to the stationary distribution. 
As mentioned in Supplementary Information B, the leading left eigenvector is
For the leading right eigenvector, we show that V r (Eq. S13) is a fixed point of the CP map
Now we use the fact that U |σ k |0 = x T x km |σ m |x , which results in
Thus, k|E r (V r )|j = σ k |σ j . In other words, V r is the leading right eigenvector.
Supplementary Material D: iMPS generates the correct distribution
Here, we prove that the iMPS generates the correct distribution. As shown in Supplementary Information A, the distribution of measurement outcomes of an iMPS is
where we have used Eq. S12 and Eq. S13. We note that the next causal state is identified by the output symbol x and the previous causal state. In other words, there exists only one causal state s n for which P (x t:t+L , s n |s i ) is non-zero.
Supplementary Material E: Proof of Theorem 3
There are two aspects of Theorem 3. First, U defined in Eq. 20 is a unitary operator. More importantly, U couples the internal quantum states with the ancillary system such that correct statistics are generated, i.e., U |σ k |0 = x,j T x kj |σ j |x . For the first part, as U is partly defined on the space H m ⊗ |0 , we show that U is an isometry which can be extended to a unitary operator. v Lemma 3. U in Eq. 4 is an isometry such that
where I is the identity matrix.
Before showing that U correctly couples the internal quantum states and the ancillary system, we state two lemmata that discuss the image of the operators A x and W r .
Lemma 4. A x maps a quantum state in memory Hilbert H m space to memory Hilbert space, i.e. A x |ψ ∈ H m if |ψ ∈ H m .
Assume the leading right eigenvector has the eigenvalue decomposition
where all λ k are positive eigenvalues and |ν k is the eigenvector. Assume the lemma is wrong. This implies that there exists a quantum state |ψ that is not in the memory Hilbert space but satisfies ψ|A x |ν s = 0 (S21) for some |ν s since the basis |ν k spans the memory Hilbert space. Hence
However, ψ|V r |ψ = 0 contradicts the above equation. Thus, the lemma is correct. Then, we prove that Lemma 5. W r maps any quantum state into the memory Hilbert space.
W r has the singular value decomposition
where c i is the singular value. {|u i } and { v i |} are orthogonal bases. {|u i } spans the image space of W r . Thus V r = i c 2 i |u i u i | has the same image space as W r . And the memory Hilbert space, which is the image of map V r , is equal to the image of W r .
Combining Lemma 4 and Lemma 5, we have
where P Hm is a projector onto the memory Hilbert space H m . Applying U on the quantum state and the ancillary system, we have U |σ k |0 = 
