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resUmen: se presenta un análisis comparativo de manera teórica y práctica de algunos métodos 
elegidos para estimar el índice de cola para distribuciones tipo-Pareto. Como era de esperar, los 
resultados de la simulación muestran que no existe un método óptimo. sin embargo, la técnica 
GPd extendida (eGPd, por sus siglas en inglés) ofrece mejoras comparado con el estimador de 
Hill. también se aplican los métodos elegidos al caso de datos de fuego en dinamarca (Danish Fire 
data) para obtener su índice de cola y un estimador de cuantil alto.
palabras claVe: teoría de valor extremo, índice de cola, estimador de Hill, GPd extendida.
introducción 
la regulación moderna de administración de riesgos requiere estimados de 
pérdidas potenciales con altos niveles de confiabilidad. Por tanto, se requie-
ren modelos matemáticos sofisticados y herramientas computacionales. es 
entonces cuando surge la teoría del valor extremo (evt, por sus siglas en 
inglés) como una disciplina estadística, la cual desarrolla técnicas y mode-
los para describir los resultados inesperados, anormales o extremos. evt 
ha sido aplicada en áreas de ingeniería, y recientemente se ha convertido 
en herramienta fundamental en aplicaciones para finanzas y seguros. esta 
teoría brinda modelos para extrapolar datos observados a niveles no obser-
vados, debido a que los valores extremos son escasos. de esta manera, se 
puede decir que evt se enfoca en el análisis de las colas de la distribución 
de pérdidas para medir grandes pérdidas que no son tan frecuentes. 
existen dos clases de modelos para tratar valores extremos: máximo por 
bloques (block maxima) y picos sobre el umbral (Pot, por sus siglas en in-
glés). el método Pot es la técnica más usada para analizar la cola de una 
función de distribución. estas dos técnicas están basadas en modelos distri-
bucionales obtenidos a partir de teorías asintóticas.
el problema por resolver es la estimación de los parámetros de estas dis-
tribuciones límites, en particular el parámetro de forma (representado por 
ξ), el cual determina el comportamiento de los valores extremos. algunos 
autores denominan el parámetro de forma como el índice de valor extremo 
(extreme value index), mientras que otros lo denominan el índice de cola 
(tail index). Para evitar confusiones, se usará la expresión “índice de cola” 
cuando se refiera al parámetro de forma1. establecer el umbral mediante 
el método Pot conlleva a un trade-off entre sesgo y varianza en la estima-
1 el autor agradece la recomendación por parte del evaluador en la traducción de este 
término, para evitar la confusión con otro concepto que es el extremal index, usado para 
dependencia serial en los extremos.
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ción de los parámetros de la función de distribución que 
se asume para ajustar los valores extremos. Usar métodos 
basados en cuantiles (por ejemplo, el estimador de Hill), 
también depende de la elección apropiada de estadísticos 
ordenados superiores. elegir el umbral óptimo (en el méto-
do Pot) conduce al mismo problema de escoger el número 
óptimo k de estadísticos ordenados superiores (en el esti-
mador de Hill). si se utiliza el método máximo por bloques, 
sesgo se presenta con bloques muy pequeños y varianza 
en el caso contrario.
de esta manera, la estimación del parámetro de forma se 
convierte en un problema importante para estimar de ma-
nera confiable cuantiles altos como una medida de riesgo, 
siguiendo la técnica evt. sin embargo, la selección de k (o 
del umbral) para estimar el parámetro de forma no es una 
tarea fácil. el propósito de este documento es, entonces, 
revisar algunos métodos escogidos para estimar este pa-
rámetro, con el fin de mitigar los problemas anteriormente 
mencionados.
el documento está organizado como sigue: la sección 1 
describe brevemente el marco conceptual de evt. la sec-
ción 2 revisa los estimadores elegidos para modelos tipo-
Pareto. la sección 3 presenta y comenta los resultados de 
las simulaciones al calcular los estimadores elegidos a va-
rias funciones de distribución. en la sección 4 aparecen los 
resultados de los métodos aplicados a un caso, datos de 
fuego en dinamarca (Danish Fire data). Finalmente, la sec-
ción 5 concluye el documento.
introducción a la teoría del valor extremo (eVt) 
se puede decir que los precursores de la teoría del valor ex-
tremo son Gnedenko (1943) y Gumbel (1958)2. textos que 
tratan el tema de evt de manera muy completa y con en-
foque más probabilístico son embrechts et al. (1997), Res-
nick (1987) y de Haan y Ferreira (2006). desde el punto de 
vista estadístico están los textos de Beirlant et al. (2004), 
Coles (2001), Falk et al. (2004) y Reiss & thomas (1997). 
textos más aplicados a finanzas y riesgos son mcneil et al. 
(2005), malevergne y sornette (2006) y moix (2001). Un 
texto más reciente de Balkema y embrechts (2007) presen-
ta un enfoque geométrico de valores extremos. 
2  Sur la distribution limité du terme maximum d'une série aléatoire y 
Statistics of Extremes, respectivamente.
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la teoría del valor extremo (evt) ha cobrado importancia 
en el campo de riesgos financieros, puesto que los admi-
nistradores de riesgo están interesados en estimar pro-
babilidades en las colas y cuantiles de distribuciones de 
pérdidas, dado que los datos financieros presentan colas 
pesadas (fat tails). 
la teoría del valor extremo dice que el valor más grande o 
más pequeño de un conjunto de valores tomados de la mis-
ma distribución original tiende a una distribución asintóti-
ca que solo depende de la cola de la distribución original. 
se puede decir entonces que evt es el estudio de las colas 
de las distribuciones. evt ha sido utilizado para modelar 
eventos catastróficos en seguros y otros eventos financie-
ros, como pérdidas inesperadas en crédito. 
a continuación se describen brevemente los métodos usa-
dos en evt, que son el máximo por bloques y picos sobre el 
umbral. Para más detalles, se recomienda ver, por ejemplo, 
el capítulo 7 de mcneil et al. (2005) y los capítulos 3 y 6 
de embrechts et al. (1997). 
el método máximo por bloques 
suponga que se tienen datos de una distribución subya-
cente F desconocida y que los datos pueden ser divididos 
en m bloques de tamaño n. se asume que la distribución 
extrema de los datos es de tipo valor extremo generaliza-
do (Gev, por sus siglas en inglés) con algunos parámetros 
desconocidos ξ, μ, σ. se pueden estimar estos parámetros 
mediante máxima verosimilitud (las observaciones de los 
máximos por bloque se asumen ser independientes). Pero 
la selección del tamaño del bloque conlleva un trade-off 
entre sesgo y varianza. Bloques pequeños generan sesgo 
y bloques muy grandes generan alta varianza en la esti-
mación de los parámetros (ver el ejemplo 7.12 de mcneil 
et al. (2005) para una aplicación del método máximo por 
bloques a retornos del s&P). la figura 1 representa de ma-
nera gráfica este método.
picos sobre el umbral (pot) 
el método Pot es útil para grandes observaciones que ex-
ceden un umbral alto u. este método es más útil que el 
máximo por bloques en aplicaciones prácticas, debido al 
uso más eficiente de los datos en valores extremos (Gilli y 
Kellezi, 2003, p. 4). desde el punto de vista de un admi-
nistrador de riesgos, se está interesado en las pérdidas que 
exceden un umbral u. este enfoque ha sido estudiado por 
smith (1989), davison y smith (1990) y leadbetter (1991), 
quienes muestran el uso práctico de Pot en la teoría del 
valor extremo. 
el método pot. 
dado unos datos de pérdida X1, …, Xn de una función de 
distribución (desconocida) F, existe un número aleatorio 
Nu de pérdidas que excederá el umbral u. estos datos se 
nombran como:  
uN
XX ~,,~1  . Para cada uno de estos exce-
sos se calcula la cantidad  uXY jj −
~
 de las pérdidas en 
exceso. entonces, se desea estimar los parámetros de una 
distribución de Pareto generalizada (GPd, por sus siglas en 
inglés), ajustando esta distribución a los Nu pérdidas en 
exceso. se estiman estos parámetros mediante máxima ve-
rosimilitud (se asume que los datos en exceso son indepen-
dientes). 
sin embargo, como ya se anotó, la selección del umbral 
conlleva un trade-off entre sesgo y varianza en la estima-
ción. valores muy bajos del umbral generan sesgo en la 
estimación, mientras que valores muy altos del umbral ge-
neran alta varianza en la estimación. 
ver el ejemplo 7.23 de mcneil et al. (2005) de una apli-
cación del método Pot a un caso de seguros, y el caso de 
datos de pérdida por fuego en dinamarca (Danish fire loss 
data), el cual se retoma en la sección 4 de este documento. 
el ejemplo 7.24 de mcneil et al. (2005) aplica Pot a datos 
de pérdida de la acción at&t. Una representación gráfica 
del método Pot se ilustra en la figura 2.
en el caso de datos de fuego en dinamarca se calcularán 
también cuantiles altos como medidas de riesgo. Una me-
dida de riesgo muy conocida es el vaR, cuya definición 
aquí presentada corresponde a la definición 2.10 de mc-
neil et al. (2005):
definición 1: (value at risk - var). Dado algún nivel de 
confiabilidad α ∈ (0, 1), el var de un portafolio al nivel 
de confiabilidad α está dado por el número más pequeño 
l, tal que la probabilidad de que la pérdida L exceda l no 
es más grande que (1 – α). Formalmente,
FigUra 1. representación gráfica del método máximo por 
bloques.
Fuente: elaboración propia.
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         .:Rinf1:RinfVaR ααα ≥∈−≤∈ lFllLPl L  
en términos probabilísticos, vaR es simplemente un cuantil 
de la distribución de pérdidas.
 
vaR fue desarrollado por J. 
P. morgan en 1994 y rápidamente se convirtió en estándar 
de medida de riesgo para los reguladores y administrado-
res de riesgo.
estimación del índice de cola ξ 
el método basado en GPd no es la única aproximación 
para estimar los parámetros, en específico el parámetro de 
forma, de la cola de una distribución. Para la selección del 
umbral, smith (1987) desarrolló herramientas estadísticas 
que tienen en cuenta el trade off entre sesgo y varianza al 
estimar los parámetros. otro método es el conocido enfo-
que de Hill que se describe a continuación.
el estimador de Hill 
el estimador de Hill es el estimador más popular del pará-
metro de forma o el índice de cola, el cual está restringido 
al caso cuando ξ > 0. es decir, que es aplicable para distri-
buciones que pertenecen al dominio máximo de atracción 
de Fréchet3.
dados unos estadísticos ordenados X1,n ≤ X2,n ≤ … ≤ Xn,n, 
el estimador de Hill toma la siguiente forma:












donde Xn-k,n puede ser visto como el umbral para el método 
Pot. los valores por encima del umbral se denotan como 
Xn–j+1,n y j toma valores 1,…, k (k = 1,…, n – 1).
3 estas distribuciones son las más estudiadas en evt por ser distribu-
ciones de colas pesadas. ver, por ejemplo, embrechts et al. (1997) 
para más detalles.
embrechts et al. (1997) muestran varios métodos para ob-
tener el estimador de Hill. Beirlant et al. (2004) también 
obtienen el estimador de Hill mediante enfoques de cuan-
tiles, de probabilidad, entre otros.
Por lo general, se usa el gráfico de Hill para estimar ξ, el 
cual es un gráfico de   Hnk ,ξ̂  versus k, y se escoge el esti-
mado del índice de cola donde el gráfico es estable para 
algún valor de k no muy pequeño ni muy grande. Usual-
mente, se observa alta variabilidad en el gráfico para va-
lores pequeños de k. esto se debe a que hay muy pocas 
observaciones de datos extremos (pérdidas) y gran dife-
rencia entre ellos. si se escoge un valor grande de k, don-
de se muestran casi todos los datos, se puede observar 
sesgo en el gráfico de Hill.
la figura 3 muestra un ejemplo del gráfico de Hill para 
5000 datos iid de una distribución de Pareto (α = 1) con 
ξ =1.
FigUra 3. gráfico de Hill para 5000 datos iid (izquierda) 
de una distribución de pareto (α = 1) con ξ = 1, y su versión 
expandida (derecha) hasta 600 estadísticos ordenados. la 
línea horizontal muestra el verdadero valor de ξ. 
Fuente: elaboración propia.
el estimador de Hill parece dar una buena aproximación 
del verdadero valor de ξ para el ejemplo anterior. 
de acuerdo con drees et al. (2000), el gráfico de Hill es de 
gran ayuda cuando la distribución de los datos es (o muy 
cercana a) una distribución Pareto. Puesto que el estima-
dor de Hill es el estimador máximo verosímil de una distri-
bución Pareto, se espera que el gráfico de Hill se aproxime 
FigUra 2. gráfico de los excesos de datos sobre un umbral u.
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al verdadero valor de ξ en el lado derecho del gráfico. esta 
conclusión se puede observar en la figura 3. 
Para datos iid, el estimador de Hill es (débilmente) consis-
tente4 para ξ.
si k, n → ∞, y k/n → 0, entonces:
    ξξ →PHnk ,ˆ
Cabe preguntarse, ¿funciona el estimador de Hill en la rea-
lidad? la siguiente figura se tomó del artículo de matthys 
y Beirlant (2000), y representa los estimados mediante el 
enfoque de Hill para caídas en porcentaje del s&P 500. el 
periodo de observación es enero de 1980 a octubre 16 de 
1987.
en este ejemplo real no es claro qué valor de k escoger 
para estimar el índice de cola. Para pequeños valores de k 
se nota gran varianza del estimador, pero si k es relativa-
mente alto, se observa un sesgo significativo en la estima-
ción del índice de cola. 
la figura 5 muestra otros ejemplos con funciones conocidas.
en los ejemplos de la figura 5, los gráficos de Hill no son 
útiles para escoger k, y por consiguiente no se puede te-
ner un estimado confiable de ξ. los datos en la figura 5 
corresponden a las siguientes funciones de supervivencia 
(1 – F(x)):
• x–1/ξ (1 + x–0.5) (izquierda)
• x–1/ξ (1 / log x) (centro)
• x–1/ξ (1 / √log x) (derecha)
4 Para más detalles de propiedades del estimador de Hill, ver em-
brechts et al. (1997).
k















FigUra 5. gráficos  de Hill para 5000 datos iid de algunas 
distribuciones tipo-pareto con ξ = 1 (arriba), y su versión 
expandida (abajo). la línea horizontal indica el verdadero 
valor de ξ.
FigUra 4. gráfico de Hill para las caídas del s&p 500.
Fuente: matthys y Beirlant (2000).
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la función de supervivencia de la distribución de Pareto es 
cx–1/ξ, donde la función de variación lenta L5, es igual a la 
5 Una función positiva, lebesgue-medible L en (0,∞) es de variación 
lenta en ∞ si:
 
 
  .0,1lim ∞→ txL
txL
x
 Como ejemplos de funciones de variación lenta están las constan-
tes, logarítmicas, potencias de logaritmos y funciones de logarit-
mos iterados.
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constante c. el problema central radica en que una distri-
bución tipo-Pareto no significa que la cola es exactamen-
te como la de una distribución de Pareto, debido a que la 
función de variación lenta no es constante.
Como se mencionó al comienzo del documento, el proble-
ma de escoger k en el gráfico de Hill es el mismo problema 
de escoger el umbral u para el método Pot. 
lo anterior se observa no solo en la figura 5 (donde se co-
noce L), sino también en la figura 4 (donde no se conoce 
L) para el caso de las caídas del s&P.
Como ya se mencionó, la selección del umbral desempeña 
un papel importante en la convergencia de la distribución 
de los excesos a una GPd. la adecuada selección del um-
bral conlleva a estimadores confiables del parámetro de 
forma y de cuantiles altos (como medida de riesgo). Pero 
la calidad de estos estimadores depende mucho del com-
portamiento de segundo orden de la función de variación 
lenta L.
Bajo condiciones de variación regular de segundo orden, el 
estimador de Hill es asintóticamente normal con varianza 
asintótica ξ2 para datos iid. esta condición dice:
























donde a(x) → 0 cuando x → ∞ y t > 0. el parámetro ρ 
es denominado el parámetro de segundo orden y mide 
la velocidad de convergencia en evt. en otras palabras, 
ρ gobierna la tasa de convergencia de     xFtxF  a ξ1−t . 
asumiendo distribuciones tipo-Pareto6, ver (2.2) en nota 6, 


















Cuando ρ = 0, el lado derecho de esta expresión se lee 
como log t, por regla de l’Hôpital. equivalentemente, el 
parámetro de segundo orden gobierna la convergencia de 
L(tx) ∕L(x) a 1. esta condición será utilizada en el método 
eGPd (ver Condición 1 más adelante).
6 Una distribución tipo-Pareto o de colas pesadas es una distribución 
F, la cual satisface:
      ,0,,1 1 ∞→− − ξξ xxLxxF    (2.2) donde L es una función de variación lenta para todo x > 0. distribu-
ciones tipo-Pareto también se denominan “distribuciones con cola 
de Pareto”. ejemplos de estas distribuciones son Pareto, gamma in-
versa, t-student, loggamma, F y Burr.
Para más detalles de propiedades de segundo orden, ver la 
sección 3.12.1 de Bingham et al. (1987), que está basada 
en el artículo de Goldie y smith (1987). otras referencias 
útiles son: de Haan y Resnick (1998), Hall (1979), smith 
(1982) y el artículo de Fraga alves et al. (2007). 
la condición de variación regular de segundo orden tiene 
dos objetivos: 1) establecer la normalidad asintótica de los 
estimadores de ξ y 2) estudiar las tasas de convergencia 
a distribuciones de valor extremo. observe que si ρ es un 
valor muy grande negativo, el lado derecho de la condi-
ción tiende a cero, obteniendo convergencia de L(tx) ∕L(x) 
a 1, lo que no sucede cuando ρ = 0. esta observación es 
importante tenerla en cuenta en la sección de simulación, 
puesto que estimaciones de ξ se complican cuando ρ = 0.
entonces, ¿cómo solucionar el problema de trade-off entre 
sesgo y varianza? algunos autores han propuesto suavizar 
el gráfico de Hill. la idea es mitigar el problema de alta 
volatilidad observada en el gráfico de Hill (para valores re-
lativamente pequeños de k). 
otros autores han intentado reducir el nivel de sesgo ob-
servado en el gráfico de Hill. Como ejemplos están los tra-
bajos de Peng (1998), Feuerverger y Hall (1999), quienes 
proponen dos métodos para estimar el índice de cola pero 
que aumenta varianza comparado con métodos tradicio-
nales. Beirlant et al. (1999) se basan en un modelo de 
regresión para los espaciados de los estadísticos ordena-
dos superiores de una distribución tipo-Pareto y construir 
un estimador de ξ. Gomes et al. (2000) usan estimadores 
generalizados de Jackknife para reducir sesgo, y Gomes y 
martins (2002) determinan el parámetro de segundo or-
den de manera externa para obtener un estimado de índi-
ce de cola con menor sesgo.
otras metodologías incluyen técnicas de bootstrap, como 
dacorogna et al. (1995), danielsson y de vries (1997), quie-
nes se basan principalmente en el enfoque propuesto por 
Hall (1990). en su artículo, Hall muestra una aplicación de 
remuestreos de menor tamaño a la muestra original para 
el estimador de Hill; sin embargo, este procedimiento re-
quiere que el parámetro de segundo orden sea conocido y 
el tamaño de muestra sea muy grande. 
otro método que pareciera menos sofisticado, es escoger 
el umbral como un porcentaje de los excesos. en su tesis 
doctoral, Chavez-demoulin (1999) sugiere escoger un um-
bral equivalente al 10% de los datos en exceso, basado en 
estudios de simulación. Por ejemplo, dutta y Perry (2006) 
seleccionan un umbral del 5% y 10% de los excesos cuan-
do aplican Pot a pérdidas por riesgo operativo. 
la primera revisión en este artículo es el estimador de ave-
rage Hill propuesto por Resnick y stărică (1997), quienes 
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reducen la varianza asintótica del estimador de Hill, pero 
no sesgo. luego se revisa el método de Zipf, seguido por 
una técnica de reducción de sesgo (modelo eGPd), pero 
que aumenta en varianza con respecto al estimador de Hill. 
entonces, ¿cuál es el mejor método para usar con el fin de 
estimar el parámetro de forma o el índice de cola si exis-
te? esta es la pregunta que se intenta resolver en todo el 
documento. a continuación se presenta una breve descrip-
ción de tres métodos alternativos para la estimación del 
índice de cola.
el estimador average Hill 
Un método para resolver el problema de alta variabilidad 
en el gráfico de Hill es el propuesto por Resnick y stărică 
(1997). la idea consiste en promediar los valores del es-
timador de Hill correspondiente a diferentes valores p de 
los estadísticos ordenados. los estadísticos ordenados son 





















donde c > 1, y   Hnp,ξ̂  corresponde al estimador de Hill. el 
estimador average Hill funciona bien cuando los datos re-
presentados en el gráfico de Hill exhiben alta volatilidad, 
pero no cuando se presenta alto sesgo, como se observa en 
el panel derecho de la figura 6. 
la variable c puede ser interpretada como el parámetro 
promediador de los valores del estimador de Hill. Un resul-
tado importante es que la varianza del estimador average 
Hill decrece con el valor de c. adicionalmente, existe una 
reducción de la varianza con respecto al estimador de Hill. 
Por ejemplo, si c = 2, la varianza del estimador average Hill 
es 0,653ξ 2 (puesto que la varianza está dada por 2ξ 2/c
[1 – (log c)/c]), es decir, una reducción del 34,7% de la va-
rianza con respecto al estimador de Hill. Por consiguiente, 
se desearía escoger un valor de c tan grande como sea po-
sible para reducir la varianza de este estimador. sin embar-
go, al incrementar el valor de c se obtiene una reducción 
de datos por ser graficados, y esto dificulta la selección del 
valor verdadero de ξ. Como una solución a este problema, 
Resnick y stărică proponen utilizar c entre n0,1 y n0,2, donde 
n es el tamaño de los datos.
el estimador de zipf 
Una herramienta gráfica muy útil para un análisis descrip-
tivo de datos es el qq-plot (Quantile-Quantile plot). esta 
herramienta es valiosa para determinar si una serie de da-
tos de tamaño n proviene de una población con una dis-
tribución paramétrica específica. si los cuantiles de una 
distribución paramétrica están linealmente relacionados 
con los cuantiles de los datos de una muestra en el qq-
plot, se obtiene un ajuste de los datos de la muestra a di-
cha distribución paramétrica. la distribución normal se ha 
empleado en muchas aplicaciones estadísticas, pero por lo 
general, los datos financieros (y de seguros) exhiben colas 
pesadas que no son adecuadamente modelados por una 
distribución normal. Para este tipo de datos es mejor utili-
zar el gráfico de cuantiles de Pareto (Pareto-Quantile plot, 
también denominado Zipf plot) que se construye utilizando 





















si los datos (X.) siguen una distribución estricta de Pareto, 
la curva obtenida siguiendo (2.3), en el gráfico de cuanti-
les de Pareto se aproxima a una línea recta. además, su 
pendiente es aproximadamente ξ. si los datos siguen (2.2) 
la curva graficada en el gráfico de cuantiles de Pareto es 
aproximadamente lineal, pero para valores pequeños de j.
la pendiente de la línea resultante de aplicar mínimos 
cuadrados a los puntos obtenidos de (2.3) es un estima-
FigUra 6. estimador de Hill (línea negra) y average Hill 
(línea gris) para 5000 datos iid de una distribución pareto 
(1 – F(x) = x–1/ξ) con α = 2 (izquierda), y para 1 – F(x) = x–1/ξ 
(1 / √log x) con α = 1 (derecha); α = 1/ξ y c = 2 para ambos 
casos. la línea horizontal representa el verdadero valor de α. 
Fuente: elaboración propia.
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dor denominado el “estimador-qq” (Kratz y Resnick, 1996). 
Puesto que Zipf usó este estimador desde finales de la dé-
cada de los años 1920, el estimador-qq también es cono-
cido como el “estimador de Zipf”. schultze y steinebach 
(1996) también propusieron el mismo estimador usando 





















































































el estimador de Zipf es consistente si k → ∞ y k/n → 0. 
Bajo otras condiciones de segundo orden en F(x) y restric-
ciones sobre k(n), este estimador es asintóticamente nor-
mal con media asintótica ξ y varianza asintótica 2ξ2, (ver 
Kratz y Resnick, 1996).
Por consiguiente, el estimador de Hill presenta menor va-
rianza que el estimador de Zipf. sin embargo, una ventaja 
del estimador de Zipf con respecto al estimador de Hill es 
que los residuos de la curva obtenida en el gráfico de cuan-
tiles de Pareto contienen información que potencialmente 
podría ser usada para mitigar el sesgo en los estimados 
cuando las colas de la distribución empírica de los datos 
no siguen una distribución Pareto.
la figura 7 muestra una comparación del estimador de 
Zipf y Hill para datos simulados de una distribución Pareto.
FigUra 7. estimador de Hill (izquierda) y estimador de zipf 
(derecha) para 5000 datos iid de una distribución pareto (α 
= 1). la línea horizontal representa el verdadero valor de ξ.
Fuente: elaboración propia.
el método de la distribución generalizada 
de pareto extendida (egpd) 













para cualquier valor x > 1, y esta puede ser interpretada 
como:
    ≈ uXuuXP |  ξ/1−x , (2.4)
para valores grandes de u y x > 1. 
la relación (2.4) dice que se puede aproximar la distribu-
ción de los excesos relativos condicionados en Xi > u (de 
ahora en adelante, la distribución condicional de los exce-
sos relativos) a una distribución estricta de Pareto.
la distribución condicional de los excesos relativos en el 
caso de las distribuciones tipo-Pareto satisface:
 




   
(2.5)
para todo x ≥ 1 y L siendo una función de variación lenta. 
Puesto que L(ux) / L(u)→1 para todo x > 0, se obtiene 
(2.4) a partir de (2.5).
condición 1: Existe una constante real ρ < 0 y una fun-
ción b que satisface b(u) → 0, cuando u → ∞, tal que 





















 de (2.6) en (2.5) se obtiene:
 












eliminando el término remanente, es decir o(b(u)), y esta-
bleciendo δ = b(u) / ρ, se obtiene:
       .111:| 11,, ρξξρδξ δδ −− −−− xxFuXuuXP  (2.7)
El rango de los parámetros es 1/ξρ ≤ δ < 1, ξ > 0 y ρ < 0. 
la ecuación (2.7) puede ser vista como una mezcla de dos 
distribuciones de Pareto donde el parámetro ponderador δ 
puede ser negativo (puesto que ρ es negativo).
Cuando δ = 0, se obtiene el modelo estricto de Pareto para 
los excesos relativos. Cuando ρ = –1, la distribución condi-
cional de los excesos relativos, asintóticamente, equivale 
al modelo de distribución de Pareto generalizada (GPd).
de esta mezcla de dos distribuciones de Pareto, se obtiene 
un nuevo estimador para ξ, mediante máxima verosimili-
tud. esta nueva aproximación de la mezcla de distribucio-
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nes se denomina el “modelo de distribución de Pareto 
generalizada extendida” (eGPd).
tanto ξ como δ se estiman mediante máxima verosimilitud 
con una previa estimación de ρ. ver Remark 3.2 de Beirlant 
et al. (2005) y las referencias allí contenidas para detalles 
de estimación externa de ρ.
este modelo es difícilmente identificable cuando ρ es muy 
cercano a cero. la varianza asintótica de este nuevo esti-















la figura 8 compara los estimados de Hill y modelo eGPd 
para datos simulados de una distribución t con tres grados 
de libertad (con ρ = –2/3). El gráfico para el nuevo esti-
mador luce más estable alrededor del verdadero valor de ξ 
que para el estimador de Hill en este caso.
la selección de k 
el gráfico {k,  nk ,ξ̂ } es una herramienta adecuada para 
escoger k y así decidir el estimado de ξ. sin embargo, la
selección óptima de k para elegir el verdadero valor de ξ no 
es una tarea fácil, como se vio anteriormente.
existen varios métodos adaptativos para escoger k; ver por 
ejemplo la sección 4.7 de Beirlant et al. (2004) y las refe-
rencias allí contenidas. Un método puede ser minimizar el 
error cuadrático medio asintótico (amse, por sus siglas en 
inglés) del estimador de Hill, que está dado por:
 






























la idea es estimar ξ mediante el estimador de Hill (ver por 




































 ξ̂  b̂  ρ̂, y  denotan los estimadores de máxima verosimilitud 
de ξ, b y ρ respectivamente, posiblemente obtenidos me-
diante eGPd o por otro método alternativo.
en la sección 4 de este documento se aplicarán los méto-
dos para estimar el índice de cola al caso de los datos de 
FigUra 8.  estimador de Hill (izquierda) y modelo egpd (derecha) para 1000 datos iid de una distribución t-student con ν = 3. 
la línea horizontal representa el verdadero valor de ξ.
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fuego en dinamarca, siguiendo la idea de Reiss y thomas 
(1997) para escoger k gráficamente. Para un número k in-
termedio, existe un balance entre varianza y sesgo del es-
timador; entonces un plateau (o meseta) se vuelve visible 
en el gráfico de Hill. de esta manera, se busca una región 
estable en los gráficos, cuando se aplican los diferentes 
métodos para estimar el índice de cola, y con este valor 
decidir cuál es el valor de ξ.
en la siguiente sección se realiza una simulación para pro-
bar los métodos de estimación de ξ a funciones de distri-
bución comúnmente usadas en administración de riesgos.
simulación 
en esta sección se compara el desempeño de los métodos 
anteriormente revisados, mediante simulación monte Car-
lo. los estimadores usados en la simulación son:
• el estimador average Hill
• el estimador de Zipf
• el método eGPd.
se escogen cuatro tipos de datos con distribuciones donde 
ξ > 0 y dos tipos de datos con distribuciones donde ξ = 0 
(ver tabla 1).
también se pueden clasificar las distribuciones de acuerdo 
con el parámetro de segundo orden ρ (parámetro que mide 
la velocidad de convergencia en evt):
• “Casos complicados” donde ρ ∈ (–1, 0); (distribución t-
student con ν = 3, 4, 8),
• “Casos muy complicados” donde ρ = 0; (distribuciones 
lognormal, Weibull y loggamma),
• “Casos normales” donde ρ < –1; (distribuciones Cauchy 
estándar y Pareto).
esta clasificación corresponde a los casos en que el estima-
dor de Hill puede funcionar bien o no, y se desea saber cuál 
es el comportamiento de los tres estimadores.
tabla 1. distribuciones usadas en la simulación.
distribuciones parámetros ξ ρ
t - student ν = 3, 4, 8 1/3, 1/4, 1/8 –2/3, –1/2, 
–1/4
lognormal (μ, σ) = (0,1) 0 0
Weibull τ = 0,5 0 0
loggamma (α, β) = (1, 2); (1,10) 1; 1 0
Cauchy estándar 1 – 2




Para cada una de estas distribuciones, se generaron 1000 
muestras de tamaño 1000. el desempeño de cada estima-
dor7 se evalúa en términos de la raíz del error cuadrático 
medio relativo (RRmse, por sus siglas en inglés) basado en 
los k estadísticos ordenados superiores para la mayoría de 
las distribuciones. Para las distribuciones lognormal y Wei-










donde MSE ( ξ̂ ) = E( ξ̂ – ξ)2. el verdadero valor de ξ se ob-
tiene de la tercera columna de la tabla 1, mientras que el 
valor esperado del estimador se obtiene de calcular la me-
dia de los estimados que arroje cada método en la simula-
ción monte Carlo para cada tipo de distribución. 
la distribución t – student 
la distribución t – student ha sido empleada en el estudio 
de administración de riesgos, en especial para ajustar da-
tos empíricos de retornos de títulos de renta variable para 
el cálculo de riesgo de mercado, puesto que la forma de la 
distribución t es similar a la distribución normal estándar. 
Recuerde que la distribución normal estándar fue original-
mente usada para estimación de vaR (valor en riesgo), por 
su facilidad de cálculo y tratamiento. aunque la distribu-
ción t es simétrica, esta tiene colas más amplias que la 
normal, lo que permite ajustar mejor datos extremos que 
la normal. 
Para este caso el estimador average Hill tiende a ser, en 
general, preferido para valores relativamente pequeños de 
k. Cuando se incrementa el número de grados de liber-
tad, el método average Hill es mejor comparado con eGPd, 
pero el rango de estadísticos ordenados para su optimali-
dad decrece (k ≤ 51 para ν = 3, y k ≤ 32 para ν = 8). sin 
embargo, el método eGPd tiene el mínimo RRmse para 
ν = 3, 4 (9,8% en k = 160 para ν = 3, y 16,5% en k = 102 
para ν = 4). el estimador average Hill tiene el mínimo RRm-
se (33,2%) para ν = 8 (pero k = 7). el estimador de Zipf no 
es muy útil comparado con los otros dos métodos.
7 los siguientes resultados se obtuvieron utilizando los códigos en 
s-PlUs elaborados por J. Beirlant, y. Goegebeur, J. segers, J. teu-
gels, d. de Waal, C. Ferro y B. vandewalle, y se pueden encontrar en 
ucs.kuleuven.be/Wiley/index.html (Chapter 4). Los archivos que 
se utilizaron fueron: Zipf.ssC, Hill2oPv.ssC para los métodos Zipf y 
eGdP, respectivamente. la selección de los valores de los paráme-
tros y algunas características de las funciones de distribución están 
principalmente basadas en mcneil y saladin (1997), quienes reali-
zaron un estudio similar aplicando el método Pot.
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la distribución lognormal 
la distribución lognormal ha sido utilizada para modelar 
datos de severidad en el sector de seguros o en riesgo ope-
rativo. la distribución lognormal también se ha utilizado 
como supuesto para modelar el precio de títulos de renta 
variable. Por ejemplo, el modelo de Black-scholes, usado 
para modelar el precio de opciones, supone que el precio 
del activo financiero subyacente sigue una distribución 
lognormal, es decir, que los retornos logarítmicos de este 
activo se distribuyen normalmente (una variable aleatoria 
X se distribuye lognormal si su logaritmo natural, Y = log 
X se distribuye normal). 
el método average Hill no se desempeña tan bien, y de 
acuerdo con las simulaciones, este es el método con mayor 
mse. Para todos los valores de k, el modelo eGPd es el que 
mejor se desempeña.
tabla 3. 






la distribución weibull 
en una distribución Weibull, cuando el índice de cola es 
igual a 1, esta distribución se reduce a la exponencial, y 
cuando es igual a 2 se aproxima a la distribución Rayleigh. 
Cuando el índice de cola es igual a 3,5, la distribución Wei-
bull se aproxima a una normal. es una stretched-exponen-
tial cuando el índice de cola es menor que uno y decae más 
lentamente que una exponencial. Por tal razón se estudia 
el caso donde su parámetro de forma, τ < 1.
la distribución Weibull tiene también un ξ igual a cero. 
de nuevo, el método de average Hill es el que tiene mayor 
mse. el método Zipf se desempeña mejor que el método 
eGPd para valores de k ≤ 49. 






la distribución loggamma 
la distribución loggamma también es comúnmente usada 
para modelar datos de pérdidas o severidades en riesgo 
operativo y seguros. 
Para ambos casos de la distribución loggamma (β = 2 y 
10), el mejor método es Zipf para valores relativamente pe-
queños de k; sin embargo, el desempeño del estimador por 
el método eGPd es muy similar al del estimador de Zipf. 
Cuando se incrementa el valor de β, en general, los méto-
dos presentan mayores valores de RRmse, lo que muestra 
un peor desempeño de los métodos a mayor contamina-
ción por la función de variación lenta de la distribución 
loggamma. nuevamente, el estimador average Hill tiene 
los valores más altos de RRmse, independientemente del 
valor de β, y por tal razón no se incluye en los siguientes 
resultados.
tabla 5. 
lg, α =1, β =2 (ξ = 1, ρ =0) lg, α =1, β = 10 (ξ =1, ρ =0)
método rrmse mín. método rrmse mín.
eGPd 0,248 eGPd 0,242
Zipf 0,747 Zipf 0,879
average Hill 0,956 average Hill 1,286
Fuente: elaboración propia.
la distribución cauchy estándar 
la distribución Cauchy estándar es una distribución t–stu-
dent con un grado de libertad. el estimador average Hill es 
preferido para valores pequeños de k (k ≤ 151). La técnica 
eGPd se desempeña mejor para valores relativamente al-
tos de k y es el método que menor RRmse presenta.
tabla 6. 






la distribución pareto 
la distribución Pareto es la más comúnmente usada para 
simular distribuciones de pérdidas que presentan colas pe-
sadas. en este caso, E[Xj] = ∞ para ξ ≥ 1 / j. Por tal razón, 
tabla 2.  
t, ν = 3 (ξ = 1/3, ρ =  –2/3) t, ν = 4 (ξ = 1/4, ρ = –1/2)   t, ν = 8 (ξ = 1/8, ρ = –1/4)
método rrmse mín. método rrmse mín. método rrmse mín.
eGPd 0,098 eGPd 0,165 average Hill 0,332
average Hill 0,167 average Hill 0,206 eGPd 0,492
Zipf 0,303 Zipf 0,430 Zipf 0,952
Fuente: elaboración propia.
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se prueban los métodos de estimación de ξ para varios va-
lores de parámetro α (ξ = 1 / α), de la distribución Pareto. 
Para valores de ξ ≥ 0,5, no es posible calcular momentos 
de segundo orden ni superiores. Para ξ ≥ 1 (1,0, 1,1 y 1,2 
en este estudio), no es posible calcular ningún momento 
(incluso la media no es finita). en este último caso no se-
ría posible calcular el Expected Shortfall para las distribu-
ciones de pérdidas con estas características, denominado 
como los modelos de media-infinita (ver nešlehová et al., 
2006, y las referencias allí contenidas para una discusión 
más detallada de los problemas y consecuencias de esti-
mación de altos cuantiles con este tipo de modelos). Para 
ξ ≥ 1/3, no es posible calcular el tercer momento ni supe-
riores, pero sí la media y el segundo momento. Para ello, se 
tiene un caso donde ξ = 0,3, en el cual sí se puede calcular 
el tercer momento, pero no el cuarto.
el estimador average Hill es el mejor método para valores 
relativamente pequeños de k para los diferentes valores de 
ξ estudiados. sin embargo, el estimador average Hill no es 
el método con menor RRmse. Para valores pequeños de ξ, 
el rango del número de estadísticos ordenados superiores 
disminuye con respecto a la preferencia del método avera-
ge Hill comparado con los otros dos estimadores, como se 
muestra a continuación:
ξ = 0,3 0,5 0,7 1,0 1,1 1,2
k ≤ 27 57 94 144 168 180
el estimador de Zipf también se desempeña bien para to-
dos los casos. Cuando ξ = 0,3, 0,5 y 1,1, el método de Zipf 
tiene el menor RRmse (0,085, 0,082 y 0,085, respectiva-
mente). el método eGPd tiene el menor RRmse cuando ξ 
= 0,7, 1,0 y 1,2 (0,052, 0,036 y 0,030, respectivamente). 
comentarios 
si el criterio de selección de un estimador fuese el mínimo 
valor de RRmse (o mse dependiendo del caso), para esti-
mar el índice de cola, en general, se recomienda el méto-
do eGPd en conjunto con el estimador average Hill si los 
datos se distribuyen t – student (casos donde ξ < 1). Para 
el caso Pareto se recomienda usar el estimador de Zipf 
en conjunto con el método eGPd. el método eGPd tiene 
el mínimo RRmse para datos que se distribuyen Cauchy 
estándar y loggamma (donde ξ = 1). los métodos ante-
riormente revisados están diseñados para desempeñarse 
bien en casos cuando ξ > 0. sin embargo, para los casos 
en que los datos se distribuyen lognormal y Weibull (don-
de ξ = 0), el método eGdP presenta el menor RRmse. 
Recuerde que la distribución subyacente de los datos es 
desconocida en la práctica, pero de acuerdo con la simu-
lación, el método eGPd es la técnica que mejor se desem-
peña cuando –1 < ρ ≤ 0. en otras palabras, se corrobora 
la teoría de que este método es una buena técnica de 
reducción de sesgo, presentado en el gráfico de Hill, y 
podría ser usado en el área de seguros y riesgo operativo, 
cuando se asume que las severidades siguen una distribu-
ción loggamma, lognormal o Weibull con fines de simu-
lación y estimación de cuantiles altos (como vaR al 99% 
o 99,9%). otra manera para saber qué método utilizar 
en datos de pérdida históricos es realizar una prueba de 
bondad de ajuste y observar cuál distribución paramé-
trica es la que más se aproxima a los datos empíricos. 
de esta manera, se selecciona el estimador que mejor se 
desempeña, según las observaciones realizadas en este 
documento, y están basadas en los resultados obtenidos 
de la simulación.
tabla 7.     
pareto, (ξ = 0,3, ρ = –∞) pareto, (ξ = 0,5, ρ = –∞) pareto, (ξ = 0,7, ρ = –∞)
método rrmse mín. método rrmse mín. método rrmse mín.
Zipf 0,085 Zipf 0,082 eGPd 0,052
average Hill 0,237 eGPd 0,087 Zipf 0,086
eGPd 0,243 average Hill 0,160 average Hill 0,126
Fuente: elaboración propia.
tabla 8.    
pareto, (ξ = 1,0, ρ = –∞) pareto, (ξ = 1,1, ρ = –∞) pareto, (ξ = 1,2, ρ = –∞)
método rrmse mín. método rrmse mín. método rrmse mín.
eGPd 0,036 Zipf 0,085 eGPd 0,030
Zipf 0,081 average Hill 0,087 average Hill 0,081
average Hill 0,097 eGPd 0,140 Zipf 0,084
Fuente: elaboración propia.
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FigUra 9. datos de fuego en dinamarca.
caso: datos de fuego en dinamarca 
se aplican los métodos revisados a un caso particular. los 
datos corresponden a 2167 reclamos en seguro contra el 
fuego en dinamarca (Danish Fire data), donde las pérdidas 
se expresan en millones de coronas danesas (dKm), desde 
marzo 1 de 1980 hasta diciembre 12 de 1990. se inicia 
con un análisis exploratorio de los datos8, y la figura 9 
muestra la serie de tiempo.
a continuación se muestra el resumen del análisis. se ob-
serva que la distribución de las pérdidas es sesgada a la 
derecha y presenta alta curtosis (buen ejemplo para estu-










   99.0Q̂ 26,04
8 Los datos están disponibles en www.ma.hw.ac.uk/~mcneil/ y han 
sido previamente estudiados por varios autores bajo el marco de 
evt.
el cuantil al 99% de los datos empíricos es igual a 26,04 
dKm. más adelante se calculan cuantiles a este nivel con 
los diferentes métodos estudiados, para compararlo con 
este dato.
la figura 10 muestra el gráfico de cuantiles de Pareto.
FigUra 10. gráfico de cuantiles de pareto para los datos de 
fuego en dinamarca.
Fuente: elaboración propia.
el gráfico de cuantiles de Pareto dice que los datos exhi-
ben colas pesadas. se tendería a pensar que la distribución 
subyacente es muy cercana a una distribución Pareto, de-
bido a que la curva mostrada en el gráfico de cuantiles de 
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Pareto es muy cercana a una recta en su parte derecha. la 
pendiente de la línea ajustada en el gráfico de cuantiles 
de Pareto es una buena aproximación de ξ cuando se asu-
me que los datos siguen una distribución Pareto (como se 
había mencionado anteriormente). Para este caso, la pen-
diente es igual a 0,722, como primera aproximación de ξ 
para los datos de fuego en dinamarca. de todas maneras, 
no es seguro que la distribución subyacente de los datos 
siga una distribución Pareto. a continuación se observa el 
gráfico de función de autocorrelación (aCF, por sus siglas 
en inglés).
Como se observa en la figura 11, los datos no exhiben co-
rrelación serial. esto sucede a menudo con datos del sector 
seguros (y pérdidas por riesgo operativo) y se puede presu-
mir que son observaciones iid; sin embargo, esto no es muy 
común con los datos financieros. ver Resnick (1997) para 
pruebas adicionales de independencia aplicados a estos da-
tos. la figura 12 muestra los gráficos de los métodos apli-

















FigUra 11. acF de los datos por analizar.
Fuente: elaboración propia.









































la estabilidad en los gráficos para los métodos average 
Hill, Zipf y eGPd dan los siguientes resultados:
  avHα̂  = 1,385,  
 avH
2167,120ξ̂  = 0,722 (k = 120),
FigUra 12. los métodos aplicados al caso analizado.
Fuente: elaboración propia.
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  Z
2167,290ξ̂  = 0,690, (k =290),
  EGPD
2167,290ξ̂  = 0,702 (k =72).
también se estima un cuantil alto Q(1 – p) para los datos 
analizados, donde p es un número muy pequeño entre 0 y 
1. Para ello, se usa el estimador de Weissman en la mayoría 
de los casos (excepto para el método eGPd).
• Estimador de Weissman. está dado por la siguiente 
ecuación:





















• Estimador de cuantil para el método EGPD. se calcula 
mediante la siguiente ecuación:
   ,ˆ,ˆ,ˆ,
1




donde  PG  denota la función de supervivencia de la distri-
bución Pareto. Fijando  xkp ,ˆ  en un valor muy pequeño (por 
ejemplo 0,01 para estimar   99,0Q̂ ), se puede resolver nu-
méricamente para x, y así obtener un estimador de cuantil 
extremo.


























se requiere un estimado de   uF , entonces se propone 
usar el estimador Nu / n (ver mcneil et al., 2005 y las refe-
rencias allí contenidas). ξ y β son los parámetros de forma 
y escala de la GPd.
se usa la siguiente información (que corresponde a Xn – k,n) 
para los métodos average Hill, Zipf y eGPd, respectivamen-
te, para estimar Q (0,99) o vaR
99%










 = 13,35,  δ̂ = –0,15,  ρ̂ = –4,6.
de esta manera se calcula el cuantil para cada uno de los 
métodos:
•      19,3099,0ˆ avHQ
9 Para estimar los cuantiles por el método Pot se utiliza el com-
plemento qRmlib (Quantitative risk Management library) para 
S-PLUS, que se puede encontrar en www.ma.hw.ac.uk/~mcneil/
book/QRMlib.html con un registro previo.
•      09,1599,0ˆ ZQ
•  
    90,2499,0ˆ EGPDQ
comentarios 
los métodos analizados en este documento arrojan un 
ξ entre 0,690 y 0,722. mediante el método Pot, mcneil 
(1997) obtuvo un estimado de ξ igual a 0,684 (con error 
estándar de 0,27) para un umbral de 20 dKm y k = 36. 
Csörgő y viharos (1998) también estimaron ξ mediante 
varios métodos para los datos de fuego en dinamarca y 
obtuvieron los siguientes resultados: 0,716, 0,713, 0,719, 
0,717 y 0,719 (con M = 0,000323).
los resultados obtenidos en este documento para la esti-
mación de ξ son similares a los alcanzados por Csörgő y 
viharos y también a los de mcneil cuando usa un umbral 
de 20 dKm. sin embargo, cuando el umbral es 10 dKm, 
mcneil obtiene un estimado de ξ igual a 0,497 (con error 
estándar de 0,14).
al usar la información del artículo de mcneil (1997), se es-
tima Q (0,99) usando el método Pot. Para un umbral de 
20 dKm es 25,8 dKm; y 27,3 dKm, para un umbral de 10 
dKm. Recuerde que al principio de esta sección se estimó 
el cuantil empírico de 26,04 dKm, y el método analizado 
en este documento que más se aproxima es el eGdP, con 
un valor de 24,9 dKm. degen et al. (2007) utilizaron la 
aproximación de las pérdidas en exceso a una distribución 
g-h (en lugar de una distribución GPd como lo hace el mé-
todo Pot) y estimaron Q (0,99) para los datos de fuego en 
dinamarca en 27,32 dKm. Para más detalles de esta no-
vedosa aproximación, ver el artículo de degen et al., y las 
referencias allí contenidas.
conclusiones y futura investigación 
los administradores de riesgo no solamente están inte-
resados en estimar el capital regulatorio sino también el 
capital económico. las pérdidas esperadas deberían ser 
cubiertas con capital regulatorio, mientras que el capital 
económico cubriría pérdidas inesperadas por eventos ex-
tremos. Un estimado confiable del parámetro del índice 
de cola conlleva a estimados confiables de cuantiles altos 
(como medida de riesgo) y por ende, estimados razonables 
de cargos de capital.
los administradores de riesgo deben tener en cuenta que 
los eventos extremos pueden ocurrir y causar grandes pér-
didas. el problema es que los valores extremos escondidos 
en una cola de una distribución no son fáciles de detectar. 
Una herramienta para solucionar este problema es evt. 
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se sugiere entonces a los reguladores y profesionales en 
riesgo comenzar a probar modelos evt para cuantificar 
riesgo operativo y en el sector de seguros. Para series de 
tiempo financieras es frecuente ver aplicaciones de medi-
das condicionales de riesgo (de mercado), puesto que un 
hecho estilizado de los retornos de activos financieros es 
que la varianza de los retornos muestra autocorrelación 
positiva. mcneil y Frey (2000) presentan una aplicación 
de evt condicional (específicamente el uso de Pot a las 
innovaciones de un modelo GaRCH, las cuales se asumen 
ser iid) para estimar medidas condicionales de riesgo, y me-
diante pruebas de backtesting muestran la superioridad de 
esta metodología. 
sin embargo, si evt es la herramienta elegida para tratar 
los valores extremos del negocio y estimar medidas de ries-
go, el área de administración de riesgos debe considerar el 
problema de la estimación del “parámetro de forma o índi-
ce de cola”, un problema aún no resuelto. 
la técnica más comúnmente usada para estimar el pa-
rámetro de forma, o el índice de cola, es el estimador de 
Hill. aunque el estimador de Hill es un estimador consis-
tente para ξ para datos iid (bajo ciertas condiciones tam-
bién para datos no iid), este método presenta algunos 
problemas:
1) escoger el valor de k del gráfico de Hill no es una ta-
rea fácil.
2) el gráfico de Hill puede mostrar alguna volatilidad, y si 
la distribución subyacente de los datos es muy diferen-
te a una Pareto, el gráfico puede exhibir sesgo.
3) el estimador de Hill no es invariante en localización.
en el punto 2) se revisó el estimador average Hill como una 
posible solución para la alta volatilidad. Resnick y stărică 
(1997) proponen el uso de este método como una base 
para técnicas de boostrap para corregir el problema de ses-
go. el estimador de Zipf puede ser visto también como una 
técnica de suavización del gráfico de Hill para estimar el 
índice de cola. sin embargo, su varianza asintótica es el 
doble de la varianza del estimador de Hill. no obstante, 
una ventaja de este método es que los residuos del gráfico 
de cuantiles de Pareto contienen información que podría 
ser usada para mitigar el sesgo en los estimados cuando la 
cola de la distribución no es Pareto. los estimadores de Hill 
y de Zipf pertenecen a una clase más grande de kernel, el 
cual podría ser interesante para posteriores estudios. Res-
pecto al sesgo, se probó el método eGPd, el cual reduce 
sesgo comparado con el estimador de Hill. 
infortunadamente, no se puede responder a la pregunta 
de “cuál es el mejor método por usar, si existe, para calcu-
lar el parámetro de forma o el índice de cola”. la selección 
óptima del umbral (o selección de k) no está resuelta aún, 
como se mencionó anteriormente. esta selección óptima 
puede ser obtenida sólo bajo algunas propiedades precisas 
de segundo orden en la función de variación lenta L, la 
cual no se puede inferir de los datos. 
sin embargo, se puede brindar una guía cuando se trabaja 
con datos si se conocen sus funciones de distribución. Por 
ejemplo, en el sector de seguros generales es común usar 
las distribuciones loggamma, lognormal y Weibull para 
modelar las distribuciones de pérdidas. se sugiere usar la 
técnica de eGPd (técnica de reducción de sesgo) en estos 
casos para estimar ξ. Como era de esperarse, este es el me-
jor método cuando se presenta alto sesgo en la estimación 
del índice de cola (casos en que ρ = 0). en general, cuando 
no se conoce con certeza la distribución de los datos, se 
recomienda usar el método eGdP en conjunto con el esti-
mador de Zipf. a partir de los resultados de la simulación 
de acuerdo con el menor RRmse (o mse según el caso), el 
mejor método es el eGPd en la mayoría de distribuciones 
de colas pesadas y semipesadas. Cuando la cola de las dis-
tribuciones no es tan pesada, en la mayoría de los casos el 
mejor método es el de Zipf. 
al aplicar los métodos analizados en este documento al 
caso de datos de fuego en dinamarca, se obtienen estima-
dores del índice de cola muy similares a estudios previos. el 
rango de la estimación del índice de cola está entre 0,690 
y 0,722 en este estudio. Csörgő y viharos (1998) encuen-
tran un rango entre 0,713 y 0,719, mientras que mcneil 
(1997) encuentra valores de 0,497 y 0,684, dependiendo 
de la selección del umbral.
existe también la posibilidad de analizar los métodos para 
estimar el índice de cola cuando ξ ∈ ℝ. de igual manera, 
hay métodos robustos para estimación del índice de cola 
que se podrían probar en simulaciones como las mostradas 
en este documento. Finalmente, un método novedoso en 
evt es la aproximación de las pérdidas en exceso a una 
distribución g-h más que a una GPd para calcular valores 
de cuantiles altos como medida de riesgo.
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