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Abstract
The shielding potential around a test charge is calculated, using the linearized quantum hydro-
dynamic formulation with the statistical pressure and Bohm potential derived from finite tem-
perature kinetic theory, and the temperature effects on the force between ions is assessed. The
derived screening potential covers the full range of electron degeneracy in the equation of state of
the plasma electrons. An attractive force between shielded ions in an arbitrary degenerate plasma
exists below a critical temperature and density. The effect of the temperature on the screening
potential profile qualitatively describes the ion-ion bound interaction strength and length varia-
tions. This may be used to investigate physical properties of plasmas and in molecular-dynamics
simulations of fermion plasma. It is further shown that the Bohm potential including the kinetic
corrections has a profound effect on the Thomson scattering cross section in quantum plasmas with
arbitrary degeneracy.
PACS numbers: 52.30.-q,71.10.Ca, 05.30.-d
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I. INTRODUCTION
Plasma-based techniques have become an important aspect of the fabrication of miniature
electronic devices [1, 2] and of nanotechnology [3]. Theoretical models have to account
for various atomic-scale interactions between charge species in dense and hot to ultra-cold
plasmas. These interaction are usually beyond the simple long-range Coulomb interactions
or the standard Deby-Hu¨ckel charge screening due to the complex nature of electromagnetic
interactions in high-energy-density (HED) plasmas [4]. In the treatment of dense plasmas,
the Thomas-Fermi approximation is sometimes not sufficient for accurate descriptions of
collective phenomena, and in order to describe the essential physics of strongly interacting
plasmas, one needs to go beyond the standard approximations. The study of collective
interactions in quantum plasmas has a long tradition [5–12] since metals, semiconductors
[13], cores of large planets [14] and dense astrophysical objects [15, 16] fall into this category.
Obviously, the ultimate choice for plasma simulations and research are the appropriate
kinetic models [17] for plasma coupled with Poisson’s equation or Maxwell’s equations.
However, a full implementation of kinetic approach including interactions and collision terms
is limited due to their complexity. There are approximate hydrodynamic models which can
incorporate a variety of collective aspects such as electron quantum diffraction [18–22],
finite temperature [23], electron exchange-correlation [24, 25], quantum statistical pressure
[26] and spin-magnetization [27, 28] with much less complexity compared to the fully kinetic
counterparts. Application of quantum hydrodynamic models have proven to unveil a large
number of interesting physical aspects of dense plasmas [29, 30] which has been previously
thought would only be possible using more advanced theories.
One of the interesting results of linearized quantum hydrodynamic (LQHD) theory is an
attractive screening charge-potential first formulated for the screening and wake potentials in
a dilute plasma where the statistical pressure was neglected [31], and was later complemented
by including the statistical pressure and charge-exchange effects in the zero temperature limit
[32]. The reason for the existence of an attractive potential among ions of similar charge is the
electron diffraction effect resulting in the Bohm potential in the hydrodynamic model, most
prominently in fluid-like descriptions of the single-electron dynamics [7, 33, 34]. However,
the existence of an attractive screening force in degenerate systems has been a subject of
intense debate due to conflicting results with density functional theory (DFT) [35–39]. It
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later became apparent that the inclusion of the Bohm potential in the QHD theory requires
application of kinetic correction-factor in order for QHD to be fully consistent with that of
kinetic theory [40–43]. By the direct use of the Lindhard dielectric function it was confirmed
that there is a potential minimum around the shielded charge for specific metallic density
regime beyond which Friedel oscillations dominate the Lennard-Jones-like potential [40]. It
should be noted that the expansion of the fully quantum kinetic dielectric theory of Lindhard
[44] or equivalently the Wigner-Poisson system [40, 45] in the zero temperature limit gives
different results in two limiting cases. An asymptotic expansion for large phase velocities
(small wavenumbers at a finite frequency) gives quantum corrected electron oscillations
(cf. Eq. 3.1 in Ref. [45]) consistent with Bohmian theory, while a Taylor expansion for
small phase velocities (e.g. zero frequency at a finite wavenumber) yields the shielding by
inertialess electrons (cf. Eq. 4.2 in Ref. [45]). This is analogous with classical plasma theory
where the asymptotic expansion of the plasma dielectric function gives the Bohm-Gross
dispersion relation for electron oscillations, while the low-frequency Taylor expansion gives
the linearized Boltzmann response. The theories of Stanton and Murillo [41] and Haas and
Mahmood [46] are in the linear limit consistent with such a low-frequency expansion of the
quantum kinetic dielectric function for finite electron temperatures.
The aim of this paper is to present a theory of charge shielding for quantum plasmas with
arbitrary degeneracy. The model is based on a gradient-corrected Thomas-Fermi model [41]
and the independently derived kinetic-modified QHD theory [46], which lead to the same
result in the linear regime, and include fully consistent temperature-dependent corrections
to the statistical pressure and Bohm potential terms. The paper is organized in the following
fashion. The kinetic-modified QHD model is introduced in Sec. II. The LQHD approach
with low-frequency expansion approximation is used in Sec. III to derive the static dielectric
function for arbitrary degenerate quantum plasma, where the screening potential of a test
charge is presented in a more general setting. Applications of the theory to the Thomson
scattering cross-section and static structure factor are presented in Sec. VI. Finally, our
findings are summarized in Sec. V.
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II. QUANTUM HYDRODYNAMICS MODEL BEYOND ZERO-TEMPERATURE
We consider a test charge immersed in a collisionless, dense electron fluid with arbitrary
temperature in a homogenous neutralizing static ion background. The number density of the
plasma is high enough so that the wave functions of the electrons overlap, which changes the
equilibrium electron distribution function to a Fermi-Dirac distribution. Furthermore, we
investigate phenomena on atomic scales, where the Bohm potential due to electron tunneling
plays an essential role in the electron fluid dynamics. Our treatment of the electron
dynamics is based on the finite temperature quantum kinetic theory developed in
Ref. [46] for low-frequency excitations of ion-acoustic waves, whose phase speed
is much lower than the typical (thermal or quantum statistical) electron speed.
The appropriate generalized hydrodynamic equations for the electron number density n and
fluid velocity u, coupled with Poisson’s equation for the electrostatic potential φ, are given
by [46]
∂n
∂t
+∇ · (nu) = 0, (1a)
men
[
∂u
∂t
+ (u · ∇)u
]
= en∇φ−∇P (n) + γnh¯
2
6me
∇ [∆√n/√n] , (1b)
∆φ = 4pie [n− n0 − (Q/e)δ(r)] , (1c)
where e is the magnitude of the electron charge, me is the electron mass, h¯ is Planck’s
constant divided by 2pi, n0 is a neutralizing ion background density, P (n) is the statistical
pressure and Q = Ze is a test charge where Z is the charge state. The fluid theory is
developed by expansion of kinetic theory in the long wavelength limit, keeping
only dispersive effects due to the statistical pressure P and the so-called Bohm
potential, the last term in the right-hand side of Eq. (1b). The pre-factor to the
Bohm potential derived from kinetic theory is [46]
γ =
Li3/2 [− exp(βµ0)] Li−1/2 [− exp(βµ0)]
Li1/2[− exp(βµ0)]2
, (2)
where β = 1/(kBT ), T is the electron temperature, kB is Boltzmann’s constant, µ0 is the
equilibrium chemical potential, and Lis(z) is the polylogarithm with index s and argument
z. The generalized finite temperature equation of state is defined through moments of
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Fermi-Dirac distribution of the electrons as
n(µ, T ) =
21/2m
3/2
e
pi2h¯3
∫ ∞
0
ε1/2dε
eβ(ε−µ) + 1
= −m
3/2
e Li3/2 [−exp(βµ)]√
2pi3/2h¯3β3/2
, (3a)
P (µ, T ) =
23/2m
3/2
e
3pi2h¯3
∫ ∞
0
ε3/2dε
eβ(ε−µ) + 1
= −m
3/2
e Li5/2 [−exp(βµ)]√
2pi3/2h¯3β5/2
, (3b)
where, ε is the non-relativistic kinetic energy of the electrons, and use were made of the
Fermi-Dirac integrals
Is(y) =
∞
∫
0
xs
exp(x− y) + 1dx = −Γ(s+ 1)Lis+1(−e
y), s > −1, (4)
where Γ is the Gamma function. In the following calculations, the electrons are assumed
to be isothermal, i.e. the temperature T is assumed fixed throughout the plasma. Then
it can be shown using Eqs. (3) that (1/n)∇P = ∇µ [47]. In the zero temperature limit,
we have µ = EFe, where EFe = h¯
2(3pi2n)2/3/(2me) is the Fermi energy. The relation
between the equilibrium density and chemical potential is obtained by using n = n0 and
µ = µ0 in Eq. (3a). Conventionally, other parameters like the Wigner-Seitz radius
a = (3/4pin0)
1/3, the degeneracy parameter θ = T/TFe (TFe = EFe/kB being the
Fermi temperature) the coupling constant in the classical limit Γe = e
2/(akBT )
and degenerate limit (the Brueckner parameter) rs = e
2/(aEFe) ∼ mee2a/h¯2 are
used to describe the electron gas. The electrons are weakly coupled when Γ ≪
1 or rs ≪ 1 and strongly coupled in the opposite limit. Also we have rs =
(n0/1.6× 1024)−1/3 and θ = 2(4/9pi)2/3Z5/3rs/Γi. For rs ≫ 10−2 the electron fluid can
be regarded as nonrelativistic degenerate. The conduction electrons in metals
with rs ≃ 2-6 are then regarded as strongly coupled plasmas which satisfy the
complete degeneracy θ ≪ 1 condition [11]. On the other hand, semiconductors
with θ ≥ 1 and n0 < 1018cm−3 (rs > 25) are only partially degenerate plasmas and
should be treated in the framework of finite temperature Fermi-Dirac statistical
theory. The theory of screening presented here is valid for the whole range of
nonrelativistic plasma density and temperatures.
Figure 1 shows the variation of the electron number density as a function of the equilib-
rium chemical potential for different electron temperatures. It is seen that for all temperature
values the number density increases with increasing chemical potential. Since the chemical
potential of a Fermi gas defines the energy needed to add an extra fermion to the gas, the
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FIG. 1: The equilibrium electron number density n0 as a function of the equilibrium chemical
potential µ0 for different values of the electron temperature T . Increasing line thickness indicates
increasing values of the varied parameter given above the panel.
negative chemical potential refers to the classical limit where there are vacant levels below
the Fermi level to absorb extra fermions. However, as the temperature is lowered much
below the Fermi temperature, the chemical potential becomes positive (see e.g. the plot
for T = 300K in Fig. 1). This occurs due to the fact that all the fermions sink to the
minimum available fermion energy levels filling all the possible vacant states, and hence, µ0
becomes positive.
In the following section, we will use Eq. (1) in the static limit ∂/∂t = 0 and u = 0, which
is consistent with the ω = 0 expansion of kinetic theory, in order to investigate the charge
shielding.
III. DIELECTRIC FUNCTION AND STATIC SCREENING
In order to derive the linear response of the plasma to the test charge Q in Eq. (1c), we
express the unknowns as n = n0 + n1, u = u1, φ = φ1 and µ = µ0 + µ1, where quantities
with subscript ’0’ are equilibrium quantities and the ones with subscript ’1’ are small linear
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perturbations. The linear quantities are then assumed proportional to plane wave solutions
of the form exp(ik · r− iωt), where k is the wave vector and ω is the frequency. We use the
identity (1/n)∇P = ∇µ together with the relation Eq. (3) to Fourier analyze the system
(1). This gives rise to a dielectric function Dγ(k, ω), which in the static (ω = 0) limit takes
the form
Dγ(k, 0) = 1 +
ω2pe
v2Tk
2 + γh¯2k4/12m2e
. (5)
where ωpe =
√
4pin0e2/me is the electron plasma frequency, and
v2T =
kBT
me
Li3/2 [− exp(βµ0)]
Li1/2 [− exp(βµ0)] , n0 = −
m
3/2
e Li3/2 [−exp(βµ0)]√
2pi3/2h¯3β3/2
, (6)
where vT is a generalized thermal velocity that takes into account the arbitrary electron
degeneracy. It is noted that the definition of thermal speed in Eq. (6) is slightly
different from the conventional. The traditional definition of the thermal speed
uses the average kinetic energy (K) of the electron gas defined as [46]
v2T =
2 ⟨K⟩
3me
=
kBT
me
Li5/2 [− exp(βµ0)]
Li3/2 [− exp(βµ0)] , (7)
where in the fully degeneracy limit (µ0 → ∞) one obtains v2T = v2Fe/3 in our
definition and v2T = v
2
Fe/5 in the conventional one. Using that limx→∞ Lis(−ex) =
−xs/Γ(s+ 1), we have that limx→∞
[
Li3/2 (−ex) /xLi1/2 (−ex)
]
= 2/3 and limT→0µ0 = EFe,
in the zero temperature degenerate limit (βµ0 ≫ 1), we recover vT = vFe/
√
3, with
vFe =
√
2EFe/me being the Fermi velocity, and γ = 1/3 in the dielectric function
given by Eq. (5) [7, 32, 40, 45]. In the limit βµ0 ≪ −1 (the classical limit) we
have that Li[− exp(βµ0)] ≈ − exp(βµ0) so that γ = 1 and vT =
√
kBT/me. In the
limit of high electron temperatures, the k4-term becomes negligible compared to that of
the k2-term, and the dielectric function given by Eq. (5) reduces to the classical one.
It is possible to generalize the above dielectric function to include the elec-
tron exchange-correlation effects by the transformation v2T → v2T + v2xc, where
vxc = −(0.328e2n1/30 /me)1/2[1 + 0.62/(1 + 18.36rBn1/30 )]1/2 [24, 25] and rB = h¯2/(mee2) ≈
5.29 × 10−9 cm is the Bohr radius. The exchange-correlation potential has been
used to study the optical properties of Ga1−xAlxAs semiconductor system in the
local density approximation (LDA) where it is assumed to be dependent only
on the local electron number density [25]. However, for simplicity we neglect the
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exchange-correlation effects below. On the other hand, in order to evaluate the static charge
shielding in the low-frequency limit, we use the gamma-corrected dielectric function with
the correction applying to the quantum diffraction term [46], to find
φ(r) =
Ze
2pi2
∫
exp(ikr)
k2Dγ(k, 0)
d3k. (8)
The evaluation of the integrals leads to the following general form [32]
φ(r) =
Q
2r
[
(1 + b) e−k+r + (1− b) e−k−r] , (9)
with k2± = k
2
0(1∓
√
1− 4α)/(2α), where
k0 =
ωpe
vT
=
(
8
pi
)1/4√
−me
3/2e2Li1/2 [−exp(βµ0)]
β1/2h¯3
. (10)
and the quantum diffraction parameter
α =
γh¯2ω2pe
12m2ev
4
T
= −αF c
√
βme
3
√
2pi
Li−1/2 [−exp(βµ0)] , (11)
where αF = e
2/(h¯c) ≈ 1/137 is the fine-structure constant and c is the speed of light
in vacuum. The static ionic interaction potential given in Eq. (9) can be put into three
categories, where α > 1/4 admits an attractive interaction, α < 1/4 leads to a purely
repulsive interaction, and the limiting case α = 1/4, as [32]
φ(r) =


φrep(r) = (Ze/r) exp(−Ar) [cosh(Br) + b sinh(Br)], α < 14 , 1 < b <∞,
φatt(r) = (Ze/r) exp(−A′r) [cos(B′r) + b′ sin(B′r)], α > 14 , 0 < b′ <∞,
φ1/4(r) = (Ze/r)exp(−
√
2k0r)
[
1 + (
√
2/2)k0r
]
, α = 1
4
, b→∞,
(12)
where the constants are defined as
A = k0
√√
4α + 1√
4α
, B = k0
√
1−√4α√
4α
, b =
1√
1− 4α, (13)
and
A′ = k0
√√
4α + 1√
4α
, B′ = k0
√√
4α− 1√
4α
, b′ =
1√
4α− 1 . (14)
In the limit α = 0, the potential turns to the Debye-Hu¨ckel potential with φDH =
(Ze/r)exp(−k0r), which becomes the Thomas-Fermi potential for fully degenerate electrons
in the limit βµ0 ≫ 1.
Figure 2 shows the variation of the quantum diffraction parameter α as a function of the
equilibrium chemical potential and temperature when one of the parameters is fixed and the
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FIG. 2: (a) The interaction potential parameter α as a function of the equilibrium chemical poten-
tial µ0 for different values of electron temperature T , and (b) as a function of T for different values
of µ0. Increasing line thickness indicates increasing values of the varied parameter given above
each panel. The horizontal lines represent the critical value α = 1/4, above which there exists an
attractive potential.
other is varied. It is observed from Fig. 2(a) that for every given value of the temperature,
in the classical limit µ0 → −∞, α tend to zero and the screening potential tends to the
Debye-Hu¨ckel potential in classical plasmas. Moreover, there exists a maximum value of
the screening potential parameter for a given temperature the position/magnitude of which
slightly increases/decreases with increase in the plasma temperature. The horizontal dashed
line in Fig. 2(a) separates the two domains of attractive (α > 1/4) and repulsive (α < 1/4)
screening potentials. We note that α has a maximum value at higher µ0 for higher values of
T , up to a maximum critical temperature of Tc ≃ 17820K with the maximum value of α at
µ0 ≃ 1.6 eV. For T > Tc, the screening becomes purely repulsive. Figure 2(b), on the other
hand, shows that the attractive screening potential exists for µ0 < 2.988 eV the maximum
value of which coincides with T ≃ 11420K. Figure 3 shows that the attractive potential, for
which α > 1/4, exists in a bounded region in the T -µ0 plane. The attractive screening region
exists for positive values of the chemical potential, and also extends to slightly negative values
corresponding to less dense plasmas. In the zero temperature limit the value of the quantum
9
FIG. 3: The existence diagram for the attractive inter-ionic potential (i.e. α > 1/4) in the T -µ0
plane. The equilibrium chemical potential and electron temperature is given in units of electron
volts and Kelvin, respectively.
diffraction parameter reduces to α ≈ h¯2ω2pe/(16E2Fe) ≃ 6.48 × 106n−1/30 , which for α = 1/4
gives the limiting density of n0 = 1.74×1022 cm−3, corresponding to an electron Fermi energy
of 2.45 eV. As a comparison, typical metallic densities such as in silver (n0 = 5.8×1022 cm−3,
EF = 5.5 eV) would give repulsive shielding potentials.
Let us compare our results with the finite temperature quantum plasma screening theory
based on the gradient-corrected orbital-free DFT [41, 43]. Using atomic units in which
e = me = h¯ = 1, the screening potential for ν < 1 is given as [41]
φSM(r) =
Z∗
2r
[
(1 + αSM)e
−r/λ
− + (1− αSM)e−r/λ+
]
, (15)
which is of similar form as Eq. (9) but with different parameters
αSM =
1√
1− ν , λ
2
± =
νλ2TF
2± 2√1− ν , λ
2
TF =
pi
√
2β
4I−1/2(η0)
, (16)
where their quantum diffraction parameter ν is given by
ν =
3λ
√
8β
pi
dI−1/2(η0)
dη0
= − 4
√
β
3
√
2pi
Li−1/2 [−exp(η0)] , η0 = βµ0, (17)
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FIG. 4: (a) The spatial profiles of the static screening potential φ for µ0 = 0.5 eV and different
values T , (b) for µ0 = −0.1 eV and different values of T , (c) for T = 2000K and different positive
values of µ0, and (d) for T = 4000K and different negative values of µ0. Increasing line thickness
indicates increasing magnitudes of the varied parameter given above each panel. The potential
is in units of e/2rB and is multiplied by a factor 10
3, and the horizontal axis is in unit of the
Bohr radius rB. Electron number densities for the respective parameter values above
the panels are (a) n0 ≃ {1.7, 3, 5.7} × 1021cm−3, (b) n0 ≃ {2, 4.4, 7.4} × 1020cm−3, (c)
n0 ≃ {1.8, 3.4, 4.7} × 1021cm−3, and (d) n0 ≃ {7.4, 5.8, 4.5} × 1020cm−3.
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with λ = 1/9 being the true gradient correction factor in the complete degeneracy limit.
Expressing our parameters, α and k0 [cf. Eq. (2)] in atomic units gives
α = −
√
β
3
√
2pi
Li−1/2 [−exp(η0)] , k20 = −
√
8√
piβ
Li1/2[−exp(η0)]. (18)
It immediately follows that the gradient corrected orbital-free DFT theory [41] and the
modified QHD formalism [46] are connected through α = ν/4, k20 = 1/λ
2
TF and k
2
± = 1/λ
2
∓,
and hence are completely consistent with each other.
In Fig. 4, the profiles of the charge-screening potential are shown for Z = 1 and for
different values of temperature and chemical potential. In Fig. 4(a) for a positive µ0, the
attractive potential valleys are clearly distinguished, the depth of which are observed to
decrease with increase of the temperature. It is also observed that equilibrium values of the
potential minimum slightly shifts to larger distances r as the temperature is raised, which
can be qualitatively interpreted as thermal expansion of the plasma. The profiles in Fig.
4(b), for negative µ0, exhibits very shallow valleys compared to those of Fig. 4(a). These
profiles which show the potential for the negative chemical potential region in low-density
and high-temperature regime reveal an opposite thermal variation of the screening potential-
valley position compared to that of the positive chemical potentials shown in Fig. 4(a). It is
also observed that the increase of the temperature in the negative chemical potential (dilute)
regime leads to a decrease in the potential strength. On the other hand, Figs. 4(c) and 4(d)
show the dependence of screening profiles with respect to the chemical potential for fixed
temperature values for both positive and negative chemical potential regimes. It is seen in
Fig. 4(c) that the increase in the positive chemical potential leads to shift of the attractive
potential valley depth to smaller distances, opposite to the case of Fig. 4(a). It is also
observed that the increase in the chemical potential value (for positive values) decreases the
potential valley depth. Figure 4(d) shows that an increase of the negative chemical potential
with fixed temperature leads to sharp increase in the effective charge shielding length.
IV. THE THOMSON SCATTERING CROSS-SECTION AND STATIC STRUC-
TURE FACTOR
Some very useful information on ion correlations, phase transition and stopping power in
dense quantum plasmas with arbitrary temperature can be obtained using the full dielectric
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FIG. 5: The normalized Thomson scattering cross section σ¯Th as a function of the wavenumber
k for µ0 = 1 eV and T = 1000K (n0 ≃ 4.6 × 1021cm−3), excluding the quantum Bohm potential
effect (short-dashed curve), with uncorrected Bohm potential, forcing γ = 1 (long-dashed curve)
and with corrected Bohm-potential where γ is given by Eq. (2) (solid curve).
function with the detailed calculation of dynamic ion structure factor S(k, ω) [48]. However,
we would like to study an important quantity of dense plasmas known as the Thomson
scattering cross-section which can be directly obtained from the static dielectric function
in Eq. (5), valid for arbitrary degree of electron degeneracy. The differential Thomson
scattering cross-section d2σTh/dΩdω is directly related to the dynamic structure factor which
provides information on density fluctuations in dense plasmas via the fluctuation-dissipation
theorem. This quantity defines the scattering of electromagnetic waves off the plasma free
electrons in a unit volume V through the solid angle Ω in the frequency range dω and is
given by
d2σTh
dΩdω
= V
(
e2
mec2
)2(
⌢
pi · ⌢pf
)2
S(K, ω), (19)
in which
⌢
pi and
⌢
pf are the initial and final polarization unit vectors, respectively, and K =
kf − ki is the momentum transfer vector. The integration over frequency and polarization
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FIG. 6: (a) The normalized Thomson scattering cross section σ¯Th as a function of the wavenumber
k for µ0 = 1 eV and different values of T , (b) for µ0 = −0.1 eV and different values of T , (c)
for T = 5000K and different values of positive µ0, and (d) for T = 5000K and different values
of negative µ0. Increasing line thickness indicates increasing magnitudes of the varied parameter
given above each panel. The horizontal axis is in units of the inverse Bohr radius, r−1B . Electron
number densities for the respective parameter values above the panels are (a) n0 ≃
{4.6, 12, 16}×1021cm−3, (b) n0 ≃ {4.3, 10.8, 33.6}×1019cm−3, (c) n0 ≃ {3, 5.7, 9.3}×1021cm−3,
and (d) n0 ≃ {10.8, 8.9, 7.3} × 1020cm−3.
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yields
d2σTh
dΩ
= V
(
e2
mec2
)2
1
2
∑
⌢
p i,
⌢
p f
(
⌢
pi · ⌢pf
)2 ∫ ∞
−∞
S(K, ω)dω = N
(
e2
mec2
)2(
1− 1
2
sin2θ
)
S(K),
(20)
where N is the total number of electrons, θ is the scattering angle and S(K) is the static
structure factor. The momentum transfer vector is then defined as K2 = 2k2(1 − cos θ)
assuming elastic scattering. The static structure factor corresponding the dielectric constant
Eq. (5) can be written as
S(K, 0) = K2
[
1− 1
Dγ(K, 0)
]
=
K2/k20
1 +K2/k20 + αK
4/k40
. (21)
The normalized Thomson scattering cross-section is obtained as [49]
σ¯Th(µ0, T ) =
∫ 1
−1
K(ξ)2/k0(µ0, T )
2 [1− (1− ξ2)/2] dξ
1 +K(ξ)2/k0(µ0, T )2 + α(µ0, T )K(ξ)4/k0(µ0, T )4
, ξ = cos θ. (22)
with k0(µ0, T ) and α(µ0, T ) being given by Eq. (10) and (11), respectively. Now, we present
a numerical evaluation of the normalized Thomson cross-section obtained from Eq. (22).
Figure 5 shows the effects of the Bohm potential and the modified the Bohm potential on
the normalized Thomson scattering cross-section for given values of the chemical potential
and the plasma temperature. It is observed that the Thomson cross-section in the absence
on Bohm potential (short-dash profile) increases with decrease of the electromagnetic wave-
length and extends to very high values where it saturates. This effect however, similar to
the ultraviolet catastrophe in Planck radiation problem leads to unphysical situation. In-
troduction of the electron diffraction effect (long-dash profile) is observed to significantly
alters the scattering picture where a maximum values of Thomson cross-section appears at
λmax ≃ 1.075 nm. Also, further change to gamma-corrected modified QHD model (solid
profile) leads to an increase of the magnitude of the cross-section and shift of its maximum
value to λmax ≃ 0.71 nm which well-resides at the soft x-ray spectrum. It is clear that the
x-ray Thomson scattering spectrum may be used to evaluate the correctness of this as well
as Stanton-Murillo theory for screening in finite temperature quantum plasmas.
On the other hand, Fig. 6 show the variations of Thomson scattering cross-section pro-
files as a function of both temperature and the chemical potential. Figure 6(a) indicates
that an increase of the temperature with fixed positive chemical potential leads to overall
increase in scattering cross-section slightly shifting the maximum scattering value to lower
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wavelengths. The temperature effect for negative chemical potential, in Fig. 6(b) shows
a completely different behavior in which the increase of the temperature leads to the pro-
nounced broadening of the profile and also shifting of the maximum scattering values to lower
wavelengths. Furthermore, the increase of positive chemical potential for fixed temperature
is observed in Fig. 6(c) to lead to the overall increase of the scattering cross-section and
shifting the maximum scattering wavelength to lower values. Also, the increase of negative
chemical potential in Fig. 6(d) with fixed temperature leads to shifting of the maximum
scattering to higher wavelengths, in contrast to the case with positive chemical potential.
V. SUMMARY
The charge shielding problem has been investigated in the framework of linearized quan-
tum hydrodynamic model [46] consistent with gradient-corrected orbital-free DFT [41],
which account for finite temperature and including the kinetic correction for the electron
quantum diffraction effect. The correct hydrodynamic limit discussed here can be obtained
by a low-frequency, low phase velocity expansion of kinetic theory, in contrast to the high
phase velocity small wavenumber limit, which gives rise to high-frequency electron oscil-
lations consistent with Bohmian theory. It is found that the screening potential profile
significantly depends on the temperature and chemical potential of plasma. The variation of
attractive potential valley in terms of the changes in temperature can qualitatively describe
the plasma thermal expansion and ion-ion interactions for a wide range of temperature-
chemical-potential regimes extending from completely degenerate to dilute quantum plas-
mas. The Thomson scattering was also found to be a function of plasma temperature and
chemical potential and is fundamentally affected by the Bohm potential and kinetic gamma-
correction. It was particularly shown that the characteristics of the charge shielding and
Thomson scattering in two distinct regimes of negative and positive chemical potential values
are completely different. Current study may be useful in parametric study of diverse physi-
cal properties of fermion plasmas with arbitrary degeneracy and the calculated screening
16
potentials may be used in molecular-dynamic simulations of quantum plasmas.
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