Abstract. Let M be a real hypersurface of a complex space form M n (c), c = 0, n ≥ 3. We show that the Ricci tensor S of M satisfies S(X, Y ) = ag(X, Y ) for any vector fields X and Y on the holomorphic distribution, a being a constant, if and only if M is a pseudo-Einstein real hypersurface.
Introduction
A Riemannian manifold is said to be Einstein if the Ricci tensor S is a constant multiple of the metric tensor, that is, S = ρg. In the theory of subspace, Fialkow [2] classified Einstein hypersurfaces in spaces of constant curvature (see also Ryan [10] ).
On the other hand, it is known that complex space forms with nonzero constant holomorphic sectional curvature do not admit Einstein real hypersurfaces. However, as Kon [5] discovered, there is a nice class of real hypersurfaces satisfying S(X, Y ) = ag(X, Y ) + bη(X)η(Y ) for all tangent vectors X and Y , where S is the Ricci tensor and a, b are constants. Here a 1-form η is defined by η(X) = g(X, ξ), where ξ is the structure vector field. Such real hypersurfaces are said to be pseudo-Einstein. For n ≥ 3, the pseudo-Einstein real hypersurfaces were classified by Kon[5] for the complex projective space CP n and by Montiel [8] for the complex hyperbolic space CH n (see also Cecil and Ryan [1] ). For n = 2, the classification problem completed by Kim and Ryan [4] , Ivey and Ryan [3] .
The purpose of this paper is to study the following condition for the Ricci tensor S of a real hypersurface M :
S(X, Y ) = ag(X, Y ), X, Y ∈ H where a is constant and H denotes the holomorphic distribution on M defined by H(x) = {X ∈ T x (M)|η(X) = 0}. If S satisfies the pseudo-Einstein condition, then it satisfies the condition above. An orthogonal splitting of the tangent space of M is given by T (M) = span{ξ} ⊕ H. We study the Ricci tensor S with respect to the condition on H and prove the following Theorem. Let M be a real hypersurface of a complex space form M n (c), c = 0, n ≥ 3. The Ricci tensor S of M satisfies S(X, Y ) = ag(X, Y ) for any X, Y ∈ H, a being a constant, if and only if M is a pseudo-Einstein real hypersurface.
Preliminaries
In this section we prepare some basic formulas for real hypersurfaces of complex space forms. For the general theory of real hypersurfaces we refer to Niebergall and Ryan [9] .
Let M n (c) denote the complex space form of complex dimension n (real dimension 2n) with constant holomorphic sectional curvature 4c. We denote by J the almost complex structure of M n (c). The Hermitian metric of M n (c) will be denoted by G. Let M be a real (2n − 1)-dimensional hypersurface immersed in M n (c). We denote by g the Riemannian metric induced on M from G. We take the unit normal vector field N of M in M n (c). Then the structure vector field ξ on M is defined so that ξ = −JN, ξ ∈ T (M).
This gives an orthogonal splitting of the tangent space
On the tangent space we define a linear operator φ :
Second, we define a 1-form η by η(X) = g(X, ξ), then η(φX) = 0, φξ = 0, g(φX, Y ) + g(X, φY ) = 0, g(φX, φY ) = g(X, Y ) − η(X)η(Y ).
Thus (φ, ξ, η, g) defines an almost contact metric structure on M.
We denote by∇ the operator of covariant differentiation in M n (c), and by ∇ the one in M determined by the induced metric. Then the Gauss and Weingarten formulas are given respectively bỹ
for any vector fields X and Y tangent to M. We call A the shape operator of M.
For the contact metric structure on M, we have
From this we obtain
where X ∈ T (M) and Y, Z ∈ H. We denote by R the Riemannian curvature tensor field of M. Then the equation of Gauss is given by
and the equation of Codazzi by
From the equation of Gauss, the Ricci tensor S of M is given by
where trA is the trace of A.
A hypersurface M of a complex space form M n (c) is called a Hopf hypersurface if the structure vector field ξ is a principal vector, that is, Aξ = αξ, α = g(Aξ, ξ). We define the subspace L(x) ⊂ T x (M) as the smallest subspace that contains ξ and is invariant under the shape operator A. Then M is Hopf if and only if L(x) is one-dimensional at each point x.
We recall the notion of pseudo-Einstein real hypersurfaces. A real hypersurface M of a complex space form M n (c) is said to be pseudoEinstein if there are constants a and b such that the Ricci tensor S of M satisfies S(X, Y ) = ag(X, Y ) + bη(X)η(Y ) for all tangent vectors X and Y . We remark that any pseudo-Einstein real hypersurface satisfies that S(X, ξ) = 0 for all X ∈ H. This means that the structure vector field ξ is an eigenvector field of the Ricci tensor of type (1, 1) . Such a hypersurface was studied by Kon [?] .
We consider the condition that the Ricci tensor S of M satisfies
where a is a constant. If M is pseudo-Einstein, then it satisfies this condition. So it is weaker than that of pseudo-Einstein. Our condition is equivalent to that S(φ 2 X, φ 2 Y ) = ag(φ 2 X, φ 2 Y ) for any vector fields X and Y or equivalently
So the pseudo-Einstein condition is equivalent to that S(X, Y ) = ag(X, Y ), S(X, ξ) = 0, X, Y ∈ H. However, our result states that the condition S(X, Y ) = ag(X, Y ), X, Y ∈ H is equivalent to the pseudo-Einstein condition. Therefore, pseudoEinstein real hypersurface are determined the condition on the holomorphic distribution H on M.
A condition on the Ricci tensor
Let M be a connected real hypersurface of M n (c) (n ≥ 3, c = 0). We consider the symmetric tensor field φAφ of type (1,1) on M. As a point x of M we take an orthonormal basis {ξ,
a being a constant. Then (1) implies
Taking a new orthonormal basis {ξ, e 1 = φv 1 , . . . , e 2n−2 = φv 2n−2 }, we obtain Aξ = αξ + h 1 e 1 , Ae 1 = a 1 e 1 + h 1 ξ,
, where h 1 = η(Ae 1 ). Then, from the assumption on the Ricci tensor S, we have (2n + 1)c + (trA)a 1 − (a
Each of a 2 , . . . , a 2n−2 is a root of the quadratic equation
Thus at most two a , i s, 2 ≤ i ≤ 2n − 2, can be distinct at each point. Let us denote them by β and γ.
The argument above applies to each point x of M. Since trA is differentiable, it follows that roots of the quadratic equation are differentiable functions. If M is Hopf, then M is a pseudo-Einstein. Therefore, in the following, we assume that M is not Hopf. We work in an open set where Aξ −αξ does not vanish, that is, Aξ = αξ + h 1 e 1 , h 1 being a nonvanishing function and e 1 is a unit vector field orthogonal to ξ, η(e 1 ) = 0. We notice that α = g(Aξ, ξ) and a 1 = g(Ae 1 , ξ) = η(Ae 1 ) are differentiable.
Let us restrict ourselves to a neighborhood of a point x where β = γ. We assume that β appears p times and γ appears 2n − 3 − p times. By the quadratic equation above, we obtain trA = β + γ,
Since we have
. From this we see that p is a constant. We also have
and, by (3),
. We define two distributions T β and T γ as follows:
We take a local orthonormal basis {ξ, e 1 , e 2 , . . . , e 2n−2 } such that
. . , e p+1 } is an orthonormal basis for T β and {e p+2 , . . . , e 2n−2 } is an orthonormal basis for T γ . We see
Here, using the equation of Codazzi, we prepare some basic formulas:
Lemma 3.1. With respect to a local orthonormal basis {ξ, e 1 , · · · , e 2n−2 }, we have
, and a i , a j , a k are β or γ.
Lemma 3.2. Let M be a non-Hopf real hypersurface of M n (c), n ≥ 3, c = 0. Suppose that the Ricci tensor S satisfies S(X, Y ) = ag(X, Y ) for any X, Y ∈ H, a being a constant. If β = γ, then the orthonormal basis {ξ, e 1 , · · · , e 2n−2 , } satisfies that g(φe x , e y ) = 0 for any e x , e y ∈ T β and g(φe s , e t ) = 0 for any e s , e t ∈ T γ . Proof. By (11) and (15), we obtain (a 1 − β)g(∇ ex e 1 , e y ) + βh 1 g(φe x , e y ) = 0,
From these equations and (5), we have
Thus, if there exist e x and e y that satisfy g(φe x , e y ) = 0, then we have
Similarly, if there exist e s and e t such that g(φe s , e t ) = 0, then we obtain
Therefore the assumption β = γ yields β +γ = a 1 +α, and hence c = 0. This is a contradiction. So we have two cases:
(I) We have g(φe x , e y ) = 0 for any e x , e y ∈ T β and g(φe s , e t ) = 0 for any e x , e y ∈ T γ . (II) There exist e x , e y ∈ T β such that g(φe x , e y ) = 0, and for any e s , e t ∈ T γ , g(φe t , e s ) = 0, or there exist e t , e s ∈ T γ such that g(φe t , e s ) = 0, and for any e x , e y ∈ T γ , g(φe x , e y ) = 0.
We shall show that the case (II) does not occur. To this purpose, it is sufficient to consider the case that there exist e x , e y ∈ T β such that g(φe x , e y ) = 0, and g(φe t , e s ) = 0 for any e s , e t ∈ T γ .
In the following we put φe 1 = µe 2 + νe p+2 , e 2 ∈ T β , e p+2 ∈ T γ , by taking a suitable orthonormal basis.
There exist e x and e s such that g(φe x , e s ) = 0. First we show that β and γ are constant. By (3),
Thus βγ is constant. On the other hand, since there exist e x and e y such that g(φe x , e y ) = 0, (3) and (21) imply
Since βγ is constant, we see that β is constant, and hence γ is also constant.
We compute the right hand side of g(R(e t , e y )e y , e t ) = g(∇ et ∇ ey e y , e t ) − g(∇ ey ∇ et e y , e t ) − g(∇ [et,ey] e y , e t ).
for any e y ∈ T β and e t ∈ T γ . Using (9) and (10), we have g(∇ ex e x , e s ) = 0, g(∇ es e s , e x ) = 0, g(∇ ex e x , e 1 ) = 0, g(∇ es e s , e 1 ) = 0 (22) for any e x ∈ T β and e s ∈ T γ . Using these equations and g(∇ ex e x , ξ) = g(∇ es e s , ξ) = 0, we have g(∇ et ∇ ey e y , e t ) = −g(∇ ey e y , ∇ et e t ) = 0.
On the other hand, for our orthonormal basis {ξ, e 1 , e x , e s }, we compute
When y = z, we have g(e z , ∇ ey e t ) = 0 by (22). When y = z, by (6), (γ − β)g(∇ ey e t , e z ) = 0.
Since β = γ, we obtain g(∇ ey e t , e z ) = 0. Hence we have x g(∇ et e y , e x )g(e x , ∇ ey e t ) = 0.
Similar computation using (6) and (22) Using (6) and (22), we have g(∇ eu e y , e t ) = 0, g(∇ ez e y , e t ) = −g(e y , ∇ ez e t ) = 0.
So we obtain g(∇ [et,ey] e y , e t ) = −(β + γ)g(φe t , e y )g(∇ ξ e y , e t ) +g(∇ e 1 e y , e t )g(e 1 , ∇ et e y ) − g(∇ e 1 e y , e t )g(e 1 , ∇ ey e t ).
Summarizing the above we have g(R(e t , e y )e y , e t ) = −βγg(φe t , e y ) 2 + g(∇ et e y , e 1 )g(e 1 , ∇ ey e t ) (23) +(β + γ)g(φe t , e y )g(∇ ξ e y , e t ) −g(∇ e 1 e y , e t )g(e 1 , ∇ et e y ) + g(∇ e 1 e y , e t )g(e 1 , ∇ ey e t ).
By (8), (11), (15) and β = γ, we obtain g(∇ ey e t , e 1 ) − g(∇ et e y .e 1 ) = 1
Moreover, (7) and (8) imply that g(∇ ey e t , e 1 )
Substituting these equations into (23), and using (5) and (21), we have
On the other hand, by the equation of Gauss, g(R(e t , e y )e y , e t ) = c + 3cg(φe y , e t ) 2 + βγ.
From these it follows that
for any e y ∈ T β , e t ∈ T γ . Since g(φe s , e t ) = 0 for any s and t and φe 1 = µ 2 e 2 + µ p+1 e p+2 , we see that g(φe 2 , e p+2 ) = 0. So we have
Combining these equations with (21), we have
Since c = −βγ, we have β = 0. From which it follows (25) β + 2γ = a 1 + α.
From (24), we have
by (25), we see that γ = 0. This is a contradiction. So we have a 1 + α = 2β + γ. Then (25) implies that β = γ. Again, this is a contradiction.
Proof. As a result of Lemma 3.2, we have g(φe x , e y ) = 0 for any e x , e y ∈ T β and g(φe s , e t ) = 0 for any e x , e y ∈ T γ . We can put φe 1 = µe 2 +νe p+2 by taking a suitable orthonormal basis of T β and T γ . Then we have
Since φe 2 ∈ span{e 1 , e p+2 , · · · , e 2n−2 }, if µ = 0, then we see that e 1 + νφe p+2 ∈ span{e 1 , e p+2 , · · · , e 2n−2 }. By Lemma 3.2, we have νφe p+2 ∈ span{e 1 }. If ν = 0, then we may put φe p+2 = e 1 . This contradicts to the assumption that µ = 0. Thus we see that if µ = 0, then ν = 0 and then we can take φe 1 = e 2 . On the other hand, if µ = 0, then
It is sufficient to consider the case that φe 1 ∈ T β . In the following, we put φe 1 = e 2 . Proof. First we prove that β and γ are constant. Using (9), for any e x , e y ∈ T β and e s , e t ∈ T γ , e y β = (β − β)g(∇ ex e y , e x ) = 0, e s γ = (γ − γ)g(∇ et e s , e t ) = 0.
Since βγ = (2n + 1)c − a is constant, we also have e x γ = 0 for any e x ∈ T β and e s β = 0 for any e s ∈ T γ . Next, by (10)
Moreover, (14) induces
From these equations, we see that β and γ are constant.
Next we show that a 1 and α are constant. Since trA = β + γ is constant, taking a trace of the shape operator A yields
so a 1 + α is constant. We compute a sectional curvature for a plane spanned by e t ∈ T γ and e 1 . Using the equation of Gauss, we have g(R(e t , e 1 )e 1 , e t ) = c + a 1 γ.
On the other hand, we compute the right hand side of g(R(e t , e 1 )e 1 , e t ) = g(∇ et ∇ e 1 e 1 , e t ) − g(∇ e 1 ∇ et e 1 , e t ) − g(∇ [et,e 1 ] e 1 , e t ).
Since a 1 + α is constant, (13) and (17) imply that (a 1 − γ)g(∇ e 1 e 1 , e t ) + h 1 g(∇ ξ e 1 , e t ) = 0.
By (20), we also have
These equations imply
1 }g(∇ e 1 e 1 , e t ) = 0. Since h 1 = 0, we obtain g(∇ e 1 e 1 , e t ) = 0 for any e t ∈ T γ . By (9), we have g(∇ et e t , e x ) = 0 for any e x ∈ T β and e t ∈ T γ . Thus we obtain g(∇ et ∇ e 1 e 1 , e t ) = −g(∇ e 1 e 1 , ∇ et e t ) = 0.
Next we compute the term g(∇ e 1 ∇ et e 1 , e t ). By (10), we have g(∇ et e 1 , e t ) = 0, it follows that g(∇ e
Taking a suitable orthonormal basis of T β and T γ , when x = 2 and g(φe x , e t ) = 0, by (6), g(∇ et e 1 , e x ) = g(∇ et e 2 , φe x ) = 0, since e 2 ∈ T β and φe x ∈ T γ . We can take a suitable orthonormal basis such that φe x = e t . Then, by (9), g(∇ et e 2 , e t ) = 0 = g(∇ et e 1 , e x ). When x = 2, using (7) and (8), we see that On the other hand, (11) and (26) imply that g(∇ e 1 e t , φe t ) = −γh 1 β − γ .
From these equations, we have
Summarizing the above we obtain g(R(e t , e 1 )e 1 , e t ) = − γ β − γ {2c − 2βγ + α(β + γ)} = c + a 1 γ, from which we see that
By the assumption, βγ = 0, and hence γ = 0. Since β, γ and a 1 + α are constant, (27) implies that a 1 − α is a constant. So we see that a 1 and α are constant. By (5), h 1 is also constant.
Next, we show that the case βγ = 0 does not occur.
Lemma 3.5. Let M be a non-Hopf real hypersurface of M n (c), n ≥ 3, c = 0. Suppose that the Ricci tensor S satisfies S(X, Y ) = ag(X, Y ) for any X, Y ∈ H, a being a constant. If β = γ, then βγ = 0.
Proof. We have g(φe x , e y ) = 0 for any e x , e y ∈ T β and g(φe s , e t ) = 0 for any e s , e t ∈ T γ by Lemma 3.2.
First, we suppose β = 0 and γ = 0. For any e s ∈ T γ , we consider g(R(e 2 , e s )e s , e 2 ) = g(∇ e 2 ∇ es e s , e 2 ) − g(∇ es ∇ e 2 e s , e 2 ) − g(∇ [e 2 ,es] e s , e 2 ).
It follows from (9) that g(∇ es e 2 , e s ) = 0. Thus we obtain (28) g(∇ e 2 ∇ es e s , e 2 ) = −g(∇ es e s , ∇ e 2 e 2 ).
We see that g(∇ es e s , ξ) = −g(e s , φAe s ) = 0. Moreover, (9) and (10) imply that g(∇ es e s , e x ) = 0 and g(∇ es e s , e 1 ) = 0. Therefore we get g(∇ es e s , ∇ e 2 e 2 ) = − t g(∇ es e s , e t )g(e t , ∇ e 2 e 2 ), e t ∈ T γ .
Since we have g(∇ e 2 e 2 , e t ) = −g(∇ e 2 e 1 , φe t ), (11) implies that (29) g(∇ e 2 e 2 , e t ) = 0.
Consequently, by (28), g(∇ e 2 ∇ es e s , e 2 ) = 0. Next we compute g(∇ es ∇ e 2 e s , e 2 ) = −g(∇ e 2 e s , ∇ es e 2 ) = −g(∇ e 2 e s , e 1 )g(e 1 , ∇ es e 2 ).
Using (7) and (8), we have −a 1 g(∇ e 2 e s , e 1 ) − (β − a 1 )g(∇ es e 2 , e 1 ) = 0, −h 1 g(∇ e 2 e s , e 1 ) + h 1 g(∇ es e 2 , e 1 ) = 0.
Thus we see that g(∇ e 2 e s , e 1 ) = g(∇ es e 2 , e 1 ) = 0. It follows that g(∇ es ∇ e 2 e s , e 2 ) = 0.
Since ∇ e 2 e t ∈ T γ and ∇ et e 2 ∈ T β for any e t ∈ T γ , similar calculations can be performed to compute g(∇ [e 2 ,es] e s , e 2 ) = 0.
So we have g(R(e 2 , e s )e s , e 2 ) = 0 for e s ∈ T γ . On the other hand, the equation of Gauss implies g(R(e 2 , e s )e s , e 2 ) = c. This is a contradiction.
Next we assume β = 0 and γ = 0. Now we suppose that n > 3. Since g(φe x , e y ) = 0 for any e x , e y ∈ T β and g(φe s , e t ) = 0 for any e s , e t ∈ T γ , we can take e x ( = e 2 ) and e s such that g(φe x , e s ) = 0.
We compute g(R(e x , e s )e s , e x ). By (9) and (10), we have g(∇ ex e x , e 1 ) = 0, g(∇ es e s , e 1 ) = e 1 γ γ − a 1 , g(∇ ex e x , e s ) = 0, g(∇ es e s , e x ) = e x γ γ for any e x ∈ T β and e s ∈ T γ . Since g(∇ ex e x , ξ) = 0, we see that ∇ ex e x ∈ T β . Moreover, since g(∇ es e s , ξ) = 0, we can represent and µ t = g(∇ es e s , e t ). So we obtain g(∇ ex ∇ es e s , e x ) = (e x µ x ) + y µ y g(∇ ex e y , e x ).
Next we compute g(∇ es ∇ ex e s , e x ) = −g(∇ ex e s .∇ es e x ).
By (6), we see that g(∇ ex e s , e y ) = 0 for any x = y and s. We also have g(∇ es e x , e t ) = 0 for any s = t and x. Since β = 0, it follows that g(∇ ex e s , ξ) = 0 for any x and s. So we obtain g(∇ es ∇ ex e s , e x ) = −g(∇ ex e s , e 1 )g(e 1 , ∇ es e x ).
Here we can take e x ∈ T β and e s ∈ T γ such that g(φe x , e s ) = 0. Using (7) and (8), we have (γ − a 1 )g(∇ ex e s , e 1 ) + a 1 g(∇ es e x , e 1 ) = 0, −h 1 g(∇ ex e s , e 1 ) + h 1 g(∇ es e x , e 1 ) = 0.
From these, we see that g(∇ ex e s , e 1 ) = g(∇ es e x , e 1 ) = 0, and hence g(∇ es ∇ ex e s , e x ) = 0, where g(φe x , e s ) = 0. Finally, we compute g(∇ [ex,es] e s , e x ). Since we take e x , e s such that g(φe x , e s ) = 0, it follows that g(∇ es e x , ξ) = 0 and g(∇ ex e s , ξ) = 0. So we see that ∇ ex e s ∈ T γ and ∇ es e x ∈ T β ⊕ span{e s }.
g(∇ [ex,es] e s , e x ) = g(∇ es e x , e s ) 2 = µ 2 x . Since g(φe x , e s ) = 0, using φe s ∈ T β and φe x ∈ T γ , µ x = g(∇ es e s , e x ) = g(∇ es φe s , φe x ) = 0.
Thus we have g(∇ [ex,es] e s , e x ) = 0. These equations imply that g(R(e x , e s )e s , e x ) = y µ y g(∇ ex e y , e x ) when g(φe x , e s ) = 0. Moreover, by (9) , for any e y = e 2 and e t ∈ T γ , we obtain 0 = −γg(∇ et φe y , φe t ) − (e y γ).
For each e y , we can take e t ∈ T γ such that g(φe y , e t ) = 0. Then, by (6), we have µ y = eyγ γ = 0 for any y = 2. Therefore we obtain g(R(e x , e s )e s , e x ) = µ 2 g(∇ ex e 2 , e x ).
Next we compute g(∇ ex e x , e 2 ). Since φe x ∈ T γ , using (7) and (8), we have (γ − a 1 )g(∇ ex φe x , e 1 ) + a 1 g(∇ φex e x , e 1 ) + h 1 γg(φe x , φe x ) = 0, −h 1 g(∇ ex φe x , e 1 ) + h 1 g(∇ φex e x , e 1 ) + (2c + αγ)g(φe x , φe x ) = 0.
So we obtain g(∇ ex e x , e 2 ) = −g(∇ ex φe x , e 1 ) = h
Similarly, we compute g(∇ es e s , e 2 ) = −g(∇ es φe s , e 1 ) using (7) and (8).
Then we have
These equations and the equation of Gauss imply that
By the straightforward computation using trA = γ = a 1 + α + qγ, q = (2n − 3 − p), we have
from which
So we see that γ is constant, and hence, µ 2 = e 2 γ γ = 0. Therefore, g(R(e x , e s )e s , e x ) = µ 2 g(∇ ex e 2 , e x ) = 0. On the other hand, by the equation of Gauss, we have g(R(e x , e s )e s , e x ) = c. This is a contradiction.
Finally, we consider the case that n = 3. We can take an orthonormal basis {ξ, e 1 , e 2 = φe 1 , e 3 , e 4 = φe 3 }, where e 2 , e 3 ∈ T β and e 4 ∈ T γ , β = 0. Then we have
From these equations, we obtain 2h 1 (e 2 h 1 ) = (e 2 α)a 1 + α(e 2 a 1 ) + (e 2 a 1 )γ + a 1 (e 2 γ).
On the other hand, (12), (13), (16) and (17) imply that e 2 h 1 = h 1 g(∇ e 1 e 1 , e 2 ) + (2c + αa 1 ), e 2 a 1 = a 1 g(∇ e 1 e 1 , e 2 ) + h 1 a 1 , e 2 h 1 = a 1 g(∇ ξ e 1 , e 2 ) + (c + h
Substituting these equations into the equation above, and using h 2 1 − αa 1 − a 1 γ = 0 and α + a 1 = 0, we obtain 3ch 1 = a 1 (e 2 γ).
By (9), we have (e 2 γ) = −γg(∇ e 4 e 2 , e 4 ) = γg(∇ e 4 e 3 , e 1 ).
Furthermore by (7) and (8), it follows that (γ − a 1 )g(∇ e 3 e 4 , e 1 ) + a 1 g(∇ e 4 e 3 , e 1 ) + γh 1 = 0, −h 1 g(∇ e 3 e 4 , e 1 ) + h 1 g(∇ e 4 e 3 , e 1 ) + (2c + αγ) = 0, and hence g(∇ e 4 e 3 , e 1 ) = 2c(a 1 − γ) γh 1 .
Thus we have
(e 2 γ) = 2c(a 1 − γ) h 1 .
Therefore we have 3ch
, which implies that ch 2 1 = 0. This is a contradiction. From these considerations, we see that βγ = 0 for n ≥ 3.
From Lemma 3.4 and Lemma 3.5, we conclude that if a non-Hopf real hypersurface M satisfies S(X, Y ) = ag(X, Y ), X, Y ∈ H and if β = γ, then α, h 1 , a 1 , β and γ are constant. Moreover, the principal curvatures of M are constant.
Proof of Theorem
To prove our theorem we show that there does not exist a non-Hopf real hypersurface M with the condition S(X, Y ) = ag(X, Y ), X, Y ∈ H, a being a constant.
First we prove Lemma 4.1. Let M be a non-Hopf real hypersurface of M n (c), n ≥ 3, c = 0. If the Ricci tensor S satisfies S(X, Y ) = ag(X, Y ) for any X, Y ∈ H, a being a constant, then β = γ.
Proof. Suppose β = γ at a point x of M and therefore in a neighborhood of x. We take a local orthonormal basis {ξ, e 1 , . . . , e 2n−2 } of a real hypersurface of M of M n (c) as Section 3. By Lemma 3.4 and Lemma 3.5, we see that α, a 1 , h 1 , β and γ are constant and g(φe x , e y ) = 0 for any e x , e y ∈ T β and g(φe s , e t ) = 0 for any e s , e t ∈ T γ .
By (16) and (17), we have
On the other hand, by a straightforward computation shows that g(R(e 1 , ξ)ξ, e 1 ) = h 1 g(∇ e 1 e 2 , e 1 ) − (a 1 − β)g(∇ e ξ e 2 , e 1 ) + βa 1
By (13) and (17), we get
Substituting these equation into the equation above, and using h These equations imply that
Now, we compute g(R(e t , e 2 )e 2 , e t ) = g(∇ et ∇ e 2 e 2 , e t ) − g(∇ e 2 ∇ et e 2 , e t ) − g(∇ [et,e 2 ] e 2 , e t ) for e t ∈ T γ . By (9) and (10), we have g(∇ et ∇ e 2 e 2 , e t ) = −g(∇ e 2 e 2 , e 1 )g(e 1 , ∇ et e t ) = 0.
Moreover, (6) and (9) imply g(∇ e 2 ∇ et e 2 , e t ) = −g(∇ et e 2 , e 1 )g(e 1 , ∇ e 2 e t ).
Since β = γ, from (7) and (8), we have g(∇ e 2 e t , e 1 ) = 0, g(∇ et e 2 , e 1 ) = 0.
So we conclude g(∇ et ∇ e 2 e 2 , e t ) = 0. We also have, by (6) ,
Consequently, we obtain g(R(e t , e 2 )e 2 , e t ) = c + βγ = 0. Therefore, we have α + a 1 = β + 2γ. On the other hand, trA = β + γ = α + a 1 + (n − 1)β + (n − 2)γ, and hence β + γ = 0. Substituting this into (27), we get (a 1 − α)γ 2 = −βγ 2 . Since γ = 0, we have α − a 1 = β, which implies 2α = 2β + 2γ = 0 and α = 0. Since γ − a 1 = α = 0, it follows that h 2 1 = (a 1 − β)(γ − a 1 ) = 0, which is a contradiction. Therefore, we must have β = γ. Proof. We suppose that β = γ. We see that β is a root of a quadratic equation X 2 − (trA)X + a − (2n + 1)c = 0. We denote ν another root of this equation. We remark that βν = a − (2n + 1)c and β + ν = trA. By the equation (15), for any e i , e j ∈ T β , we obtain (a 1 − β)g(∇ e i e 1 , e j ) + βh 1 g(φe i , e j ) = 0, (c + βα − β 2 )g(φe i , e j ) + h 1 g(∇ e i e 1 , e j ) = 0.
These equations and (32) imply
There exist e i and e j that satisfy g(φe i , e j ) = 0, so we have
Using trA = a 1 + α + (2n − 3)β, we obtain
So we see that β is constant. Since βν = a − (2n + 1)c is constant, ν is also constant.
In the following we put φe 1 = e 2 .
When j > 2, by the equation of Gauss, g(R(e j , e 1 )e 1 , e j ) = g(∇ e j ∇ e 1 e 1 , e j ) − g(∇ e 1 ∇ e j e 1 , e j ) − g(∇ [e j ,e 1 ] e 1 , e j ) = c + a 1 β.
Since a 1 + α is constant from (33), by (13) and (17), we have
On the other hand, by (20),
From these equations, we obtain
1 }g(∇ e 1 e 1 , e j ) = 0, and hence (34) g(∇ e 1 e 1 , e j ) = 0 for any j > 2. So we have g(∇ e j ∇ e 1 e 1 , e j ) = −g(∇ e 1 e 1 , ∇ e j e j ) = −g(∇ e 1 e 1 , ξ)g(ξ, ∇ e j e j ) − g(∇ e 1 e 1 , e 1 )g(e 1 , ∇ e j e j )
−g(∇ e 1 e 1 , e 2 )g(e 2 , ∇ e j e j ) − k>2 g(∇ e 1 e 1 , e k )g(e k , ∇ e j e j ).
From (34) and g(∇ e 1 e 1 , ξ) = 0, we obtain g(∇ e j ∇ e 1 e 1 , e j ) = −g(∇ e 1 e 1 , e 2 )g(e 2 , ∇ e j e j ).
Since φe 1 = e 2 , we have g(e 2 , ∇ e j e j ) = g(φe 1 , ∇ e j e j ) = −g(e 1 , ∇ e j φe j ).
By (11), (a 1 − β)g(∇ e j e 1 , φe j ) + βh 1 g(φe j , φe j ) = 0. Thus we have g(∇ e j e j , e 2 ) = − βh 1 a 1 − β .
From these equations, we obtain g(∇ e j ∇ e 1 e 1 , e j ) = βh 1 a 1 − β g(∇ e 1 e 1 , e 2 ).
Next we compute g(∇ e 1 ∇ e j e 1 , e j ). Since β is constant and h 2 1 = (a 1 − β)(γ − a 1 ) = 0, by (10) , it follows that (35) g(∇ e j e 1 , e j ) = 0.
Moreover, using (11), (a 1 − β)g(∇ e j e 1 , e 2 ) + βh 1 g(φe j , e 2 ) = 0, (a 1 − β)g(∇ e j e 1 , e k ) + βh 1 g(φe j , e k ) = 0 for k ≥ 3. So we have g(∇ e j e 1 , e 2 ) = 0. Thus, taking a suitable orthonormal basis {e 3 , · · · , e 2n−2 },
So we have g(∇ e 1 ∇ e j e 1 , e j ) = −g(∇ e j e 1 , ∇ e 1 e j ) = −g(∇ e j e 1 , ξ)g(ξ, ∇ e 1 e j ) − g(∇ e j e 1 , e 1 )g(e 1 , ∇ e 1 e j )
Similar computation using (11) induces
On the other hand, we have From these equations, we obtain
, e 1 ) = 0. By a straightforward computation using (32), (33) and trA = β + ν, we have g(∇ e 1 e 2 , e 1 ) = h 1 (2β 2 + 2βν − 2βα − 5a 1 β + 2a 1 α − a 1 ν + 2a
(a 1 − β)(ν − β) .
By (38), we obtain g(R(e j , e 1 )e 1 , e j ) = β(ν − a 1 )(3β 2 + βν − 2βα − 5a 1 β + 2a 1 α − a 1 ν + 2a . From this a 1 = 0. Moreover, (7) implies g(∇ e i e j , e 1 ) = g(∇ e j e i , e 1 ). Thus, by (8), we have c = 0. This is a contradiction. Remark. In Theorem 3.1 of [6] , we proved that if a real hypersurface M of a complex space form M n (c), c = 0, with constant proncipal curvatures satisfies S(X, Y ) = ag(X, Y ), X, Y ∈ H, a being a function, then M is a pseudo-Einstein real hypersurface.
If principal curvatures are constant, then the mean curvature vector field trA is also constant. Then we easily see that the function a is constant. So, our result is an extension of the therem in [6] .
