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smoother interpolation
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Abstract
We provide a rigorous analysis of how implicit bias towards smooth interpolations
leads to low generalization error in the overparameterized setting. We provide
the first case study of this connection through a random Fourier series model
and weighted least squares. We then argue through this model and numerical
experiments that normalization methods in deep learning such as weight normal-
ization improve generalization in overparameterized neural networks by implicitly
encouraging smooth interpolants.
1 Introduction
Consider the following regression/interpolation problem: we have n training data (xj , yj) ∈ D × C
corresponding to samples of an unknown function yj = f(xj) and the sampling points are drawn
from the domain D ⊂ Rd. We fit the data with a hypothesis classH := {fθ(x) : Rd → C,θ ∈ Rp}
by solving for a set of parameters minimizing the empirical `2-risk
θopt ∈ arg min
θ∈Rp
n∑
j=1
|fθ(xj)− yj |2. (1)
Traditionally, the number of parameters p is restricted to be smaller than the number of training
samples, i.e., p ≤ n, to avoid overfitting. For p > n, the solution θopt is often not unique and
traditional wisdom says that explicit regularization such as weight decay must be added to ensure that
the solution is stable or meaningful. However, such wisdom has been challenged by modern machine
learning practice, where small generalization error is achieved with massively overparameterized
(p  n) hypothesis classes H such as deep neural networks, without any explicit regularization.
This implies that in such settings, the optimization method used for (1) has a favorable implicit bias
towards a particular choice of θopt ∈ H among all empirical risk minimizers. As neural networks
can be trained with a particularly simple algorithm, (stochastic) gradient descent, a flurry of research
in the past several years, starting with Simonyan and Zisserman (2014); He et al. (2015); Zhang et al.
(2016); Canziani et al. (2016), has been devoted to answering the question:
How and in what situations does the implicit bias of gradient descent interact favorably with the
structure of a particular learning problem to achieve better performance in the interpolation regime?
The papers Belkin et al. (2018) and Liang and Rakhlin (2018) were first to observe that the power
of overparameterization is not limited to neural networks, and can be found in linear interpolation
models, where the feature basis {ψk}pk=1 is fixed and the empirical risk is a quadratic function of
the parameters:
∑n
j=1(
∑p
k=1 θkψk(xj) − yj)2 = ‖Ψθ − y‖2. In this setting, the implicit bias of
gradient descent is well understood: by applying (stochastic) gradient descent to the empirical loss
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(1) with initialization belonging to the range of the feature matrix Ψ, the solution converges to the
parameter solution θmin of minimal `2-norm among all interpolating solutions.4
The seminal work Belkin et al. (2019a) claimed that improvement in generalization error is due
to the connection between small `2-norm of a parameter solution θopt and smoothness of the
corresponding interpolating function fθopt . This connection was highlighted through the example of
linear interpolation with random Fourier features (Rahimi and Recht, 2008) where the features basis
ψk : Rd → C are random complex exponentials ψk(x) = ei〈wk,x〉 with wk ∼ N (0, Id), and which
can be viewed as a class of two-layer neural networks with fixed weights in the first layer. As the
number of random features p → ∞, this basis converges to that of the reproducing kernel Hilbert
space (RKHS) of smooth functions corresponding to the Gaussian kernel, and the interpolating
solution found by gradient descent converges to the smooth function with minimal RKHS norm.
However, while this connection between minimal `2-norm and smoothness of the solution is intriguing,
a rigorous analysis of how implicit bias towards smooth interpolations leads to low generalization
error in the overparameterized setting still remains. In this paper, we initiate this analysis by deriving
exact expressions for the generalization error in a Fourier series model, and show precisely how an
implicit bias towards smooth interpolants, in the form of weighted optimization, results in smaller
generalization error in the overparameterized regime compared to the underparameterized regime.
Beyond the Fourier series model, we connect weighted optimization to normalization methods in
modern machine learning such as weight normalization, and we conclude that an implicit bias towards
smoother solutions explains the good performance of such normalization in practice.
Contributions of this work. We consider the method of weighted `2-norm interpolation in Fourier
feature space, where the weight on a particular feature is proportional to the qth power of its gradient
norm to encourage lower-frequency features. This additional degree of freedom, which is possible
only in the overparameterized regime, enables us to reduce the risk. Remarkably, we show that under
certain circumstances, the solution in the overparameterized regime is strictly better than that in the
underparameterized regime, providing insight into the power of overparameterization in modern
machine learning.
Formally speaking, we consider the feature space of Fourier series basis functions ψk = eixk up to
degree |k| ≤ p, and the class of functions on the circle with sharply decaying Fourier series, where
the decay rate corresponds to their smoothness. With n equispaced training evaluations of such a
function, we provide an exact expression for the risk of weighted `2-norm interpolation as a function
of the number of features p, the number of samples n, the rate of decay r in the Fourier series of the
underlying function, and the choice of weight q in the reparameterized `2 interpolation.
Our key theoretical results for weighted feature interpolation are as follows. For fixed number of
samples n and number of features p: (a) For q ≥ r ≥ 1, the minimal risk in the overparameterized
regime is strictly less than the minimal risk in the underparameterized regime; (b) For q = r > 1/2
and for any p ≥ n, the risk for weighted interpolation is at most O(n−2r+1), and for large n, p,D,
riskq . 2n−2r+1 + 22r−1 (2n)−2rp−2r+1.
Weighted `2 interpolation can lose its advantage as we go to higher-dimensional domains D ⊂ Rd
where, for example, the random Fourier features ei〈wk,x〉 will have comparable gradient norms
by concentration of measure. However, it is sensible to consider weighted optimization (WO) for
two-layer neural networks where the wk ∈ Rd become free parameters to optimize. In fact, we
show that the resulting weighted optimization algorithm corresponds precisely to the well-known
weight normalization (WN) algorithm (Salimans and Kingma, 2016) with fixed scale parameters
g, which was introduced as a simple alternative to batch normalization (Ioffe and Szegedy, 2015),
which is widely used for its remarkable and still mysterious ability to reduce generalization error in
overparameterized neural networks. Moreover, we show that our weighted optimization algorithm
performs comparably to weight normalization on several large-scale learning problems. Thus, we
hypothesize that the scale parameter g in weight normalization is of secondary importance compared
to the directional parameters, and more broadly that weight normalization and batch normalization
achieve lower generalization error in part due to their underlying implicit bias towards smoother
interpolants. We acknowledge that connection between batch normalization and smoothness has been
4Observe that the gradient descent iterates θt remain in the row span of the feature matrix Ψ if θ0 is in the
row span, and the minimal-norm solution is the unique solution in the row span of the feature matrix in the
overparameterized setting.
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made previously Santurkar et al. (2018), but with a focus on its connection to accelerated training
rather than generalization error.
Previous work on generalization and overparameterization. The work of Belkin et al. (2019a)
initiated the study of the extended bias-variance trade-off curve, and showed that double descent
behavior is often exhibited, where the risk in the overparameterized regime p  n can decrease
to a point below the best possible risk in the underparameterized regime. They illustrated that this
behavior occurs also in kernel regression/interpolation problems.
Subsequently, several works derived quantitative bounds on the risk in the interpolating setting, but
required that either (a) the features are random (so that random matrix theory can be leveraged) or (b)
p and n are in the asymptotic regime and go to infinity at a comparable rate. In contrast, our results
are for deterministic Fourier features and hold for any p and n. Hastie et al. (2019) derived the precise
high-dimensional asymptotic risk, for a general random model with correlated covariates. The work
Bartlett et al. (2020) derived sharp bounds on the risk in general linear regression problems with
non-isotropic subgaussian covariates, and highlighted the importance of selecting features according
to the higher-variance covariates. Other works in this direction include Ghorbani et al. (2019); Mei
and Montanari (2019); Geiger et al. (2020); Nakkiran et al. (2019).
Prior to the above line of works, Belkin et al. (2019b)—which was a large inspiration for us—
considered the discrete Fourier series model we consider, but with a theoretical analysis only for
randomly chosen Fourier features, unweighted optimization, and isotropic covariates, in the asymp-
totic setting. Empirical evidence pointing to improved generalization using weighted optimization and
truncated Fourier series instead of random Fourier frequencies was provided, but without theoretical
analysis. In this sense, our paper can be viewed as answering an open question regarding the role of
weighted optimization in Fourier series interpolation from Belkin et al. (2019b).
2 Weighted optimization, random Fourier series and smooth interpolation
Smooth functions are characterized by the rate of decay in their Fourier series coefficients—the
smoother the function, the faster the decay.5 Drawing inspiration from this connection, we consider as
a model for random smooth periodic functions the class of trigonometric polynomials f : [−pi, pi]→
C with random r-decaying Fourier series coefficients:
Definition 2.1. (Random Fourier series with r-decaying coefficients) Fix D ∈ N and r ≥ 0. We
say that a function is a random Fourier series with r-decaying coefficients if6
fθ(x) =
D−1∑
k=0
θke
ikx, 0 ≤ x ≤ 2pi, (2)
where θ ∈ CD is a random vector satisfying E[θ] = 0 and
E[θθ∗] = crΣ2r where Σ := diag
(
(k + 1)−1, k = 0, 1, . . . , D − 1) ∈ RD×D, (3)
and cr =
(∑D−1
k=0 (k + 1)
−2r
)−1
so that E[‖θ‖2] = 1.
We observe n ≤ D training samples (xj , yj)n−1j=0 = (xj , fθ(xj))nj=1 of such a function fθ at
equispaced points on the domain, xj = 2pijn , j ∈ [n], where [n] denotes the set {0, . . . , n − 1} for
notation simplicity.
5the classical Sobolev spaces are Hilbert spaces defined in terms of Fourier series whose coefficients decay
sufficiently rapidly. For square-integrable complex-valued functions f on the circle T, consider the space
of functions Hr(T) = {f ∈ L2(T) : ‖f‖2r,2} :=
∑∞
j=−∞(1 + |j|2)r|fˆ(j)|2 < ∞}, r ∈ R, r ≥ 0,
where fˆ(j) is the jth Fourier series coefficient of f . If r ∈ N then by duality between differentiation in time
and multiplication in frequency, the Sobolev norm is equivalently defined in terms of the rth derivative f (r):
‖f‖2r,2 = ‖f‖2L2 + ‖f (r)‖2L2 .
6 For ease of exposition we only work with positive frequencies, although it may seem more natural to work
with trigonometric polynomials of the form f(x) =
∑D
k=−D θke
ikx. All our results can also be formulated
within that setting, by symmetrically extending the weights to negative indices k and by replacing D with
2D − 1, and similarly for n and p below. The notation, however, will become more heavy then and comparison
with other works less straightforward.
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We can express the observation vector y ∈ Cn concisely as y = Fθ in terms of the sample discrete
Fourier matrix F ∈ Cn×D whose entries are (F )j,k = eikxj = e2piijk/n, j ∈ [n], k ∈ [D]. If D
is a multiple of n, i.e., D = τn for τ ∈ N, then we can write F = [F (n)|F (n)| · · · |F (n)], where
F (n) ∈ Cn×n is the discrete Fourier matrix in dimension n.
We fit the training samples to a degree-p trigonometric polynomial fθˆ(x) =
∑p−1
k=0 θ̂ke
ikx such that
fˆθˆ(xj) ≈ fθ(xj), j ∈ [n], i.e., y ≈ FT θ̂, where FT ∈ Cn×p is the matrix containing the first p
columns of F , indexed by T = [p]. We solve for θ̂ as the least squares fitting vector in the regression
regime p < n, and as the solution of minimal weighted `2 norm in the interpolation regime p > n:
θ̂ =
{
arg minw∈Cp ‖FTw − y‖22; p ≤ n
arg minw∈Cp ‖Σ−qT w‖22 s.t. FTw = y p > n
}
, (4)
where ΣT ∈ Rp×p is the diagonal matrix as in Def. 2.1 restricted to its first p rows and p columns and
q ≥ 0 controls the rate of growth of the weight. Note that the weight matrix Σ−qT has no influence
on the estimator in the underparameterized regime p ≤ n. Denoting by A† the Moore-Penrose
pseudo-inverse of a matrixA, we can write the solution in both the under- and overparameterized
case as
θ̂ = ΣqT (FTΣ
q
T )
†y.
We will derive sharp non-asymptotic expressions for the risk of the estimator fθ̂ in terms of p, n,D, r,
and q. The risk in this setting is defined as
risk = riskq = Eθ
[∫ pi
−pi
|fθ(x)− fθˆ(x)|2dx
]
= Eθ‖θ − θ̂‖22, (5)
where the last equality follows from Parseval’s identity.
3 Risk Analysis for Decaying Fourier Series Model
We here derive exact, non-asymptotic expressions for the risk via plain and weighted `2 regression
with Fourier series features, in both the over- and underparameterized regimes. All proofs are deferred
to the appendix.
We first focus on the overparameterized regime (p ≥ n). For ease of exposition, we restrict below to
the case where p is an integer multiple of n, but note that the result can be extended to the general
case. Moreover, we introduce the notation tj = (j + 1)−1, j ∈ [D] and Σ = diag([t0, . . . , tD−1]).
Finally, recall that cr = 1/
∑D−1
j=0 t
2r
j .
Theorem 1. (Risk in overparameterized regime) Assume D = τn and p = ln for τ, l ∈ N+ :=
{1, 2, . . . }, (i.e. p ≥ n). Let the feature vector θ be drawn from a distribution with E[θ] = 0 and
E[θθ∗] = crΣ2r. Then the risks of the regression coefficients θˆ fitted by plain min-norm estimator
(q = 0) and weighted min-norm estimator (q > 0) (i.e. E[‖θ − θˆ‖2]) are given by
risk0 = 1− n
p
+
2n
p
· cr
D−1∑
j=p
t2rj , (6)
riskq = 1− cr
n−1∑
k=0
∑l−1
ν=0 t
2q+2r
k+nν∑l−1
ν=0 t
2q
k+nν︸ ︷︷ ︸
Pq
+ cr
n−1∑
k=0
(∑l−1
ν=0 t
4q
k+nν
)(∑τ−1
ν=l t
2r
k+nν
)
(∑l−1
ν=0 t
2q
k+nν
)2 .
︸ ︷︷ ︸
Qq
(7)
Remark 1.1. While the general risk expressions are difficult to parse, special cases are straightfor-
ward: if p = D, then risk0 = 1− nD and, since Qq = 0 when l = τ , riskq = 1− Pq. Moreover, if
n = p = D, then l = τ = 1, and hence Pq = cr
∑D−1
n=0 (t
2q+m
s /t
2q
s ) = 1 so that risk0 = riskq = 0,
as expected.
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Proof Sketch For any u ≥ 0, let Au := FTΣuTFT ∗ and Cu := FT cΣuT cFT c∗. For risk0, with
FTFT
∗ = pIn (Lemma 2) and the assumption E[θθ∗] = crΣ2r, risk0 = 1− crtr (A2r)+ crtr (C2r)
(Lemma 1), where the diagonals ofA2r and C2r can be directly computed. For riskq , sinceAu and
Cu are circulant matrices (Lemma 2), Au = UnΛa,uU∗n and Cu = UnΛc,uU
∗
n , where Un is the
unitary discrete Fourier matrix with order n. The corresponding eigenvalues Λa,u and Λc,u can also be
directly computed. Hence, by Lemma 1, riskq = 1− crtr
(
A2q+2rA
−1
2q
)
+ crtr
(
C2rA
−1
2q A4qA
−1
2q
)
has the non-asymptotic closed form as (7).
Using the expressions in Theorem 1, we can quantify how smoothness (as reflected in the rate of
decay r > 0 in the underlying Fourier series coefficients) can be exploited by setting the weights in
the optimization accordingly (q = r) to reduce the risk in the overparameterized setting.
Theorem 2. (Rate of weighted min-norm risk) In the overparameterized setting of Theorem 1, if
q = r > 1/2 and p = nl with l ∈ N+, l ≥ 2, then the risk of weighted optimization satisfies
riskq ≤ an−2r+1 + bn−2rp−2r+1
with
a =
2 + drn
−2r
(1 + drn−2r)(1− (D + 1)−2r+1) , b =
dr
(1 + drn−2r)(1− (D + 1)−2r+1) ,
dr =
2−2r+1 − (l + 1)−2r+1
2r − 1 .
Remark 2.1. For sufficiently large D and n, the constants in the above theorem satisfy a ≤ 2 and
b ≤ 2−2r+1/(2r − 1) so that then
riskq ≤ 2n−2r+1 + 2
2r − 1(2n)
−2rp−2r+1.
In order to fully understand the benefit of overparameterization, we derive the nonasymptotic risk for
the estimators in the underparameterized regime (p ≤ n), where q does not have an influence on the
estimators and, hence, on the risk.
Theorem 3. (Risk in underparameterized regime) Suppose D = τn for τ ∈ N+. Suppose p ≤ n,
and assume that the feature vector θ is drawn from a distribution with E[θ] = 0 and E[θθ∗] = crΣ2r.
Then the risk (E[‖θ − θˆ‖2]) is given by
riskunder = cr
D−1∑
j=p
t2rj +
τ−1∑
k=1
p−1∑
j=0
t2rkn+j
 (8)
Remark 3.1. When r = 0, riskunder = 1D (D−p+(τ−1)p) = 1+p( 1n− 2D ) and the risk increases
with p until p = n, provided n < D/2. From Figure 2 we can see this behavior of the risk curve
persist a while, then transition to a U -shape curve, and then transition to a decreasing curve, as we
vary r in the range 0 ≤ r ≤ 1. For r ≥ 1, we prove that the risk is monotonically decreasing in p.
Finally, we show that "the second descent" of the weighted min-norm estimator in the overparameter-
ized regime achieves a lower risk than in the underparameterized regime, provided q ≥ r ≥ 1. In other
words, in this case it is definitive that "overparameterization is better than underparameterization".
Theorem 4. (Lowest risk) In the setting of Theorems 1 and 3, assume that q ≥ r ≥ 1. Then,
(a) In the underparameterized regime (p ≤ n), the risk is monotonically decreasing in p and
the lowest risk in this regime is risk∗under = 2cr
∑D−1
j=n t
2r
j .
(b) The lowest risk in the overparameterized regime (p > n) is strictly less than the lowest
possible risk in the underparameterized regime.
Remark 4.1. While the above theorem holds for any q satisfying q ≥ r ≥ 1, our experiments suggest
that q = r is an appropriate choice for any r ≥ 0, corresponding to the case where the assumed
smoothness q employed in the weighted optimization matches the true underlying smoothness r. For
a range of choices for r and q, the plots of the theoretical extended risk curves (fixed n, varying p)
can be found in the appendix.
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4 Weighted Optimization on Neural Networks and Weight Normalization
Inspired by the fact that weighted `2 optimization provides better generalization in the Fourier series
model, we consider weighted optimization as a strategy more broadly for the `2 regression problem
and general (possibly non-linear) parameterized features, and connect weighted optimization to the
Weight Normalization algorithm (Salimans and Kingma, 2016).
Figure 1: Connection between Weight Normalization and Weighted Optimization.
Weighted optimization for smooth interpolation in overparameterized neural networks For
the sake brevity, we will focus on the setting of one-hidden-layer neural networks, where the
parameterized function class consists functions of the form f(x) = aTφ(Wx) with Θ := {W ∈
Rd×(m+1);a ∈ Rd} the parameters to be optimized (the bias vector is contained inW and x ∈ Rm+1
is augmented accordingly), and φ(·) is a non-linear activation function such as the (Leaky) ReLU
activation function. In the ReLU case, we may write f(x) = aT (DWxWx), where DWx is a
diagonal matrix with diagonal terms (DWx)k,k = 1(Wx)k≥0 =: σk. Note that a
T generalizes to
A ∈ Rdout×d in case of multi-dimensional outputs. The gradient of this function with respect to x is
∇f(x) = W T ∂φ(Wx)
∂Wx
T
a = W TDWxa (9)
Assuming that the weight vectors wk are close to being orthogonal, we have
‖∇f(x)‖2 = ‖W TDWxa‖2 = ‖
d∑
k=1
σkakwk‖2 .
d∑
k=1
σ2ka
2
k‖wk‖2 ≤ ‖Hwa‖2, (10)
wherewk ∈ Rm+1 is the kth row vector ofW andHw = diag(‖w1‖, ‖w2‖, · · · , ‖wd‖). Note that
the inequality . holds up to an absolute constant in the case of almost orthogonal vectors {wk}7;
the inequality . holds with constant d for any choice of weight vectors wk by equivalence of the `1
and `2 norms on Rd. Thus, we propose an analog of the weighted optimization strategy in (4) (with
q = 1) by reparameterizing z = Ha (i.e. a = H−1w z) and considering
(weighted optimization) min
z,W
‖z‖2 s.t. zTH−1w φ(Wxi) = yi, i ∈ [n]. (11)
In contrast to the weighted `2-norm optimization we proposed for linear feature interpolation, we
now consider the joint optimization over z andW . Nevertheless, at a global optimum (z∗,W ∗), z∗
is the minimizer of the above program with fixed weightW ∗, and by (10) we promote smoothness of
the corresponding neural network interpolant. Note that ifHw were replaced by I , we would recover
the standard min-norm solution.
Since the ReLU activation is scale-invariant, i.e. max{0, cx} = cmax{0, x},∀c ≥ 0, and the
diagonal elements ofH−1w are nonnegative, the `2 loss with weighted optimization is then
L(W , z) =
n∑
i=1
(
zTφ(H−1w Wxi)− yi
)2
with (H−1w W )
T =
[ w1
‖w1‖ , · · · , wd‖wd‖
]
(12)
7 Initialization with a set of high-dimensional Gaussian vectors is almost orthogonal—see "xavier_normal"
and "kaiming_normal" in PyTorch. Moreover, Du et al. (2019) and subsequent works indicate that in a braod
class of overparameterized randomly initialized neural networks optimized using gradient descent have the
property that the weight vectors must remain close to their initialized values for all iterations.
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Weight Normalization (WN) The weighted optimization in (12) is reminiscent of the one-hidden-
layer neural network model reparameterized using weight normalization (Salimans and Kingma,
2016) on the first layer, which is as follows:
L(Vw,g,a) =
n∑
i=1
(
aTφ(Wv,gxi)− yi
)2
with W Tv,g =
[
g1
v1
‖v1‖ , · · · , gd vd‖vd‖
]
(13)
Weight Normalization was proposed and previously studied from an optimization perspective, as a
way to improve the conditioning of the optimization problem and speed up convergence (Salimans
and Kingma, 2016). However, in light of the weighted optimization perspective and its connection
to `2 regularization, we argue that WN can be interpreted as weighted optimization withH = Hw
that encourages smooth interpolations, with secondary trainable parameters {gi}di=1 to approximate
the first order gradient more accurately. This perspective can explain the empirical finding in
Van Laarhoven (2017) that explicit `2 regularization has no regularizing effect when combined with
weight normalization.
Details of the connection between weighted optimization and weight normalization are illustrated in
Figure 1. From a computational perspective, includingHw with parameters (i.e. trainable tensors)
{wi}di=1 in the computational graph 8, training one-hidden-layer neural networks that contain WN
on the first layer with gi = 1, i ∈ [d] is equivalent to training the weighted optimization formulation
with (stochastic) gradient descent jointly. The intuition from the linear regression case suggests that
GD biases towards a small `2-norm solution with respect to z, similar to (11).
Moreover, in our experiments in section 5, by inspection of the training and testing accuracy curves,
comparable best test accuracy, and consonant histograms of the norm of the weights, we argue
that weighted optimization performs comparably to weight normalization on large-scale learning
problems. Previous empirical findings also show that only optimizing w with fixed g in training
the last layer of neural networks can improve generalization (Goyal et al., 2017; Xu et al., 2019).
Hence, we hypothesize that the scale parameter g in weight normalization is of secondary importance
compared to the directional parameters w, and moreover that weight normalization achieves lower
generalization error in part due to an underlying implicit bias towards smoother interpolants.
5 Experiments
Discrete Fourier Models In this experiment, we use Fourier series models F ∈ Cn×D, D =
1024, n = 64 with r-decaying multivariate Gaussian coefficients (r = 0.3, 0.5, 1.0). FT ∈ Cn×p is
the observation matrix with p < n in underparameterized regime; and p = ln, l = 1, 2, . . . , τ , in the
overparameterized regime. The weighted min-norm estimator uses Σq , q ≥ 0 to define the weighted
`2-norm. The theoretical curves are the risks calculated according to Theorem 1 and 3. The empirical
mean curves and the 80% confidence intervals (CI) are estimated by 100 runs of independently
sampled feature vectors θ.
Figure 2: Theoretical and empirical risks (‖θ − θˆ‖2) of plain and weighted min-norm estimators in
log-log scale. Left to right: r = q = 0.3, 0.5, 1.0.
Figure 2 shows that the empirical mean risks match the theoretical risks E[‖θ − θˆ‖2] of Theorems 1
and 3 very accurately. Figure 2 validates that weighted optimization results in better generalization in
8 In the implementation, we multiply the outputs of ReLU (i.e. φ(Wxi)) withH−1w , whereW is the same
set of parameters as in φ(Wxi), and then optimize the parameters with gradients from automatic differentiation.
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the overparameterized regime (Theorem 4), and shows non-degenerated double descent curves when
r = q = 0.5.
Smooth Function Interpolation In this experiment, we implement the discrete Fourier model:
D = 1024, q = 1 and f1(x) : n = 256, p = 512; f2(x) : n = 64, p = 512.
Figure 3: Interpolation of smooth functions. Up: f1(x) = 2 sin(x)+2 sin2(2x) cos(x)+0.2 sin(3x)+
2. Down: f2(x) = 1/(1 + 25x2). Left: interpolation by plain min-norm estimator; Middle: by
weighted min-norm estimator; Right: by the inverse with p = n.
Figure 3 presents the interpolation (light green) using different estimators with the same set of equis-
paced samples (dark green). It verifies that the weighted min-norm estimator has better performance,
compared to plain min-norm estimator and the inverse with n = p, which overlays.
One-Hidden-Layer Neural Networks on MNIST Dataset In this experiment, we compare the
following models: plain NN (nmodel), NN with weight normalization (wmodel), NN with weighted
optimization (gmodel), NN with batch normalization (bmodel), and bmodel with weighted optimiza-
tion (bgmodel). We use activation function ReLU, optimizer Adam (Kingma and Ba, 2014) with
learning rate η = 0.01 and step decay γ = 0.1 per 20 epochs. The number of hidden neurons are
d = 200, 1000, 2000, 5000.
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Figure 4: Training and test accuracy of different models on MNIST using overparameterized one-
hidden-layer neural networks with #hidden neurons d = 2000. Left: comparison of nmodel, gmodel
and wmodel; Right: comparison of gmodel, bmodel, and bgmodel.
First, we show how wmodel and gmodel behave similarly with MNIST dataset. Figure 4 (left)
indicates that gmodel has almost the same training accuracy curve as wmodel and similar test accuracy
curve, and their accuracy are much higher than nmodel. In the case d = 2000 , gmodel behaves even
better than wmodel. With other numbers of hidden neurons (see Table 1), the best accuracy of gmodel
and wmodel are close as well. In addition, Figure 5 displays that the corresponding histograms of
{‖wi‖−1}di=1 of gmodel and wmodel at best accuracy have almost the same pattern, while other
models include quite different peaks. Second, we argue that weighted optimization is compatible
with batch normalization (BN) and combining them can even improve over it. Figure 4 (right) and
Table 1 show that combined with BN, bgmodel has the best test accuracy over all models.
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Model/d 5000 2000 1000 200
nmodel 97.35 97.22 97.31 97.12
wmodel 98.65 98.42 98.50 98.49
gmodel 98.47 98.64 98.39 98.40
bmodel 98.73 98.73 98.73 98.47
bgmodel 98.86 98.82 98.79 98.62
Table 1: The best test accuracy (%) of differ-
ent models with different #hidden neurons.
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Figure 5: Histogram ofH−1w at best accuracy.
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Supplementary Material
Supplementary material for the paper: "Weighted Optimization: better generalization through smooth
interpolation". This supplementary material is organized as follows:
• Appendix A: Proof of Theorem 1
• Appendix B: Proof of Theorem 2
• Appendix C: Proof of Theorem 3
• Appendix D: Proof of Theorem 4
• Appendix E: Proof of Lemmas
• Appendix F: Visualization of Theoretical Risks
A Proof of Theorem 1
The proof is based on the following lemmas. Below, the matrix FT c ∈ Cn×(D−p) is the submatrix of
F corresponding to the columns in T c = {0, 1, . . . , D − 1} \ T .
Lemma 1. (Risks of weighted and plain min-norm estimators in overparameterized regime) As-
sume p ≥ n and let the feature vector θ ∈ CD be drawn from a distribution with E[θ] = 0 and
E[θθ∗] = K, whereK is a diagonal matrix. Then the risk of the weighted min-norm estimator with
q ≥ 0 is
riskq = E[‖θ − θˆ‖2] = tr (K)− Pq +Qq,
where
Qq = tr
(
FTΣ
4q
T FT
∗(FTΣ
2q
T FT
∗)−1FT cKT cFT c∗(FTΣ
2q
T FT
∗)−1
)
,
Pq = tr
(
FTΣ
2q
T KTFT
∗(FTΣ
2q
T FT
∗)−1.
)
Note that the risk of the plain min-norm solution corresponds to q = 0.
Lemma 2. (Properties of Fst) Assume that D = τn and p = nl for τ, l ∈ N+. Then, FTFT ∗ =
pIn. Moreover, for u ∈ N+, define Au := FTΣuTFT ∗ and Cu := FT cΣuT cFT c∗, where Σ is a
diagonal matrix (for example, the diagonal matrix in (3)). Then,Au and Cu are circulant matrices.
The proofs of Lemma 1 and 2 can be found in Appendix E.
A.1 Proof of the risk of the plain min-norm estimator in Theorem 1
Proof. Lemma 1, withK = crΣ2r gives
risk0 = 1− crtr
(
FTΣ
2r
T FT
∗(FTFT ∗)−1
)
+ crtr
(
FT cKT cFT c
∗(FTFT ∗)−1.
)
(14)
By Lemma 2, we have FTFT ∗ = pIp, so that
P1 = 1
p
tr
(
crFTΣ
2r
T FT
∗) = cr
p
tr (A2r) and Q1 = 1
p
tr
(
crFT cΣ
2r
T cFT c
∗) = cr
p
tr (C2r.)
(15)
The diagonal entries ofA2r and C2r are given by
A
(i,i)
2r =
p−1∑
j=0
t2rj exp(0) =
p−1∑
j=0
t2rj and C
(i,i)
2r =
D−1∑
j=0
t2rj exp(0) =
D−1∑
j=p
t2rj , i ∈ [n]. (16)
It follows that
P0 = cr
p
tr (A2r) =
ncr
p
p−1∑
j=0
t2rj and Q0 =
cr
p
tr (C2r) =
ncr
p
D−1∑
j=p
t2rj
so that the risk is given by
risk0 = E
[
‖θ − θˆ‖2
]
= 1− ncr
p
 1
cr
− 2
D−1∑
j=p
t2rj
 = 1− n
p
+
2n
p
·
∑D−1
j=p t
2r
j∑D−1
j=0 t
2r
j
.
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A.2 Proof of the risk of the weighted min-norm estimator in Theorem 1
Proof. Since Au and Cu are circulant matrices we can write Au = UnΛa,uU∗n and Cu =
UnΛc,uU
∗
n , where Un is the unitary discrete Fourier matrix of size n, and Λa,u and Λc,u are
the diagonal matrices with eigenvalues ofAu and Cu, respectively, on the diagonal. The eigenvalues
can be calculated by taking discrete Fourier transform of the first column ofAu or Cu.
Let Fn be the nth order discrete Fourier matrix, i.e., (Fn)s,j = ωsjn , then for any s ∈ [n], the sth
diagonal element (eigenvalue) of Λa,u or Λc,u is
λ(s)a,u = Fn[s, :]Au[:, 0] =
n−1∑
j=0
ωsjn
(
l−1∑
ν=0
n−1∑
k=0
tuk+nνω
−jk
n
)
=
n−1∑
k=0
(
l−1∑
ν=0
tuk+nν
)n−1∑
j=0
ω(s−k)jn

λ(s)c,u = Fn[s, :]Cu[:, 0] =
n−1∑
j=0
ωsjn
(
τ−1∑
ν=l
n−1∑
k=0
tuk+nνω
−jk
n
)
=
n−1∑
k=0
(
τ−1∑
ν=l
tuk+nν
)n−1∑
j=0
ω(s−k)jn

For s, k ∈ [n] we define
e
(n)
s,k :=
n−1∑
j=0
ω(s−k)jn =
{
n, if k = s,
0, otherwise.
(17)
If the random Fourier series has r-decaying coefficients, i.e.,K = crΣ2r (r ≥ 0), then by Lemma 1,
Pq = crtr
(
FTΣ
2q+2r
T FT
∗(FTΣ
2q
T FT
∗)−1
)
= crtr
(
UnΛa,2q+2rU
∗
nUnΛ
−1
a,2qU
∗
n
)
= crtr
(
Λa,2q+2rΛ
−1
a,2q
)
= cr
n−1∑
s=0
∑n−1
k=0
(∑l−1
ν=0 t
2q+2r
k+nν
)
e
(n)
s,k∑n−1
k=0
(∑l−1
ν=0 t
2q
k+nν
)
e
(n)
s,k
=
1∑D−1
j=0 t
2r
j
n−1∑
k=0
∑l−1
ν=0 t
2q+2r
k+nν∑l−1
ν=0 t
2q
k+nν
,
and
Qq = crtr
(
FT cΣ
2r
T cFT c
∗(FTΣ
2q
T FT
∗)−1FTΣ
4q
T FT
∗(FTΣ
2q
T FT
∗)−1
)
= crtr
(
UnΛc,2rU
∗
nUnΛ
−1
a,2qU
∗
nUnΛa,4qU
∗
nUnΛ
−1
a,2qU
∗
n
)
= crtr
(
Λc,2rΛ
−1
a,2qΛa,4qΛ
−1
a,2q
)
= cr
n−1∑
s=0
(∑n−1
k=0
(∑l−1
ν=0 t
4q
k+nν
)
e
(n)
s,k
)(∑n−1
k=0
(∑τ−1
ν=l t
2r
k+nν
)
e
(n)
s,k
)
(∑n−1
k=0
(∑l−1
ν=0 t
2q
k+nν
)
e
(n)
s,k
)2
= cr
n−1∑
k=0
(∑l−1
ν=0 t
4q
k+nν
)(∑τ−1
ν=l t
2r
k+nν
)
(∑l−1
ν=0 t
2q
k+nν
)2 .
Therefore, the risk satisfies
riskq = 1− Pq +Qq
= 1− cr
n−1∑
k=0
∑l−1
ν=0 t
2q+2r
k+nν∑l−1
ν=0 t
2q
k+nν
+ cr
n−1∑
k=0
(∑l−1
ν=0 t
4q
k+nν
)(∑τ−1
ν=l t
2r
k+nν
)
(∑l−1
ν=0 t
2q
k+nν
)2 .
B Proof of Theorem 2
We start with a lemma on the normalizing constant cr.
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Lemma 3. For r > 1/2, the constant cr = (
∑D−1
j=0 t
2r
j )
−1 satisfies
2r − 1
2r −D−2r+1 ≤ cr ≤ min
{
2r − 1
1− (D + 1)−2r+1 ,
2r − 1
2r − 1 + 2−2r+1 − (D + 1)−2r+1
}
.
Proof. By comparison of the sum to an integral we have
D−1∑
j=0
t2rj =
D∑
j=1
1
j2r
≥
∫ D+1
1
1
x2r
dx =
1
2r − 1
(
1− (D + 1)−2r+1) .
Alternatively,
D−1∑
j=0
t2rj = 1 +
D∑
j=2
1
j2r
≥ 1 +
∫ D+1
2
1
x2r
dx = 1 +
1
2r − 1
(
2−2r+1 − (D + 1)−2r+1)
=
1
2r − 1
(
2r − 1 + 2−2r+1 − (D + 1)−2r+1) .
Similarly, we obtain
D−1∑
j=0
t2rj = 1 +
D∑
j=2
1
k2r
≤ 1 +
∫ D
1
1
x2r
dx = 1 +
1
2r − 1
(
1−D−2r+1)
=
1
2r − 1
(
2r −D−2r+1) .
This concludes the proof by taking inverses.
Proof of Theorem 2. For k ∈ [n] and α ∈ R, we define
A(k, α) :=
l−1∑
ν=0
tαk+nν and B(k, α) =
l−1∑
ν=1
tαk+nν = A(k, α)−
1
(1 + k)α
,
where we understand that B(k, α) = 0 if l = 1. By Theorem 1 we can write
1− Pq = cr
(
c−1r −
n−1∑
k=0
A(k, 2q + 2r)
A(k, 2q)
)
= cr

n−1∑
k=0
(
1
(1 + k)2r
− A(k, 2q + 2r)
A(k, 2q)
)
︸ ︷︷ ︸
=:γk
+
D−1∑
k=n
1
(1 + k)2r
 .
We have
γk−1 =
1
k2r
−
1
k2q+2r +B(k − 1, 2q + 2r)
1
k2q +B(k − 1, 2q)
=
1
k2r
− 1 + k
2q+2rB(k − 1, 2q + 2r)
k2r + k2r+2qB(k − 1, 2q)
=
1 + k2qB(k − 1, 2q)− 1− k2q+2rB(k − 1, 2q + 2r)
k2r(1 + k2qB(k − 1, 2q))
=
k2qB(k − 1, 2q)− k2q+2rB(k − 1, 2q + 2r))
k2r(1 + k2qB(k − 1, 2q)) .
Furthermore, if l = 1 (i.e., p = n) then the numerator in the last expression vanishes and for l > 1 it
satisfies
k2qB(k − 1, 2q)− k2q+2rB(k − 1, 2q + 2r) =
l−1∑
ν=1
(
k
k + nν
)2q
−
l−1∑
ν=1
(
k
k + nν
)2q+2r
=
l−1∑
ν=1
(
k
k + nν
)2q (
1−
(
k
k + nν
)2r)
.
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Altogether, we have that 1− Pq = cr
∑D
k=n+1 k
−2r if l = 1 and for l > 1 it holds
1−Pq = cr
l−1∑
ν=1
n∑
k=1
k2q−2r
1 + k2qB(k − 1, 2q)
1
(k + nν)2q
(
1−
(
k
k + nν
)2r)
+cr
D∑
k=n+1
1
k2r
. (18)
For r 6= 1/2, the last sum above satisfies
D∑
k=n+1
1
k2r
≤
∫ D
n
x−2rdx =
1
2r − 1
(
n−2r+1 −D−2r+1) ,
so that
∑D
k=n+1
1
k2r ≤ (2r − 1)−1n−2r+1 if r > 1/2. (A similar upper bound can be shown as
well.) For the following we generally assume that r, q > 1/2. Observe that
B(k − 1, 2q) =
l−1∑
ν=1
(
1
k + nν
)2q
≥
∫ l
1
1
(k + nx)2q
dx =
1
n
∫ nl
n
1
(k + z)2q
dz
=
1
n(2q − 1)
(
(k + n)−2q+1 − (k + p)−2q+1) ,
where we also used that p = ln. Since the last expression is decreasing with k ∈ {1, . . . , n}, we
obtain the lower bound
B(k − 1, 2q) ≥ 1
n(2q − 1)
(
(2n)−2q+1 − ((l + 1)n)−2q+1) = dq
n2q
,
where dq :=
2−2q+1 − (l + 1)−2q+1
2q − 1 .
Hence, we have
1− Pq ≤ cr
1 + dqn−2q
l−1∑
ν=1
n∑
k=1
k2q−2r
(k + nν)2q
(
1−
(
k
k + nν
)2r)
+
cr
2r − 1n
−2r+1
≤ cr
1 + dqn−2q
l−1∑
ν=1
n∑
k=1
k2q−2r
(k + nν)2q
+
cr
2r − 1n
−2r+1.
If q = r then the double sum above can be estimated as
l−1∑
ν=1
n∑
k=1
1
(k + nν)2q
=
p∑
j=n
1
j2q
≤
∫ p
n
1
x2q
dx =
1
2q − 1
(
n−2q+1 − p−2q+1) .
Altogether, for r = q > 1/2 and p = ln for l ≥ 2,
1− Pq ≤ cr
2r − 1
(
n−2r+1 − p−2r+1
1 + drn−2r
+ n−2r+1
)
≤ 1
1− (D + 1)−2r+1
(
n−2r+1 − p−2r+1
1 + drn−2r
+ n−2r+1
)
,
where we have used Lemma 3 in the last step.
It remains to bound Qq from above. Towards this goal, we observe the simple inequality
l−1∑
ν=0
t4qk+nν ≤
(
l−1∑
ν=0
t2qk+nν
)2
.
Thus, we have the immediate bound
Qq ≤ cr
n−1∑
k=0
τ−1∑
ν=l
t2rk+nν = cr
D∑
k=p+1
1
k2r
≤ cr
∫ D
p
x−2rdx =
cr
2r − 1
(
p−2r+1 −D−2r+1)
≤ p
−2r+1
1− (D + 1)−2r+1 .
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Altogether, for r = q > 1/2 and p = ln with l ≥ 2,
riskq = 1− Pq +Qq
≤ 1
1− (D + 1)−2r+1
((
1
1 + drn−2r
+ 1
)
n−2r+1 +
(
1− 1
1 + drn−2r
)
p−2r+1
)
=
1
1− (D + 1)−2r+1
(
2 + drn
−2r
1 + drn−2r
n−2r+1 +
dr
1 + drn−2r
n−2rp−2r+1
)
. (19)
The previous expression can be bounded by Cn−2r+1 for a suitable constant C.
If l = 1 so that p = n then the above derivations give
riskq = 1− Pq +Qq ≤ 1
1− (D + 1)−2r+1
(
n−2r+1 + p−2r+1
)
=
2
1− (D + 1)−2r+1n
−2r+1,
which gives the statement of the theorem also in this case.
Note that for large n, p,D the bound (19) roughly reads
riskq . 2n−2r+1 +
2
2r − 1(2n)
−2rp−2r+1,
taking into account that dr ≤ 2−2r+1/(2r − 1).
C Proof of Theorem 3
The proof of Theorem 3 is based on the following lemma whose proof is contained in Appendix E.
Lemma 4. (Risks of weighted and plain min-norm estimator in the underparameterized regime)
Let the feature vector θ be sampled from a distribution with E[θ] = 0 and E[θθ∗] = K. In the
underparameterized regime (p ≤ n), the regression coefficients θˆ are fitted by weighted least squares
with Σq as the re-parameterization matrix, then for any q ≥ 0, θˆT = (FT ∗FT )−1FT ∗y, θˆT c = 0,
where y = FTθT + FT cθT c . The risk is given by
riskunder = E[‖θ − θˆ‖2] = tr (KTc) + tr
(
FT (FT
∗FT )−2FT ∗FT cKTcFT c
∗.
)
Proof of Theorem 3. Denoting ωn = exp(− 2piin ) we have, for k1, k2 ∈ [p] with p < n,
(FT
∗FT )k1,k2 =
n−1∑
j=0
exp
(
−2pii
n
k1 · j
)
exp
(
2pii
n
k2 · j
)
=
n−1∑
j=0
ω(k1−k2)·jn =
{
n, if k1 = k2,
0, otherwise.
Moreover, for 0 ≤ k1, k2 ≤ D − p− 1, we have
(FT c
∗FT c)k1,k2 =
n−1∑
j=0
exp
(
−2pii
n
(k1 + p) · j
)
exp
(
2pii
n
(k2 + p) · j
)
=
n−1∑
j=0
ω(k1−k2)·jn
=
{
n, if ∃γ ∈ N, s.t. k1 − k2 = γn,
0, otherwise.
Since D = τn and 0 < p < n it holds v = D− p− n · bD−pn c = n− p and p = n− v. Introducing
the matricesMn×v =
[
Iv×v
Op×v
]
,Nv×n = [Iv×v Ov×p], In,v = Mn×vNv×n =
[
Iv×v Ov×p
Op×v Op×p
]
,
we can write
(FT c
∗FT c)2 = n2

In · · · In Mn×v
...
. . .
...
...
In · · · In Mn×v
Nv×n · · · Nv×n Iv×v

2
= n2

(τ − 1)In + In,v · · · (τ − 1)In + In,v τMn×v
...
. . .
...
...
(τ − 1)cIn + In,v · · · (τ − 1)In + In,v τMn×v
τNv×n · · · τNv×n τIv×v
 , n2L.
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Since FTFT ∗ + FT cFT c∗ = DIn the risk is given as
E[‖θ − θˆ‖2] = crtr
(
Σ2rT c
)
+
cr
n2
tr
(
(DIn − FT cFT c∗)FT cΣ2rT cFT c∗
)
= crtr
(
Σ2rT c
)
+
cr
n2
tr
((
DFT c
∗FT c − (FT c∗FT c)2
)
Σ2rT c
)
= cr(1 + τ)tr
(
Σ2rT c
)− crtr (LΣ2rT c)
= cr(1 + τ)tr
(
Σ2rT c
)− crτ tr (Σ2rT c)+ cr τ−1∑
k=1
p−1∑
j=0
t2rkn+j
= cr
D−1∑
j=p
t2rj + cr
τ−1∑
k=1
p−1∑
j=0
t2rkn+j =
∑D−1
j=p t
2r
j +
∑τ−1
k=1
∑p−1
j=0 t
2r
kn+j∑D−1
j=0 t
2r
j
.
D Proof of Theorem 4
Proof of Theorem 4. (a) We show that, for fixed n and r ≥ 1, the risk in the underparameterized
setting is monotonically decreasing in p. To this end we set f(p) =
∑D−1
j=p t
2r
j +
∑τ−1
k=1
∑p−1
j=0 t
2r
kn+j ,
where tj = (j + 1)−1. Let ∆r(p) = f(p + 1) − f(p), for 0 ≤ p ≤ n − 1, be the increment.
Then ∆(p) = −t2rp +
∑τ−1
k=1 t
2r
kn+p. The goal is to show ∆ ≤ 0. By monotonicity of the function
g(x) = (nx+ p+ 1)−2r, we have
τ−1∑
k=1
t2rkn+p ≤
∫ τ−1
0
(nx+ p+ 1)−2rdx =
1
n(1− 2r) [(n(τ − 1) + p+ 1)
1−2r − (p+ 1)1−2r].
It follows that
∆(p) ≤ −(p+ 1)−2r + 1
n(1− 2r) [(n(τ − 1) + p+ 1)
1−2r − (p+ 1)1−2r] =: ∆+(p).
Hence it suffices to show that ∆+(p) ≤ 0, for 0 ≤ p ≤ n− 1. Its derivative with respect to p is given
by
∆+
′
(p) = 2r(p+ 1)−2r−1 +
1
n
[(n(τ − 1) + p+ 1)−2r − (p+ 1)−2r]
= (p+ 1)−2r
(
2r(p+ 1)−1 − 1
n
)
︸ ︷︷ ︸
α(p)
+
1
n
(n(τ − 1) + p+ 1)−2r.
We conclude that, for 2r ≥ 1 (implied by r ≥ 1), ∆+′ ≥ 0 since α(p) ≥ 2r−1n ≥ 0 as p ≤ n − 1.
Because ∆+ is increasing, it suffices to check if the end point, ∆+(n− 1), is non-positive in order to
ensure ∆+ ≤ 0. Indeed,
∆+(n− 1) = −n−2r + 1
n(1− 2r) [(nτ)
1−2r − n1−2r] = −n−2r + n
−2r
2r − 1 [1− τ
1−2r]
= −n−2r
(
1− 1
2r − 1
)
︸ ︷︷ ︸
β(r)
−n
−2rτ1−2r
2r − 1 .
For r ≥ 1, ∆+(n− 1) ≤ 0 since β(r) ≥ 0. Hence, r ≥ 1 is a sufficient condition for ∆ ≤ 0. In this
case, the lowest risk is at p = n and takes the value
risk∗under = 2cr
D−1∑
j=n
t2rj
(b) Next we consider two cases in the overparameterized regime: p = n and p = D.
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When p = n (i.e., l = 1), the risk can be written as
riskq(p = n) = 1− cr
n−1∑
k=0
t2rk + cr
n−1∑
k=0
τ−1∑
ν=l
t2rk+nν = 1− cr
n−1∑
k=0
(
t2rk −
τ−1∑
ν=1
t2rk+nν
)
︸ ︷︷ ︸
=:bk
.
When p = D (i.e., l = τ ), we have Qq = 0 so that
riskq(p = D) = 1− cr
n−1∑
k=0
∑l−1
ν=0 t
2q+2r
k+nν∑l−1
ν=0 t
2q
k+nν
= 1− cr
n−1∑
k=0
∑τ−1
ν=0 t
2q+2r
k
t2qk +
∑τ−1
ν=1 t
2q
k+nν︸ ︷︷ ︸
=:dk
.
The quotient dk/bk satisfies
dk
bk
=
t2q+2rk +
∑τ−1
ν=1 t
2q+2r
k+nν(
t2qk +
∑τ−1
ν=1 t
2q
k+nν
)(
t2qk −
∑τ−1
v=1 t
2q
k+nν
)
=
t2q+2rk +
∑τ−1
ν=1 t
2q+2r
k+nν
t4qk −
(∑τ−1
v=1 t
2q
k+nν
)2 .
If q ≥ r then dk/bk > 1. Hence, if τ > 1, then we have riskq(p = D) < riskq(p = n).
In other words, the lowest risk in the overparameterized regime is strictly less than that in the
underparameterized regime.
E Proof of Lemmas
E.1 Proof of Lemma 1
Proof of Lemma 1. Using the re-parameterization β = Σ−qθ , the weighted min-norm estimator is
βˆT := F˜
†
Ty, βˆT c := 0, where y = F˜TβT + F˜T cβT c and F˜ = FΣ
q .
Since F˜T has full rank the matrix F˜T F˜ ∗T = FTΣ
2q
T FT
∗ is invertible and F˜ †T = F˜
∗
T (F˜T F˜
∗
T )
−1. The
estimation error satisfies
‖θ − θˆ‖22 = ‖ΣqT (βT − βˆT )‖2 + ‖ΣqTΣT c(βT c − βˆT c)‖2
=
∥∥∥ΣqTβT − ΣqT F˜ †T(F˜TβT + F˜T cβT c)∥∥∥2 + ‖ΣqT cβT c‖2
=
∥∥∥ΣqT(I − F˜ †T F˜T)βT − ΣqT F˜ †T F˜T cβT c∥∥∥2 + ‖ΣqT cβT c‖2
=
∥∥∥ΣqT(I − F˜ †T F˜T)βT∥∥∥2 + ∥∥∥ΣqT F˜ †T F˜T cβT c∥∥∥2 + ‖ΣqT cβT c‖2
− 2 Re
(
β∗T
(
I − F˜ †T F˜T
)
Σ2qT F˜
†
T F˜T cβT c
)
︸ ︷︷ ︸
=:C1
.
(20)
Since F˜ †T F˜T is Hermitian we have∥∥∥ΣqT(I − F˜ †T F˜T)βT∥∥∥2 = ‖ΣqTβT ‖2 + ∥∥∥ΣqT F˜ †T F˜TβT∥∥∥2 − 2(β∗TΣ2qT F˜ †T F˜TβT)︸ ︷︷ ︸
=:C2
. (21)
Combining (20) and (21) and taking expectation yields
E
[
‖Σq(β − βˆ)‖2
]
= E
[
‖Σqβ‖2
]
+ E
[∥∥∥ΣqT F˜ †T F˜TβT∥∥∥2]+ E[∥∥∥ΣqT F˜ †T F˜T cβT c∥∥∥2]
− E[C1]− E[C2.]
(22)
17
The "trace trick" and F˜ †T F˜T = F˜
∗
T (F˜T F˜
∗
T )
−1F˜T give
E
[∥∥∥ΣqT F˜ †T F˜TβT∥∥∥2] = E[tr(β∗T F˜ †T F˜TΣqT F˜ †T F˜TβT)] = tr(F˜ †T F˜TΣ2qT F˜ †T F˜TE[βTβ∗T ])
= tr
(
Σ2qT F˜
†
T F˜TΣ
−q
T KTΣ
−q
T
)
= tr
(
F˜TKT F˜
∗
T (F˜T F˜
∗
T )
−1
)
= tr ((KT ) F˜
†
T F˜T ).
Moreover,
E
[∥∥∥ΣqT F˜ †T F˜T cβT c∥∥∥2] = tr(F˜ ∗T c(F˜ †T )∗Σ2qT F˜ †T F˜T cE[βT cβ∗T c ])
= tr
(
Σ2qT F˜
†
T F˜T cΣ
−q
T cKT cΣ
−q
T c
)
F˜ ∗T c(F˜
†
T )
∗
= tr
(
Σ2qT F˜
∗
T (F˜T F˜
∗
T )
−1FT cKT cFT c∗(F˜T F˜ ∗T )
−1F˜T
)
.
Since E[βT cβ∗T ] = Σ
−q
T cE[xT cx∗T ]Σ
−q
T = 0 we have E[C1] = 0. Furthermore, since K commutes
with Σ−q by diagonality, we have Σ2qT E [βTβ∗T ] = Σ
2q
T E[Σ−qθθ∗Σ−q] = K so that
E[C2] = 2 tr
(
F˜ †T F˜TΣ
2q
T E [βTβ
∗
T ]
)
= 2 tr
(
KT F˜
†
T F˜T
)
.
Plugging all the terms into (22), we have
riskq = E
[∥∥∥Σq(β − βˆ)∥∥∥2] = tr (K)− tr(FTΣ2qT KTFT ∗(FTΣ2qT FT ∗)−1)
+ tr
(
FTΣ
4q
T FT
∗(FTΣ
2q
T FT
∗)−1FT cKT cFT c∗(FTΣ
2q
T FT
∗)−1
)
.
The risk of the plain min-norm estimator corresponds to q = 0, which gives
risk0 = E
[
‖θ − θˆ‖2
]
= tr (K)− tr (FTKTFT ∗(FTFT ∗)−1)+ tr (FT cKT cFT c∗(FTFT ∗)−1) .
E.2 Proof of Lemma 2
Proof of Lemma 2. For u ≥ 0, we set Au = FTΣuTFT ∗ and Cu = FT cΣuT cFT c∗, and define
ωn = exp(− 2piin ). Since p = nl, we have, for j1, j2 ∈ [n],
(Au)j1,j2 = (FTΣ
u
TFT
∗)j1,j2 =
p−1∑
k=0
tuk exp
(−2pii
n
(j2 − j1) · k
)
=
l−1∑
ν=0
n−1∑
k=0
tuk+nνω
(j2−j1)k
n ,
(Cu)j1,j2 = (FT cΣ
u
T cFT c
∗)j1,j2 =
D−1∑
k=p
tuk exp
(−2pii
n
(j2 − j1) · k
)
=
τ−1∑
ν=l
n−1∑
k=0
tuk+nνω
(j2−j1)k
n .
In the above equations, we use ωk+nνn = ω
k
n for ν ∈ N+.
For j ∈ [n], let aj =
∑l−1
ν=0
∑n−1
k=0 t
u
k+nνω
−jk
n and cj =
∑τ−1
ν=l
∑n−1
k=0 t
u
k+nνω
−jk
n . Then
(Au)j1,j2 =
l−1∑
ν=0
n−1∑
k=0
tuk+nνω
(j2−j1)k
n = aj2−j1 (mod n),
(Cu)j1,j2 =
τ−1∑
ν=l
n−1∑
k=0
tuk+nνω
(j2−j1)k
n = cj2−j1 (mod n).
(23)
Hence, for any u ≥ 0,Au and Cu are circulant matrices.
For u = 0 we use again p = nl, l ∈ N+ to obtain that, for j1, j2 ∈ [n],
(FTFT
∗)j1,j2 =
p−1∑
k=0
ω(j2−j1)kn =
{
p, if j1 = j2,
0, if j1 6= j2.
Hence, FTFT ∗ = pIn as claimed.
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E.3 Proof of Lemma 4
Proof of Lemma 4. In the under-parameterized setting, the error of the least square estimator satisfies
‖θ − θˆ‖2 = ∥∥(FT ∗FT )−1FT ∗(FTxT + FT cxT c)− xT∥∥2 + ‖xT c‖2
=
∥∥(FT ∗FT )−1FT ∗FT cxT c∥∥2 + ‖xT c‖2
= tr
(
FT c
∗FT (FT ∗FT )−2FT ∗FT cxT cx∗T c
)
+ ‖xT c‖2 .
Taking expectation yields
E
[
‖θ − θˆ‖2
]
= crtr
(
Σ2rT c
)
+ crtr
(
FT (FT
∗FT )−2FT ∗FT cΣ2rT cFT c
∗) .
F Visualization of Theoretical Risks
F.1 Heat Maps of Theoretical Risks
We show the heat maps of the theoretical risks of weighted and plain min-norm estimators in Figure
6, which are calculated by Theorem 1 and 3. Here, we use Fourier series models with D = 1024,
varying n, and q = r. The x-axis is r of the r-decaying coefficients (r is from 0 to 2 with 0.1 as
the step), the y-axis is p (where p < n in the underparameterized regime and p = ln, l ∈ N+ in the
overparameterized regime), and the risks are in log scale. We can see the trends of the risks: the left
three plots in Figure 6 show that when q = r > 1 the risk monotonically decreases as p increases
in the underparameterized regime and the lowest risk lies in the overparameterized regime; while
the right three plots show that after p > n, the risks of plain min-norm estimator (q = 0) increase
suddenly and they are higher (i.e., the light color block in each heat map9) than the risks in then
underparameterized regime when r > 1. Hence, these plots also verify Theorem 4.
F.2 Theoretical Risks with varying r and q
Figures 7 and 8 show the plots of the theoretical extended risk curves (fixed n) with a range of choices
for r and q as mentioned in Remark 4.1, from which we can see all the trends and patterns of the risks.
In this experiment, we use Fourier series models with D = 1024, n varying from 8 to 1024, p < n in
the underparameterized regime and p = ln, l ∈ N+ in the overparameterized regime. We investigate
on r = 0, 0.3, 0.5, 0.7, 1.0, 1.5, 2.0, 3.0 and p with the same range but not necessarily equal to r (the
curves with q = 0 correspond to the risks of the plain min-norm estimator).
Some observations of the plots are as follows.
1. For varying n, the trends with the same r and q are similar along with different transition
points (p = n), except for the case r = 0 and n ≥ D/2 (as it states in Remark 3.1, when
n < D/2, the risk increases with p in the underparameterized regime while for n ≥ D/2 it
goes to the other direction.)
2. In the underparameterized regime, when r = 0 and n < D/2, the risk increases with p until
p = n. This behavior of the risk curve persists a while, then transitions to a U -shape curve,
and then transitions to a decreasing curve, as we vary r in the range 0 ≤ r ≤ 1. For r ≥ 1,
the risk is monotonically decreasing in p (as we proved in Theorem 4).
3. In the overparameterized regime, the risk of the plain min-norm estimator is almost above
the weighted min-norm estimator when r ≥ 0.5. Even if the weight matrix we use does not
match the covariance matrix exactly for r-decaying coefficients, the weighted min-norm
estimator usually achieves lower risks than the plain min-norm estimator.
4. As it is stated in the proof of Theorem 4 (Appendix D), the plots also show that when q ≥ r,
the risk at p = D is strictly lower than that at p = n, and r ≥ 1 is a sufficient condition to
assure the monotonic decrease when p < n and the lowest risk in the overparameterized
regime is strictly lower than that in the underparameterized regime.
9Note that these heat maps on the right are not corrupted.
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Figure 6: Heat maps of theoretical risks of weighted (left) and plain min-norm (right) estimators
of r-decaying features. D = 1024, q = r, and n = 16, 64, 128. (Note the these heat maps on the
right are not corrupted: there are light color blocks since the risks of the plain min-norm estimators
(i.e., q = 0 in Figure 7) changes to around 1 after p > n, and the color bar is in log scale. This
transition also occurs with the weighted estimator, where the faint horizontal line takes place (p = n).
It corresponds to a peak in risk, as illustrated in Figure 7.)
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Figure 7: Theoretical risks of r-decaying features and varying q with D = 1024, where plain
min-norm estimator corresponds to q = 0. From top to bottom: n = 8, 16, 32, 64.
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Figure 8: Theoretical risks of r-decaying features and varying q with D = 1024, where plain
min-norm estimator corresponds to q = 0. From top to bottom: n = 128, 256, 512, 1024.
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