The Bethe approximation is a well-known approximation of the partition function used in statistical physics. Recently, an equality relating the partition function and its Bethe approximation was obtained for graphical models with binary variables by Chertkov and Chernyak. In this equality, the multiplicative error in the Bethe approximation is represented as a weighted sum over all generalized loops in the graphical model. In this paper, the equality is generalized to graphical models with nonbinary alphabet using concepts from information geometry.
From this property, (1) is useful not only for improvement of the Bethe approximation [7] , [8] but also for bounding the error in the Bethe approximation [9] , [10] although the exact computation of the summation for generalized loops is still #P-hard in general. The equality (1) is also generalized for more general CVM approximation [11] . Similar expansion of the error in the Bethe approximation is recently known in [12] .
While (1) was derived based on some properties of fixed point of belief propagation in [13] , Chertkov and Chernyak derived (1) based on a general equality, called holographic transformation, with particular constraints that requires zero weights for non-loop structures in [4] , [14] , and [15] . Since the Bethe approximation naturally appears from the constraints, it gives a new characterization of the Bethe approximation. Furthermore, in [15] , (1) is generalized to graphical models with non-binary alphabets in a recursive way. However, the representation of the equation is less explicit and there sometimes exist difficulties in the recursive method. Based on the derivation of Chernyak and Chertkov in [15] and concepts from information geometry, this paper derives (1) in an explicit form for general graphical models with nonbinary alphabets. Our equations cover all equations obtained by Chertkov and Chernyak's idea. This result is useful for the Bethe approximation for graphical models with non-binary alphabets and also for region-based approximation for binary graphical models [11] .
This paper is organized as follows. In Section II, the factor graph model and notations used in this paper are defined. In Section III, the Bethe approximation and belief propagation are defined. In Section IV, generalizations of the loop calculus to non-binary alphabets are shown, which are the main results of this paper. In the section, we use tools of information geometry shown in Appendix A. In Section V, it is shown that the weights of simple generalized loops for non-binary alphabets can be represented as trace of product of matrices. In Section VI, the loop calculus is generalized to continuous alphabets, which is originally obtained by Xiao and Zhou [16] . Furthermore, it is simplified for the Gaussian model. In Section VII, simple examples of improvement of the approximation using loop calculus are shown by numerical calculations for the weighted coloring problem.
II. FACTOR GRAPH AND PRELIMINARIES
In this paper, we deal with a general graphical model called a factor graph [17] . Let V and F be a set of variable nodes and a set of factor nodes, respectively. Let E ⊆ V × F be a set of edges. Let ∂i ⊆ F and ∂a ⊆ V be neighborhoods of i ∈ V and a ∈ F, respectively. Let d i and d a be a degree of variable 0018-9448 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. Fig. 1 . An example of factor graph. Variable nodes and factor nodes are described by circles and squares, respectively. The set of variable nodes, the set of factor nodes and the set of edges are V = {i 1 , i 2 , i 3 , i 4 , i 5 , i 6 , i 7 }, F = {a 1 , a 2 , a 3 , a 4 , a 5 } and E = {(i 1 , a 1 ), (i 1 , a 3 ), (i 2 , a 2 ), (i 2 , a 4 ), (i 3 , a 1 ), (i 3 , a 4 ), (i 4 , a 3 ), (i 4 , a 5 ), (i 5 , a 2 ), (i 5 , a 4 ), (i 5 , a 5 ), (i 6 , a 1 ), (i 6 , a 2 ), (i 7 , a 3 ), (i 7 , a 5 )}, respectively. node i ∈ V and a degree of factor node a ∈ F, respectively. For each variable node i ∈ V , there is a corresponding variable x i taking a value on the alphabet set X i . The alphabet sets are assumed to be finite unless otherwise stated. For the simplicity, we assume that the alphabet set is common for all i ∈ V and hence is denoted by X . Let q be the cardinality of the alphabet X . For C ⊆ V , x C denotes (x i ) i∈C . For each variable node i ∈ V and a factor node a ∈ F, there are corresponding functions h i : X → R >0 and f a : X d a → R ≥0 , respectively. Here, it is assumed that d a ≥ 2 for all a ∈ F. Let N be the number of variable nodes in a factor graph. Then, the probability measure on X N defined by the factor graph G = (V, F, E, (h i ) i∈V , ( f a ) a∈F ) is The constant Z (G) is called a partition function. Historically, Z (G) has been defined for exponential families. Hence, Z (G) can be regarded as a function of natural parameters (see also Appendix A). This is the reason why Z (G) is called a partition function. Generally the computation of the partition function is #P-hard. Hence, the efficient accurate approximation is a worthwhile goal. An example of a factor graph is shown in Fig. 1 . If all variable nodes have degree 2, a factor graph is also called a normal factor graph [18] , [19] . General factor graph can be transformed to a normal factor graph with the same partition function by replacing edges by degree-2 variable nodes and by replacing variable nodes by the equality constraints.
Let S a ⊆ X d a be the support of f a , i.e., S a := {x ∂a ∈ X d a c| f a (x ∂a ) > 0} for all a ∈ F. Assume that S a ∩ {x ∂a ∈ X d a | x i = z} = ∅ for any (i, a) ∈ E and z ∈ X . Let S ⊆ X N be the support of p, i.e., S := a∈F {x ∈ X N | x ∂a ∈ S a }. Let P( ) be the set of probability measures on a set . Let · p be the expectation with respect to a probability measure p . Let δ(x, y) be a function taking 1 if x = y and 0 if x = y. Let |A| be the cardinality of a set A. For any x, z ∈ A, let L x,z be the (x, z)-element of a matrix L indexed by an element of a set A. Let L t be the transpose of a matrix L.
III. BETHE APPROXIMATION AND BELIEF PROPAGATION
In this section, the Bethe approximation is defined for an approximation of the partition function of a factor graph. The Bethe approximation is defined based on a variational representation of the partition function.
Definition 1 (Gibbs Free Energy): For p ∈ P(S), the Gibbs free energy of a factor graph G is defined as
Here, U Gibbs and H Gibbs are called the Gibbs average energy and the Gibbs entropy, respectively.
Then, it holds − log Z (G) = min p F Gibbs ( p ). The minimum is achieved by p = p. Instead of approximating the partition function directly, we consider an approximation for the Gibbs free energy. Since the domain P(S) of the Gibbs free energy generally needs exponentially many variables and inequalities, a polytope consisting of marginal distributions is considered for approximations.
In general, the marginal polytope still needs exponentially many inequalities to guarantee the existence of a consistent global distribution p ∈ P(X N ). For reducing the number of variables and inequalities in the representation, a set of the marginal distributions which only satisfies local constraints is considered.
Obviously, the local marginal polytope L(G) is a superset of the marginal polytope M(G), i.e., M(G) ⊆ L(G). If a factor graph G is cycle-free, it holds L(G) = M(G) since one can explicitly construct a global distribution p ∈ P(S) consistent with the marginal distributions ((b i ∈ P(X )) i∈V , (b a ∈ P(S a )) a∈F ) ∈ L(G).
Lemma 1 [20] : If G is cycle-free, L(G) = M(G). Proof: Since G is cycle-free, L(G) has at least q vertices. It is sufficient to show that interior points of L(G) are included in M(G). Assume ((b i ∈ P(X )) i∈V , (b a ∈ P(S a )) a∈F ) ∈ L(G) satisfies b a (x ∂a ) > 0 for all a ∈ F and x ∂a ∈ S a . Then, we will show that
is a valid distribution whose support is S, and is consistent with the local marginals ((b i ) i∈V , (b a ) a∈F ). It is obvious that p is non-negative and p (x) = 0 for x / ∈ S. One can also confirm that (2) is normalized, i.e., x∈S p (x) = 1 as follows. First, (2) is expanded as
Since a graph G is assumed to be cycle-free, for any
The last equality holds since
= 0 holds from the definition of the local marginal polytope. Hence, p ∈ P(S). In a similar way, it can be also shown that
For a cycle-free factor graph G, the global distribution (2) is a unique consistent distribution among all distributions on S which can be factorized into the form q(x) = a∈F f a (x ∂a ) for some ( f a : S a → R >0 ) a∈F since ((b i ) i∈V , (b a ) a∈F ) can be regarded as the expectation parameters for an appropriate exponential family [21] . On the other hand, the local marginal polytope is strictly larger than the marginal polytope if a factor graph includes a cycle. For example, let X = {0, 1}, V = {i 1 , i 2 , i 3 }, F = {a 12 , a 23 , a 31 }, E = {(i 1 , a 12 ), (i 1 , a 31 ), (i 2 , a 12 ), (i 2 , a 23 ), (i 3 , a 23 ), (i 3 , a 31 )} and S a = {0, 1} 2 for all a ∈ F. Let us consider
and b a (0, 1) = b a (1, 0) = 1/2 and b a (0, 0) = b a (1, 1) = 0 for all a ∈ F. Then, it satisfies all of the local constraints, and hence is an element of the local marginal polytope. However, there is no global distribution consistent with ((b i ) i∈V , (b a ) a∈F ) since in any assignment on the three binary variables, at least one of the three pairs must take the same values.
Since it holds M(G) L(G) in general, each element
There are only few known exceptions of graphical model G which includes cycles but L(G) = M(G). The most popular example would be perfect matching on the complete bipartite graph, for which the local marginal polytope coincides with the marginal polytope although the corresponding factor graph includes many cycles. This fact is known as Birkhoff-von Neumann theorem, which states that the set of doubly stochastic matrices is equal to the convex hull of the set of the permutation matrices [22] . Note that it is recently shown that for perfect matching on the (non-bipartite) complete graph, the marginal polytope needs exponentially many inequalities [23] .
The Bethe free energy is an approximation of the Gibbs free energy, which can be understood from the above observations of the local marginal polytope and exactness for cycle-free factor graphs, Definition 4 (Bethe Free Energy [1] , [24] ): The Bethe free energy is defined for pseudo-marginals
Since for a cycle-free factor graph G, it holds L(G) = M(G) and (2) is the unique consistent global distribution, the minimization of the Gibbs free energy is equivalent to the minimization of the Bethe free energy. From this property, the minimum of the Bethe free energy would be considered also for factor graphs with cycles as an approximation of the minimum of the Gibbs free energy. The Bethe free energy is often explained by the CVM [3] . There are also other characterizations by the Plefka expansion [5] , [25] , the method of graph covers [26] and the loop calculus [15] , which is the main topic of this paper. Since the minimum of the Gibbs free energy is − log Z (G), the minimum of the Bethe free energy is regarded as an approximation for − log Z (G).
Definition 5 (Bethe Approximation): The Bethe approximation for the partition function of the factor graph G is defined as
When the factor graph G is cycle-free, the Bethe free energy is convex and has the unique minimum which is exactly − log Z (G) since the Bethe free energy is essentially equivalent to the Gibbs free energy due to the representation (2) of the unique consistent global distribution. Since the Bethe entropy is generally neither convex nor concave, it is difficult to solve the minimization problem of the Bethe free energy. On the other hand, one can consider the stationary condition for the Lagrangian of the minimization problem, which is a necessary condition of the minimum of the Bethe free energy. The stationary condition for the Lagrangian of the minimization problem can be shown by using internal variables ((m i→a , m a→i ) ∈ P(X ) 2 ) (i,a)∈E as follows.
Lemma 2 (Stationary Condition of the Bethe Free Energy [27] 
is a stationary point of the Bethe free energy if and only if there exists a representation
Here, (m i→a (x)) (i,a)∈E and (m a→i (x)) (i,a)∈E are any probability measures on X satisfying
Although an efficient algorithm finding the exact minimum the Bethe free energy has not been known, one can consider the following simple heuristic algorithm which tries to find the minimum of the Bethe free energy.
Definition 6 [Belief Propagation (BP)]: Belief propagation is a message-passing algorithm starting from some initial condition (m (0) a→i (x)) (i,a)∈E in which messages are updated according to the following rules for t = 1, 2, . . .
If BP converges to a fixed point, which is not guaranteed, then one obtains a stationary point of the Bethe free energy. Also, the fixed point is not necessarily the global minimum of the Bethe free energy.
By elementary calculations, the following clear representation of the Bethe free energy is obtained at stationary points.
satisfying the stationary condition, it holds that
The condition (4) is also the stationary condition for the right-hand sides of the above two equations [2, Proposition 14.8] .
Let IS(F Bethe ) be the set of stationary points of the Bethe free energy in the interior
Note that there is a dual definition of the Bethe approximation using the Legendre transformation from the log-partition function to the minus entropy while the above definition uses the Legendre transformation from the minus entropy to the log-partition function [28] [29] [30] . Although it is also an interesting characterization of the Bethe approximation, we only introduce the following result, which is related to the dual definition, and is easily confirmed by using the equations in Lemma 2.
Lemma 4 [31] : For any
The equation (1) can be proved by expanding the right-hand side of (6) [13] . On the other hand, the proof of (1) based on a general equality was shown in [15] , in which the Bethe approximations at stationary points naturally appear on some conditions. In other word, the proof of [15, eq. (1)] gives a new characterization of the Bethe approximation. In the next section, (1) is generalized using the idea shown in [15] .
IV. HOLOGRAPHIC TRANSFORMATION AND LOOP CALCULUS FOR FINITE ALPHABET

A. Holographic Transformation and Holant Theorem
To introduce loop calculus, we use the idea of local linear transformations in [15] . This idea can be recognized as a holographic transformation (also called gauge transformation in physics). Holographic transformations were introduced by Valiant [32] and simplified in [18] . The explanation of (1) by holographic transformation is also mentioned in [19] . First, we assume that f a (x ∂a ) has the following representation
for each a ∈ F for some set Y and φ i,a : X × Y → R.
Generally, this representation can be obtained when |Y| ≥ |X | by lettingf
for all (i, a) ∈ E. The linear transformation (8) is called the holographic transformation. When |Y| < |X |, there is no choice of φ i,a andφ i,a satisfying (9). Even for this latter case, if it holds that
corresponding to an eigenvalue 1, it also holds (7) and (8) . When we have the representation (7) of f a (x ∂a ) for all a ∈ F, one obtains Here, y ∂a,a := (y i,a ) i∈∂a . By lettinĝ
where y i,∂i := (y i,a ) a∈∂i . The equation (10) is called the Holant theorem in [18] and [32] . A graphical explanation of the Holant theorem is shown in Fig. 2 . Even if the original weights f a and h i are non-negative, new weightsf a andĥ i are not necessarily non-negative. Note that (10) holds on any commutative ring once one has (7) . Many equalities including (1) in information theory, machine learning and computer science can be understood by the Holant theorem [19] .
B. Loop Calculus for the Binary Alphabet
In the following, we assume Y = X . In this case, the condition (9) is equivalent to
i.e., φ i,a represents the inverse matrix of a matrix represented byφ i,a . Let 0 be an arbitrary fixed element in X . In (10), variables assigned not to 0 is regarded as chosen edges. In order to fix φ i,a andφ i,a explicitly for the loop calculus, we employ the following additional conditions for all i ∈ V and a ∈ F f a ( y ∂a,a ) = 0, when y i,a = 0 for all but one i ∈ ∂a (12)
The conditions (12) and (13) are considered in [15] . When the conditions (12) and (13) are satisfied, only y ∈ X |E| satisfying
Elements in G are called generalized loops. An example of generalized loop is shown in Fig. 3 . From (12) , it holds for any y ∈ X \ {0} and any (i, a) ∈ E. The equation (14) means
are linearly independent, the q-dimensional vector (15) is uniquely determined up to a constant factor. From the condition (11), the same condition is also required for φ i,a (x i , 0). Hence, (15) must be proportional to φ i,a (x i , 0). From the diagonal constraints of (11), one obtains
where 0 is the all-0 assignment. For the same reason, from (11) and (13), one obtainŝ
Conversely, if the conditions (11), (16) and (17) are satisfied then the conditions (12) and (13) are also satisfied. Hence, the set of conditions (11), (16) and (17) is equivalent to the set of conditions (11), (12) and (13) . In the following, we consider φ i,a andφ i,a satisfying the conditions (11), (16) and (17) . From the conditions (16) and (17),
which is a fixed point of BP equations (4) . Although any complex solution of BP equations (4) is allowed, here, only non-negative real solutions are considered for the simplicity. Then, one obtains
where c i,a andĉ i,a are arbitrary constants satisfying c i,aĉi,a = 1/Z i,a (m i→a , m a→i ). The choice of the constants does not change each weight of y ∈ X |E| in (10) since the constants appear in (10) as the product c i,aĉi,a . For the same reason, the transformation x∈X does not change each of the weight in (10) for any constant c i,a (y) and any y ∈ X , and hence we do not have to distinguish
and from (5), the weight of the all-0 assignment in (10) is
In this context, the stationary condition (4) of the Bethe free energy and the Bethe partition function naturally appear only from the conditions (12) and (13) . Hence, this story gives a new characterization of the Bethe approximation. The significant result was obtained in [15] .
On the other hand, there is no constraint for (11) . Hence, there still exist degrees of freedom for the choices of a (1, x) ) x∈X are uniquely determined up to a constant factor, e.g.,
where0 := 1 and1 := 0. From (18) and (19), Chertkov and Chernyak's result for the binary alphabet is obtained as follows. Lemma 5 (Loop Calculus for the Binary Alphabet [4] ): Assume that the alphabet is binary, i.e., X = {0, 1}. For any
where
In the first factor of the weight, (X i ) i∈∂a is a random variable taking x ∂a ∈ {0, 1} d a with probability b a (x ∂a ). In the second factor of the weight, X i is a binary random variable taking 0 and 1 with probability b i (0) and b i (1), respectively. In the above equation,
Obviously, X i is not necessarily (0, 1)-binary random variable and can be regarded as any (u i , v i )-binary random variable for u i = v i for every i ∈ V .
C. Loop Calculus for Non-Binary Finite Alphabets
For non-binary alphabets, as mentioned before, there still exist degrees of freedom for the choices of (φ i,a (x, y), φ i,a (y, x)) x∈X ,y∈X \{0} . When the fixed point of the BP equation chosen for (18) is in IS(F Bethe ), without loss of generality, (φ i,a (x, y),φ i,a (y, x)) x∈X ,y∈X \{0} can be written in the form a (0, x) are non-zero for all (i, a) ∈ E and x ∈ X . Then, the condition (11) is equivalent to a set of conditions
for y ∈ X \ {0} and
for y, w ∈ X \ {0}. From the conditions (21) , A i,a y (x) and B i,a y (x) can be written in the forms
where b i is regarded as a point of two parametric families with parameters θ i,a and η i,a representing an open set of P(X ) (See also [21, Sec. 2.5] ). Obviously, the conditions (21) are satisfied by (23) . Conversely, any full-rank A i,a y (x) and B i,a y (x) satisfying (21) can be written in the forms (23) since both of them have the degrees of freedom represented by invertible (q − 1) × (q − 1) real matrix. On the forms (23), the condition (22) is
This condition implies that θ i,a and η i,a are affine coordinate systems for dual connections [21, Sec. 3.3] . Indeed, the natural parameter θ i,a and the expectation parameter η i,a for an exponential family satisfies (24) , which is shown in (45) in Appendix A. The following theorem is obtained from (18) and
where θ i,a and η i,a are the natural parameter and the expectation parameter, respectively, of b i as a (q − 1)-dimensional exponential family representing P(X ) using arbitrary chosen sufficient statistic t i,a (x).
Theorem 1 (Loop Calculus for Non-Binary Finite Alphabets:) For any
Proof: Similarly to the proof of Lemma 5, one obtains
The equation (26) is obtained by substituting (25) into the above formula. Remark 1: Although this paper only uses algebraic aspects of the tangent vectors of exponential family of distributions on a finite set, since the relationship (24) plays a key role in the theory of duality in information geometry, and since the representation using the tangent vectors for loop calculus gives meaning of weights as in the next lemma and also as in Section V, the author would like to emphasize that the concepts from information geometry plays an important role in this paper.
Let us confirm that for any choice of (φ i,a (x, y), φ i,a (y, x)) x∈X ,y∈X \{0} satisfying (11), there exists the choice of sufficient statistics such that (25) holds, i.e., (25) covers all linear transformations satisfying the conditions (11), (12) and (13) . Let L i,a be an arbitrary invertible (q − 1) × (q − 1) real (or possibly complex as mentioned at the end of this subsection) matrix whose rows and columns are indexed by X \ {0}, and let
for all y ∈ X \ {0}. Since any function t (x) : X → R can be represented by linear combination of {e z (x) := I{x = z} | z ∈ X \ {0}} up to translations, we only have to consider linear transformations between sufficient statistics. The linear transformation of sufficient statistic affects to the coordinate systems as
The linear transformation of sufficient statistic affects to the tangent vectors as
Hence, the degrees of freedom for (φ i,a (x, y), φ i,a (y, x)) x∈X ,y∈X \{0} in the form of (25) can be represented by (q −1)×(q −1) invertible matrices. The degrees of freedom for (φ i,a (x, y),φ i,a (y, x)) x∈X ,y∈X \{0} satisfying (18) and (11) also can be represented by (q −1)×(q −1) invertible matrices. Hence, the forms (18) and (25) can express all choices satisfying the conditions (11), (12) and (13) . From (28) and (29), it can be confirmed that the weight K G (E ) in (26) does not depend on the choice of sufficient statistics as follows
In the last factor of the above equation, it holds y∈X \{0} L i,a y,w i,a R i,a y,v i,a = δ(w i,a , v i,a ), and hence K G (E ) is independent of the choice of sufficient statistics. The above equalities mean that the two representations can be transformed to each other via holographic transformation on K G (E ). Note that the weight of generalized loop coincides with what is obtained in [16] for continuous alphabets. The details are shown in Appendix C. The expression (26) can be further simplified by carefully choosing the sufficient statistics.
Lemma 6: If one chooses a common sufficient statistic t i (x) for t i,a (x) for each i ∈ V and all a ∈ ∂i such that the Fisher information matrix is diagonal at b i for all i ∈ V , then it holds
Proof: Let θ i and η i be the natural parameters and the expectation parameters with respect to t i (x). For the weight of factor nodes, it always holds
For the weight of variable nodes, it also always holds
Since the Fisher information matrix J b i (θ i ) is symmetric real and positive-definite, there exists an orthogonal matrix U such that U J b i (θ i )U t =: D is a positive diagonal matrix. By the transformation (27) , the Fisher information matrix is transformed to
Hence, if one chooses L i = D V D −1/2 U for some orthogonal matrix V and some diagonal matrix D , it holds J (θ i ) = D 2 . The above discussion shows the existence of the choice of sufficient statistics for the diagonal Fisher information matrix. The degrees of freedom for the choice of sufficient statistics for Lemma 6 are represented by the (q − 1) × (q − 1) diagonal matrix D and the (q − 1) × (q − 1) orthogonal matrix V for each variable node. Since as mentioned before, a constant multiplication to each [t i y (x)] x∈X does not change the weight of each y E ∈ (X \ {0}) |E | , one may regard that the degrees of freedom are represented by a (q − 1) × (q − 1) orthogonal matrix for each variable node.
Although the expressions
also satisfy (11), we use the representation (25) in this paper since (25) gives a clear representation of weights of certain types of generalized loops as shown in Section V. Note that even when one chooses common sufficient statistics for all i ∈ V and a ∈ F for (25), it does not generally hold that the corresponding sufficient statistics for the representation (30) are the common for all i ∈ V and a ∈ F. As mentioned in Section IV-A, (10) holds on an arbitrary commutative ring. As a simple example, let us consider the generalization of Theorem 1 to the complex field. For given stationary point of the Bethe free energy, complex matrices can be used in (27) . It gives a simple generalization of Theorem 1 to the complex field. More generally, the complex solutions of the BP equation (4) can be used for Theorem 1. Since at least in the author's knowledge, no one has been considered the complex solutions of the BP equation, it may be an interesting direction of research. When the local functions h i and f a take values in the complex field or finite field, if one has a solution of the BP equation (4), one obtains equations similarly to Theorem 1 although the degrees of freedom for (φ i,a (x, y) , a (y, x) ) x∈X ,y∈X \{0} cannot be expressed by using tangent vectors on the information manifold. In that case, there also exists a difficulty that the constants Z a , Z i and Z i,a can be zero. This problem may also appear in the recursive approach of loop calculus for non-binary alphabets [15] . Some techniques used in statistical physics, e.g., Hubbard-Stratonovich transformation and representation of the equality constraint by an integral of auxiliary variable [14] , may be regarded as a holographic transformation using Y = R. Relationship between the holographic transformation and the field theory in physics seems interesting.
D. Loop Calculus for Marginal Distributions
In this subsection, Lemma 5 and Theorem 1 are generalized to marginal distributions. Let g : X |C| → C be an arbitrary function for C ⊆ V . Then, it holds
If g takes a real non-negative value, Z (G) g(X C ) p can be regarded as a partition function of a modified factor graph in which new factor node corresponding to g is added to the original factor graph. Hence, Lemma 5 and Theorem 1 can be applied to the modified factor graph. On the other hand, the same holographic transformation in Lemma 5 and Theorem 1 can be used for Z (G) g(X C ) p . From this idea, the following Lemmas are obtained.
Lemma 7: Assume that the alphabet is binary, i.e.,
Here, · b C is a pseudo-expectation with respect to an un-normalized distribution
Proof: By transforming f a only for a / ∈ F C , one obtains
One obtains the lemma from the proof of Lemma 5 and
The un-normalized distribution b C is regarded as the Bethe approximation for marginal distribution on x C [2, Ch. 19].
The weight K g G (∅) of the empty graph is the Bethe approximation g(X C ) b C of expectation of g(x C ). Lemma 7 for single variable, i.e., |C| = 1, was obtained in [7] and [29] . Lemma 7 can be generalized to non-binary alphabets as follows.
Lemma 8: Let C ⊆ V and g : X |C| → C. For any
If one chooses a common sufficient statistic t i (x i ) for t i,a (x i ) for each i ∈ V and all a ∈ ∂i such that the Fisher information matrix is diagonal at b i for all i ∈ V , then it holds
Proof of Lemma 8 is omitted since it is straightforward from the proofs of Theorem 1 and Lemma 7. While in Lemma 5 and Theorem 1, only generalized loops have non-zero weight, in Lemmas 7 and 8, the weight is non-zero only for
Then, one also obtains from Lemma 8 that
This expression is useful for considering a relationship between g(X C ) p and g(X C ) b C .
V. SIMPLIFICATIONS FOR SIMPLE GENERALIZED LOOPS
Generally, it needs exponential time to take the summation in (26) . In this subsections, simple expressions of weights K G (E ) and K g G (E ) are obtained for some simple E ⊆ E.
They allow efficient computation of the weights. The weights of a one-dimensional factor graph can be calculated by the transfer matrix method.
Lemma 9 (Transfer Matrix): Let S be a q ×q matrix whose
Proof:
The lemma is proved by induction. The lemma is trivial for N = 2. The induction step is shown by
As a corollary of Lemma 9, a partition function of a cycle graph in which variables x 1 and x N are identified is
represented as a trace of the product of matrices. Here, a generalized loop in S is called a simple generalized loop. In the following, we assume that a common sufficient statistic t i (x) is used for t i,a (x) in (26) . Then, in (26) , the weight of degree-two variable node is an element of the Fisher information matrix J b i (η i ) with respect to the expectation parameter η i , which is the inverse matrix of the Fisher information matrix J b i (θ i ) with respect to the natural parameter θ i . Since (y, w)-element of the Fisher information matrix J b i (θ i ) with respect to the natural parameter θ i is
is called a variance matrix and denoted by Var b i [t i (X i )]. Similarly, the weight of degree-two factor node is
The corresponding matrix is called a covariance matrix and denoted by Cov b a [t i (X i ), t j (X j )]. Then, from the transfer matrix method, the weight K G (E ) of a simple generalized loop E = {(i 1 , a 1 ), (i 2 , a 1 ), (i 2 , a 2 ), . . . , (i , a ),
By defining a correlation matrix as
the following lemma is obtained.
Lemma 10: The weight K G (E ) of a simple generalized loop E = {(i 1 , a 1 ), (i 2 , a 1 ), (i 2 , a 2 ), . . . , (i , a ), (i 1 , a )} is
The following corollary is obtained for a single-cycle factor graph.
Corollary 1: For a single-cycle factor graph, it holds
The transfer matrix method is also useful for the weight of one-dimensional E in Lemma 8. For a tree factor graph, Theorem 1 simply means the Bethe approximation is exact. However, Lemma 8 is useful even for a tree factor graph.
Corollary 2 (Correlation Matrix on a Tree Factor Graph [29, Proposition B.1] ): For a tree factor graph G, the correlation matrix for i, j ∈ V is decomposed to
where (i, i 1 ∈ V, i 2 ∈ V, . . . , i ∈ V, j ) is the unique path from i to j .
Proof: When = 0, i.e., i and j are adjacent, the lemma is trivial. For ≥ 1, it is sufficient to prove
Recall that for a tree factor graph, the set of pseudo-marginals ((b i ) i∈V , (b a ) a∈F ) on the stationary point of the Bethe free energy is unique and consists of exact marginal distributions. Let C = {i, j } and
for arbitrary fixed k, l ∈ X \ {0} for Lemma 8. In this case, F C = ∅. Since Z G (E ) = 0 for E ⊆ E generating degreeone variable node or degree-one factor node except for i and j , Z G (E ) can be non-zero only for E = ∅ and E being the set of edges in the unique path between i and j . Since
, the weight of the empty set is zero.
The corollary is obtained from Lemmas 8 and 9 and
Lemma 8 can be also used for generalizing Corollary 2 to correlation among more than two variables and to general factor graphs. Lemma 8 may be also useful for bounding correlations by a sum of weights among all paths like [33] and [34] .
VI. LOOP CALCULUS FOR CONTINUOUS ALPHABETS
In this section, loop calculus is generalized to continuous alphabets. A generalization of loop calculus to continuous alphabet was originally obtained by Xiao and Zhou [16] .
Lemma 11: For any
The proof of the above lemma is shown in Appendix B using Lemma 15, which was obtained by Xiao and Zhou [16] . Lemma 16 in Appendix C for finite alphabets shows that the weight in Lemma 11 is equal to the weight in Theorem 1. Similarly, loop calculus for marginal distribution is also obtained.
Lemma 12: Let C ⊆ V and g : X |C| → C. For any
Similarly to Section V for finite alphabets, the expressions of weights of simple generalized loops can be simplified.
Lemma 13: For a simple generalized loop E = {(i 1 , a 1 ), (i 2 , a 1 ), (i 2 , a 2 ), . . . , (i , a ), (i 1 , a )}, it holds
.
Proof: The proof is similar to the proof of Lemma 9. It holds
Hence, from Lemma 11, it holds (36) where i +1 is regarded as i 1 . Here, it holds
where b a s,s+1
By applying (37) recursively to (36) , one obtains (33) . The equation (34) is also obtained in the same way.
The above lemma can be further simplified for the Gaussian model, which is defined by
for a positive-definite symmetric matrix J , h ∈ R N and x ∈ R N . The partition function of the Gaussian model is det(J )/(2π) N . Similarly, the variance covariance matrix and the expectation of X ∈ R N obeying p are J −1 and −J −1 h, respectively. Although these three quantities can be computed in O(N 3 ) time by the Gaussian elimination, it is often desired to approximate them more efficiently.
Lemma 14: For the Gaussian model, a weight of a simple generalized loop E = {(i 1 , a 1 ), (i 2 , a 1 ), (i 2 , a 2 ), . . . , (i , a ), (i 1 , a )} in Lemma 13 is
whereb i is a Gaussian distribution with the same expectation as b i and a variance
Proof: For the Gaussian model, the pseudo-marginals at a stationary point are also Gaussian distribution. The covariance of (X i s , X i s+1 ) obeying b a s,s+1 , defined in (38) is
The equation (40) is also obtained in a similar way.
Corollary 3: For a single-cycle factor graph, it holds
From (41) , b i at the stationary point of the Bethe free energy has the correct mean X p for single-cycle factor graphs. Indeed, the fixed point of BP gives the exact means for any Gaussian model [35] .
Remark 2 (Verification by the Walk-Sum Formula): For variances obtained by the Bethe approximation, from (41), it holds
for a single-cycle factor graph. In this remark, this equation is confirmed by the walk-sum formula [36] . This remark is less self-contained. See also [36] for details. It holds
If the spectral radius of W is smaller than 1, it holds
Hence, if J is walk-summable, i.e., the spectral radius of |W |, in which elements are replaced by their absolute value, is smaller than 1 (See [36] for details), it holds
Since BP is an exact algorithm on the computation tree, it holds
where w : i − → T i i is a walk from i to i , both being the root variable on the computation tree T i for i ∈ V and where w : i − − → T i, j j is a walk from i to j , both on the root edge on the computation tree T i, j for (i, j ) ∈ V 2 . Any walk from i on G can be naturally identified with a walk from i on the computation tree T i . Hence, for confirming (42) we should verify 1
From
j is a walk from i to j which does not visit i except as initial place, it holds
and hence
which express the weight of walks from i 1 to i 1 which is one of the nearest copies of i 1 in the computation tree T i 1 . The weight of walks from i 1 to secondary nearest copies of i 1 is
Hence, finally, one obtains
Hence, (43) is verified.
For the Gaussian model, the multiplicative error in the Bethe approximation is expressed by an infinite product in [37] . The loop calculus for the Fermion model whose partition function can express a determinant of any square matrix is obtained in [38] .
VII. BETHE APPROXIMATION AND LOOP CALCULUS FOR WEIGHTED GRAPH COLORING ON A REGULAR GRAPH
In this section, simple examples of loop calculus for non-binary graphical models are shown. The partition function for weighted graph q-coloring problem for a parameter w > 0 is Assume that w = 1 and that the messages are common for all edges. Then, obviously the uniform distribution is the unique fixed point of the belief propagation. In that case, by applying Theorem 1 for (t y (x) = δ(x, y)) y∈X \{0} , one obtains
(1 − δ(y i 1 (a) , y i 2 (a) )) 1 q(q − 1) − 1 q 2 · i∈V q d i (E )−1 ((−1) d i + δ( y ∂i )) .
The above equation can be also obtained from the wellknown high temperature expansion for the Potts model [39] .
For w = 1, if a graph is k-regular, we can also assume that all messages are common although such messages does not necessarily minimize the Bethe free energy. On the assumption, the normalized Bethe free energy is equivalent to the annealed free energy for random regular graph, i.e., (1/N)F Bethe = − lim N→∞ (1/N) log E[Z ] [40] . Hence, the Bethe approximation only depends on the size and independent of the connections of edges. On the assumption of the common messages, all probabilities of nonzero element must be the same at the fixed point. Hence, the messages are restricted in the exponential family with a single parameter for the sufficient statistic t (x) = δ(x, 0). The fixed point equation is
where η(θ) := exp{θ } q − 1 + exp{θ } , θ(η) := log (q − 1)η 1 − η .
Note that for large w, the unique fixed point of the above equations is not stable with respect to the forward substitution of the above equations. In that case, the backward substitution yields the convergence to the unique fixed point. Results of numerical calculation for the graph in Fig. 4 of size 16, which is generated randomly, is shown in Table I In Table I , except for the cases q = 3, the approximations using loop corrections are better than the original Bethe approximation. The new approximations are accurate especially for large q. For the case w = 1.5, q = 3, the fixed point is unstable with respect to the forward substitution. The approximation using the edge zeta function suggested in [41] is similar to Z Bethe×loops , and can be efficiently computed. It may also give an efficient and accurate approximation. Lemma 16 shows that the weight of generalized loop in Theorem 1 is equal to the weight of generalized loop obtained by Xiao and Zhou in Lemma 15 [16] .
