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Abstract. This multidisciplinary research analyzes the atmospheric pollution con-
ditions of two different places in Czech Republic. The case study is based on real 
data provided by the Czech Hydrometeorological Institute along the period be-
tween 2006 and 2010. Seven variables with atmospheric pollution information are 
considered. Different Soft Computing models are applied to reduce the dimen-
sionality of this data set and show the variability of the atmospheric pollution con-
ditions among the two places selected, as well as the significant variability of the 
air quality along the time. 
Keywords. Artificial neural networks, soft computing, meteorology, statistical 
models, environmental conditions. 
1. Introduction 
Soft computing [1] [2] [3] consists of various techniques which are used to solve 
inexact and complex problems. It is used to investigate, simulate, and analyze 
complex issues and phenomena in an attempt to solve real-world problems. 
There are many studies based on the application of different soft computing 
paradigms [4] [5] [6] to the field of air quality and environmental conditions. 
Some of them are based in the Czech Republic [7] where an air quality model is 
approached. Other studies visualize high dimensionality data sets with environ-
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mental information in order to find patterns of behavior in the climatology and 
pollution in local areas [8] or global areas [9]. 
In this study it is tested the validity of soft computing models to analyze the at-
mospheric pollution in two different places in Czech Republic. The data are pro-
vided by the ISKO (Czech Hydrometeorological Institute) [10]. 
The Czech Republic is the object of this study for its important tradition in the 
field of environmental conditions analysis [11]. This is a contribution to the study 
of environmental pollution in areas of high industrial activity.  
The rest of this study is organized as follows. Section 2 presents the soft com-
puting paradigms applied throughout this research. Section 3 details the real case 
study and Section 4 describes the experiments and results. Finally, Section 5 sets 
out the conclusions and future work. 
2. Soft Computing techniques 
In order to analyze data sets with atmospheric pollution information, several di-
mensionality reduction techniques are applied, although the results are only shown 
for those that achieve the best performance. 
Principal Components Analysis (PCA). PCA [12] gives the best linear data 
compression in terms of least mean square error and can be implemented by 
several artificial neural networks [13] [14]. 
Isometric Featured Mapping (ISOMAP). ISOMAP [15] is a nonlinear 
dimensionality reduction method which preserves the global properties of the data. 
Methods for nonlinear dimensionality reduction have proven successful in many 
applications, although the weakness of a method such as Multidimensional 
Scaling (MDS) [16] is that they are based on Euclidean distances and do not take 
the distribution of the neighboring data points into account. ISOMAP nonlinear 
dimensionality reduction [17] resolves this problem by attempting to preserve 
pairwise geodesic (or curvilinear) distance between data points. Geodesic distance 
is the distance between two points measured over the manifold. ISOMAP defines 
the geodesic distance as the sum of edge weights along the shortest path between 
two nodes (computed using Dijkstra's algorithm [18], for example). The doubly-




  (1) 
Where D2=D2ij means the element wise square of the geodesic distance matrix 





  (2) 
In which eN=[1…1]
T ∈ RN. 
The top N eigenvectors of the geodesic distance matrix represent the coordi-
nates in the new n-dimensional Euclidean space. 
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Local Linear Embedding (LLE). LLE [19] is an unsupervised learning 
algorithm that computes low-dimensional, neighborhood-preserving embeddings 
of high-dimensional inputs [20]. LLE attempts to discover nonlinear structure in 
high dimensional data by exploiting the local symmetries of linear reconstructions. 
Notably, LLE maps its inputs into a single global coordinate system of lower 
dimensionality, and its optimizations — though capable of generating highly 
nonlinear embeddings — do not involve local minima. 
Suppose the data consist of N real-valued vectors xi, each of dimensionality D, 
sampled from some smooth underlying manifold. Provided there is sufficient data 
(such that the manifold is well-sampled), it is expected that each data point and its 
respective neighbors will lie on or close to a locally linear patch of the manifold. 
The method can be defined as follows: 
1. Compute the neighbors of each vector, xi. 
2. Compute the weights Wij that best reconstruct each vector xi from its neighbors 
















This cost function in “Eq. 4” like the previous one in “Eq. 3” is based on locally 
linear reconstruction errors, but here the weights Wij are fixed while optimizing the 
coordinates yi. The embedding cost in “Eq. 4” defines a quadratic form in the vec-
tors yi.  
3. An Atmospheric Pollution real Case Study 
This multidisciplinary study is focused on the analysis of real pollution data re-
corded in the Czech Republic [21]. It is based on the information collected by the 
national network stations in the Czeh Republic. The National air pollution network 
(SIS) is an open network [22], member of the International Air Quality network 
AIRNOW [23]. This network classifies the stations as traffic, urban, suburban, ru-
ral and industrial stations. In this study two industrial data acquisition stations are 
selected in order to analyze its air pollution. 
1. Station coded as TOPRA, located in Ostrava-Privoz, Region Moravskoslezsky. 
Coordinates: 49° 51´ North latitude 18° 16´ East longitude, 207 masl (meters 
above sea level), the official estimated population of Ostrava was 310,464 in-
habitants in 2011. The main industrial activity is focused on steel works, con-
centrates on metallurgy and machine engineering. 
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2. Station coded as SVELA, located in Veltrusy, Region Stredocesky. Coordi-
nates: 50° 16´ North latitude 14° 19´ East longitude, 174 masl, 1,600 inhabi-
tants. The main industrial activity is focused on engineering, chemical industry, 
food industry, glass industry, ceramics manufacture and printing industry. 
The years under study are the following: 2006, 2008, 2009, 2010. Year 2007 is 
omitted because there are multiple data corrupt or missing, (the monthly summa-
rized database is used). The study is focused on the twelve months of 2006, 2008, 
2009 and 2010 and the 2 stations analyzed, 12 samples for each station and year, 
one sample per month. There is a total of 96 samples. In this research, the follow-
ing seven variables were analyzed: 
 Nitrogen Oxide (NO) - ug/m3, Nitrogen Dioxide (NO2)-ug/m³, Nitrogen Oxides 
(NOx) - ug/m
3, Particulate Matter (PM10) - ug/m³, Sulphur Dioxide (SO2) - 
ug/m3. The choice of these contaminants is because they represent the majority 
of air emissions in areas of industrial activity.  
 Benzene (BZN) - ug/m3, Toluene (TLN) - ug/m3. These contaminants belong to 
the Volatile Organic Compounds (VOCs). VOCs are linked to automobile 
emissions as a result of incomplete gas combustion. VOCs are also used in the 
production of paints, varnishes, lacquers, thinners, adhesives, plastics, resins 
and synthetic fibers. 
This study examines the performance of several statistical and soft computing 
methods, in order to analyze the behaviour of the pollutants cited above to com-
pare the air quality of an important industrial area in Czech Republic as Ostrava 
with other industrial point located in a very different location in Czech Republic 
as Veltrusy, along a wide period of time.  
4. Results and Discussions 
The results shown below correspond to the mean monthly values of the parameters 
described in the previous section, after applying the soft computing methods de-
scribed above for clustering and dimensionality reduction: 
Table 1. Label interpretation for (Figure 1, Figure 2 and Figure 3). 




Third Parameter - 
Station 
(1 to 12) 2006, 2008, 2009, 
2010 
O – Ostrava - Privoz
V – Veltrusy 
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Fig. 1. PCA projections. 
Fig. 1. PCA identifies two main clusters, C1 corresponds with the samples re-
lated to Ostrava station and C2 corresponds with the samples of Veltrusy station. 
In cluster C1 there is an important concentration of samples corresponding to the 
seasons of spring and summer, (see Table 2). The samples in C1 corresponding to 
the seasons of winter and autumn are not so concentrated and present high levels 
of air pollution. Table 2 indicates the high values of PM10 and NOx. The points 
labeled with ‘1/10/O’ and ‘1/06/O’ represents the days when the levels of SO2 and 
specially PM10 reach values which exceed the health protection fixed in 40 ug/m³ 
[24], in more than 80 ug/m³ in both cases. In [24], the report about stations with 
annual average concentration corroborates this fact. Cluster C2 (see Fig. 1) con-
tains the samples corresponding to the seasons of spring, summer and autumn in 
Veltrusy, where the levels of air pollution are lower than winter in Veltrusy and 
lower than in Ostrava. In the season of winter, the concentration of NOx is higher 
than in the rest of the year in both stations. 
Table 2. Samples of each cluster identified by PCA and the range of values of each variable and 
units. 
Cluster # Samples 
C1 2/10/O 3/10/O 4/10/O 5/10/O 6/10/O 7/10/O 8/10/O 9/10/O 10/10/O 11/10/O 12/10/O 1/09/O 2/09/O 3/09/O 4/09/O 
5/09/O 6/09/O 7/09/O 8/09/O 9/09/O 10/09/O 11/09O/ 12/09/O 1/08/O 2/08/O 3/08/O 4/08/O 5/08/O 6/08/O 7/08/O 
8/08/O 9/08/O 10/08/O 11/08/O 12/08/O 2/06/O 3/06/O 4/06/O 5/06/O 6/06/O 7/06/O 8/06/O 9/06/O 10/06/O 11/06/O 
12/06/O. Total number of samples: 46 
Var. BZN (ug/m3) TLN (ug/m3) SO2 (ug/m³) PM10 (ug/m³) NO2(ug/m³) NO (ug/m³)NOX (ug/m³) 
Range of 
values 




Groups all the samples from the station based in Ostrava, except ‘1/10/O’ and ‘1/06/O’. 
High values of PM10 and NOx in the season of winter 
C21 3/10/V 4/10/V 5/10/V 6/10/V 7/10/V 8/10/V 9/10/V 10/10/V 3/09/V 4/09/V 5/09/V 6/09/V 7/09/V 8/09/V 9/09/V 
10/09/V 11/09/V 3/08/V 4/08/V 5/08/V 6/08/V 7/08/V 8/08/V 9/08/V 10/08/V 11/08/V 12/08/V 1/06/V 11/06/V 
12/06/V. Total number of samples: 30 
Range of 
Values 
0.4 – 10.3 0.2 – 22.9 2.6 – 6.4 9.7 – 24.0 11.4 – 27.8 0.9 – 15.8 12.0 – 46.5 
Descrip-
tion 
Groups most of the samples from the station based in Veltrusy, samples corresponding to 
the seasons of spring, summer and autumn. High values only in NOx. 
C22 1/10/V 2/10/V 11/10/V 12/10/V 1/09/V 2/09/V 12/09/V 1/08/V 2/08/V 11/08/V 12/08/V 1/06/V 11/06/V 12/06/V. Total 
number of samples: 16 
Range of 
Values 
1.3 – 10.5 1.2 – 14.6 2.6 – 11.8 11.5 – 28.1 23.9 – 40 3.4 – 17.9 30.0 – 75.0 
Descrip-
tion 
Groups most of the samples from the station based in Veltrusy corresponding to the season 
of winter. The samples with very high levels of NOx are located out of the cluster. 
 
Fig. 2. LLE projections. Number of dimensions: 2, Neighbors: 20. Applies Euclidian distance 
function.  
Fig. 2. LLE identifies the same two clusters of data than PCA (see Fig. 1) but in 
a more clear way. LLE is also capable of differentiating two subclusters of data 
(C11 and C12), corresponding to the samples of data in C1 (see Fig. 1). C11 corre-
sponds to the most samples of winter in Ostrava (see Table 3). These samples of-
fer the highest values of air pollution presenting in the data set, and C12 corre-
sponds to the samples of the rest of the year. LLE in this case is more sensitive 
with samples with very high value in any of its parameters; i.e. (‘2/06/O’, 
‘3/06/O’), where an important level of PM10 is detected and ‘1/08/V’ and 
‘2/08/V’ where the concentrations of NO, NO2, NOX and PM10 are higher than in 
the rest of the year.  
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Table 3. Samples of each cluster identified by LLE and the range of values of each variable and 
units. 
Cluster # Samples 
C11 11/10/O 12/10/O 1/09/O 2/09/O 11/09/O 12/09/O 1/08/O 2/08/O 11/08/O 12/08/O 11/06/O 12/06/O. Total number of 
samples: 12 
Var. BZN (ug/m3) TLN(ug/m3) SO2 (ug/m³) PM10(ug/m³)NO2 (ug/m³) NO (ug/m³) NOX (ug/m³) 
Range of 
Values 
5.0 – 10.9 1.6 – 6.9 6.7 – 20.3 48.2 – 76.5 30.2 – 44.2 16.4 - 31 49.9 – 76.4 
Description Groups most of the samples of winter based in Ostrava. These samples offer the highest 
values of air pollution presenting in the data set. The samples with the maximum levels of 
NOx  and PM10 are located out of the cluster. 
C12 3/10/O 4/10/O 5/10/O 6/10/O 7/10/O 8/10/O 9/10/O 10/10/O 3/09/O 4/09/O 5/09/O 6/09/O 7/09/O 8/09/O 9/09/O 
10/09/O 3/08/O 4/08/O 5/08/O 6/08/O 7/08/O 8/08/O 9/08/O 10/08/O 3/06/O 4/06/O 5/06/O 6/06/O 7/06/O 8/06/O 
9/06/O 10/06/O. Total number of samples: 32 
Range of 
Values 
3.1 – 21.9 1.6 – 8.0 4.1 – 16.7 26.4 – 75.0 21.0 – 42.3 2.8 – 21.9 25.0 – 68.1 
Description Groups most of the samples of summer, spring and autumn based in Ostrava. These sam-
ples offer high values of pollution, but not so high as in C11. 
C21 3/10/V 4/10/V 5/10/V 6/10/V 7/10/V 8/10/V 9/10/V 10/10/V 3/09/V 4/09/V 5/09/V 6/09/V 7/09/V 8/09/V 9/09/V 
10/09/V 11/09/V 3/08/V 4/08/V 5/08/V 6/08/V 7/08/V 8/08/V 9/08/V 10/08/V 11/08/V 12/08/V 1/06/V 11/06/V 
12/06/V. Total number of samples: 30 
Range of 
Values 
0.4 – 10.3 0.2 – 22.9 2.6 – 6.4 9.7 - 24 11.4 – 27.8 0.9 – 15.8 12.0 – 46.5 
Description Groups most of the samples from the station located in Veltrusy, samples corresponding to 
the seasons of spring, summer and autumn. High values only of NOx. 
C22 1/10/V 2/10/V 11/10/V 12/10/V 1/09/V 2/09/V 2/09/V 11/08/V 12/08/V 1/06/V 12/06/V. Total number of samples: 11 
Range of 
Values 
1.3 – 10.5 1.2 – 14.6 2.6 – 11.8 11.0 – 28.1 22.3 – 38.4 3.4 – 12.1 30.0 – 54.4 
Description Groups most of the samples from the station located in Veltrusy corresponding to the sea-




Fig. 3. ISOMAP projections. Number of dimensions: 2, Number of neighbors: 12. Applies Geo-
desic distance function, using Dijkstra's algorithm.  
Fig. 3. ISOMAP offers the most clear results. Identifies four clusters as LLE 
does (LLE), but in a more sparse way. The clusters contain the same samples of 
data than applying LLE, except C11 (see Table 4). The drawback is that ISOMAP 
can not identify isolate samples with unusually high values in any of its parame-
ters, as LLE does (see Fig. 2), which is very useful to identify exceptional situa-
tions. This property of ISOMAP is due to the fact that this method tries to preserve 
the global properties of the data, which may be an advantage or a disadvantage 
depending on the situation. 
Table 4. Samples of each cluster identified by ISOMAP and the range of values of each variable 
and units. 
Cluster # Samples 
C11 11/10/O 12/10/O 1/09/O 2/09/O 11/09/O 12/09/O 1/08/O 2/08/O 11/08/O 12/08/O 11/06/O 12/06/O 9/08/O 9/10/O 
10/10/O 10/09/O 6/06/O. Total number of samples: 17 
Var. BZN (ug/m3) TLN (ug/m3) SO2 (ug/m³) PM10(ug/m³)NO2(ug/m³) NO (ug/m³) NOX (ug/m³) 
Range of 
Values 
2.2 – 16.6 1.6 – 6.9 6.2 – 33.2 28.9 – 123.7 21.1 – 48.5 2.8 – 27.7 25.0 – 76.4 
DescriptionGroups most of the samples of winter based in Ostrava. These samples offer the highest 
values of air pollution presenting in the data set. ISOMAP is able to group samples than in 
LLE are located out of the cluster (see Fig. 2). 
C12 3/10/O 4/10/O 5/10/O 6/10/O 7/10/O 8/10/O 9/10/O 10/10/O 3/09/O 4/09/O 5/09/O 6/09/O 7/09/O 8/09/O 9/09/O 
10/09/O 3/08/O 4/08/O 5/08/O 6/08/O 7/08/O 8/08/O 9/08/O 10/08/O 1/06/O 2/06/O 3/06/O 4/06/O 5/06/O 7/06/O 
8/06/O 9/06/O 10/06/O 1/06/V 5/06/V 6/06/V 7/06/V 8/06/V. Total number of samples: 38 
Range of 
Values 
3.1 – 21.9 1.6 – 29.9 2.8 – 26.4 10.1 – 130.1 12.8 – 51.5 3.0 – 21.9 17.7 – 88.6 
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Description Groups most of the samples of summer, spring and autumn based in Ostrava. These sam-
ples offer high values of air pollution but not so high as in C11. This time some samples 
based in Veltrusy are presented, those with a similar pollution to Ostrava, belong to the 
season of summer of 2006.  
C21 3/10/V 4/10/V 5/10/V 6/10/V 7/10/V 8/10/V 9/10/V 10/10/V 3/09/V 4/09/V 5/09/V 6/09/V 7/09/V 8/09/V 9/09/V 




0.5 – 3.1 0.2 - 3.5 0.6 – 4.5 9.7 – 19.9 10.3 – 31.5 0.9 – 7.6 12.0 – 29.6 
C22 1/10/V 2/10/V 11/10/V 12/10/V 1/09/V 2/09/V 1/08/V 2/08/V 11/08/V 12/08/V 10/06/V 11/06V 12/06/V. Total number 
of samples: 13 
Range of 
Values 
0.4 – 10.5 0.2 – 14.6 2.6 – 11.8 11.0 – 28.1 22.3 – 40.0 3.4 – 25.0 30.0 – 75.0 
Description Groups most of the samples from the station located in Veltrusy corresponding to the sea-
son of winter. Very high values of NOx. 
5. Conclusions 
This study shows the different values of air pollution over several years in two 
Czech Republic localities with high industrial activity, Ostrava - Privoz and Vel-
trusy, appreciating higher levels in Ostrava. The study also reflects a similar be-
havior in both of the localities along the year, showing a significant increase of air 
pollution in the season of winter, especially in January. The pollutant with a 
higher increase of level in winter is PM10 and in a less important way NOX. Os-
trava is an important core of industrial production, especially production of steel 
and metal industries. These metal industries emit large amounts of PM10 and 
NOx, which justifies these results, also the heavy traffic, specially the diesel en-
gine type, represent another major source of PM10 emissions to the atmosphere. 
The high industrial production in winter and the low levels of precipitations in the 
first months of the year lead to more air pollution in winter. In Veltrusy the type of 
industry is different and more diversified than in Ostrava, resulting in a slight in-
crease in all contaminants in winter when the weather is drier, but not so marked 
an increase of PM10 as in Ostrava. 
Finally, the study demonstrates the behavior of the methods applied. PCA is the 
first method used in the data analysis process. It identifies the internal structure of 
the data. The rest of the techniques applied reaffirms and improves these graphical 
results. ISOMAP is able to group the data in compacted clusters. LLE is able to 
identify these same clusters and also detect unusual or interesting situations, that 
could be due to abnormal climatological situations in those days of high pollution, 
identifying these significant data points. 
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