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ABSTRACT 
For a symmetric matrix B E R”‘” and a vector a E R”, the maximal 
extended eigenvalue 
x(a) := max{X : 3x E R” s.t. (B - X1)x = a, xtz = l}, 
is known to arise in optimality conditions for the mathematical programming 
problem P(a) given by 
max{rctBx - 2atx : ztz = l}, 
as well as in extended Rayleigh-Ritz type results pertaining to the one parameter 
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family of nonsymmetric border perturbations of B given by 
A(t; a) := 
Nonsmooth analysis is employed in order to describe the function A(.), with 
special emphasis on its sensitivity near the origin. Further connections with 
P(a) are drawn. 
1. INTRODUCTION 
Let B be a real symmetric n x n matrix. For each vector a E Rn, 
consider the mathematical programming problem P(u) given by 
maximize pa(x) := xtBx -2atx 
subject to xtx = 1. 
The first order Lagrange necessary condition for a feasible point f to give 
the maximum in P(a) is the existence of X E R such that 
(B - il)? = a. (1.1) 
It is in fact known that necessarily i = A(a), where 
X(a) := max{X: 3x E R” s.t. (B - X1)x = a, dx = 1) (1.2) 
denotes the maximal Lagrange multiplier of the problem, or equivalently, 
the m&maZ extended eigenvalue of the pair {B, a}. Note that we regard 
the maximum in (1.2) as being taken over the feasible set 
F(a) := {(X,x) E Rn+’ : (B - X1)x = a, ztx = l}, (1.3) 
which is nonempty, by the existence of Lagrange multipliers. The msxi- 
mum in (1.2) is therefore attained, because F(a) is compact (straightfor- 
ward), and the function g : Rn+’ + R given by g(X,z) := X is obviously 
continuous. 
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In the present work, we utilize the techniques of nonsmooth analysis, 
as presented in Clarke [3, 21, in order to describe the function A(.). We 
will note connections with the problem P(u), and in particular with its 
associated value function~V(.), given by 
V(a) := max{p,(2) : dx = l}. (1.4 
Of particular interest to us is the behavior of X(.) near the origin. At 
the outset, it is readily noted that X(0) is the maximal eigenvalue of B, 
which, in view of the classical Rayleigh-Ritz theorem, also equals V(0). 
Our results constitute part of sensitivity analysis, since in (1.2) one may 
consider the vector a as a perturbation of 0; in this regard, the generalized 
gradient ax(O) can be used in order to provide a measure of how much the 
maximal extended eigenvalue X(a) differs from the maximal eigenvalue bl 
of B. 
The problem P(u) has been extensively discussed in the literature. The 
theory has been developed by Forsythe and Golub [5], Golub [8], Gander 
[6], Sorensen [ll], and Gander, Golub, and Von Matt [7]. Problems re- 
lated to P(u) occur in iterative steps of a class of numerical procedures for 
unconstrained optimization called “trust region” methods. Also, note that 
the problem of minimizing 11 Az -cl 1 subject to ~~5 = 1 can be cast into the 
form of P(u); here I[.[/ denotes the euclidean norm. Efficient algorithms for 
numerically solving such problems have been given by More and Sorensen 
[lo] and by Golub and Von Matt [9]. Furthermore, in Stern and Wolkowicz 
[12], connections were established between stationarity properties of the 
problem P(a) and the spectral structure of the one-parameter family of 
nonsymmetric border perturbations of B given by 
In the next section, we provide the basic material from nonsmooth analysis 
that will be utilized. Then in Section 3 we review relevant aspects of 
the theory of the mathematical programming problem P(u), and give a 
preliminary description of the function X( .). The main results are presented 
in Section 4. There proximal analysis is employed in order to derive a 
multiplier result on the sensitivity of X(.) near 0. This leads to the following 
sequence of results: 
(i) We establish continuous differentiabilty on a “large” set of points, 
and derive a useful formula for 7X(.) on that set. 
(ii) It is proven that X(.) is Lipschitz near 0, and the generalized gradient 
CIA(O) is characterized. 
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(iii) We prove that X(.) is regular at 0, and directional derivatives of X(.) 
at 0 are characterized. 
In addressing items (ii) and (iii) above, we first settle things for the special 
case where bi is a simple eigenvalue, and then pass to the general situation 
via a perturbation method. Concluding comments include a monotonicity 
property of A(.). 
2. NONSMOOTH ANALYSIS BACKGROUND 
In this section we shall give a concise review of the material on nons- 
mooth analysis which will be required. Our references are Clarke 13, 21. 
Let C be a nonempty closed set in R”, and let c E C. Then w E R” is 
called a perpendicular to C at c provided that 
dc(c+w) = llwll > 0, 
where dc(.) denotes the distance to C. The set of proximal normals to C 
at c is the set 
II,(c) := {CXW : w is a perpendicular to C at c, (Y 2 0). 
It is readily noted that II,(c) = (0) ‘f 1 c is an interior point of C, and 
that the set of boundary points of C admitting nonzero proximal normals 
is dense in the boundary of C. This leads to the following definition: The 
normal cone to C at c is the set 
NC(C) := E?{lim<i : & E II,( c, + 4 
Here co means convex hull, and the overbar denotes closure. 
Let f : Rn ---t R be a continuous function. The generalized gradient of 
f(.) at x E R” is the (possibly empty) closed convex set 
where the (closed) set 
epif := {(z,r) E R” x R: T 2 f(x)} 
is the epigraph of f (.). We shall say that f (.) is Lipschitz of rank K near 
x provided that there exists an open neighborhood l? of x such that 
If(x’) - f(x”)I I K\Jx’ -x2(1 Vx1,x2 f JT. 
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When the Lipschitz constant K is not directly relevant, we will just say that 
f(.) is Lipschitz near Z. Also, recall that a set valued mapping h : Rn --+ R” 
is said to be upper-semicontinuous at x if the following holds: Given E > 0, 
there exists 6 > 0 such that 
115 - YII < 6 ==+ h(y) c h(x) + K(O), 
where B,(O) denotes the open ball of radius E centered at 0. 
The following proposition summarizes requisite facts regarding the gen- 
eralized gradient. 
PROPOSITION 2.1: 
1. A su@cient condition for af (x) to be nonempty is that x is a local 
minimum of f ( .). 
2. af(x) is nonempty and bounded if and only if f (.) is Lipschitz near 
x. In this case, the following hold: 
(4 
(b) 
Cc) 
(4 
(e) 
The generalized gradient satisfies 
af (x) = {C E Rn : f “(2; u) > (u, [) vV E R”}, 
where 
f”(x; u) := lirn sup f (y + ““1 - f(Y) 
?4+z 
t1o 
denotes the generalized directional derivative off (.) at x in the 
direction v. 
One has 
f%; u) = n={(C,u) : < E af (4. 
The function f (.) as continuously differentiable on an open neigh- 
borhood of x if and only if af ( ) x is single valued on that neigh- 
borhood. 
Furthermore, 
afcxc) = co{lim v f(xi) : G -+2, x, sr s, xi $ Qf), 
where S is any set of Lebesgue measure 0, and Rf denotes the 
set where f (.) fails to be differentiable. The set Rf has measure 
0 as well. 
For any (Y E R, one has 
akm) = aam. 
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Ol afc.1 PP - is 21 er semicontinuous at x. 
A vector < E R” is called a proximal subgradient of f (.) at x provided 
that there exists u > 0 such that for all y in some open neighborhood of x 
we have 
f(Y) - f(x) + 4lY - 412 L (C, y - 4. 
The set of all proximal subgradients of f (.) at x is denoted a* f (x). It can 
be shown that the set of points admitting proximal subgradients is dense 
in R”. The presubgradient of f at x is defined to be the (possibly empty) 
set 
8f (X) := (1imC : <i E Pf (xi), Xi -+ X}. 
The singular presubgmdient of f(G) at x is the set 
5”f (x) := {limt& : <i E Tf (xi), xi + 2, ti J. 0). 
The latter set always contains (0). 
The generalized gradient, presubgradient, and singular presubgradient 
are related by the following useful proposition. 
PROPOSITION 2.2. The function f is Lipschitz year x if and only if 
8”f (x) = (0). In that case we have b’f(x) = co{t3f(x)}. 1n general we 
have 
af (x) = rn{Bf (x) + Boof (x)}, 
(with af (x) = C#J if and only i.f6’f(x) = 4.) 
(2.5) 
3. BACKGROUND FOR P(A) AND PRELIMINARY RESULTS 
In [ll], Sorensen proved that a necessary and sufficient condition for a 
feasible vector 2 to give the maximum in the problem P(a) is that there 
exists fi E R such that (1.1) holds, and such that 
B - iI < 0, (3.6) 
where < denotes negative semidefiniteness. Furthermore, if 
B - iI < 0, (3.7) 
then the optimal point 2 is unique, with < denoting negative definiteness. 
(See also Section 5.2 in Fletcher [4].) 
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Let the spectrum of B be given by 
bl L b2 2 . . 2 b,. 
Then (3.6) becomes 
bl - A(a) 5 0. (3.8) 
With the maximal Lagrange multiplier A(a) defined as in (1.2), it now 
follows that the set of optimal solutions X(a) of the problem P(a) is the 
compact set 
X(a) := {z E R” : [B - A(a)@ = a, 2% = 1). (3.9) 
Suppose that 
a $ R(B - bil), 
where R(.) denotes range. Then we must have 
(3.10) 
bl - A(u) < 0, (3.11) 
and therefore X(u) is the singleton z(u) = [B - A(u)‘a. In view of 
the feasibility condition z(u)“z(u) = 1, it follows that A(u) is the maximal 
solution X of the equation 
1 - J(B - X1)% = 0. (3.12) 
The discussion will now be extended to the situation where possibly a E 
R(B - bl1). Following Gander, Golub, and Von Matt [7], we initially shall 
make the assumption that B is diagonal; that is, 
B = diag{bi, bz, . , b,}. 
We introduce the index sets 
J(u) = {j : uj # 0, 1 I j 5 n} 
and 
J(b) = {j : bi = bl} = {bl, b2,. . . , bk}, 
where k is the algebraic multiplicity of bl. The so-called secular function 
for P(u) is defined as 
2 
sa(X) := 1 - c 
?eJCa) (bj “3 4’ 
(3.13) 
In describing X(u), two main cases are to be considered. 
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Case 1. A 
Case 2. A 
Suppose there exists A > bi such that s,(i) = 0. The preceding 
discussion shows that this surely is the case if a $!’ R(B - bll) that is, 
if J(a)flJ(b) # 4. H owever, case 1 can also occur with a E R(B-bl1). 
In either contingency, the derivative s:(x) > 0 for all X > 61, which 
implies that A = x(a), and the unique solution to the problem P(u) 
is z(u) = [B - X(U)~]-~U. 
Now suppose there does not exist X > bl such that sa(X) = 0. Then 
a E R(B - bll) [equivalently, J(u) n J(b) = $1, from which it follows 
that x(u) = bl. Also, it is clear that sa(bl) 2 0. Let 
2 
w(u) := c 
j~j(,) (bj a’Q2 = ’ - sa(bl)’ 
Then 0 5 w(u) 5 1, and we consider two subcases. 
Case 2’: If w(u) < 1, then the set of optimal solutions X(u) consists of 
vectors x such that 
and 
c z; = 1 -w(u). 
jEJ(b) 
Case 2”: If w(u) = 1, then X(u) is the singleton x = z(u) such that 
and 
xj = 0 
Terminology: If a is such that case 1 
Similarly, if case 2’ or 2” holds, then we 
respectively. 
REMARK 3.1. 
Vj E J(a) 
Vj E J(b). 
holds, then we say a E C(1). 
say a E C(2’) or a E C(2”), 
1. By studying the behavior of the secular function, one can show that 
the set of all Lagrange multipliers for the problem P(e), 
M(u) := {A : (B - X1)x = a, dz = 1) 
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is a discrete set, containing at least 2 and at most 2n elements. (This 
follows from the analysis in Forsythe and Golub [5] and Gander, 
Golub, and Von Matt [7].) 
2. In Stern and Wolkowicz [12] it was shown that a sufficient condi- 
tion for the spectrum of the matrix A(t;a) to be real is t 2 V(u). 
Furthermore, x(a) is the maximal eigenvalue of 
AV(a) = ( _tt &)? 
and what is more, for any z E X(a), the vector (T) is an eigenvector 
of A(V(a);a) belonging to x(u). The analysis in [12] shows that the 
algebraic multiplicity of x(a) is k t2, while the geometric multiplicity 
is k + 1, where k is the algebraic multplicity of x(a) as an eigenvalue 
of B. 
3. Since the equation s,(X(u)) = 0 holds for a E C(l), we have 
A(a) = h + llall Va E N(B - bll), (3.14) 
where I] . 11 denotes the euclidean norm. If the algebraic multiplicity 
of bi is n, then N(B - bi1) = R”, and the explicit formula (3.14) 
holds everywhere. 
REMARK 3.2. For y > bi, we introduce the level set 
L(y) := {u E R” : x(u) = y}. 
1. For y > bi, we have 
L(y) = {u E R” : ut(B - YI)-~~ = l}, 
which is the boundary of an ellipsoid with nonempty interior. Fur- 
thermore, L(y) c C(1). 
2. In view of the preceding discussion, we also see that 
L(bl) = {u E R(B - blI) : c 
which is an ellipsoid contained in R(B - bl I), whose relative interior 
and relative boundary are C(2’) and C(2”), respectively. 
3. If the algebraic muliplicity of bi is n, then 
R(B - blI) = C(2) = L(h) = {0}, 
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and for each y > br, the level set is the circle 
L(y) = {a E Rn : y = bl + 11~11). 
Figures 1 and 2 for B = diag{l, 0) and B = diag{l, 1) serve to motivate 
the analysis in subsequent sections. 
REMARK 3.3. With regard to the two figures, it is clear that X(.) is not 
concave for either B. For B = diag{ 1, l}, we see that X(.) is convex, since 
(3.14) holds everywhere. However, for B = diag{l,O}, the function is not 
convex. This is seen as follows. Let 
s = {(al, 1) : a1 2 O} 
and 
o(r) = s n L(Y). 
The midpoint of the line segment going from the point a(l) = (0,l) to a(3) 
lies on a level set L(y) with y > 2. This shows that convexity is precluded. 
Now let us drop the assumption that B is diagonal. Let U E Rnx” be 
a unitary matrix such that 
UtBU = I? = diag{br, bz,. . . , b,}, 
and consider the mathematical programming problem pi(&) given by 
maximize &(i) := it&C? - 2$2 
subject to ?tP = 1, 
where & = Uta. Then i = Utx is feasible for P(k), and what is more, we 
have 
PL,(X) = i&0x). (3.15) 
We shah now see precisely how the various sets associated with P(a) 
are expressible as transformations of the corresponding sets in the “diago- 
nalized” problem @iL). Let us define 
i(G) := max{i E R: 32 E R” s.t. (B - j\I)? = 6, 5?i = 1). (3.16) 
Then the set of optimal solutions to P(2) is given by 
R(s) := (2 E R” : [h - i(ii)l]i = &, 5?4 = 1). (3.17) 
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U? 
t 
= C(2) = 
C( 2”) 
FIG. 1. Level sets for B = diag{ 1,0) 
co{(O,1),(0,-1)) 
= ((0, I),(& -1)) 
FIG. 2. Level sets for B = diag{l, l} 
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For each y 2 bl we define the level set 
i(y) := {ii E Rn : X(G) = y}. 
We ask the reader to check that 
X(a) = Ug(lJ”a), (3.18) 
A(a) = _i(Pa), (3.19) 
and that for each y > bl, 
L(Y) = WY). (3.20) 
More terminology: For the problem P(u), we shall henceforth denote by 
C(l), C(2’), and C(2”) the transformations, under U, of the corresponding 
sets in the transformed problem P(h). 
Prior to presenting our main results, we pause in order to gather some 
easily derived properties of the functions X(a), X(.) and the value function 
V(s) defined in (1.4). 
PROPOSITION 3.1. 
1. For each a E Rn, one has 
V(a) = A(a) - utx VT E X(a). (3.21) 
2. Furthermore, 
V(0) = X(0) = bl 
and 
v(a) > A(a) 2 bl Va # 0. 
3. The function V(.) is convex and Fnite valued on Rn, and 
(3.22) 
(3.23) 
aV(a) = -2co{X(a)} Va E R”. (3.24) 
4. The compact set valued functions X(.) and W(.) are upper-semicont- 
inuous on R" These functions are single valued on C(1) U C(2”) and 
multivalued on C(2’). 
5. The function A(.) is continuous on Rn. 
6. The function V(.) is continuously differentiable at a if and only if 
a E C(1) U C(2”). 
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Proof: We begin by noting that in proving each of the statements, one 
may without loss of generality assume that B is diagonal. Equation (3.21) 
in part (1) results upon combining the facts that for each z E X(a) we 
have 
[B - x(a)r]z = a 
and 
V(a) = zt&c - 2atx. 
In part (a), we obtain (3.22) directly from (3.21). The strict inequality in 
(3.23) is a direct consequence of the case-by-case analysis we did for diag- 
onal B, while x(a) 2 bi is just a restatement of (3.8). In part (3), V(a) is 
clearly finite for each a E Rn, since it is the maximum of a continuous func- 
tion over a compact set. The asserted convexity follows from the fact that 
V(.) is the pointwise maximum of a family of affine functions. Equation 
(3.24) follows from Corollary 1 of Theorem 2.8.2 in Clarke [2]. As for part 
(4), the asserted upper semicontinuity of X(.) follows from a well-known 
result on marginal maps; see e.g. Theorem 6 on p. 53 in Aubin and Cellina 
[ 11. Upper semicontinuity for aV( .) then follows from part (3). The rest of 
part (4) is a consequence of our discussion of cases 1 and 2 above. 
We now turn to part (5). Fr om (3.21), we see that the set of reals 
G(a) := u{a’x : x E X(a)} 
is a singleton for each a E Rn. Since X(.) is upper-semicontinuous, it 
follows that G(.) is continuous. Now, V(.) is continuous, since it is finite 
valued and convex on R”. Therefore (3.21) implies that X(.) is continuous. 
Finally, part (6) follows from Proposition 2.1 (2)(c). ??
REMARK 3.4. With regard to the preceding proposition, we have the 
following: 
1. Equation (3.22) is the classical Rayleigh-Ritz theorem. 
2. The upper semicontinuity of X(.) may alternatively be deduced di- 
rectly from the foregoing discussion of cases 1 and 2. 
3. The upper semicontinuity of W(.) also follows from Proposition 2.1 
(2) (f). 
By the light of Proposition 3.1, we see that the function X(e) is every- 
where bounded below by bl and above by the function V(.), which is locally 
Lipschitz, since it is convex. Furthermore, X(0) = V(0) = bl. While these 
facts alone are insufficient to establish Lipschitz continuity of X(.) near 0, 
a sketch of the situation leads one to realize that it would take extremely 
bad behavior of X(.) for the local Lipschitz property to fail. In the next 
404 RONALDJ.STERNANDJ.J.YE 
section we will see that such behavior in fact does not occur; see Theorem 
4.2 below. ’ 
4. MAIN RESULTS 
For any vector a E R”, consider the mathematical programming prob- 
lem P(a) given by 
minimize f(&z) := -x 
subject to (B - Xl)z = a, 
ZtZ = 1. 
The optimal value for the problem p(a) is -x(a), and the (compact) set 
of optimal solutions is 
C” := {(X(a),x) : x E X(a)}. 
Let (X,X) be feasible for P(u), and let 1 2 0. Motivated by the varia- 
tional analysis of value functions in [3] and [2], for 1 E R we introduce the 
multiplier set 
i’d(X,x) = {r E R" : 3k E R s.t. (B - Xl)r + kx = 0, rtx = 1). 
The following sensitivity theorem for the problem p(u) will prove to be 
very useful in the subsequent analysis. 
THEOREM 4.1. For evey a E R” one has 
By-X)(u) c M”(Ca) (4.25) 
and 
8(-A)(u) c co{W(Ca)}. (4.26) 
Proof: Suppose that (X(u),x) E C”, and let p E P(-x)(u). Then 
there exists c > 0 such that for any zi near a we have 
-X(cL) - (/-$a) + aIlSi - alI2 2 -A(u) - (Au) 
= -A(u) - (p, [B - A(u)l]x). 
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Since A(a) 2 x for all (&Z) such that (B - xl)5 = zi, $3 = 1, it follows 
that (-A( ) ) a , z is a local solution of the following problem: 
minimize -5 - (a, (B - X1)Z) 
subject to 9% = 1. 
By the classical Lagrange multiplier rule, we conclude that there exists 
f E R such that 
-1t (/3,x) = 0, 
[B -x(a)l]p+& = 0, 
xtx = 1. 
Now let fi E &-X)(a). Then ,8 = limp,, where ,& E P(-A)(ui), and 
ai + a. By the preceding arguments, for each ,& and xi E X(ui), there 
exists ki E R such that 
-1 + (@i,Xi) = 0, 
[B - A(U p i- kixi = 0, 
x;xi = 1. 
It is obvious that the sequence {ki} is bounded. We may therefore as- 
sume that ki -+ k and xi ---f P E X(u), where we have used the fact that 
the compact set valued function X(.) is upper-semicontinuous. Then the 
continuity of A(.) yields 
-1 + (/3,5) = 0, 
[B - A(u)11 a + /cZ? = 0, 
Ptf = 1. 
Therefore, b E M’(A(u),cZ), and we have shown that 
8(-A)(u) c M’(.F). (4.27) 
Now let /3” E 8w(-A)(u). Then p” = limt& as ti 1 0, where fli E 
P(-A)(u,) d an a, + a. We know that for each & and each xi E X(ui), 
there exists ki E R such that 
-l + (Pi7Xi) = 0, 
LB - A(ui)I] Pz f kixi = 0, 
x;xi = 1. 
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Multiply both sides of the first two equations by ti, and take the limit as 
ti 1 0. Arguing similarly to above, we conclude that there exists k E R and 
f E X(a) such that 
(P”,4 = 0, 
[B - A(a p” + k = 0, 
22 = 1. 
Hence p” E M’(Y), which proves (4.25). The containment (4.26) now 
follows from (2.5), (4.25), (4.27), and the readily verifiable fact that 
AP(.Y) + MO(Y) = MyP). 
We will now extract corollaries of Theorem 4.1. The first of these gives 
a sufficient condition for continuous differentiability of A(.), and formulas 
for the gradient and directional derivative. We recall that the ordinary 
directional derivative of f (.) t a x in the direction v, should it exist, is 
defined bv 
f’(x; w) := l& f(x + tv) - f(x) t 
COROLLARY 4.1. The function A(.) is continuously diflerentiable on the 
set C( 1). For a E C( 1) we have 
v A(a) = - 
1 
.t [B - x(a)I]-3 a 
[B - X(a)I]-2 a. (4.28) 
Furthermore, the directional derivative of A(.) at a E C(1) in the direction 
v is given by 
Al(a. v) = _ aV - Va)W2v 
> 
at [B - X(a)I]-3 a’ 
(4.29) 
Proof: When case 1 holds, [B - x(a)I]-l is invertible and negative 
definite. Then 
i@(Y) = {O}, 
since the only T simultaneously satisfying [B - X(a)l]r = -lcx and T~Z = 0 
is T = 0, as is easily deduced upon taking the inner product of both sides of 
the first equation with T. Then Proposition 2.2 and (4.25) together imply 
that X(.) is Lipschitz continuous near any a E C(1). 
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Now, for any T E M’(X(a), x), one has 
1 = 7JZ = --/& [B - x(a)l]-l Z. 
Then 
[B - x(a)11 r = -kx = ’ 
xt [B - x(u)l]-l xx. 
Equivalently, 
1 
r= 
xt [B - x(a)r]-l3: 
[B - A(a)ix. 
Upon using z = [B - x(a)r]-’ a, we obtain the singleton 
Ml(Y) = 1 
at [B - X(a)r]-3 a 
[B - x(a)1]-2 a 
= +x)(a), 
the latter equality being due to (4.26). The asserted continuous differentia- 
bility now follows from Proposition 2.1 (2)(c), with the equation (4.28) be- 
ing immediate. Then (4.29) follows from the fact that X’(a; u) = (oX(a), v). 
??
REMARK 4.1. It is interesting to note that (4.28) can be heuristically 
derived by differentiating the equation 
1 - at[B - X(u)I]% = 0 
with respect to a, via the chain rule 
We now can show that the generalized 
all points. 
COROLLARY 4.2. 
gradient of X(.) is nonempty at 
ax(u) # C#I ‘du E R”. 
Proof: Corollary 4.1 takes care of the assertion for those points a E 
C(1). Now, if a E C(2), we have X(u) = bi, which implies that a minimizes 
X(.) over Rn. This yields a nonempty generalized gradient at such vectors 
a, by part (1) of Proposition 2.1. W 
It is useful to have available the simplified formula for M”(X,x) one 
obtains when a = 0. This is provided in the following lemma. [Along with 
the range notation R(.), we denote the nullspace by N(.).] 
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LEMMA 4.1. Let a = 0. Then (X,x) is feasible for P(O) if and only if X 
is an eigenvalue of B and x is a unit length eigenvector belonging to X. In 
this case one has 
M”(X,x) = {r E N(B - XI) : rtx = 1). (4.30) 
Proof: The claim concerning feasibility is immediate. From the defini- 
tion of the multiplier set A# (X, x), we see that kx E R(B - XI). However, 
(B - XI)x = a = 0 implies kx E N(B - XI). Since 
R(B - XI) n N(B - XI) = {o}, 
the formula (4.30) follows. ??
Following Clarke [3, 21, we shall say that a locally Lipschitz function f : 
R” -+ R is regular at x provided that the (ordinary) directional derivative 
f’(x; v) exists for every direction w, and f’(x; v) = f”(x; v). 
When bl is a simple eigenvalue of B, then Lipschitz continuity of X(e) 
near 0 and regularity at 0 are assured. This is taken up in the next corollary, 
which also provides a containment involving ax(O) and a formula for the 
directional derivative. These descriptions are in terms of the set 
X(O) = {x E N(B - bll) : xtx = l} 
that is, the set of unit length eigenvectors of B belonging to the eigenvalue 
bl. Note that when bl is simple, the eigenspace N(B - blI) has dimension 
equal to 1, and X(0) consists of only two vectors. (The proof of part (2) 
closely parallels that of Corollary 4 of Theorem 6.5.2 in Clarke [2].) 
COROLLARY 4.3. Assume that the bl is a simple eigenvalue of B. Then 
we have the following: 
1. The function X(.) is Lipschitz of rank K near 0 for any K > 1, and 
ax(o) c co{x(o)}. (4.31) 
2. Furthermore, X(.) is regular at 0, and for each direction v E R” we 
have 
X'(O;w) = max{vtx : x E X(O)} 
= max{vtx : x E co{X(O)}}. 
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Proof of Part 1: It is readily noted that 
co = ((b1,s) : 2 E X(O)}. 
Since the dimension of the eigenspace N(B - bi1) is 1, Lemma 4.1 implies 
M”(CO) = (0) (4.32) 
and 
M’(CO) = X(0). (4.33) 
Then (4.25) and Proposition 2.2 imply that -A(.) and therefore also A(.) 
are Lipschitz near 0, and that 
q-x)(o) c co{x(o)}. 
Now (4.31) follows from the fact that 8(-X)(O) = -aA [by Proposition 
2.1 (2)(e)] and the symmetry about the origin of co{X(O)}. 
Since 1 is a norm bound on ax(O), it follows from Proposition 2.1 2(b) 
that 
JXO(O;v)J < ]]u]] v?J E R”. 
This implies 
sup 
l imsup X(a + tv) - A(a) < 1 
{4Ml=1) 
{I LX-+0 t I> -' 
d0 
We claim that 
1 a’__+O lb1 -a211 1 l imsup W) - G2> 4 1 * 
C12-+0 
(4.34) 
(4.35) 
Suppose to the contrary that (4.35) did not hold. Then there would exist 
S > 0 and sequences ti 1 0, a, -+ 0, and ‘ui -+ w (with ]]ui]] = 1) such that 
limsup A(ai + 04) - x(ai) 
21+6. 
t10 ti 
(4.36) 
The continuity of A(.) then implies that there exists a unit length vector II 
such that 
limsup A(% + Gv) - A(%) 
b 
>1+s, (4.37) 
t1o 
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which contradicts (4.34); hence (4.35) holds. Since 
’ 
(4.38) 
a240 a2-+0 
any K > 1 can serve as the Lipschitz rank of X(.) near 0. 
Proof of Part 2: Fix x E X(O), and define 
x,(a) := max{X - JIy - 2)j2 : (B - Xl)y = a ,yty = 1). 
It is clear that the set of points where the above maximum is attained is 
cz = {bi,X}. 
We now introduce new multiplier sets for 1 E R: 
A&(X, y) = {r E Rn : 3k E R s.t. (B - Xl)r + Icy + 2(y - x) = 0, rty = I}. 
If one makes the obvious modifications, the proof of Theorem 4.1 goes 
through with A,(.) replacing A(.). Analogs of (4.25) and (4.26) result. 
Note that now 
M:(C) = {x) (4.39) 
and 
M,o(c;) = (0). (4.40) 
From the aforementioned analog of Theorem 4.1, Proposition 2.1 (2) (b), 
and (4.39), we obtain (for any direction w E R”) 
-x*(tv) + bi 
limsup t < (-x’*)O(O; U) 5 ?YZ. 
t1c 
Now, using the fact that A,(.) I A(.), we get 
-X@v)+b1 
limsup t 5 limsup 
-A*(b) + bl 
t1a t1c t ’ 
and therefore 
-X(ty) + bl < Zltx limsup t 
t1o 
In view of the fact that x E X(0) was arbitrary, we arrive at 
lim sup 
t1o 
-X(tl) + ‘l 5 min{wtx : x E X(O)}. (4.41) 
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Because X(0) is symmetric about 0, we can rewrite (4.41) as 
l im  inf X(tv) - bl 
t1o t 
> max{wts : z E X(O)}. (4.42) 
The maximum of a linear function over a compact convex set with nonempty 
interior is attained on the boundary of the set, since the boundary contains 
the extreme points. Hence (4.42) leads to 
liminf X(tv) - h 
t1s t 
2 max{wtz : z E co{X(O)}}. (4.43) 
Now, in view of Proposition 2.1 (2)(b) and the definition of the generalized 
directional derivative, we have 
lim sup x(tv)t- b1 2 X0(0; V) 2 max{rYz : 5 E co{X(O)}}. (4.44) 
tlo 
Together, (4.43) and (4.44) complete the proof. ??
The following result improves upon part (1) of Corollary 4.3 in two 
ways. Firstly, the largest eigenvalue of B is permitted to have arbitrary 
multiplicity. Secondly, the containment (4.31) is sharpened to an equality. 
THEOREM 4.2. The function A(.) is Lipschitz of rank K near 0 for any 
K > 1, and 
ax(o) = co{x(o)}. (4.45) 
The proof of the theorem will rely upon several lemmas. In the first of 
these, we show that it may without loss of generality be assumed that B 
is diagonal. 
LEMMA 4.2. In proving Theorem 4.2, it is su&ient to consider only 
the case where 
B = diag{bi, bz, . . . , bn}. 
Proof: We first consider-the claim regarding Lipschitz continuity. If K 
is a Lipschitz constant for A(.) near 0, then for any vectors a1 and a2 of 
sufficiently small norm, (3.19) implies 
IA - X(a2)1 = (A(U”al) - QU”a2)1 
I KJJUta’ - Uta2JJ 
= K)\a’ - a2\1. 
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To prove the rest of the lemma, let a E C(1). Then by the chain rule 
we have 
VA(U) = u V A(U%). 
Upon letting a --) 0, Proposition 2.1 (2)(d) yields 
ax(o) = X$0). 
Now, if (4.45) is valid for A(.), it follows that 
ax(o) = U{q E N(B - bl1) : qtq < 1) 
= U{q E N(VBU - bl1) : qtq 5 1) 
= {r E N(B - bil) : A- 5 1). 
So let us now assume that B is diagonal, and for E > 0, define the 
matrix 
B, := diag{bi + E, bz,. . . , b,}, 
which results from perturbing the first diagonal entry of B by E. (The 
introduction of B, will prove to be useful, because it will enable us to 
employ Corollary 4.3.) For a given vector a E Rn, we denote the maximal 
extended eigenvalue of B, by 
A,(a) := max{X : 3s E Rn st. (B, - X1)x = a, xtx = 1). 
Let us denote by PC(a) the variant of the mathematical programming prob- 
lem P(a) one obtains when B is replaced by B,, that is, 
maximize xtBEx - 2atx 
subject to xtx = 1. 
We shall require the following lemma. 
LEMMA 4.3. Let a E Rn. Then for E > 0 chosen suficiently small, one 
has 
IA(a) - AC(a)1 5 E Va E Rn. (4.46) 
Proof: We will consider the cases a E C(1) and a E C(2) separately. 
a E C(1): In this case, X(a) > bl. If al # 0, then the corresponding 
secular function for FE(a) is 
a? 
n 2 
G(W := 1 - Cbl + E _ x)2 
-z&fA)2. 
(4.47) 
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If al = 0, then 
(4.48) 
Let l? denote a compact interval which contains A(a) in its interior. We 
take l? sufficiently tight around A(a) so as to ensure that none of the bj is 
in I. We have 
s’,(X) + sa(X) as s -+ 0 
for each X E I’. Consequently, SE(.) approximates s,(.) uniformly on l?, 
to an arbitrary tolerance, depending on how small we choose E. Now, 
s,(A(a)) = 0, $(x(a)) > 0, and both functions SE,(.) and s,(.) are analytic 
on I. Hence, if E > 0 is chosen sufficiently small, then si(X,) = 0 for some 
A, as close to A(a) as we specify. In particular, i, > bl + E; that is, case 
1 holds for P,(a). This implies that i, = X,(a). We can now show that 
A,(a) > A(a). Indeed, if A,(a) < A(a), then we get a contradiction because 
the equalities s,(X(a)) = 0 and ~:(&(a)) = 0 could not simultaneously 
hold. In fact, for small E > 0, we are assured that 
A,(a) 2 A(a) > bl + E > bl. (4.49) 
We now claim that 
A,(a) L A(a) + E. (4.50) 
In order to verify (4.50), first consider the possibility that al = 0. Then 
the functions s,(.) and sz(.) are identical, and A(a) = A,(a). Hence (4.50) 
holds if ai = 0. Now assume that al # 0, and note that (4.49) implies 
2 
[bj -a;(a)]2 ’ 
4 ,b, _X,(a),2 vj = 2,3,...+. (4.51) 
Then in order for the equalities s,(X(a)) = 0 and $(X,(a)) = 0 to both 
hold, we must have 
4 
[bl - A( ’ 
a? 
[h + E - X,(a)]’ ’ 
(4.52) 
Since al # 0, (4.52) implies that (4.50) holds, from which (4.46) immedi- 
ately follows. 
a E C(2): In this case, there does not exist X > bl such that sa(X) = 0. 
This implies A(a) = bl, and J(a) n J(b) = 4. Since al = 0, it follows that 
s,( .) and SE,(.) are identical. Consequently, there does not exist X > bl + E 
such that s:(X) = 0. This means that case 2 holds in the problem PE(a). 
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Hence A,(a) = 61 + E, and again (4.46) holds. This concludes the lemma’s 
proof. ??
The next lemma is an immediate consequence of Corollary 4.3. (Note 
that it does not require smallness of E.) 
LEMMA 4.4. Let E > 0 be given. Then the function A,(.) is Lipschitz of 
rank K near 0, for any K > 1. 
We can now complete the proof of Theorem 4.2. 
Proof of Theorem 4.2~ For any vectors a1 and a2 and any E > 0, the 
triangle inequality yields 
INal) - A( I 
+ 
IL(J) - &(a’)1 
IA - X,(al)l + lA(a2) - X,(a2)(. 
Let K > 1. Then Lemmas 4.3 and 4.4 imply 
IA - A( 5 KJa’ - a’( + 2~ (4.53) 
for any a1 and a2 of sufficiently small norm, independently of E. Since E is 
arbitrary, this establishes the Lipschitz continuity of rank K for A(.) near 
0. 
We now turn to the verification of (4.45). Suppose that 0 # a E N(B - 
bl)l. Then the last n - k components of a are 0, where k is the algebraic 
multiplicity of bl . Since a E C(l), we may apply Corollary 4.1. By direct 
substitution, 
v x(a) = -$ [B - x(a)4 a. (4.54) 
Upon using (3.14), we obtain 
v x(a) = & E X(O). (4.55) 
Letting a ---) 0, Proposition 2.1 (2)(d) implies 
co{x(o)} c ax(o). (4.56) 
The reverse containment follows from (4.26) (with a = 0), the fact that 
8(-A)(O) = -aA( and 
Mi(CO) = X(O), (4.57) 
which is a consequence of Lemma 4.1. Hence (4.45) holds, and the proof is 
complete. m 
In view of Proposition 3.1, the following corollary is immediate. 
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COROLLARY 4.4. 
69-(O) = -2%!(O). (4.58) 
We are now in position to establish regularity of A(.) at the origin, 
without any assumptions on the multiplicity of br. 
THEOREM 4.3. The function A(.) is regular at 0. Furthermore, for any 
vector v E R”, the directional derivative of A(.) at 0 in the direction v is 
given by 
X'(O;v) = max{vtz : z E X(O)} 
= max{dx : z E co{X(O)}}. 
Proof: We first point out that no generality is lost if we assume that 
B is diagonal. One uses arguments very similar to the proof of Lemma 4.2; 
we leave the details to the reader. 
We know that A,(a) 5 X(a) + E and X,(O) = bl + E. We also know that 
A, (a) is regular at 0, and X:(0; v) = ( rtv 1, w h ere r is either of the two unit 
length eigenvectors of B, belonging to the eigenvalue br +E; note that these 
are also eigenvectors of B belonging to bl. Therefore, 
lim inf X(tv) - w > liminf L(tv) - UO) 
WJ t 
_ 
t10 t 
= Irtvl. 
Since the above relations are true if we define B, via an &-perturbation in 
any diagonal entry of B equalling br, we see that 
l im  inf X(tu) - W) 
IlO t 
> max{vts : 5 E X(O)} 
= max{wtz : x E co{X(O)}} 2 X’(O;v). 
On the other hand, by definition we have 
limsup A(tv) - ‘(O) < X0(0; w). 
t 
_ 
t1o 
(4.59) 
??This completes the proof. 
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5. CONCLUDING COMMENTS 
Most of our results have focused on the behavior of A(.) near the origin. 
It would be of interest to ascertain the local behavior of this function also 
at nonzero points. Points in C(1) present no mystery, since we have contin- 
uous differentiability on that set, and a formula for the gradient. However, 
describing the behavior of A(.) near a general nonzero point in C(2) re- 
mains an open problem. Other questions which remain to be answered 
concern establishing “global” properties of A(.). (Recall that in Remark 
3.3 we noted that neither convexity nor concavity holds, in general.) One 
global property that can be verified is a certain kind of monotonicity. Be- 
fore giving the result, we need to introduce some further notation: Given 
a vector x E Rn, .th we denote by (xl the vector whose 2 component is 
(xii, i = 1,2,. . ,n. The inequality 1x1 > (yj means that 12iJ > lyil holds 
for each component. 
PROPOSITION 5.1. Let U be a unitamJ matrix such that 
UtBU = diag{bi, b2, . . . , bn}. 
Then the following hold: 
JUal = I&%/ * X(Ua) = A(Ua). (5.60) 
pal > IUiil + A(Ua) > X(E). (5.61) 
Proof: In view of (3.19), it suffices to prove the assertion for B already 
diagonal; that is, U = I. The implication (5.60) is a direct consequence of 
the definition of A(.). We now turn towards proving (5.61). If a E C(2), 
then there is nothing to show, since the global minimum value of A(.) is 
attained only on C(2), and [a( > 17il implies that a $ C(2). So we assume 
that zi E C(l), and that Ial > I&l. Then a E C(l), because no component 
of a is zero. Now, we necessarily have 
and 
l_f: ii3 
j=l [bj - A( = ” 
(5.62) 
(5.63) 
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Since aj > ti! for each j, the previous two equations imply that X(a) > A(a). 
m 
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