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We study the existence of quasi-periodic solutions to differential equations with
piecewise constant argument (EPCA, for short). It is shown that EPCA with peri-
odic perturbations possess a quasi-periodic solution and no periodic solution. The
appearance of quasi-periodic rather than periodic solutions is due to the piecewise
constant argument. This new phenomenon illustrates a crucial difference between
ODE and EPCA. The results are extended to nonlinear equations.  2002 Elsevier
Science (USA)
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0. INTRODUCTION
Let T be the set of periodic functions with period T . It is well known
that the linear ordinary differential equation of ﬁrst order
x˙t = axt + f t f ∈ T  (1)
possesses a unique T -periodic solution if a = 0, where T is any real number.
In [20], Yuan and Hong proved the existence of periodic solutions for the
173
0022-247X/02 $35.00
 2002 Elsevier Science (USA)
All rights reserved.
174 ku¨pper and yuan
following differential equations with piecewise constant argument (EPCA,
for short),
x˙t = axt +
N∑
i=−N
aix	t + i
 + f t N ≥ 1 (2)
f ∈ T , under certain assumptions. In particular, it was needed that T
be a rational number. Here, 	·
 denotes the greatest integer function. The
question arises here. Does Eq. (2) possess a periodic solution, when T is
an irrational number? In the present paper, we will show that Eq. (2) pos-
sesses a quasi-periodic solution and no periodic solution if T is an irrational
number. Therefore, this paper shows the difference between Eq. (1) and
Eq. (2). The difference arises through the piecewise constant argument. To
our knowledge, it has also been a fascinating problem that periodic systems
possess quasi-periodic motions. It is well known that KAM theory can be
applied to show the existence of quasi-periodic motions for periodic ordi-
nary differential equations (see [9] and references therewith).
Equation (2) has the structure of a continuous dynamical system in inter-
vals of unit length. Continuity of a solution at a point joining any two con-
secutive intervals implies a recursion relation for the values of the solution
at such points. Therefore, they combine the properties of differential equa-
tions and difference equations. The equations are thus similar in structure
to those found in certain “sequential-continuous” models of disease dynam-
ics as treated by Busenberg and Cooke in [3]. Another potential application
of EPCAs is in the stabilization of hybrid control systems with feedback
delays. By a hybrid system we mean one with a continuous plant and with a
discrete (sampled) controller. Some of these systems may be described by
EPCA. There exists an extensive literature dealing with differential equa-
tions with piecewise constant argument. The ﬁrst contribution is due to
Cooke and Wiener [4] and Shah and Wiener [16]. Cooke and Wiener stud-
ied in [4, 6] the existence and uniqueness of solution and of its backward
continuation on −∞ 0
 and investigated asymptotic stability of the triv-
ial solution for Eq. (2). The results about oscillation properties can be
found in [1, 2, 5, 17, 18] and references therewith. The existence of peri-
odic solutions has been studied in [1, 2, 5, 17] and references therewith.
In their comprehensive survey paper, Cooke and Wiener [5] described the
results (before 1991) in the area of differential equations with piecewise
constant argument, summarizing all the previous work concerning stabil-
ity, oscillation properties, and existence of periodic solutions. In a series of
papers [12–15], Papaschinopoulos studied the topology equivalence, asymp-
totic behavior, and integral manifolds for these equations. Recently, the
existence of almost periodic solutions for EPCA has been studied ( see [19,
20] for details). To our knowledge, the quasi-periodic case of Eq. (2) has
not been studied. We will concentrate on this case in this paper.
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Following [4–6], we say that a function x R→ R is a solution of Eq. (2)
if the following conditions are satisﬁed:
(i) x is continuous on R,
(ii) the derivative x˙t of xt exists everywhere, with the possible
exception of the points n n ∈ Z, where one-sided derivatives exist,
(iii) x satisﬁes Eq. (2) on each interval n n + 1, n ∈ Z =
   −1 0 1   
The present paper is organized as follows. In Section 1, we consider
Eq. (2) with quasi-periodic perturbations. In particular, the results imply
that Eq. (2) in the periodic case possesses a quasi-periodic solution and no
periodic solution. The proof of the theorem in Section 1 is given in Section
2. In Section 3, we consider the set of generalized quasi-periodic functions
and investigate the existence of quasi-periodic solution for quasilinear dif-
ferential equations with piecewise constant argument.
1. STATEMENT OF THE MAIN THEOREM
Assume that ω1ω2     ωr ∈ R. ω1ω2     ωr ∈ R are called rationally
independent if
k1ω1 + k2ω2 + · · · + krωr = 0 ∀k1    kr ∈ Q\0
where Q is the set of all rational numbers. For example, if ω is irrational,
1 and ω are rationally independent.
Deﬁnition. Assume that ω1ω2     ωr ∈ R are rationally indepen-
dent. A function x R→ Rp, t → xt, is said to be quasi-periodic with fre-
quencies ω1     ωr if there exists a periodic function F = Fθ1     θr
in θ1 θ2    and θr with period 1, such that
xt = Fω1t ω2t     ωrt ∀ t ∈ R
For convenience, we denote ω = ω1     ωr, m = m1    mr ∈ Zr ,
and
mω = m1ω1 + · · · +mrωr
Set
ω =
{
f t =∑
m
fme
i2πmωt
∣∣∣∑
m
fm < +∞ f−m = f¯m
}

It is easy to see that every function in ω is quasi-periodic with fre-
quencies ω. Setting f  =∑m fm, it is easily shown that ω  ·  is a
Banach space.
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If xt is a solution of Eq. (2) on R, we have the relations
xt = eat−ncn +
(
eat−n − 1
) N∑
i=−N
a−1aicn+i
+
∫ t
n
eat−sf sds n ≤ t < n+ 1 (3)
where
xn+ i = cn+i −N ≤ i ≤ N
By using the continuity of a solution at a point t = n + 1, we obtain the
difference equation
cn+1 = eacn +
N∑
i=−N
ea − 1a−1aicn+i
+
∫ n+1
n
ean+1−sf sds n ∈ Z (4)
Setting
b0 = ea + a−1a0ea − 1
b1 = a−1a1ea − 1 − 1
bi = a−1aiea − 1 i = −1±2    ±N
hn = −
∫ n+1
n
ean+1−sf sds
we can rewrite Eq. (4) as
N∑
i=−N
bicn+i = hn (5)
The corresponding homogeneous equation of Eq. (5) is
N∑
i=−N
bicn+i = 0 (6)
Following [6], we can seek the particular solutions as cn = λn for the homo-
geneous difference Eq. (6), where λ satisﬁes the equation
N∑
i=−N
biλ
n+i = 0 (7)
Now, we can formulate our main theorems.
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Theorem 1. Assume that 1ω1     ωr are rationally independent and
that the norm of all roots of Eq. (7) is not equal to 1. Then, for any f t ∈
ω, Eq. (2) has a unique quasi-periodic solution xt with frequencies
1ω.
Corollary. Assume that ω ∈ R is irrational and that the norm of all
roots of Eq. (7) is not equal to 1. Then, for any f t ∈ T , T = 1ω , Eq. (2)
has a unique quasi-periodic solution with frequencies 1ω.
Example. We consider
x˙t = axt + a0x	t
 + a−1x	t − 1
 + a1x	t + 1
 + f t
The characteristic Eq. (7) reduces to
b1λ
2 + b0λ+ b−1 = 0
where
b0 = ea + a−1a0ea − 1
b−1 = a−1a−1ea − 1
b1 = a−1a1ea − 1 − 1
Denote by (H) the relation that the norm of all roots of Eq. (7) is not equal
to 1. In this case, (H) is equivalent to
b1 + b−1 cos θ+ b0 = 0
or θ ∈ 	0 2π
,
b1 − b−1 sin θ = 0
i.e., 
a1 + a−1 cos θ+ a+ a0 =
acos θ− 1
ea − 1 
or θ ∈ 	0 2π
.(
a1 − a−1 −
a
ea − 1
)
sin θ = 0
(8)
Thus, the conditions
a1 + a−1 + a+ a0 = 0
−a1 + a−1 + a+ a0 =
−2a
ea − 1 
a1 − a−1 −
a
ea − 1 = 0
guarantee that Eq. (8) holds. It follows that (H) holds when a = a0 = a−1 =
a1 = 1. From the Corollary, it follows that, for any f t ∈ T , the equation
x˙t = xt + x	t
 + x	t − 1
 + x	t + 1
 + f t
possesses a unique quasi-periodic solution with frequencies 1ω, where
ω = 1
T
∈ R is irrational.
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Remark 1. In [20], the existence of an almost periodic solution of Eq.
(2) was studied when f t is almost periodic on R. A function f is called
an almost periodic function, if for any  > 0, the -translation set of f
T f  =
{
τ ∈ R f t + τ − f t <  t ∈ R
}
is a relative dense set on R (i.e., there exists l > 0 such that, for any a ∈ R,
	a a+ l
⋂T f  = ). Let λj denote the set of all real numbers such
that
lim
T→∞
1
T
∫ T
0
f t exp−iλjtdt = 0
It is well known that the set of numbers λj in the above formula is
countable. The set ∑N1 njλj for all integers N and integers nj is called
the module of f t, denoted by modf . If we denote by  ,  ,  the set
of periodic functions, quasi-periodic functions, almost periodic functions,
respectively, it is well known that the following relation holds:
 ⊂  ⊂  
If f t ∈ T and T is irrational, it is known from the results in [20] that
Eq. (2) possesses a unique almost periodic solution. We should point out
that there is no discussion on the modules containment for the almost
periodic solution in [20]. So, the results in [20] do not imply the existence
of quasi-periodic solutions.
Remark 2. In [20], there is the assumption that all roots of characteristic
Eq. (7) are simple. By the method in this paper, we can improve the results
in [20], i.e., we can remove the condition that all characteristic roots are
simple.
2. PROOF OF THEOREM 1
Suppose that the different roots of Eq. (7) are denoted by λ1 λ2     λs,
with multiplicities κ1 κ2     κs,
∑s
j=1 κj = 2N . It is known that
cn =
{
k1λ
n
1 + k2nλn1 + · · · + kκ1nκ1−1λn1
+ · · · + k2N−κsλns + · · · + k2Nnκs−1λns
}
is the general solution of Eq. (6), where k1     k2N are arbitrary constants.
Set
L = {l λl < 1 1 ≤ l ≤ 2N} L′ = {l λl > 1 1 ≤ l ≤ 2N}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Then L ∩ L′ = , L ∪ L′ = 1     2N. We deﬁne a sequence cn by
cn =
∑
l∈L
κl−1∑
j=0
kl j
∑
m≤n−1
	n− m+ 1
jλn−m+1l hm
+∑
l∈L′
κl−1∑
j=0
kl j
∑
m≥n
	n− m+ 1
jλn−m+1l hm (9)
where the unknown constants kl j , 0 ≤ j ≤ κl − 1, 1 ≤ l ≤ s, are determined
later.
Step 1. We want to choose kl j such that the sequence cn deﬁned
by Eq. (9) is a solution of the difference equation (5).
Inserting Eq. (9) into Eq. (5), we obtain
N∑
i=−N
bicn+i =
N∑
i=−N
bi
∑
l∈L
κl−1∑
j=0
kl j
× ∑
m≤n+i−1
	n+ i− m+ 1
jλn+i−m+1l hm
+
N∑
i=−N
bi
∑
l∈L′
κl−1∑
j=0
kl j
× ∑
m≥n+i
	n+ i− m+ 1
jλn+i−m+1l hm
= hn (10)
By using Eq. (7) and comparing the coefﬁcients of the hns, we have the
relations∑
l∈L
κl−1∑
j=0
λlkl j −
∑
l∈L′
κl−1∑
j=0
λlkl j = 0
· · ·∑
l∈L
κl−1∑
j=0
λN−2l N − 2jkl j −
∑
l∈L′
κl−1∑
j=0
λN−2l N − 2jkl j = 0
∑
l∈L
κl−1∑
j=0
λN−1l N − 1jkl j −
∑
l∈L′
κl−1∑
j=0
λN−1l N − 1jkl j =
1
bN
 (11)
∑
l∈L
κl−1∑
j=0
λNl N
jkl j −
∑
l∈L′
κl−1∑
j=0
λNl N
jkl j = −
bN−1
b2N

· · ·
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∑
l∈L
κl−1∑
j=0
λ2Nl 2Njkl j
− ∑
l∈L′
κl−1∑
j=0
λ2Nl 2Njkl j = Rb−1 b0     bN−1 bN
where Rb−1 b0     bN−1 bN is a rational function of b−1 b0     bN−1,
bN . If we consider kl j l ∈ L 0 ≤ j ≤ κl − 1 −kl j l ∈ L′ 0 ≤ j ≤
κl − 1 as unknown variables, the coefﬁcient determinant of the linear sys-
tems (11) is the Casorati matrix generated by 2N linearly independent solu-
tions of Eq. (6) and different from zero (e.g., see [10]). Hence, we can
uniquely determine a set of values k∗1     k∗2N from Eq. (11). Therefore,
the sequence cn deﬁned by
cn =
∑
l∈L
κl−1∑
j=0
k∗l j
∑
m≤n−1
	n− m+ 1
jλn−m+1l hm
+ ∑
l∈L′
κl−1∑
j=0
k∗l j
∑
m≥n
	n− m+ 1
jλn−m+1l hm n ∈ Z (12)
is a solution of the difference equation (5).
Step 2. Since f ∈ ω, we can expand f as
f t =∑
k
fke
i2πkwt  f−k = f¯k
∑
k
fk < +∞ (13)
It is easy to calculate that
hn =
∫ n+1
n
ean+1−sf sds
=∑
k
ea	ei2πkω−a − 1

i2πk ω − a fke
i2πkωn (14)
Setting
Hk =
ea	ei2πkω−a − 1

i2πkω − a fk
it is easily checked that
H−k = "Hk and Hk ≤ C1fk (15)
which follows that hn is well deﬁned, where C1 = 	eaea + 1/a
fk.
Denote
pjx = x+ 2jx2 + · · · + ujxu + · · ·  x < 1
qjx = 1+ 2jx+ · · · + ujxu−1 + · · ·  x < 1
(16)
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where j is a ﬁxed nonnegative integer. Then, we can write cn as
cn =
∑
l∈L
κl−1∑
j=0
k∗l j
∑
k
Hke
i2πkωn
×
{
1λle
−i2πkω2 + 2jλ2l e−i2πkω3 + · · · + ujλul e−i2πkωu+1 + · · ·
}
+∑
l∈L′
κl−1∑
j=0
k∗l j
∑
k
−1jHkei2πkωnλ−1l
×
{
1+ 2jλ−1l ei2πkω + · · · + ujλ−u−1l ei2πkωu−1 + · · ·
}
=∑
k
Gke
i2πkωn
where
Gk = Hk
[∑
l∈L
κl−1∑
j=0
k∗l je
−i2πkωpj
(
λle
−i2πkω
)
+ ∑
l∈L′
κl−1∑
j=0
k∗l j−1jλ−1l qj
(
λ−1l e
i2πkω
)]
 (17)
It is easily checked that G−k = "Gk and
Gk ≤
[∑
l∈L
κl−1∑
j=0
k∗l jpjλl
+ ∑
l∈L′
κl−1∑
j=0
k∗l jλ−1l qj
(
λ−1l 
)]ea	ea + 1

a fk (18)
which implies that cn is well deﬁned. Setting
C2 =
∑
l∈L
κl−1∑
j=0
k∗l jpjλl +
∑
l∈L′
κl−1∑
j=0
k∗l jλ−1l qjλ−1l  (19)
it follows that
Gk ≤ C1C2fk
Step 3. For the above mentioned sequence cn, we can obtain a solu-
tion of Eq. (2) by using (3):
xt = eat−ncn + eat−n − 1
N∑
j=−N
a−1ajcn+j
+
∫ t
n
eat−sf sds n ≤ t < n+ 1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From the construction of cn, we know that xt is continuous on R. xt
can be rewritten in the form
xt = eat∑
k
Gke
i2πkωte−i2πkωt
+
(
eat − 1
) N∑
j=−N
a−1aj
∑
k
Gke
i2πkωjei2πkωte−i2πkωt
+∑
k
fk
i2πk ω − ae
i2πkωt
−∑
k
fk
i2πk ω − ae
i2πkωte−i2πkωteat (20)
Set
Fθ1 θ2 = eaθ1
∑
k
Gke
i2πk θ2e−i2πkωθ1
+
(
eaθ1 − 1
) N∑
j=−N
a−1aj
∑
k
Gke
i2πkωjei2πk θ2e−i2πkωθ1
+∑
k
fk
i2πk ω − ae
i2πk θ2
−∑
k
fk
i2πk ω − ae
i2πk θ2e−i2πkωθ1eaθ1
It is easy to see that F is periodic in θ1 and θ2 with period 1, and xt can
be written in the form
xt = Ft ωt
which is continuous on R. It follows that xt is quasi-periodic with fre-
quencies 1ω. So, the equation possesses a quasi-periodic solution xt
with frequencies 1ω. We can also write the quasi-periodic solution xt
as
xt =∑
k
xktei2πkω	t

where
xks = easGk + eas − 1
N∑
j=−N
a−1ajGke
i2πkωj
− fk
i2πk ω − ae
as + fk
i2πk ω − ae
i2πkωs (21)
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is continuous on [0,1], x−ks = x¯ks, and
xks ≤ eaGk +
(
ea − 1
) N∑
j=−N
a−1ajGk
+ fka e
a + fka  s ∈ 	0 1

Thanks to Eqs. (15) and (19), we obtain
xks ≤ C3fk s ∈ 	0 1

where
C3 = C1C2ea + C1C2
(
ea − 1) N∑
j=−N
a−1aj + C1
Step 4. If x∗t is a bounded solution of Eq. (2), then x∗t − xt is
a bounded solution of the corresponding homogeneous equation. Then
x∗n − xnn∈Z is a solution of the homogeneous difference equation
(6). Hence, there exist kl j , 0 ≤ j ≤ κl − 1 1 ≤ l ≤ s, such that
x∗n − xn = ∑
l∈L
κl−1∑
j=0
kl j
∑
m≤n−1
	n− m+ 1
jλn−m+1l hm
+ ∑
l∈L′
κl−1∑
j=0
kl j
∑
m≥n
	n− m+ 1
jλn−m+1l hm
From the boundedness of x∗n − xnn∈Z , it follows thatx∗n−xn ≡ 0.
By using variation of constants formulas, we can show that x∗t ≡ xt,
t ∈ R. Since the periodic solutions of Eq. (2) must be bounded solutions,
it follows that Eq. (2) does not have any periodic solutions. This is the end
of Theorem 1.
3. QUASILINEAR DIFFERENTIAL EQUATIONS WITH
PIECEWISE CONSTANT ARGUMENT
In this section, we will consider the following differential equations with
piecewise constant argument,
x˙t = axt +
N∑
j=−N
ajx	t + j
 + f t + µgt xt x	t
 (22)
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where f ∈ ω and g R× R× R→ R, t → gt x y, is quasi-periodic
in t with frequencies ω = ω1     ωr. Furthermore, we suppose that g
can be written in the form
gt x y =∑
k
∑
l
Fk lx
l1yl2ei2πkωt 
where l = l1 l2, F−k l = "Fk l, and x < +∞, y < +∞, i.e., g is a real
analytic quasi-periodic function.
Theorem 2. Assume that 1ω1     ωr are rationally independent and
that the norm of all roots of Eq. (7) is not equal to 1. Then there exists a
µ∗ > 0, such that when 0 < µ < µ∗, Eq. (22) has a uniquely determined
quasi-periodic solution xt with frequencies 1ω.
Remark 3. From the proof of Theorem 1, we know that there exists a
new class of functions xt, which are continuous and can be written in the
form
xt =∑
k
xktei2πkω	t

where xk· ∈ C	0 1
, ∀k ∈ Z, and x−ks = x¯ks, s ∈ 	0 1
. Here, C	0 1

denotes the set of continuous functions on [0,1]. The above mentioned func-
tion xt is a quasi-periodic function with frequencies 1ω and is called
a generalized quasi-periodic function with frequencies 1ω. When xt is
a generalized quasi-periodic function with frequencies 1ω, it is easy to
see that the function gt xt x	t
 is not necessarily of the form which
is needed in Theorem 1. Thus, we cannot use the results of Theorem 1 in
the proof of Theorem 2. This stimulates us to discuss the following set
1ω =
{
φt ∈ CRφt =∑
k
φktei2πkω	t
 φ−ks = φ¯ks
∀k φks ∈ C	0 1

∑
k
sup
0≤s≤1
φks < +∞
}

where CR denotes the set of continuous functions deﬁned on R. It is easy
to see that 1ω is a linear space on R ( or C ) and the quasi-periodic
solution of Eq. (2) is in 1ω, which implies that 1ω is not
empty.
We deﬁne
$φ$G =
∑
k
sup
0≤s≤1
φks ∀φ ∈ 1ω
Clearly, $ · $G is a norm of 1ω.
Lemma. 1ω $ · $G is a Banach space.
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Proof. It is well known that C	0 1
  ·  is a Banach space, where
φ = sup0≤s≤1 φs, ∀φ ∈ C	0 1
. Suppose φnt is a Cauchy sequence
in 1ω $ · $G, i.e., for any  > 0, there exists an N > 0 such that,
when nm > N , it follows that $φn − φm$G < . It is easily shown that
φn is a bounded sequence in 1ω $ · $G. By deﬁnition, φn
can be written in the form
φnt =
∑
k
φ
n
k tei2πkω	t
 t ∈ R
Since
φnt −φmt =
∑
k
φnk t −φmk tei2πkω	t

it follows that
sup
0≤s≤1
φnk s −φmk s <  nm > N uniformly for k
This implies that there exists φ∗ks ∈ C	0 1
 such that
φ
n
k s → φ∗ks as n→∞ uniformly for k
Since φn is a bounded sequence, it follows that∑
k
sup
0≤s≤1
φ∗ks < +∞
Deﬁne
φ∗t =∑
k
φ∗ktei2πkω	t
 t ∈ R
Then φ∗t ∈ 1ω. Clearly, φn → φ∗ in  $ · $G. This is the
end of the lemma.
Proof of Theorem 2. Take B such that C3f  < B. Assume that φt ∈
1ω and $φ$G ≤ B, i.e., φ is in the form
φt =∑
k
φktei2πkω	t
 ∈ CR
where φk· ∈ C	0 1
 ∀k ∈ Z, and φ−ks = φ¯ks, s ∈ 	0 1
. We consider
the following differential equations
x˙t = axt +
N∑
j=−N
ajx	t + j
 + f t + µgt φt φ	t
 (23)
where
gφt = gt φt φ	t

= ∑
k
∑
l
Fk lφ
l1tφl2	t
ei2πkωt  l = l1 l2
Because gφt /∈ ω in general, we cannot conclude that Eq. (23) pos-
sesses a unique solution in 1ω by using the results of Theorem 1.
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In the following, we ﬁrst want to prove that there exists a unique solution
of Eq. (23) in 1ω, which is denoted by xφt.
If xt is a solution of Eq. (23) on R, we have the following relations
xt = eat−ncn + eat−n − 1
N∑
j=−N
a−1ajcn+j
+
∫ t
n
eat−sf s + µgφsds (24)
n ≤ t < n+ 1, where
xn+ j = cn+j −N ≤ j ≤ N
By using the continuity of a solution at a point, we obtain the difference
equation
N∑
j=−N
bjcn+j = hn + µhφn  n ∈ Z (25)
where
hn = −
∫ n+1
n
ean+1−sf sds
hφn = −
∫ n+1
n
ean+1−sgφsds
h
φ
n can be written in the form
hφn = −
∑
k l
eaFk lφ
l2nei2πkωn
∫ 1
0
e−asφl1n+ sei2πkωs ds
Since φt ∈ 1ω, it follows that
φl1n+ s = ∑
m1ml1
φm1s · · ·φml1 se
i2πm1+···+ml1 ωn
0 ≤ s < 1 n ∈ Z
and
φl2n = ∑
ν1νl2
φν10 · · ·φνl2 0e
i2πν1+···+νl2 ωn n ∈ Z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Therefore, hφn can be written as
hφn = −
∑
k l
Fk le
a
∑
ν1νl2
φν10 · · ·φνl2 0e
i2πν1+···+νl2 ωnei2πkωn
·
∫ 1
0
e−as
∑
m1ml1
φm1s · · ·φml1 se
i2πm1+···+ml1 ωnei2πkωs ds
= −∑
k l
∑
ν1νl2
∑
m1ml1
Fk le
aφν10 · · ·φνl2 0
×
∫ 1
0
e−asφm1s · · ·φml1 se
i2πkωs ds · ei2πm1+···+ml1+ν1+···+νl2+kωn
Setting
αl = m1    ml1 ν1     νl2
αl = m1 + · · · +ml1 + ν1 + · · · + νl2
H
φ
k l αl
= Fk leaφν10 · · ·φνl2 0
×
∫ 1
0
e−asφm1s · · ·φml1 se
i2πkωs ds
h
φ
n can be rewritten in the form
hφn = −
∑
β
∑
l
∑
αl
H
φ
β−αl  l αl e
i2πβωn
= −∑
β
Ĥ
φ
β e
i2πβωn (26)
where
Ĥ
φ
β =
∑
l
∑
αl
H
φ
β−αl  l αl e
i2πβωn
It is easy to see that∑
β
∣∣Ĥφβ ∣∣ ≤∑
β
∑
l
∑
ν1···νl2
∑
m1···ml1
∣∣Hφβ−m1+···+ml1+ν1+···+νl2  lm1ml1  ν1νl2 ∣∣
≤∑
γ
∑
l
ea
a
∣∣Fγ l∣∣
(∑
j
φj
)l1+l2
< +∞
where
φj = sup
0≤s≤1
φjs ∀ j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This implies that hφn is well deﬁned. Thanks to Eqs. (16) and (17), we can
write cˆφn as
cˆφn =
∑
k
Gke
i2πkωn+µ∑
l∈L
κl−1∑
j=0
k∗lj
∑
k
Ĥ
φ
k e
i2πkωn
×{1λle−i2πkω2+2jλ2l e−i2πkω3+···+ujλul e−i2πkωu+1+···}
+µ∑
l∈L′
κl−1∑
j=0
k∗lj
∑
k
−1jĤφk ei2πkωnλ−1l
×{1+2jλ−1l ei2πkω+···+ujλ−u−1l ei2πkωu−1+···}
=∑
k
(
Gk+µĜφk
)
ei2πkωn
where
Ĝ
φ
k =Ĥφk
[∑
l∈L
κl−1∑
j=0
k∗lje
−i2πkωpj
(
λle
−i2πkω)
+∑
l∈L′
κl−1∑
j=0
k∗lj−1jλ−1l qj
(
λ−1l e
i2πkω
)]

From Eq. (19), it is easily checked that∣∣Ĝφk ∣∣ ≤ C2∣∣Ĥφk ∣∣ and Ĝφ−k = "̂Gφk 
which implies that cˆφn is well deﬁned. For the above mentioned sequence
cˆφn , we can obtain a solution of Eq. (23),
xφt = eat−ncˆφn +
(
eat−n − 1) N∑
j=−N
a−1ajcˆ
φ
n+j
+
∫ t
n
eat−sf s + µgφsds
n ≤ t < n+ 1. From the construction of cˆφn , we know that xφt is con-
tinuous on R. xφt can be written in the form
xφt = eat−n∑
k
(
Gk + µĜφk
)
ei2πkωn + (eat−n − 1) N∑
j=−N
a−1aj
·∑
k
(
Gk + µĜφk
)
ei2πkωn+j
+
∫ t
n
eat−sf s + µgφsds (27)
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It is easy to see that∫ t
n
eat−sgφsds =
∑
k l
Fk le
at−nφl2nei2πkωn
×
∫ t−n
0
e−asφl1n+ sei2πkωs ds
Since φt ∈ 1ω, it follows that∫ t
n
eat−sgφsds
=∑
k l
∑
ν1···νl2
∑
m1···ml1
Fk le
at−nφν10 · · ·φνl2 0
×
∫ t−n
0
e−asφm1s · · ·φml1 se
i2πkωs ds
· ei2πm1+···+ml1+ν1+···+νl2+kωn
Setting
αl = m1    ml1 ν1     νl2
αl = m1 + · · · +ml1 + ν1 + · · · + νl2
H
φ
k l αl
u = Fk leauφν10 · · ·φνl2 0
×
∫ u
0
e−asφm1s · · ·φml1 se
i2πkωs ds
we can obtain ∫ t
n
eat−sgφsds =
∑
β
Ĥ
φ
β tei2πβωn (28)
where
Ĥ
φ
β u =
∑
l
∑
αl
H
φ
β−αl  l αlu
It is easy to see that
∑
β
∣∣Ĥφβ u∣∣ ≤∑
γ
∑
l
eauFγ l
(∑
ν
φν0
)l2
×
∫ u
0
e−as
(∑
m
φms
)l1
ds < +∞
190 ku¨pper and yuan
which implies that Ĥφβ u is continuous on 0 ≤ s ≤ 1. From Eq. (28), we
can rewrite xφt as follows,
xφt = eat−n∑
k
(
Gk + µĜφk
)
ei2πkωn + (eat−n − 1) N∑
j=−N
a−1aj
·∑
k
(
Gk + µĜφk
)
ei2πkωn+j +∑
k
fk
i2πk ω − ae
i2πkωt
−∑
k
fk
i2πk ω − ae
i2πkω	t
eat−n + µ∑
k
Ĥ
φ
k tei2πkωn
=∑
k
xkt + µxφk tei2πkω	t
 n ≤ t ≤ n+ 1
where xkt is deﬁned by Eq. (21) and
xˆ
φ
k t = Ĝφk eat +
(
eat − 1) N∑
j=−N
a−1aje
i2πkωjĜφk + Ĥφk t
for all k. Therefore, xφt ∈ 1ω. Furthermore,
$xφ$G ≤
∑
k
(
sup
0≤s≤1
xks + µ sup
0≤s≤1
xφk s
)
≤ C3f  + µ
(
ea
∑
k
Ĝφk  + ea − 1
N∑
j=−N
a−1aj
∑
k
Ĝφk 
+∑
k
sup
0≤s≤1
Ĥφk s
)

It follows that there exists µ1 > 0 such that, when 0 < µ < µ1, $xφ$G ≤ B.
This implies that we can deﬁne a mapping T from B1ω to itself,
where
B1ω =
{
φ ∈ 1ω∣∣$φ$G ≤ B}
For any φ, ψ ∈ B1ω, Tφt − Tψt = xφt − xψt satisﬁes
the following differential equation
z˙t = azt +
N∑
j=−N
ajz	t + j
 + µgt φt φ	t

− µgt ψt ψ	t
 (29)
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and
xφt − xψt = eat−n[Tφn − Tψn]
+eat−n − 1
N∑
j=−N
a−1aj
[Tφn+ j − Tψn+ j]
+ µ
∫ t
n
eat−s
[
gsφs φ	s

− gs ψs ψ	s
]ds n ≤ t < n+ 1
It is known that
N∑
j=−N
bj	Tφn+ j − Tψn+ j
 = µhφn − hψn 
where
hφn = −
∫ n+1
n
ean+1−sgsφs φ	s
ds
hψn = −
∫ n+1
n
ean+1−sgs ψs ψ	s
ds
From the proof of Theorem 1, we know that there exist k∗1     k
∗
2N such
that
Tφn − Tψn
= µ∑
l∈L
κl−1∑
j=0
k∗l j
∑
m≤n−1
[
n− m+ 1]jλn−m+1l hφn − hψn 
+ µ∑
l∈L′
κl−1∑
j=0
k∗l j
∑
m≥n
[
n− m+ 1]jλn−m+1l hφn − hψn 
Similarly, it can be shown that∣∣hφn −hψn ∣∣
≤
∣∣∣∣∑
β
∑
l
∑
ν1···νl2
∑
m1···ml1
(
Fβ−αl le
aφν10···φνl2 0
×
∫ 1
0
e−asφm1s···φml1 se
i2πkωsds
−Fβ−αl leaψν10···ψνl2 0
×
∫ 1
0
e−asψm1s···ψml1 se
i2πkωsds
)∣∣∣∣
≤∑
k
∑
l
2
ea
a Fkl·l·B
l−1$φ−ψ$G l= l1+l2
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and ∣∣∣ ∫ t
n
eat−s
[
gsφs φ	s
 − gs ψs ψ	s
]ds∣∣∣
≤∑
k
∑
l
2
ea
a Fk l · l · B
l−1$φ− ψ$G l = l1 + l2
From these, it follows that there exists a µ∗ > 0 (we can choose
µ∗ such that µ∗ < µ1) such that, if 0 < µ < µ∗, the mapping
T  B1ω → B1ω is a contracting mapping. This implies
that there exists a unique φ∗ ∈ B1ω such that Tφ∗ = φ∗, i.e., φ∗t
is the unique quasi-periodic solution of Eq. (22) with frequencies 1ω.
This is the end of Theorem 2.
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