Abstract We propose and examine statistical test-strategies that are somewhat between the maximum likelihood ratio and Bayes factor methods that are well addressed in the literature. The paper shows an optimality of the proposed tests of hypothesis. We demonstrate that our approach can be easily applied to practical studies, because execution of the tests does not require deriving of asymptotical analytical solutions regarding the type I error. However, when the proposed method is utilized, the classical significance level of tests can be controlled.
Introduction
Testing statistical hypotheses probably has a much longer history than it appears. Our modest attempt in the search notes that Karl Pearson (1900) used significance testing for a simple multinomial hypothesis. Ronald A. Fisher had tremendous contributions in this area of hypothesis testing; see for example Fisher (1925) . The statistical hypothesis testing as we know it was mainly due to the important work of Jerzy Neyman and Egon Pearson who laid down the foundation and the formulation. In a series of papers, starting perhaps in 1928, Neyman and Pearson clearly formulated the classical hypothesis testing problem and obtained very far reaching results which established this area as an important branch of statistical inference. Subsequently many other statistical giants keep making profound contributions, making this paradigm even more important in the statistical discipline. An excellent account can be found in Lehmann and Romano (2005) .
It should also be noted that there has been a huge literature on the advocation and on the criticism of the Neyman Pearson formulation of statistical hypothesis testing. The present paper is not to add to the controversies by extolling the virtues or detracting from this classical foundation. We are here to note some difficulty in this classical formulation of statistical hypothesis testing, especially in the case when both the null hypothesis and the alternative hypothesis are composite. We propose an approach which bridges the classical case and the case of the fully Bayes factor. (Marden(2000) has summarized the Bayes approach in the context of hypothesis testing. Section 2 explains the Bayes factor in detail. Among others, the Type I error of tests based on Bayes Factor is difficulat to be controlled, as noted in Berger (1993) .) In the following sections we shall give details of an approach we shall call the semi-Bayes approach, and indicate that in some special cases, it reduces to the classical Neyman Pearson statistical hypothesis testing and in other special cases, it becomes a fully Bayes factor approach. This can be viewed as a compromise between the two schools of thoughts. Some examples will be given. A Monte Carlo simulation study will supplement the theoretical results.
Stating the Problem
Let the following assumptions hold. A test decision is based on data {X 1 , . . . , Xn} from the joint density function f (x 1 , . . . , x n ) which is known to belong to a parametric class
We want to test the null hypothesis
where we shall assume that µ 0 is known and fixed.
The maximum likelihood method (or the likelihood ratio method) proposes the test statistic
Another approach, which is based on considerations somewhat different from the maximum likelihood methodology, is the method of the Bayes factor; that is, the integrated likelihood ratio
is proposed to be the test statistic, where priors Ψ 0 and Ψ A of the parameters conditional on it being in the null or alternative, respectively (e.g., Marden, 2000) .
The objective of this paper is to propose and examine a class of likelihood ratio test statistics based on both the maximum likelihood estimation and Bayesian approach.
In order to present a likelihood ratio type test, we estimate the denominator of the ratio, whereas the H A -likelihood, which is known up to parameters, is considered in accordance with the Bayes factor.
Letf (X 1 , . . . , Xn|µ 0 ,η) be an estimator of the H 0 -likelihood f (X 1 , . . . , Xn|µ 0 , η). Consider, for example, the penalized maximum likelihood estimator of η, saŷ
where φ is a decreasing function of a penalty (e.g., φ(a) = 1, φ(a) = exp(−a 2 )). Note that, from a Bayesian point of view, φ can be regarded as a proportion of a prior density of η (i.e. φ ∝ dΨ 0 , see Green, 1990) . Thus,f (X 1 , . . . , Xn|µ 0 ,η) can be presented in the formŝ
where
Obviously, if, under the null, η is known to be fixed η 0 then we assume that
Finally, define the semi-Bayes test statistic , with observations and hence we relax dependence on the prior information under H 0 . In the next section, we show that this approach leads to procedures with optimal properties and easily controlled levels of significance.
Optimality
Let δ ∈ [0, 1] be a decision rule based on data points {X 1 , . . . , X n }, which rejects the null hypothesis with probability δ. Suppose that the probability measure and the associated expectation, given parameters (µ, η), are denoted by P r (µ,η) and E (µ,η) , respectively. We propose the following test:
where Λ SBLR n is denoted by (6) and C is a threshold.
Proposition 1 For any δ with the fixed estimate of the significance level 
where the threshold Cα is chosen by
Proof. By virtue of the inequality: for all A, B and δ ∈ [0, 1]
(I{·} is the indicator function) with A = Λ
SBLR n
and B = C, we have
And hence
deriving the expectation E (µ 0 ,η 0 ) of the inequality (10) with C = Cα, we obtain
That completes the proof of Proposition 1. In the case, where under the simple null hypothesis η = η 0 is known and hencef = f (X 1 , . . . , Xn|µ 0 , η 0 ),α is the classical definition of the significance level of tests. Note that, in several cases, when η is unknown and considered as a nuisance parameter, the observed data can be transformed to data T = {T 1 (X 1 , . . . , Xn), . . . , Tn(X 1 , . . . , Xn)} such that the distribution function of T does not depend on η, under H 0 (e.g., Brown, et al., 1975; Lehmann and Romano, 2005) . In these situations,α based on the known joint density of T is the type I error.
In accordance with Proposition 1, prior Ψ A (µ, η) can be chosen with respect to a special area of parameters µ and η, under H A , where the maximum of the test's power is desired.
When parameters under the null are unknown, the well accepted approach for comparing tests is based on contrasts of the power of decision rules δ that satisfy the following condition: for a given α ∈ (0, 1)
Commonly, the monitoring (11) of the type I error is stipulated on a decision rule δ to be a test (e.g., Lehmann and Romano, 2005) . To be consistent with requirement (11), we present the next result. (6) is defined by (4) (or by (5)) and limit the set of decision rules to
whereα by (8) is fixed for tests considered in Proposition 1.
Proof. The proof directly follows from the definition (8) with (3). In accordance with Proposition 2, a fixed value ofα can control the type I error of tests.
The proposed test is based on the likelihood ratio technique. It is widely known in the statistical literature that such tests have high power, therefore, evaluation of their significance level is a major issue. Most results dealing with the significance level of the generalized maximum likelihood ratio tests (even in the simplest cases of independent identically distributed observations) are complex and asymptotic (n → ∞) with special conditions on the distribution function of X 1 , . . . , Xn. The test (7) has a guaranteed, non asymptotic and distribution free upper bound for the estimated significance level α. In addition, allowing for Proposition 2, one can request as small as we want, with regard to probabilities thatα > 0. To this end, we present the next proposition.
Proposition 3 The estimated significance level of the test (7) satisfies the inequalitŷ
Proof. Since by the definition (6), the event Λ
The proof of Proposition 3 is complete.
That is, we have the upper bound (that does not involve n and is independent of different conditions on the distribution of X 1 , . . . , Xn) for the estimated significance level of test (7):α ≤ 1/C. Thus, selecting C = 1/α determines a test with an estimated level of significance that does not exceedα. Propositions 2 and 3 ensure a p-value of the test. In accordance with the inequalityα ≤ 1/C, theoretically, values ofα can be chosen as small as desired.
One can define the test statistic (6) bŷ
In this case, we have Λ
, where Λ ILR n by (2). And hence the proposed method is equivalent to the Bayes factor. Denote the Bayesian significance level of a decision rule δ in the form of
The next result is a simple corollary of Proposition 1 
where the threshold C α is chosen by 
Since Monte Carlo evaluations of sup η P r (µ0,η) is complex and biased, analytical presentations of P r (µ 0 ,η) {L > C} and P r (µ 0 ,η) {D > C} have to be proposed in order to derive C 1α and C 2α . Second, assuming that C 1α and C 2α are known or evaluated, then comparing P r (µ,η) {S 1 > C 1α } with P r (µ,η) {S 2 > C 2α } is an arduous task. Alternatively, we suggest fixing an H 0 -likelihood's estimator (say,f H 0 (Z 1 , . . . , Zm)) aŝ
and then evaluating integrated powers of (A) and (B). It is clear that for thresholds C 1α , C 2α : Kass and Wasserman, 1995) , the numerator of (6) can be asymptotically expressed as
is the Hessian matrix of logf at the maximum likelihood estimators (μ M LE ,η M LE ) (Vn → V as n → ∞, V is a constant matrix), and
which is asymptotically distributed as a χ
3.1 Example: Test for Autoregression.
Consider the autoregressive process AR(1):
are independent identically normally distributed random variables with unknown mean η and unit standard deviation. To test the baseline H 0 : µ = 0 versus alternative H A : µ = 0, we apply the proposed method. The test statistic has the form
where φ() and Φ() are the standard normal density and distribution functions, respectively, and the penalized maximum likelihood estimator of η iŝ
Note that, if, under H A , |µ| ≥ 1 then H A corresponds to the non stationary AR(1), and hence we can simply detect H A . In order to denote a prior Ψ A , we utilize arguments mentioned in Krieger et al. (2003) . That is, for some |µ 0 | < 1, σµ > 0, η 0 and ση > 0, one can choose the prior
which simplifies somewhat if, for example, µ 0 = 1/2, σ µ = 1, η 0 = 0 and σ η = 1. This prior is a commonly used conjugate prior in the context of Bayes Factors (e.g., Aitkin, 1991) . In this case, since
Following Proposition 1, the statistic (13) is the most powerful with respect to Ψ A via tests with fixedα, wherê
Note that, in the context of Proposition 2, b can be selected in order to minimize the distance betweenα and
because by the definitions ofα andη we havê
One can show that
Monte Carlo Study.
To examine the performance of the proposed test (13), we conduct the following Monte Carlo study. Here we compare the proposed semi-Bayesian test with the maximum likelihood ratio test withα in (8) is fixed to be 0.05. Define µ 0 = η 0 = 0.5, σµ = ση = 1 and b = (n) 1/2 in the numerator (14) and denominator of the test statistic (13), respectively. The operating characteristicα of tests corresponding to Section 3.1 can be rewritten aŝ
where . . . , n) . This equation and 100, 000 repetitions of
allowed to calculate the test-thresholds C SBLR and C M LR that are related toα = 0.05. Table 1 presents these values of C SBLR and C M LR .
Table 1 here
Note that, Proposition 1 shows that the proposed test is the integrated most powerful test with respect to Ψ A . In this simulation study, we evaluate the power of the tests for fixed η and µ. The Monte Carlo powers of the maximum likelihood ratio test and test (13) were derived via 10, 000 repetitions of samples from each set of parameters (η, µ) and the sample size n. (Note that for the Monte Carlo Power P we can assume for this simulation CI = P ± 1.96(P (1 − P )/10, 000) 1/2 .) In accordance with Table 1, while we planned to obtain a test powerful around (η = ±0.5, µ = ±0.5), the average power (with no respect to Ψ A ) of the proposed test was about 1.35 times better than that of the MLR test, as well as in the considered cases excepting (µ, η) = (0.1, 0) the semi-Bayesian test was also more powerful than the maximum likelihood ratio test was. However, the distance between the powers of the tests asymptotically vanished when (µ = 0.1, η = 0) and the sample size n increases in Table 1 . Since, in the context of the considered example, any reasonable test for µ = 0 vs |µ| ≥ 1 is expected to provide high levels of the power and approximated bounds for η can be easily evaluated basing on observed data, the prior Ψ A can be suggested to be applied. (Our broad Monte Carlo investigation (particularly displayed in Table 1) showed that even when η = 2, 3 the proposed test could be recommended instead of the MLR test.) Moreover, consideration of µ and η, belonging to
obviously has an independent interest in the terms of the most powerful testing (see Proposition 1), when the alternative parameter assumed to be from π(µ, η). Table 2 here
In comparing with Table 1, Table 2 displays the Monte Carlo powers of the MLR test and test (13) with Ψ A (µ, η) = π(µ, η) based on 10, 000 repetitions of samples from each set of parameters (µ, η) and the sample size n. Although Table 2 corroborates that even when η is not from Ψ A (µ, η) we can recommend the test (13), we need to indicate when the alternative µ = 0.1 and n = 25 the MLR test is slightly superior the proposed test (Table 1 also demonstrated a similar result corresponding to (µ, η) = (0.1, 0)).
Conclusion
In the general statements of parametric hypothesis testing, the semi-Bayes approach was developed and investigated. We have found that when the test statistic is the likelihood ratio that is supported by both estimation and the Bayes presentation of the likelihood functions under the null and alternative hypotheses, respectively, the test has the following properties. The proposed test is the integrated most powerful test with respect to a prior distribution on the unknown parameters of the alternative. In particular, this prior can be chosen in accordance with areas where investigators wish to reach the maximum power of the test. The semi-Bayes test can be applied to a real study without analytical presentations of the type I error probability. Generally, the maximum likelihood ratio and the pure Bayes factor tests require evaluating analytical forms of the type I error probability, because the test thresholds have to be fixed. To use the semi-Bayes method, a prior distribution of parameters, under the null, is not necessary.
We proposed tests and investigated their operating characteristics in order that these tests can be easily applied in practice; the proposed tests provide maximum integrated power in the area that can correspond to the tester's interests -it is different from the Bayesian point of view. 
