Abstract-An antidictionary is in particular useful for data compression. Static construction algorithms of antidictionaries with linear complexity have been proposed. However, the construction algorithms do not work in a dynamic manner with linear complexity. In this paper, we propose a dynamic construction algorithm of an antidictionary with linear complexity. The proposed algorithm uses two linear construction algorithms of suffix trees proposed by Weiner and Ukkonen, individually. It is proved that the proposed algorithm works with linear complexity. Moreover, its effectiveness is demonstrated by simulation results.
I. INTRODUCTION
An antidictionary is a set of minimal words which never appears on a given string. Since Crochemore et al. [1] introduced an antidictionary for a lossless data compression in 2000, a lot of variations of antidictionary codes have been proposed [2] , [4] , [10] . Experimental results show that performance of an antidictionary code [4] is as well as that of an efficient off-line data compression algorithm using the Burrows-Wheeler transformation [11] . Moreover, there is a report that an antidictionary code is sufficiently applicable to electrocardiogram compression [5] .
Two off-line linear construction algorithms of antidictionaries have been proposed [3] , [6] . Their space and time complexity are linear with respect to the input string length. However, the entire input string is required as their initial data. One of them [6] utilizes an on-line construction algorithm of a suffix tree for building an antidictionary. The algorithm [6] has the advantage of the other one [3] in case of building a length-limited antidictionary which consists of minimal words whose length is not larger than a given constant. A lengthlimited antidictionary is useful for practical applications [4] , [5] . On the other hand, to improve the performance of the compression algorithms and widen a range of its applications, it is required that an antidictionary is updated whenever a new input symbol is read, that is, in an on-line manner. However, a straightforward implementation of the on-line construction algorithms need quadratic computational time in the worst case.
In this paper, we first consider incremental properties of an antidictionary for its on-line linear construction. Two algorithms of building suffix trees, the Ukkonen algorithm [8] and the Weiner algorithm [9] mutually play an important role for updating the antidictionary of an input string when a new symbol is added to its end. Next, we propose an on-line algorithm to construct the antidictionary of a given string in linear space and time, and we prove that the total construction complexity is linear. Moreover, we evaluate the proposed algorithm by computer simulations.
II. BASIC NOTATIONS AND DEFINITIONS
Let X be a finite source alphabet {ξ 1 , ξ 2 , . . . , ξ m } and X * be the set of all finite strings over X , including the empty string of length zero, denoted by λ. The length of a string x is denoted by |x|. For a given string x, by letting n = |x|, a substring x j i is defined as
Hereafter, without any notice, we assume that the length of x is always given by n. Hence, the substring x n 1 of x equals x. For convenience, we often adopt the notation
and S(x) be a set of all prefixes and suffixes of x, respectively.
For x ∈ X * , let r(x) be the rearranged string of x in reverse order, that is,
From (4), if u ∈ S(x), then r(u) ∈ P(r(x)), and reversely,
is defined as the set of all substrings of x, that is,
A string v k 1 (k ≥ 1) with the following properties
is called a Minimal Forbidden Word (MFW) of x. An antidictionary A(x) is the set of all MFWs of x. For convenience, we define D(x 0 ) = {λ} and A(x 0 ) = X .
A. Suffix Trees
A suffix tree T(x) is a tree structure that stores all elements of S(x). Hereafter, the index i ranges from 1 to n without any notice. Let T i be the suffix tree of x i that is, T i = T(x i ). A string associated with a path from the root ρ to a node p in T(x) is called path-string and denoted by w(p). Here w(ρ) is λ. Conversely, the node p associated with w(p) is called locus. For any node p in T i , let N i (p) be the set of symbols that are associated with all edges of T i which are sprouting from p, that is,
A node p is said to be an internal node if the cardinality of 
Note that D(
since only a suffix of x i can not appear on x i−1 . Hereafter, for sets U and V, the difference set U ∩ V c will be denoted by U\V. For any node p ̸ = ρ, let π(p) be the parent node of p. If symbol a is associated with the edge from π(p) to p, it holds that w(p) = w(π(p))a. Moreover, for each node p ̸ = ρ, by writing w(p) = bv where b ∈ X and v ∈ X * , let σ(p) be the locus of v. And the suffix tree maintains pointers, called suffix links from every node p but ρ to σ(p). For convenience, we define π(ρ) = ρ and σ(ρ) = ρ. For a non-negative integer k, let π k (p) and σ k (p) be the functions π(·) and σ(·) applied k times to a node p, respectively, where π 0 (p) = p and σ
We introduce two well-known construction algorithms of suffix trees with linear complexity proposed by Ukkonen [8] and Weiner [9] . The Ukkonen algorithm constructs T n in an on-line manner in the order of T 1 , T 2 , . . . , T n . In the Ukkonen algorithm, a node called active point plays a key role in a linear complexity algorithm for the on-line construction of suffix trees. The active point α i of T i is defined as follows. There is a relationship between α i and h r i as described in Proposition 1.
and u is the longest string in the intersection of the right-hand term of (10) . From (4) and (10),
and r(u) is the longest string in the intersection of the righthand term of (11) . Therefore, r(u) = w(α i ) holds from Definition 1.
B. Classes of MFWs
Letting q i s be the leaf having the shortest path among all leaves of Table I shows the relationship between types of nodes and classes of A(x n ) for n ≥ 1 [2] . 
III. PROPOSED ALGORITHM A. Update on Antidictionaries
To establish a method for updating the antidictionaries from are also contained in A(x i+1 ). The original form of Proposition 2 can be found in [12] . The proof of Proposition 2 is omitted in this paper.
s }. Next, we give an answer to the second query (b). The set D(x i+1 ) can be partitioned into two sets,
From (14), letting
can be partitioned into five sets,
where
Since the locus of au ∈ ∆ i+1 is a leaf of T i+1 and (13), (12) and (13 
The details on the proof of Proposition 3 are omitted here. Another incremental classification of A(x n ) is presented in [12] which is essentially as same as ours, while ours is more suitable to on-line antidictionary construction than it.
B. Incremental Construction of
Here we show how to construct these two subsets of A(x i+1 ) separately.
1) Construction of
, first, we find w(q i+1 s ) which can be done in a constant time by means of T i+1 .
Next, we list all strings in A 1 . The cardinality of ∆ i+1 is at most i + 1 since all the strings in ∆ i+1 are associated with distinct leaves of T i+1 . Moreover, since ub ∈ ∆ i+1 , note that b = x i+1 holds. For each string ux i+1 ∈ ∆ i+1 , it takes a constant time to evaluate the following two conditions
is satisfied by means of the Weiner and the Ukkonen algorithm, respectively, which will be described below. Thus, the total time complexity may be proportional to n 2 in the worst case. However, by using the Ukkonen algorithm again, we can prove that the total time complexity is linear for any x ∈ X * . First, we show the following Proposition.
Proposition 4. For 1 ≤ i < n, the conditions (C1) and (C2) are not necessarily evaluated for a string ux
follows. The locus of a string ux i+1 ∈ ∆ i+1 such that u / ∈ ∆ i is one-to-one corresponding to a new leaf of T i+1 which has sprouted from T i when the input x i+1 = b was added. Thus, the conditions (C1) and (C2) are evaluated only for pathstrings of new leaves of T i+1 . Next, by means of suffix links, starting from α i , we can access all the new leaves of T i+1 in a constant time per leaf. In other words, for a new leaf µ of T i+1 , there exists k ≥ 0 such that w(µ) = w(σ k (α i ))x i+1 . Finally, once a leaf sprouts from T i for 1 ≤ i < n, the leaf remains a leaf in T k for i < k ≤ n. Therefore, the total number of new leaves of T i for 1 ≤ i ≤ n equals the number of leaves of T n which is upper bounded by n. In other words, the total number of evaluated string u to construct A I (x n ) with on-line manner is upper bounded by n.
The remaining work is to show that the conditions (C1) au ∈ D(x i ) and (C2) aux i+1 / ∈ D(x i+1 ) for a given u can be evaluated in a constant time by means of the Weiner and the Ukkonen algorithm, respectively. For each , it is enough to check whether or not the locus has an edge with label a. Therefore, it takes a constant time to evaluate (C1) for a given u. The condition (C2) can be evaluated in a constant time for a given symbol a such that (C1) is satisfied from the following proposition. and α i+1 in a constant time in the Ukkonen algorithm, so that A L (x i+1 ) can be constructed in a constant time.
C. Representation of Antidictionary
For x i (1 ≤ i ≤ n), the ideas presented in Section III-B give two sets
in O(i) time in an on-line manner. To construct A(x i ) directly, we need to delete w(q i+1 s ) from a list of all the MFWs in A(x i ). However, it takes O(log i) time on average to delete it since the average length of MFWs is proportional to log 2 i [7] . Therefore, a straightforward implementation of the ideas takes O(n log n) time to construct A(x n ) directly. In this section, we give ideas to construct represented by a 4-tuple (a, f, l, b) , where f and l are the first and last index of the substring w(p)(= u) in x i , respectively. For given a, p, and b, since an edge of T i is represented by a pair of indices of x i [8] , the tuple can be obtained in a constant time by means of the depth d p of p and the index l which is the last index assigned to the edge between π(p) and p in T i . Note that f = l − d p + 1.
If an MFW consists of two symbols ab or one symbol a, the MFWs are represented by (a, −1, −1, b) and (a, −1, −1, −1 
, p is an explicit node in T i [6] . First, we consider deleting w(q can be accessed in a constant time in T i+1 , and number of stored indices for a node is a constant, that is at most |X | 2 from Table II 
D. An On-line Algorithm
We now present an on-line construction algorithm of A(x n ) with linear complexity. The algorithm uses the procedures const ST W(x i , T Algorithm On-line ST2AD
input : a string x of length n output : end.
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For a given string x of length n, let T (n) and M (n) be time and space complexity of the On-line ST2AD algorithm, respectively. We assume that n is a positive integer and a representation of one MFW in A n , that is a 4-tuple (a, f, l, b), requires O(1) space. We first evaluate the time complexity.
Theorem 1. For a given string x of length n, T (n) = O(n).
Proof: Let S 1 , S 2 , and S 3 be the execution time of Step 1,
Step 2, and Step 3 of the proposed algorithm, respectively. The time complexity T (n) of the proposed algorithm can thus be expressed by T (n) = S 1 + (n − 1)(S 2 + S 3 ). From the discussions of Section III-C, for a given MFW z represented by a 4-tuple (a, f, l, b), the cost of one A.add (z) and A.del (z) operation, denoted by c a , c d , is a positive constant, respectively. Since the cost of construction of suffix tree in line 5 is a positive constant, denoted by c 1 , we obtain
In
Step 2 (lines 10-29), Step 2-1, 2-2, 2-3, and 2-4 consist of operations in lines 10, 11-12, 13-28, and 29, respectively. Let S 21 , S 22 , S 23 , and S 24 be the execution time of Step 2-1, 2-2, 2-3, and 2-4, respectively. From [8] and [9] , we obtain
In Step 
As for Step 2-3, let T 1 and T 2 be the cost of S 23 in lines 20-24 and the other lines, respectively, that is S 23 = T 1 + T 2 . First, we evaluate T 1 . An edge between an explicit or a leaf and the parent explicit node of T i is represented by two indices of x i [8] . Therefore, the function get 1st symbol(w(r)) in line 21 takes a constant time since the first symbol of w(r) can be obtained by using the depth of r and the index of the last symbol of w(r) in x i . Moreover, one operation in line 23 takes also a constant time since the first and last indices of w(α) can be obtained by using the depth of α and the index of the last symbol of w(α) in x i and c a is a positive constant. Since |N Table I . Therefore, the remained cost C r , that is the cost of all operations except the procedure, is a positive constant. Thus from [8] , we obtain
From (19) and (20), we obtain
Therefore, from (17), (18), and (21), we obtain
Since the first and the last indices of w(q i s ) in x i can be obtained in a constant time by using q i s , and
From (16), (22), and (23), it follows that T (n) = O(n).
Theorem 2. For a given string x of length n, M (n) = O(n).
Proof: Let M A (n), M T (n), and M I (n) be the computation memory of A n , two suffix trees T n and T r n , and indices of MFWs of A n stored in T n , respectively. The cost M (n) can be expressed by M (n) = M A (n) + M T (n) + M I (n) + O (1) . First, M A (n) is O(n) space since the upper bound of the size of A(x n ) is O(n) from Table I . Moreover, from [8] and [9] , M T (n) is O(n). Furthermore, M I (n) is O(n) since the number of indices stored per node is at most |X | 2 and the total number of nodes shown in Table II , is bounded by 2n. The total number of the nodes which are ρ, explicit nodes, and the nearest leaves is bounded by 2n since the total number of explicit nodes and leaves in T n is bounded by n − 1 and n, respectively [13] . Hence, it follows that M (n) = O(n).
IV. EXPERIMENTAL RESULTS
To evaluate the performance of the proposed algorithm, we performed simulations for quasi-random strings with an independently equiprobable distribution on a finite alphabet of size m where m is 2, 4, 8, 16, or 32. The computation time needed to complete the proposed algorithm on a 3.2 GHz Pentium 4 computer with 2 GB memory is shown in Fig. 1 . This illustrates that the proposed algorithm runs with linear computation time. The computation time is proportional to the alphabet size since the cost of outputting all MFWs is proportional to the alphabet size shown in Table I . V. CONCLUSION We investigate the relationship between two antidictionaries A(x i ) and A(x i+1 ), which results in a new dynamic construction algorithm of an antidictionary with linear complexity by means of two well-known construction algorithms. Moreover, we showed that the time and space complexity is linear with the string length. Experimental results showed that the proposed algorithm works with linear time. This algorithm is useful for an efficient on-line compression algorithm using antidictionaries with linear complexity, and the compression algorithm will be presented in another paper.
