Abstract. We discuss two ways of extending the recent ideas of localization from discrete Schrodinger operators (Jacobi matrices) to the continuum case. One case allows us to prove localization in the Goldshade, Molchanov, Pastur model for a larger class of functions than previously. The other method studies the model -A + V, where V is a random constant in each (hyper-) cube. We extend Wegner's result on the Lipschitz nature of the ids to this model.
Introduction
Localization for continuum and discrete random Schrodinger operators has been heavily studied. This note contributes to this literature. Our main goal is to extend to the study of operators on L 2 (R V ) [especially L 2 (RJ] a set of ideas recently developed to discuss localization for operators on ί 2 (E v ) . These ideas, which have their roots in work of Carmona [2, 3] , were developed by Kotani [14, 15] and brought to fruition in Delyon-Levy-Souillard [5] [6] [7] and Simon-Wolff [22, 23, 21] . As a by-product, we will extend Wegner's result on the Lipschitz nature of the integrated density of states to certain continuum models.
The models that we will study can be described as follows: Let (Ω,μ) be a probability measure space and let {T x (ω)} be a one-parameter group of μ-preserving transformations on Ω which is ergodic. Let F be a measurable function from Ω to R. We want to study the family of Schrodinger operators on L 2 (R V ):
where q ω (x) = F(T x (ω)). We always suppose that, for a.e. ω: q ω {x) is continuous in x * Research partially supported by USNSF under Grant DMS-8416049 so there is no problem with selfadjointness (see e.g. [19] ). For virtually all our arguments in one dimension, one can easily deal with q ω (x) which are in Lf oc with ί kωO0l 2 dyY /2^C (l+|x| 2 ) and suitable U requirements in higher l^i dimensions. In Sects. 2-4 we will deal with subsets Ω o C Ω of positive measure and want to take a conditional expectation onto a Z-algebra Σ o of the form
E{Fχ Ωo \Σ o ).
We will call this the Ω 0 -restricted conditional expectations.
A basic object in the study of one-dimensional Schrόdinger operators is the transfer matrix, U(a,b; E) defined by looking at
-φ" + (q(x)-E)φ = 0 with initial conditions φ(a), φ\a) and solving for φ(b), φ(b'). U is defined by
Constancy of the Wronskian implies that U has a determinant 1.
We will also often want to "projectivize" such a U; i.e. given a 2 x 2 invertible matrix and θ e [0, π) define φ e [0, π) by v cosφ We will write φ=U(θ).
The key idea in the papers quoted above is that averaging the spectral measure over a finite region of space (more properly, conditioning on q outside a finite region) should produce a measure absolutely continuous with respect to Lebesgue measure. In Sect. 2, we show this is implied by an absolutely continuous density for U(φ) when conditioned properly. In many ways, this result is behind the work of Carmona [2, 3] , so Sect. 2 should be viewed as Carmona's theory with certain irrelevancies eliminated and the useful extension to Ώ 0 -restricted expectations. We then apply this theory in Sects. 3 and 4. In particular, we are able to extend the celebrated result of Goldshade, Molchanov, Pastur [10] to arbitrary smooth nonconstant functions on their underlying manifold rather than being restricted to isolated critical points.
In Sects. 5 and 6, we shift models and discuss the random constant model introduced by Holden-Martinelli [11] . Section 5 discusses localization while Sect. 6 discusses a Wegner-type result. These sections show that the approach of Wolff-Simon can be extended to handle cases which are not rank 1 or even finite rank (indeed, one could replace -A by a bounded function on -A and make a partial proof without even local compactness, although there would be a problem with the continuum eigenfunction expansion). What is critical is the positivity of the perturbation (although see [8] for a discussion of some non-positive perturbations by the Delyon-Levy-Souillard method).
For background in probability theory, see [25] .
An Abstraction of Carmona's Theory
Here we will develop an extension of some ideas of Carmona [2, 3] . Fix a>0 and let q ω (x) be a stochastic potential of the type described in Sect. 
eigenfunctions.
In fact, the decay will be at the Lyaponov exponent rate. We will prove this result by reducing it to a lemma concerning the averaged spectral measure. Let W(x) be a continuous potential obeying W(x)^ -C(x 2 +1), [14, 5, 22] . The hypotheses of Theorem 2.1 imply that the process q ω {x) is nondeterministic, so by the method of [13] (extended as in [12] 2) has a solution exponentially decaying at both +oo and -oo, i.e. on the set of point eigenvalues. This set is countable, so dρ q is supported on a countable set and so it is pure point.
We have therefore shown that for a.e. q e Ω o with q f!R\[O, a] eΩ ί9 --~ + q ax has only pure point spectrum. Thus, for the original process, we have only point spectrum on a set of potentials of positive measure. Since the spectral type is nonrandom [16] , we have only point spectrum for a.e. q. In the appendix we will show that having only Lyaponov-exponentially decaying eigenfunctions is a nonrandom event, so showing it with positive probability proves it for a.e. ω.
•
In addition to the spectral measure, dρ, for the whole line problem, we will need the spectral measure σ θ . As a preliminary, we recall the following standard result (see Carmona [2, 3] 
for any fixed a and β.
χ-+ oo, y-> -oo
Sketch. The key fact that one uses is that if η solves
with 
η(a)/η'(a) = ta,noc and if Φ(E)=U(a,0; E)oc, then
eigenvalues \ULL J since eigenvalues correspond precisely to solutions of Φ = θ. Similarly, we see that the right side of (b) is just the spectral measure for the operator on [y,x\ α boundary conditions at y and β at x. Thus, the proposition follows from the weak convergence of the spectral measures for finite volume to the infinite volume spectral measure which is not hard. Equation ( For the next element, we need the following lemma which is well known (see e.g. [2, 3] ): Moreover, it is easy to see that (2.5) for matrices A, B implies it for AB. Since it is trivial for rotations, the result follows from the calculation for diagonal matrices:
The last two results imply the formula of Carmona:
Proposition 2.5 (Carmona [2, 3] ). With the notation of Proposition 2.3:
Proof Since Proposition 2.3 (b) holds for all α, β and the measures can be shown to be uniformly bounded, the result also holds for the average, i.e.
Similarly, averaging Proposition 2.3 (a) over β:
We are now ready for with C independent of q and of E on compact sets. Thus, by Proposition 2.5: 
where G is dependent on £, θ, and q 0 . By hypothesis, G is bounded, so 
Wiggling One Parameter
The most direct way of trying to prove that the conditional distribution of φ is absolutely continuous is to have q depend on one real parameter t which has an a.c. distribution, in which case the map from t to φ needs only have a non-vanishing Jacobian for φ to be absolutely continuous: Q0 + \E\ + l)~] so that, since the integrand of (3.2) is positive, there is only a problem with the zeros of sinθ(x). But since θ obeys -= 1 if sinθ(x) = 0. Thus the zeros of sin θ are isolated, so -r-<0. By continuity ox όt and compactness, dφ/dt is bounded away from zero.
• Example ί. Let {ζ n ; n eZ} be i.i.d. random variables with a density dκ(λ) which has an absolutely continuous component dκ ac (λ) = g(λ)dλ. Let / be a non-negative continuous function on R of compact support. Let
uX neΈ (This model is discussed in [12] and references quoted there.) Then, for a.e. ω, H ω has only pure point spectrum with exponential decaying eigenfunctions.
Proof By translating /, renumbering n, and scaling, we can suppose supp/ C[0,fl].Fix{ζ π (ωo)}π +
«Φ0
ζ n (ω 0 )f(x-n) 9 where α e supp(dκ ac ). By the arguments above, if we restrict ζ 0 to a set S on which g is bounded and \t\<d, the required distribution on φ is a.e. with bounded density. Thus, the arguments of Sect. 2 imply the claim.
• Example 2. Let {X x (aή \ xeΊR] be a stationary Gaussian process with mean zero and covariance spectral measure C(dή) obeying
for some c, ρ > 0. Let F be a bounded C 1 function on R which is not constant. Then, for a.e. ω, the random Schrόdinger operator
has a pure point spectrum with exponentially decaying eigenfunctions. Since q(x, t) may not be non-deterministic (though X is), one needs additional arguments to show that the Lyaponov exponent is positive; see [26] . By Theorem 3.1,
H(ω, t) = --^ + F(X x (ω) + tq o (x))
has pure point spectrum with exponentially decaying eigenfunctions for a.e. t and a.e. ωeΩ 0 . The hypotheses on the covariance show that {X x {ω)} and {X x (ω) + tq o (ω)} are mutually absolutely continuous, so that the desired result is proven.
• Example 3. Let {B x \ x GR} be two-sided Brownian motion on the n-torus T n and let / be a C^nonconstant function on T n . Then dx 2 has pure point spectrum with exponentially decaying eigenfunctions for a.e. B.
Proof. By the Cameron-Martin formula, if (p(x)eC o w
, {B x } and {B x + φ(x)} are mutually absolutely continuous. Given this, the argument in Example 2 extends.
• By using rotations, one can prove a similar result for Brownian motion on a sphere. Unfortunately, unless the manifold supports many isometries, one cannot use this argument for Brownian motion on a general Riemannian manifold.
The GMP Argument Revisited
The first rigorous result on localization was the following theorem proven by Goldshade et al. [ has only pure point spectrum with exponentially decaying eigenfunctίons.
A key element of their proof was an appeal to Hόrmander's hypoellipticity theorem to conclude that a certain heat kernel is smooth (we will describe this kernel soon). We had hoped to find a direct argument that would eliminate the appeal to hypoellipticity but, in fact, with one important proviso, the applicability of Theorem 2.1 is essentially equivalent to the boundedness of this integral kernel. Let us begin by sketching a proof of the GMP result: where P a is the heat kernel studied by GMP. The hypoellipticity implies the boundedness needed to apply Theorem 2.1. In fact, the boundedness of the integral kernel is equivalent to the boundedness of this conditional distribution.
• In addition to one major possible extension which we will discuss below, we want to note several ways in which this argument uses less than the full hypoellipticity:
(a) Only boundedness of P a and not smoothness is required. (b) One only needs boundedness for some a which is sufficiently large. We believe that by combining these ideas with the one we will discuss next, one can handle function F with much less regularity than being C 00 . The major weakening in the hypothesis involves the fact that one need not control all paths but only a subset of paths. This allows one to extend the GMP theorem to treat the case where F is constant on a part of the manifold: Then the restricted conditional expectation of φ, conditioned over Ω o and multiplied by P{Ω 0 ) is given by a path integral which is the same for both G and F. It is therefore dominated by the unrestricted conditional expectation for G, i.e. by
An TV-Dimensional Result
In this section, we will discuss a different approach to continuum models which works in higher dimensions, but which applies only to the somewhat artificial model which most closely resembles the discrete case. It will illustrate the fact that the method of Simon and Wolff [23] depends primarily on positivity of the perturbation and not very much on its finite rank or even compactness. We are heading towards a proof of the following: , where Imz > 0. Then, by the second resolvent equation With this result and previous work, one can obtain localization of states in certain multidimensional models, a result already proven by Frόhlich, Martinelli, Scoppola, and Spencer [9] using different methods. We will require the following result which combines ideas of Holden and Martinelli [11] Remark. C R is only a function of R, WgW^, and (suppg). This result is an analog of a celebrated result of Wegner [24] to explain where it comes from, it is perhaps worth explaining how to recover Wegner's precise theorem from the calculation of Simon-Wolff.
Theorem 6.2 (Wegner [24]). Let k(E) be the integrated density of states for a vdimensional Anderson model with potential density g(λ)dλ with \\g\\ ^ bounded. Then \k{E)-k{E')\^\\g\\JE-E'\.
Proof. Suppose first that g has compact support. Let dμ λΛΌi]ι^0 be the spectral measure for H with potential ϋ(ή) = Ό n (n + 0) and υ (0) 
so by the Schwarz inequality (on the probability space):
for all n, m. Now let p L be the momentum in the box. Then, for α> v/2, (p£+ l)" α is trace class and uniformly in L:
class norm of (χ n (p 2 -i / 2. Actually, the theorem is only colloquially started. In order to talk of the probability of the set in question, one needs to show it is measurable, but by ergodicity, once one has the measurability, the probability 0 and 1 is immediate. A more proper statement would say that the set in question is measurable (see Lemma A.3 below).
Define 
