Abstract-This paper presents an integrated framework for recognizing 3D objects from 2D images. A flexible combinational algorithm motivated by the novel view expressed by Cyr and Kimia 11] is proposed to generate the aspects of a 3D object as the object prototype using features extracted from the collected 2D images sampled at random intervals from the viewing sphere. Fourier descriptors of the sampled points on the object contour and point-to-point lengths are calculated as the features and similarity metrics are applied to extract the characteristic views as the aspects. Moreover, the object prototype can be integrated from new collected 2D views. Besides, foreground detection with shadow and highlight removal is used to improve the facility of capturing the explicit object efficiently. The effectiveness of the proposed method is demonstrated by experiments with different rigid objects and human postures.
I. INTRODUCTION
JBJECT recognition is an important topic in computer vision because it is useful to many applications, such as mobile robot localization and navigation, visual servoing, surveillance, military and etc. Although a variety of approaches have been proposed to solve the recognition problem [2] [3], object recognition is still a difficult task in the field of computer vision especially for 3D object recognition. Variations in viewing direction and angle, illumination changes, scene clutter and occlusion, etc, make 3D object recognition difficult and impracticable in the real-world applications.
In the past years, some low-level visual features are proposed to describe the 3D object representation [4] , such as the shading of the object, the texture of its surface and its contour or binocular disparity. However, the 3D object recognition differs from the variations of the position and type of the illumination source, or the relative position of observer and object. Therefore, some high-level theorems of 3D object perception are studied to solve the above mentioned weakness and let the 3D object recognition task be more practicable [5] . Existing theorems about the high-level 3D object perception can be classified as object-center and viewer-center representation based on the coordinate system [2] and be classified as volume-based (or model-based) and view-based representation based on the constituent elements [6] . If the parts of an object are described relative to a coordinate system based on the observer, the presentation is called viewer-centered. Moreover, the goal of view-based representation is to represent a 3D object with a set of object views. A viewer-center and view-based framework conforms to intuition of human perception that human can memorize an unknown object with several key views of it and don't need an exhaustive 3D object model, and then identify the 3D object from a single viewpoint with their past experiences.
The simplest view-based description of an object is a densely sampled collection of views of it, which are treated independently. While a large number of 2D views are collected to build the object model, the object can be described more detailed, but the computing time to recognize the object is consequently growing due to huge searching space. Therefore some methods have been studied to extract a minimal set of object views. The first kind of those methods is appearance-based method which focuses on changes in the intensity distribution of each view. However, changes on objects about lighting, rotation, deformation and occlusion affect the result of object recognition in the appearance-based method. The second kind of those methods is called aspect-graph representations, which focus on changes in the shape of the projection of the object. The underlying theory that describes 3D objects by aspect-graph was proposed by Koenderink and van Doom [7] .The vertices of an aspect-graph are the characteristic views that extracted from some points on a transparent viewing sphere with the object in its center. Those characteristic views are extracted as the aspects to describe the object from the densely sampled collection of object views using visual events. A visual event occurs when the appearance of an object changes between two neighbor views.
The traditional aspect-graph method [8] bases on an assumption that an object belongs to a limited class of shapes and characteristic views can be extracted using prior knowledge of the object. Cyr and Kimia [1] proposed a similarity-based aspect-graph approach, using curve matching and shock matching as the similarity measures between two views, to improve the practicability of aspect-graph representation to extract the characteristic views of complex free-form objects. However, the process of updating the aspect-graph representation is inconvenient due to that training views of an object in [1] are sampled at 5-degree increment in order. In order to permit the update mechanism be more flexible, a similarity-based aspect-graph representation that can be built using object views sampled at random intervals is studied in this work. Furthermore, the object representation becomes more and more accurate after gathering more new object views with limited increasing search space via the modified combinational algorithm proposed in this work. Besides, three different similarity measures from those in [1] , called 1-norm, 2-norm and K-L distance, are used to increase the computing time in this work. Moreover, many researches on the field of human body posture recognition were studied in the past years, i.e., region-based methods, contour-based methods and skeleton-based methods [9, 10] . The proposed flexible framework in this paper provides an alternative method for human body posture recognition such that it can be used to detect dangerous situations of older people or children in a household environment. In order to represent rigid objects and human gestures efficiently, Fourier descriptors of the sampled points on the object contour and point-to-point lengths are calculated based on the shape contour in this work. Fig. 1 illustrates the block diagram of the overall scheme.
The rest of the paper is organized as follows: Section II describes the procedure of extracting the main (Fourier descriptors) and assistant (point-to-point lengths) features that are used to measure the similarity between two views. Next The first image database contains 12 real rigid objects, which are common in family environment, and is listed in Fig.  2 . The second image database contains 6 real non-rigid objects (human postures), which are the basic human posture, and is listed in Fig. 3 . According to the effects of lighting, shadows and highlights need to be removed before extracting the object features. Therefore, a robust background subtraction framework in our previous work [11 ] is applied to extract the foreground regions with the consideration to shadows and highlights. The usage of foreground detection provides the flexibility to build the object database even in an out-of-control environment.
In this work, the shape feature is used to measure the similarity between two object views. In order to extract the shape information from the foreground object, Canny edge detection [12] is applied to extract the shape edge and Gradient Vector Flow Snake (GVF) [13] is then applied to extract the contour information. The contour information is included in a set Z, which is composed of N points zi, where zi can be described as a complex form as the following equation.
Z ={z} =z{x=yi +jyi},O<i< N (1) B. Geneintion ofthe main and assAstant feature In order to avoid the variation in shift and scale, the edge points inside the set Z are re-sampling by equation (2), (2) where 0 < i < N, L means the contour length and means the expected contour length.
Then the Fourier transform is applied on Z to calculate the Fourier descriptors. The first T2 magnitude parts are extracted as the main feature to describe the object shape without the variations on the high-frequency noises. The equation to extract the main feature is described as equation (3) .
where Ift, means the magnitude part of Fourier descriptor at the t,th frequency. Moreover, in order to take the details of an object into consideration, the lengths between each two points of the set Z are calculated to be the assistant features, which are described as follows:
Fa ={l} {=fl zi-z-, I I ={ (x -x-,)' +(y i ) } (4) where 0 < i < N The overall flowchart of extracting the main and assistant features is illustrated in Fig. 4. ~~~. . . . . . . A. Similarity Function In order to calculate the similarity between two contours, a similarity measure metric is necessary to applied on the extracted two contours, which are composed of n points individually. Suppose the features extracted from two contours are respectively U and V, where
Then three kinds of similarity measures are calculated as:
* K-L distance [14] : (Fig. 2) , a test view of an unknown object can be recognized using the similarity measure with the main features and the assistant features. First, the main features are used to calculate the similarity distances between the unknown object and the characteristic views in the database. Then, the first Tj characteristic views that have the smallest similarity distances are chosen to further recognize with the assistant feature. Suppose there are Ty objects included in the T, characteristic views, the similarity distances among these T6 objects are calculated using the The index of the objects in the database listed in Fig. 2 Numbers of aspect  1  2  3  4  5  6  7  8  9  10  11  12  KL distance  48  29  38  34  29  32  38  29  42  35  32  32  1 -norm distance  39  35  33   42   29   32  38  23  31  37  32  40  2-norm distance  38  34  51  50  33  39  37  22  27  47  39  49 d(vJ', v )= dassistnt (VJ, V, )+ 4 (assistant) ) X (n) (11) assistant T4(main) main where V means the views of an unknown object, VI' denotes the mth view of the n,h object and dmin(n) denotes the minimum similarity distance calculated using the main feature between the unknown object and the nth object.
IV. EXPERIMENTAL RESULT
This section describes several experiments that demonstrate the effectiveness of the proposed method. SONY EVI-D30 PTZ camera is used to capture object views. Two databases are built to test the proposed method, one (Fig. 2) containing 12 3D rigid objects and one (Fig. 3) Vt' ={V (t)}, < n < 12, 1 < t < 216 * The collected views of non-rigid objects (human postures):
Wn ={Wn"(d)},1<n'<6,1 <d <72 wt = {Wn (d)},1 < n'< 12, 1 < t < 216
A. The efficiency of three proposed similarity measures on rigid object recognition In the first experiment, the efficiency for reducing the .999 99999 99 9 9 9~~~~~~~~~~~~~~~~----------9.... ------- Table 2 . According to the results in Table 1 and Table 2 , the aspect-graph representation based on 1-norm distance generates fewer aspects than others and has better recognition performance. Moreover, the computing time of 1-norm distance is also the least among the three similarity measures. Therefore, for the sake of brief, 1-norm distance is utilized to demonstrate the performance in the next experiments. B. 3D rigid object recognition with building database using 72 object views In the second experiment, the efficiency of the modified combinational algorithm (Criterion 1-3) using 2D views captured at random intervals is demonstrated. In order to compute the average performance of the proposed method, the views in vd" are sampled with 200 different random orders to generate aspects. Table 3 shows the statistical information about the mean of the aspect numbers, the maximum aspect number, the minimum aspect number and the standard deviation of the aspect number. From the small standard deviation in Table 3 , the proposed combinational algorithm generates the aspects without the effects of the training views order. Moreover, the symmetric object has fewer aspects than the result in Table 1 , such as the object 2, object 5, object 6 and object 7. Fewer aspects mean diminutive search space and thus reduce the computing time for recognizing objects.
proposed aspect-graph generation is demonstrated with the high recognition rate and the low standard deviation. C. 3D rigid object recognition with updating database using 18, 36, 54, 72, 90, 108 views According to the ability of building the aspect-graph representation with sampled views at random intervals, an updating mechanism that integrates the database using new collected views is practicable. In this experiment, 18 random views sampled from vn are first adopted to build the coarse aspect-graph representation of each object, calledDi8. Then extra 18 random views are adopted from the remainders of vn to update the coarse database DI, to a more accurate database, called D36 . By the same way, D54 andD72 are built using views in the remainders of v;. Moreover, D9, and D108 are further built using extra random views sampled from Vtn. Table 5 shows the average aspect numbers of each rigid object via the statistics over 200 times. Although the aspect numbers increase when new views are used to update the coarse database, the stored views are still much fewer than the original views. Fig. 6 shows the results of recognition rate using coarse to fine databases and Fig. 7 shows the results of the standard deviation of recognition rate. The recognition results become better when the aspect-graph representations are trained from more object views and the stability becomes better at the same time according to the decreasing standard deviation illustrated in Fig. 7 . Therefore the proposed method is demonstrated to be useful in updating the aspect-graph representations without re-sorting the overall collected views and re-calculating the overall similarity measures. D. Human gesture recognition with updating database using 18, 36, 54, 72, 90, 108 views In the final experiment, the proposed method is applied on non-rigid object (human postures) recognition using the database (Fig. 3 ) that contains 6 basic human postures. Fourier descriptors and point-to-point length are also applied on non-rigid objects to demonstrate the efficiency of the proposed method without further revision. Fig. 8 shows the "Top 1 match" recognition rates, which are lower than those on the 3D rigid object recognition, especially for the sixth human gesture that is similar to the first gesture. However, the recognition rate rises to the acceptable level while the database updates with more collected views using the proposed method.
V. CONCLUSIONS This study proposes a flexible combinational algorithm to build the aspect-graph representation with views sampled at random intervals for recognizing 3D objects. Fourier descriptor and the length between each point on the object contour are utilized as the main feature and the assistant feature to measure the similarity between each object views with three kinds of similarity measures, 1-norm distance, 2-norm distance and K-L distance. Although the relationships between the aspects are lost, the aspect numbers become fewer for the symmetrical objects and the database update mechanism becomes more flexible without resorting overall collected views in order. When a new view of an object is captured, it can be used to increase the integrity of the database by using the proposed flexible combinational algorithm. Moreover, in order to improve the facility of constructing the databases, foreground detection with shadow and highlight removal is used to extract the interested object. Although the combination of proposed main feature and assistant feature is useful for representing rigid objects and non-rigid objects, the computation required for the method is still high and to make it more efficient is the topic of the future work.
