Abstract--In this paper, high-order iuterpolants are presented for constructing continuous solutions to a system of two-point boundary value differential equations between widely spaced but accurate dependent variable values. These interpolants are local and symmetric, requiring data only within a single mesh interval and they require a small number of right-hand side evaluations of the defining ODE system to achieve the required order of accuracy. Internal derivative information in the mono-implicit Runge-Kutta formulae is exploited to reduce the number of additional right-hand side evaluations necessary to define the interpolant to the required order of accuracy. When the underlying ODE system is second order, very economical and accurate interpolants are found. All of the interpolants are suitable for grid refinement algorithms in automatic adaptive two-point boundary value packages such as TWPBVP. ¢~)
INTRODUCTION
Modern numerical methods for the numerical solution of nonlinear systems of two-point boundary value problems, such as MIRK, can be of high-order accuracy in the mesh spacing [1] [2] [3] [4] [5] [6] . However, values of the dependent variables with comparable accuracy may be required at many locations not on the initial independent variable grid. Also, event locations such as where a dependent variable passes through zero may be important. An accurate interpolant for a solution defined only at widely spaced grid points will be required in this case. High-order interpolants can be constructed using the solution data over many mesh intervals. Such interpolation formulae must become nonsymmetric near and at boundaries. Interpolation algorithms of this type can perform poorly on highly nonuniform grids and on stiff problems. If the interpolant is local, the formula can be identical for every mesh interval. A polynomial interpolant is an obvious choice as it is inexpensive to evaluate, straightforward to construct and easy to analyze for error behaviour.
If a local interpolating formula is symmetric in its use of the end-point data for two-point boundary value problems, the preservation of symmetry will allocate equal weights to this data.
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A local interpolant will cope easily with a variable spaced mesh. An algorithm for constructing the interpolant attempting to minimize the number of additional right-hand side {hereafter rhs} evaluations of the defining differential equation system will be efficient. An explicit interpolation formula based upon a few rhs evaluations will satisfy this requirement. Such a minimal evaluation formula may not be very accurate. The overall accuracy of an interpolant can be improved with a small number of additional rhs evaluations. However, explicit formulae may be unstable or inaccurate for very stiff problems [7] .
Continuous approximation to the numerical solution of a system of ordinary differential equations for solutions found by Runge-Kutta methods [4, 6, 8, 9 ] is a longstanding problem. Recent work on this problem [10] [11] [12] [13] has been focused on exploiting the internal information available within collocation packages for the solution of two-point boundary value problems (such as COL-SYS [5, 14] ). But the problem of defining an efficient highly accurate interpolant is difficult, as the accuracy of the interpolant is determined by the least accurate data point used in its construction.
In [11] , a bootstrap approach was described which defined a succession of interpolants of increasing order of accuracy in terms of function values and derivatives available at the end points of a mesh interval, at its internal collocation points and at sufficient additional internal independent variable points to define a unique polynomial of the required accuracy. The order of accuracy of the interpolant was increased by one for each successive application of the interpolation formula. An interpolant can be the same order of accuracy as the dependent variables and one order greater than the accuracy of the derivatives. Alternatively, generating dependent variable values of increasing accuracy at internal points and then using these values to calculate the first derivative from the ODE to the same order of accuracy can step up the overall accuracy of successive interpolants until the required order of accuracy is achieved. Many evaluations of the rhs of the ODE may be required in this process to construct the final accurate interpolant.
Progress has already been made in the derivation of interpolants for MIRK formulae [4] . Cash and Wright [7] set out an explicit interpolant of sixth-order accuracy that used internal derivative data from the MIRK6 formula of Cash and Singhal [2] . If the ODE system is of order N, then 2N nonlinear equations have to be solved for each mesh interval over which the interpolant is required. But, this could be accomplished at a modest extra computational cost, as they showed.
MIRK BASED INTERPOLANT FOR FIRST-ORDER SYSTEMS
In what follows, we will assume that y,~ is a solution to the differential equation at the point x~ and that y~ = f(x~, y~). We will assume that the solution process generates values of y,~ and y~ accurate enough for their errors not to impinge upon the accuracy of interpolants calculated using them, except where explicitly noted.
A MIRK6 Based Interpolant
Cash and Wright [7] presented an explicit fourth-order Hermite interpolant using the data ! {Y~, Y~, Y~+I, Y~+I} for each interval x~ < x < x~+l. They also described an explicit sixth-order interpolant using this data and internal data from the MIRK6 formula of Cash and Singhal [2] . Unfortunately, there were errors in the latter formula as printed.
If we define A66(w) = w 2 (15 -50w + 60w 2 -24w3) ,
(2.2a) (2.2b) (2.2c) (2.2d) the sixth-order interpolant can be written [15] . Figure This error term is 
{
for Xn ! ~ ~ Xn+l. 
MIRK8 Based Interpolants
Cash and Singhal [2] proposed a MIRK8 formula which had seven internal symmetrically placed rhs evaluation points. These were calculated from successive pairs of Y~+1/2±~ values for i = 1, 2, 3 and a final Y~n+l/2 value. These internal estimates of y~ achieve only an accuracy ... O(hb), rendering them unsuitable as high-order interpolant data. In [3] , another MIRK8 formula created internal y~ values of a higher accuracy. This scheme, presented here in algebraic, subtraction-free form (for greatest accuracy) is Note that (2.Ta),(2.7b) axe an alternative way of defining Runge-Kutta formulae which is equivalent to, but for MIRK formulae much more illuminating than, the standard Butcher [16] approach.
A sixth-order interpolant
In this MIRK8 formula Y~ and Y~ are accurate to O(h6). From these two internal derivative values and the end point data it is straight forward to calculate a sixth-order interpolant, Figure 2b shows the distribution of A86(w), Bs6(w), and Es6(w) and again these remain suitably bounded on [0, I]. The interpolant ?]86 is nearly the same accuracy as the interpolant ySn% ~ from the previous section although it has a different limiting distribution. The shape of the error does not suggest any specific contribution from inaccuracy in the data.
or greater, the error using Yn+w can be shown to be errys~ : --w) 2 w 2-w+~ x=E forx~ <_~_<X~+l. 
An Eighth-Order Interpolant
In addition to {yn,y~n,yn+l,y'n+l} four additional pieces of data of sufficient accuracy are required to define a local eighth-order interpolant. From the Cash MIRK8 formula [3] Here the interpolated value for y will be more accurate than O(h6). To maintain consistency with our notation so far, we specify these two additional interior points by defining a4 = 1/v~-8. The exact formulae for calculating y at these two points are Taking special care of the error terms in this way achieves a better interpolant than that given in [31. 
(b)Ass(w) (--), 16B88(w) (---), 8C88(w) (--), 8D88(~) (---), 8E88(~) (-----).
6xI ĩ i (c) (w2(1 --w)2/40320)(w 4 --2w 3 + 31/21w 2 --10/21w + 3/49). There is a threefold reduction in the maximum error. Figure 4b . In the limiting case, the error is reduced by approximately a factor of three. The cost increases from three to five rhs evaluations per mesh interval to construct the improved interpolant.
INTERPOLANTS FOR SECOND-ORDER

SYSTEMS
Many two-point boundary value problems (and most of the generic test examples for this class of problem in the literature [15, 17] are of the form y" = f(x,y) or y" = f(x,y,y'). Although these second-order systems frequently are reduced to the first-order form required in some packages [18, 19] by the transformation y' = z, z' = f(x, y, z), their underlying second-order structure remains. As a consequence, Yn, Y~, and y~ are generally available at every solution point xn. The magnitude of the limiting form of erry,,2/h 6 is almost twice that of erry66/h6n (2.6) and five times that of erry~6(improved)/h~. Figure 5b shows the forms of the polynomials A66=, B86=, and C862. Figure 5c shows the curve (w3/720)(1 -w) 3 . This form appears to be the limiting ,,662 Comparing Figure lc with Figure 5c or the expression form of the error for the interpolant un+~-erry~6, (2.6) with the expression erry,62, (3.3) shows that the latter is eight times larger than the former, consistent with the errors seen in the two interpolates.
If the eighth-order MIRK8 method of Cash [3] has been used to solve the ODE system, an internal value of Y~+1/2 accurate to O(h 6) is available directly. If a sixth-order MIRK6 method (3.1a) . As Y'~+112 is multiplied by h2~ in the above formula, it is sufficient that it be of at least O(hSn) accuracy for the interpolant to be of O(hVn) accuracy overall. Figure 5d shows the error of this interpolant for the test problem (A2) divided by h 7 when the internal data from the MIRK6 algorithm is used to generate the required ylr~+i/2 value at the additional cost of one rhs evaluation per interval. The MIRK8 formula of Cash [3] generates Y~+1/2 internally to the required accuracy to allow the interpolant 7 Figure 6a plots the error in this interpolant for the test problem (A2) (when it is divided by h~) for a decreasing series of step sizes. Figure 6b shows the shapes of the interpolant polynomial for each of the separate data points. As expected, the error for this version is dominated by the sixth-order error in Y~+l/2" If the interpolant based on this data is used to generate a more accurate value of Yn+l/2 (and of Y~+1/2 if needed) to allow a more accurate value of Y'~+l/e to be calculated at the cost of one additional rhs evaluation, the resultant interpolant is of order h 9. Figure 6c demonstrates this for the test problem (A2).
GLOBAL NUMERICAL RESULTS
How do errors in the end point data of each interval influence the overM1 accuracy of the interpolants set out in the previous sections? It will be seen in this section that the MIRK6 formula of Cash and Singhal [2] has a worst case error of ,v 4 × 10 -l°, 6 x 10 -12, and 10 -13 when solving the Enright A2 problem on a uniform grid of 8, 16, and 32 mesh points, respectively. The MIRK8 formula of Cash [3] has worst case errors of ,~ 4 x 10 -12, 2 × 10 -14, and 7 × 10 -17 on these grids! This puts severe constraints on the interpolants if they must achieve comparable accuracy between the MIRK solution points.
The local truncation errors are of O(h6n) and O(h s) accuracy for MIRK6 [2] and MIRK8 [3] , respectively. The global distribution of the error is determined by solving the two-point boundary value problem with homogeneous boundary conditions when the local truncation error acts as a forcing term. This is similar to the deferred correction algorithm as described by Cash and Wright [1] . Now we investigate the relative accuracy of the interpolating functions by considering test problems with known analytic solutions. The test problem (A2) of [15] , described in the caption to Figure 1 , is used. We raise the order of this example by differentiating it to get y" = (3/4)y 5 or -(3/2)y'y 2. An extra boundary condition at x = 1,y(1) = 1/x/~ is added to recover the analytic solution y(x) = 1/,/1 + x. The two possible right-hand sides for this ODE allow us to investigate systems of the three forms;
(ii) y" = f(x,y), and (iii) y" = f(x, y, y').
This will show how much better the special algorithms for ODEs of Types (ii) and (iii) are.
We start with the interpolants for the system y~ = f(x, y). Figure 7a shows the scaled error (Yexact -MIRK6(yn))/h 6 for h = {1/8, 1/16, 1/32}. The symbols show the MIRK6 solution point errors divided by h~. The lines show the interpolant Yn+~66 (2. 3) connecting these data points. Figure 7b shows the same results when improved interior data is used in y6~ as described in Section 2.4. In both cases, the scaled interpolant error is bounded by a consistent error envelope as h-+ 0.
In Figure 7a , we see contributions from both the internal MIRK6 data error at xn+l/4 and xn+3/4, equation ( Figure 7a and does mark the limiting envelope of the maximum error as h -~ 0. This error is 30 times larger than the maximum error in the underlying MIRK6 solution. Using more accurate internal data for the interpolant (as described in Section 2.4) reduces the maximum error by a factor of 4 (as seen in Figure 7b ) but the shape of the limiting error envelope is still set by the distribution of y'~ and the underlying MIRK6 solution error. However, in this improved interpolant the maximum error introduced by the interpolant is only six times larger than the maximum error of the underlying MIRK6 discrete results.
In Figure 7c , the interpolant ynT+w, equation (3.5) , is used between the MIRK6 mesh values y~, taking advantage of the second-order form of the problem. Now the interpolant contributes essentially no extra error. This behaviour is expected as the interpolant is accurate to O(h~) and the interpolant error decreases more rapidly than the O(h~n) errors in the Yn values generated by the MIRK6 formula. Figures 7d and 7e show the distribution of the error divided by h s when the mesh solution values of Yn are generated by the MIRK8 algorithm of [3] . This MIRK formula was devised to maximize the accuracy of the internal data points within each mesh interval. Although the behaviour of the error envelope of the Yns+s~ interpolant using the MIRK8 solution mesh point values is similar to that seen in Figures 7a and 7b , the error introduced by the interpolant is only three times the error of the MIRK8 solution. This tenfold reduction in the interpolant error over the sixth-order case shows the advantage of using this interpolant optimized MIRK formula when interpolation is required. The error reduction from improving the internal data accuracy is not as marked in this case (Figure 7b ). Figure 7e shows again that when an underlying second-order structure is available for the ODE, an improved interpolant exploiting this structure may be constructed. As in Figure 7c , the y9 interpolant introduces essentially no additional error into the solution.
It is clear that for this smooth problem the MIRK algorithms produce a very accurate solution, even on a coarse grid. Although the overall errors behave like O(h 6) and O(hS), large errors are introduced by the interpolants. Improvements in the accuracy of interpolants is possible when we make use of the special second-order forms (ii) and (iii) of our test problem. Fortunately, such second-order problems occur frequently in practice.
CONCLUSIONS
The corrected form of the Cash and Wright [7] [11] , although in our case there is no improvement in the order of accuracy of the interpolant. If internal data is available from the Cash MIRK8 [3] based solution, a sixth-order accurate interpolant may be constructed directly with no extra rhs evaluations. Producing an eighth-order accurate interpolant does require three extra rhs evaluations. The accuracy of this interpolant can be improved if the accuracy of the data at the internal points is improved by using the less accurate eighth-order interpolant to regenerate more accurate data at the internal points. It must be an economic decision as to whether these improvements in accuracy justify the costs of the additional function evaluations per mesh interval.
When the underlying ODE system is of the form y" = f(x, y) or y" = f(x, y, y~) it is possible to exploit this second-order ODE nature to reduce the number of extra rhs evaluations necessary to The choice of internal data points for the high-order MIRK8 algorithm dictated by the demand for highly accurate internal data for the first order formula decree that the data is located at unexploitable points for second derivative based interpolants. An interpolant based on two alternative interior points chosen to nearly minimize the interpolant error function can be found. The quantity y~ can be found at these two points to the necessary accuracy by using the 7 Yn+w interpolant described above (3.5). The resultant formula would be O(h 9) accurate were the internal y" data accurate to at least O(h~). The accuracy of the internal data points can be improved by one or more bootstrap steps.
Global error investigation demonstrates that the MIRK6 method of Cash and Singhal [2] and the MIRK8 method of Cash [3] are so accurate that the interpolant error dominates, even when these are improved by additional rhs evaluations. But the Cash MIRK8 [3] formula does allow an eight-order interpolant to be constructed economically which is only three times less accurate than the underlying discrete solution, for this example.
When the problem is second order in nature, higher-order interpolants work better with the underlying MIRK determined solutions and a high overall accuracy is achieved across the entire problem domain for smooth solutions.
This argues forcibly that the second-order ODE based MIRK interpolants of accuracy one higher than the grid point values should be used whenever accurate solutions between the grid points are required as concluded by Enright and Muir [10] .
Finally, we remark that in this paper we have derived interpolants for most commonly used MIRK formulae. We have analyzed these formulae rather more carefully than has been previously the case and we believe the algorithms we have presented are generally superior to existing ones.
