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Abstract
This work studies the problem of learning episodic Markov Decision Processes
with known transition and bandit feedback. We develop the first algorithm with a
“best-of-both-worlds” guarantee: it achieves O(log T ) regret when the losses are
stochastic, and simultaneously enjoys worst-case robustness with O˜(√T ) regret
even when the losses are adversarial, where T is the number of episodes. More
generally, it achieves O˜(√C) regret in an intermediate setting where the losses
are corrupted by a total amount of C. Our algorithm is based on the Follow-
the-Regularized-Leader method from Zimin and Neu [26], with a novel hybrid
regularizer inspired by recent works of Zimmert et al. [27, 29] for the special case
of multi-armed bandits. Crucially, our regularizer admits a non-diagonal Hessian
with a highly complicated inverse. Analyzing such a regularizer and deriving
a particular self-bounding regret guarantee is our key technical contribution and
might be of independent interest.
1 Introduction
We study the problem of learning episodic Markov Decision Processes (MDPs). In this problem,
a learner interacts with the environment through T episodes. In each episode, the learner starts
from a fixed state, then sequentially selects one of the available actions and transits to the next state
according to a fixed transition function for a fixed number of steps. The learner observes only the
visited states and the loss for each visited state-action pair, and her goal is to minimize her regret, the
difference between her total loss over T episodes and that of the optimal fixed policy in hindsight.
When the losses are adversarial and can change arbitrarily between episodes, the state-of-the-art
is achieved by the UOB-REPS algorithm of [12] with near-optimal regret O˜(√T ) (ignoring de-
pendence on other parameters). On the other hand, the majority of the literature focuses on the
stochastic/i.i.d. loss setting where the loss for each state-action pair follows a fixed distribution. For
example, Azar et al. [5] achieve the minimax regret O˜(√T ) in this case. Moreover, the recent work
of Simchowitz and Jamieson [23] shows the first non-asymptotic gap-dependent regret bound of
order O(log T ) for this problem, which is considerably more favorable than the worst-case O˜(√T )
regret.
A natural question then arises: is it possible to achieve the best of both worlds with one single
algorithm? In other words, can we achieve O(log T ) regret when the losses are stochastic, and
simultaneously enjoy worst-case robustness with O˜(√T ) regret when the losses are adversarial?
Considering that the existing algorithms from [12] and [23] for these two settings are drastically
different, it is highly unclear whether this is possible.
In this work, we answer the question affirmatively and develop the first algorithm with such a best-
of-both-worlds guarantee, under the condition that the transition function is known. We emphasize
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that even in the case with known transition, the problem is still highly challenging. For example,
the adversarial case was studied in [26] and still requires using the Follow-the-Regularized-Leader
(FTRL) or Online Mirror Descent framework from the online learning literature (see e.g., [10]) over
the occupancy measure space, which the UOB-REPS algorithm [12] adopts as well. This is still
significantly different from the algorithms designed for the stochastic setting.
Moreover, our algorithm achieves the logarithmic regret O(log T ) for a much broader range of sit-
uations besides the usual stochastic setting. In fact, neither independence nor identical distributions
are required, as long as a certain gap condition similar to that of [27] (for multi-armed bandits) holds
(see Eq. (2)). Even more generally, our algorithm achieves O˜(log T +√C) regret in an intermediate
setting where the losses are corrupted by a total amount of C. This bound smoothly interpolates
between the logarithmic regret for the stochastic setting and the worst-case O˜(√T ) regret for the
adversarial setting as C increases from 0 to T .
Techniques. Our algorithm is mainly inspired by recent advances in achieving best-of-both-worlds
guarantees for the special case of multi-armed bandits or semi-bandits [24, 27, 29]. These works
show that, perhaps surprisingly, such guarantees can be obtainedwith the standard FTRL framework
originally designed only for the adversarial case. All we need is a carefully designed regularizer and
a particular analysis that relies on proving a certain kind of self-bounding regret bounds, which then
automatically implies O(log T ) regret for the stochastic setting, and more generally O˜(√C) regret
for the case with C corruption.
We greatly extend this idea to the case of learning episodic MDPs. As mentioned, Zimin and Neu
[26] already solved the adversarial case using FTRL over the occupancymeasure space, in particular
with Shannon entropy as the regularizer in the form
∑
s,a q(s, a) ln q(s, a), where q(s, a) is the
occupancy for state s and action a. Our key algorithmic contribution is to design a new regularizer
based on the 1/2-Tsallis-entropy used in [27]. However, we argue that using only the Tsallis entropy,
in the form of −∑s,a√q(s, a), is not enough. Instead, inspired by the work of [29] for semi-
bandits, we propose to use a hybrid regularizer in the form −∑s,a(√q(s, a) +√q(s)− q(s, a))
where q(s) =
∑
a q(s, a). In fact, to stabilize the algorithm, we also need to add yet another
regularizer in the form−∑s,a log q(s, a) (known as log-barrier), borrowing the idea from [7, 8, 16].
See Section 2.2 and Section 3 for more detailed discussions on the design of our regularizer.
More importantly, we emphasize that analyzing our new regularizer requires significantly new ideas,
mainly because it admits a non-diagonal Hessian with a highly complicated inverse. Indeed, the key
of the FTRL analysis lies in analyzing the quadratic norm of the loss estimator with respect to the
inverse Hessian of the regularizer. As far as we know, almost all regularizers used in existing FTRL
methods are decomposable over coordinates and thus admit a diagonal Hessian, making the analysis
relatively straightforward (with some exceptions mentioned in related work below). Our approach is
the first to apply and analyze an explicit non-decomposable regularizer with non-diagonal Hessian.
Our analysis heavily relies on rewriting q(s) in a different way and constructing the Hessian inverse
recursively (see Section 4). The way we analyze our algorithm and derive a self-bounding regret
bound for MDPs is the key technical contribution of this work and might be of independent interest.
While we only resolve the problem with known transition, we believe that our approach, providing
the first best-of-both-worlds result for MDPs, sheds light on how to solve the general case with
unknown transition.
Related work. We refer the reader to [23] for earlier works on gap-dependent logarithmic regret
bounds for learning MDPs with stochastic losses, and to [12] for earlier works on learning MDPs
with adversarial losses. Using very different techniques, the recent work of Lykouris et al. [18]
also develops an algorithm for the stochastic setting that is robust to a certain amount of adversarial
corruption to the environment (including both the transition and the losses). Their algorithm does
not ensure a worst-case bound of O(√T ) and can only tolerate o(√T ) amount of corruption, while
our algorithm ensures O(√T ) regret always. On the other hand, their algorithm works even under
unknown transition while ours cannot.
For the special case of multi-armed bandits (essentially our setting with one single state), the ques-
tion of achieving best-of-both-worlds was first considered by Bubeck and Slivkins [6]. Since then,
different improvements have been proposed over the years [22, 4, 21, 24, 17, 9, 27, 29]. As men-
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tioned, our regularizer is largely based on the most recent advances from [27, 29], briefly reviewed
in Section 2.2.
As far as we know, all existing works on using FTRL with a regularizer that admits a non-diagonal
Hessian do not require calculating the Hessian inverse explicitly. For example, the SCRiBLe al-
gorithm of [1, 2] for efficient bandit linear optimization and its variants (e.g., [20, 11]) use any
self-concordant barrier [19] of the decision set as the regularizer, and the entire analysis only relies
on certain properties of self-concordant barriers and does not even require knowing the explicit form
of the regularizer. As another example, when applying FTRL over a space of matrices, the regular-
izer usually also does not decompose over the entries (see e.g., [14]). However, the Hessian inverse
is often well-known from matrix calculus already. These previous attempts are all very different
from our analysis where we need to explicitly work out the inverse of the non-diagonal Hessian.
2 Preliminaries
The problem of learning an episodic MDP through T episodes is defined by a tuple
(S,A, P, L, {ℓt}Tt=1), where S and A are the finite state and action space respectively, P : S ×
A × S → [0, 1] is the transition function such that P (s′|s, a) is the probability of moving to state
s′ after executing action a at state s, L is the number of interactions within each episode, and
ℓt : S ×A→ [0, 1] is the loss function for episode t, specifying the loss of each state-action pair.
Without loss of generality (see detailed discussions in [12]), the MDP is assumed to have the fol-
lowing layered structure. First, the state space S consists of L + 1 layers S0, . . . , SL such that S =⋃L
k=0 Sk and Si∩Sj = ∅ for i 6= j. Second, S0 and SL are singletons, containing only the start state
s0 and the terminal state sL respectively. Third, transitions are only possible between consecutive
layers. In other words, if P (s′|s, a) > 0, then s′ ∈ Sk+1 and x ∈ Sk for some k.
Ahead of time, the environment decides (S,A, P, L, {ℓt}Tt=1), with S,A, L, and P revealed to the
learner. The interaction between the learner and the environment then proceeds in T episodes. For
each episode t, the learner decides a stochastic policy πt : S × A → [0, 1], where πt(a|s) is the
probability of selecting action a at state s, then executes the policy starting from the initial state
s0 until reaching the final state sL, yielding and observing a sequence of L state-action-loss tuples
(s0, a0, ℓt(s0, a0)), . . . , (sL−1, aL−1, ℓt(sL−1, aL−1)), where action ak is drawn from πt(·|sk) and
state sk+1 is drawn from P (·|sk, ak), for each k = 0, . . . , L − 1. Importantly, the learner only
observes the loss of the visited action-state pairs and nothing else about the loss function ℓt, known
as the bandit feedback setting.
For any policy π, with slight abuse of notation we denote its expected loss in episode t as
ℓt(π) = E
[∑L−1
k=0 ℓt(sk, ak)
]
, where the state-action pairs (s0, a0), . . . , (sL−1, aL−1) are gener-
ated according to the transition function P and the policy π. The expected regret of the learner with
respect to a policy π is defined as RegT (π) = E
[∑T
t=1 ℓt(πt) −
∑T
t=1 ℓt(π)
]
, which is the differ-
ence between the total loss of the learner and that of policy π. The goal of the leaner is to minimize
her regret with respect to an optimal policy, denoted as RegT = maxπ RegT (π). Throughout the
paper, we use π˚ : S → A to denote a deterministic optimal policy, which is known to always exist.
Occupancy measures. To solve the problem using techniques from online learning, we need the
concept of “occupancy measures” proposed in [26]. Specifically, fixing the MDP of interest, every
stochastic policy π induces an occupancy measure qπ : S × A → [0, 1] with qπ(s, a) being the
probability of visiting state-action pair (s, a) by following policy π. With this concept, the expected
loss of a policy π in episode t can then be written as a simple linear function of qπ: ℓt(π) =∑
s6=sL,a∈A q
π(s, a)ℓt(s, a), which we denote as 〈qπ, ℓt〉, and the regret can be written as RegT =
E
[∑T
t=1 〈qt − q˚, ℓt〉
]
where qt = q
πt and q˚ = qπ˚.
In other words, the problem essentially becomes an instance of online linear optimizationwith bandit
feedback, where in each episode the learner proposes an occupancy measure qt ∈ Ω. Here, Ω is the
set of all possible occupancy measures and is known to be a polytope satisfying two constraints [26]:
first, for every k = 0, . . . , L−1,∑s∈Sk∑a∈A q(s, a) = 1; second, for every k = 1, . . . , L−1 and
every state s ∈ Sk, ∑
s′∈Sk−1
∑
a′∈A
q(s′, a′)P (s|s′, a′) =
∑
a
q(s, a). (1)
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Having an occupancy measure qt ∈ Ω, one can directly find its induced policy via πt(a|s) =
qt(s, a)/
∑
a′∈A qt(s, a
′).
More notation. We use k(s) to denote the index of the layer to which state s belongs, and I{·} to
denote the indicator function whose value is 1 if the input holds true and 0 otherwise. For a positive
definite matrix M ∈ RK×K , ‖x‖M ,
√
x⊤Mx is the quadratic norm of x ∈ RK with respect to
M . Throughout the paper, we use O˜(·) to hide terms of order logT .
2.1 Conditions on loss functions
So far we have not discussed how the environment decides the loss functions ℓ1, . . . , ℓT . We consider
two general settings. The first one is the adversarial setting, where there is no assumption at all on
how the losses are generated — they can even be generated in a malicious way after seeing the
learner’s algorithm (but not her random seeds).1 The O-REPS algorithm of [26] achieves RegT =
O˜(√L|S||A|T ) in this case, which was shown to be optimal.
The second general setting we consider subsumes many cases such as the stochastic case. Generaliz-
ing [28] (the full version of [27]) for bandits, we propose to summarize this setting by the following
condition on the losses: there exist a gap function∆ : S ×A→ R+, a mapping π⋆ : S → A, and a
constant C ≥ 0 such that
RegT = E
[
T∑
t=1
〈qt − q˚, ℓt〉
]
≥ E
 T∑
t=1
∑
s6=sL
∑
a 6=π⋆(s)
qt(s, a)∆ (s, a)
− C (2)
holds for all sequences of q1, . . . , qT . While seemingly strong and hard to interpret, this condition
in fact subsumes many existing settings as explained below.
Stochastic losses. In the standard stochastic setting studied by most works in the literature,
ℓ1, . . . , ℓT are i.i.d. samples of a fixed and unknown distribution. In this case, by the performance
difference lemma (see e.g., [13, Lemma 5.2.1]), Eq. (2) is satisfied with π⋆ = π˚, C = 0, and
∆(s, a) = Q(s, a) −mina′ 6=aQ(s, a′) where Q is the Q function of the optimal policy π˚.2 In fact,
Eq. (2) holds with equality in this case. Here, ∆(s, a) is the sub-optimality gap of action a at state
s, and plays a key role in the optimal logarithmic regret for learning MDPs as shown in [23].
Stochastic losses with corruption. More generally, consider a setting where the environment first
generates ℓ′1, . . . , ℓ
′
T as i.i.d. samples of an unknown distribution (call the corresponding MDPM),
and then corrupt them in an arbitrary way to arrive at the final loss functions ℓ1, . . . , ℓT . Then Eq. (2)
is satisfied with π⋆ being the optimal policy of M, C = 2∑Tt=1∑k<Lmaxs∈Sk,a |ℓt(s, a) −
ℓ′t(s, a)| being the total amount of corruption, and ∆(s, a) = Q(s, a) −mina′ 6=aQ(s, a′) where Q
is the Q function of policy π⋆ with respect toM. This is because: RegT ≥
∑T
t=1
〈
qt − qπ⋆ , ℓt
〉
=〈
qt − qπ⋆ , ℓ′t
〉
+〈qt, ℓt − ℓ′t〉−
〈
qπ
⋆
, ℓt − ℓ′t
〉 ≥∑Tt=1∑s6=sL∑a 6=π⋆(s) qt(s, a)∆ (s, a)−C,where
in the last step we use the performance difference lemma again and the definition of C.
Compared to the corruption model studied by [18], the setting considered here is more general in
the sense that C measures the total amount of corruption in the loss functions, instead of the number
of corrupted episodes as in [18]. On the other hand, they allow corrupted transition as well when an
episode is corrupted, while our transition is always fixed and known.
2.2 Follow-the-Regularized-Leader and self-bounding regret
FTRL is one of the standard frameworks to derive online learning algorithms for adversarial envi-
ronments. In our context, FTRL computes qt = argminq∈Ω
∑
τ<t
〈
q, ℓ̂τ
〉
+ψt(q)where ℓ̂τ is some
1Technically, this is a setting with an oblivious adversary, where ℓt does not depend on the learner’s previous
actions. However, this is only for simplicity and our results generalize to adaptive adversaries directly.
2One caveat here is that since we require ∆(s, a) to be non-zero, the optimal action for each state needs to
be unique for Eq. (2) to hold. The work of [28] requires this uniqueness condition for multi-armed bandits as
well, which is conjectured to be only an artifact of the analysis.
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estimator for the loss function ℓτ and ψt is a regularizer usually of the form ψt =
1
ηt
ψ for some
learning rate ηt > 0 and a fixed convex function ψ. The O-REPS algorithm exactly falls into this
framework with ℓ̂t being the importance-weighted estimator (more details in Section 3) and ψ being
the entropy function.
While traditionally designed for adversarial environments, somewhat surprisingly FTRL was re-
cently shown to be able to adapt to stochastic environments with O(logT ) regret as well, in the
context of multi-armed bandits starting from the work by Wei and Luo [24], which was later greatly
improved by Zimmert and Seldin [27, 28]. This approach is conceptually extremely clean and only
relies on designing a regularizer that enables a certain kind of self-bounding regret bound. We briefly
review the key ideas below since our approach is largely based on extending the same idea to MDPs.
Multi-armed bandit is a special case of our setting with L = 1. Thus, the concept of states does
not play a role, and below we write q(s0, a) as q(a) for conciseness. The regularizer used in [27] is
the 1/2-Tsallis-entropy, originally proposed in [3], and is defined as ψ(q) = −∑a√q(a). With a
simple learning rate schedule ηt = 1/
√
t, it was shown that FTRL ensures the following adaptive
regret bound for some constant B > 0,
RegT ≤ E
B T∑
t=1
∑
a 6=a⋆
√
qt(a)
t
 (3)
where a⋆ can be any action. The claim is now that, solely based on Eq. (3), one can derive the best-of-
both-worlds guarantee already, without even further considering the details of the algorithm. To see
this, first note that applying Cauchy-Schwarz inequality (
∑
a
√
qt(s) ≤
√|A|) immediately leads
to a worst-case robustness guarantee of RegT = O(
√|A|T ) (optimal for multi-armed bandits).
More importantly, suppose now Condition (2) holds (note again that there is only one state s = s0
and we write ∆(s0, a) as ∆(a)). Then picking a
⋆ = π⋆(s0), one can arrive at the following self-
bounding regret using Eq. (3):
RegT ≤ E
 T∑
t=1
∑
a 6=a⋆
qt(a)∆(a)
2z
+
zB2
2t∆(a)
 ≤ RegT + C
2z
+ zB2
∑
a 6=a⋆
log T
∆(a)
,
where the first step uses the AM-GM inequality and holds for any z > 1/2, and the second step
uses Eq. (2) and the fact
∑T
t=1 1/t ≤ 2 logT . Note that we have bounded the regret in terms of
itself (hence the name self-bounding). Rearranging then gives RegT ≤ 2z
2B2
2z−1
∑
a 6=a⋆
log T
∆(a) +
C
2z−1 .
It just remains to pick the optimal z to minimize the bound. Specifically, using the shorthand U =
1
2B
2
∑
a 6=a⋆
log T
∆(a) and x = 2z−1 > 0, the bound can be simplified to RegT ≤ 2U+Ux+(C+U)/x,
and finally picking the best x to balance the last two terms gives RegT ≤ 2U + 2
√
U(C + U) ≤
4U + 2
√
UC = 2B2
∑
a 6=a⋆
log T
∆(a) +
√
2CB2
∑
a 6=a⋆
log T
∆(a) .
In the case with stochastic losses (C = 0), the final bound isO(∑a 6=a⋆ log T∆(a)), exactly matching the
lower bound for stochastic multi-armed bandits [15]. More generally, in the corruption model, the
regret is order O(logT +√C logT ), smoothly interpolating between the bounds for the stochastic
setting and the adversarial setting as C increases from 0 to T .
Finally, we remark that although not mentioned explicitly, the follow-up work [29] reveals that using
a hybrid regularizer in the form ψ(q) = −∑a(√q(a) +√1− q(a)), with Tsallis entropy applied
to both q and its complement, also leads to the same bound Eq. (3), via an even simpler analysis.
This is crucial for our algorithm design and analysis as explained in the next section.
3 Algorithm and Main Results
We are now ready to present our algorithm. Based on the discussions from Section 2.2, our goal is
to design an algorithm with a regret bound akin to Eq. (3):
RegT ≤ E
B T∑
t=1
∑
s6=sL
∑
a 6=π(s)
√
qt(s, a)
t
 (4)
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Algorithm 1 FTRL with hybrid Tsallis entropy for learning stochastic and adversarial MDPs
Parameters: α, β, γ
Define: hybrid regularizer φH and log-barrier regularizer φL as in Eq. (5) and Eq. (6)
Define: valid occupancy measure space Ω (see Section 2), learning rate ηt = γ/
√
t
Initialize: L̂0(s, a) = 0 for all (s, a)
for t = 1 to T do
compute qt = argminq∈Ω
〈
q, L̂t−1
〉
+ ψt(q) where ψt(q) =
1
ηt
φH(q) + φL(q)
execute policy πt where πt(a|s) = qt(s, a)/qt(s)
observe (s0, a0, ℓt(s0, a0)), . . . , (sL−1, aL−1, ℓt(sL−1, aL−1))
construct estimator ℓ̂t such that: ∀(s, a), ℓ̂t(s, a) = ℓt(s,a)qt(s,a) I{sk(s) = s, ak(s) = a}
update L̂t = L̂t−1 + ℓ̂t
for any mapping π : S → A. This immediately implies a worst-case regret bound RegT =
O(√L|S||A|T ) (by applying Cauchy-Schwarz inequality), matching the optimal bound of [26].
Moreover, repeating the same calculation and picking π = π⋆, one can verify that under Condi-
tion (2) this leads to a similar bound of order O(log T +√C logT ) as in the case for multi-armed
bandits.
To achieve so, a natural idea is to directly extend the 1/2-Tsallis-entropy regularizer to MDPs and
take ψ(q) = −∑s,a√q(s, a). However, generalizing the proofs of [27] one can only prove a
weaker bound: RegT ≤ B
∑T
t=1
∑
(s,a) 6=ξ(k(s))
√
qt(s,a)
t for any ξ mapping from a layer index to a
state-action pair. Compared to the desired Eq. (4), one can see that instead of excluding one arbitrary
action π(s) for each state s in the bound, now we only exclude one arbitrary action for one single
state specified by ξ in each layer. This is not enough to derive the same results as one can verify.
The hybrid regularizer −∑s,a(√q(s, a) +√1− q(s, a)) [29] suffers the same issue. However,
we propose a natural fix to this hybrid version by replacing 1 with q(s) ,
∑
a q(s, a), that is, the
marginal probability of visiting state s under occupancy measure q.3 More concretely, we define
(with “H” standing for “hybrid”)
φH(q) = −
∑
s6=sL,a∈A
(√
q(s, a) + α
√
q(s)− q(s, a)
)
, where q(s) =
∑
a∈A
q(s, a) (5)
for some parameter α > 0, as the key component of our regularizer. Note that in the case of multi-
armed bandits, this exactly recovers the original hybrid regularizer since q(s0) = 1 and there is
only one state. For MDPs, intuitively each state is dealing with a multi-armed bandit instance, but
with total available probability q(s) instead of 1, making φH a natural choice. However, also note
another important distinction between φH and the ones discussed earlier: φH does not decompose
over the action-state pairs, thus admitting a non-diagonal Hessian. This makes the analysis highly
challenging since standard FTRL analysis requires analyzing the Hessian inverse of the regularizer.
We will come back to this challenge in Section 4.
To further stabilize the algorithm and make sure that qt and qt+1 are not too different (another
important requirement of typical FTRL analysis), we apply another regularizer in addition to φH ,
defined as (with “L” standing for “log-barrier”):
φL(q) = β
∑
s6=sL,a∈A
log
1
q(s, a)
, (6)
for some parameter β > 0. Our final regularizer for time t is then ψt(q) =
1
ηt
φH(q) + φL(q) where
ηt = γ/
√
t is a decreasing learning rate with parameter γ > 0. In all our results we pick β = O(L).
Thus, the weight for φL is much smaller than that for φH . This idea of adding a small amount
of log-barrier to stabilize the algorithm was first used in [7] and recently applied in several other
works [8, 25, 16]. See more discussions in Section 4.
3We find it intriguing that while the Tsallis entropy regularizer and its hybrid version work equally well for
multi-armed bandits, only the latter admits a natural way to be generalized to learning MDPs.
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Our final algorithm is shown in Algorithm 1. In each episode t, the algorithm follows standard
FTRL and computes qt = argminq∈Ω
〈
q, L̂t−1
〉
+ ψt(q) with L̂t−1 =
∑
s<t ℓ̂s being the accu-
mulated estimated loss. Then the policy πt induced from qt is executed, generating a sequence of
state-action-loss tuples. A standard importance-weighted unbiased estimator ℓ̂t is then constructed
with ℓ̂t(s, a) being the actual loss ℓt(s, a) divided by qt(s, a) if the state-action pair (s, a)was visited
in this episode, and zero otherwise.
3.1 Main Results
We move on to present the regret guarantees of our algorithm. As mentioned, the goal is to show
Eq. (4), and the theorem below shows that our algorithm essentially achieves this (see Appendix A
for the proof).
Theorem 1. With α = 1/
√
|A|, β = 64L, and γ = 1, Algorithm 1 ensures that RegT is bounded by
T∑
t=1
O˜
min
E
B ∑
s6=sL
∑
a 6=π(s)
√
qt(s, a)
t
+D
√√√√∑
s6=sL
∑
a 6=π(s)
qt(s, a) + q˚(s, a)
t
 , D√
t

 (7)
for any mapping π : S → A, where B = L 52 + L√|A| andD =√L|S||A|.
Looking at the first term of the min operator, one sees that we have an extra term compared to the
ideal bound Eq. (4). However, this only contributes to small terms in the final bounds as we explain
below.4 Based on this theorem, we next present more concrete regret bounds for our algorithm. First,
consider the adversarial setting where there is no further structure in the losses. Simply taking the
second term of the min operator in Eq. (7) we obtain the following corollary.
Corollary 2. With α = 1/
√
|A|, β = 64L, and γ = 1, the regret of Algorithm 1 is always bounded
as
RegT ≤ O˜
(√
L|S||A|T
)
.
Again, this bound matches that of the O-REPS algorithm [26] and is known to be optimal. Note that
using the first term of the min operator we can also derive an O˜(√T ) bound, but the dependence on
other parameters would be larger.
On the other hand, under Condition Eq. (2), we obtain the following bound.
Corollary 3. Suppose Condition (2) holds. Then with α = 1/
√
|A|, β = 64L, and γ = 1, the regret
of Algorithm 1 is bounded as RegT ≤ O(U +
√
UC) where
U =
L|S||A| logT
∆MIN
+ L2
(
L3 + |A|) ∑
s6=sL
∑
a 6=π⋆(s)
logT
∆(s, a)
= O(log T )
and ∆MIN = mins6=sL,a 6=π⋆(s)∆(s, a) is the minimal gap. Consequently, in the stochastic setting,
we have RegT = O(U).
See Appendix A.1 for the proof, whose idea is similar to the discussions in Section 2.2. Note that
we are getting an extra term in U involving 1/∆MIN , which in turn comes from the extra term
in Eq. (7) mentioned earlier. For the stochastic setting, the best existing logarithmic bound is
O(L3∑s6=sL∑a 6=π⋆(s) log T∆(s,a)) from [23] (which also has a dependence on 1∆MIN but is ignored
here for simplicity). Our bound has a worse factor L2(L3 + |A|). We note that by tuning the param-
eters α and γ differently, one can obtain a better bound in this case. This set of parameters, however,
leads to a sub-optimal adversarial bound. See Appendix A.2 for details. Since our goal is to develop
one single algorithm that adapts to different environments automatically, we stick to the same set of
parameters in the theorem and corollaries above.
As mentioned, in the corruption setting, our bound O˜(√C) smoothly interpolates between the log-
arithmic regret in the no corruption case and the O˜(√T ) worst-case regret in the adversarial case.
On the other hand, the bound from [18] is of order O˜(C2), only meaningful for C = o(√T ).
4The fact that this form of weaker bounds is also sufficient for the self-bounding property might be of
interest for other bandit problems as well.
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4 Analysis Sketch
Analyzing our algorithm requires several new ideas, which we brieflymention in this section through
a few steps, with all details deferred to the appendix.
First step. While we define q(s) as
∑
a q(s, a), the entire analysis relies on using an equivalent
definition of q(s) based on Eq. (1). The benefit of this alternative definition is that it contains the
information of the transition function P and implicitly introduces a layered structure to the regu-
larizer, which is important for constructing the Hessian and its inverse recursively. We emphasize
that, however, this does not change the algorithm at all, because all occupancy measures in Ω ensure
Eq. (1) by definition and the FTRL optimization over Ω is thus not affected.
Second step. Following the standard FTRL analysis one can obtain a regret bound in terms of
‖ℓ̂t‖∇−2φH(q′t) for some q′t between qt and qt+1. Moving from q′t to qt is exactly the part where
the log-barrier φL is important. Specifically, following the idea of [16, Lemma 9], we prove that
qt and qt+1 are sufficiently close, and consequently RegT is mainly bounded by two terms: the
penalty term
∑T
t=1(1/ηt − 1/ηt−1) (φH(q˚)− φH(qt)) and the stability term
∑T
t=1 ηt‖ℓ̂t‖2∇−2φH(qt)
(see Lemma 5).
Third step. Bounding the penalty term already requires a significant departure from the analysis
for multi-armed bandits. Specifically, φH(q˚)− φH(qt) can be written as∑
s6=sL
√
qt(s) (hs(πt)− hs(˚π)) +
∑
s6=sL
(√
qt(s)−
√
q˚(s)
)
hs(˚π) (8)
where hs(π) =
∑
a∈A
√
π(a|s)+α√1− π(a|s) is basically the hybrid regularizer for multi-armed
bandits (at state s) mentioned in Section 2.2. The first term in Eq. (8) can then be bounded as
(1 + α)
∑
s
∑
a 6=π(s)
√
qt(s, a) for anymapping π : S → A, in a similar way as in the multi-armed
bandit analysis. However, the key difficulty is the second term, which does not appear for multi-
armed bandits where there is only one state s0 with q(s0) = 1 for all q. This is highly challenging
especially because we would like to arrive at a term with a summation over a 6= π(s) as in the
first term. Our main idea is to separately bound
√
qt(s) −
√
qπ(s) and
√
qπ(s)−√q˚(s) via a key
induction lemma (Lemma 18) that connects them to similar terms in previous layers. We remark
that this term is the source of the extra term
√∑
s6=sL
∑
a 6=π(s)(qt(s, a) + q˚(s, a))/t in our main
regret bound Eq. (7). The complete proof for bounding the penalty term is in Appendix C.
Fourth step. Analyzing the stability term is yet another highly challenging part, since it requires
working out the Hessian inverse ∇−2φH(qt). The high-level idea of our proof is to first write
the Hessian in a recursive form based on the layered structure introduced by writing q(s) differ-
ently as mentioned in the first step. Then we apply Woodbury matrix identity to obtain a recursive
form of the Hessian inverse. Finally, we argue that only certain parts of the Hessian inverse mat-
ter, and these parts enjoy nice properties allowing us to eventually bound E
[
‖ℓ̂t‖2∇−2φH(qt)
]
by
8eL2
(√
L+ 1/αL
)∑
s6=sL
∑
a 6=π(s)
√
qt(s, a), again, for any mapping π. See Appendix D for the
complete proof.
5 Conclusion
In this work, we provide the first algorithm for learning episodic MDPs that automatically adapts to
different environments with favorable guarantees. Our algorithm applies a natural regularizer with
a complicated non-diagonal Hessian to the FTRL framework, and our analysis for obtaining a self-
bounding regret bound requires several novel ideas. Apart from improving our bound in Corollary 3,
one key future direction is to remove the known transition assumption, which appears to demand
new techniques since it is hard to also control the bias introduced by estimating the transition in
terms of the adaptive bound in Eq. (7).
8
Broader Impact
This work is mostly theoretical, with no negative outcomes. Researchers working on theoretical
aspects of online learning, bandit problems, and reinforcement learning (RL) may benefit from
our results. Although our algorithm deals with the tabular setting and is not directly applicable
to common RL applications with a large state and action space, it sheds light on how to increase
robustness of a learning algorithm while adapting to specific instances, and serves as an important
step towards developing more practical, adaptive, and robust RL algorithms, which in the long run
might find its applications in the real world.
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A Proof of Theorem 1 and Corollary 3
In this section, we provide the proof (outline) of Theorem 1, the proof of Corollary 3
(Appendix A.1), discussions on parameter tuning (Appendix A.2), and also some preliminaries on
the Hessian of our regularizer which are useful for the rest of the appendix (Appendix A.3).
We prove the following version of Theorem 1 with general value of the parameters α and γ, which
facilitates further discussions on parameter tuning. Taking α = 1/
√|A| and γ = 1 clearly recovers
Theorem 1.
Theorem 4. With β = 64L, Algorithm 1 guarantees:
RegT = O
 T∑
t=1
min
E
X ∑
s6=sL
∑
a 6=π(s)
√
qt(s, a)
t
+ Y
√√√√∑
s6=sL
∑
a 6=π(s)
qt(s, a) + q˚(s, a)
t
 , Z√
t


+O (L|S||A| logT )
for any mapping π : S → A, where coefficientsX , Y and Z are defined as:
X =
1 + α
γ
+ γL2
(√
L+
1
αL
)
, Y =
√
L|S| (1 + α|A|)
γ
, Z =
√
L|S||A|
(
1 + α
√|A|
γ
+ γ
)
.
The proof of this theorem relies on the following three important lemmas, which respectively cor-
respond to the second, third, and fourth step of the analysis sketch in Section 4 and are proven in
Appendix B, Appendix C, and Appendix D. The first one decomposes the regret into two terms
(penalty and stability), with an additional small term of order O(L|S||A| logT ). The second one
bounds the penalty term, while the third one bounds the stability term.
Lemma 5 (Regret decomposition). With β = 64L, Algorithm 1 ensures:
RegT ≤
T∑
t=1
(
1
ηt
− 1
ηt−1
)
E [φH(q˚)− φH(qt)]︸ ︷︷ ︸
penalty
+8
T∑
t=1
ηtE
[∥∥∥ℓ̂t∥∥∥2∇−2φH(qt)
]
︸ ︷︷ ︸
stability
+O (L|S||A| logT ) .
Lemma 6 (Penalty). The hybrid regularizer φH defined in Eq. (5) ensures that φH(q˚)− φH(qt) is
bounded by
(1 + α)
∑
s6=sL
∑
a 6=π(a)
√
qt(s, a) + (1 + α|A|)
√
|S|Lmin
1, 2
√∑
s6=sL
∑
a 6=π(s)
qt(s, a) + q˚(s, a)
 ,
for all t = 1, . . . , T , where π can be any mapping from S to A.
Lemma 7 (Stability). Algorithm 1 guarantees that E
[
‖ℓ̂t‖2∇−2φH (qt)
]
is bounded by
min
4√L|S||A|,E
8eL2(√L+ 1
α · L
) ∑
s6=sL
∑
a 6=π(a)
√
qt(s, a)
 ,
for all t = 1, . . . , T , where π can be any mapping from S to A.
Proof of Theorem 4. By Lemma 6 and the fact 1/ηt − 1/ηt−1 = (
√
t−√t− 1)/γ = 1
γ(
√
t+
√
t−1) ≤
1/(γ
√
t), the penalty term can be bounded by
O
 T∑
t=1
E
C1 ∑
s6=sL
∑
a 6=π(a)
√
qt(s, a)
t
+ C2min
 1√t ,E

√√√√∑
s6=sL
∑
a 6=π(s)
qt(s, a) + q˚(s, a)
t


 ,
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where C1 =
1+α
γ and C2 =
(1+α|A|)
√
|S|L
γ .
On the other hand, by Lemma 7, the stability term is bounded by
O
 T∑
t=1
min
C3√t ,E
C4 ∑
s6=sL
∑
a 6=π(a)
√
qt(s, a)
t

 ,
where C3 = γ
√
L|S||A| and C4 = γL2
(√
L+ 1/αL
)
.
Finally, we plug these bounds into Lemma 5. Noticing that C1
∑
s6=sL
∑
a 6=π(a)
√
qt(s,a)
t ≤
C1
√
L|S||A|
t by Cauchy-Schwarz inequality, we prove the regret bound stated in Theorem 4 with
X = C1 + C4, Y = C2, and Z = C1
√
L|S||A| + C2 + C3 = O
(√
L|S||A|
(
1+α
√
|A|
γ + γ
))
.
In particular, setting γ = 1 and α = 1/
√
|A| exactly leads to Theorem 1.
A.1 Proof of Corollary 3
The proof mostly follows the discussions in Section 2.2, except that we need to deal with the extra
term involving q˚. To do that, we first introduce the following important implication of Condition (2).
Lemma 8. Suppose Condition (2) holds. Then the optimal occupancy measure q˚ ensures
T
∑
s6=sL
∑
a 6=π⋆(s)
q˚(s, a)∆(s, a) ≤ C.
Proof. Simply setting q1 = · · · = qT = q˚ in Condition (2) gives
0 = E
[
T∑
t=1
〈q˚ − q˚, ℓt〉
]
≥ T
∑
s6=sL
∑
a 6=π⋆(s)
q˚(s, a)∆(s, a)− C,
and rearranging finishes the proof.
Proof of Corollary 3. By Theorem 4 (setting α = 1/
√
|A| and γ = 1 as stated in Corollary 3 and
picking π = π⋆), RegT is bounded by
κ
L|S||A| logT + T∑
t=1
E
B ∑
s6=sL
∑
a 6=π⋆(s)
√
qt(s, a)
t
+D
√√√√∑
s6=sL
∑
a 6=π⋆(s)
qt(s, a) + q˚(s, a)
t


where κ is a constant, B = L
5
2 + L
√|A| andD =√L|S||A|.
For any z > 0, we have
κ
T∑
t=1
E
B ∑
s6=sL
∑
a 6=π⋆(s)
√
qt(s, a)
t

≤ E
 T∑
t=1
∑
s6=sL
∑
a 6=π⋆(s)
(
qt(s, a)∆(s, a)
2z
+
zκ2B2
2t∆(s, a)
)
≤ RegT + C
2z
+ zκ2L2(L3 + |A|)
∑
s6=sL
∑
a 6=π⋆(s)
logT
∆(s, a)
where the second line uses the AM-GM inequality, and the last line uses Eq. (2) and the fact∑T
t=1
1/t ≤ 2 logT .
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For the other term, we have for any z > 0:
κ
T∑
t=1
E
D
√√√√∑
s6=sL
∑
a 6=π⋆(s)
qt(s, a) + q˚(s, a)
t

≤ E
 T∑
t=1
∑
s6=sL
∑
a 6=π⋆(s)
(qt(s, a) + q˚(s, a))∆MIN
2z
+ zκ2D2
2t∆MIN

≤ E
 T∑
t=1
∑
s6=sL
∑
a 6=π⋆(s)
(qt(s, a) + q˚(s, a))∆(s, a)
2z
+ zκ2D2
2t∆MIN

≤ RegT + 2C
2z
+
zκ2L|S||A| logT
∆MIN
where the second line uses the AM-GM inequality again, the third line uses the definition of ∆MIN ,
and the last line uses Eq. (2), Lemma 8, and the fact
∑T
t=1
1/t ≤ 2 logT .
Combining the inequalities, we have
RegT ≤
RegT
z
+
2C
z
+ zκ2U + κV
where we use the shorthand U (already defined in the statement of Corollary 3) and V as
U = L2(L3 + |A|)
∑
s6=sL
∑
a 6=π⋆(s)
logT
∆(s, a)
+
L|S||A| logT
∆MIN
, V = L|S||A| logT.
For any z > 1, we can further rearrange and arrive at
RegT ≤
2
(z − 1)C +
z2
z − 1κ
2U +
z
z − 1κV
=
2
x
C +
(x+ 1)2
x
κ2U +
x+ 1
x
κV
=
1
x
(
2C + κV + κ2U
)
+ x
(
κ2U
)
+
(
2κ2U + κV
)
where we define x = z − 1 > 0 and replace all z’s in the second line. Picking the optimal x to
balance the first terms gives
RegT ≤ 2
√
(2C + κV + κ2U) (κ2U) + 2κ2U + κV
≤ 2κ
√
2UC + 2
√
κ3UV + 4κ2U + κV
≤ 2κ
√
2UC +
√
κ3 (U + V ) + 4κ2U + κV
≤ O
(
U + V +
√
UC
)
where the second line follows from the fact
√
a+ b ≤ √a + √b, and the third line uses AM-GM
inequality. Finally, noticing that V ≤ L|S||A| log T∆MIN ≤ U finishes the proof.
A.2 Different tuning for the stochastic case
Here, we consider the case with stochastic losses (or more generally the case where Condition (2)
holds with C = 0), and point out what the best bound one can get by tuning α and γ optimally. For
simplicity, we consider the worst case when ∆(s, a) = ∆MIN holds for all state-action pairs (s, a)
with a 6= π⋆(s). Repeating the same argument in the proof of Corollary 3 with the general bound
from Theorem 4, one can verify that the final bound is
RegT ≤ O
[1 + α
γ
+ γL2
(√
L+
1
αL
)]2 |S||A| logT
∆MIN
+
(
(1 + α|A|)√|S|L
γ
)2
logT
∆MIN

+O (L|S||A| logT ) .
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Picking the optimal parameters leads to
RegT ≤ O
(
|S|
√
|A|L3/2
(√
|A|L+ L3/2 + |A|+A3/4
√
L
) logT
∆MIN
+ L|S||A| logT
)
.
This is better than the bound stated in Corollary 3, and could even be better than the bound
O
(
L3|S||A| log T
∆MIN
)
achieved by StrongEuler [23] (although they consider a harder setting where the
transition function is unknown). However, this set of parameters leads to a sub-optimal bound for
the adversarial case unfortunately.
A.3 The Hessian of φH
We calculate the Hessian of our hybrid regularizer φH in this section, which is important for the
analysis in Appendix B and Appendix D. As mentioned in Section 4 (first step), one important trick
we do is to use a different but equivalent definition of q(s). Specifically, we analyze the following
regularizer:
φH(q) = −
∑
s6=sL,a∈A
(√
q(s, a) + α
√
q(s)− q(s, a)
)
,
where q(s) =
{∑
s′∈Sk(s)−1
∑
a′∈A q(s
′, a)P (s|s′, a′), if k(s) 6= 0,
1, else.
(9)
We emphasize again that, within the feasible set Ω, this definition is exactly equivalent to Eq. (5),
and thus we are not changing the algorithm at all.
Lemma 9. The Hessian of the regularizer φH(q) defined in Eq. (9) is specified by the following:
• for any k = 1, . . . , L− 1, s′ ∈ Sk−1, s ∈ Sk, and a, a′ ∈ A,
∂2φH
∂q(s′, a′)∂q(s, a)
=
−αP (s|s′, a′)
4 (q(s)− q(s, a))3/2
; (10)
• for any k = 1, . . . , L− 1, s, s′ ∈ Sk−1, and a 6= a′,
∂2φH
∂q(s′, a′)∂q(s, a)
=
∑
s′′∈Sk
∑
a′′∈A
αP (s′′|s, a)P (s′′|s′, a′)
4(q(s′′)− q(s′′, a′′))3/2 ; (11)
• for any k = 1, . . . , L, s ∈ Sk−1, and a ∈ A,
∂2φH
∂q(s, a)2
=
1
4q(s, a)3/2
+
α
4(q(s)− q(s, a))3/2 +
∑
s′∈Sk,s′ 6=sL
∑
a′∈A
αP (s′|s, a)2
4(q(s′)− q(s′, a′))3/2 ;
(12)
• all other entries of the Hessian are 0.
Moreover, for any w : (S \ {sL})×A→ R, the quadratic form w⊤∇2φH(q)w can be written as
1
4
∑
s6=sL
∑
a
(
w(s, a)2
q(s, a)3/2
+
α(h(s)− w(s, a))2
(q(s)− q(s, a))3/2
)
where h(s) =
{∑
s′∈Sk(s)−1
∑
a′∈A P (s|s′, a′)h(s′, a′), if k(s) > 0,
0, else.
(13)
Consequently, φH is convex in q.
Proof. The proof of the first part is by direct calculation, and we only verify Eq. (13) below. Indeed,
we have
w⊤∇2φH(q)w =
∑
s6=sL
∑
a
(
w(s, a)2
4q(s, a)3/2
+
αw(s, a)2
4(q(s)− q(s, a))3/2
)
14
+
∑
0<k<L
∑
s∈Sk−1
∑
a
w(s, a)2
∑
s′′∈Sk
∑
a′′∈A
αP (s′′|s, a)2
4(q(s′′)− q(s′′, a′′))3/2
+
∑
0<k<L
∑
s,s′∈Sk−1
∑
a 6=a′
w(s, a)w(s′, a′)
∑
s′′∈Sk
∑
a′′∈A
αP (s′′|s, a)P (s′′|s′, a′)
4(q(s′′)− q(s′′, a′′))3/2
− 2
∑
0<k<L
∑
s∈Sk
∑
s′∈Sk−1
∑
a,a′
αP (s|s′, a′)w(s, a)w(s′, a′)
4 (q(s)− q(s, a))3/2
=
∑
s6=sL
∑
a
(
w(s, a)2
4q(s, a)3/2
+
αw(s, a)2
4(q(s)− q(s, a))3/2
)
+
∑
0<k<L
∑
s′′∈Sk
∑
a′′∈A
α
4(q(s′′)− q(s′′, a′′))3/2
 ∑
s∈Sk−1
∑
a
w(s, a)P (s′′|s, a)
2
− 2
∑
0<k<L
∑
s∈Sk
∑
a
αw(s, a)
∑
s′∈Sk−1
∑
a′ P (s|s′, a′)w(s′, a′)
4 (q(s)− q(s, a))3/2
=
∑
s6=sL
∑
a
(
w(s, a)2
4q(s, a)3/2
+
αw(s, a)2
4(q(s)− q(s, a))3/2
)
+
∑
0<k<L
∑
s∈Sk
∑
a∈A
αh(s)2
4(q(s)− q(s, a))3/2 − 2
∑
0<k<L
∑
s∈Sk
∑
a
αw(s, a)h(s)
4 (q(s)− q(s, a))3/2
=
1
4
∑
s6=sL
∑
a
(
w(s, a)2
q(s, a)3/2
+
α(h(s)− w(s, a))2
(q(s)− q(s, a))3/2
)
,
finishing the proof.
Note that the Hessian is clearly non-diagonal. However, by using the alternative definition from
Eq. (9), the Hessian has a layered structure which allows an induction-based analysis as we will
show.
B Proof of Lemma 5
In this section, we provide the proof for Lemma 5. First, we introduce the following notations.
Ft(q) =
〈
q, L̂t−1
〉
+ ψt(q) , Gt =
〈
qt, L̂t
〉
+ ψt(q),
qt = argmin
q∈Ω
Ft(q) , q˜t = argmin
q∈Ω
Gt(q).
(14)
Note that the definition of qt is consistent with Algorithm 1. With these notations, we decompose
the regret E
[∑T
t=1
〈
qt − u, ℓ̂t
〉]
against any occupancy measure u ∈ Ω into a stability term and a
mixed penalty term by adding and subtracting Ft(qt) and Gt(q˜t):
= E
[
T∑
t=1
(〈
qt, ℓ̂t
〉
+ Ft(qt)−Gt(q˜t)
)]
︸ ︷︷ ︸
stability
+E
[
T∑
t=1
(
Gt(q˜t)− Ft(qt)−
〈
u, ℓ̂t
〉)]
︸ ︷︷ ︸
mixed penalty
.
(15)
The rest of the section is organized as follows:
1. With some auxiliary lemmas (Lemma 10 and Lemma 11), we prove in Lemma 12 that the
update of the algorithm is smooth in the sense that qt and q˜t are close.
2. With the smoothness guarantee, we bound the stability term by the quadratic norm of ℓ̂t
with respect to the Hessian matrix in Lemma 13, using similar techniques from [16].
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3. By standard analysis, we control the mixed penalty term in Lemma 14.
4. Picking a proper u that is closed to q˚ and specified in Lemma 15, we finish the proof of
Lemma 5 in the end of this section.
We use the notation M1  M2 for two matrices M1 and M2 to denote the fact that M2 −M1 is
positive semi-definite.
Lemma 10 (Convexity of Ω). The set of valid occupancy measures Ω is convex.
Proof. For any u, v ∈ Ω and λ ∈ [0, 1], it suffices to verify that p = λu+ (1− λ)v satisfies the two
constraints described in Section 2. For the first one: we have for any k = 0, . . . , L− 1,∑
s∈Sk
∑
a∈A
p(s, a) = λ
∑
s∈Sk
∑
a∈A
u(s, a) + (1− λ)
∑
s∈Sk
∑
a∈A
v(s, a)
= λ+ (1− λ) = 1.
For the second one (Eq. (1)), we have for any k = 1, . . . , L− 1 and every state s ∈ Sk,∑
s′∈Sk−1,a′
P (s|s′, a′)p(s′, a′)
=
∑
s′∈Sk−1,a′
P (s|s′, a′) (λu(s′, a′) + (1− λ)v(s′, a′))
= λ
∑
s′∈Sk−1,a′
P (s|s′, a′)u(s′, a′) + (1 − λ)
∑
s′∈Sk−1,a′
P (s|s′, a′)v(s′, a′)
= λ
∑
a
u(s, a) + (1− λ)
∑
a
v(s, a)
=
∑
a
(λu(s, a) + (1− λ)v(s, a))
=
∑
a
p(s, a).
This finishes the proof.
Lemma 11. For any occupancy measures q and p from Ω satisfying 12q(s, a) ≤ p(s, a) for all
state-action pair (s, a), we have 14∇2ψt(p)  ∇2ψt(q).
Proof. LetM1 = ∇2ψt(p) andM2 = ∇2ψt(q). By Eq. (13) in Lemma 9, we have for any w,
w⊤M2w =
1
4ηt
∑
s6=sL,a
{
w(s, a)2
q(s, a)3/2
+
α (h(s)− w(s, a))2
(q(s) − q(s, a))3/2
}
+ β
∑
s6=sL,a
w(s, a)2
q(s, a)2
.
According to the condition of the lemma and the fact q(s) − q(s, a) = ∑b6=a q(s, b) and p(s) −
p(s, a) =
∑
b6=a p(s, b), we have
1
2 (q(s)− q(s, a)) ≤ p(s)− p(s, a), and thus
w⊤M2w ≥ 1
4ηt
∑
s6=sL,a
{
w(s, a)2
(2p(s, a))3/2
+
α (h(s)− w(s, a))2
(2(p(s)− p(s, a)))3/2
}
+ β
∑
s,a
w(s, a)2
(2p(s, a))2
≥ 1
16ηt
∑
s6=sL,a
{
w(s, a)2
p(s, a)3/2
+
α (h(s)− w(s, a))2
(p(s)− p(s, a))3/2
}
+
β
4
∑
s,a
w(s, a)2
p(s, a)2
=
1
4
w⊤M1w.
This finishes the proof.
With the help of Lemma 10 and Lemma 11, we now prove that qt to q˜t are close.
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Lemma 12. With β = 64L, we have 12qt(s, a) ≤ q˜t(s, a) ≤ 2qt(s, a) for all state-action pairs
(s, a) (recall the definitions in Eq. (14)).
Proof. For simplicity, we denote H as the Hessian ∇2ψt(qt), and HL as the Hessian ∇2φL(qt)
which is a diagonal matrix with βqt(s,a)2 on the diagonal. By the convexity of φH (Lemma 9), we
haveHL  H . Our goal is to prove ‖q˜t − qt‖H ≤ 1. This is enough to prove the lemma statement
because
1 ≥ ‖q˜t − qt‖H ≥ ‖q˜t − qt‖HL = β
∑
s,a
(q˜t(s, a)− qt(s, a))2
qt(s, a)2
,
and since β ≥ 9, we have (q˜t(s, a)− qt(s, a))2 ≤ qt(s,a)
2
β ≤
(
qt(s,a)
3
)2
, which indicates
1
2qt(s, a) ≤ q˜t(s, a) ≤ 2qt(s, a).
To prove ‖q˜t − qt‖H ≤ 1, it suffices to show that for any occupancy measure q′ that satisfies‖q′ − qt‖H = 1, we have Gt(q′) ≥ Gt(qt), because Gt is convex and q˜t is the minimizer of
Gt. To this end, we boundGt(q
′) as follows
Gt(q
′) = Gt(qt) +∇Gt(qt)⊤(q′ − qt) + 12 ‖q′ − qt‖
2
∇2ψt(ξ)
= Gt(qt) +∇Ft(qt)⊤(q′ − qt) + ℓ̂⊤t (q′ − qt) + 12 ‖q′ − qt‖
2
∇2ψt(ξ)
≥ Gt(qt)−
∥∥∥ℓ̂t∥∥∥
H−1
‖q′ − qt‖H + 12 ‖q′ − qt‖
2
∇2ψt(ξ)
= Gt(qt)−
∥∥∥ℓ̂t∥∥∥
H−1
+ 12 ‖q′ − qt‖
2
∇2ψt(ξ)
where in the first step we use Taylor’s expansion with ξ being a point between qt and q
′, in the
second step we use the definition of Gt and Ft (in Eq. (14)), and in the third step we use Hölder’s
inequality and the first order optimality condition 〈∇Ft(qt), q′ − qt〉 ≥ 0.
Repeating the earlier argument, we also have 12qt(s, a) ≤ q′(s, a) ≤ 2qt(s, a) and thus 12qt(s, a) ≤
ξ(s, a) ≤ 2qt(s, a). Since ξ is in Ω by Lemma 10, we continue to bound the last expression using
Lemma 11:
Gt(qt)−
∥∥∥ℓ̂t∥∥∥
H−1
+ 12 ‖q′ − qt‖
2
∇2ψt(ξ)
≥ Gt(qt)−
∥∥∥ℓ̂t∥∥∥
H−1
+ 18 ‖q′ − q‖
2
H
= Gt(qt)−
∥∥∥ℓ̂t∥∥∥
H−1
+ 18 . (16)
Finally, we bound the term
∥∥∥ℓ̂t∥∥∥
H−1
. By the definition of ℓ̂t, with shorthand I(s, a) ,
I{sk(s) = s, ak(s) = a} we show that∥∥∥ℓ̂t∥∥∥2
H−1
≤
∥∥∥ℓ̂t∥∥∥2
H−1
L
(HL  H)
=
∑
s,a
I(s, a)ℓt(s, a)
2
qt(s, a)2
qt(s, a)
2
β
≤
∑
s,a
I (s, a)
β
=
L
β
=
1
64
.
Plugging it into Eq. (16), we conclude that Gt(q
′) ≥ Gt(qt), which finishes the proof.
We are now ready to bound the first term in Eq. (15).
Lemma 13. With β = 64L, we have
T∑
t=1
(〈
qt, ℓ̂t
〉
+ Ft(qt)−Gt(q˜t)
)
≤ 8
T∑
t=1
∥∥∥ℓ̂t∥∥∥2∇−2ψt(qt) .
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Proof. We first lower bound the term
〈
qt, ℓ̂t
〉
+ Ft(qt)−Gt(q˜t) as
〈
qt, ℓ̂t
〉
+ Ft(qt)−Gt(q˜t)
=
〈
qt, ℓ̂t + L̂t−1
〉
+ ψt(qt)−Gt(q˜t)
= Gt(qt)−Gt(q˜t)
= 〈∇Gt(q˜t), qt − q˜t〉+ 12 ‖qt − q˜t‖2∇2ψt(ξ)
≥ 12 ‖qt − q˜t‖2∇2ψt(ξ) ,
where in the second to last step we apply Taylor’s expansion with ξ being a point between qt and q˜t,
and in the last step we use the first order optimality condition of q˜t.
On the other hand, we can upper bound this term as
〈
qt, ℓ̂t
〉
+ Ft(qt)−Gt(q˜t)
=
〈
qt − q˜t, ℓ̂t
〉
+ Ft(qt)− Ft(q˜t)
≤
〈
qt − q˜t, ℓ̂t
〉
≤ ‖qt − q˜t‖∇2ψt(ξ)
∥∥∥ℓ̂t∥∥∥∇−2ψt(ξ) ,
where the second step is by the optimality of qt and the last step is by Hölder’s inequality. Combining
the lower and upper bounds we arrive at:
〈
qt, ℓ̂t
〉
+ Ft(qt)−Gt(q˜t) ≤ 2
∥∥∥ℓ̂t∥∥∥2∇−2ψt(ξ) .
Moreover, by Lemma 12, we know that q˜t satisfies
1
2qt(s, a) ≤ q˜t(s, a) ≤ 2q(s, a) for all state-
action pairs. Since ξ is a middle point between qt and q˜t, it satisfies
1
2qt(s, a) ≤ ξ(s, a) ≤
2q(s, a) for all state-action pairs as well. According to Lemma 11, we then have
∥∥∥ℓ̂t∥∥∥2∇−2ψt(ξ) ≤
4
∥∥∥ℓ̂t∥∥∥2∇−2ψt(qt), which completes the proof.
Next, we bound the second term in Eq. (15).
Lemma 14. For any u ∈ Ω, we have (with 1/η0 , 0)
T∑
t=1
(
Gt(q˜t)− Ft(qt)−
〈
u, ℓ̂t
〉)
= φL(u)− φL(q1) +
T∑
t=1
(
1
ηt
− 1
ηt−1
)
(φH(u)− φH(qt)) .
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Proof. Due to the optimality of q˜t, we have Gt(q˜t) ≤ Gt(qt+1) and also GT (q˜T ) ≤ GT (u). With
the help of these inequalities, we proceed as
T∑
t=1
(
Gt(q˜t)− Ft(qt)−
〈
u, ℓ̂t
〉)
≤
T∑
t=1
(
Gt(qt+1)− Ft(qt)−
〈
u, ℓ̂t
〉)
= −F1(q1) +
T∑
t=2
(Gt−1(qt)− Ft(qt)) +GT (u)−
〈
u, L̂T
〉
= −ψ1(q1)−
T∑
t=2
(
1
ηt
− 1
ηt−1
)
φH(qt) + ψT (u)
= −φH(q1)− φL(q1)−
T∑
t=2
(
1
ηt
− 1
ηt−1
)
φH(qt) +
φH(u)
ηT
+ φL(u)
= φL(u)− φL(q1) +
T∑
t=1
(
1
ηt
− 1
ηt−1
)
(φH(u)− φH(qt)) ,
finishing the proof.
While it is tempting to set u = q˚ to obtain a regret bound, note that φL(q˚) can potentially grow to
infinity. To this end, we will set u as some point close enough to q˚, specified in the following lemma.
Lemma 15. Suppose β = 64L. Let q =
(
1− 1T
)
q˚+ q1T , where q˚ is the optimal occupancy measure
and q1 = argminq∈Ω ψ1(q) is the initial occupancy measure. Then q satisfies the following:
• E
[∑T
t=1
〈
q − q˚, ℓ̂t
〉]
≤ 2L,
• φL(q)− φL(q1) ≤ 64L|S||A| logT ,
• φH(q)− φH(q˚) ≤ (1+α)|S||A|T .
Proof. The first statement is by direct calculation:
E
[
T∑
t=1
〈
q − q˚, ℓ̂t
〉]
=
1
T
E
[
T∑
t=1
〈
q1 − q˚, ℓ̂t
〉]
=
1
T
〈
q1 − q˚,
T∑
t=1
ℓt
〉
≤ 1
T
‖q1 − q˚‖1
∥∥∥∥∥
T∑
t=1
ℓt
∥∥∥∥∥
∞
≤ 2LT
T
= 2L.
The second statement directly uses the definition of φL:
φL(q)− φL(q1) = 64L
∑
s,a
log
(
q1(s, a)
q(s, a)
)
≤ 64L|S||A| log(T ).
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Finally, we verify the last statement:
φH(q)− φH(q˚)
=
∑
s,a
(√
q˚(s, a) + α
√
q˚(s)− q˚(s, a)−
√
q(s, a)− α
√
q(s)− q(s, a)
)
=
∑
s,a
(√
q˚(s, a)−
√
T − 1
T
q˚(s, a) +
q1(s, a)
T
)
+
∑
s,a
α
(√
q˚(s)− q˚(s, a)−
√
T − 1
T
(q˚(s)− q˚(s, a)) + q1(s)− q1(s, a)
T
)
≤
(
1−
√
T − 1
T
)∑
s,a
(√
q˚(s, a) + α
√
q˚(s)− q˚(s, a)
)
=
(√
T −√T − 1
)(√
T +
√
T − 1
)
√
T
(√
T +
√
T − 1
) ((1 + α) |S||A|)
≤ (1 + α) |S||A|
T
.
Finally, we are ready to prove Lemma 5.
Proof of Lemma 5. By combining the Lemma 14 and 13 and taking expectation on both sides, we
have that E
[∑T
t=1
〈
qt − u, ℓ̂t
〉]
is bounded by
φL(u)− φL(q1) +
T∑
t=1
(
1
ηt
− 1
ηt−1
)
E [φH(u)− φH(qt)] + 8
T∑
t=1
E
[∥∥∥ℓ̂t∥∥∥2∇−2ψt(qt)
]
.
Picking the intermediate occupancy measure q =
(
1− 1T
)
q˚ + 1T q1, by Lemma 15, we have
RegT = E
[
T∑
t=1
〈
qt − q˚, ℓ̂t
〉]
= E
[
T∑
t=1
〈
qt − q, ℓ̂t
〉]
+ E
[
T∑
t=1
〈
q − q˚, ℓ̂t
〉]
≤ 2L+ 64L|S||A| logT +
T∑
t=1
(
1
ηt
− 1
ηt−1
)
E [φH(q)− φH(qt)] + 8
T∑
t=1
E
[∥∥∥ℓ̂t∥∥∥2∇−2ψt(qt)
]
≤ 2L+ 64L|S||A| logT + 8
T∑
t=1
E
[∥∥∥ℓ̂t∥∥∥2∇−2ψt(qt)
]
+
(
1
ηT
− 1
η0
)
E [φH(q) − φH(q˚)] +
T∑
t=1
(
1
ηt
− 1
ηt−1
)
E [φH(q˚)− φH(qt)]
≤ O (L|S||A| logT ) +
T∑
t=1
(
1
ηt
− 1
ηt−1
)
E [φH(q˚)− φH(qt)] + 8
T∑
t=1
E
[∥∥∥ℓ̂t∥∥∥2∇−2ψt(qt)
]
where the last line follows from the fact
(1+α)|S||A|
γ
√
T
= O (1).
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C Proof of Lemma 6
Recall the notation defined in Section 4:
hs(π) =
∑
a∈A
√
π(a|s) + α
√
1− π(a|s).
Clearly, for any mapping (deterministic policy) π : S → A, we have hs(π) = 1+α(|A| − 1) for all
state s. Therefore, we can decompose φH(q˚)− φH(qt) as
φH(q˚)− φH(qt) =
∑
s6=sL
√
qt(s)hs(πt)−
∑
s6=sL
√
q˚(s)hs(˚π)
=
∑
s6=sL
√
qt(s) (hs(πt)− hs(˚π)) + (1 + α(|A| − 1))
∑
s6=sL
(√
qt(s)−
√
q˚(s)
)
.
In the rest of this section, we first bound the term
∑
s6=sL
√
qt(s) (hs(πt)− hs(˚π)) in Lemma 16,
and then show that the term
∑
s6=sL
(√
qt(s)−
√
q˚(s)
)
can be bounded as∑
s6=sL
(√
qt(s)−
√
q˚(s)
)
=
∑
s6=sL
(√
qt(s)−
√
qπ(s)
)
+
∑
s6=sL
(√
qπ(s)−
√
q˚(s)
)
≤
√
|S|L
√∑
s6=sL
∑
a 6=π(s)
qt(s, a) +
√∑
s6=sL
∑
a 6=π(s)
q˚(s, a)

≤ 2
√
|S|L
∑
s6=sL
∑
a 6=π(s)
qt(s, a) + q˚(s, a)
for any mapping π, where the second line follows Lemma 19 and Lemma 20, in which we apply the
key induction Lemma 18 based on the state reach probability defined in Lemma 17.
Lemma 16. For any policy π1 and mapping π2 : S → A, we have∑
s6=sL
√
q1(s) (hs(π1)− hs(π2)) ≤ (1 + α)
∑
s6=sL
∑
a 6=π(s)
√
q1(s, a),
where π is any mapping from S to A and q1 = q
π1 .
Proof. Direct calculation shows:
hs(π1)− hs(π2)
= hs(π1)− 1− α(|A| − 1)
=
√
π1(π(s)|s) + α
√
1− π1(π(s)|s) − 1 +
∑
a 6=π(s)
(√
π1(a|s) + α
√
1− π1(a|s)− α
)
≤ α
√
1− π1(π(s)|s) +
∑
a 6=π(s)
√
π1(a|s)
= α
√ ∑
a 6=π(s)
π1(a|s) +
∑
a 6=π(s)
√
π1(a|s)
≤ (α+ 1)
∑
a 6=π(s)
√
π1(a|s).
Multiplying both sides by
√
q1(s) and summing over s prove the lemma.
Lemma 17. For any policy π, define its associated reachability probability pπ : S×A×S → [0, 1]
as
pπ(s′|s, a) =

0, if k(s′) ≤ k(s),
P (s′|s, a), if k(s′) = k(s) + 1,∑
sm∈Sk(s′)−1 p
π(sm|s, a)
∑
a π(a|sm)P (s′|sm, a), if k(s′) > k(s) + 1,
(17)
21
which is simply the probability of reaching state s′ after taking action a at state s and then following
policy π. For any state-action pair (s, a), policy π, and k = 0, . . . , L− 1, we have∑
s′∈Sk
pπ(s′|s, a) ≤ 1, (18)
which implies
∑
s6=sL p
π(s′|s, a) ≤ L.
Proof. Eq. (18) is clear just based on the definition of pπ. We provide a proof by induction for
completeness. Clearly, it holds for all layer l with l ≤ k(s) and also l = k(s) + 1 where∑
s′∈Sl p
π(s′|s, a) = ∑s′∈Sl P (s′|s, a) = 1. Now assume that Eq. (18) holds for some layer
l ≥ k(s) + 1. For layer l + 1, we have∑
s′∈Sl+1
pπ(s′|s, a)
=
∑
s′∈Sl+1
( ∑
sm∈Sl
pπ(sm|s, a)
∑
a
π(a|sm)P (s′|sm, a)
)
=
∑
sm∈Sl
pπ(sm|s, a)
 ∑
s′∈Sl+1
∑
a
π(a|sm)P (s′|sm, a)

=
∑
sm∈Sl
pπ(sm|s, a) ≤ 1,
finishing the proof.
Based on the concept of reachability probability, we prove the following key induction lemma.
Lemma 18. If a policy π and non-negative functions f : S × A → R+ ∪ {0} and g : S × A →
R+ ∪ {0} satisfy
f(s) ≤
∑
s′∈Sk(s)−1
∑
a′∈A
g(s′, a′)P (s|s′, a′) +
∑
s′∈Sk(s)−1
f(s′)
{∑
a′∈A
π(a′|s′)P (s|s′, a′)
}
, ∀s 6= s0
and f(s0) = 0, then we have for all s 6= s0,
f(s) ≤
k(s)−1∑
k=0
∑
s′∈Sk
∑
a′
g(s′, a′)pπ(s|s′, a′), (19)
where pπ is the reachability probability defined in Eq. (17).
Proof. We prove the statement by induction. First, for s ∈ S1, using the condition of the lemma we
have
f(s) ≤
∑
s′∈S0
∑
a′
g(s′, a′)P (s|s′, a′) +
∑
s′∈S0
f(s′)
{∑
a′
π(a′|s′)P (s|s′, a′)
}
=
∑
s′∈S0
∑
a′
g(s′, a′)pπ(s|s′, a′)
where the second line follows from the fact f(s0) = 0 and p
π(s|s′, a′) = P (s|s′, a′) for k(s) =
k(s′) + 1. This proves the base case.
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Now assume that Eq. (19) holds for all states in layer l > 0. For s ∈ Sl+1, we have
f(s) ≤
∑
s′∈Sl
∑
a′
g(s′, a′)P (s|s′, a′) +
∑
s′∈Sl
f(s′)
{∑
a′
π(a′|s′)P (s|s′, a′)
}
≤
∑
s′∈Sl
∑
a′
g(s′, a′)P (s|s′, a′)
+
∑
s′∈Sl
(
l−1∑
k=0
∑
s′′∈Sk
∑
a′′
g(s′′, a′′)pπ(s′|s′′, a′′)
)(∑
a′
π(a′|s′)P (s|s′, a′)
)
=
∑
s′∈Sl
∑
a′
g(s′, a′)pπ(s|s′, a′)
+
l−1∑
k=0
∑
s′′∈Sk
∑
a′′
g(s′′, a′′)
(∑
s′∈Sl
pπ(s′|s′′, a′′)
∑
a′
π(a′|s′)P (s|s′, a′)
)
=
∑
s′∈Sl
∑
a′
g(s′, a′)pπ(s|s′, a′) +
l−1∑
k=0
∑
s′′∈Sk
∑
a′′
g(s′′, a′′)pπ(s|s′′, a′′)
=
l∑
k=0
∑
s′∈Sk
∑
a′
g(s′, a′)pπ(s|s′, a′),
where the second step uses the induction hypothesis and the fourth step uses the definition of the
reachability probability. This finishes the induction.
We now apply the induction lemma to prove the following two key lemmas.
Lemma 19. For any policy π1 and mapping π2 : S → A, we have
∑
s6=sL
√
q1(s)−
√
q2(s) ≤
√
|S|L
√∑
s6=sL
∑
a 6=π2(s)
q1(s, a) (20)
where we denote by q1 = q
π
1 and q2 = q
π
2 the occupancy measures of π1 and π2 respectively.
Proof. We first bound
√
q1(s) −
√
q2(s) by
√
Is (q1(s)− q2(s)) where Is , I{q1(s) ≥ q2(s)}.
Define f(s) = Is (q1(s)− q2(s)) and g(s, a) = I{a 6= π2(s)}q1(s, a). Our goal is to prove for any
s 6= s0:
f(s) ≤
∑
s′∈Sk(s)−1
∑
a′∈A
g(s′, a′)P (s|s′, a′) +
∑
s′∈Sk(s)−1
f(s′)
(∑
a′∈A
π1(a
′|s′)P (s|s′, a′)
)
(21)
so that we can apply Lemma 18 (clearly we have f(s0) = 0). To prove Eq. (21), consider a fixed
state s ∈ Sk for some k > 0. We rewrite q1(s)− q2(s) as
q1(s)− q2(s) =
∑
s′∈Sk−1
[
q1(s
′)
∑
a′∈A
π1(a
′|s′)P (s|s′, a′)− q2(s′)
∑
a′∈A
π2(s
′, a′)P (s|s′, a′)
]
.
23
For state s′ ∈ Sk−1 satisfying q1(s′) ≤ q2(s′), we have
q1(s
′)
∑
a′∈A
π1(a
′|s′)P (s|s′, a′)− q2(s′)
∑
a′∈A
π2(a
′|s′)P (s|s′, a′)
≤ q1(s′)
∑
a′∈A
π1(a
′|s′)P (s|s′, a′)− q1(s′)
∑
a′∈A
π2(a
′|s′)P (s|s′, a′)
= q1(s
′)
(∑
a′∈A
(π1(a
′|s′)− π2(a′|s′))P (s|s′, a′)
)
≤ q1(s′)
 ∑
a′ 6=π2(s′)
(π1(a
′|s′))P (s|s′, a′)

=
∑
a 6=π2(s′)
q1(s
′, a′)P (s|s′, a′).
where the forth line follows from the fact π1(a
′|s′) − π2(a′|s′) = π1(a′|s′) − 1 ≤ 0 when a′ =
π2(s
′).
For the other states with q1(s
′) ≥ q2(s′), we have
q1(s
′)
∑
a′∈A
π1(a
′|s′)P (s|s′, a′)− q2(s′)
∑
a′∈A
π2(a
′|s′)P (s|s′, a′)
= (q1(s
′)− q2(s′))
∑
a′∈A
π1(a
′|s′)P (s|s′, a′) + q2(s′)
∑
a′∈A
(π1(a
′|s′)− π2(a′|s′))P (s′|s′, a)
≤ (q1(s′)− q2(s′))
∑
a′∈A
π1(a
′|s′)P (s|s′, a′) + q2(s′)
∑
a′ 6=π2(s′)
π1(a
′|s′)P (s′|s′, a)
≤ Is′ (q1(s′)− q2(s′))
∑
a′∈A
π1(a
′|s′)P (s|s′, a′) +
∑
a′ 6=π2(s′)
q1(s
′, a′)P (s′|s′, a)
where the last line is due to the condition q1(s
′) ≥ q2(s′).
Combining these two cases together yields Eq. (21). Therefore, applying Lemma 18 gives
Is (q1(s)− q2(s)) ≤
k(s)−1∑
k=0
∑
s′∈Sk
∑
a′
g(s′, a′)pπ1(s|s′, a′)
=
k(s)−1∑
k=0
∑
s′∈Sk
∑
a′ 6=π2(s′)
q1(s
′, a′)pπ1(s|s′, a′),
for all s 6= s0. Taking square root and summation over all states, we have
∑
s6=sL
√
Is (q1(s)− q2(s)) ≤
∑
s6=sL
√√√√√k(s)−1∑
k=0
∑
s′∈Sk
∑
a′ 6=π2(s′)
q1(s′, a′)pπ1(s|s′, a′).
Notice that
∑
s6=sL
k(s)−1∑
k=0
∑
s′∈Sk
∑
a′ 6=π2(s′)
q1(s
′, a′)pπ1(s|s′, a′) ≤
∑
s′ 6=sL
∑
a′ 6=π2(s′)
q1(s
′, a′)
∑
s6=sL
pπ1(s|s′, a′)

≤ L
∑
s6=sL
∑
a 6=π2(s)
q1(s, a),
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where the last step uses Lemma 17. Finally by Hölder’s inequality, we arrive at
∑
s6=sL
√
q1(s)−
√
q2(s) ≤
∑
s6=sL
√√√√√k(s)−1∑
k=0
∑
s′∈Sk
∑
a′ 6=π2(s′)
q1(s′, a′)pπ1(s|s′, a′)
≤
L ∑
s6=sL
∑
a 6=π2(s)
q1(s, a)
1/2∑
s6=sL
1
1/2
=
√
|S|L
√∑
s6=sL
∑
a 6=π2(s)
q1(s, a),
which concludes the proof.
Lemma 20. For two deterministic policies π1 and π2, we have∑
s6=sL
√
q1(s)−
√
q2(s) ≤
√
|S|L
√∑
s6=sL
∑
a 6=π1(s)
q2(s, a)
where we denote by q1 = q
π1 and q2 = q
π2 the occupancy measures of π1 and π2 respectively.
Proof. The proof is similar to that of Lemma 19. First note that
√
q1(s) −
√
q2(s) ≤√
Is (q1(s)− q2(s))where Is , I{q1(s) ≥ q2(s)}. Define f(s) = Is (q1(s)− q2(s)) and g(s, a) =
π1(a|s)
∑
a′ 6=π1(s) q2(s, a
′). Our goal is to prove the following inequality
f(s) ≤
∑
s′∈Sk(s)−1
∑
a′∈A
g(s′, a′)P (s|s′, a′) +
∑
s′∈Sk(s)−1
f(s′)
(∑
a′∈A
π1(a
′|s′)P (s|s′, a′)
)
for all s 6= sL so that we can apply Lemma 18 again (f(s0) = 0 holds clearly). To show this,
consider a fixed state s ∈ Sk for some k > 0 and rewrite the term q1(s)− q2(s) as
q1(s)− q2(s) =
∑
s′∈Sk−1
∑
a′
(q1(s
′, a′)P (s|s′, a′)− q2(s′, a′)P (s|s′, a′))
=
∑
s′∈Sk−1
(q1(s
′)P (s|s′, π1(s′))− q2(s′)P (s|s′, π2(s′)))
since both π1 and π2 are deterministic polices. Then for the states s
′ ∈ Sk−1 with π1(s′) = π2(s′),
we have
q1(s
′)P (s|s′, π1(s′))− q2(s′)P (s|s′, π2(s′)) ≤ Is′ (q1(s′)− q2(s′))P (s|s′, π1(s′))
For the other states with π1(s
′) 6= π2(s′), we have
q1(s
′)P (s|s′, π1(s′))− q2(s′)P (s|s′, π2(s′))
≤ (q1(s′)− q2(s′))P (s|s′, π1(s′)) +
 ∑
a 6=π1(s′)
q2(s
′, a)
P (s|s′, π1(s′))
= (q1(s
′)− q2(s′))
∑
a′
π1(a
′|s′)P (s|s′, a′) +
∑
a′
π1(a
′|s′)
 ∑
a 6=π1(s′)
q2(s
′, a)
P (s|s′, a′)
≤ Is′ (q1(s′)− q2(s′))
∑
a′
π1(a
′|s′)P (s|s′, a′) +
∑
a′
g(s′, a′)P (s|s′, a′).
Combining these two cases proves the desired inequality for all states. Applying Lemma 18, we
arrive at
f(s) ≤
k(s)−1∑
k=0
∑
s′∈Sk
∑
a′∈A
g(s′, a′)pπ1(s|s′, a′).
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By the same arguments used in the proof of Lemma 19, we have shown∑
s6=sL
√
q1(s)−
√
q2(s) ≤
√
|S|L
√∑
s6=sL
∑
a∈A
g(s, a).
Noticing that
∑
s6=sL
∑
a∈A
g(s, a) =
∑
s6=sL
(∑
a∈A
π1(a|s)
) ∑
a′ 6=π1(s)
q2(s, a
′)
 = ∑
s6=sL
∑
a′ 6=π1(s)
q2(s, a
′)
finishes the proof.
Finally, we are ready to prove Lemma 6.
Proof of Lemma 6. Recall the calculation at the beginning of this section:
φH(q˚)− φH(qt) =
∑
s6=sL
√
qt(s)hs(πt)−
∑
s6=sL
√
q˚(s)hs(˚π)
=
∑
s6=sL
√
qt(s) (hs(πt)− hs(˚π)) + (1 + α(|A| − 1))
∑
s6=sL
(√
qt(s)−
√
q˚(s)
)
.
Using Lemma 16 with π1 = πt and π2 = π˚, we bound the first term by (1 +
α)
∑
s6=sL
∑
a 6=π(s)
√
qt(s, a) for any mapping π : S → A. Then we decompose the term∑
s6=sL
(√
qt(s)−
√
q˚(s)
)
as∑
s6=sL
(√
qt(s)−
√
q˚(s)
)
=
∑
s6=sL
(√
qt(s)−
√
qπ(s)
)
+
∑
s6=sL
(√
qπ(s)−
√
q˚(s)
)
≤
√
|S|L
√∑
s6=sL
∑
a 6=π(s)
qt(s, a) +
√∑
s6=sL
∑
a 6=π(s)
q˚(s, a)

≤ 2
√
|S|L
∑
s6=sL
∑
a 6=π(s)
qt(s, a) + q˚(s, a)
where the second line is by using Lemma 19 with π1 = πt and π2 = π, and Lemma 20 with π1 = π
and π2 = π˚. This provides one upper bound for
∑
s6=sL
(√
qt(s)−
√
q˚(s)
)
. On the other hand, it
can also be trivially bounded as∑
s6=sL
√
qt(s)−
√
q˚(s) ≤
∑
s6=sL
√
qt(s) ≤
√
|S|L
where the second step uses Cauchy-Schwarz inequality and the fact
∑
s6=sL qt(s) = L. Combining
everything shows that φH(q˚)− φH(qt) is bounded by
(1 + α)
∑
s6=sL
∑
a 6=π(s)
√
qt(s, a) + (1 + α|A|)
√
|S|Lmin
2
√∑
s6=sL
∑
a 6=π(s)
qt(s, a) + q˚(s, a) , 1
 ,
finishing the proof.
D Proof of Lemma 7
In this section, we provide the proof for Lemma 7. Throughout the section, we use the short-
hand H , ∇2φH(qt). The key is clearly to analyze the Hessian inverse H−1, which is done
in Appendix D.1. With a better understanding of the Hessian inverse, we then finish the proof in
Appendix D.2.
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D.1 Analyzing the Hessian inverse
To facilitate discussions, we first introduce some matrix notation. We see the HessianH as a matrix
in R(|S||A|)×(|S||A|) in the natural way.5 For subsets D,E ⊆ S × A, we use RD×E to represent
the set of matrices (in R|D|×|E| ) with the elements in D indexing their rows and the elements in E
indexing their columns. The notation M((s, a), (s′, a′)) represents the entry of a matrix M in the
row indexed by (s, a) and in the column indexed by (s′, a′). Let Uk = {(s, a) : s ∈ Sk, a ∈ A}
for k = 0, . . . , L − 1, and Uj:k = Uj ∪ · · · ∪ Uk. We use similar notations for vectors, and define
0U ∈ RU be the all-zero vector with elements in U indexing its coordinates.
Define diagonal matrices Ik, Ck, Dk ∈ RUk×Uk as
Ik = diag {1 : (s, a) ∈ Uk} ,
Ck = diag {c(s, a) : (s, a) ∈ Uk} ,
Dk = diag {d(s, a) : (s, a) ∈ Uk} ,
where
c(s, a) =
α
4(q(s)− q(s, a))3/2 and d(s, a) =
1
4q(s, a)3/2
.
Also define transition matricesPk ∈ RUk−1×Uk such that Pk((s, a), (s′, a′)) = P (s′|s, a), and P˜k ∈
R
U0:k−1×Uk such that Pk((s, a), (s′, a′)) = P (s′|s, a) if s′ ∈ Sk(s)+1 and Pk((s, a), (s′, a′)) = 0
otherwise.
Our first step is to writeH in a recursive way with the help of a sequence of matrices:
Lemma 21. Define matricesMk ∈ RU0:k×U0:k for k = 0, . . . , L− 1 recursively as
Mk =
(
Mk−1 + P˜kCkP˜⊤k −P˜kCk
−CkP˜⊤k Ck +Dk
)
=
(
Mk−1 0
0 Dk
)
+
(
P˜k
−It
)
Ck
(
P˜⊤k −It
)
(22)
for k = 1, . . . , L− 1, andM0 = C0 +D0. Then we haveH =ML−1.
Proof. The proof is by a direct verification based on the calculation of the Hessian done in Lemma 9.
The claim is that Mk consists of all the second-order derivatives with respect to (s, a), (s
′, a′) ∈
U0:k, but without the terms involving P (s
′′|s, a) or P (s′′|s′, a′) for s′′ ∈ Sk+1. To see this, note
that this is clearly true forM0 based on Lemma 9. Suppose this is true forMk−1 and considerMk.
The block P˜kCkP˜
⊤
k corresponds to Eq. (11) plus the last term of Eq. (12); the blocks −P˜kCk and
−CkP˜⊤k correspond to Eq. (10); and finally the block Ck +Dk corresponds to the first two terms of
Eq. (12). This finishes the proof.
To studyH−1 = M−1L−1, we next writeM
−1
k in terms ofM
−1
k−1.
Lemma 22. The inverse ofMk (defined in Eq. (22)) is
M−1k =
(
M−1k−1 0
0 D−1k
)
−
(
M−1k−1P˜k
−D−1k
)(
C−1k +D
−1
k + P˜
⊤
k M
−1
t−1P˜k
)−1 (
P˜⊤k M
−1
k−1 −D−1k
)
=
(
M−1k−1 −M−1k−1P˜kWkP˜⊤k M−1k−1 M−1k−1P˜kWkD−1k
D−1k WkP˜
⊤
k M
−1
k−1 D
−1
k −D−1k WkD−1k
)
(23)
whereWk = (C
−1
k +D
−1
k + P˜
⊤
k M
−1
k−1P˜k)
−1.
Proof. This is a direct application of the well-knownWoodbury matrix identity.
The bottom right block ofM−1k plays a key role in the analysis, and is denoted by
Nk = D
−1
k −D−1k WkD−1k (24)
for k = 1, . . . , L − 1, and N0 = M−10 . The next lemma shows that we can focus on Nk when
analyzing specific quadratic forms ofH−1.
5Technically, S should be S \ {sL} instead.
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Lemma 23. For any vector wk ∈ RUk , we have
(
0
⊤
U0:k−1
, w⊤k ,0
⊤
Uk+1:L−1
)
H−1
(
0U0:k−1
wk
0Uk+1:L−1
)
≤ w⊤k Nkwk,
where Nk is defined in Eq. (24).
Proof. Based on Eq. (22) and the fact that Ck is positive definite, we have
Mk 
(
Mk−1 0
0 Dk
)
.
Repeatedly using this fact, we can show
H = ML−1 

Mk 0 · · · 0
0 Dk+1 · · · 0
...
...
. . .
...
0 0 · · · DL−1
 ,
and thus
H−1 = M−1L−1 

M−1k 0 · · · 0
0 D−1k+1 · · · 0
...
...
. . .
...
0 0 · · · D−1L−1
 .
Note that for the last matrix above, the block with rows and columns indexed by elements in Uk is
exactly Nk, based on Lemma 22. Thus, taking the quadratic form on both sides with respect to the
vector
(
0
⊤
U0:k−1
, w⊤k ,0
⊤
Uk+1:L−1
)
finishes the proof.
Finally, we point out some important properties of Nk.
Lemma 24. The matrix Nk (defined in Eq. (24)) is positive definite and satisfies
Nk  D−1k and Nk  C−1k + P⊤k Nk−1Pk.
Proof. The fact that Nk is positive definite is directly implied by Lemma 23. To prove the rest of
the statement, we first apply Woodbury matrix identity to writeWk as
Wk = (D
−1
k + C
−1
k + P˜
⊤
k M
−1
k−1P˜k)
−1 = Dk −Dk(Dk + (C−1k + P˜⊤k M−1k−1P˜k)−1)−1Dk
= Dk −Dk(Dk + (C−1k + P⊤k N−1k−1Pk)−1)−1Dk.
Plugging this back into the definition of Nk gives:
Nk = D
−1
k −D−1k WkD−1k = (Dk + (C−1k + P⊤k N−1k−1Pk)−1)−1,
which showsNk  D−1k and Nk  C−1k + P⊤k Nk−1Pk.
D.2 Bounding the stability term
With the tools from the previous section, we are now ready to bound the stability term. We will use
the following lemma to relate the quadratic form ofH−1 to only its diagonal entries.
Lemma 25. IfM ∈ Rd×d is a positive semi-definite matrix, then for any w ∈ Rd with non-negative
coordinates, we have
w⊤Mw ≤
 d∑
j=1
w(j)
 d∑
i=1
M(i, i)w(i).
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Proof. Since M is positive semi-definite, we have for any i, j, (ei − ej)⊤M(ei − ej) ≥ 0, which
implies
M(i, j) = M(j, i) ≤ M(i, i) +M(j, j)
2
.
Therefore,
w⊤Mw =
∑
i,j
w(i)M(i, j)w(j) ≤ 1
2
∑
i,j
w(i)(M(i, i)+M(j, j))w(j) =
 d∑
j=1
w(j)
 d∑
i=1
M(i, i)w(i),
where we use the nonnegativity of w in the second step as well.
We now bound ‖ℓ̂t‖H−1 in terms of the diagonal entries of Nk.
Lemma 26. Algorithm 1 guarantees
E
[∥∥∥ℓ̂t∥∥∥
H−1
]
≤ LE
L−1∑
k=0
∑
(s,a)∈Uk
Nk((s, a), (s, a))
qt(s, a)
 .
Proof. Recall the definition of ℓ̂t: ℓ̂t(s, a) =
ℓt(s,a)
qt(s,a)
I{s, a} where we use the shorthand I{s, a} =
I{sk(s) = s, ak(s) = a}. Therefore, we have
E
[∥∥∥ℓ̂t∥∥∥
H−1
]
= E
∑
s,a
∑
s′,a′
H−1 ((s, a), (s′, a′))
qt(s, a)qt(s′, a′)
I{s, a}ℓt(s, a)I{s′, a′}ℓt(s′, a′)

≤ E
∑
s′,a′
I{s′, a′}ℓt(s′, a′)
∑
s,a
(
H−1 ((s, a), (s, a))
qt(s, a)2
)
I{s, a}ℓt(s, a)
 ,
(25)
where in the last step we use Lemma 25 with M being a matrix in the same shape of H and with
entry M((s, a), (s′, a′)) = H
−1((s,a),(s′,a′))
qt(s,a)qt(s′,a′)
(which is clearly positive definite). Using the fact∑
s′,a′ I{s′, a′}ℓ(s′, a′) ≤ L,H−1 ((s, a), (s, a)) ≥ 0, and ℓt(s, a) ∈ [0, 1], we continue with
E
[∥∥∥ℓ̂t∥∥∥
H−1
]
≤ LE
[∑
s,a
(
H−1 ((s, a), (s, a))
qt(s, a)2
)
I{s, a}
]
= LE
[∑
s,a
H−1 ((s, a), (s, a))
qt(s, a)
]
≤ LE
L−1∑
k=0
∑
(s,a)∈Uk
Nk((s, a), (s, a))
qt(s, a)
 ,
where in the last step we use Lemma 23.
Next, we continue to bound the term involvingNk using the following lemma.
Lemma 27. Algorithm 1 guarantees
L−1∑
k=0
∑
(s,a)∈Uk
Nk((s, a), (s, a))
qt(s, a)
≤ 8eL
(√
L+
1
αL
) ∑
s6=sL
∑
a 6=π(s)
√
qt(s, a)
for any mapping π from S to A.
Proof. For notational convenience, define R(s, a) = Nk(s)((s, a), (s, a)). We first prove that for
any k = 1, . . . , L− 1,∑
(s,a)∈Uk
R(s, a)
qt(s, a)
≤ 8
(√
L+
1
αL
) ∑
s∈Sk
∑
a 6=π(s)
√
qt(s, a) +
(
1 +
1
L
) ∑
(s′,a′)∈Uk−1
R(s′, a′)
qt(s′, a′)
,
(26)
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and for k = 0, ∑
a∈A
R(s0, a)
qt(s0, a)
≤ 8
(√
L+
1
αL
) ∑
a 6=π(s)
√
q(s0, a), (27)
where π is any mapping from S to A. Indeed, repeatedly applying (26) and using the fact (1 +
1/L)L ≤ e show
∑
(s,a)∈Uk
R(s, a)
qt(s, a)
≤ 8e
(√
L+
1
αL
) k∑
l=0
∑
s∈Sl
∑
a 6=π(s)
√
qt(s, a),
and summing over k finishes the proof.
To prove Eq. (27), note that by definition, when s = s0 we have
R(s, a) =
4
qt(s, a)−3/2 + α(qt(s)− qt(s, a))−3/2 ≤ 4min
{
qt(s, a)
3/2,
(qt(s)− qt(s, a))3/2
α
}
.
Now consider two cases, if
qt(s)−qt(s,π(s))
qt(s,π(s))
≤ 1L , then
R(s, π(s))
qt(s, π(s))
≤ 4
αL
√ ∑
a 6=π(s)
qt(s, a) ≤ 4
αL
∑
a 6=π(s)
√
qt(s, a).
On the other hand, if
qt(s)−qt(s,π(s))
qt(s,π(s))
> 1L , then qt(s, π(s)) ≤ L(qt(s)− qt(s, π(s))) and
R(s, π(s))
qt(s, π(s))
≤ 4
√
qt(s, π(s)) ≤ 4
√
L
√
qt(s)− qt(s, π(s)) ≤ 4
√
L
∑
a 6=π(s)
√
qt(s, a).
Combining the two cases and also the fact
∑
a 6=π(s)
R(s,a)
qt(s,a)
≤ 4∑a 6=π(s)√qt(s, a) proves Eq. (27).
It remains to prove Eq. (26). First, using the factNk  D−1k from Lemma 24, we again have
R(s, a) ≤ 4qt(s, a)3/2. (28)
At the same time, using another fact Nk  C−1k + P⊤k Nk−1Pk from Lemma 24 and shorthand
R(s, a, s′, a′) , Nk(s)((s, a), (s′, a′)), we have
R(s, a) ≤ 4(q(s)− q(s, a))
3/2
α
+
∑
(s1,a1),(s2,a2)∈Uk−1
P (s|s1, a1)P (s|s2, a2)R(s1, a1, s2, a2)
=
4(q(s)− q(s, a))3/2
α
+
∑
(s1,a1),(s2,a2)∈Uk−1
P (s|s1, a1)qt(s1, a1)P (s|s2, a2)qt(s2, a2) R(s1, a1, s2, a2)
qt(s1, a1)qt(s2, a2)
≤ 4(q(s)− q(s, a))
3/2
α
+
 ∑
(s2,a2)∈Uk−1
P (s|s2, a2)qt(s2, a2)
 ∑
(s1,a1)∈Uk−1
P (s|s1, a1)qt(s1, a1)R(s1, a1)
q(s1, a1)2
=
4(q(s)− q(s, a))3/2
α
+ qt(s)
∑
(s1,a1)∈Uk−1
P (s|s1, a1)R(s1, a1)
qt(s1, a1)
,
where the second inequality is by applying Lemma 25 again, with M ∈ RUk−1×Uk−1 such that
M((s1, a1), (s2, a2)) =
R(s1,a1,s2,a2)
qt(s1,a1)qt(s2,a2)
(which is positive definite by Lemma 24). Again, we fix s
30
and consider two cases. First, if
qt(s)−qt(s,π(s))
qt(s,π(s))
≤ 1L , then
R(s, π(s))
qt(s, π(s))
≤ 4(qt(s)− qt(s, π(s)))
3/2
αqt(s, π(s))
+
qt(s)
qt(s, π(s))
∑
(s1,a1)∈Uk−1
P (s|s1, a1)R(s1, a1)
qt(s1, a1)
≤ 4(qt(s)− qt(s, π(s)))
αqt(s, π(s))
∑
a 6=π(s)
√
qt(s, a) +
(
1 +
1
L
) ∑
(s1,a1)∈Uk−1
P (s|s1, a1)R(s1, a1)
qt(s1, a1)
≤ 4
αL
∑
a 6=π(s)
√
qt(s, a) +
(
1 +
1
L
) ∑
(s1,a1)∈Uk−1
P (s|s1, a1)R(s1, a1)
qt(s1, a1)
.
On the other hand, if
qt(s)−qt(s,π(s))
qt(s,π(s))
> 1L and thus qt(s, π(s)) ≤ L(qt(s)− qt(s, π(s))), then using
Eq. (28) we have
R(s, π(s))
q(s, π(s))
≤ 4
√
q(s, π(s)) ≤ 4
√
L
∑
a 6=π(s)
qt(s, a) ≤ 4
√
L
∑
a 6=π(s)
√
qt(s, a).
Combining the two cases and also
∑
a 6=π(s)
R(s,a)
qt(s,a)
≤ 4∑a 6=π(s)√qt(s, a) (using Eq. (28) again)
leads to∑
a
R(s, a)
qt(s, a)
≤ 8
(√
L+
1
αL
) ∑
a 6=π(s)
√
qt(s, a) +
(
1 +
1
L
) ∑
(s1,a1)∈Uk−1
P (s|s1, a1)R(s1, a1)
qt(s1, a1)
.
Finally, we sum over all s ∈ Sk and obtain∑
(s,a)∈Uk
R(s, a)
qt(s, a)
≤ 8
(√
L+
1
αL
) ∑
s∈Sk
∑
a 6=π(s)
√
qt(s, a) +
(
1 +
1
L
) ∑
s∈Sk
∑
(s′,a′)∈Uk−1
P (s|s′, a′)R(s
′, a′)
qt(s′, a′)
= 8
(√
L+
1
αL
) ∑
s∈Sk
∑
a 6=π(s)
√
qt(s, a) +
(
1 +
1
L
) ∑
(s′,a′)∈Uk−1
R(s′, a′)
qt(s′, a′)
.
This proves Eq. (26) and thus finishes the proof.
We are now ready to finish the proof for Lemma 7.
Proof of Lemma 7. Combining Lemma 26 and Lemma 27, we prove
E
[
‖ℓ̂t‖2∇−2φH (qt)
]
≤ E
8eL2(√L+ 1
α · L
) ∑
s6=sL
∑
a 6=π(a)
√
qt(s, a)
 .
It thus remains to prove the other bound
E
[
‖ℓ̂t‖2∇−2φH (qt)
]
≤ 4
√
L|S||A|.
This is simply by considering only the regular 1/2-Tsallis entropy part of the regularizer: φD(q) =
−∑s,a√q(s, a). Specifically, by Lemma 9 we have∇2φH(qt)  ∇2φD(qt), and thus
E
[∥∥∥ℓ̂t∥∥∥2∇−2φH (qt)
]
≤ E
[∥∥∥ℓ̂t∥∥∥2∇−2φD(qt)
]
= E
[∑
s,a
4qt(s, a)
3/2
qt(s, a)2
I{s, a}ℓt(s, a)2
]
≤ 4E
[∑
s,a
√
qt(s, a)
]
≤ 4
√
L|S||A|,
where the last step uses the Cauchy-Schwarz inequality.
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