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Abstract
Small corrections to the uncertainty relations, with effects in the ultraviolet
and/or infrared, have been discussed in the context of string theory and quan-
tum gravity. Such corrections lead to small but finite minimal uncertainties in
position and/or momentum measurements. It has been shown that these effects
could indeed provide natural cutoffs in quantum field theory. The corresponding
underlying quantum theoretical framework includes small ‘noncommutative ge-
ometric’ corrections to the canonical commutation relations. In order to study
the full implications on the concept of locality it is crucial to find the physical
states of then maximal localisation. These states and their properties have been
calculated for the case with minimal uncertainties in positions only. Here we
extend this treatment, though still in one dimension, to the general situation
with minimal uncertainties both in positions and in momenta.
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1 Introduction
The short distance structure of conventional geometry can be considered experimen-
tally confirmed up to the order of 1 TeV, see e.g. [1]. In string theory and quantum
gravity certain corrections to the short distance structure and the uncertainty rela-
tions have been suggested to appear at smaller scales (the latest at the Planck scale),
see e.g. [2]-[7] and for a recent review [8].
Here we continue a series of articles [9]-[15] in which are studied the quantum
theoretical consequences of small corrections to the canonical commutation relations
[xi,pj ] = ih¯(δij + αijklxkxl + βijklpkpl + ...) (1)
including the possibility that also [xi,xj] 6= 0, [pi,pj ] 6= 0. A crucial feature of
this ‘noncommutative geometric’ ansatz, which was first studied in [11], is that for
appropriate matrices α and β, Eq.1 implies the existence of finite lower bounds to the
determination of positions and momenta. These bounds take the form of finite mini-
mal uncertainties ∆x0 and ∆p0, obeyed by all physical states. In fact, the approach
covers the case of those corrections to the uncertainty relations which we mentioned
above, see [12].
A framework with a finite minimal uncertainty ∆x0 can as well be understood to
describe effectively nonpointlike particles, than as describing a fuzzy space. As dis-
cussed in [12]-[15] the approach, with appropriately adjusted scales, could have there-
fore more generally a potential for an effective description of nonpointlike particles,
such as e.g. nucleons or quasi-particles in solids.
Analogously, on large scales a minimal uncertainty ∆p0 may offer new possibilities to
describe situations where momentum cannot be precisely determined, in particular
on curved space [13].
Using the path integral formulation it has been shown in [13] that such noncommu-
tative background geometries can ultraviolet and infrared regularise quantum field
theories in arbitrary dimensions through minimal uncertainties ∆x0,∆p0. However,
a complete analysis of the modified short distance structure, and in particular the
calculation of the states of maximal localisation, has so far only been carried out
for the special case of the commutation relations [x,p] = ih¯(1 + βp2), in [15]. The
reason is that those cases are representation theoretically much easier to handle in
which either α or β vanish, i.e. with minimal uncertainties in either positions or in
momenta only. We now solve the more general, though still one-dimensional problem,
involving both minimal uncertainties in positions and in momenta.
We define the associative Heisenberg algebra A with corrections parametrised by
small constants α, β ≥ 0
[x,p] = ih¯(1 + αx2 + βp2) (2)
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or, in a notation which will prove more convenient (q ≥ 1)
[x,p] = ih¯
(
1 + (q2 − 1)
(
x2
4L2
+
p2
4K2
))
(3)
where the constants L,K carry units of length and momentum and are related by:
4KL = h¯(1 + q2) (4)
While the first correction term contributes for large 〈x2〉 = 〈x〉2 + (∆x)2, which
is the definition of the infrared, the second correction term contributes for large
〈p2〉 = 〈p〉2 + (∆p)2, i.e. in the ultraviolet.
The corresponding uncertainty relation
∆x∆p ≥ h¯
2
(
1 + α
(
(∆x)2 + 〈x〉2
)
+ β
(
(∆p)2 + 〈p〉2
))
(5)
holds in all ∗-representations of the commutation relations and reveals these infrared
and ultraviolet modifications as minimal uncertainties in positions and momenta [12]:
(∆xmin)
2 = L2
q2 − 1
q2
(
1 + (q2 − 1)
(〈x〉2
4L2
+
〈p〉2
4K2
))
(6)
(∆pmin)
2 = K2
q2 − 1
q2
(
1 + (q2 − 1)
(〈x〉2
4L2
+
〈p〉2
4K2
))
(7)
In particular, for all physical states i.e. for all |ψ〉 ∈ D with D ⊂ H being any
∗-representation of the commutation relations of A in a Hilbert space H , there are
finite absolutly smallest uncertainties:
(∆x|ψ〉) = 〈ψ|(x− 〈x〉)2|ψ〉1/2 ≥ L
√
1− q−2 ∀ |ψ〉 ∈ D (8)
(∆p|ψ〉) = 〈ψ|(p− 〈p〉)2|ψ〉1/2 ≥ K
√
1− q−2 ∀ |ψ〉 ∈ D (9)
We will here only deal with the kinematical consequences of possible corrections to
the commutation relations. Arbitrary systems can be considered and studies on dy-
namical systems, including the calculation of the spectra of Hamiltonians and integral
kernels such as Green functions have been carried out for example systems in [9, 10].
Compare also with the features of the discretised quantum mechanics studied e.g. in
[16, 17, 18]. A very interesting canonical field theoretical approach with a similar mo-
tivation is focusing on generalising the uncertainty relations among the coordinates
[19].
3
2 Hilbert space representation
A crucial consequence of Eqs.8,9 is that there are no eigenvectors to x nor to p
in any space of physical states i.e. in any ∗-representation D of the generalised
commutation relations. As is clear from the definition of uncertainties, e.g. (∆x)2|ψ〉 =
〈ψ|(x−〈ψ|x|ψ〉)2|ψ〉, eigenvectors to x or p could only have vanishing uncertainty in
position or momentum. In particular, the commutation relations of A no longer find
spectral representations of x nor of p.
In the situation of α = 0 (or β = 0), i.e. with ∆p0 = 0 (or ∆x0 = 0) there is still the
momentum (or position) representation of A available, in which case the maximal
localisation states have been calculated in [15]. Let us now perform the analogous
studies for the general case with α, β > 0, where position and momentum space
representations are both ruled out.
To this end we use a Hilbert space representation of A on a generalised Fock space.
The position and momentum operators can be represented as
x = L(a† + a) p = iK(a† − a) (10)
where the a and a† obey generalised commutation relations
aa† − q2a†a = 1 (11)
and act on the domain D of physical states D := {|ψ〉 = polynomial(a†)|0〉} as:
a |0〉 = 0 (12)
a†|n〉 =
√
[n + 1] |n+ 1〉
a|n〉 =
√
[n] |n− 1〉
where [n] denotes the partial geometric sum or ‘q’- number
[n] =
q2n − 1
q2 − 1 (13)
and where the |n〉 := ([n]!)−1/2(a†)n|0〉, n = 1, ...,∞ are orthonormalised
〈n1|n2〉 = δn1,n2 (14)
and D is analytic and dense in the Hilbert space H = l2.
While x and p ordinarily are essentially self-adjoint, they are now merely symmetric,
which is sufficient to insure that all expectation values are real. The deficiency indices
of x and p are (1, 1), implying the existence of 1-parameter families of self-adjoint
extensions. While ordinarily self-adjoint extensions, e.g. for a particle in a box,
need to and can be fixed, there is now the subtle effect of the self-adjoint extensions
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not being on common domains, which prevents the diagonalisation of x or p on
physical states, as can also be understood through the uncertainty relations. For
the full functional analytical details see [12], where these structures have first been
found. We will come back to these functional analytical studies in Sec.6 where we will
explicitly calculate the diagonalisations in H . They are of use for the calculation of
inverses of x and p, which are not only needed to describe certain quantum mechanical
potentials, but ultimately also to invert kinetic terms e.g. of the form p2 − m2 to
obtain propagators from the field theoretical path integral, see [13].
3 Maximal localisation states
The absence of eigenvectors of x or p in all ∗-representations D of the commutation
relations physically implies the absence of absolute localisability in position or mo-
mentum i.e. there are no physical states that would have ∆x = 0 or ∆p = 0. More
precisely, the uncertainty relation, holding in all D, implies a ‘minimal uncertainty
gap’:
∃6 |ψ〉 ∈ D : ∆x|ψ〉 < ∆x0 and ∃6 |ψ〉 ∈ D : ∆p|ψ〉 < ∆p0 . (15)
The state of maximal localisation in position |ψmlx 〉 with given position expectation x
and vanishing momentum expectation, is defined through
〈ψmlx |x|ψmlx 〉 = x , 〈ψmlx |p|ψmlx 〉 = 0 , (∆x)|ψmlx 〉 = ∆xmin . (16)
Explicitly the minimal uncertainty in position then reads
(∆x)2|ψmlx 〉 = L
2 q
2 − 1
q2
(
1 + (q2 − 1)〈x〉
2
4L2
)
(17)
with the corresponding (now not infinite) uncertainty in momentum:
(∆p)2|ψmlx 〉 = K
2 (q
2 + 1)2
q2(q2 − 1)
(
1 + (q2 − 1)〈x〉
2
4L2
)
. (18)
We focus on maximal localisation in x, the case of maximal localisation in p is fully
analogous.
As shown in [15] a state of maximal localisation is determined by the equation(
(x− 〈x〉) + iα(p− 〈p〉)
)
|ψmlx 〉 = 0 (19)
where α = ∆x/∆p. Inserting Eqs.17,18 we obtain
α =
L(q2 − 1)
K(q2 + 1)
(20)
so that the condition reads:(
q2 + 1
L
(x− 〈x〉) + iq
2 − 1
K
p
)
|ψmlx 〉 = 0 . (21)
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3.1 Maximal localisation states in the Fock basis
In order to explicitly calculate those states that realise the now maximally possible
localisation we expand the |ψmlx 〉 in the Fock basis
|ψmlx 〉 :=
1
N (x)
∞∑
n=0
q−3n/2 cn(x) |n〉 (22)
where the cn(x) are real coefficients and
N (x) :=
∞∑
n=0
q−3n c2n(x) (23)
is a normalisation factor (the inserted factors q−3n/2 will be convenient later).
The condition for maximal localisation Eq.21 reads in the Fock representation:
(
(q2 + 1)(a† + a− x
L
) − (q2 − 1)(a† − a)
)
|ψmlx 〉 = 0 . (24)
Inserting the ansatz Eq.22 we are led to the recursion relation
q + q−1
2L
x cn(x) =
√
q−1[n+ 1] cn+1(x) +
√
q[n] cn−1(x) . (25)
Together with
c−1(x) = 0 and c0(x) = 1 (26)
the coefficients cn(x) are therefore determined as polynomials of degree n in x.
3.2 Relation to continuous q-Hermite polynomials
The coefficients cn(x) are related to the so-called continuous q-Hermite polynomials.
An excellent review on these and other q-orthogonal polynomials is [20].
We use the notation of shifted q-factorials [20]
(a; q2)n :=
n−1∏
k=0
(1− aq2k) (27)
which obey the identity
(a; q2)n = (−a)n qn(n−1) (a−1; q−2)n . (28)
Furthermore we define for later convenience
j(x) :=
arcsinh(ωx)
ln q
, x(j) =
qj − q−j
2ω
(29)
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where
ω :=
1
4L
(q + q−1)
√
q2 − 1 . (30)
The continuous q-Hermite polynomials Hn(z|q2) are defined through
H−1(z|q2) = 0, H0(z|q2) = 1 (31)
and the recurrence relation, see Ref.[20]:
2zHn(z|q2) = Hn+1(z|q2) + (1− q2n)Hn−1(z|q2) . (32)
It is not difficult to check that this recursion relation can be brought into the form of
the recursion relation Eq.25 for the coefficients cn(x), by expressing them in terms of
the Hn(z|q2) as:
cn(x) =
√
qn
[n]! (q2 − 1)n i
−nHn
(
iωx | q2
)
. (33)
As shown in [20], the continuous q-Hermite polynomials Hn(z|q2) can be written as
Hn(z|q2) =
n∑
k=0
(
n
k
)
q2
ei(n−2k)θ , z = cos θ (34)
with the q-binomial coefficients:
(
n
k
)
q2
=
(q2; q2)n
(q2; q2)k (q2; q2)n−k
. (35)
Inserting Eq.34 into Eq.33 and replacing [n]! by
[n]! =
(−)n(q2; q2)n
(q2 − 1)n =
qn
2
(q−2; q−2)n
(q − q−1)n (36)
yields
cn(x) =
1√
qn2(q−2; q−2)n
i−n
n∑
k=0
(
n
k
)
q2
ei(n−2k)θ , iωx = cos θ . (37)
Because of iωx = 1
2
(qj(x)− q−j(x)) we may also write eiθ = i qj(x) and therefore obtain
the following exact expression for the coefficients cn(x):
cn(x) =
1√
qn2 (q−2; q−2)n
n∑
k=0
(
n
k
)
q2
(−)k q(n−2k) j(x) . (38)
We derive further useful properties of the cn(x).
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Classical limit
For q → 1 the recursion relation Eq.25 reduces to
x
L
cn(x) =
√
n+ 1 cn+1(x) +
√
n cn−1(x) . (39)
By substituting x = L
√
2 z and Hn(z) =
√
n! 2n cn(x) we obtain H0(z) = 1 and
2z Hn(z) = Hn+1(z) + 2nHn−1(z) (40)
which is the defining recursion relation for classical Hermite polynomials Hn(z). Thus
the classical limit of the polynomials cn(x) is given by
lim
q→1
cn(x) =
1√
n! 2n
Hn
( x
L
√
2
)
. (41)
Representation by the formula of Rodriguez
As a short notation we write x(j) as xj . Then, introducing the q-difference operator
Df(xj) =
f(xj+1)− f(xj−1)
xj+1 − xj−1 (42)
the polynomials cn(xj) can be expressed as
cn(xj) =
(−)n
κn
qj
2
Dn q−j
2
(43)
where
κn =
√
q−n2 [n]!
(
q + q−1
2L
)n
. (44)
Eq.43 generalises the formula of Rodriguez Hn(x) = (−)nex2 dndxn e−x
2
for classical
Hermite polynomials. A proof for Eq.43 is outlined in appendix A.
q-difference equation
The generalised formula of Rodriguez Eq.43 implies that
cn(xj+1)− cn(xj−1) =
√
q(1− q−2n) (qj + q−j) cn−1(xj) (45)
which generalises the differentiation rule d
dx
Hn(x) = nHn−1(x) for classical Hermite
polynomials. In order to prove this equation, we rewrite its l.h.s. using Eqs.42,43
cn(xj+1)− cn(xj−1) = (xj+1 − xj−1)D cn(xj) = (xj+1 − xj−1)D (−)
n
κn
qj
2
Dn q−j
2
.
(46)
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Carrying out the first differentiation on the r.h.s. of this formula (c.f. Eq.91), one
obtains a linear combination of the polynomials cn(xj) and cn+1(xj) which in turn
can be expressed through the recurrence relation Eq.25 in terms of cn−1(xj).
It can also be shown by induction that Eq.45 implies the following q-difference equa-
tion for the polynomials cn(x)
qjcn(xj−1) + q
−jcn(xj+1) = q
−n (qj + q−j) cn(xj) (47)
which corresponds to the differential equation 2xH ′n(x)−H ′′n(x) = 2nHn(x) for clas-
sical Hermite polynomials.
Orthogonality
The polynomials cn(x) obey the orthogonality relation
∞∑
j=−∞
(x2j+κ+1 − x2j+κ−1) q−(2j+κ)2 cm(x2j+κ)cn(x2j+κ) = Nκ qn δm,n (48)
where
Nκ =
∞∑
j=−∞
(x2j+κ+1 − x2j+κ−1) q−(2j+κ)2 . (49)
The parameter 0 ≤ κ ≤ 2 can be choosen arbitrarily and fixes a family of positions
occurring in the sum.
Eq.48 can be proved as follows. The case m = n = 0 is trivial. For n = 0 and m > 0
one can show that the l.h.s. of Eq.48 is equal to
∞∑
j=−∞
(x2j+κ+1 − x2j+κ−1)Dm q−(2j+κ)2 = Dm−1 q−j2
∣∣∣j=+∞
j=−∞
= 0 . (50)
Keeping m fixed, a further induction for n > 0 completes the proof.
Generating function
A generating function of the polynomials cn(x) is
(t q−j(x); q−2)∞(−t qj(x); q−2)∞ =
∞∑
n=0
cn(x)√
qn(n−2) (q−2; q−2)n
tn . (51)
In order to verify this expression, we use the q-difference equation Eq.47 and get
qj (t q−j+1; q−2)∞ (−t qj−1; q−2)∞ + q−j (t q−j−1; q−2)∞ (−t qj+1; q−2)∞
= (qj + q−j) (t q−j−1; q−2)∞ (−t qj−1; q−2)∞ (52)
which in turn can be proved by inserting the definition of the q-factorials (c.f. Eq.27).
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4 Quasi- position and momentum wave functions
Generally, all information on position and momentum is contained in the matrix
elements of the position and momentum operators, and matrix elements can of course
be calculated in arbitrary bases, such as also the Fock basis. Ordinarily, the position
and the momentum information content of a state |φ〉 of the particle is easily obtained
by writing the state as a position or momentum space wave function φ(x) = 〈x|φ〉
or φ(p) = 〈p|φ〉, which is to project onto position or momentum eigenstates, i.e. to
project onto states of maximal localisation in x or p.
In the new setting we can now project arbitrary states |φ〉 onto the states which
realise the maximally possible localisation in position (or in momentum), which are
given by Eqs.16,22,38. We call the collection of these projections the quasi-position
wavefunction φ(x) of |φ〉:
φ(x) := 〈ψmlx |φ〉 (53)
Here φ(x) yields the probability amplitude for finding the particle in a state of maxi-
mal localisation around the position x with vanishing momentum expectation. As is
easily seen from Eqs.16, 21,24 the generalisation to arbitrary momentum expectations
is straightforward. The framework for quasi-momentum wave functions
φ(p) := 〈ψmlp |φ〉 (54)
is analogous with φ(p) being the probability amplitude for finding the particle in a
state of maximal localisation in its momentum, with the momentum expectation p
and vanishing position expectation (again the definition may easily be generalised to
include arbitrary position expectations).
Aiming at the calculation of examples of quasi-wave functions, we need to complete
our studies on the maximal localisation states by calculating their norm and scalar
product. To this end an important technical tool will be the Christoffel Darboux
theorem, for the application of which we will need the limiting cases of the coefficients
cn(x) of the maximal localisation states.
4.1 Limits of (−1)nc2n(x) and (−1)nc2n+1(x) for n→∞
As we prove in appendix B, the polynomials cn(x), for all odd and for all even n have
the nontrivial property that their limit for n→∞ exists. Denoting again xj := x(j)
these limits are:
c+(xj) = lim
m→∞
(−)m c2m(xj) = Aqj2/2 θ2(pij
2
, λ) (55)
c−(xj) = lim
m→∞
(−)m c2m+1(xj) = Aqj2/2 θ1(pij
2
, λ) (56)
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where θi(z, λ) are the Jacobi-, or elliptic θ-functions defined as
θ1(z, λ) := 2λ
1/4
∞∑
n=0
(−)nλn(n+1) sin((2n+ 1)z) (57)
θ2(z, λ) := 2λ
1/4
∞∑
n=0
λn(n+1) cos((2n+ 1)z) (58)
and where in Eqs.55,56 the constants λ and A are defined as
λ := e
−pi2
2 ln q (59)
and
A2 :=
pi
2 (q−2; q−2)3∞ ln q
=
2
q
1
4 θ2(0, q−1) θ22(0, λ)
. (60)
4.2 Normalisation and scalar product of maximal localisation
states
In order to evaluate the scalar product of two maximally localised states
〈ψmlx |ψmlx′ 〉 =
1√
N (x)N (x′)
∞∑
n=0
q−3n cn(x) cn(x
′) (61)
the q-difference equation Eq.47 can be used to rewrite this expression as
〈ψmlx |ψmlx′ 〉 =
qj+j
′
fj−1,j′−1 + q
j−j′fj−1,j′+1 + q
j′−jfj+1,j′−1 + q
−j−j′fj+1,j′+1
(qj + q−j) (qj′ + q−j′)
√
N (x)N (x′)
(62)
where we defined
fj,j′ :=
∞∑
n=0
q−n cn(x) cn(x
′) (63)
and where we abbreviated j := j(x) and j′ := j(x′). We can compute fj,j′ by applying
the Christoffel-Darboux [21] theorem
m∑
n=0
q−n cn(x) cn(x
′) =
2L
√
[m+ 1]
qm+
1
2 (q + q−1)
cm+1(x)cm(x
′) − cm(x)cm+1(x′)
x− x′ (64)
which can be proved as follows. For m > 0 (the case m = 0 is trivial) we use the
recursion relation (c.f. Eq. 25)
cm+1(x) =
√
q
[m+ 1]
(q + q−1
2L
x cm(x) −
√
q[m] cm−1(x)
)
(65)
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in order to replace cm+1(x) and cm+1(x
′) on the r.h.s. of Eq.64 which then takes the
form
r.h.s. = q−m cm(x) cm(x
′) − 2L
√
[m]
qm−
1
2 (q + q−1)
cm−1(x)cm(x
′) − cm(x)cm−1(x′)
x− x′ (66)
so that Eq.64 follows by induction.
Since the polynomials cm(x) have well defined limits as m goes to infinity, the
Christoffel-Darboux theorem implies that the expression fj,j′ is given by
fj,j′ =
∞∑
n=0
q−n cn(x) cn(x
′) =
√
q
2ω
c−(x)c+(x′)− c+(x)c−(x′)
x− x′ . (67)
Inserting Eqs.55,56 yields
fj,j′ =
2A2 q
1
2
(j2+j′2+1)
qj − q−j − qj′ + q−j′ θ1
(pi
2
(j − j′), λ2
)
θ4
(pi
2
(j + j′), λ2
)
(68)
with the definition of θ4 being
θ4(z, λ
2) := 1 + 2
∞∑
n=1
(−)n λ2n2 cos(2nz) . (69)
In the limit x→ x′ Eq.68 reduces to
fj,j =
∞∑
n=0
q−n c2n(x) =
qj
2+ 1
4 θ2(0, q
−1)
(qj + q−j) θ4(0, λ2)
θ4(pij, λ
2) . (70)
Inserting Eq.67 into Eq.62 we eventually obtain an exact expression for the scalar
product of two quasi-position states:
〈ψmlx |ψmlx′ 〉 =
2A2 q
1
2
(j2+j′2+1)(q2 − 1)2(1 + q−2)√
N (x)N (x′)G0j,j′G1j,j′ G−1j,j′
θ1(
pi
2
(j′ − j), λ2) θ4(pi
2
(j + j′), λ2)
(71)
where
Gsj,j′ = (q
1
2
(j−j′)+s − q− 12 (j−j′)−s)(q 12 (j+j′)+s + q− 12 (j+j′)−s) . (72)
Note that the poles in the denominator of Eq.71 are cancelled by the zeros of the
θ1-function. The limit x→ x′ yields the norm (Eq.23)
N (x) = 2 q
j2 (q2 + 1) θ4(pij, λ
2)
A2(qj + q−j) (qj+1 + q−j−1) (qj−1 + q−j+1) θ22(0, λ) θ4(0, λ
2)
. (73)
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4.3 Example: The quasi-position wave function of |ψml0 〉.
As an example we draw the graph of the quasi-position wave function φ(x) for the
state |φ〉 that describes maximal localisation around x = 0 i.e. for |φ〉 := |ψmlx 〉, i.e.
with
φ(x) = 〈ψmlx |ψml0 〉 (74)
-6 -4 -2 2 4 6
0.2
0.4
0.6
0.8
1
Fig. 1: Quasi-position wave function φ(x) for |φ〉 := |ψml0 〉 for q = 1.5 drawn over j(x)
The analytic form of the wave function is given in Eq.71. For the width of the main
peak note that the graph shows the overlap of pairs of localisation states, each with
its finite position uncertainty.
We have thus generalised the treatment of [15] where the corresponding graph was
calculated and drawn for the special case without a minimal momentum uncertainty
(α = 0, β > 0).
13
5 Approximations
For potential applications of the formalism the parameters α and β in Eq.2 can be
assumed small in which case useful simplifications hold.
In the notation of Eq.3 this is the case when q → 1. Then λ→ 0 and the θ-functions in
Eqs.55,56 can be approximated by θ1(
pij
2
, λ) ≈ 2λ1/4 sin pij
2
and θ2(
pij
2
, λ) ≈ 2λ1/4 cos pij
2
.
This implies that
c+(xj) ≈ c˜+(xj) := B qj2/2 cos pij
2
(75)
c−(xj) ≈ c˜−(xj) := B qj2/2 sin pij
2
where
B4 =
4 ln q
pi
√
q
. (76)
The relative error of this approximation is shown in the following table:
q 1.2 1.5 2 5
|1− c˜±(x)
c±(x)
| < 5× 10−15 < 1× 10−10 < 2× 10−6 < 7× 10−3
Using Eq.75 we can give approximations of the scalar product for q close to 1:
〈ψmlx |ψmlx′ 〉 ≈
B2 q
1
2
(j2+j′2+1)(q2 − 1)2(1 + q−2)√
N˜ (x)N˜ (x′)G0j,j′ G1j,j′G−1j,j′
sin
pi
2
(j′ − j) (77)
where
N (x) ≈ N˜ (x) := 2 q
j2 (q2 + 1)
B2(qj + q−j) (qj+1 + q−j−1) (qj−1 + q−j+1)
. (78)
E.g. for 1 < q < 1.2 the relative error of this approximation is less than 10−14.
It is interesting to consider also the limiting case where
q → 1, K(q) :=
√
q2 − 1
4β
, L(q) = h¯
q2 + 1
2
√
β
q2 − 1 . (79)
In this limit the commutation relations Eq.3 turn into the relations Eq.2 with β finite
but α = 0, which is the special case considered in [15]. There is then only a minimal
uncertainty in position and no minimal uncertainty in momentum. As can be shown
easily, the limit q → 1 of the scalar product Eqs.77-78 is given by
lim
q→1
〈ψmlx′ |ψmlx 〉 =
sin pi
2
(j′ − j)
pi ( j−j
′
2
) ( j−j
′
2
+ 1) ( j−j
′
2
− 1) . (80)
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In the limit given by Eqs.79, x and j are related linearly through xj = x(j) = h¯
√
β j.
We thus obtain the limiting expression for the scalar product:
〈ψmlx′ |ψmlx 〉 =
1
pi

x− x′
2h¯
√
β
−
(
x− x′
2h¯
√
β
)3
−1
sin
(
x− x′
2h¯
√
β
pi
)
(81)
This result coincides with the expression found in [15], thus providing a nontrivial
consistency check: We calculated the scalar product using q-analysis on a discrete
q- Fock space representation. However, the calculation [15] of this scalar product in
the special case α = 0, which we here recover in the limit, had been performed with
entirely different analytic methods in a continuous representation.
6 Self-adjoint extensions of x and p
In this section we continue formal considerations of [12] where it was proved that the
operators x and p separately do have one-parameter families of self-adjoint extensions
in H . To be precise, x on D is symmetric, while its adjoint x∗ is closed but non-
symmetric. x∗∗ is closed and symmetric and has deficiency indices (1,1). There are
families of diagonalisations of x in H , though of course not in D. The same holds for
p. The corresponding eigenvectors are unphysical states, separated from the physical
domain by the minimal uncertainty gap, see Eq.15.
While in [12] the existence only of self-adjoint extensions had been proven, we can
now explicitly solve the eigenvalue problem
x.|vx〉 = x|vx〉 (82)
For the solution we make the ansatz
|vx〉 = N−1(x)
∞∑
n=0
q−n/2dn(x)|n〉 (83)
yielding the recurrence relation
x
L
dn(x) =
√
[n+ 1]q−1 dn+1(x) +
√
q[n] dn−1(x) (84)
with d−1 = 0 and d0 = 1. In fact, Eq.84 can be transformed into the recurrence rela-
tion Eq.25, i.e. the dn can be transformed into our previously considered coefficients
cn:
dn(x) = cn(2x(q + q
−1)−1) . (85)
In the expansion of |vx〉, the factor q−n/2 is different from the corresponding factor
q−3n/2 in the expansion of the |ψmlx 〉, implying that the scalar product and normal-
isation constant of the formal eigenvectors are different from those of the maximal
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localisation states which we had calculated earlier:
N(x) = =
qj
2+1/4 θ4(pij, λ
2) θ2(0, q
−1)
(qj + q−j) θ4(0, λ2)
(86)
〈vx|vx′〉 = A
2q1/2(j
2+j′2+1)θ1(
pi
2
(j − j′)λ2) θ4(pi2 (j + j′), λ2)
(x− x′) ω¯
√
N(x)N(x′)
(87)
where now
x(j) :=
qj − q−j
2ω¯
with ω¯ =
√
q2 − 1
2L
(88)
and where we abbreviated again j′ := j(x′).
We draw the graph of the scalar product over j for j′ = 0:
-10 -8 -6 -4 -2 2 4 6 8 10
-0.2
0.2
0.4
0.6
0.8
1
Fig. 2: Scalar product 〈vx|v0〉 of formal eigenvectors drawn over j(x)
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From the zero’s of θ1 we read off that the |vx〉 are mutually othogonal for j−j′ ∈ 2IN.
Using j′ as a parameter in the range j′ ∈ [0, 2[ we identify for each value of j′ a
diagonalisation of x. Thus, j′ labels the self-adjoint extensions with the corresponding
eigenvalues (xn)n∈IN being
xn =
q2n+j
′ − q−2n−j′
2
√
q2 − 1 L =
sinh((2n+ j′) ln q)√
q2 − 1 L (n ∈ IN) (89)
Compare also with the graph of the scalar product which had been calculated only
numerically in [12]. Having found the analytic form of the scalar product in terms of
θ functions we were able to determine the one parameter familiy of diagonalisations
of x, of which we had so far only known its existence. As is not difficult to see we
recover for vanishing minimal uncertainty in momentum, i.e. for α → 0, the linear
spectrum found in [15] for that special case.
Analogously to above we obtain the eigenvalues of p in its self-adjoint extensions
(j′′ ∈ [0, 2[):
pn =
q2n+j
′′ − q−2n−j′′
2
√
q2 − 1 K =
sinh((2n+ j′′) ln q)√
q2 − 1 K (n ∈ IN) (90)
We stress that the parameters j′, j′′ of Eqs.89,90 label different extensions of the
domain D of x and p. Recall that the uncertainty relation implies that the formal
x- or p- eigenvectors which we here calculated do not lie in any common extension of
the domain D of x and p. They are not physical states and are separated from the
physical domain by the uncertainty gap, see Eq.15.
However, these families of diagonalisations of x or p in H- can still be of use, e.g. for
the calculation of inverses of x and p, which would have been difficult to invert as
nondiagonal operators in the Fock basis x = L(a + a†) and p = iK(a− a†).
7 Outlook
In quantum field theory, interaction terms which on ordinary geometry would be ul-
traviolet regular but nonlocal, can in fact be regular and strictly local on a geometry
with a minimal position uncertainty. The reason is that an interaction is to be con-
sidered strictly local if no nonlocality could be observed. Intuitivly this is the case
if a small apparent nonlocality of the interaction term is unobservable due to a com-
paratively larger minimal uncertainty in the underlying space. We already mentioned
that, as has been shown in [13], quantum field theories can be naturally regularised
when working on a generalised geometry with intrinsic minimal uncertainties. Gener-
ally, in order to explicitly compare the size of nonlocality of an arbitrary interaction
term with the size of the intrinsic uncertainty of the generalised geometry it is crucial
to have available the states of maximal localisation on this geometry. Similarly, max-
imal localisation in a momentum space with minimal uncertainty ∆p0 is of interest
in the context of infrared regularisation.
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So far, we have studied the properties of the maximal localisation states in one
dimension only. The generalised Fourier transformations which map between the
(quasi-) position and the (quasi-) momentum representations have only been studied
in the special case α = 0. For the general case techniques should be useful which have
been developed for the Fourier theory [22] on quantum planes [23]. Also, the unitary
equivalence of all Hilbert space representations, in the sense in which it holds for the
ordinary commutation relations, has not yet been proven. Most interesting further
physical insight into the nature of these generalised geometries can be expected from
studies on maximal localisation in n dimensions where [xi,xj] 6= 0 and [pi,pj ] 6= 0
lead also to ∆xi∆xj 6= 0 and ∆pi∆pj 6= 0. Work in this direction is in progress.
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8 Appendix A
In the following we outline a proof for the equivalence of the formula of Rodriguez
Eq.43 and the recurrence relation Eq.25. We use the notation Af(xj) :=
1
2
(
f(xj−1)+
f(xj+1)
)
which allows the differentiation of products to be written in the form:
D(fg) = (Df)(Ag) + (Af)(Dg) . (91)
We first prove the identity
Dn+1q−j
2
= −
(q + q−1
2L
)2 (
q−2n+1[n]Dn−1 + x q−nDn
)
q−j
2
. (92)
The case n = 0 can be verified easily by hand. Induction from n to n+1 implies that
Dn+1q−j
2
= D(Dnq−j
2
) = −D
(q + q−1
2L
)2 (
q−2n+3[n− 1]Dn−2+x q−n+1Dn−1
)
q−j
2
(93)
Comparing the r.h.s. of Eqs.92 and 93 and using Eq.91, one is led to the condition
(
ADn+1 +
1
2
(q − q−1) xDn − q−nDn−1
)
q−j
2
= 0 (94)
which can be proved by a further induction where the identities
Dx = 1 , Ax =
1
2
(q + q−1)x , DA− 1
2
(q + q−1)AD =
1
4
(q − q−1)2xD2
turn out to be very useful. Once Eq.92 is proved, one obtains the recursion relation
Eq.25 by inserting the formula of Rodriguez which completes the proof.
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9 Appendix B
We prove the limits c±(x) i.e. we prove Eqs.55,60:
c+(xj) = lim
m→∞
(−)m c2m(xj) =
√
pi
2 (q−2; q−2)3∞ ln q
qj
2/2 θ2(
pij
2
, λ) (95)
Let us first rewrite expression Eq.38 by
c2m(xj) =
1
q2m2
√
(q−2; q−2)2m
m∑
k=−m
(
2m
m+ k
)
q2
(−)m+k q2kj . (96)
Choosing an integer 0 < r < m we split up this sum into two parts
(−)m c2m(xj) = S(1)m,r + S(2)m,r (97)
where
S(1)m,r =
1
q2m2
√
(q−2; q−2)2m
r∑
k=−r
(
2m
m+ k
)
q2
(−)k q2kj (98)
S(2)m,r =
1
q2m2
√
(q−2; q−2)2m
m∑
k=r+1
(
2m
m+ k
)
q2
(−)k (q2kj + q−2kj) (99)
Now let m go to infinity and keep r fixed. Since q2 > 1 and Eq.28 we have the identity
(
2m
m+ k
)
q2
= q2(m
2−k2)
(
2m
m+ k
)
q−2
. (100)
Because of
lim
m→∞
(
2m
m+ k
)
q−2
=
1
(q−2; q−2)∞
(101)
the first part converges to
S(1)r = limm→∞
S(1)m,r =
1
(q−2; q−2)
3/2
∞
r∑
k=−r
(−)k q2kj−2k2 . (102)
The second part S2m,r can be estimated as follows. As can be seen from Eq.100 the
inequality
(
2m
m+ k
)
q−2
=
∏2m
i=m+k+1(1− q−2i)∏m−k
i=1 (1− q−2i)
≤ 1∏2m
i=1(1− q−2i)
=
1
(q−2; q−2)2m
(103)
implies that (
2m
m+ k
)
q2
≤ q
2(m2−k2)
(q−2; q−2)∞
. (104)
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Therefore
|S(2)m,r| ≤
2
q2m2
√
(q−2; q−2)2m
m∑
k=r+1
(
2m
m+ k
)
q2
q2kj ≤ 2
(q−2; q−2)
3/2
2m
m∑
k=r+1
q2(kj−k
2)
(105)
so that
|S(2)r | = | limm→∞ S
(2)
m,r| ≤
2 q2rj−2r
2
(q−2; q−2)
3/2
∞
∞∑
k=1
q2(kj−k
2) . (106)
Since the sum on the r.h.s. is finite this expression tends to zero as r goes to infinity.
Thus we conclude that
c+(xj) = lim
r→∞
S(1)r =
1
(q−2; q−2)
3/2
∞
∞∑
k=−∞
(−)k q2kj−2k2 . (107)
The sum on the r.h.s. of this expression is essentially a Jacobi θ2-function. In order
to see this notice that its definition Eq.58 can also be written as
θ2(z, e
−τ ) =
√
pi
τ
∞∑
k=0
(−)k e− 1τ (z−pik)2 . (108)
Inserting τ = − lnλ = pi2
2 ln q
and z = pij
2
we can express the sum in Eq.107 by
∞∑
k=−∞
(−)k q−2k2+2kj =
√
pi
2 ln q
qj
2/2 θ2(z, λ) (109)
which completes the proof for c+(xj). The proof for c
−(xj) follows the same lines.
References
[1] N.N. Khuri, hep-ph/9405406, Preprint RU-94-5-B (1994).
[2] P. K. Townsend, Phys. Rev. D15, 2795 (1976).
[3] M-T. Jaeckel, S. Reynaud, Phys. Lett. A185, 143 (1994)
[4] D. Amati, M. Cialfaloni, G. Veneziano, Phys. Lett. B216, 41 (1989).
[5] A.P. Balachandran, G. Bimonte, E. Ercolessi, G. Landi, F. Lizzi, G. Sparano, P.
Teotonio-Sobrinho, Preprint ICTP: IC/94/38, DSF-T-2/94, SU-4240-567 (1994).
[6] K. Konishi, G. Paffuti, P. Provero, Phys. Lett. B234, 276 (1990).
[7] M. Maggiore, Phys. Lett. B319, 83 (1993); M.Maggiore, Phys.Rev. D49, 5182 (1994).
[8] L. J. Garay, Int. J. Mod. Phys. A10 145-166 (1995).
20
[9] A. Kempf, Lett. Math. Phys. 26, 1 (1992).
[10] A. Kempf, J. Math. Phys.34, 969 (1993).
[11] A. Kempf, Proc. XXII DGM Conf., Sept. 93, Adv. Appl. Cliff. Alg. (Proc. Suppl.) (S1)
87 (1994)
[12] A. Kempf, J. Math. Phys. 35 (9), 4483 (1994).
[13] A. Kempf, Preprint DAMTP/94-33, hep-th/9405067 (1994).
[14] A. Kempf, Czech. J. Phys. (Proc. Suppl.) 44, 1041 (1994)
[15] A. Kempf, G. Mangano, R.B. Mann, Phys.Rev.D52 1108 (1995)
[16] J. Schwenck, J. Wess, Phys. Lett. B291, 273 (1992).
[17] A. Hebecker, S. Schreckenberg, J. Schwenk, W. Weich, J. Wess, Lett. Math. Phys. 31,
279 (1994).
[18] T.H. Koornwinder, R.F. Swarttouw, Trans. AMS 333, 445 (1992).
[19] S. Doplicher, K. Fredenhagen, J. E. Roberts, Phys. Lett.B331, 39 (1994).
[20] R. Koekoek, R. F. Swarttouw, Report 94-05 of Fac. Tech. Math. & Inf., Techn Univ.
Delft (1994)
[21] G. Szego¨, Orthogonal Polynomials, Amer. Math. Soc. Colloq. Publ. 23, Providence, RI
(1939)
[22] A. Kempf, S. Majid, J. Math. Phys. 35 (12), 6802 (1994)
[23] L. D. Faddeev, N. Yu. Reshetikhin, L. A. Takhtajan, Alg. Anal. 1, 178 (1989).
21
