ABSTRACT Microblogging sites contain a huge amount of textual data and their classification is an imperative task in many applications, such as information filtering, user profiling, topical analysis, and content tagging. Traditional machine learning approaches mainly use a bag of words or n-gram techniques to generate feature vectors as text representation to train classifiers and perform considerably well for many text information processing tasks. Since short texts, such as tweets, contain a very limited number of words, the traditional machine learning approaches suffer from data sparsity and curse of dimensionality problems due to feature representation using a bag of words or n-grams techniques. Nowadays, the use of feature vectors, such as word embeddings, as an input to neural networks for text classification and clustering has shown a remarkable performance gain. In this paper, we present the different neural network models for multi-label classification of microblogging data. The proposed models are based on convolutional neural network (CNN) architectures, which utilize pre-trained word embeddings from generic and domain-specific textual data sources. The word embeddings are used individually and in various combinations through different channels of CNN to predict class labels. We also present a comparative analysis of the proposed CNN models with traditional machine learning models and one of the existing CNN architectures. The proposed models are evaluated over a real Twitter dataset, and the experimental results establish their efficacy to classify microblogging texts with improved accuracy in comparison with the traditional machine learning approaches and the existing CNN models.
I. INTRODUCTION
Classification of textual data from resources like biomedical abstracts, short messages, or microblogs plays an important role in numerous applications involving information filtering, searching, indexing, or analyzing sentiments, and hence attracted sizable attention from the research community. Text contents from such resources are represented as features, and feature representation is one of the key issues in text classification. Feature representation is usually based on features like unigram, bigram, or n-grams (n > 2), which are traditionally considered as bag-of-words (BOW) to produce vector representations like TF, binary values, or TF-IDF The associate editor coordinating the review of this manuscript and approving it for publication was Xin Luo.
vectors, where TF-IDF stands for ''term frequency inversedocument-frequency'', and binary values are used to create binary vectors representing the presence or absence of words. Traditional machine learning techniques exploit such vector representations as input to train models that have shown promising results. However, such vectors overlook the contextual information or word arrangement within texts, and they are unable to capture the semantics of the words. Even higher order n-grams, though consider larger context, suffer from data sparsity problem.
Recently, a new concept of distributional representation of words as vectors (aka word embeddings) that encrypt the semantic information about representative words has brought new insight to several Natural Language Processing (NLP) applications. The principle behind this is that the words that are semantically similar presumably appear either implicitly or explicitly nearby each other in a text within a context window. Word embeddings represent each word as a vector by considering their context and present a global representation of words in a vector space that is good at predicting neighboring words. Word embeddings capture semantic information of words as vectors within the embedding space in which the path between two word vectors tells the semantic relationship between the respective words [2] .
Word2vec is a well-known word embedding technique which generates word embeddings using either skip-gram model or continuous bag-of-words (CBOW) model. For a given target word, the skip-gram model aims to predict the probability of surrounding context words. On the other hand, the CBOW model predicts the target word based on the neighboring context words [1] - [3] . The fast and efficient nature of training of the word2vec models has increased its popularity. Similarly, GloVe [4] is another popular model for learning word embeddings based on global co-occurrence matrix that optimizes weighted least square minimization function to predict co-occurrence of target and context word pairs. Word embeddings learned by these models are highly efficient and provide a unique vector representation of the words by encoding their context from the training corpus. If a word is used in a training corpus in a particular context, then its embedding vector captures only that specific context of the word. However, if a word is polysemous and appears in the training corpus in different contexts, then its embedding vector is a generic representation capturing all contexts of the word. For example, apple is a polysemous word, which may be a fruit name or a company name depending on its context. Similarly, the word bank may represent a financial institution or a river bank depending on the context. The models mentioned above have been widely used to produce a distributional representation of words from a large corpus, and applied to solve many useful problems with reasonable accuracy. Further, the availability of pre-trained vectors like Google News vectors trained over billions of words from news articles using word2vec model, and GloVe vectors trained over millions of Wikipedia pages using GloVe model have made many NLP tasks easier. We can use these readily available pre-trained vectors as input to neural networks to train models for text classification, sentiment analysis, or clustering applications. These vectors are based on unsupervised learning, and they are not domain specific; hence, they exclude significant domain-specific information in their embeddings. However, if domain-specific corpus, say for example biomedical domain corpus, is used to learn word representations, they would serve better for classification of domain-specific text documents. In this direction, published PubMed vectors 1 are available as pre-trained vectors trained over abstracts and full length articles from PubMed 2 database. Such vectors can be fed as inputs to 1 http://evexdb.org/pmresources/vec-space-models/ 2 https://www.ncbi.nlm.nih.gov/pubmed/ neural networks for development of domain-specific classification models.
Traditional machine learning techniques for text classification are relying on the bag of words representation of documents to generate features in which word order and context are ignored. Further, the traditional models require lexical features like uni-gram, bi-gram, or n-grams (n > 2) either as frequency count or as a Boolean value marking their presence/absence in the labeled documents. These feature representations may cause data sparsity problems. Additionally, feature representations in traditional models are manually handcrafted, sometimes text specific, and hence less generic. To overcome such limitations, neural network-based methods have come into existence. Neural networks automatically learn a high-level representation of features from input data that are appropriate for classification tasks. Such neural networks have been used in various NLP tasks in which distributed representation of words, sentences, or documents are learned as vectors. These vectors capture the syntactic and semantic aspects of texts and lead to classify unlabeled texts based on the learned features. In this direction, Convolutional Neural Network (CNN) models have shown remarkable performance in text classification than traditional machine learning algorithms. CNN uses convolution filters to capture hidden features through its continuous learning and update process, and encapsulate the high-level features that are suitable for text classification [5] .
In this paper, we have focused on short texts (tweets) classification tasks, considering different models based on CNN architectures with pre-trained word vectors from generic and domain-specific sources as feature representation and found that CNN based models with slightly tweaked parameters perform better than traditional models. The proposed approaches take advantage of two different word embeddings to effectively map short fragment of texts like tweets to related categories or classes by capturing their semantic information and aggregating similar messages. We have used pre-trained generic (GloVe) and domain-specific (PubMed) embeddings. Based on these two embeddings, we have proposed four CNN models -CNN-PubMed, CNN-GloVe, CNN-PGConcat, and CNN-PGAverage to identify the effectiveness of these embeddings for text classification task. The CNN-PubMed and CNN-GloVe models are based on the basic CNN architecture, whereas CNN-PGConcat and CNN-PGAverage models are based on concatenation and average of the outputs of the fully connected layer of basic models prior to the use of softmax activation function. Besides these, we have also considered the concatenation and averaging of vectors from the two embeddings at the input layer of the basic CNN architecture and named the corresponding models as CNN-IEC and CNN-IEA, respectively. These models are evaluated on a disease-specific Twitter dataset to aggregate tweets based on their contents to a set of defined categories or classes. Additionally, we have analyzed and compared their performance against the traditional machine learning models and one of the existing CNN models. VOLUME 7, 2019 The remaining portion of the paper is organized as follows. Section II presents a glimpse of existing state-of-theart techniques on text classification. Section III presents a preliminary study on various tools and techniques, and other background details. Section IV explains the proposed approach to classify microblogging texts. Experimental setup and results of the study are discussed in section V. Finally, section VI concludes the paper with future directions of research.
II. RELATED WORK
The classification problems have been extensively scrutinized in areas like data mining and information retrieval by exploiting machine learning techniques, and they have broad application in text filtering, indexing, document organization, sentiment classification, and so on. Document representation, feature engineering, and feature selection are simple activities to be performed before any text classification tasks. The traditional text classification methods use a bag of words as feature representation to learn models using machine learning algorithms like support vector machine, logistic regression, or naive Bayes classifiers. However, these methods experience data sparsity issues. Recent advancement in deep learning and neural network models have shown significant performance to deal with the sparsity issues. Many neural network models have been proposed in literatures [2] , [4] , [6] , [7] that are context sensitive towards feature representation from raw texts.
Mikolov et al. [1] , [2] proposed CBOW and skip-gram models that can be trained over millions of words to compute highly efficient word representations using either skip-gram with negative sampling (SGNS) or hierarchical softmax (SGHS) techniques. Such word embeddings can reveal semantic as well as syntactic associations and can identify linguistic regularities and patterns. GloVe [4] is another word embedding method, which amalgamates the factorization of global matrix with the local context window for unsupervised learning of word embeddings. The GloVe performs well in various text information processing tasks using word similarity, word analogy, or named entity recognition. Word embedding has been used in numerous applications like classification, clustering, sentiment analysis, spam detection, and so on.
Word embedding vectors are also gaining popularity in the biological domain. Ghosh et al. [8] proposed Dis2Vec model, which is based on word2vec model for diseasespecific word embedding from news corpus to generate disease taxonomies. They analyzed three classes of diseases including emerging, endemic, and rare diseases. Asgari et al. [9] presented protein-vectors (ProtVec), an n-dimensional representation of protein sequences to capture physical and chemical properties of the sequences by considering their underlying patterns. These vectors can be used for protein family classification, disordered protein identification, protein structure, and protein-protein interaction prediction. Miotto et al. [10] presented a deep feature learning method called deep patient inferred from electronic health records to represent patient features as a vector which can be used for the tasks of personalized prescription, patient similarity identification, or patient disease prediction.
Deep learning techniques, traditionally used in image processing [11] , [12] , audio [13] and video processing [14] , have also shown application in natural language processing, which either learns word vectors from texts repository or uses pre-trained words vectors as inputs to the neural networks. A special category of neural networks, Convolutional Neural Network (CNN), has played an important role in deep learning, and nowadays it is in the limelight of many deep learning applications. The application of CNN in sentiment analysis of tweets [15] , [16] and movie reviews [17] , and classification of news data has shown better performance. CNN exploits the hidden features encapsulated within word vectors' spatial representation by taking word embedding matrix of a text document as input. Kim [5] applied a convolution layer with multiple filters on pre-trained word embeddings to perform sentence classification tasks on different datasets and found remarkable performance. like Kim [5] , Johnson and Zhang [18] used one hot vector representation as input to CNN to classify texts. Both of these models [5] , [18] performed remarkably better than the traditional baseline models like SVM and logistic regression. Kalchbrenner et al. [19] used convolution layer interleaved with dynamic k-max-pooling to induce feature graphs to capture syntactic and semantic relations between phrases that are far apart in a sentence. Biomedical text classification applications like indexing of biomedical articles using CNN have also been reported in [20] that outperformed the traditional approaches. Hughes et al. [21] demonstrated that CNN along with the trained word2vec from clinical documents performs better than the sentence embedding, mean word embedding, and BOW along with regression for sentencelevel classification. Similarly, Baker et al. [22] showed application of basic CNN model of Kim [5] for biomedical text classification. Xu et al. [23] described multimodal CNN architectures based on Kim's [5] basic architecture to use two different embeddings simultaneously for text classification task. In line to Xu et al. [23] approach, we have fine-tuned changes in CNN architecture (model concatenation and averaging) using different parameter settings and existing pretrained word vectors. However, unlike Xu et al. [23] , we have considered vector concatenation and averaging at the input layer to incorporate the generic and domain-specific contexts, instead of taking them as independent input vectors.
III. PRELIMINARIES
This section presents technical aspects of the neural network models. A neural network comprises computational units analogous to our brain neurons forming a network structure, with each neuron having input and output wherein each input has associated weight. The input is multiplied with its associated weights; the resultant summed value is fed into a nonlinear function; and finally, the neuron produces non-linearly transformed value as output. The recurrent neural networks are the most widely used neural networks by machine learning professionals. Figure 1 depicts a feed-forward neural network structure in which circles representing neurons, and incoming and outgoing arrows representing input and output of a neuron, respectively. The layout of neurons form different layers with a bottom layer representing input, a top layer representing output, and the two layers between the top and bottom layers representing hidden layers. The shape inside neurons of the hidden layers represents non-linear functions (e.g., sigmoid, tanh, relu, etc.). Hidden layer neurons use any of these non-linear functions to determine output using the weighted input values. The simplest feed forward neural network function can be represented as net(x) = g(xW 1 + b 1 )W 2 +b 2 , where x is the input, W 1 and b 1 denote weight and bias matrices respectively for the first linear transformation, g symbolize non-linear activation function, and W 2 and b 2 represent weight and bias matrices respectively for the second linear transformation [31] . Networks having two or more hidden layers are termed as deep neural networks, where we may have multiple linear and non-linear activation function trails for each hidden layer. Some of the common non-linear activation functions are briefly explained in the following paragraphs:
• Sigmoid function (σ ): A sigmoid function is specified mathematically as, σ (x) = • Hyperbolic tangent (tanh): It is defined as tanh(x) = • Rectifier linear unit (ReLU): It is mathematically specified as f (x) = max{0, x}, which transforms x in the range [0,1] [25] . ReLU is very simple and performs better than the others, particularly when it is combined with the dropout regularization. Finally, the output vector generated by the output layer is transformed by applying commonly known softmax function [31] , as defined in equation 1.
In NLP tasks, the input x is usually embedding vectors associated with the core features, and the collection of embedding vectors is termed as embedding matrix. Given input label y, the network calculates loss of predicting a label y during training phase with an objective to minimize the loss incurred while training the network. Network parameters like weight and bias values are set to reduce the overall loss acquired over different training examples. The loss is calculated using commonly available loss functions like hing loss, log loss, categorical cross entropy loss, and ranking loss.
Training of the neural network is based on minimizing loss function by applying gradient-based algorithms over the entire training set. The loss function gradients concerning the parameters are computed by repeatedly sampling training examples. Parameters are then updated towards the gradient, and errors of the network are propagated backward. Common training algorithms to train the networks are stochastic gradient descent (SGD) and its variants like SGD + momentum and SGD + nesterove momentum, and more advanced adaptive learning algorithms like AdaGrad, RMSProp, Adam, and Adadelta.
Neural network models are highly robust in learning from the given input, and efficiently perform classification tasks with different potentials depending upon the model used. Recurrent neural networks are the most widely used neural networks by machine learning professionals. Networks with fully connected layers, and convolution and max pooling layers comes under feed-forward networks, whereas feedforward network with feedback connection is termed as recurrent neural network. These networks can incorporate pre-trained word embeddings to achieve high classification accuracy. Networks containing convolution and pooling layers capture local evidence like word patterns or phrases from the input content during learning regardless of their appearance in the input document to identify class members. Many variants of neural networks with deep and shallow architectures have been employed in various NLP tasks. Two predominant deep architectures that include CNN and recurrent neural network (RNN) have served considerably better in natural language processing applications and have shown significant performance with less devised features. CNN architecture is hierarchical, whereas RNN is sequential. In this paper, we have used CNN for classification tasks. A brief background details of CNN is presented in the following sub-section.
A. CONVOLUTIONAL NEURAL NETWORK (CNN)
A special category of neural networks, CNN, is generally used for processing grid-structured data (e.g., image data), which is represented as a two-dimensional grids of pixels. The CNN uses convolution, which is a specialized VOLUME 7, 2019 mathematical linear operation, in at least one of its layers. The convolution operation is usually denoted by s(t) = (x * w)(t) with an asterisk ( * ) representing convolution operation, x representing the input array, and w representing kernel -an array of parameters used by learning algorithms. The output of the convolution operation is termed as feature map. Convolutional networks usually comprise three stages in which the layers first perform several convolutions in parallel, then make a non-linear transformation of convolution output using non-linear activation function, and finally capture important features using pooling function without concerning about the position of the features in non-linearly transformed output. Such networks recognize local features from the input that is helpful for prediction, and combine them to form a vector, which is further used to predict labels. During the training phase, the gradients from the loss function are propagated back and used to tune the parameters of the network.
In text processing tasks, we are concerned about onedimensional convolutions where the input text is mapped into a sequence of embedding vectors corresponding to word sequences of the text. The convolution layer moves a sliding window of size k (i.e., convolution filter of width k) through the sequence of word embedding vectors, and performs linear transformation accompanied by the introduction of non-linearity using non-linear activation function to capture indicative information. Corresponding to each window, the pooling operation picks only that information of different types that are useful for prediction. There are many variants of pooling operations. Max pooling operation is one of the most extensively applied pooling operations, which selects the max value from each type of feature maps, whereas the other pooling called average pooling takes average instead of picking the max value. Besides these pooling operations, there are dynamic pooling in which feature maps are split into distinct groups, and pooling is performed on each group, and then the pooled values are concatenated to form vectors. Similarly, there is a hierarchical pooling in which successive convolution and pooling operations are alternately performed, and k-max pooling wherein k maximum values are pooled from the feature map.
B. WORD EMBEDDING
Word embeddings are distributed representation of words as real-valued vectors learned from a text corpus using neural networks and matrix factorization techniques. These are lowdimensional dense vector representations of words in a continuous embedding space wherein semantically related words appear nearby one another and have similar vector representation. Additionally, word embeddings preserve semantic as well as syntactic of words based on their contexts and have demonstrated to be very effective in NLP applications like text classification, question answering, syntactic parsing, and machine translation when integrated with different neural network architectures. Word embedding got its popularity by the pioneer works of Mikolov et al. [1] - [3] through word2vec based on two models -CBOW and skip-gram that are widely used to learn distributional representation of words in an embedding space. The CBOW model intends to predict current target word when we are given its nearby context words (surrounding words) within a fixed window, whereas skip-gram model aspires to predict nearby context words within the range of a fixed window when we are given a current target word. Both of these models are based on feedforward neural network. Another, distinguished model named as GloVe [4] in the area of word embedding is based on factorization of global matrix formed from the corpus considering the global statistics of co-occurrence count of words inside the range of the local context window. It is basically a log-bilinear regression model which performs better in terms of word similarity, word analogy, and NER tasks. Recently, many domain-specific word embedding applications like BioVec, ProtVec, GeneVec, etc. have been proposed by researchers in the area of bioinformatics. Many pre-trained word vectors are available that are trained generally in an unsupervised way on a large corpus and can be readily used as input to train task-specific neural network models. Two pretrained vectors that have been used in our proposed approach is briefly described in the following sub-sections.
1) PubMed VECTORS
The PubMed word vectors [7] are trained on biomedical literature abstracts and full-text scientific biomedical literatures available in PubMed 3 database. The vector representations are based on word2vec [1], [2] , and random indexing [24] methods. Skip-gram model is used to run word2vec algorithm with context window 5 to generate 200-dimensional vectors. Mathematically, for a training word sequence w 1 , w 2 , . . . , w T , the aim is to optimize the mean log probability, as shown in equation 2. In this equation, c represents the fixed context window size, and softmax function is used to calculate the probability p(w t+j |w t ) [2] .
PubMed word vectors can be downloaded 4 in their binary form and can be employed to train a neural network-based classifier for classification tasks.
2) GloVe VECTORS
GloVe [4] word vectors are trained on global co-occurrence matrix of target and context word pairs obtained from a large corpus, taking into account the ratio of co-occurrence probabilities that can encode semantic information. GloVe stands for global vector due to its characteristics to capture the global statistics of the corpus directly. It takes advantage of global matrix factorization along with local context window to exploit statistical information concerning word co-occurrences. As stated in [4] , the fundamental principle 
behind GloVe can be expressed as follows -''the two words that co-occur within a fixed context window, their co-occurrence ratio is deeply connected to their semantics''.
The GloVe algorithm [4] aims to generate a co-occurrence matrix, say X , to represent words co-occurrence statistics. In this matrix, the weight X i,j to each terms within a context window of a target word is assigned based on their distance, which is basically the reciprocal of their offsets from the target word. Further, it defines a cost function based on specified constraints for word pairs (w i , w j ) with w i and w j representing target word and context word vectors, respectively. The simplified constraint is represented by equation 3, where b i and b j represent bias terms for the target and context words, respectively.
The cost function is represented by equation 4, where V is the vocabulary size, and f (X i,j ) represents weighting function used to prevent learning from extremely common words [4] .
The weighting function value is calculated using equation 5, where α = 3/4 and X max = 100 as empirically suggested by [4] .
IV. PROPOSED APPROACH
This section presents the proposed neural network architectures that involve CNN for classification of short text messages like tweets through capturing the semantics of the texts. The proposed architecture is depicted in figure 2 which shows layers of different CNN models. Figure 3 shows vector representation and various operations performed at different layers of the CNN models. The red and green boxes represent CNN-PubMed and CNN-GloVe models, while the black box surrounding these two models represents a combined version of these two models and termed as CNN-PGConcat and CNN-PGAverage models depending upon the way of their combinations. The models learn sufficient number of feature representations by feeding tweet embedding matrix through multiple convolution channels and finally uses highlevel features for classification of tweets. A key aspect of CNN-PGConcat and CNN-PGAverage models is that they use two different embeddings and max-pooling to capture granular details of the tweets. Moreover, the models use certain cross entropy loss function to assess multiple class labels. Further details about different layers of the basic CNN architecture used in this paper are presented in the following sub-sections.
A. BASIC CNN ARCHITECTURE 1) INPUT LAYER
The input to the model is the word sequence of tweets after pre-processing them by applying tokenization and removing punctuations, symbols, numbers, and stop-words. The cleaned tokens are presented as input to this layer and then mapped to corresponding word vectors using different word embeddings in the next layer.
2) EMBEDDING LAYER
The embedding layer maps input token sequences to word vectors using different embeddings. Word embedding provides word representation that can be fed as input to the convolution layer which learns from these input vector sequences to figure out tweets classes. A cleaned tweet with k words/tokens is represented through a sequence of k vectors, where vectors correspond to pre-trained vectors of the words of the tweet. We made the length of tweets equal by padding zero values to form a tweet matrix of k × n dimensions with k tokens and n-length embedding vector. We can represent a tweet as shown in equation 6, where ⊕ is a concatenation operator to concatenate word vector w i corresponding to i th word of the tweet and k represent the number of words/tokens present within the tweet text.
We have considered k with fixed length (k = 25). The tweet embedding matrices are provided as input to the convolution layer, which extracts distinctive word patterns hidden within the training data.
The convolution layer applies filters of different width to the tweet embedding matrix to extract distinctive features as vector corresponding to each filter and creates a feature map. Convolving the same filter through embedding of every word of a tweet extract features that are independent of word positions. Filters at higher layers capture syntactic or semantic associations between phrases that are far apart in a tweet text. A filter F ∈ R m×n having width m shifts/moves with stride s throughout the tweet embedding matrix to produce feature map c i where each c i is calculated using equation 7. In this equation, * represents convolution operation, T i:i+m−1 represents word vectors from w i to w i+m−1 (i.e. m rows at a time) from tweet T covered by filter F using stride s, b i represents the biased term, and f represents the activation function ReLU .
The ReLU is rectifier linear unit function applied to a layer to inject non-linearity to the system by making all the negative values to zero for any input x, as shown in equation 8.
It helps in fast training of the model without making any significant difference in accuracy. Once the filter F convolves over the entire tweet embedding matrix, we obtain a corresponding feature map, as given in equation 9. [c 1 , c 2 , . . . , c n−m+1 ] (9)
c(F) =

4) MAX POOLING LAYER
The output from convolution layer are feature maps c i , which are subsequently feed into a max-pooling layer that selects the largest valueĉ max = max{c(F)} from the feature maps to represent higher-level features covering broader sense of the tweet. This results in a single valueĉ max corresponding to feature maps generated by the filter F. However, we use several filters say p resembling F 1 , F 2 , . . . , F p that generate multiple feature maps, and when max-pooling is applied, a max value is pooled from each feature map leading to maxpooled feature vectorĉ W represented in equation 10 .
Since we applied p filters for each filter width (i.e. window size) m = {2, 3, 4, 5}, we getĉ W for each window size. These max-pooled feature values are then concatenated to compose a new higher-level feature vector, which acts as input to the next layer. The major benefit of including such max-pooling layer in the network is that it reduces the number of parameters or weights, and controls overfitting.
5) DROPOUT LAYER
The dropout layer [26] drops out a random set of neurons by keeping neurons with some probability during the training phase.
6) DENSE LAYER
It is the last layer of the CNN architecture. The outputs of the dropout layer of the network are fed into the fullyconnected dense layer, which outputs the class probability distribution. The class probabilities are computed using the softmax activation function defined in equation 11, where W represents weights, • refers element-wise multiplication, and r ∈ R p denotes the dropout mask vector [31] .
The categorical cross entropy loss function is applied to train the classifier that helps to interpret labels for categorization of tweets into different categories. The main purpose here is to curtail the categorical cross entropy loss by calculating gradients and using back propagation. The loss is calculated using equation 12 , where x i is the i th element of the dataset, y i denotes the predicted label of the element x i , t denotes the number of training samples, and θ represents parameters [31] .
The parameters are updated using Adadelta [27] gradient descent optimization algorithm. Once the training is complete, the parameters and learned weights are saved into a file so that it can be loaded later and can be used for prediction of classes of unlabeled tweets.
B. CNN-PGConcat
The architecture for CNN-PGConcat is similar to our basic CNN architecture. However, in contrast to the basic CNN architecture, it uses two different embeddings for the same input through two different pathways. Each pathway follows similar basic CNN architecture with difference in input to the fully connected layer, which is merged by concatenating high-level concatenated features of the two different pathways. For any tweet X , we use two different embeddings say T E 1 and T E 2 for two different pathways of the CNN network with tweet embedding matrices represented by equation 13 and 14, respectively.
Likewise, two different high-level flattened and concatenated output vectors, say v 1 and v 2 , are generated from the two pathways with filters of varying widths/sizes after convolution and max-pooling operations. The vectors v 1 and v 2 are merged by concatenation, as shown in equation 15, where the vector v is then provided as input to the fully connected layer.
The architecture for CNN-PGAverage is similar to the basic CNN architecture. However, it uses two different embeddings just like CNN-PGConcat. Unlike CNN-PGConcat, the CNN-PGAverage merges two vectors v 1 and v 2 by taking their average using element-wise addition. Therefore, in this case, the input to the fully-connected dense layer is a vector represented by equation 16, where '+' represents element-wise addition.
V. EXPERIMENTAL SETUP AND RESULTS
The described models are trained over a disease-related tweets dataset, where the top-most fully connected dense layer along with the softmax activation predicts class label probabilities of the given tweet matrix. The training objective is to reduce categorical cross entropy loss between predicted and actual class labels. To prevent overfitting and to improve the generalizability of the learned model, two regularization strategies -dropout at embedding and dense layers, and l2 regularization are imposed on weight vectors at convolution layer. The Adadelta [27] update rule -a gradient descent based optimization algorithm is applied to optimize the network by updating parameters. The Adadelta method dynamically adapts over time while learning without any manual tuning of the learning rate.
A. DATASET
In order to collect real Twitter dataset, we developed a crawler to collect tweets using Twitter4J 5 Java library that connects Twitter streaming API 6 using authentication credentials like consumer keys and access tokens. To acquire real-time tweets, Twitter4J consumes tweet streams using a status listener. The location filter parameters -latitude and longitude are used to specify the geographic bounding box to collect tweets within the bounding box, covering India and the surrounding regions covered by the bounding box. We considered the south-west corner of the bounding box with longitude and latitude values as 68.0 and 8.0, respectively, and the north-east corner of the bounding box with latitude and longitude values as 98.0 and 37.0, respectively. The bounding box includes some areas of India's neighboring countries -Sri Lanka, Bangladesh, Myanmar, Nepal, Bhutan, China, Pakistan, and Afghanistan. The crawled tweets along with tweet id, user name, posting date, place, and latitudes and longitudes (if available) are stored in a MySQL database. We used different disease names and symptom terms as keywords to receive tweets within the geographic bounding box. Further, we used keyword and location filters; however, the streaming API disallows multiple filters and delivers all tweets containing given keywords or any tweets in the given area. Besides streaming API, we also used Twitter search API to collect tweets related to the concerned diseases whenever the streaming API gets disconnected and missed tweets. The search API helped to collect missed tweets as it provides up to one-week previous tweets. A total of 30 million tweets are collected between June 18, 2017, to July 14, 2018. The tweets so collected had many non-English and nondisease related tweets, or general tweets as streaming API delivers any tweets if none of the supplied keywords is present in the tweets. Therefore, we have considered only 4800 English language tweets related to four different diseases to train and assess the classification accuracy of the presented approach. These tweets are selected on the basis of the presence of keywords like dengue, malaria, influenza, and cholera, and grouped them into four disease categories 5 http://twitter4j.org/en/ 6 https://dev.twitter.com/streaming/overview considering a tweet belonging to a particular category only if its content has the respective disease name. The statistics of the dataset used in this study is given in table 1. Tweets contain undesirable information like numbers, symbols, or punctuations that need to be eliminated for efficient processing and better results. Similarly, raw tweets crawled from Twitter are noisy and they contain mentions, URLs, hashtags, emoticons, retweets, and other special characters that need to be removed from tweets before using them to train the classifiers. Therefore, we pre-processed the tweets by removing the unwanted tokens, symbols, characters, white-spaces, punctuation, etc. and we also removed stop-words to reduce the size of the tweets, as stop-words are insignificant for meaningful feature extraction and do not influence classification.
B. CNN PARAMETERS
We adopted experience from literature [5] , [28] for our parameter setting. We used word vector dimension d = 200 from pre-trained GloVe and PubMed vectors. The convolution filter weights and softmax weights are taken uniformly from the interval [−0.1, 0.1]. Four different filter widths (window sizes) m = {2, 3, 4, 5} are used for the filters and for every window (channel) size, we used 100 filters resulting in 400 feature maps. Max pooling of pool size = 2 is used to pool high-level features from the feature maps, and the pooled values are concatenated to produce a single vector at the fully connected dense layer, which was then used to calculate class probabilities. The models are trained using Adadelta learning rate method with 10 epochs. We used dropout parameter p at embedding layer with p = 0.15 and at the penultimate layer with p = 0.5, and l2 regularization parameter value of 0.03 at convolution layer. The model parameters and the training setup applied in our experimentation is summarized in table 2.
C. COMPARATIVE ANALYSIS
In this section, we present a comparative analysis of the proposed CNN models in three different ways -(i) CNN models with basic architecture against traditional machine learning models, (ii) CNN models with basic architecture against CNN models with their fully connected layer combinations (aka Model combinations), and CNN models with vector combinations (concatenation and average of two embeddings) at the input layer during tweet embedding matrix generation, and (iii) CNN models against the existing CNN models by Xu et al. [23] . Further details about our comparative analysis are presented in the following sub-sections.
1) COMPARISON WITH TRADITIONAL MODELS
To draw comparison of CNN models with basic architecture (i.e. CNN-GloVe, and CNN-PubMed models) against traditional machine learning models, we tested our models against SVM, naive Bayes, decision tree, and random forest models with BOW feature considering uni-grams where the vector representations of each tweet is done using tf-idf vectors. For SVM, we used SVM module from sklearn package of the scikit-learn library, and for naive Bayes, we used MultinomialNB module from sklearn.naive_bayes package of the scikit-learn library. Similarly, for decision tree and random forest, we used DecisionTreeClassifier and RandomForestClassifier modules from sklearn package. To deal with the sparsity of the feature matrix, we applied the linked data structure lil_matrix of the scipy.sparse matrix package.
To implement CNN models, we adopted keras 7 with TensorFlow backend. Keras is a high-level powerful neural network API for generating and assessing deep learning models in Python with the ability to run on the top of TensorFlow library. The tweets dataset is represented as embedding matrices corresponding to each tweet using pre-trained vectors, as discussed in section IV. All CNN algorithms were run 5 times with the parameter settings shown in table 2 to report average accuracy values. 7 https://keras.io/getting-started/functional-api-guide/ Table 3 presents the training and validation accuracy values, which reveals that random forest classifier outperforms all other models in terms of training accuracy, while both CNN-based models (CNN-PubMed and CNN-GloVe) perform far better than traditional machine learning models (SVM, naive Bayes, decision tree, and random forest) in terms of validation accuracy.
2) COMPARISON OF CNN-BASED MODELS
We compared the performance of CNN-based models considering two approaches -input embedding combinations, and model combinations. The first approach (input embedding combinations) combines vectors from two embeddings at the input layer in two different ways (embedding concatenation and embedding average) to generate tweets embedding matrix T . In case of embedding concatenation (i.e. CNN-IEC model) each word vector w i in tweets embedding matrix T represents concatenation of the corresponding vectors of the word from the generic and domain-specific embeddings. Similarly, in case of embedding average (i.e. CNN-IEA model) each word vector w i in the tweets embedding matrix T represents average of the corresponding vectors of the word from the generic and domain-specific embeddings. The second approach (model combinations) combines the fully connected layers of two models (one taking input from generic embedding while the other taking input from domain-specific embedding) to form single fully connected layer prior to the use of softmax function at the output layer for classification. In this case, we again consider concatenation and average of fully connected layers of the two models to form two models -CNN-PGConcat and CNN-PGAverage, respectively. The details of CNN-PGConcat and CNN-PGAverage models are discussed in sub-sections IV-B and IV-C, respectively. In this section, we present a comparative analysis of our proposed models (CNN-IEC, CNN-IEA, CNN-PGConcat, CNN-PGAverage) with Xu et al. [23] models in terms of training and validation accuracies over the Twitter dataset given in Table 1 . In [23] , Xu et al. proposed two CNN models: (i) one using concataion at fully connected layer, termed here after as Xu et al. (CNN-Concat) , and (ii) the second using sum at the fully connected layer, termed hereafter as Xu et al.
(CNN-Channel). Table 5 presents a comparative analysis of the evaluation results over training and validation datasets, and figure 6 presents a visualization of the same using bar charts. It can be observed from this figure that our proposed models outperform Xu et al. models over both training and VOLUME 7, 2019 validation datasets. Besides having better training and validation accuracies, our models also differ from Xu et al. models in terms of filter size, number of filters, dropout probabilities, regularization, and max pooling size.
VI. CONCLUSION AND FUTURE WORK
In this paper, we have proposed different CNN models to classify short texts using generic and domain-specific word embeddings. These embeddings are used individually and in various combinations through different channels of CNN to predict class labels. We present a comparative analysis of the basic CNN models with traditional machine learning models. The experimental results show the efficacy of the CNN models against traditional models as they outperform traditional models in terms of validation accuracy. The CNN models produce optimal features to represent tweets by considering their contextual information, which is later used to analyze unlabeled texts. We have further compared and analyzed CNN models and their various combinations with generic and domain-specific embeddings and found that input vector combinations perform better than other CNN models in terms of validation accuracy, whereas domain-specific embedding performs better than others in terms of validation accuracy. Moreover, we have compared our proposed models in terms of specified parameter settings against one of the existing models and found that the proposed models perform better in terms of validation accuracy. The proposed CNN models could be useful to label tweet streams or text streams generated by different online social media. Moreover, such labeling and aggregation of text streams could be useful for the development of online social media surveillance system for different purposes, including disease surveillance and outbreak prediction.
