The ever-increasing complexity of automotive embedded systems and the need for safe advanced driver assistance systems (ADAS) represent a great challenge for car manufacturers. Furthermore, we expect that in the near future, authorities require a software certification in order to get convinced that ADAS are safe enough. Theoretical research and experience show that when using conventional design approaches it is impossible to guarantee high confidence to those systems. The way taken by some industries (e.g. aerospace, railway, nuclear) was by partially using formal verification techniques.
INTRODUCTION
Automotive software has a major role in today's vehicle control and entertainment features. It is developed according to prescription rules defined by the ISO 26262 standard. Verification and validation activities (V&V) have to be performed in order to guarantee the compliance of the software to the standard. These activities are a key concern on complex systems particularly for the safety-critical ones and require a great effort to avoid unexpected behaviors.
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However, in the near future, autonomous vehicles will bring new requirements for higher software correctness and probably a software certification issue. At the same time, software is getting more and more complex. We think that a way to manage the complexity issue and to guarantee a high confidence and integrity in safety-critical software is to use formal methods. It will bring a higher reliability, robustness and confidence. Moreover, using formal methods in an early design phase results in a better specification, maintenance and early design validation thus reducing the overall V&V cost.
In this paper, we present our experience in applying formal verification techniques to a software written the way automotive is doing it today. In Section 2 we present a brief overview of formal methods and comment on some tools. In Section 3 we discuss safety standards, tools and cost, which are the factors that could help introducing formal methods in the development process. In Section 4 we give a detailed analysis of our experiments. Our approach for introducing formal methods in the development process is presented in Section 5, before concluding in Section 6.
OVERVIEW OF FORMAL METHODS
The first works on formal methods date back to the 1960s. The central idea is to guarantee the behavior of a computing system using mathematical methods.
For many years, formal methods have essentially been used in academia. Today, formal methods get more and more connected with applied engineering and many industries are using them in their development process. They are better applied in the electronic hardware design because the hardware tools are more standardized and stable. Software tools and technology (such as requirements and design methodology) are still changing rapidly.
We shortly discuss here the three main categories of formal methods that provide some guarantee of quality and that are highly automated.
Abstract Interpretation
Abstract Interpretation is a kind of static analysis introduced in 1977 by Cousot et al. [9] that automatically computes information about the program behavior without executing it. Most questions about this behavior are either undecidable or it is practically impossible to compute an answer. The main goal of abstract interpretation is to efficiently compute an approximate or abstract representation of a program and bring sound guarantees about dynamic properties. Sound means that the approximation is reliable and that bugs are not missed (no false negatives). A spurious alarm also known as a false positive is a warning about a bug that does not exist in the program. False positives can be generated because of the approximation.
This method has been implemented in static analysis tools to check for runtime errors like division-by-zero, out of bound array access, overflows and others. Some tools extend it also to check MISRA coding rules [16] , SEI CERT Secure C rules [20] and MITRE Common Weakness Enumeration CWE rules [15] . Astrée from AbsInt, Polyspace Code Prover from MathWorks and TrustInSoft Analyzer from TrustInSoft are commercial tools for sound static analysis. Other tools like Coverity and Klocwork are based on heuristics and do not guarantee to find all runtime errors. They are out of the scope of this paper.
Model Checking
Model checking is a formal method introduced in the early 80s by two teams: E. M. Clarke, E. A. Emerson [7] , and J. P. Queille, J. Sifakis [18] . It determines if a formal model of a system satisfies a correctness property from the specification. It provides a better expressiveness for properties than Abstract Interpretation but is less scalable due to some limitations (e.g. nonlinear arithmetic, combinatorial explosion). The most valuable feature of Model checking for system design engineers is the counterexample produced when the property is violated. It shows an execution trace leading to a state in which the property is not verified.
There exist different types of model checkers but for our use cases (checking safety properties on embedded software), the most suitable are the ones that use induction and SMT (Satisfiability Modulo Theories) solvers, for example Kind2 (University of Iowa) [5] , JKind (Rockwell Collins) [10] , Prover Plugin also known as Design Verifier (Prover Technologies) and GATeL (CEA). They generally translate a model written in a synchronous dataflow formal language such as Lustre [3] into first-order logic formulas which are then checked for satisfiability by the solver. Sometimes, properties are not strong enough to be provable by induction. In this case, it is helpful to strengthen the induction hypotheses with known invariant properties of the system using invariant generation techniques [13] .
Deductive methods
Deductive methods use mathematical arguments to establish each property of a formal model. Proofs are normally constructed using a theorem proving tool, either automatically or in an interactive way. The proofs are based on Hoare logic and Dijkstra's precondition calculus [11] . This method is generally more expressive than abstract interpretation and model checking, but if the property is invalid, there is generally no counterexample to help the engineer. It also needs more human expertise than the other methods.
We can mention some frameworks and tools for deductive proof: SPARK for Ada [6] , Frama-C WP for C code [14] and its predecessor CAVEAT that was successfully used at Airbus [21] . The B Method [2] is another deductive method that was used with success in some French railway companies.
INTRODUCING FORMAL METHODS IN THE INDUSTRY
Some factors could help introducing formal methods in the industry:
• Recommendation or requirement by the standards;
• Availability of supporting tools that are easy to use by the engineers; • An overall cost for using them which is less than without using formal methods.
Standards
For the automotive industry, ISO 26262 is the standard for functional safety management. This standard recommends the use of formal methods for its most critical levels. In rail transport, EN 50128 recommends the use of formal methods for the less critical levels and highly recommends their use for the most critical levels, making it de facto mandatory.
In the aviation domain particularly, there is a special supplement DO-333 to the DO-178C which modifies, deletes and adds objectives specific to formal methods. Thus using formal methods can replace some heavy duty tasks like MC/DC 100% coverage testing.
The "Common Criteria" software security standard requires the use of formal methods for its highest critical level (EAL7).
Static analysis is also recommended or required by some standards. Performing it with abstract interpretation tools brings better guarantees for the absence of runtime errors.
Tool support
Using formal methods requires appropriate tools. There has been many tools developed for some particular cases and there is no universal tool covering all types of formal methods. We can also say that the maturity of the tools for each formal method is different. For example, static analysis based on abstract interpretation tools are mature enough to be used, although the precision needs to be improved. Model checking based tools for software are less robust than static analysis tools and need to be improved to cover a larger fragment of programs. Deductive proof tools also need to improve their user assistance in writing formal specifications and invariants, and in giving an explanation when the goals cannot be proved.
Cost
An important point for the industry when adopting a new technology is the cost. We can argue that using formal methods increases the software quality and thus reduces the overall V&V cost, but it is difficult to measure. Some companies use formal methods in combination with testing, in order to introduce them along an activity that engineers are familiar with. This way, cost reduction can be measured.
EXPERIMENTS
In this section, we discuss our experiments with different formal methods to get an idea of which methods can be used at each development stage, if it really scales and if we could find bugs more easily compared to testing. The context is the development of an AUTOSAR embedded application software.
Abstract Interpretation
This section illustrates the use of abstract interpretation for static analysis of about 300 000 lines of code. We checked a variety of runtime related errors using the MathWorks Polyspace Code Prover 2016b and AbsInt Astrée 17.04i abstract interpretation tools. We noticed that there was a reasonable number of alarms that could be analyzed by the engineers. Comparing the two tools, Polyspace has done a great effort on the user interface and the automation of the project creation and analysis but there is a restricted number of parameters to control. For instance, the user cannot guide the analyzer to choose a specific abstract domain for a portion of the code. On the other hand, Astrée is less automated (the entry point must be set manually, stubs must be defined explicitly) but accepts annotations (the user can select an abstract domain for some portion of the code, or for some variables). Astrée has a great number of options but their default values were not the optimal choice for our software, and we needed some expertise from AbsInt to get a working configuration. Finally, configuring Polyspace and Astrée with similar options, we noticed that the analysis with Polyspace took much more time than with Astrée.
Model checking
This section illustrates the use of model checking to verify safety properties of a real Cruise Controller function. Initially, this function was developed using textual requirements (high and low-level software requirements) and handwritten C code. Model checking C code has been studied in [19] but none of the model checkers were able to handle C source code for embedded systems out of the box. The tools were made for a specific subset of the C language. That is why we decided to model our requirements and verify which model checking technique works best for our use case. We chose Ansys Scade Suite R17.2 as modeling tool for its formally defined language based on Lustre. Thus the translation from Scade to Lustre was almost automatic. We developed a little tool based on an XSLT transformation called Scade2Lustre which transformed our Scade model into Lustre code. This transformation preserves the original semantics as we used the textual version of Scade nodes. Prover Plugin (commercially called Scade Design Verifier) is the native model checker of Scade Suite and we compared its results with other Lustre model checkers. We can note that defining properties in Scade is easy because they are defined using the same library blocks as for the model.
As reported in [8] writing good formal properties shares many similarities with writing good requirements and is as much art as science. This report mentions that properties that cut across an entire system often find the most errors and that the best source of formal properties is found in the safety-related requirements of the system. We formalized our properties from the safety-related requirements, extending them to all system high-level requirements (HLR) concerning the deactivation of the function. We want to prove that the cruise controller will be deactivated when any of the specified conditions occurs.
Once we had modeled the cruise controller and its properties in Scade, we checked them with Prover Plugin, which reported a bug we had previously found during tests. It took us only a few seconds to find it, instead of hours of writing a particular test scenario. Results show that induction-based model checking is working fine for inductive properties and small models. Invariant generation is a very useful technique that helps the induction strengthen the property, but can sometimes take a lot of memory and time.
Some model checkers verify all the properties at the same time (incremental verification), so the proof of an easy property can help proving a difficult one. PDR/IC3 [12] is essential and efficient for proving properties on big models, properties that consider a long period of time, and properties involving constants that are not exactly the same as in the code. We can summarize that Prover Plugin worked fine with the standard problem but not with properties involving a long period of time or constants that did not match the values in the model (lack of PDR/IC3). Kind2 is excellent for long duration properties and can take into account some Scade operators. JKind is on average the fastest for short duration properties and properties involving constants that are not exactly the same as in the code.
Deductive methods
We applied deductive methods to a function that computes the square root from 0.00 to 100.00 by linear integer interpolation between two known points using the following formula:
We want to prove that the result is correct for a given precision (here between -0.3 and 0.1) using contracts and the weakest precondition calculus implemented in Frama-C WP and SPARK. We proceeded in two steps. Firstly, we tried to prove it with less values in the interpolation table and finally we extended it to the full table.
The proof with less values succeeded after taking into account some precision issues. Next, we tried to prove the complete table present in the code. Although the values were correct, the automatic proof using Alt-Ergo, CVC4, Z3 and other SMT solvers did not succeed to prove the post condition of the interpolation function. Alt-Ergo and CVC4 were unable to give an answer and Z3 gave up after 5 minutes (Timeout). We submitted the problem to the Frama-C development team, and they found a solution in providing us with a new development version of Frama-C with a special SMT solver called Colibri that succeeded to prove the complete code. Generally speaking, we remarked that the proof success depends much on the SMT solver and even on its version as it relies on heuristics. For instance, we had to change our code annotations when changing only the version of the Alt-Ergo SMT solver.
Finally, we experimented with SPARK (a subset of the Ada language) and the proof of the complete code succeeded. The hint was in using bit vectors over the integers, as they are known to work better with CVC4 and Z3. One of the advantages of SPARK was the counterexample returned when the contract checking failed.
OUR VISION FOR DEPLOYING FORMAL METHODS IN THE AUTOMOTIVE INDUSTRY
We noticed that most automotive software engineers are not familiar with formal methods and their potential. We think that a progressive introduction in the software engineering process could be successful by identifying at each stage the class of problems that could be solved using such techniques. These use cases can be used to show what kinds of problems can be solved and how.
System requirements are handwritten and can be inconsistent. If we formalize the system requirements we can use model checking like in SpeAR 2.0 [1] to write formal properties and check their logical entailment and consistency. Logical entailment proves that the formalized properties are consequences of the set of captured assumptions and requirements. Logical consistency aims at identifying conflicting assumptions and requirements. Thus safety requirements can be checked using model checking on high level specifications.
At the software design level, we need to have a specific architectural design supporting formal methods i.e. knowing that complex algorithms and nonlinear arithmetic are difficult to prove, we need to isolate or abstract them as soon as possible. Abstraction can be obtained using contracts, allowing for modular and compositional approaches such as those proposed in CoCoSpec [4] .
It is important to introduce contracts at the code level, and this activity can be partly generated from the Autosar XML files that specify the interfaces between components. Another way is to reuse and transfer the contracts defined at model level to the source code level, assuming that one Scade node is transformed into one C-language function.
As we have no guarantee to avoid runtime errors even if we use automatic code generation, we suggest using abstract interpretation at the code level to eliminate all potential runtime errors.
We can also introduce tools like Frama-C E-ACSL to check failures at runtime and model-based testing tools like MaTeLo to get additional guarantees of software correctness.
Lastly, we suggest that in the future autonomous vehicle architecture, which will probably implement difficult to prove machine learning algorithms, there should be a supervisor module integrating the safety-critical software. This supervisor could be formally verified using automatic proof techniques if this is taken into account before its design.
CONCLUSION
In this paper, we shared our experience about the practical use of formal methods. All the experiments quickly confirmed bugs that had already been found by testing, but with great effort and cost because of the late discovery. We cannot show them for confidentiality reasons. We are convinced that we need to use formal methods to bring better guarantees for the future assisted and autonomous driving systems and reduce the overall V&V cost.
Some of these methods, such as static analysis based on abstract interpretation, are mature enough to be used today and can guarantee that source code is free of runtime errors. We discovered that even automatically generated code can present runtime errors difficult to find only by testing. Advanced academic techniques such as PDR/IC3 are not yet commercialized, but we found some use cases for which they worked better than the commercialized ones. Frama-C WP experienced some difficulties in proving our code automatically. Nevertheless, it detected wrong values in a interpolation table that were not found during classical test sessions. This method is very promising because it can replace unit tests as shown in [17] and provide additional guarantees. We think that formal tools could be specialized to get more information from the designers. This could give rise to new heuristics, enabling the verification of larger applications.
Formal methods are implemented in sophisticated tools, which can contain bugs. These tools need to be stable and preserve compatibility with previous versions. Many tools coming from the academia are developed by Ph.D. students and postdoctoral researchers, and are sometimes not maintained after the end of the project. On the commercial side, there are few tools and their algorithms are not well documented, so it is difficult to know how they work and how to compare them. Both academia and software companies need realistic industrial benchmarks and use cases, which are difficult to obtain because of confidentiality constraints. We need to work together.
