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Résumé
Dans cet article, on étudie certaines propriétés du tore quantique Cq [x±1, y±1] relatives à la structure
de Lie associée au crochet de commutation. On définit une action du groupe SL(2,Z) sur le tore quantique
et on considère les sous-algèbres d’invariants obtenues sous l’action des sous-groupes finis de SL(2,Z). En
particulier, on démontre qu’elles sont de type fini comme algèbres de Lie, et on calcule leur homologie de
Hochschild en degré 0.
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0. Introduction
Le but de ce travail est l’étude de certaines propriétés du tore quantique, défini de la ma-
nière qui suit. Soit q un nombre complexe non nul, non racine de l’unité, et σ l’automorphisme
de C[x] défini par σ(x) = qx. Dans l’extension de Ore C[x][y;σ ], l’ensemble S = {λxiyj /
λ ∈ C∗, i, j ∈ N} forme une partie multiplicative d’éléments réguliers normalisants permettant
un calcul de fractions [6]. On appelle alors tore quantique le localisé
Aq = Cq
[
x±1, y±1
]= S−1C[x][y;σ ].
Cette algèbre possède une base de Poincaré–Birkhoff–Witt formée par les monômes ordonnés
(xayb), (a, b) ∈ Z2, et le redressement des monômes s’effectue en utilisant la relation de q-
commutation suivante :
yx = qxy.
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532 J. Baudry / Bull. Sci. math. 134 (2010) 531–547En passant à la limite semi-classique, on obtient l’algèbre A = C[x±1, y±1] des polynômes
de Laurent en deux indéterminées, munie du crochet de Poisson défini par :
{x, y} = xy. (0.1)
L’algèbre A s’identifie à l’algèbre des fonctions régulières sur le tore (C∗)2. Elle peut éga-
lement être vue comme l’algèbre de groupe C[Z2], et l’action linéaire du groupe GL(2,Z) sur
le Z-module Z2 induit une action par automorphismes sur l’algèbre C[Z2], dite multiplicative.
En effet, si on note les monômes sous la forme t (a,b) := xayb , cette action est donnée, pour
g ∈ GL(2,Z), par une action sur les puissances des monômes :
g · t (a,b) = tg(a,b); a, b ∈ Z.
On s’intéresse dans cet article aux actions par des sous-groupes finis d’automorphismes
conservant la structure de Poisson définie sur A par (0.1), ce qui revient à se restreindre aux
sous-groupes finis de SL(2,Z). Ces sous-groupes finis sont classifiés, à conjugaison près [4].
A partir de l’action d’un sous-groupe G de SL(2,Z) sur le tore classique, on définira une
action sur le tore quantique, et on étudiera l’algèbre des invariants obtenue. Dans le cadre de
cette étude, on utilisera la simplicité de l’algèbre Aq , que l’on verra comme une conséquence
des propriétés de l’algèbre de Lie (Aq, [·,·]), où [·,·] est le crochet de commutation.
Dans une première partie, on étudie plus précisément l’algèbre de Lie (Aq, [·,·]) : recherche
d’un système générateur pour la structure de Lie, calcul de l’homologie de Hochschild de Aq en
degré 0, détermination des idéaux de Lie et des sous-algèbres de Lie de codimension finie, dans
le même ordre d’idées qu’un résultat de J.T. Stafford concernant l’algèbre de Weyl A1(C) [9].
On définit ensuite une action de SL(2,Z) sur Aq qui déforme l’action sur le tore classique A.
Dans une seconde partie, on étudie la structure de Lie des sous-algèbres d’invariants AGq , où
G est un sous-groupe fini de SL(2,Z). On détermine en particulier pour chaque type de groupe G
un système de générateurs explicite pour la structure de Lie.
Dans une troisième partie, on détermine l’homologie de Hochschild en degré 0 de ces algèbres
d’invariants, en utilisant la simplicité du tore quantique, et une équivalence de Morita qui en
découle, en prolongement d’un resultat de P. Etingof et A. Oblomkov relatif aux invariants de
l’involution τ de Aq définie par τ(x) = x−1 et τ(y) = y−1 [2].
1. Préliminaires
1.1. Notations et premiers résultats
Le tore quantique possède une base de Poincaré–Birkhoff–Witt sur C, la famille des monômes
ordonnés (t(a,b)) := (xayb), avec (a, b) ∈ Z2. On note σ et σ˜ les automorphismes d’algèbres :
σ : x ∈ C[x±1] → qx ∈ C[x±1],
σ˜ : y ∈ C[y±1] → qy ∈ C[y±1].
Ainsi, pour F ∈ C[x±1],G ∈ C[y±1], on peut écrire les relations de commutation suivantes :
yF = σ(F )y, et Gx = xσ˜ (G).
Le crochet de commutation donné sur les monômes ordonnés s’exprime simplement par la
relation suivante :[
xayb, xcyd
]= (qbc − qad)xa+cyb+d , (1.1)
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s’annule que lorsque bc = ad , c’est-à-dire lorsque les vecteurs (a, b) et (c, d) sont Q-liés. Si on
note Aq+ le sous-espace vectoriel du tore quantique engendré par les monômes non constants,
on déduit de (1.1) et de la remarque précédente que l’algèbre de Lie dérivée [Aq,Aq ] est incluse
dans Aq+ :
[Aq,Aq ] ⊂ Aq+. (1.2)
On a également de manière évidente le résultat suivant concernant l’engendrement :
Proposition 1.1. Le tore quantique Aq est engendré comme algèbre de Lie pour le crochet de
commutation par les éléments 1, x, x−1, y, y−1.
On en déduit l’espace d’homologie de Hochschild en degré 0 :
Proposition 1.2. L’homologie de Hochschild en degré 0 de Aq est de dimension 1 :
HH0(Aq) = Aq[Aq,Aq ] = C.
De même que l’algèbre de Weyl A1(C) qui déforme le plan symplectique, le tore quantique
est une algèbre non commutative simple. Ce résultat est une conséquence d’une propriété plus
forte qui concerne la structure de Lie, énoncée ci-dessous.
Proposition 1.3. Les idéaux de Lie de (Aq, [·,·]) sont C, Aq+, et Aq .
Démonstration. Soit I un idéal de Lie de Aq , non restreint à C, et u = α1xa1yb1 + · · · +
αsx
as ybs un élément non constant et de longueur minimale s dans I . On montre d’abord que
cette longueur est nécessairement s = 1. Pour cela supposons s  2. Pour tout (i, j) ∈ Z2, étant
donné que I est un idéal de Lie, l’élément
[
xiyj , u
]= s∑
k=1
αk
(
qjak − qibk )xi+ak yj+bk
est aussi un élément de I , et il est de longueur inférieure ou égale à celle de u. Deux situations
sont alors possibles.
S’il existe un couple (a, b) ∈ Z2 \ 0 tel que tous les (ak, bk) sont colinéaires à (a, b), alors
il existe des nombres rationnels λk deux à deux distincts tels que (ak, bk) = λk(a, b), pour tout
k = 1, . . . , s. Ainsi
[
xby−a, u
]= s∑
k=1
αk
(
q−a2λk − qb2λk )xb+aλk y−a+bλk
est un élément non constant de I . Si l’un des λk est nul, il est de longueur strictement plus petite
que u, et on aboutit à une contradiction. Si tous les λk sont non nuls, [xby−a, u] est de même
longueur que u, et les couples d’exposants de ses monômes (b+λka,−a+λkb) sont deux à deux
non colinéaires sur Q. On se ramène donc au cas suivant.
On suppose qu’il existe au moins deux couples d’exposants, par exemple (a1, b1) et (a2, b2),
qui ne soient pas colinéaires sur Q. Alors [xa1yb1 , u] est un élément de I non constant, de lon-
gueur strictement inférieure à celle de u.
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u = xayb = 1, avec (a, b) = 0. Sans perte de généralité, on peut supposer a = 0. Alors I contient[
x−ay1−b, u
]= q−ab(qa − 1)y,
donc I contient y, ainsi que [xy−1, y] = (1−q)x, donc x. De même, I contient x−1 et y−1, donc
I contient les générateurs de Aq comme algèbre de Lie, sauf éventuellement la constante 1. On
en conclut que I contient Aq+, et donc I = Aq+ ou I = Aq . 
On peut maintenant en déduire la proposition suivante.
Proposition 1.4. Le tore quantique Aq est une algèbre associative simple.
Démonstration. Soit I un idéal bilatère non nul de Aq . A fortiori, I est un idéal de Lie pour le
crochet de commutation, donc I est égal à l’un des trois espaces vectoriels C, Aq+, ou Aq . Si I
contient C, alors I contient l’unité, et si I contient Aq+, il contient x, et étant un idéal au sens
associatif, il contient également xx−1 = 1. 
1.2. Sous-algèbres de Lie de codimension finie
Tout comme dans le cas de l’algèbre de Weyl A1(C) [9], cette notion de simplicité, liée au fait
qu’il existe peu d’idéaux de Lie, est renforcée par une propriété concernant les sous-algèbres de
Lie : Aq possède en effet peu de sous-algèbres de Lie de codimension finie. Pour le démontrer,
on utilise des résultats préliminaires concernant la structure d’algèbre de Aq .
Proposition 1.5. Soient f ∈ C[x], g ∈ C[y], non nuls. Alors f Aq + gAq = Aq .
Démonstration. On note f (x) =∑km=1 αmxim et g(y) =∑ln=1 βnyjn , avec 0  i1 < · · · < ik
et 0 j1 < · · · < jl . L’idéal à droite engendré par f et g étant le même que celui engendré par
f x−i1 et gy−j1 , on peut supposer f (0) = 0 et g(0) = 0. Soit P ∈ C[x±1]. Il existe un entier p
tel que xpP (x) ∈ C[x]. On effectue alors la division de xpP (x) par f suivant les puissances
croissantes au rang p − 1 :
xpP (x) = fQ + xpS,
avec Q,S ∈ C[x]. Et donc P(x) = f Q
xp
+ S. On effectue alors la division euclidienne de S par
f dans C[x] : S = f T + R, avec T ,R ∈ C[x] et R de degré inférieur ou égal à ik − 1. Ainsi,
C[x±1] = fC[x±1] +∑ik−1m=0 Cxm. De même, on a C[y±1] = gC[y±1] +∑jl−1n=0 Cyn.
Soit maintenant un monôme xuyv dans Aq . Alors en utilisant le point précédent,
xuyv =
(
f (x)Q(x) +
ik−1∑
m=0
αmx
m
)
yv = f (x)Q(x)yv +
ik−1∑
m=0
αmq
−mvyvxm,
avec Q(x) ∈ C[x±1], et α0, . . . , αik−1 ∈ C. On a aussi yv = g(y)Q˜(y) +
∑jl−1
n=0 βnyn, avec
Q˜(y) ∈ C[y±1], et β0, . . . , βjl−1 ∈ C. Ainsi,
xuyv = f (x)Q(x)yv + g(y)
(
S(y)
ik−1∑
αmq
−mvxm
)
+
ik−1∑ jl−1∑
αmq
(n−v)mβnxmyn.m=0 m=0 n=0
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de codimension finie dans Aq .
On en déduit que le Aq -module à droite M = Aq/I est de dimension finie sur C. En d’autres
termes, il existe un morphisme d’espaces vectoriels ρ : Aq → EndC(M), dont le noyau est
AnnAq (M), idéal bilatère de Aq , donc AnnAq (M) = Aq ou (0). Si AnnAq (M) = (0), ρ est
injective, ce qui contredit l’hypothèse que M est un espace vectoriel de dimension finie. Donc
AnnAq (M) = Aq et donc I = Aq . 
Lemme 1.6. Soit L une sous-algèbre de Lie de codimension finie d’une C-algèbre non commu-
tative A. Alors il existe un sous-espace L1 de L, tel que L1 est de codimension finie dans A et
[L1,A] ⊂ L.
Démonstration. L étant de codimension finie, il existe des éléments z1, . . . , zr de A tels que
A = L ⊕ Cz1 ⊕ · · · ⊕ Czr . On pose alors, pour i = 1, . . . , r ,
Vi :=
{
P ∈ A/[zi,P ] ∈ L}.
L’espace Vi est le noyau de la composée d’applications linéaires : A
adzi
A
proj
A/L . Donc
A/Vi est isomorphe à un sous-espace de A/L qui est de dimension finie, et donc Vi est de
codimension finie. Ainsi, L1 = L ∩ V1 ∩ · · · ∩ Vr est un sous-espace vectoriel de codimension
finie de L. Par ailleurs, si z ∈ A, il existe l ∈ L, et des coefficients λ1, . . . , λr ∈ C tels que
z = l + λ1z1 + · · · + λrzr , et donc
[L1, z] ⊂ [L1, l] + [L1, z1] + · · · + [L1, zr ]
⊂ [L, l] + [V1, z1] + · · · + [Vr, zr ] ⊂ L.
Ainsi, L1 vérifie [L1,A] ⊂ L. 
Lemme 1.7. Soit L une sous-algèbre de Lie de Aq de codimension finie. Alors il existe f ∈ C[x],
g ∈ C[y], f,g = 0, tels que pour tout (u, v) ∈ Z2,
v = 0 ⇒ f xuyv ∈ L, (1.3)
u = 0 ⇒ gxuyv ∈ L. (1.4)
Démonstration. D’après le lemme précédent, il existe L1 de codimension finie dans Aq tel
que [L1,Aq ] ⊂ L. On pose C[x]+ := Aq+ ∩ C[x], et C[y]+ := Aq+ ∩ C[y], et on note
mx : Aq → Aq la multiplication par x. L’espace vectoriel L1 ∩m−1x (L1)∩C[x]+ est de codimen-
sion finie dans C[x]+, donc non nul. Donc il existe f (x) ∈ C[x]+, non nul, tel que f,f x ∈ L1,
donc [f,Aq ] + [f x,Aq ] ⊂ L.
Soient alors u,v ∈ Z. D’après ce qui précède sur f , l’élément suivant est dans L :[
f x, xu−1yv
]− qv[f,xuyv]= f xuyv − xu−1yvf x − qvf xuyv + qvxuyvf
= (1 − qv)f xuyv.
Donc pour tout u,v ∈ Z, avec v = 0, l’élément f xuyv est dans L.
Par un raisonnement analogue, on montre qu’il existe un élément g ∈ C[y] vérifiant la pro-
priété énoncée. 
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L = Aq .
Démonstration. On choisit f et g vérifiant (1.3) et (1.4), et on écrit
f (x) = α1xi1 + · · · + αkxik , avec 0 i1 < · · · < ik, α1, . . . , αk = 0,
g(y) = β1yj1 + · · · + βlyjl , avec 0 j1 < · · · < jl, β1, . . . , βl = 0.
Soient u,v ∈ Z∗ et i, j ∈ Z. Par hypothèse sur f et g, f (x)x−u−iyv et g(y)xuy−v−j sont dans L,
ainsi que leur crochet :
[
f (x)x−u−iyv, g(y)xuy−v−j
]= f (x)x−iquvσ˜ u(g)y−j
− g(y)q(v+j)(u+i)σ−v−j (f )x−iy−j . (1.5)
Dans (1.5), on choisit i /∈ {i1, . . . , ik}, et j = j1. Le polynôme σ−v−j (f )x−i ne contient pas de
terme constant, donc g(y)q(v+j)(u+i)σ−v−j (f )x−iy−j est dans L d’après (1.4).
L’élement σ˜ u(g)y−j a pour terme constant β1quj1 = 0, donc f (x)x−iquvσ˜ u(g)y−j est une
combinaison linéaire d’éléments de la forme f (x)x−iyt , avec t = 0, qui sont dans L par (1.3),
et de β1quj1f (x)x−i . On en déduit que f (x)x−i est dans L également.
De même, on montre que les éléments de la forme g(y)y−j pour j /∈ {j1, . . . , jl} sont dans L.
En choisissant maintenant i = im, avec 1  m  k, et j = jn, avec 1  n  l, l’éle-
ment obtenu dans (1.5) est une combinaison linéaire d’éléments de la forme f (x)x−imyt avec
t = 0, g(y)y−jnxs avec s = 0, qui sont tous dans L, et du terme βnqu(v+jn)f (x)x−im −
qu(v+jn)αmg(y)y−jn . On en déduit que les termes de la forme βnf (x)x−im − αmg(y)y−jn sont
dans L également, et dans Aq+ d’après (1.2).
On note alors V le sous-espace vectoriel de Aq engendré par les éléments suivants :
f (x)xuyv, v = 0,
f (x)x−i , i /∈ {i1, . . . , ik},
g(y)xuyv, u = 0,
f (y)y−j , j /∈ {j1, . . . , jk},
βnf (x)x
−im − αmg(y)y−jn , 1m k, 1 n l.
Alors V + Cf (x)x−i1 = f Aq + gAq = Aq . Donc V est de codimension inférieure ou égal à 1,
et est inclus dans Aq+, donc V = Aq+. Par ailleurs, On a vu que V est inclus dans L, donc L
contient Aq+ qui est de codimension 1. Si L contient C, alors L = Aq . Si L ne contient pas C,
alors L = Aq+. 
Corollaire 1.9. L’algèbre de Lie simple Aq/C ne possède pas de sous-algèbre de Lie de codi-
mension finie non triviale.
Démonstration. La projection Aq  Aq/C induit une bijection entre l’ensemble des sous-
algèbres de Lie de codimension finie de Aq contenant C et les sous-algèbres de Lie de codi-
mension finie de Aq/C. Or l’image par cette projection de Aq+ est égale à Aq/C. 
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On s’intéresse dans cet article aux algèbres d’invariants obtenues sous l’action des sous-
groupes finis de SL(2,Z). Ces sous-groupes finis sont donnés, à conjugaison près, par la classifi-
cation ci-dessous [4]. On pose
D =
(−1 0
0 1
)
, S =
(
0 1
1 0
)
, X =
(
1 −1
1 0
)
.
Groupe Générateur Ordre
G7 X 6
G8 DS =
(
0 −1
1 0
)
4
G9 X2 =
(
0 −1
1 −1
)
3
G10 X3 =
(−1 0
0 −1
)
2
Les sous-groupes finis de SL(2,Z) sont donc tous cycliques.
Pour chaque sous-groupe fini G de SL(2,Z), choisi parmi les 4 groupes de cette classification,
la sous-algèbre des invariants du tore classique C[x±1, y±1]G a fait l’objet d’une étude dans [4].
Dans chacun de ces quatre cas, la structure de cette algèbre est la suivante : C[x±1, y±1]G est
engendrée par trois générateurs, qui vérifient une relation, explicitée dans le tableau ci-dessous.
G Générateurs et relations
ξ1 = x + x−1
G10 ξ2 = y + y−1
θ = xy + x−1y−1
relation : θξ1ξ2 = θ2 + ξ21 + ξ22 − 4
η+ = x + y + x−1y−1
G9 η− = x−1 + y−1 + xy
ϕ = xy2 + x−2y−1 + xy−1 + 6
relation : ϕη+η− = η3+ + η3− + ϕ2 − 9ϕ + 27
σ1 = ξ1 + ξ2
G8 σ2 = ξ1ξ2
ρ = xy2 + x−1y−2 + x2y−1 + x−2y + 3σ1
relation : ρ2 = ρσ1(σ2 + 4) + 4σ 21 σ2 − σ 41 − σ2(σ2 + 4)2
τ1 = η+ + η−
G7 τ2 = η+η−
σ = η+ϕ + η−ϕ− où ϕ− = x−1y−2 + x2y + x−1y + 6
relation : σ 2 = τ1(τ2 + 9)σ − τ2(τ2 + 9)2 + (τ21 − 4τ2)(3τ1τ2 − τ31 − 27)
Le tore classique peut être interprété comme l’algèbre des fonctions régulières sur le tore
(C∗)2 de dimension 2, et l’algèbre des invariants C[x±1, y±1]G correspond à l’algèbre des
fonctions régulières sur la variété quotient (C∗)2/G. Cette variété quotient s’identifie à une
surface plongée en dimension 3. Dans chaque cas, cette surface possède des singularités iso-
lées. On notera μ(F) le nombre de Milnor associé au polynôme définissant cette surface :
μ(F) = dimC C[X1,X2,X3]/(∂X F, ∂X F, ∂X F).1 2 3
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une action de SL(2,Z) sur Aq ; l’action classique ne passe pas directement aux invariants : en
effet, si on définit l’automorphisme φ(g) associé à un élément g ∈ SL(2,Z) par φ(g)(t(a,b)) =
tg(a,b), l’application g ∈ SL(2,Z) → φ(g) ∈ Aut(Aq) n’est pas un morphisme de groupe. Ce fait
provient des relations de q-commutation intervenant dans le tore quantique. Par exemple, si on
considère l’élément
X =
(
1 −1
1 0
)
,
on a (φ(X) ◦φ(X))(x) = q−1y, tandis que φ(X2)(x) = y. En passant à la limite semi-classique,
quand q → 1, ce problème disparait.
Pour pallier ce problème, on doit considérer une action tordue définie à l’aide d’une racine
carrée qˆ = q 12 de q dans C. Soit
g =
(
a b
c d
)
∈ SL(2,Z).
On définit un automorphisme de Aq associé à g en procédant de la manière suivante. On consi-
dère le morphisme d’algèbres associatives défini par
ϕ(g) :
∣∣∣∣∣∣∣
C〈x, y〉 → Aq
x → qˆacxayc
y → qˆbdxbyd .
Etant donné que g ∈ SL(2,Z), on a ad − bc = 1, ce qui permet de vérifier que
ϕ(g)(yx −qxy) = 0. Le morphisme précédent induit donc un morphisme d’algèbres de Cq [x, y]
dans Aq , que l’on note encore ϕ(g). On considère alors la partie multiplicative S d’éléments ré-
guliers normaux de Cq [x, y] définie par
S = {λxmyn/λ ∈ C∗; m,n ∈ N}.
Si s est un élément de S, alors ϕ(g)(s) est de la forme λxmyn, avec λ ∈ C∗, donc est inver-
sible dans le tore quantique Aq . Ainsi, par la propriété universelle du localisé, ϕ(g) induit un
endomorphisme de C-algèbre du tore quantique :
ϕ(g) :
∣∣∣∣∣∣∣
Aq → Aq
x → qˆacxayc
y → qˆbdxbyd .
Exprimons l’image d’un monôme. Pour m,n ∈ Z,
ϕ(g)
(
xmyn
)= (qˆacxayc)m(qˆbdxbyd)n
= qˆmac+nbdqacm(m−1)/2xamycmqdbn(n−1)/2xbnydn
= qˆacm2+bdn2qbcmnxam+bnycm+dn
= qˆacm2+(ad+bc)mn+bdn2−mnxam+bnycm+dn
= qˆ(am+bn)(cm+dn)−mnxam+bnycm+dn. (1.6)
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tout (m,n) ∈ Z2, et en considérant l’application μ : (m,n) ∈ Z2 → mn ∈ Z, on obtient le résultat
suivant :
ϕ(g)
(
t (m,n)
)= qˆμ(g(m,n))−μ(m,n)tg(m,n). (1.7)
Les monômes ordonnés formant une base de Aq , la relation précédente implique que ϕ(g) est
un automorphisme de Aq . On a ainsi défini une application
ϕ : SL(2,Z) → AutC
(
Cq
[
x±1, y±1
])
.
On peut maintenant vérifier que cette application est un morphisme de groupes. Soient g et g′
deux éléments de SL(2,Z), alors d’après (1.7)(
ϕ(g) ◦ ϕ(g′))(t (m,n))= ϕ(g)(qˆμ(g′(m,n))−μ(m,n)tg′(m,n))
= qˆμ(g′(m,n))−μ(m,n)(qˆμ(g◦g′(m,n))−μ(g′(m,n))tg◦g′(m,n))
= ϕ(g ◦ g′)(t (m,n)).
Finalement, ϕ définit une action du groupe SL(2,Z) sur le tore quantique, et l’algèbre d’in-
variants AGq sous l’action d’un sous-groupe fini G de SL(2,Z) fournit une déformation des
invariants de la limite semi-classique. Par ailleurs, si deux sous-groupes finis de SL(2,Z) sont
conjugués dans SL(2,Z), leurs images par ϕ sont des sous-groupes conjugués de AutC(Aq), et
les algèbres d’invariants correspondantes sont isomorphes. Il suffit donc d’étudier les algèbres
d’invariants sous l’action des quatre sous-groupes de la classification donnée en introduction. On
s’intéresse en particulier à certaines propriétés de ces algèbres liées à la structure de Lie associée
au crochet de commutation, qui déforme la structure de Poisson de la limite semi-classique.
2. Propriété de finitude pour la structure de Lie des invariants
Soit G un sous-groupe fini de SL(2,Z). On s’intéresse à l’engendrement de l’algèbre d’in-
variants AGq pour la structure de Lie associée au crochet de commutation. On rappelle que les
monômes ordonnés (t(a,b)) = (xayb) forment un base de Poincaré–Birkhoff–Witt du tore quan-
tique Aq . Si on note ρG l’opérateur de Reynolds défini par :
P ∈ Aq → 1|G|
∑
g∈G
g · P ∈ AGq ,
alors ρG est un morphisme surjectif de AGq -modules, et on obtient :
AGq = ρG
( ⊕
(a,b)∈Z2
Cxayb
)
=
∑
(a,b)∈Z2
CρG
(
xayb
)
.
Pour (a, b) ∈ Z2, on définit l’élément
Ra,b := ρG
(
t (a,b)
)= 1|G|
∑
g∈G
qˆμ(g(a,b))−μ(a,b)tg(a,b).
Ainsi, pour g ∈ G, on a l’égalité
qˆμ(g(a,b))−μ(a,b)Rg(a,b) = Ra,b. (2.1)
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La famille Ra,b , (a, b) ∈ Z2, engendre AGq comme espace vectoriel, et on en extrait une base
de la manière qui suit. Le réseau Z2 est la réunion disjointe de ses orbites sous l’action de G. Pour
chaque orbite O, on choisit un représentant (aO, bO). Ainsi, les éléments RaO,bO engendrent
encore AGq comme espace vectoriel, et du fait que les monômes ordonnés forment une base
de Aq , on déduit que la famille des RaO,bO est une base de AGq . Pour chacun des groupes étudiés,
il est possible de choisir explicitement des représentants (aO, bO) des orbites de Z2 sous l’action
de G qui permettent d’effectuer des raisonnements récursifs. Grâce à cette construction, on peut
démontrer le résultat suivant.
Théorème 2.1. Pour chaque sous-groupe fini G de SL(2,Z), l’algèbre des invariants AGq est de
type fini pour la structure de Lie associée au crochet de commutation. Les systèmes générateurs
sont déterminés au cas par cas, résumés dans le tableau suivant :
Groupe Générateurs Cardinal
G7 R0,0 = 1, R1,0, R2,0, R3,0, R4,0, R5,0, R1,−1, R1,−2, R1,−3 9
G8 R0,0 = 1, R1,0, R2,0, R3,0, R4,0, R1,1, R1,2, R1,3 8
G9 R0,0 = 1, R1,0, R1,1, R1,2, R1,3, R2,0, R3,0 7
G10 R0,0 = 1, R1,0, R0,1 =, R1,1, R2,0 5
Démonstration. A titre d’exemple, on étudie le cas du groupe G7. La démonstration pour les
autres groupes se fait de manière similaire.
L’orbite du point (a, b) du réseau Z2 sous l’action du groupe G7 est (voir la figure 1)
G7 · (a, b) =
{
(a, b), (a − b, a), (−b, a − b), (−a,−b), (−a + b,−a), (b,−a + b)}.
Plus précisément, on a les relations suivantes, pour (a, b) ∈ Z2 :
Ra,b = R−a,−b
= qˆ(a−2b)aRa−b,a = qˆ(a−2b)aR−a+b,−a
= qˆ(b−2a)bR−b,a−b = qˆ(b−2a)bRb,−a+b.
On choisit comme système de représentants des orbites : {(a, b) ∈ N∗ ×Z−; (0,0)}, ainsi, les
éléments R0,0, et Ra,−b , (a, b) ∈ N∗ × N forment une base de AG7q . On calcule alors le crochet
de deux éléments de cette base. Pour (a, b), (c, d) ∈ N∗ × N, il existe α1, . . . , α6 ∈ C∗ tels que :
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(
qbc − qad)(α1Ra+c,−b−d + α2Ra−c,−b+d)
+ (q−b(c+d) − qac)(α3Ra+c+d,−b+c + α4Ra−c−d,−b−c)
+ (q−bd − qa(c+d))(α5Ra+d,−b+c+d + α6Ra−d,−b−c−d). (2.2)
On note L la sous-algèbre de Lie engendrée par les éléments R0,0 = 1, R1,0, R2,0, R3,0, R4,0,
R5,0, R1,−1, R1,−2, R1,−3, et pour n ∈ N∗, on note
En := {Ra,−b, a  1, b 1, a + b = n} ∪ {Ra,0, a = n − 1}.
En utilisant la formule (2.2) pour des entiers bien choisis et en faisant apparaître principale-
ment les représentants des orbites choisis dans les indices grâce à (2.1), on obtient les relations
suivantes, pour (a, b) ∈ N∗ × N :
[Ra,−b,R1,0] =
(
qb − 1)(α1Ra+1,−b + α2Ra−1,−b)
+ (q−b − qa)(α3Ra+1,−(b−1) + α4Ra−1,−(b+1))
+ (1 − qa)(α5Ra,−(b−1) + α6Ra,−(b+1)) (2.3)
avec α1, . . . , α6 ∈ C∗.
[Ra,−b,R1,−1] =
(
qb − qa)(α1Ra+1,−(b+1) + α2Ra−1,−(b−1))
+ (q−2b − qa)(α3Ra+2,−(b−1) + α4Ra−2,−(b+1))
+ (q−b − q2a)(α5Ra+1,−(b−2) + α6Ra−1,−(b+2)) (2.4)
avec α1, . . . , α6 ∈ C∗. On procède par récurrence sur n ∈ N∗.
Pour n = 1,2 : E1,E2 ⊂ L, par construction de L.
Pour n = 3 : E3 = {R1,−2,R2,−1,R2,0}. Par construction, R1,−2 et R2,0 sont dans L et d’après
l’égalité (2.3), avec a = b = 1,
[R1,−1,R1,0] = (q − 1)(α1R2,−1 + α2R1,0) +
(
q−1 − q)(α3R2,0 + α4R2,0)
+ (1 − qa)(α5R1,0 + α6R1,−2),
où α1, . . . , α6 sont des constantes non nulles. Le coefficient (q −1)α1 étant non nul, on en déduit
que R2,−1 est une combinaison linéaire des éléments [R1,−1,R1,0], R1,0, R2,0, R1,−2, donc est
dans L.
Pour n = 4 : E4 = {R1,−3,R2,−2,R3,−1,R3,0}. Par construction, R1,−3 et R3,0 sont dans L.
D’après (2.3), avec (a, b) = (1,2), R2,−2 est une combinaison linéaire des éléments
[R1,−2,R1,0], R2,0, R2,−1, R3,0, R1,−1, et R1,−3, donc est dans L.
Ensuite, en utilisant (2.3), avec a = 2 et b = 1, on peut écrire R3,−1 comme combinaison
linéaire de [R2,−1,R1,0], R1,−1, R3,0, R1,−2, R2,0, et R2,−2, donc R3,−1 est dans L.
Pour n = 5 et n = 6, la méthode est la même : on suppose que tous les Ek , k < n sont dans L.
Par hypothèse, on a aussi Rn−1,0 ∈ L.
D’après (2.4), avec a = n − 3, b = 1, Rn−2,−2 est une combinaison linéaire des éléments
[Rn−3,−1,R1,−1, Rn−1,0, Rn−4,0, Rn−5,−2, R1,−(n−3), et Rn−4,−3, et donc Rn−2,−2 ∈ L.
On utilise ensuite l’action adjointe de R1,0, représentée sur la figure 2 : cette action sur un
élément Ra,−b , avec (a, b) représenté par le point de départ des flèches, donne une combinaison
linéaire à coefficients non nuls des éléments Ra′,−b′ , où (a′, b′) est représenté par le point situé à
l’extrémité d’une flèche.
Sachant qu’un point de coordonnées (0, a) correspond à l’élément Ra,0, de proche en proche,
à partir de Rn−2,−2 ∈ L, on obtient que les éléments R1,−(n−1), . . . ,Rn−1,−1 sont aussi dans L.
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Fig. 3. Action adjointe de R1,−1.
Pour n 6 fixé, on suppose que
⋃
k=1,...,n Ek ⊆ L, et on montre que En+1 ⊆ L.
1. En utilisant l’action adjointe de R1,−1 sur R2,−(n−3) (2.4), on montre que R3,−(n−2) ∈ L,
grâce à la relation représentée par la figure 3 :
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la figure 2, pour obtenir, à partir R3,−(n−2) ∈ L, que les éléments Rk,−(n+1−k) sont dans L,
pour k = 2, . . . , n − 1.
3. Ensuite, toujours par (2.4), on montre que Rn,0 est une combinaison linéaire des éléments
[Rn−2,−1,R1,−1], Rn−3,0, Rn−1,−2, Rn−4,−2, R1,−(n−2), et Rn−3,−3, donc Rn,0 ∈ L.
4. Avec l’action adjointe de R1,0, on obtient finalement les deux derniers éléments de En+1 :
Rn,−1, et R1,−n (voyez la figure 3). 
Remarque 2.2. Pour chaque sous-groupe fini G de SL(2,Z), le système générateur de l’algèbre
de Lie (AGq , [·,·]) exhibé est de cardinal le nombre de Milnor du polynôme F définissant la
surface déformée par AGq .
3. Homologie de Hochschild en degré 0
En passant au quotient AGq /[AGq ,AGq ], un système de générateurs pour la structure de Lie
associée au crochet de commutation dans AGq fournit un système de générateurs de l’espace
vectoriel quotient, qui correspond à l’espace d’homologie de Hochschild en degré 0 des invariants
de la déformation. La dimension des espaces d’homologie de Hochschild a été calculée pour le
groupe G = G10 dans [7], l’action de ce groupe cyclique d’ordre 2 ne nécessitant pas la définition
d’une action tordue par une puissance de qˆ . Dans ce cas, dimHH0(Aq)G = 5, ce qui prouve que
le système générateur trouvé pour la structure de Lie est bien de cardinal minimal. On souhaite
faire ce calcul pour les trois autres groupes.
Pour calculer la dimension de l’espace d’homologie de Hochschild en degré 0 de l’algèbre
des invariants, on passe par l’intermédiaire de l’algèbre produit croisé Aq  G :=∑g∈G Aqg,
dans laquelle le produit est défini par le redressement ga = g(a)g. On considère dans Aq  G
l’idempotent :
e = 1|G|
∑
g∈G
g.
Tout élément de AGq commute avec e, et l’application :
a ∈ AGq → eae = ae = ea ∈ e(Aq  G)e
est donc un isomorphisme d’algèbres. On a donc le diagramme suivant :
Aq Aq  G
AGq ∼ e(Aq  G)e
L’algèbre Aq étant simple, et G ne contenant pas d’automorphisme intérieur de Aq autre que
l’identité, on en déduit que Aq  G est simple (cf. [5]). Ainsi, l’idéal bilatère engendré par e est
égal à l’algèbre Aq G, et l’algèbre coin e(Aq G)e est équivalente au sens de Morita à Aq G
(cf. [1]). Grâce à l’isomorphisme d’algèbres entre AGq et e(Aq  G)e, on voit que l’algèbre des
invariants AGq est équivalente au sens de Morita à l’algèbre produit croisé Aq  G.
L’homologie de Hochschild étant un invariant de Morita, il s’agit maintenant d’effectuer le
calcul de l’homologie de Hochschild en degré 0 du produit croisé Aq G, pour lequel on dispose
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tion du produit croisé Aq  G en somme des Aq -bimodules Aqg, g ∈ G [3] :
HH0(Aq  G) =
⊕
[g]∈T (G)
H0
(
C(g)/〈g〉,HH0(Aq,Aqg)
)
,
où T (G) est l’ensemble des classes de conjugaison de G, [g] la classe d’un élément g du
groupe G, et C(g) le centralisateur de g dans G. Les groupes considérés dans cette étude étant
tous cycliques, la formule se simplifie de la manière suivante :
HH0(Aq  G) =
⊕
g∈G
H0
(
G/〈g〉,HH0(Aq,Aqg)
)
.
HH0(Aq,Aqg) est le zéro-ième groupe d’homologie de Hochschild de Aq à valeurs dans le
bimodule Aqg :
HH0(Aq,Aqg) = Aqg/[Aq,Aqg].
Pour simplifier les notations, on définit pour g ∈ SL(2,Z) un crochet tordu [·,·]g sur Aq défini
par
[a, b]g = ab − bg(a), pour a, b ∈ Aq .
Ainsi HH0(Aq,Aqg) = Aq/[Aq,Aq ]g . Le groupe G/〈g〉 agit sur ce groupe d’homologie par
l’action induite par la conjugaison :
h · (ag + [Aq,Aqg])= hagh−1 + [Aq,Aqg] = h(a)g + [Aq,Aqg].
H0(G/〈g〉,HH0(Aq,Aqg)) est alors le 0-ème groupe d’homologie du groupe G/〈g〉 à valeurs
dans HH0(Aq,Aqg).
D’après [8, chap. 10], on rappelle que pour un groupe G et un G-module M ,
H0(G,M) = M/gM,
où g est l’idéal d’augmentation de G défini comme l’idéal de l’algèbre Z[G] du groupe engendré
par {(1 − g)/g ∈ G}.
Afin de donner explicitement une base de chaque espace quotient HH0(Aq,Aqg) =
Aq/[Aq,Aq ]g , on utilisera le lemme technique d’algèbre linéaire suivant :
Lemme 3.1. Soit V un C-espace vectoriel de base (Xi)i∈I où I est un ensemble dénombrable.
Soient I = I1 unionsq · · · unionsq Ik une partition de I , et pour tout j = 1, . . . , k une fonction cj : Ij → C∗.
On considère le sous-espace vectoriel W engendré par les éléments
Rj
(
ij , i
′
j
) := cj (ij )Xij − cj (i′j )Xi′j , avec 1 j  k, ij , i′j ∈ Ij ,
et (i01 , . . . , i
0
k ) ∈ I1 × · · · × Ik . Alors
V = W ⊕ CXi01 ⊕ · · · ⊕ CXi0k .
On obtient alors le résultat suivant :
Théorème 3.2. Soit Aq = Cq [x±1, y±1] le tore quantique. On a alors :
HH0
(AG7q )= C9, HH0(AG8q )= C8, HH0(AG9q )= C7.
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rappelle que G = 〈X〉, où
X =
(
1 −1
1 0
)
.
On commence donc par calculer les groupes d’homologie HH0(Aq,Aqg) pour g une puissance
de X. On développe ici le cas de g = X2, qui est représentatif de la situation générique. Dans ce
cas, l’action est donnée par
X2 :
∣∣∣∣∣ x → yy → qˆx−1y−1.
Le sous-espace [Aq,Aq ]X2 est engendré comme espace vectoriel sur C par tous les crochets
[xayb, xcyd ]X2 pour a, b, c, d ∈ Z. Or[
xayb, xcyd
]
X2 = xaybxcyd − xcydya
(
qˆx−1y−1
)b
= qbcxa+cyb+d − qˆbq b(b−1)2 −b(a+d)x−b+cya−b+d
= qˆ2bc(xa+cyb+d − qˆb2−2b(a+c+d)x−b+cya−b+d).
On compare la somme des exposants de chacun des deux termes de la différence :
(a + c)+ (b + d) = (−b + c) + (a − b + d)+ 3b.
Il existe donc un unique ε ∈ {−1,0,1} tel que
(a + c)+ (b + d) ≡ (−b + c) + (a − b + d) ≡ ε[3].
Par ailleurs, l’application
(a, b, c, d) → (ε, k, l, k′, l′)
=
(
ε, a + c − ε, a + b + c + d − ε
3
,−b + c − ε, a − 2b + c + d − ε
3
)
est une bijection de Z4 dans {−1,0,1} × Z4, d’application réciproque(
ε, k, l, k′, l′
) → (a, b, c, d) = ((k − l) − (k′ − l′), l − l′, l + k′ − l′ + ε,2l − k + l′).
L’espace [Aq,Aq ]X2 est donc engendré par les différences suivantes,
xε+ky−k+3l − qˆ−3l2−2lε+3l′2+2l′εxε+k′y−k′+3l′ ,
soit par les éléments
qˆ3l
2+2lεxε+ky−k+3l − qˆ3l′2+2l′εxε+k′y−k′+3l′ ,
avec (ε, k, l, k′, l′) ∈ {−1,0,1} × Z4. Pour ε = −1,0,1 on pose
Iε =
{
(ε + k,−k + 3l)/k, l ∈ Z}.
On obtient alors une partition de Z2 en Z2 = I−1 unionsq I0 unionsq I1. D’après le lemme 3.1, on a donc
Aq = [Aq,Aq ]X2 ⊕ C ⊕ Cx ⊕ Cx−1,
donc
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(Aq,AqX−2)
= C(1 + [Aq,Aq ]X2)⊕ C(x + [Aq,Aq ]X2)⊕ C(x−1 + [Aq,Aq ]X2),
avec pour ε ∈ {−1,0,1}, k, l ∈ Z
qˆ3l
2+2lεxε+ky−k+3l + [Aq,Aq ]X2 = xε + [Aq,Aq ]X2 .
Pour les autres puissances de g, on trouve par le même procédé :
• Pour g = ±I2, HH0(Aq,Aq) = C(1 + [Aq,Aq ]), et HH0(Aq,Aq(−I2)) est de dimen-
sion 4, engendré par les classes de 1, x, y, xy, avec pour tous i, j ∈ Z, ε1, ε2 = 0,1,
q−2ij−ε1j+ε2ixε1+2iyε2+2j + [Aq,Aq ]−I2 = xε1yε2 + [Aq,Aq ]−I2 .
• Pour g = X, HH0(Aq,AqX) = C(1 + [Aq,Aq ]X), et pour tous k, l ∈ Z,
qˆk
2+l2xkyl + [Aq,Aq ]X = 1 + [Aq,Aq ]X.
• Pour g = X−1, HH0(Aq,AqX−1) = C(1 + [Aq,Aq ]X−1), et pour tous k, l ∈ Z,
qˆ−(k−l)2xkyl + [Aq,Aq ]X−1 = 1 + [Aq,Aq ]X−1 .
• Pour g = X−2, HH0(Aq,AqX−2) = C(1 + [Aq,Aq ]X−2) ⊕ C(x + [Aq,Aq ]X−2) ⊕
C(x−1 + [Aq,Aq ]X−2) avec pour ε ∈ {−1,0,1}, k, l ∈ Z
qˆ−3(l−k)2+k2+2(2l−k)εxε+ky−k+3l + [Aq,Aq ]X−2 = xε + [Aq,Aq ]X−2 .
Il reste à calculer, pour chaque g ∈ G le groupe d’homologie H0(G/〈g〉,HH0(Aq,Aqg)).
Comme précédemment, on ne développe que le cas de g = X2. Dans ce cas, le groupe quo-
tient G/〈g〉 est de cardinal 2, engendré par la classe de X. On considère alors l’action de X sur le
module HH0(Aq,AqX2) qui est un C-espace vectoriel de dimension 3, engendré par les classes
de 1, x, et x−1.
X · (1 + [Aq,Aq ]X2)= 1 + [Aq,Aq ]X2,
X · (x + [Aq,Aq ]X2)= qˆxy + [Aq,Aq ]X2 = x−1 + [Aq,Aq ]X2,
X · (x−1 + [Aq,Aq ]X2)= qˆ−1y−1x−1 + [Aq,Aq ]X2 = qˆx−1y−1 + [Aq,Aq ]X2
= x + [Aq,Aq ]X2 .
Ainsi, le sous G/〈X2〉-module gHH0(Aq,AqX2), où g est l’idéal d’augmentation de G/〈X2〉,
est un C-espace vectoriel de dimension 1 engendré par la classe de x − x−1, et donc
H0
(
G/〈g〉,HH0(Aq,Aqg)
)= C2.
Pour les autres puissances de X, on obtient les résultats suivants :
• Pour g = I2, X, ou X−1, l’espace HH0(Aq,Aqg) est le G/〈g〉-module trivial, et donc :
H0
(
G/〈g〉,HH0(Aq,Aqg)
)= HH0(Aq,Aqg).
• Pour g = −I2, H0(G/〈g〉,HH0(Aq,Aqg)) = C2.
• Pour g = X−2, H0(G/〈g〉,HH0(Aq,Aqg)) = C2.
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HH0(Aq  G) = (C)⊕3 ⊕
(
C2
)⊕3 = C9. 
Soit G un sous-groupe fini de SL(2,Z). On constate finalement que la dimension de l’espace
d’homologie de Hochschild en degré 0 des invariants AGq est égale au cardinal du système géné-
rateur déterminé pour la structure de Lie. Ce nombre correspond de plus au nombre de Milnor
du polynôme F définissant la surface obtenue par passage à la limite semi-classique de l’algèbre
des invariants du tore quantique. Il existe donc un lien entre les propriétés géométriques de cette
surface, et les propriétés de la structure de Lie de sa déformation. Par ailleurs, en utilisant des
méthodes de calcul similaires au cas des invariants du tore quantique, on peut démontrer que
les invariants du tore classiques AG forment une algèbre de Lie de type finie pour le crochet de
Poisson, et on peut expliciter un système générateur dont le cardinal est égal à celui obtenu dans
le cas non commutatif, ce qui montre une correspondance entre les deux structures de Lie.
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