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Abstract
In this paper, we consider finitely many interval maps simultaneously acting on the
unit interval I = [0, 1] in the real line R; each with utmost finitely many jump dis-
continuities and study certain important statistical properties. Even though we use
the symbolic space on N letters to reduce the case of simultaneous dynamics to maps
on an appropriate space, our aim in this paper remains to resolve ergodicity, rates
of recurrence, decay of correlations and invariance principles leading upto the central
limit theorem for the dynamics that evolves through simultaneous action. In order to
achieve our ends, we define various Ruelle operators, normalise them by various means
and exploit their spectra.
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Invariance principles;
Ruelle operator and the pressure function;
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1 Introduction
Various dynamical properties and statistical properties help us understand the behaviour of
dynamics caused by the action of a transformation T on some phase space X . Important
among such properties include the Birkhoff’s pointwise ergodic theorem, asymptotic esti-
mates on rates of recurrence of typical orbits, decay of correlations, invariance principles,
central limit theorem, law of iterated logarithms etc. Each of these theorems provide us a
deeper glimpse into the structure, the dynamics builds in its phase space of action or an
invariant subset, thereof.
Birkhoff’s pointwise ergodic theorem observes a considered dynamical system through a real-
valued continuous function and states that the sequence of local time averages along the orbit
of any typical point converges to the global space average, whenever the transformation T
acting on X is ergodic. Though the result is extremely strong, it does allow some points
(though negligible, meaning with collective measure zero) to fluctuate from this mean be-
haviour. Thus, an interesting study in the dynamics of such ergodic systems is to obtain a
good understanding of the set of points that violate the Birkhoff’s ergodic conditions. An
easy way to approach this subject locally is to work out the ergodic sums of the observables
and consider the cardinality of the set of points whose ergodic sum calculated at various
times remain inside some chosen interval [a, b] ⊂ R. However, on a global scale, an alternate
way to understand the deviation from the average behaviour of typical orbits is achieved by
formalising the central limit theorem.
The central limit theorem is an important tool in mathematics that distributes the random
variables along a bell-curve (normal distribution), as more and more independent random
variables are appropriately included under the ambit of study. This is a central object of
investigation in understanding deterministic dynamical systems, owing to its natural appeal,
when we consider the various orbits in the phase space. However, as important as the central
limit theorem is, we see that they are subsumed by more general invariance principles. A
sequence of random variables
{
Xn
}
n≥ 1 is said to satisfy an almost sure invariance principle
if the sequence can be approximated almost surely by another sequence, preferably with
certain desired properties and with a relatively small margin of error.
Several mathematicians have studied these properties in many deterministic dynamical sys-
tems, where the phase space is a compact interval of the real line, [12, 8, 25, 34, 10, 11],
the Julia set of some rational map that occurs as a compact subset of the Riemann sphere,
[15, 14, 40, 41], etc., however, with a single transformation acting on the appropriate space,
based on which the dynamics evolves. Examples of continuous time dynamical systems that
has remained in the focus of the dynamics community include expanding flows restricted on
a compact subset of the Riemannian manifold, [13, 24, 31] or some mixing Axiom A diffeo-
morphism restricted on a basic set, [35, 22, 39, 1, 33]. A particularly desirable feature of
all the above-mentioned maps restricted on their respective sets is that they can be studied
through an associated symbolic model [4, 35]. There are also various studies carried out
by several mathematicians that analyse statistical results in various settings of dynamical
systems. Prominent among them include [30, 19, 9, 29, 32, 45, 21, 18, 44, 27, 20].
What we intend to investigate in this paper is slightly richer in dynamics, than what is
explained so far. In this paper, we consider the compact unit interval [0, 1] ⊂ R; however
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with finitely many maps acting on the space simultaneously. Thus, the dynamics evolves
along the multiple branches provided by each of these maps. In fact, we work with finitely
many interval maps defined on [0, 1]; each of which has a discrete set of utmost finitely many
discontinuities. As an expert reader may realise, these results are readily transferable to
various settings including the simultaneous action of finitely many rational maps restricted on
the appropriate Julia set, as defined in [42] or to the action of a holomorphic correspondence
restricted on the support of its Dinh-Sibony measure, as defined in [3]. We shall explain our
claim of transferability of the main theorems of this paper, as written above, in the final
section, (14).
This paper is structured as follows: In the next two introductory sections (2) and (3), we
narrate the basic settings of this paper and develop certain notations and dynamical notions,
however only as skeletal to enable us to state the main theorems of this paper in section
(4). The main results of this paper describe the ergodicity of the system in theorems (4.1)
and (4.6), the rates of recurrence in theorems (4.2) and (4.7), the exponential decay of
correlations in theorems (4.3) and (4.8), almost sure invariance principles in theorems (4.4)
and (4.9) and a few more statistical properties such as the central limit theorems, weak
invariance principles and the laws of iterated logarithms in theorems (4.5) and (4.10). The
reason why each theorem appears twice in the list above will be clear, by the time we reach
section (4). In section (5), we recall the setting of symbolic dynamics that comes in handy as
a book-keeping mechanism in our study. In sections (6), (7) and (8), we define three kinds
of Ruelle operators on the appropriate Banach space of continuous functions and Ho¨lder
continuous functions defined on the phase spaces that interest us, compare their spectra and
normalise them in different ways in order that they help us in proving our main theorems.
Having achieved these, we embark on writing the proofs of the main theorems in sections
(9), (10), (11), (12) and (13). We conclude the paper with a few remarks in section (14).
2 Preliminaries and the pressure function
In this section, we explain the setting of our paper and define certain basic terminologies
that help us in constructing the necessary notions to state our main results.
Let I denote the unit interval on the real line, i.e., I = [0, 1]. We are interested in studying
the dynamics of finitely many interval maps acting simultaneously on I, i.e., given N ∈ N
and 1 ≤ d ≤ N , we consider the interval maps Td : I −→ I of degree (d+ 1) given by
Td (x) := (d+ 1) x (mod 1).
The simultaneous action is explained as follows: For any x0 ∈ I, its forward orbit at times
t = 0, 1, 2, · · · , n, · · · is defined as{
x0, x1 ∈
N⋃
d=1
Td(x0), x2 ∈
N⋃
d=1
Td(x1), · · · , xn ∈
N⋃
d=1
Td(xn−1), · · ·
}
. (2.1)
Thus, at every stage, we have N many maps to choose from to move forward and the totality
of all these branches describe the forward orbit. Observe that the dynamics that arises out
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of such a process can also be described by the action of a semigroup generated by the same
interval maps, S =
〈
T1, T2, · · · , TN
〉
, or as a correspondence on I×I, appropriately defined.
Suppose C(V,F) denotes the space of all continuous functions defined on the space V that
takes values on the field F. Then, for any f ∈ C(I,C), the set of all complex-valued continuous
functions defined on I, we define a composition operator,
O : C(I,C) −→ C(I,C), by O(f) ∈
N⋃
d=1
(
f ◦ Td
)
.
Along every orbit of the point x0, as described in (2.1), this composition operator chooses
the map Td every time in such a fashion that Td(xk−1) = xk. Hence, even though O(f)
is not single-valued, we have by definition that (O(f)) (x0) to be single-valued along every
chosen orbit of x0. We further describe this idea in section (3).
To assist us in this study, we will make use of the space consisting of infinitely long words
on N symbols, i.e., suppose S =
{
1, 2, · · · , N}, we consider
Σ+N := S
Z+ =
{
w = (w1w2 · · · wn · · · ) : wi ∈ S
}
.
As we shall explain in section (5), Σ+N is a compact measurable metric space equipped with
the Bernoulli measure, where the shift map σ defined by (σ(w))n = wn+1 is continuous and
non-invertible, but a local homeomorphism.
From now on, we denote by X the product phase space given by X := Σ+N × I, where we
define a skew-product map T as
T (w, x) := (σw, Tw1x), where w = (w1w2 · · · ). (2.2)
By a standard argument due to Tychonoff, as may be found in [28], we consider the natural
product topology on X that gives rise to the metric dX(·, ·) on X . Further, we also have
the product sigma-algebra and the product measure defined on X . Let µ denote some T -
invariant measure supported on X . For example, the appropriate product measure of the
Bernoulli measure on cylinder sets of Σ+N and the Lebesgue measure on open intervals of I
is a T -invariant probability measure on X .
The definition of the skew-product map T entails that the forward orbit of (w, x) at times
t = 0, 1, 2, · · · , n, · · · under T is given by{
(w, x), (σw, Tw1x),
(
σ2w, (Tw2 ◦ Tw1)x
)
, · · · , (σnw, (Twn ◦ Twn−1 · · · ◦ Tw1)x) , · · ·}.
Thus, for a chosen w in Σ+N , the natural projection on the second co-ordinateProj2 : X −→ I
captures the sectional idea behind the orbit of x ∈ I as described in (2.1). Taking the union
over all possible w ∈ Σ+N captures the idea in its entirety.
For ease of notations, we fix little letters like f, g, h, etc. to represent functions defined on
the interval, I and use big letters like F, G, H etc. to represent functions defined on the
product space X = Σ+N × I. Although one may think of f as being a restriction of F on the
interval, i.e., F = f ◦Proj2 that yields F ((w, x)) = f(x), it need not be the case always.
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The space X now facilitates us to redefine the composition operator, in this setting denoted
by Q : C(X,C) −→ C(X,C) given by
Q(F ) := F ◦ T.
Let Fα(X,C) denote the space of all complex-valued α-Ho¨lder continuous functions defined
on X . For F ∈ Fα(X,C), we define the following norm,∥∥F∥∥
α
:=
∣∣F ∣∣
α
+
∥∥F∥∥∞,
where
∣∣F ∣∣
α
:= sup
(w, x) 6= (v, y)
{∣∣F ((w, x)) − F ((v, y))∣∣(
dX((w, x), (v, y))
)α : (w, x), (v, y) ∈ X
}
denotes the α-Ho¨lder semi-norm and
∥∥F∥∥∞ denotes the usual supremum norm. Then,
Fα(X,C) is a Banach space under the norm
∥∥ · ∥∥
α
.
Given any function F ∈ C(X,R), its pressure is defined as
P(F ) := sup
{
hµ(T ) +
∫
Fdµ
}
, (2.3)
where the supremum is taken over all T -invariant probability measures supported on X .
Further, hµ(T ) is the measure theoretic entropy of T with respect to µ. An equilibrium
measure for the function F denoted by µF is defined as that measure for which the supremum
is attained in the definition of pressure, as stated in (2.3). The unique existence of µF for
every F ∈ Fα(X,R) is assured by Denker and Urbanski in [15] and Sumi and Urbanski in
[43], for an analogous setting.
The pressure function and the equilibrium measure have respective analogues for dynamics
under simultaneous actions of the interval maps. We will establish the same later in section
(8). However, for the sake of stating the results, we mention the following properties. Given
f ∈ Fα(I,R), its pressure under simultaneous dynamics that we denote by P(f) coincides
with the quantity P(f ◦Proj2). Similarly, the measure mf on I, whose relation with µf◦Proj2 ,
which will be an easy observation once defined, is given by,∫
g dmf =
∫
(g ◦Proj2) dµf ◦Proj2, ∀g ∈ Fα(I,R).
3 Periodic points and other dynamical notions
A point (w, x) ∈ X is said to be a periodic point of period p for T iff σpw = w and(
Twp ◦ Twp−1 ◦ · · · ◦ Tw1
)
x = x. We denote the set of all p-periodic points by Fixp(T ).
Once we determine the periodic points of T , it becomes easier for us to identify the periodic
orbits of simultaneous action of the N many interval maps.
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We first introduce a few notations here. For any x1 ∈ I, let Rn(x1) denote the set of all rays
starting from x1 that describe the initial n-long itinerary of the trajectory of x1 in the order
that the point visits, i.e.,
Rn(x1) :=
{
(x1, x2, · · · , xn) ∈ In : ∀2 ≤ k ≤ n, ∃1 ≤ d ≤ N such that Td(xk−1) = xk
}
.
Further, we denote by R(x1) = R∞(x1) the set of all infinite rays starting from x1, where
we produce each point in Rn(x1) to an infinitely long sequence, as allowed by the dynamics,
i.e.,
R(x1) :=
{
(x1, x2, · · · ) ∈ IZ+ : ∀k ≥ 2, ∃1 ≤ d ≤ N for which Td(xk−1) = xk
}
.
For any m ≤ n < ∞, we define the following projection operators on the set Rn(x1) as
follows:
Πm : Rn(x1) −→ Rm(x1) defined by Πm ((x1, x2, · · · , xn)) = (x1, x2, · · · , xm) ;
πm : Rn(x1) −→ I defined by πm ((x1, x2, · · · , xn)) = xm.
Allowing a slight abuse of notations, for any m < ∞, analogous definitions can be written
for the projection operators Πm and πm defined on R(x1).
Πm : R(x1) −→ Rm(x1) defined by Πm ((x1, x2, · · · )) = (x1, x2, · · · , xm) ;
πm : R(x1) −→ I defined by πm ((x1, x2, · · · )) = xm.
We say x1 ∈ I is a periodic point of period p with periodic orbit (x1, x2, · · · , xp) ∈ Rp(x1)
pertaining to the combinatorial data given by some p-lettered word w = (w1w2 · · · wp) on
N letters (the length of w denoted by |w| = p), if
1. π1 ((x1, x2, · · · )) = πp+1 ((x1, x2, · · · ));
2. p is the least such positive integer for which the first condition is true, i.e.,
π1 ((x1, x2, · · · )) 6= πq ((x1, x2, · · · )) ∀q ≤ p; and
3. there does not exist any distinct 1 ≤ q, r ≤ p for which
πq ((x1, x2, · · · , xp)) = πr ((x1, x2, · · · , xp)).
We identify such a periodic point x1 ∈ I with period p and periodic orbit (x1, x2, · · · , xp)
by looking for periodic blocks of points in R(x1) that satisfy,
Πp ((x1, x2, · · · )) = Πp ((xmp+1, xmp+2, · · · )) ∀m ∈ Z+.
It is a simple observation that corresponding to any p-periodic point x ∈ I, there exists a
p-lettered word w = (w1w2 · · · wp) on N letters such that
Twx :=
(
Twp ◦ · · · ◦ Tw1
)
x = x.
For any n-lettered word w = (w1w2 · · · wn), we collect the points satisfying Twx = x in the
set Fix(Tw).
Two functions F,G ∈ C(X,C) are said to be cohomologous to each other if there exists a
function H ∈ C(X,C) such that F − G = Q(H) − H . If F is cohomologous to the constant
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function 0, then F is called a coboundary. For any F ∈ C(X,C), we denote and define its
n-th ergodic sum by
F n := F +Q(F ) +Q2(F ) + · · ·+Qn−1(F ). (3.1)
Hence, for any two cohomologous functions F and G, it is obvious that their n-th ergodic
sums evaluated at a periodic point of period n must be the same, i.e.,
F n((w, x)) = Gn((w, x)) ∀(w, x) ∈ Fixn(T ).
Let F, G ∈ Fα(X,R) with F not being cohomologous to any constant function. Then, by a
result due to Ruelle in [37], the function t 7−→ P(F + tG), where t ∈ R, is convex and real
analytic. Further, from [9] and [29], we have
d
dt
(
P(F + tG)
)∣∣∣∣
t=0
=
∫
GdµF (3.2)
d2
dt2
(
P(F + tG)
)∣∣∣∣
t=0
= lim
n→∞
1
n
∫ (
Gn − n
∫
GdµF
)2
dµF > 0. (3.3)
For simultaneous action of N interval maps at a point x ∈ I, the n-th order ergodic sum of
any f ∈ C(I,C) must be calculated over its appropriate orbit, i.e., given a n-lettered word
w = (w1w2 · · · wn) on N letters, we define the composition operator Ow by
Ow(f) := f ◦ Tw, where Tw := Twn ◦ · · · ◦ Tw1 .
Then, the n-th order ergodic sum of the function f with respect to the given n-lettered word
w, or (by a slight abuse of notations) the n-th order ergodic sum of the function f with
respect to any given infinite-lettered word w = (w1w2 · · · wn · · · ) on N letters that agree
with our n-lettered word on the initial n positions is given by
fnw(x) :=
(
f + O(w1)(f) + · · ·+ O(w1 w2 ···wn−1)(f)
)
(x)
=
(
f + f(Tw1) + · · ·+ f
(
Twn−1 ◦ · · · ◦ Tw2 ◦ Tw1
))
(x).
For a given n-lettered word w = (w1w2 · · · wn) on N letters, we say that two functions
f, g ∈ C(I,C) are w-cohomologous to each other if there exists a function h ∈ C(I,C) such
that f − g = Owh − h. Hence, for any two w-cohomologous functions f and g, we observe
that the values of the function evaluated at a periodic point x1 of period n with periodic
orbit (x1, x2, · · · , xn) pertaining to the combinatorial data given by the n-lettered word w,
necessarily agree; and so do their n-th order ergodic sums. Further, if f is w-cohomologous
to the constant function 0, then f is called a w-coboundary.
4 Statements of results
In this section, we state the main theorems of this paper. The first five results concern the
setting of the dynamics of the skew-product map T defined on X = Σ+N × I, while the next
five results concern the setting of simultaneous dynamics of the concerned interval maps on
I; thus generalising the situation to maps that evolve with multiple branches.
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Theorem 4.1 (Ergodicity) The action of T on the product space X is necessarily ergodic
with respect to the product measure µ. In other words, the measure of any subset B ⊆ X ,
in the product sigma-algebra of X that satisfies T−1B = B, is necessarily 0 or 1.
Theorem 4.2 (Rates of recurrence) Consider F ∈ Fα(X,R) that satisfies the approx-
imability condition, i.e., there exists distinct points (w1, x1) ∈ Fixp1(T ), (w2, x2) ∈ Fixp2(T )
and (w3, x3) ∈ Fixp3(T ) with pi 6= pj for i 6= j for which
F p2((w2, x2)) − F p1((w1, x1))
F p3((w3, x3)) − F p1((w1, x1)) =: d1 (4.1)
is a Diophantine number, i.e., there exists l > 2 and m > 0 such that we have∣∣∣∣d1 − pq
∣∣∣∣ ≥ mql , ∀p, q ∈ Z+. (4.2)
Further, suppose that there exists a unique real number κ such that∫
FdµκF = 0.
Then, for every n ∈ Z+, a, b ∈ R with a < b, there exists a positive real constant C1 > 0
such that
#
{
(w, x) ∈ Fixn(T ) : a ≤ F n((w, x)) ≤ b
}
∼ C1 e
nP(κF )
√
n
∫ b
a
e−κt dt. (4.3)
Here, in equation (4.3), by an ∼ bn, we mean that lim
n→∞
an
bn
= 1.
Theorem 4.3 (Exponential decay of correlations) For any F ∈ Fα(X,R) whose equi-
librium measure is denoted by µF , there exists a constant ϑ ∈ (0, 1) such that for all
G, H ∈ Fα(X,R), we have C2 > 0 (depending on G and H) that satisfies∣∣∣∣∫ Qn(G)H dµF − ∫ GdµF ∫ H dµF ∣∣∣∣ ≤ C2ϑn; ∀n ≥ 1. (4.4)
The preceding theorem defines the exponential decay of correlations of the distributions
Qn(G) and H with respect to the measure µF as n → ∞. The exponential nature of the
decay is evident in the statement of the theorem. The next theorem relates the ergodic sum
of G ∈ Fα(X,R) to what is known as the Brownian motion on some richer probability space.
Page 8
A. Gopakumar, K. Rajasekar, S. Sridharan Interval maps
Theorem 4.4 (Almost sure invariance principle) For any F ∈ Fα(X,R) whose equi-
librium measure is denoted by µF , consider G ∈ Fα(X,R) satisfying∫
GdµF = 0.
Suppose the variance of H ∈ Fα(X,R) is defined as
(ς(H))2 := lim
n→∞
1
n
∫ (
Hn − n
∫
H dµF
)2
dµF .
Then, there exists a Ho¨lder continuous function Φ ∈ Fα(X,R) cohomologous to G, a one-
dimensional Brownian motion
{
B(t)
}
t≥ 0
with variance t (ς(G))2 and a sequence of random
variables
{
Yn : Ω −→ R
}
n≥ 0 such that
{
Yn
}
n≥ 0 and
{
Φn
}
n≥ 0 are equal in distribution
and given any δ > 0,
Y⌊t⌋(ω) = B(t)(ω) + O(t
1
4
+ δ), ∀t ≥ 0, µF -a.e.,
provided G is not a coboundary.
The almost sure invariance principle leads to a few important corollaries such as the central
limit theorem, the weak invariance principle and the law of iterated logarithms. In order to
state the same, we define
G˜n(t) :=
{
1√
n
Gnt for t ∈ { 1
n
, 2
n
, · · · , 1} ;
0 for t = 0.
Extend G˜n to a function on I by linearly interpolating on the intervals
(
s− 1
n
,
s
n
)
, 1 ≤ s ≤ n.
Theorem 4.5 (Central limit theorem and law of iterated logarithms) For any F ∈
Fα(X,R) whose equilibrium measure is denoted by µF , consider G ∈ Fα(X,R) satisfying∫
GdµF = 0.
Suppose G is not a coboundary. Then,
1. G satisfies the central limit theorem, i.e., 1√
n
Gn converges in distribution to a normal
distribution with mean zero and variance (ς(G))2 as n→∞.
2. G satisfies a weak invariance principle, i.e., G˜n converges weakly in C(I,R) to the
one-dimensional Brownian motion B, as stated in theorem (4.4) or equivalently the
measure µn = G˜n ∗ µF converges weakly to the Wiener measure.
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3. G satisfies the law of iterated logarithms, i.e.,
lim sup
n→∞
Gn((w, x))
ς(G)
√
2n log log n
= 1 µF -a.e.
As is obvious from the statements, the central limit theorem is a special case of the weak
invariance principle.
In the next five theorems, we state theorems captioned under the same titles, however, by
suppressing the first co-ordinate of X and looking at a genuine simultaneous action of the
finitely many interval maps under consideration.
Theorem 4.6 (Ergodicity) Consider the interval maps T1, T2, · · · , TN that act simulta-
neously on the interval I. Let λ denote the Lebesgue measure on R. Then, for any Lebesgue
integrable function f ∈ L1(λ), for λ-a.e. x ∈ I, we have
lim
n→∞
1
n
1
Nn
∑
w : |w|=n
[
f + O(w1)(f) + · · · + O(w1 w2 ···wn−1)(f)
]
(x) =
∫ 1
0
f dλ. (4.5)
Theorem 4.7 (Rates of recurrence) Consider f ∈ Fα(I,R) that satisfies the approx-
imability condition, i.e., there exists distinct periodic points x, y and z in I with distinct
periods px, py and pz, pertaining to the combinatorial data given by wx, wy and wz such
that
f
py
wy(y) − f pxwx(x)
f
pz
wz(z) − f pxwx(x) = d2 (4.6)
is a Diophantine number. Further, suppose there exists unique κ > 0 such that∫
fdmκf = 0.
Then, for every n ∈ Z+, a, b ∈ R with a < b, there exists a positive real constant C3 > 0
such that∑
w : |w|=n
#
{
x ∈ Fix(Tw) : a ≤ fnw(x) ≤ b
} ∼ C3 enP(κf)√
n
∫ b
a
e−κt dt.
Theorem 4.8 (Exponential decay of correlations) Let λ denote the Lebesgue measure
on I. Then, there exist a constant ϑ ∈ (0, 1) such that for all α-Ho¨lder continuous functions
g, h ∈ Fα(I,R), we have C4 > 0 (depending on g, h and some n-lettered word w) that
satisfies∣∣∣∣∫ Ow(g)h dλ − ∫ g dλ ∫ h dλ∣∣∣∣ ≤ C4ϑn; ∀n ≥ 1. (4.7)
Page 10
A. Gopakumar, K. Rajasekar, S. Sridharan Interval maps
Theorem 4.9 (Almost sure invariance principle) Let λ denote the Lebesgue measure
on I. For any g ∈ Fα(I,R) with∫
g dλ = 0,
and w = (w1w2 · · · ) ∈ Σ+N , assume that the variance of g with respect to the word w denoted
by
(
ςw(g)
)2
and defined by
(
ςw(g)
)2
:= lim
n→∞
1
n
∫
(gnw)
2
dλ > 0.
Then, there exists a probability space (Ω, A , ν), a sequence of random variables
{
Y nw
}
n≥ 0
and a standard Brownian motion
{
B∗(t)
}
t≥ 0 such that g
n
w and Y
n
w are equal in distribution
and given any δ > 0,
Y nw (ω) − B∗
((
ς(n)w (g)
)2)
(ω) = O
(
n
1
4
+ δ
)
, ν-a.e. where
(
ς(n)w (g)
)2
=
∫
(gnw)
2
dλ,
(4.8)
provided gΠn(w) is not a Πn(w)-coboundary for any n ≥ 1.
Define g˜nw :
{
0, 1
n
, 2
n
, · · · , 1} −→ Fα(I,R) as,
g˜nw(t) :=
{
1√
n
gntw for t ∈
{
1
n
, 2
n
, · · · , 1} ;
0 for t = 0.
Extend g˜nw to a function on I by linearly interpolating on the intervals
(
s− 1
n
,
s
n
)
, 1 ≤ s ≤ n.
Theorem 4.10 (Central limit theorem and law of iterated logarithms) For a func-
tion g ∈ Fα(I,R) that satisfies∫
g dλ = 0,
suppose w ∈ Σ+N is such that the variance
(
ςw(g)
)2
> 0 and gΠn(w) is not a Πn(w)-coboundary
for any n ≥ 1. Then,
1. g satisfies the central limit theorem i.e., 1√
n
gnw converges in distribution to a normal
distribution with mean zero and variance
(
ςw(g)
)2
as n→∞.
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2. g satisfies a weak invariance principle, i.e., g˜nw converges weakly in C(I,R) to the one-
dimensional standard Brownian motion B∗, as stated in theorem (4.9) or equivalently
the measure λn = g˜nw ∗ λ converges weakly to the standard Wiener measure.
3. g satisfies the law of iterated logarithms, i.e.,
lim sup
n→∞
gnw(x)
ςw(g)
√
2n log log n
= 1 λ-a.e.
5 A book-keeping mechanism, Σ+N
In this section, we define the space Σ+N and discuss certain properties that will be useful in
the sequel. Interested readers may refer to [23], for more details on this space. Recall the
definition of Σ+N from section (2),
Σ+N := S
Z+ =
{
1, 2, · · · , N}Z+ = {w = (w1w2 · · · wn · · · ) : wi ∈ {1, 2, · · · , N}}.
Observe that one can define the maps Πm and πm on the symbolic space S
n as well as Σ+N ,
analogous to its definitions on In and IZ+. We make use of the same to define a metric
between any words v, w ∈ Σ+N . Fix any θ ∈ (0, 1), and define
dΣ+
N
(v, w) := θn(v, w), where n(v, w) := sup
{
k ∈ Z+ : Πk(v) = Πk(w)
}
.
Here, we define n(v, v) :=∞, thereby dΣ+
N
(v, v) = 0. Thus, it is clear that we have a family
of metrics on the space Σ+N . The discrete topology that separates any two distinct symbols
on the set {1, 2, · · · , N} accords a product topology on Σ+N with which the above described
family of metrics is compatible. We shall fix a value of θ, according to our need in a later
section. In this topology, the cylinder sets given by fixing a finite set of co-ordinates, are
the sets that are both closed and open. For ease of explanations, we shall always consider
cylinder sets whose co-ordinates are fixed from the first co-ordinate onwards, for example, a
cylinder set of length m looks like[
v1 v2 · · · vm
]
=
{
w ∈ Σ+N : Πm(w) = (v1 v2 · · · vm)
}
.
These cylinder sets form a basis for the σ-algebra on Σ+N on which one could define a measure
for Σ+N . An easily describable measure on the space, Σ
+
N is the Bernoulli measure defined
thus. For any fixed probability vector p =
(
p1, p2, · · · , pN
)
, the measure is defined as
µ
([
v1 v2 · · · vm
])
= pv1 pv2 · · · pvm .
Observe that the shift map σ defined on Σ+N satisfies the properties asked for with respect
to the topology defined on Σ+N . Further, Σ
+
N is a compact metric space with topological
dimension 0.
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We now appeal to Tychonoff and accord some structure on X . For any two points (w, x)
and (v, y) in X , we define a metric
dX((w, x), (v, y)) := max
{
dΣ+
N
(w, v), |x− y|
}
.
Thus, we work with the appropriate product topology and the product σ-algebra and the
product measure, while we work with X .
6 Various Ruelle operators
Making use of the Ruelle operator, as given in [29] for every 1 ≤ d ≤ N , we define a Ruelle
operator for the skew-product map in this section. Later, we consider each of these Ruelle
operators to define a collective Ruelle operator for the case of simultaneous action of all these
maps.
For every 1 ≤ d ≤ N , fix f ∈ C(I,C), consider L(d)f : C(I,C) −→ C(I,C) given by(
L(d)f g
)
(x) :=
∑
Tdy=x
ef(y)g(y). (6.1)
Observe that this definition entails the following iterative formula given by,((
L(d)f
)◦n
g
)
(x) :=
∑
Tn
d
y=x
e
fn
(d d ··· d)
(y)
g(y). (6.2)
This is the usual Ruelle operator, as defined in [29]. For such an operator L(d)f , we have the
Ruelle operator theorem, as stated in [29].
Theorem 6.1 ([29, 15]) Suppose f ∈ Fα(I,R). Then, the Ruelle operator L(d)f has a
simple maximal positive eigenvalue, ρ(d). The remainder of the spectrum lies in a disc
of radius strictly smaller than ρ(d). The eigenfunction φd corresponding to the maximal
eigenvalue is strictly positive. Further, there exists an eigenmeasure corresponding to the
maximal eigenvalue, in the space of all Td-invariant probability measures supported on I, for
the dual operator
(
L(d)f
)∗
.
Appealing to variational principles studied by several authors including Bowen in [4], Ruelle
in [37] and Parry and Pollicott in [29], we know that the maximal eigenvalue for the Ruelle
operator L(d)f , for f ∈ Fα(I,R) can also be described using the d-pressure function, i.e.,
ρ(d) = eP
(d)(f), where
P(d)(f) := sup
{
hm(d)(Td) +
∫
f dm(d)
}
.
The supremum in the above definition is taken over all Td-invariant probability measures
supported on I and hm(d)(Td) is the measure theoretic entropy of Td with respect to the
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measure m(d). Then, the existence of the unique equilibrium measure, denoted by m
(d)
f , that
realises the supremum in the definition of d-pressure is assured by Denker and Urbanskii in
[15]. Further, the variational principle states that this unique equilibrium measure, m
(d)
f is
equivalent to the eigenmeasure corresponding to the maximal eigenvalue ρ(d) for the dual
operator
(
L(d)f
)∗
, as given in theorem (6.1).
Taking cue from definition (6.1), we define the Ruelle operator for the skew-product setting
as follows: Fix F ∈ C(X,C) and consider LF : C(X,C) −→ C(X,C) given by
(LFG) ((w, x)) :=
∑
T ((v, y)) = (w, x)
eF ((v, y))G((v, y)). (6.3)
It is a simple observation that the iterates of the Ruelle operator LF agrees with the appro-
priate iterative formula given in (6.2). We merely state the same here.
((LF )
◦n
G) ((w, x)) :=
∑
Tn((v, y)) = (w, x)
eF
n((v, y))G((v, y)).
Further, the operator LF satisfies the properties mentioned in the Ruelle operator theorem,
as mentioned in theorem (6.1), whenever F ∈ Fα(X,R). We include the statement of the
theorem, in the context of the skew-product map, for readers’ convenience.
Theorem 6.2 Suppose F ∈ Fα(X,R). Then, the Ruelle operator LF has a simple maximal
eigenvalue at ̺ = eP(F ). The remainder of the spectrum lies in a disc of radius strictly
smaller than eP(F ). The eigenfunction Φ corresponding to the maximal eigenvalue is strictly
positive. Further, the eigenmeasure corresponding to the maximal eigenvalue for the dual
operator (LF )
∗ is equivalent to the equilibrium measure µF , that realises the supremum in
the definition of pressure, as stated in equation (2.3).
Fixing f ∈ C(I,C), we now define a third Ruelle operator, denoted by
Lf : C(I,C) −→ C(I,C),
that captures the idea of simultaneous action of interval maps. Making sense of the n-th
iterate of the Ruelle operators L(d)f and LF that captures the set of all n-th order pre-images
of the point where the operator acts and taking the n-th ergodic sum over each of those
orbits, we are inclined to define the n-th iterate of the Ruelle operator Lf acting on a point x
by considering those points that would reach x in n steps, by the action of a combination of
n many maps from the collection {T1, T2, · · · , TN} and taking the n-th ergodic sum dictated
by all such n-lettered words. The same can be expressed as
((Lf)
◦n
g) (x) =
∑
w : |w|=n
∑
(Twn◦Twn−1◦···◦Tw1)y= x
ef
n
w(y)g(y)
=
N∑
wn=1
· · ·
N∑
w1 =1
∑
(Twn◦Twn−1◦···◦Tw1)y= x
ef(y) + f(Tw1y) + ···+ f(Twn−1◦···◦Tw1y)g(y).
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This understanding paves the way for us to define the Ruelle operator, in this case as
Lfg(x) :=
N∑
d=1
∑
Tdy= x
ef(y)g(y) =
N∑
d=1
L(d)f g(x). (6.4)
7 Spectrum of the operators LF and Lf
In this section, we establish a relationship between the Ruelle operators LF and Lf , as defined
in equations (6.3) and (6.4).
Let
Q : Fα(I,C) −→ Fα(X,C) be defined as (Q(f)) (w, x) := f(x). (7.1)
Then, for any Ho¨lder continuous function f ∈ Fα(I,C),∣∣Q(f)((w, x)) − Q(f)((v, y))∣∣ = ∣∣f(x)− f(y)∣∣
≤ Mf |x− y|α
≤ Mf
[
dX((w, x), (v, y))
]α
,
for some Mf > 0 and for any 0 < θ < 1, on which the metric on Σ
+
N depends. Thus, the map
Q is well defined. Further, the above inequality also proves that the Ho¨lder constant Mf
remains unperturbed for the function Q(f) in the product space as well, i.e., Mf ≡ MQ(f).
Moreover, it is clear from the definition of the various Ruelle operators that
Q (Lfg) = LQ(f)Q(g), ∀f, g ∈ Fα(I,C).
Thus, the action of Lf is similar to that of the action of LQ(f) restricted to the subspace,
Image(Q) ⊆ Fα(X,C). As a consequence, we can relate the spectrum of Lf and LQ(f). The
following lemma narrates the same.
Lemma 7.1 For some fixed f ∈ Fα(I,C), let Φ ∈ Fα(X,C) be an eigenfunction of LQ(f)
with corresponding eigenvalue ̺, i.e., LQ(f)Φ = ̺Φ. Then, Φ ∈ Image(Q) ⊂ Fα(X,C).
Proof: In order to prove this lemma, it is sufficient to prove that the eigenfunction Φ is
independent of the first co-ordinate, i.e., Φ((v, x)) = Φ((w, x)), ∀v, w ∈ Σ+N and x ∈ [0, 1].
In fact, we prove that given any ǫ > 0, there exists Mǫ ∈ Z+ such that∣∣∣ (LQ(f))◦n Φ((v, x)) − (LQ(f))◦n Φ((w, x))∣∣∣ ≤ ̺nǫ, ∀n ≥Mǫ.
A mere application of the eigenfunction equation to the above inequality, then yields
̺n
∣∣∣Φ((v, x)) − Φ((w, x))∣∣∣ ≤ ̺nǫ, ∀n ≥Mǫ,
implying∣∣∣Φ((v, x)) − Φ((w, x))∣∣∣ ≤ ǫ.
Page 15
A. Gopakumar, K. Rajasekar, S. Sridharan Interval maps
The proof is then complete, appealing to the arbitrary choice that we can make for ǫ.
Using the definition of the Ruelle operator, we have∣∣∣ (LQ(f))◦n Φ((v, x))− (LQ(f))◦nΦ((w, x))∣∣∣
=
∣∣∣∣∣∣
∑
u : |u|=n
 ∑
Tn((uv, y)) = (v, x)
e(Q(f))
n(uv, y)Φ((uv, y))
−
∑
Tn((uw, y)) = (w, x)
e(Q(f))
n(uw, y)Φ((uw, y))
∣∣∣∣∣∣
≤
∑
u : |u|=n
∑
Tun◦···◦Tu1y= x
∣∣∣efnu (y)∣∣∣∣∣∣Φ((uv, y))− Φ((uw, y))∣∣∣
≤ en‖f‖∞ MΦNn θnα
= ̺nMΦ
(
e‖f‖∞ N θα
̺
)n
.
Once we choose the functions f and Φ, observe that the quantities ‖f‖∞ and MΦ are deter-
mined. Thus, we can only rely on our choice of θ to make the above estimate, as small as
necessary. We therefore fix θ in such fashion that
e‖f‖∞ N θα
̺
< 1.
Further, we remark that we shall use the same θ, so fixed to suit our purpose in the above
inequality, in the remainder of this paper. Now, it is clear that we have some threshold, say
Mǫ such that∣∣∣ (LQ(f))◦n Φ((v, x)) − (LQ(f))◦n Φ((w, x))∣∣∣ ≤ ̺nǫ, ∀n ≥Mǫ.
✷
A careful reader may observe that lemma (7.1) is merely the statement of the Ruelle operator
theorem stated for the simultaneous dynamics of finitely many interval maps. In particular,
Φ ∈ Image(Q) implies that there exists φ ∈ Fα(I,C) such that Q(φ) = Φ and Lfφ = ̺φ.
Thus, the set of eigenvalues of LQ(f) and Lf remains equal. In particular, the simple maximal
eigenvalue ̺ of LQ(f) is also the simple maximal eigenvalue of Lf .
8 Normalising the operators L(d)f , LF and Lf
For technical convenience, we normalise the Ruelle operators L(d)f , LQ(f) and Lf , in different
ways that would suit our purposes to prove the main theorems.
For any f ∈ Fα(I,R), we define the normalised Ruelle operator by considering the Ruelle
operator, as defined in (6.1), corresponding to the function
f˜d := f + logφd − logφd ◦ Td − P(d)(f),
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where φd is the eigenfunction corresponding to the maximal eigenvalue of the operator L(d)f .
Thus,
L˜(d)f 1(x) := L(d)f˜d 1(x) = 1(x).
For any f ∈ Fα(I,R), we define the normalised Ruelle operator in the skew-product setting
by considering the Ruelle operator, as defined in (6.3), corresponding to the function
Q˜(f) := Q(f) + log Φ − log Φ ◦ T ,
where Φ is the eigenfunction corresponding to the maximal eigenvalue ̺ = eP(Q(f)) of the
operator LQ(f). Thus, this normalisation effects the eigenfunction of the normalised oper-
ator to be equal to the constant function 1, however, leaves the the maximal eigenvalue ̺
unchanged, i.e.,
L˜Q(f) 1((w, x)) := LQ˜(f) 1((w, x)) = ̺1((w, x)).
In particular, the operator ̺−1L˜Q(f) has 1 as its maximal eigenvalue with corresponding
eigenfunction 1. Further, since by definition, Q(f) and Q˜(f) are cohomologous to each
other, their ergodic sums are preserved.
Further, once we normalise the operators L(d)f and LQ(f) as prescribed, we also observe that
the equilibrium measure with respect to the Ho¨lder continuous functions f ∈ Fα(I,R) for
the map Td and Q(f) ∈ Fα(X,R) for the skew-product map T , namely m(d)f and µQ(f) are
nothing but the eigenmeasures corresponding to the maximal eigenvalues of the normalised
operators L˜(d)f and ̺−1L˜Q(f) respectively. Thus, we use the notations m(d)f and µQ(f) for the
equilibrium measure, as well as the eigenmeasure corresponding to the maximal eigenvalue
of the normalised operators L˜(d)f as well as ̺−1L˜Q(f), respectively.
Moreover, we define the normalised operator in the setting of simultaneous dynamics thus:
For any f ∈ Fα(I,R), let
L˜fg(x) :=
1
φ(x)
Lf+log φg(x) =
1
φ(x)
N∑
d=1
∑
Tdy=x
ef(y) + log φ(y)g(y),
where φ is the strictly positive eigenfunction corresponding to the maximal eigenvalue of the
operator Lf , that we denote by e
P(f), where P(f) is the pressure of the function f , in this
setting. It must be noted that this normalisation does not change the maximal eigenvalue,
but has an effect on the corresponding eigenfunction, making it to be 1. Further, this
normalisation also takes a toll in this setting; L˜f is no longer a Ruelle operator, but merely
a bounded linear operator.
The operator Q : C(I,C) −→ C(X,C), as defined in (7.1), has a natural transpose
Q∗ : C∗(X,C) −→ C∗(I,C).
On a restricted space, this transpose gives us the map,
Q∗ :
{
µ : µ is a probability measure on X
} −→ {m : m is a probability measure on I},
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defined by∫
f d (Q∗µ) :=
∫
Q(f) dµ, ∀f ∈ C(I,C).
For f ∈ Fα(X,R), we define mf := Q∗(µQ(f)), thereby,∫
I
g dmf =
∫
X
Q(g) dµQ(f), ∀g ∈ Fα(I,R).
Thus, it is an easy observation that as a consequence of the definitions of mf and L˜f , mf coin-
cides with the eigenmeasure corresponding to maximal eigenvalue of the operator e−P(f)
(
L˜f
)∗
.
In the sequel, we will be interested in a complex perturbation of the operators L˜Q(f) and L˜f
for f ∈ Fα(I,R), i.e., for ζ = κ+iξ ∈ C, we consider the operators LκQ(f) and Lκf , normalise
the same as explained above respectively and then perturb the operator. We denote them
respectively by L˜ζQ(f) and L˜ζf . We conclude this section with a few lemmas that provide a
bound on the operator norm for the iterates of the normalised, yet perturbed operators.
Lemma 8.1 ([29]) For any F ∈ Fα(X,R), there exists a positive constant C5 > 0, such
that for every n ≥ 0, and any G ∈ Fα(X,C), we have∥∥∥∥(̺−1L˜ζF)◦n G∥∥∥∥
α
≥ C5 |ξ|
∥∥G∥∥∞ + αn ∣∣G∣∣α.
Lemma 8.2 ([33]) Let F ∈ Fα(X,R) satisfy the approximability condition, as mentioned
in equations (4.1) and (4.2) of theorem (4.2). Then, there exists positive constants C6, C7
and C8 such that∥∥∥∥(̺−1L˜ζF)◦(2nR) ∥∥∥∥ ≤ C6 |ξ| (1− 1|ξ|C7
)n−1
, ∀n ≥ 1,
where |ξ| is sufficiently large and R is the greatest integer contained in C8 log |ξ|.
We conclude this section with a lemma that provides a bound on the operator norm for
the iterates of the normalised, but perturbed operator L˜ζf , for some f ∈ Fα(I,R). We also
include a short proof of the same, for readers’ convenience.
Lemma 8.3 Let f ∈ Fα(I,R) satisfy the approximability condition, as mentioned in equa-
tion (4.6) of theorem (4.7). Let ζ = κ+ iξ ∈ C. Then, there exists positive constants C9, C10
and C11 such that∥∥∥∥(e−P(κf)L˜ζf)◦(2nR) ∥∥∥∥ ≤ C9 |ξ|
(
1− 1|ξ|C10
)n−1
, ∀n ≥ 1,
where |ξ| is sufficiently large and R is the greatest integer contained in C11 log |ξ|.
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Proof: Given f ∈ Fα(I,R) that satisfies the approximability condition, it is an easy
observation that Q(f) ∈ Fα(X,R) satisfies the appropriate approximability condition. Thus,
lemma (8.2) comes to our rescue. Further, from the definitions of the operators as stated in
(6.3) and (6.4), we obtain that∥∥∥∥(L˜ζf)◦n ∥∥∥∥ ≤ ∥∥∥∥(L˜ζQ(f))◦n ∥∥∥∥ ∀n ≥ 1. (8.1)
✷
9 Proof of the ergodicity theorems
In this section, we prove the ergodicity theorems as stated in (4.1) for the skew-product
setting and (4.6) for the simultaneous dynamics setting.
Proof of Theorem (4.1): Let B ⊆ X be a completely T -invariant set in the σ-algebra
of X with strictly positive measure, i.e., µ(B) > 0. As said earlier in section (2), a natural
candidate for µ is the product measure of the Bernoulli measure on cylinder sets of Σ+N
and the Lebesgue measure on open intervals of I. Since we have assumed that the set B is
completely T -invariant, i.e., T−1B = B with strictly positive measure, it is sufficient for us
to show that µ(B) = 1, to prove the theorem.
It is easy to observe that, in its most general form, the set B can be expressed as
B =
⋃
j≥ 1
(
Uj × Vj
)
,
where Uj ’s are cylinder sets in Σ
+
N and Vj’s are open subsets of I. Let U × V ⊆ B be a
product set in this collection where U =
[
v1 v2 · · · vn
]
and V ⊆ I is an open set. Since B is
completely T -invariant, we have U × V ⊆ T−1B. Thus, there exists B′ in the σ-algebra of
X such that B′ ⊆ B and U × V ⊆ T−1(B′). For the smallest such subset B′, the countably
many possibilities for the form of B′ are given by
(0)
[
v2 v3 · · · vn
]× V ′;
(1)
N⋃
d=1
([
v2 v3 · · · vn d
]× V ′d);
(2)
N⋃
d1 =1
N⋃
d2 =1
([
v2 v3 · · · vn d1 d2
]× V ′(d1 d2));
(·) · · · .
It is clear that in the above enumeration of possibilities, the cylinder sets in all cases starting
from (1) onwards are subsumed by the cylinder set in case (0). Suppose we also prove
that the appropriate open subsets of I in each of the possibilities starting from case (1) are
subsumed by the open subset of I in case (0), it is sufficient to merely work with case (0).
For the same purpose, we consider the general case (m), as listed in the above possibilities,
namely,
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(m)
N⋃
d1 =1
N⋃
d2 =1
· · ·
N⋃
dm =1
([
v2 v3 · · · vn d1 d2 · · · dm
]× V ′(d1 d2 ··· dm)).
Observe that
U × V ⊆ T−1B′
= T−1
(
N⋃
d1 =1
N⋃
d2 =1
· · ·
N⋃
dm =1
([
v2 v3 · · · vn d1 d2 · · · dm
]× V ′(d1 d2 ··· dm))
)
=
N⋃
d1 =1
N⋃
d2 =1
· · ·
N⋃
dm =1
(
T−1
([
v2 v3 · · · vn d1 d2 · · · dm
]× V ′(d1 d2 ··· dm))
)
=
N⋃
d1 =1
N⋃
d2 =1
· · ·
N⋃
dm =1
(
N⋃
d=1
([
d v2 v3 · · · vn d1 d2 · · · dm
]× T−1d V ′(d1 d2 ···dm))
)
.
(9.1)
However, since U =
[
v1 v2 · · · vn
]
, the only possibility in the right hand side of the countable
union in equation (9.1) where U × V can be a subset reduces to
U × V ⊆
N⋃
d1 =1
N⋃
d2 =1
· · ·
N⋃
dm=1
([
v1 v2 v3 · · · vn d1 d2 · · · dm
]× T−1v1 V ′(d1 d2 ··· dm)).
The above union is over sets that are disjoint with respect to their first component and
thus V ⊆ T−1v1 V ′(d1 d2 ··· dm), for any m-lettered word (d1 d2 · · · dm). Now using minimality of
the set B′, we observe that the set V ′(d1 d2 ··· dm) remains independent of the m-lettered word
(d1 d2 · · · dm). Hence, B′ =
[
v2 v3 · · · vn
]× V ′, as mentioned in case (0).
Based on our observation that for every U×V = U0×V0 ⊆ B, there exists a B1 = U1×V1 ⊆ B
that satisfies U0 × V0 ⊆ T−1 (U1 × V1), we obtain a sequence of sets (Uk × Vk) that satisfy,
(Uk−1 × Vk−1) ⊆ T−1 (Uk × Vk). However, this process must end in a finite number of steps,
precisely n, since U0 is a cylinder set that fixes only n many positions. Thus, after those
finitely many steps, we obtain Σ+N × Vn ⊆ B for some open subset Vn ⊆ I with strictly
positive Lebesgue measure, i.e., λ(Vn) > 0.
Choose the maximal subset V ⊆ I such that Σ+N ×V ⊆ B, i.e., suppose there exists a subset
V ′ ⊆ I such that Σ+N × V ′ ⊆ B then, V ′ ⊆ V . For such a maximal subset V ⊆ I, consider[
w
]×V for some choice of w ∈ {1, 2, · · · , N}. It is obvious that [w]×V ⊆ Σ+N ×V . Then,
there exists a V ′ ⊆ I such that
[
w
]× V ⊆ T−1(Σ+N × V ′) = N⋃
d=1
([
d
]× T−1d V ′). (9.2)
Arguing as earlier, we reduce the countable union in the right hand side of equation (9.2) to[
w
]× V ⊆ [w]× T−1w V ′.
However, owing to the maximality of V , we have V ′ ⊆ V that implies T−1w V ′ ⊆ T−1w V . Thus,[
w
]× V ⊆ [w]× T−1w V ′ ⊆ [w]× T−1w V.
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This implies V ⊆ T−1w V for any choice of w ∈
{
1, 2, · · · , N}. However, each of these interval
maps preserves the Lebesgue measure, i.e., λ(V ) = λ(T−1w V ) for all w ∈
{
1, 2, · · · , N}.
Thus, by eliminating an appropriate set of Lebesgue measure zero from V , we obtain V˜ that
satisfies V˜ = T−1w V˜ for all w ∈
{
1, 2, · · · , N}. Finally, we appeal to the ergodicity of each
of these interval maps Tw to conclude that the completely Tw-invariant set V˜ for all w of
strictly positive measure must be of Lebesgue measure 1.
Thus, the completely T -invariant set B that satisfies µ(B) > 0 has measure 1, thereby
completing the proof of theorem (4.1). ✷
Remark 9.1 The above proof, in fact provides a stronger result than is stated in theorem
(4.1), namely, for any set B in the σ-algebra of X that is completely T -invariant, meaning
T−1B = B, we have either µ(B) = 0 or B can be expressed as Σ+N × V˜ where V˜ is a set of
full Lebesgue measure in I, i.e., λ
(
V˜
)
= 1.
We now prove the ergodic theorem for simultaneous action of finitely many interval maps,
as stated in theorem (4.6).
Proof of Theorem (4.6): For f ∈ Fα(I,R), consider F := Q(f) ∈ Fα(X,R). Define
E :=
{
(w, x) ∈ X : lim inf
n→∞
1
n
n−1∑
j=0
Q
j(F )(w, x) = lim sup
n→∞
1
n
n−1∑
j=0
Q
j(F )(w, x) =
∫
F dµ
}
.
One can easily observe that E is a T -invariant subset of X . Thus, µ(E) is either zero or one,
by theorem (4.1). The set of points collected in E is the set of all points in X that satisfies
the Birkhoff’s pointwise ergodic theorem to the dynamical system T acting on X . Hence,
µ(E) = 1. Further, from remark (9.1), we have that E = Σ+N ×E ′, where λ(E ′) = 1. Hence,
we now have for λ-almost every x ∈ I and for every w ∈ Σ+N ,
lim
n→∞
1
n
n−1∑
j =0
Q
j(F )(w, x) =
∫
F dµ.
Claim 9.2 For a fixed x0 ∈ E ′, given ǫ > 0, there exists Mǫ ∈ N, independent of w, such
that for all n ≥Mǫ, we have∣∣∣∣∣ limn→∞ 1n
n−1∑
j=0
Q
j(F )(w, x0) −
∫
F dµ
∣∣∣∣∣ < ǫ, ∀w ∈ Σ+N .
We initially prove the theorem, assuming claim (9.2) to be true. We shall prove the claim
immediately thereafter. From the definition of the composition operators, we have for any
arbitrary ǫ > 0, there exists Mǫ ∈ N such that for every n ≥Mǫ,∣∣∣∣ 1nfnw(x) −
∫ 1
0
f dλ
∣∣∣∣ ≤ ǫ, for λ-a.e. x ∈ I and ∀w = (w1w2 · · · wn).
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This implies∣∣∣∣∣∣
∑
w : |w|=n
(
1
n
fnw(x) −
∫ 1
0
f dλ
)∣∣∣∣∣∣ ≤ Nnǫ.
Thus,∣∣∣∣∣∣ 1n 1Nn
∑
w : |w|=n
fnw(x) −
∫ 1
0
f dλ
∣∣∣∣∣∣ ≤ ǫ, for λ-a.e. x ∈ I,
proving the theorem. ✷
We now complete this section, by proving the claim in (9.2).
Proof of Claim (9.2): For a fixed x0 ∈ E ′, consider the sequence
{
1
n
n−1∑
j=0
Q
j(F )(w, x0)
}
n≥ 1
of functions defined on the compact space Σ+N , converging to the constant
∫
F dµ. This con-
vergence is uniform over w ∈ Σ+N , i.e., given any ǫ > 0, there exists M1 = M1(ǫ) such that
for all n > M1, we have∣∣∣∣∣ 1n
n−1∑
j=0
Q
j(F )(w, x0) − 1
n
n−1∑
j=0
Q
j(F )(v, x0)
∣∣∣∣∣ ≤ ǫ2 , ∀w, v ∈ Σ+N . (9.3)
We already know that for some fixed v ∈ Σ+N , there exists M2 = M2(ǫ, v) such that for all
n > M2, we have∣∣∣∣∣ 1n
n−1∑
j=0
Q
j(F )(v, x0) −
∫
F dµ
∣∣∣∣∣ ≤ ǫ2 . (9.4)
Taking M3 := max{M1, M2} where M1 and M2 are the quantities prescribed by equations
(9.3) and (9.4), we get for all n > M3 and w ∈ Σ+N ,∣∣∣∣∣ 1n
n−1∑
j=0
Q
j(F )(w, x0) −
∫
F dµ
∣∣∣∣∣
≤
∣∣∣∣∣ 1n
n−1∑
j=0
Q
j(F )(w, x0) − 1
n
n−1∑
j=0
Q
j(F )(v, x0)
∣∣∣∣∣ +
∣∣∣∣∣ 1n
n−1∑
j=0
Q
j(F )(v, x0) −
∫
F dµ
∣∣∣∣∣
≤ ǫ.
It is clear from the definition that M3 is independent of the word w and only dependent on
ǫ and x0. ✷
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10 Rates of recurrence
In this section, we write the proofs of theorems (4.2) and (4.7). Throughout this section, we
work with a fixed F ∈ Fα(X,R), along with the corresponding normalised operator ̺−1L˜F
with equilibrium measure µF . We know that the iterates of this operator obey the result
given in lemma (8.2). Further, for some ζ = κ + iξ ∈ C, we note that the pressure function
associated with the operator LζF and its normalised version L˜ζF are one and the same, owing
to the definition of pressure and the method of normalisation.
The following lemma gives an approximation for the eigenvalue of the normalised yet per-
turbed operator, L˜ζF . We urge the reader to observe that the statement of the lemma and
hence, its proof, are merely mentioned for a change of variables along the imaginary variable,
even though more is true, as one may obtain from, say [32].
Lemma 10.1 For ζ = κ + iξ, there exists a change of variables Υ = Υ(ξ) such that for
|ξ| < δ, we can expand
eP(ζF ) = eP(κF )
(
1 − Υ2 + iΘ (Υ)
)
,
where Θ is a real-valued function that satisfies Θ(Υ) = O(|Υ|3).
Proof: By perturbation theory, we know that there exists δ > 0 such that, forG ∈ Fα(X,C)
satisfying ‖G− κF‖α < δ,
G 7−→ P(G) is an analytic map. (10.1)
The analyticity of the above map from the Banach space Fα(X,C) to C, in a neighbourhood
of κF assures the existence of a linear map, say D : Fα(X,C) −→ C such that
lim
G→ κF
P
(
G
) − P(κF ) − D(G− κF )
‖G − κF‖α = 0,
where D is the differential of P at κF . From equation (3.2), we have for ξ ∈ R,
lim
ξ→0
P
(
(κ+ ξ)F
) − P(κF ) − D(ξF )
‖ξF‖α = 0,
for the choice
D
(
F
)
‖F‖α =
d
dξ
P
(
(κ+ ξ)F
)∣∣∣∣
ξ=0
=
∫
F dµκF .
Since D is linear, we get
d
dξ
P
(
(κ+ iξ)F
)∣∣∣∣
ξ=0
= lim
ξ→ 0
D
(
iξF
)
‖iξF‖α = i limξ→ 0
D
(
ξF
)
‖ξF‖α =
∫
iF dµκF = 0.
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Similarly from equation (3.3) we have for ξ ∈ R,
d2
dξ2
P
(
(κ+ ξ)F
)∣∣∣∣
ξ=0
= lim
n→∞
1
n
∫ (
F n((w, x))
)2
dµκF .
This implies
d2
dξ2
P
(
(κ+ iξ)F
)∣∣∣∣
ξ=0
= lim
n→∞
1
n
∫ (
iF n
)2
dµκF = lim
n→∞
−1
n
∫ (
F n
)2
dµκF < 0.
Since G 7−→ P(G) is an analytic map, as mentioned in (10.1), we have the map ζ 7−→ P(ζF )
to be analytic too in a neighbourhood of κ, where ζ = κ + iξ ∈ C. This implies that
Im
(
P(ζF )
)
is a harmonic function around κ, i.e., for ξ ∈ R,
d2
dξ2
Im
(
P((κ + ξ)F )
)∣∣∣∣
ξ=0
=
d2
dξ2
Im
(
P((κ + iξ)F )
)∣∣∣∣
ξ=0
.
We know that for ξ ∈ R, P((κ+ ξ)F ) ∈ R, i.e.,
d2
dξ2
Im
(
P((κ + ξ)F )
)∣∣∣∣
ξ=0
= 0 =⇒ d
2
dξ2
Im
(
P((κ + iξ)F )
)∣∣∣∣
ξ=0
= 0.
Thus we have
d
dξ
P
(
(κ+ iξ)F
)∣∣∣∣
ξ=0
= 0;
d2
dξ2
Re
(
P
(
(κ+ iξ)F
))∣∣∣∣
ξ=0
< 0;
d2
dξ2
Im
(
P
(
(κ+ iξ)F
))∣∣∣∣
ξ=0
= 0.
Thus, the map ξ 7−→ Re (P((κ+ iξ)F )) satisfies the hypothesis of Morse lemma for non
degenerate critical points. Thus, similar to lemma (4) in [32] that has been derived in
an analogous context as lemma (6) in [40], we obtain a change of variables Υ = Υ(ξ) for
−δ < ξ < δ such that
eP
(
(κ+iξ)F
)
= eP(κF )
(
1 − Υ2 + iΘ (Υ) ),
where Θ (Υ(ξ)) = e−P(κF )Im
(
eP
(
(κ+iξ)F
))
and Θ (Υ) = O
( |Υ|3 ), thus proving the lemma.
✷
We now start by considering the left hand side of equation (4.3), as mentioned in theorem
(4.2), that measures the cardinality of the set{
(w, x) ∈ Fixn(T ) : a ≤ F n((w, x)) ≤ b
}
.
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It is clear that it can be expressed in terms of the indicator function, χ[a, b], i.e.,
#
{
(w, x) ∈ Fixn(T ) : a ≤ F n((w, x)) ≤ b
}
=
∑
(w, x)∈Fixn(T )
χ[a, b]
(
F n((w, x))
)
.
Since we know that any characteristic function can be approximated by a sequence of smooth
functions with compact support under the integral norm, we initially prove a slightly modified
result, as stated in proposition (10.2), where the indicator function χ[a, b] is replaced by some
smooth function with compact support, say τ : R −→ R.
Proposition 10.2 Suppose F ∈ Fα(X,R) satisfies the hypothesis in theorem (4.2), i.e., F
satisfies the approximability condition and there exists a unique real number κ such that∫
F dµκF = 0. Then, there exists a positive constant C12 > 0 such that
τ̥ (n) :=
∑
(w, x) ∈ Fixn(T )
τ
(
F n((w, x))
)
∼ C12 e
nP(κF )
√
n
∫
R
τ(t) e−κt dt.
Proof: For y ∈ R and κ as in the hypothesis, define
τκ(y) := τ(y)e
−κy, (10.2)
in order that τ̥ (n) can now be expressed as
τ̥ (n) =
∑
(w, x) ∈ Fixn(T )
τκ
(
F n((w, x))
)
eκF
n((w, x)). (10.3)
Using inverse Fourier transform and Fubini’s theorem, we rewrite equation (10.3) as
τ̥ (n) =
∑
(w, x) ∈ Fixn(T )
∫
R
τ̂κ(ξ) e
(κ+ iξ) Fn((w, x)) dξ
=
∫
R
τ̂κ(ξ)
∑
(w,x) ∈ Fixn(T )
e(κ+ iξ) F
n((w, x)) dξ.
By definition, τκ lives inside a compact support. Hence, by an application of the Paley-
Wiener theorem, we deduce that it is sufficient to estimate∑
(w, x) ∈ Fixn(T )
e(κ+ iξ) F
n((w, x)), for some ξ ∈ R.
The following lemma, from [36] helps us approximate this sum in terms of the iterates of the
appropriate normalised operator such that
L˜κF1 = ̺1 where we recall ̺ = e
P(κF ).
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Lemma 10.3 Let κ ∈ R be the unique real number that satisfies ∫ F dµκF = 0. Then, there
exists 0 < η < ̺−1 such that for every point (w, x) ∈ Fixn(T ), we have∑
(v, y) ∈ Fixn(T )
e(κ+ iξ)F
n((v, y)) =
((
L˜(κ+ iξ)F
)◦n
1
)
((w, x))
(
1 + O
(
nηn max
{
1, |ξ|})).
Using the above lemma, we write τ̥ (n) as
τ̥ (n) =
∫
R
τ̂κ(ξ)
((
L˜(κ+ iξ)F
)◦n
1
)
((w, x))
(
1 + O
(
nηn max
{
1, |ξ|})) dξ. (10.4)
The second term in the above equation is dominated by (̺η)n, which converges to zero
faster than any polynomial of n. In the remainder of the proof, we estimate the first term
of equation (10.4).
If ΞζF : Fα(X,C) −→ Fα(X,C) is the one-dimensional eigenprojection associated with L˜ζF ,
for −δ < ξ < δ, we know by perturbation theory that ΞζF (1) = 1 + O
( |Υ| ). Thus, by
perturbation theory and lemma (10.1), for −δ < ξ < δ and some 0 < ϑ < 1, we obtain(
L˜ζF
)◦n
1 = enP(ζF )
(
1 +O
(∣∣Υ∣∣) )+O(ϑn)
= enP
(
κF
)(
1 − Υ2 + iΘ (Υ)
)n(
1 +O
(∣∣Υ∣∣) )+O(ϑn).
The above equation facilitates the splitting of the integral in equation (10.4) into two integrals
given by,∫
R
τ̂κ(ξ)
((
L˜(κ+ iξ)F
)◦n
1
)
((w, x)) dξ =
∫
|ξ|<δ
τ̂κ(ξ)
((
L˜(κ+ iξ)F
)◦n
1
)
((w, x)) dξ
+
∫
|ξ| ≥ δ
τ̂κ(ξ)
((
L˜(κ+ iξ)F
)◦n
1
)
((w, x)) dξ.
(10.5)
We first estimate the first integral in equation (10.5), using the change in variables from
lemma (10.1).∫
|ξ|<δ
τ̂κ(ξ)
((
L˜(κ+ iξ)F
)◦n
1
)
((w, x)) dξ
=
∫
|ξ|<δ
enP(κF )
(
1−Υ2 + iΘ (Υ)
)n(
1 +O
(∣∣Υ∣∣) )(τ̂κ(ξ(Υ))) dξ
dΥ
dΥ+O(ϑn)
= C13 τ̂κ(0) e
nP(κF )
∫
|ξ|<δ
(
1−Υ2 + iΘ (Υ)
)n(
1 +O
(∣∣Υ∣∣) ) dΥ + O(n−1) + O(ϑn),
(10.6)
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where C13 > 0 is a constant dependent on τκ and the Jacobian of change of variables. We now
apply binomial expansion to the expression in the integral of equation (10.6), thus splitting
it into three parts and define them as follows:
I0(n) :=
∫ δ
−δ
(
1 − Υ2)n dΥ;
n∑
j=1
Ij(n) :=
∣∣∣∣∣
n∑
j=1
(
n
j
)∫ δ
−δ
(
1 − Υ2)n−j (iΘ(Υ))j (1 + O(|Υ|)) dΥ∣∣∣∣∣ ;
J(n) :=
∫ δ
−δ
(
1 − Υ2)n O(|Υ|) dΥ.
Using techniques from [32], we estimate the above integrals to get the following inequalities.
I0(n) = C14
Γ (n+ 1)
Γ
(
n + 1 + 1
2
) +O((1− δ2)n)
n∑
j=1
Ij(n) ≤ C15 Γ (n+ 1)
Γ
(
n + 1 + 1
2
) 1√
n
|J(n)| ≤ C16Γ(n+ 1)
Γ(n+ 2)
,
for some positive constants C14, C15 and C16. We now use the identity,
lim
n→∞
Γ(n+ β)
Γ(n)nβ
= 1,
to conclude that I0(n) ∼ 1√nC14 and that the rest of the terms inside the integral in equation
(10.6) converge to zero faster than 1√
n
.
What remains now is the integral in equation (10.5) over |ξ| ≥ δ. For that, we make use of
the following lemma, which is a standard result in the theory of Fourier transforms.
Lemma 10.4 Let χ : R −→ R be a compactly supported Cr function. Then the Fourier
transform χ̂(ξ) = O(|ξ|−r) as ξ →∞.
Since τκ is smooth, we may suppose that τκ is a compactly supported Cr function, for
any arbitrary r ∈ N. Now using lemma (8.2) and lemma (10.4), we obtain the following
expression.∫
|ξ| ≥ δ
τ̂κ(ξ)
((
L˜(κ+iξ)F
)◦n
1
)
((w, x)) dξ = O
(
enP
(
κF
) ∫ ∞
δ
(
1− 1
ξC7
) n
2R
ξ−r dξ
)
,
where R = [C8 log ξ]. We now prove that the integral in the right hand side of the above
quantity approaches zero faster than 1√
n
as n goes to∞, using techniques from [32]. In order
to achieve the same, we further split the integral into two parts, as∫ ∞
δ
(
1 − 1
ξC7
) n
2R
ξ−r dξ =
∫ nδ′
δ
(
1 − 1
ξC7
) n
2R
ξ−r dξ +
∫ ∞
nδ
′
(
1 − 1
ξC7
) n
2R
ξ−r dξ,
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where δ < δ′ < 1
C7
. Thus, by our choice of δ′, we have C7δ′ < 1. Hence, we get the following
estimates. The convergence rate of the first term to zero is faster than any polynomial while
the second part converges to zero at a polynomial rate dependent on r.∫ nδ′
δ
(
1 − 1
ξC7
) n
2R
ξ−r dξ = O
(
nδ
′
(
1 − 1
nC7δ
′
) n
2δ′β log n
)
(10.7)
∫ ∞
nδ
′
(
1 − 1
ξC7
) n
2R
ξ−r dξ = O
(
n(1−r)δ
′
)
(10.8)
Using the bounds in equations (10.7) and (10.8), we now estimate the remaining part of
equation (10.5) to be the following.∫
|ξ| ≥ δ
τ̂κ(ξ)
(
L˜(κ+iξ)F
)◦n
1((w, x)) dξ = O
(
enP(κF )n(1−r)δ
′
)
.
Since τ̂κ is smooth, we prove that the rate of growth of the second term in equation (10.5) is
smaller than 1√
n
enP(κF ), by considering r > 1+ 1
2δ′
. Thus, we obtain the following asymptotic
relation.
τ̥ (n) ∼ C12 e
nP(κF )
√
n
τ̂κ(0).
✷
Proof of Theorem (4.2): The proof of theorem (4.2) now follows from proposition (10.2)
where we replace the function F by the characteristic function χ[a, b]. ✷
We now proceed to prove theorem (4.7), using techniques similar to those used in the above
proof. Hence, we only highlight the important steps to complete this proof.
Proof of Theorem (4.7): As earlier, we begin with a generalisation of the left hand side
of the assertion of theorem (4.7) for a compactly supported function and define ˜̥τ (n) as˜̥τ (n) := ∑
w : |w|=n
∑
x∈FixTw
τ(fnw(x)).
Clearly, ˜̥χ[a, b](n) coincides with the expression we need to estimate. By replacing τ by τκ,
as defined in equation (10.2) and applying Fourier transforms we get the following:
˜̥
τ (n) =
∫
R
τ̂κ(ξ)
∑
w : |w|=n
∑
x∈Fix(Tw)
e((κ+iξ)f
n
w(x)) dξ.
Thus, in order to estimate ˜̥ τ (n), we first estimate the sum inside the integral, namely∑
w : |w|=n
∑
x∈Fix(Tw)
e((κ+iξ)f
n
w(x)) for ξ ∈ R.
The following lemma gives a relation between the sum to be estimated and the iterates of
the normalised Ruelle operator, L˜(κ+iξ)f . By observing the relation between (L˜(κ+iξ)f)
◦n and
(L˜(κ+iξ)Q(f))
◦n, as prescribed in equation (8.1), we write the following lemma which is nothing
but an easy corollary of lemma (10.3).
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Lemma 10.5 Let κ ∈ R be the unique real number that satisfies ∫ f dmκf = 0. Then, there
exists 0 < η < e−P(κf) such that for every point x that satisfies T nwx = x for some n-lettered
word w, we have∑
v : |v|=n
∑
y ∈Fix(Tv)
e(κ+ iξ)f
n
v (y) =
((
L˜(κ+ iξ)f
)◦n
1
)
(x)
(
1 + O
(
nηn max
{
1, |ξ|}) ).
Using the above lemma, we rewrite ˜̥ τ (n) as,
˜̥ τ (n) = ∫
R
τ̂κ(ξ)
((
(L˜(κ+iξ)f)
◦n1
)
(x) (1 +O(nηnmax{1, |ξ|}))
)
dξ. (10.9)
The second term in the above integral is dominated by (ηeP(κf))n and thus goes to zero,
faster than polynomial of n, as n tends to infinity. Using the definition of P((κ + iξ)f),
theorem (6.2) and lemma (7.1), we conclude that the pressure functions P((κ + iξ)f) and
P((κ + iξ)Q(f)) coincide. Further, since
∫
Q(f) dµκQ(f) =
∫
f dmκf = 0, we obtain the
following lemma as a corollary of lemma (10.1).
Lemma 10.6 For ζ = κ + iξ, there exists a change of variables Υ = Υ(ξ) such that for
|ξ| < δ, we can expand
eP(ζf) = eP(κf)
(
1 − Υ2 + iΘ (Υ)
)
,
where Θ is a real-valued function that satisfies Θ(Υ) = O(|Υ|3).
By perturbation theory, the one dimensional eigenprojection associated with L˜(κ+iξ)f is of
the form
Ξ(κ+iξ)f1 = 1 +O(|Υ|).
Thus for −δ < ξ < δ and for some 0 < ϑ < 1, we have(
L˜(κ+iξ)f
)◦n
1 = enP
(
(κ+iξ)f
)(
1+O
(∣∣Υ∣∣) )+O(ϑn).
The integral in the equation (10.9) can now be split accordingly to get∫
R
τ̂κ(ξ)
((
L˜(κ+ iξ)f
)◦n
1
)
(x) dξ =
∫
|ξ|<δ
τ̂κ(ξ)
((
L˜(κ+ iξ)f
)◦n
1
)
(x) dξ
+
∫
|ξ| ≥ δ
τ̂κ(ξ)
((
L˜(κ+ iξ)f
)◦n
1
)
(x) dξ.
(10.10)
We then apply change of variables to the first integral in the above equation to get∫
|ξ|<δ
τ̂κ(ξ)
((
L˜(κ+ iξ)f
)◦n
1
)
(x) dξ
= C17 τ̂κ(0) e
nP(κf)
∫
|ξ|<δ
(
1−Υ2 + iΘ (Υ)
)n(
1 +O
(∣∣Υ∣∣) ) dΥ + O(n−1) + O(ϑn),
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where the expression inside the integral is the same as in equation (10.6). Thus, the tech-
niques used in the proof of theorem (4.2) can be used again to obtain∫
|ξ|<δ
τ̂κ(ξ)
((
L˜(κ+ iξ)f
)◦n
1
)
(x) dξ ∼ 1√
n
C18e
nP(κf)τ̂κ(0).
Now what remains is to prove that the second integral in equation (10.10) grows at a rate
strictly smaller than 1√
n
enP(κf), as n → ∞, to complete the proof. This can be achieved
again using lemma (8.3), as earlier. ✷
11 Decay of correlations
In this section, we prove theorems pertaining to the decay of correlations in the skew-product
setting and in the setting of simultaneous action of finitely many interval maps, namely
theorems (4.3) and (4.8).
Fix F ∈ Fα(X,R) and consider the normalised Ruelle operator L˜F along with its corre-
sponding equilibrium measure µF . Denote by F
F
α (X,R), the set of all α-Ho¨lder continuous
functions whose integral with respect to µF is zero, i.e.,
F
F
α (X,R) :=
{
G ∈ Fα(X,R) :
∫
GdµF = 0
}
.
It is easily verifiable that F Fα (X,R) is a subspace of Fα(X,R). Further, the space F
F
α (X,R)
is preserved by the action of the operator L˜F , i.e., L˜F : F
F
α (X,R) −→ F Fα (X,R). The Ruelle
operator theorem states that the action of L˜F on F
F
α (X,R) has a spectral radius strictly
smaller than ̺ = eP(F ). Equivalently one may consider the operator ̺−1L˜F on F Fα (X,R)
that has a spectral radius, say ̺F < 1.
We first state and prove a lemma, that will be useful to prove our main results in this section.
Lemma 11.1 For any ϑ ∈ (̺F , 1), there exists a positive constant C19 > 0 such that∥∥∥∥(̺−1L˜F)◦nG∥∥∥∥
α
≤ C19 ϑn
∥∥G∥∥
α
∀n ≥ 0 and ∀G ∈ F Fα (X,R).
Proof: Fix a number ϑ ∈ (̺F , 1). Choose ǫ > 0 such that ̺F + ǫ < ϑ. For this ǫ, there
exists Mǫ ∈ Z+ such that∥∥∥∥(̺−1L˜F)◦n ∥∥∥∥ 1n < ̺F + ǫ, ∀n ≥Mǫ, since ̺F = infn≥ 1
∥∥∥∥(L˜F)◦n ∥∥∥∥ 1n ,
where we only consider the action of ̺−1L˜F on F Fα (X,R). This implies∥∥∥∥(̺−1L˜F)◦nG∥∥∥∥
α
< (̺F + ǫ)
n
∥∥G∥∥
α
< ϑn
∥∥G∥∥
α
, ∀n ≥Mǫ, and ∀G ∈ F Fα (X,R).
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Further, since L˜F is a bounded operator, there exists a positive constant D0 > 0 such that∥∥∥∥(̺−1L˜F)◦nG∥∥∥∥
α
≤ D0
∥∥G∥∥
α
, ∀n ≥ 1.
Now, an application of the Archimedean property of R results in finitely many finite constants
D1, D2, · · · , DMǫ that satisfy Dnϑn > D0 for 1 ≤ n ≤Mǫ. Hence,∥∥∥∥(̺−1L˜F)◦nG∥∥∥∥
α
≤ Dn ϑn
∥∥G∥∥
α
, for 1 ≤ n ≤Mǫ.
The result now follows by taking C19 = max
{
1, D1, D2, · · · , DMǫ
}
. ✷
We are now ready to prove theorem (4.3) that states the decay of correlations result for the
skew-product map T .
Proof of Theorem (4.3): For any G ∈ F Fα (X,R), the left hand side of equation (4.4) in
theorem (4.3) can be written as∫
Q
n(G)H dµF −
∫
GdµF
∫
H dµF =
∫
Q
n(G)H dµF −
∫
Q
n(G) dµF
∫
H dµF
=
∫
Q
n(G)
(
H −
∫
H dµF
)
dµF .
Suppose we denote H˜ :=
(
H −
∫
H dµF
)
, then it is easy to see that H˜ ∈ F Fα (X,R).
Further, on the space of µF -square integrable real-valued functions defined on X denoted by
L2(µF ), the operator L˜F has a natural extension, with its adjoint given by the operator Q,
i.e., 〈
QΦ, Ψ
〉
=
〈
Φ, L˜FΨ
〉
, ∀Φ,Ψ ∈ L2(µF ).
Hence,∫
Q
n(G)H˜ dµF =
∫
G
(
̺−1L˜F
)◦n
H˜ dµF .
Therefore,∣∣∣∣∫ G(̺−1L˜F)◦n H˜ dµF ∣∣∣∣ ≤ ∫ ∣∣∣G(̺−1L˜F)◦n H˜∣∣∣ dµF ≤ ‖G‖2 ∥∥∥(̺−1L˜F)◦n H˜∥∥∥
2
.
Further,∥∥∥∥(̺−1L˜F)◦n H˜∥∥∥∥
2
≤
∥∥∥∥(̺−1L˜F)◦n H˜∥∥∥∥
α
≤ C19 ϑn
∥∥∥H˜∥∥∥
α
(using lemma (11.1))
≤ C19 ϑn
(∥∥H∥∥
α
+
∣∣∣∣∫ H dµF ∣∣∣∣) (using definition of H˜)
≤ 2C19 ϑn
∥∥H∥∥
α
.
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Thus, we obtain the result with the constant C2 = 2C19 ‖G‖2 ‖H‖α to complete the proof
of theorem (4.3). ✷
To prove theorem (4.8), we start by considering the functions fd = − log |T ′d| ∈ Fα(I,R), for
1 ≤ d ≤ N . By the definition of the Ruelle operator L(d)fd , as stated in equation (6.1), we
know that(
L(d)fd g
)
(x) =
∑
Tdy=x
g(y)
|T ′d(y)|
.
Observe that L(d)fd = L˜
(d)
fd
, i.e., the operator L(d)fd has eigenvalue 1, with corresponding eigen-
function 1. Further, it is evident from Boyarsky and Go´ra ([5], section (4.3)) that the dual
operator
(
L(d)fd
)∗
fixes the Lebesgue measure λ i.e.,
(
L(d)fd
)∗
λ = λ. Moreover, for every
1 ≤ d ≤ N , the operator Od defined by Odg = g ◦ Td satisfies L(d)fd Od = id, the identity
operator in C(I,R).
Denoting by F λα (I,R), the set of all real-valued α-Ho¨lder continuous functions on I whose
Lebesgue integral is equal to 0, i.e.,
F
λ
α (I,R) :=
{
f ∈ Fα(I,R) :
∫
f dλ = 0
}
, (11.1)
and observing that L(d)fd preserves the space F λα (I,R) for all 1 ≤ d ≤ N , we now state a
lemma whose proof runs mutatis mutandis as the proof of lemma (11.1). We know that the
action of L(d)fd on F λα (I,R) has a spectral radius, say ρ
(d)
λ < 1, owing to theorem (6.1).
Lemma 11.2 For any ϑ(d) ∈ (ρ(d)λ , 1), there exists a constant C(d)20 > 0 such that∥∥∥∥(L(d)fd )◦n g∥∥∥∥
α
≤ C(d)20
(
ϑ(d)
)n ∥∥g∥∥
α
∀n ≥ 1 and ∀g ∈ F λα (I,R), for 1 ≤ d ≤ N.
We are now thoroughly equipped to prove theorem (4.8).
Proof of Theorem (4.8): For any g ∈ F λα (I,R), the left hand side of equation (4.7) in
theorem (4.8) can be written as∫
Ow(g)h dλ −
∫
g dλ
∫
h dλ =
∫
Ow(g)h dλ −
∫
Ow(g) dλ
∫
h dλ
=
∫
Ow(g)
(
h−
∫
h dλ
)
dλ.
Let h˜ = h−
∫
h dλ ∈ F λα (I,R). Then, since L(d)fd is the adjoint of Od in the space of Lebesgue
square integrable real-valued functions defined on I, L2(I,R), we have∣∣∣∣∫ (Owg) h˜ dλ∣∣∣∣ = ∣∣∣∣∫ g (L(wn)fwn L(wn−1)fwn−1 · · · L(w1)fw1 ) h˜ dλ
∣∣∣∣
≤ ‖g‖2
∥∥∥L(wn)fwn L(wn−1)fwn−1 · · · L(w1)fw1 h˜∥∥∥2 .
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Now making use of the inequality∥∥∥(L(wn)fwn L(wn−1)fwn−1 · · · L(w1)fw1 ) h˜∥∥∥2 ≤ ∥∥∥(L(wn)fwn L(wn−1)fwn−1 · · ·L(w1)fw1 ) h˜∥∥∥α ,
and redistributing the operators for 1 ≤ d ≤ N , we obtain∥∥∥(L(wn)fwn L(wn−1)fwn−1 · · · L(w1)fw1 ) h˜∥∥∥α = ∥∥∥((L(1)f1 )γ1 (L(2)f2 )γ2 · · ·(L(N)fN )γN) h˜∥∥∥α
≤ C(1)20 C(2)20 · · · C(N)20
(
ϑ(1)
)γ1 (
ϑ(2)
)γ2 · · · (ϑ(N))γN ∥∥∥h˜∥∥∥
α
,
appealing to lemma (11.2).
Finally, defining C20 := C
(1)
20 C
(2)
20 · · · C(N)20 and ϑ := max
{
ϑ(1), ϑ(2), · · · , ϑ(N)}, we obtain∣∣∣∣∫ Ow(g)h dλ − ∫ g dλ ∫ h dλ∣∣∣∣ ≤ C20ϑn ‖g‖2 ∥∥∥h˜∥∥∥
α
≤ 2C20ϑn ‖g‖2 ‖h‖α ,
thus completing the proof. ✷
12 Almost sure invariance principles
In this section, we prove the almost sure invariance principles as stated in theorems (4.4) and
(4.9) for both the settings, that we focus in this paper. As in section (11), we begin by fixing
a real-valued Ho¨lder continuous function F ∈ Fα(X,R) and considering the corresponding
normalised Ruelle operator ̺−1L˜F along with its equilibrium measure µF and the subspace
F Fα (X,R) ⊆ Fα(X,R). The proof closely follows the method of proof given by Pollicott and
Sharp in [34] and Sridharan in [41].
For any function G ∈ F Fα (X,R), define
H :=
∑
n≥ 1
(
̺−1L˜F
)◦n
G.
Observe that the infinite series that defines H converges, owing to lemma (11.1). Then,
L˜F
(
G + H − Q(H)
)
= L˜FG + L˜FH − ̺H = 0.
Thus, defining Φ := G+H −Q(H), we observe that∣∣∣Gn((w, x)) − Φn((w, x))∣∣∣ = ∣∣∣QnH((w, x)) − H((w, x))∣∣∣
≤
∣∣∣QnH((w, x))∣∣∣ + ∣∣∣H((w, x))∣∣∣
≤ 2∥∥H∥∥
α
.
Thus, we have proved:
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Lemma 12.1 (c.f.[34], Lemma 2) For any function G ∈ F Fα (X,R), there exists a function
H ∈ F Fα (X,R) such that Φ = G+
(
H −Q(H)) satisfies
L˜FΦ = 0 and G
n((w, x)) = Φn((w, x)) +O(1).
Given that Φ and G are cohomologous to each other, we have
ς(G)2 =
∫
Φ((w, x))2 dµF + 2
∑
n≥ 0
∫
Φ((w, x))Φ(T n((w, x))) dµF . (12.1)
Since L˜fΦ = 0, we obtain∫
Φ((w, x))Φ(T n((w, x))) dµF =
∫ (
̺−1L˜F
)◦n
(Φ((w, x))Φ(T n((w, x)))) dµF
=
∫ (
̺−1L˜F
)◦n
Φ((w, x))Φ((w, x)) dµF
= 0.
Therefore, equation (12.1) becomes
ς(G)2 =
∫
Φ((w, x))2 dµF .
Let
X̂ :=
{
(wn, xn)n≤ 0 ∈ X−N : T ((wn−1, xn−1)) = (wn, xn)
}
.
For the purposes of proofs in this section, we fix the following notations. Elements in X̂ will
be represented as (w, x) = (wn, xn)n≤ 0. Making use of the canonical projection
Pr : X̂ −→ X defined by Pr
(
(w, x)
)
= (w0, x0),
we denote and define the natural extension of the map T : X −→ X on X̂ by
T̂ : X̂ −→ X̂ such that Pr
(
T̂
(
(w, x)
))
= T ((w0, x0)).
Given a function Φ ∈ C(X,R), let Φ̂ be its natural extension on X̂ given by
Φ̂
(
(w, x)
)
= Φ
(
Pr
(
(w, x)
))
= Φ((w0, x0)). (12.2)
Thus, the function F ∈ Fα(X,R) that we fixed in the beginning of this section along with its
equilibrium measure µF are written as F̂ and µ̂F on the space X̂. Since µF is a T -invariant
probability measure on X , it is clear that µ̂F is a T̂ -invariant probability measure on X̂ .
Suppose B is a σ-algebra on X , define a sequence of σ-algebras on X̂ by
B0 := Pr
−1
B and Bn :=
(
T̂
)n
(B0) for n ∈ N.
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On a probability space (Ω, ν), let
{
Bn
}
n≥ 0 be an increasing sequence of σ-algebras and{
Ψn : Ω −→ R
}
n≥ 0 be a collection of functions. Then,
{
Ψn,Bn
}
n≥ 0 is called an increasing
martingale if Ψn is Bn-measurable and E [Ψn+1 | Bn] = Ψn for n ≥ 0.
Thus, defining(
Φ̂
)n (
(w, x)
)
:= Φ̂
((
T̂
)−1 (
(w, x)
))
+ Φ̂
((
T̂
)−2 (
(w, x)
))
+ · · ·+ Φ̂
((
T̂
)−n (
(w, x)
))
,
that captures the n-th ergodic sum Φn((w, x)), as defined in equation (3.1), on the base
space, helps us form an increasing martingale on X̂ , related to Φn.
Lemma 12.2 [34] The sequence
{(
Φ̂
)n
,Bn
}
n≥ 1
forms an increasing martingale on X̂ .
Before we embark on the proof of theorem (4.4), we state the Skorokhod embedding theorem,
as in Appendix I of [19]. The statement of this theorem will come in handy, in writing the
proof.
Theorem 12.3 (Skorokhod embedding theorem) Let
{
Ψ̂n,Bn
}
n≥ 0
be a zero mean
and square integrable martingale on X̂. Then, there exists a probability space (Ω,A, ν) that
supports a Brownian motion B such that B(t) has variance t, an increasing sequence of
σ-algebras
{Fn}n≥ 0 and a sequence of non negative random variables {Xn}n≥ 1 such that if
S0 = 0 and Sn =
n∑
j=1
Xj for n ≥ 1, then
1. Yn := B (Sn) d= Ψ̂n,
where
d
= represents equality in distribution, i.e., for any Borel measurable set V in R,
µ̂F
({
(w, x) ∈ X̂ : Ψ̂n
(
(w, x)
)
∈ V
})
= ν
({
ω ∈ Ω : Yn(ω) ∈ V
})
;
2. Yn and Sn are Fn-measurable;
3. E [Xn | Fn−1)] = E
[
(Yn −Yn−1)2 | Fn−1
]
, ν-a.e. for n ≥ 1.
We now make use of the Skorokhod embedding theorem and prove theorem (4.4).
Proof of Theorem (4.4): Since
(
Φ̂
)n
is a square integrable function with mean zero, we
can apply the Skorokhod embedding thoerem. Further, making use of the definition of Φ̂, as
given in equation (12.2), we obtain
Yn
d
=
(
Φ̂
)n d
= Φn.
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Thus, in order to complete the proof of theorem (4.4), we make the following claim.
Claim 12.4 Given any δ > 0,
Yn(ω) = B(n)(ω) + O
(
n
1
4
+ δ
)
∀n ≥ 0, ν-a.e.
Pending proof of claim (12.4), it follows from the properties of Brownian motion that
Y⌊t⌋ = B(t) + O
(
t
1
4
+ δ
)
∀t ≥ 0, ν-a.e.
This proves the theorem. ✷
We now prove our claim (12.4).
Proof of Claim (12.4): Since Yn = B(Sn), we approximate Sn by nς(G)2, as follows.
Sn − nς(G)2 =
n∑
j=1
(
Xj − E
[
Xj | Fj−1
])
+
n∑
j=1
(
E
[
(Yj − Yj−1)2 | Fj−1
] − (Yj − Yj−1)2 )
+
n∑
j=1
(
Yj − Yj−1
)2
− nς(G)2. (12.3)
Given any sequence
{
Ψ̂n
}
n≥ 0
of functions and an increasing sequence of σ-algebras
{Fn}n≥ 0
such that Ψ̂n is Fn measurable for all n ≥ 0, the sequence defined by{
Ψ̂n :=
n∑
j =1
(
Ψ̂j − E
[
Ψ̂j | Fj−1
])
, Fn
}
n≥ 1
forms a martingale. Hence, the first and the second terms on the right hand side of equation
(12.3) are martingales. By the strong law of large numbers for martingales, as can be found
in [17], we can see that for every δ > 0
n∑
j=1
(
Xj − E
[
Xj | Fj−1
])
= O
(
n
1
2
+ δ
)
;
n∑
j=1
(
E
[
(Yj − Yj−1)2 | Fj−1
] − (Yj − Yj−1)2 ) = O (n 12 + δ) .
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We can therefore write equation (12.3) as
Sn − nς(G)2 =
n∑
j=1
(
Yj − Yj−1
)2
− nς(G)2 + O
(
n
1
2
+ δ
)
. (12.4)
We estimate the sum on the right hand side of equation (12.4) with the help of the following
series.∑
j≥ 1
1
j
1
2
+ δ
[(
Yj − Yj−1
)2
− ς(G)2
]
.
Lemma 12.5 The following integrals are equal.
I(δ) :=
∫ (∑
j≥ 1
1
j
1
2
+ δ
[(
Yj − Yj−1
)2
− ς(G)2
])2
dν
=
∫ (∑
j≥ 1
1
j
1
2
+ δ
[
Φ
(
T j((w, x))
)2 − ∫ Φ2 dµF]
)2
dµF .
Proof: We already have that Yn
d
= Φn. Thus, from a proposition of Brieman, L. as in [7],
we deduce that for any measurable function Θ : RN −→ R,∫
Θ
((
Yj(ω)
)∞
j=0
)
dν =
∫
Θ
((
Φj((w, x))
)∞
j=0
)
dµF .
The result follows from an appropriate choice of the function Θ, say
Θ
((
yj
)
j ≥ 0
)
=
(∑
j≥ 1
1
j
1
2
+ δ
[
[yj+1 − yj]2 −
∫
Φ2 dµ
])2
.
✷
A simple calculation now yields that for any δ > 0, I(δ) <∞. Hence,∑
j≥ 1
1
j
1
2
+ δ
[(
Yj − Yj−1
)2
− ς(G)2
]
< ∞, ν-a.e.
Applying the Kronecker lemma as in [19], we deduce that
n∑
j=1
[(
Yj − Yj−1
)2
− nς(G)2
]
= O
(
n
1
2
+ δ
)
. (12.5)
Thus, from equations (12.4)) and (12.5), we have Sn − nς(G)2 = O
(
n
1
2
+ δ
)
, ν-a.e.
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Finally, defining B˜(t) := B(tς(G)2), we have for n ≥ 0,
B(Sn) = B
(
nς(G)2
)
+ O
(
n
1
4
+ δ
)
= B˜(n) + O
(
n
1
4
+ δ
)
, ν-a.e.
This proves the equation in claim (12.4), namely,
Yn = B˜(n) + O
(
n
1
4
+ δ
)
, ν-a.e.
✷
We now proceed to prove the next theorem on almost sure invariance principles for simulta-
neous action of the interval maps, as stated in theorem (4.9). We draw motivation from the
proof of a similar result in an article by Haydn, Nicol, To¨ro¨k and Vaienti in [20] and achieve
a better bound. We first state a theorem due to Cuny and Merle´vede as in [11], that would
be helpful in our proof.
Theorem 12.6 [11] Let
{
Un
}
n≥ 0 be a sequence of square integrable random variables
adapted to some non-increasing sequence of σ-algebras
{
An
}
n≥ 0 on R. Assume that
E
[
Un | An+1
]
= 0 a.s.; ς2n =
n−1∑
k=0
E
[
U2k
] → ∞; sup
n≥ 0
E
[
U2n
]
< ∞.
Let
{
an
}
n≥ 0 be a non-decreasing sequence of positive numbers such that{
an
ςn
}
n≥ 0
is non-decreasing and
{
an
ς2n
}
n≥ 0
is non-increasing.
Further, assume that
1.
n−1∑
k=0
(
E
[
U2k | Ak+1
] − E[U2k ]) = o(an), λ-a.s.;
2.
∑
n≥ 0
a−rn E
[|Un|2r] < ∞ for some 1 ≤ r ≤ 2.
Then enlarging our probability space, if necessary, it is possible to find a sequence
{Un}n≥ 0
of independent centered Gaussian variables with E
[U2n] = E[U2n] such that
sup
0≤ k≤n−1
∣∣∣∣∣
k∑
j=0
Uj −
k∑
j=0
Uj
∣∣∣∣∣ = o
([
an
(∣∣∣∣log( ς2nan
)∣∣∣∣ + log log an)] 12
)
, λ-a.s.
Note that the assertion of theorem (12.6) can be rewritten by considering another probability
space (Ω,A , ν) and a sequence of random variables, say
{Vn}n≥ 0 such that Un d= Vn. Then,
sup
0≤ k≤n−1
∣∣∣∣∣
k∑
j=0
Vj −
k∑
j =0
Uj
∣∣∣∣∣ = o
([
an
(∣∣∣∣log( ς2nan
)∣∣∣∣ + log log an)] 12
)
, ν-a.s.
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We will now prove theorem (4.9).
Proof of Theorem (4.9): Recall the definition of the space F λα (I,R) from equation (11.1),
F
λ
α (I,R) :=
{
f ∈ Fα(I,R) :
∫
f dλ = 0
}
,
and the property that for fd = − log |T ′d|, the operator L(d)fd preserves the space F λα (I,R) for
all 1 ≤ d ≤ N .
Let g ∈ F λα (I,R) and w ∈ Σ+N . Then, define a sequence of σ-algebras
B
n
w :=
(
O(w1 w2 ···wn)
)−1
B for n ≥ 0,
where B is the Borel σ-algebra on I.
Suppose for all n ≥ 1, we denote by gnw, the sum
gnw :=
(
L(wn)fwn
)
g +
(
L(wn)fwn L
(wn−1)
fwn−1
)
g + · · · +
(
L(wn)fwn L
(wn−1)
fwn−1
· · · L(w1)fw1
)
g
and g0w = 0 for all w ∈ Σ+N . It is easy to see that
L(wn+1)fwn+1 g
n
w = 0, where g
n
w = g + g
n
w − Twn+1gn+1w .
Defining hnw = O(w1 w2 ···wn) (g
n
w), one can observe that h
n
w agrees with the definition of a
reverse martingale difference sequence for the sequence of σ-algebras Bnw, as defined in
Conze and Raugi [10], as given below.
Given a sequence of random variables
{
Xn
}
n∈N adapted to a non-increasing sequence of
σ- algebras
{
An
}
n∈N,
{
Xn, An
}
n∈N is a reverse martingale or equivalently,
{
Xn
}
n∈N is
a reverse martingale adapted to
{
An
}
n∈N if
{
X˜n, A˜n
}
n≤−1
forms a martingale, where
X˜n = X−n and A˜n = A−n for each n ∈ −N.
Now,
n−1∑
k=0
hkw =
n−1∑
k=0
(
O(w1 w2 ···wk)g + O(w1 w2 ···wk)g
k
w − O(w1 w2 ···wk+1)gk+1w
)
=
n−1∑
k=0
O(w1 w2 ···wk)g − O(w1 w2 ···wn)gnw.
Further, ‖gnw‖α is uniformly bounded. Hence,
E
[
n−1∑
k=0
hkw
]2
= E
[
n−1∑
k=0
O(w1 w2 ···wk)g
]2
+ E
[
O(w1 w2 ···wn)g
n
w
]2
− 2E
[(
n−1∑
k=0
O(w1 w2 ···wk)g
)(
O(w1 w2 ···wn)g
n
w
)]
=
(
ς(n)w (g)
)2
+ o
((
ς(n)w (g)
))
,
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where we recall the definition of ς
(n)
w (g) from equation (4.8) as(
ς(n)w (g)
)2
=
∫
(gnw)
2
dλ.
Haydn, Nicol, To¨ro¨k and Vaienti in [20] show us that E
[
hjwh
k
w
]
= 0, for j 6= k and therefore
n−1∑
k=0
E
[
hkw
]2
= E
[
n−1∑
k=0
hkw
]2
=
(
ς(n)w (g)
)2
+ o
((
ς(n)w (g)
))
,
which implies,
n−1∑
k=0
E
[
hkw
]2 →∞.
Thus, we have constructed a sequence of square integrable random variables {hnw}n≥ 0 adapted
to a non-increasing sequence of σ-algebras
{
Bnw
}
n≥ 0 that satisfies
E
[
hnw | Bn+1w
]
= 0 a.s.;
n−1∑
k=0
E
[ (
hkw
)2 ] → ∞; sup
n≥ 0
E
[
(hnw)
2 ]
< ∞.
Further, defining a sequence
{
an :=
(
ς
(n)
w (g)
)1+ ǫ}
n≥ 0
for some sufficiently small ǫ > 0, we
observe that the sequences satisfy an(ς(n)w (g))

n≥ 0
is non-decreasing and
 an(ς(n)w (g))2

n≥ 0
is non-increasing.
Thus, in order to appeal to theorem (12.6) and exploit the assertions there, we only need to
verify the two enumerated assumptions in the statement. We will, for now take the relevant
assumptions to be true and proceed to complete the proof of theorem (4.9). Once the proof
is complete, we will complete the verifications of the enumerated statements.
By theorem (12.6), we have that there exist sequences
{Ynw}n≥ 0 and {Znw}n≥ 0 such that
sup
0≤ k≤n−1
∣∣∣∣∣
k∑
j=0
Yjw −
k∑
j=0
Zjw
∣∣∣∣∣ = o
([
an
(∣∣∣∣log( ς2nan
)∣∣∣∣ + log log an)] 12
)
= o
((
n
1
2
+ ǫ
(∣∣∣log (n 12 − ǫ)∣∣∣ + log log n 12 + ǫ)) 12)
= O
(
n
1
4
+ δ
)
, ν-a.s., for some δ > 0.
Further, by the result due to Cuny and Merlevede [11], we know that
n−1∑
j=0
E
[
Zjw
]2
=
(
ς(n)w (g)
)2
+ O
(
ς(n)w (g)
)
=
(
ς(n)w (g)
)2
+ o
(
n
1
2
+ δ′
)
,
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for some δ′ > 0. Hence, we can replace the random variables with a standard Brownian
motion
{
B∗(t)
}
t≥ 0 such that
sup
0≤ k≤n−1
∣∣∣∣∣
k∑
j=0
Zjw − B∗
((
ς(k)w (g)
)2
+ o
(
k
1
2
+ δ′
))∣∣∣∣∣ = 0, ν-a.s.
which implies that
sup
0≤ k≤n−1
∣∣∣∣∣
k∑
j=0
Zjw − B∗
((
ς(k)w (g)
)2)∣∣∣∣∣ = o(n 14 + δ′) , ν-a.s.
Therefore, if we replace the independent centered Gaussian variables with the standard
Brownian motion, we get
n−1∑
j=0
Yjw − B∗
((
ς(n)w (g)
)2)
= O
(
n
1
4
+ δ
)
, ν-a.s.
Further, it is easy to see that there exist a sequence of random variables
{
Y nw
}
n≥ 0 such that∣∣∣∣∣Y nw −
n∑
j=0
Yjw
∣∣∣∣∣ = O(1),
and gnw and Y
n
w are equal in distribution, thus proving theorem (4.9). ✷
We now complete the verifications of the enumerated conditions in theorem (12.6).
Claim 12.7 The first of the enumerated condition in theorem (12.6) looks like
n−1∑
k=0
(
E
[(
hkw
)2 | Bk+1w ] − E [hkw]2) = o(an).
Claim 12.8 The second of the enumerated conditions in theorem (12.6) looks like∑
n≥ 0
a−rn E
[ |hnw|2r ] < ∞, for some 1 ≤ r ≤ 2.
Proof of Claim (12.7): From Conze and Raugi [10], we get that
E
[
(hnw)
2 | Bn+1w
]
= O(w1 w2 ···wn)
(
L(wn+1)fwn+1 (g
n
w)
2
)
and
∫ ∣∣∣∣∣
n−1∑
k=0
(
E
[(
hkw
)2 | Bk+1w ] − E [hkw]2)
∣∣∣∣∣
2
dλ ≤ C21
n−1∑
k=0
(
hkw
)2 ≤ C22 (ς(n)w (g))2 ,
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for some positive constants C21 and C22. Hence, by Gal Koksma Theorem as in [46, 38], we
have
n−1∑
k=0
(
E
[(
hkw
)2 | Bk+1w ] − E [hkw]2) = O ((ς(n)w (g)) + log 32 + ǫ ((ς(n)w (g))2))
= o
((
ς(n)w (g)
)1+ ǫ′)
= o(an),
where ǫ′ is some small positive quantity, possibly less than or equal to ǫ. ✷
Proof of Claim (12.8): Here, we begin with an easy observation that
(
ς
(n)
w (g)
)2
= O(n).
Thus given δ > 0, there exists a threshold Mδ ∈ N and a positive real number C23 > 0 such
that ∣∣∣∣∣ς(n)w (g)√n − C23
∣∣∣∣∣ ≤ δ, ∀n ≥Mδ.
Suppose m < Mδ. Then, by the Archimedean property of the reals, we have
ς(m)w (g) ≥
√
mDm.
Choosing C24 = min
{
C23 − δ, D1, D2, · · · , DNδ
}
, we have
ς(n)w (g) ≥
√
nC24, ∀n ∈ N.
For r = 2 in condition (2) in the enumerated statement of theorem (12.6), we have∑
n≥ 0
a−2n E
[|hnw|4] = ∑
n≥ 0
(
ς(n)w (g)
)−(2+ ǫ)
E
[|hnw|4]
≤ C25 +
∑
n≥ 1
1
C2+ ǫn1+2ǫ
E
[|hnw|4]
≤ C25 + C26
∑
n≥ 1
1
n1+ 2ǫ
< ∞,
since sup
n≥ 0
E
[|hnw|4] <∞. ✷
Finally, when we replace the standard Brownian motion with a Brownian motion
{
B˜∗(t)
}
t≥ 0
such that B˜∗(t) has variance t (ςw(g))
2, we get
Y nw − B˜∗ ((n)) = O
(
n
1
2
− γ
)
, ν-a.s., for some γ > 0.
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13 Proofs of other statistical properties
In this section, we write the proofs of the other statistical properties such as the central
limit theorem, weak invariance principles and the law of iterated logarithms, as mentioned
in theorems (4.5) and (4.10).
Proof of Theorem (4.5):
1. Proof of the central limit theorem: Recall from the proof of theorem (4.4) that
(a) Yn
d
= Φn ∀n ≥ 1 and
(b) Yn = B(n) + O
(
n
1
4
+ δ
)
, ν-a.e.
Further, owing to condition (b) above, we have that for some ǫ > 0,
1√
n
Yn =
1√
n
B(n) + O
(
n−ǫ
)
, ν-a.e.
and therefore, 1√
n
(
Yn − B(n)
) p−→ 0, i.e., converges in probability to 0 as n → ∞.
But 1√
n
B(n) is a normal distribution with mean zero and variance ς(G)2 for all n ≥ 1.
Further, owing to condition (a), we have that
1√
n
Yn
d
=
1√
n
Φn ∀n ≥ 1.
Making use of both the conditions, we have
1√
n
Φn
d−→ N (0, ς(G)2) ,
where N (0, ς2) denotes the normal distribution with mean 0 and variance ς2. The
result follows since Gn((w, x)) = Φn((w, x)) +O(1).
2. Proof of the weak invariance principle: Hall and Heyde, in Appendix II of [19] suggest
an equivalent condition for the necessary convergence in the statement of the weak
invariance principle. We now state the same.
Theorem 13.1 G˜n converges weakly in C(I,R) to the one-dimensional Brownian mo-
tion B iff
(a) for every m ∈ N and 0 ≤ t1 ≤ t2 ≤ · · · ≤ tm ≤ 1, we have(
G˜n(t1), G˜n(t2), · · · , G˜n(tm)
)
d−→ (B(t1), B(t2), · · · , B(tm)) ;
(b) i. for every ǫ > 0, we have
µF
(
sup
|s−t|<δ
∣∣∣G˜n(s) − G˜n(t)∣∣∣ > ǫ) → 0,
uniformly in n, as δ → 0; and
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ii. µF
(
G˜n(0) > υ
)
−→ 0 uniformly in n, as υ → ∞.
We now verify the above conditions one after another, stated in theorem (13.1), in our
setting to conclude the proof of the weak invariance principle. We make use of the
conditions (a) and (b), as written in the proof of the central limit theorem.
(a) For l ∈
(
s− 1
n
,
s
n
)
, we have
G˜n(l) = (s − nl) 1√
n
Φ⌊nl⌋ + (nl − s + 1) 1√
n
Φ⌊nl⌋+1
d
= (s − nl) 1√
n
Y⌊nl⌋ + (nl − s + 1) 1√
n
Y⌊nl⌋+1 ∀n ≥ 1.
Suppose
Y˜n(l) = (s − nl) 1√
n
Y⌊nl⌋ + (nl − s + 1) 1√
n
Y⌊nl⌋+1 ∀n ≥ 1,
we note that for any δ > 0, we have
Y˜n(l) =
1√
n
B(nl) + O
(
(nl)
1
4
+ δ
)
.
Thus, for any fixed m ∈ N, we have(
G˜n(t1), · · · , G˜n(tm)
)
d
=
(
Y˜n(t1), · · · , Y˜n(tm)
)
=
(
1√
n
(
B(nt1) + O
(
(nt1)
1
4
+ δ
))
, · · · , 1√
n
(
B(ntm) + O
(
(ntm)
1
4
+ δ
)))
d
=
(
B(t1) + t
1
4
+ δ
1 O
(
n−δ
′
)
, · · · , B(tm) + t
1
4
+ δ
m O
(
n−δ
′
))
→
(
B(t1), · · · , B(tm)
)
.
(b) i. Recall that we have∣∣∣G˜n(s) − G˜n(t)∣∣∣ d= ∣∣∣Y˜n(s) − Y˜n(t)∣∣∣
d
=
∣∣∣B(s) − B(t) + (s 14 + δ − t 14 + δ)O (n−δ′)∣∣∣ .
Further,
ν
(
sup
|s−t|<δ
∣∣∣∣B(s) − B(t) + (s 14 + δ − t 14 + δ)O (n−δ′) ∣∣∣∣
)
→ 0,
uniformly in n as δ → 0.
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ii. Since G˜n(0) = 0 for all n ∈ N, this condition follows trivially.
Now, appealing to theorem (13.1), the proof of the weak invariance principle in theorem
(4.5) is complete.
3. Proof of the law of iterated logarithms: If Φ in theorem (4.4) satisfies the law of iterated
logarithms, then so does G, since
lim sup
n→∞
[
Gn((w, x))− Φn((w, x))
ς(G)
√
2n log logn
]
p−→ 0 as n→∞.
The following lemma is the key to proving the law of iterated logarithms for the given
function Φ.
Lemma 13.2 Any Brownian motion with variance ς2 satisfies the law of iterated log-
arithms i.e.,
lim sup
t→∞
B(t)(ω)
ς
√
2t log log t
= 1, ν-a.e.
Since we have a Brownian motion which by condition (b) in the proof of the central
limit theorem is equal to Yn +O
(
n
1
4
+ δ
)
, we have by theorem (4.4) that
lim sup
n→∞
Yn(ω)
ς
√
2n log logn
= 1, ν-a.e.
Since Yn and Φ
n have the same distribution with the latter having variance
(
ς(G)
)2
,
we conclude that
lim sup
n→∞
Φn((w, x))
ς(G)
√
2n log log n
= 1, µF -a.e.
✷
We now prove theorem (4.10) to conclude the proofs of all the theorems in this paper.
Proof of Theorem (4.10): The proof of all the three statements run mutatis mutandis
as the proof of the analogous statements in theorem (4.5). Hence, we merely highlight the
following for readers’ convenience.
(a) Y nw
d
= gnw ∀n ≥ 1.
(b) Y nw = B˜
∗(n) +O
(
n
1
2
− γ
)
, ν-a.e.
Further,
lim sup
n→∞
gnw(x)
ςw(g)
√
2n log log n
= 1, λ-a.e.
✷
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14 Concluding remarks
As stated in the introductory section, the theorems proved in this paper are easily trans-
ferable, mutatis mutandis to several other analogous settings of dynamical systems. We
conclude this paper by merely pointing to some of those.
• Instead of working with the specified interval maps Td : I −→ I of degree (d + 1) for
1 ≤ d ≤ N given by Td(x) = (d + 1)x (mod 1), one may well consider the action of
any N (piecewise) linear interval maps, Sd : I −→ I; 1 ≤ d ≤ N , each with integer
degree at least 2. The measure, in this case still remains Lebesgue.
• One might as well consider the simple monomial maps Pd; 1 ≤ d ≤ N , defined on
the Riemann sphere C = C ∪ {∞} and given by Pd(z) = zkd where kd ≥ 2 for all
1 ≤ d ≤ N . We know from, say [2], that the Julia set J(Pd) of the monomial map Pd
is the unit circle S1 in C. In such a case, the Julia set J(P ) of the skew-product map
P appropriately defined analogous to equation (2.2) is also the unit circle, as one may
find from [42]. Owing to the Julia set J(P ) being completely P -invariant, one may
undertake an analogous study, as done in this paper, to the dynamics generated by the
monomial maps Pd; 1 ≤ d ≤ N restricted on the Julia set J(P ) = S1 ⊂ C and obtain
analogous results, employing the Haar measure on S1.
• Let Rd; 1 ≤ d ≤ N be a collection of rational maps acting on the Riemann sphere C;
each with degree kd ≥ 2. We suppose that the rational maps are so chosen that the
Julia set J(Rd) of the map Rd is topologically connected. Then, defining the skew-
product map R appropriately and restricting its action on the R-invariant Julia set
J(R), as one may obtain from [42], it is possible to investigate analogous results for
Boyd’s measure, as defined in [6]. It must be borne in mind that the Boyd’s measure
is a generalisation of the Lyubich’s measure, as in [26].
• Finally, we consider the dynamical system obtained by iterating certain relations on
C. The relation can be explained as the zero set of a polynomial, say Q ∈ C[ζ, ω] of a
certain form such that:
– Q
(·, ω) and Q(ζ, ·) are generically multiple-valued;
– if GQ denotes the biprojective completion of
{
Q = 0
}
in C×C, then no irreducible
component of GQ is of the form
{
a
} × C or C × {a}, where a ∈ C.
Such dynamical systems have been studied by Dinh and Sibony in [16] and Bharali and
Sridharan in [3]. Upon satisfying certain technical conditions, one may study analogous
dynamical and statistical properties with respect to the Dinh-Sibony measure, when
the action of the holomorphic correspondence Q
(
ζ, ω
)
is restricted on the support of
the Dinh-Sibony measure, as defined in [16, 3].
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