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INFORMATION SYSTEM FOR PLANNING A RESEARCH1 PROGRÄM
Perfecto Dipotet t 
Institute of Mathematic, Cybernetic 
and Computing Sciences 
Habana, Cuba
INTRODUCTION
The developing countries face great problems in the efficient 
exploitation of their resources. In order to solve the top- 
-priority problems related to social and economic development,
it is necessary to concentrate to the maximum the efforts of
\all the organizations, mainly those of research intitutions. 
The solving of each one of these problems requires the imple­
mentation of complex, long-range research programs, with 
well-defined aims and the participation of several research 
and production organizations.
In this paper are presented:
Some considerations about information systems and their 
applications for planning purposes.
A methodology to develop the Programs Plan.
Algorithms and methods to determine the structure formed 
by the programs themes, and also to analize these structures 
in order to obtain formal criteria helping to the supervision 
and control of Proaram arrt- -i ví +• i o<=
8INFORMATION SYSTEMS CONCEPTS AND DEFINITIONS
An information system is simply a means to an end, that is, 
it is established so as to provide a service or form of 
control for an object system (LANGEFOR, 74). "Object system" 
within the context of this paper refers to a complex research 
program, for which the type of information which is relevant, 
as well as the extent and detail of the investigations is 
determined by the programs authorities. The methodology de­
scribed here is orientated to wards such authorities as a 
guide to the acquisition of the necessary information base 
helping them to plan and to manage the research program.
Plans are developed in order to solve certain problems. Within 
the process of problem solving three main phases (DUTTON,78) 
can be identified: problem finding, solution finding and solution 
implementation. Problem finding refers to the phase in which 
the problem is identified and specified. In our case it refers 
to the determination of Program tasks and operational objectives. 
Solution finding refers to the phase in which we look for sev­
eral solutions (if possible) to the previously specified problem 
and then we select the optimal alternative. Solution imple­
mentation refers to the phase in which the selected solution 
is implemented (Figure 1).
PROCESS OF PROBLEM SOLVING INFORMATION SYSTEMT
EXISTING Hypothesis Main Goals
PROBLEM
I Problem Identification
I Problem Formalization
Precision of Problems Goals 
Selection of Methods and techniquesIi Conceptual Problem Solving 
I Solution Analysis
Finding Alternative Solutions 
Analysis of Alternative Solutions 
I Selection of Optimal solution
Solution Implementation 
I Solution Improvements
Drafting of Reports, etc.
Figure 1
steps within the process of problem solving and
its associated information system (DAENZER,78 ; BOSMAN,73; MAN.78)
Figure 2
Problem Finding Information Sysytem for ill-structured Problems
(DIPOTET, 79).
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Dutton (DUTTON, 78) distinguish two different ideal types of 
information systems: one for problem finding, the other for 
solution finding. However an efficient information system 
should be flexible encogh to enable its use in both stages.
Bosman (BOSMAN, 73) classifies problems according to their 
degree of definition in three different levels:
- the level of the well-defined problems;
- the first level of the ill defined problems;
- the second level of the ill defined problems (fuzzy).
In the case of well-defined problems, the part of information 
system that is orientated towards solution finding is more 
relevant. In case of ill defined problems the emphasis should 
be on problem finding information and, generally, it is nec­
essary to develop heuristic procedures for satisfying both 
stages. Figure 2 shows the initial stage of a problem finging 
information systems which, after gradual transformation 
(DIPOTET-79) can also be used as a problem solving one.
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PLANNING THE RESEARCH PROGRAM
Production and service enterprises deal with concrete and 
well-defined tasks and subtasks. Scientific institutions 
deal with research themes. Thus, themes must be formulated 
for each institution from the activities and jobs belonging 
to the tasks of the program assigned to them.
Next we will present the procedures that must be carried out 
for collecting and processing the data that will enable us 
to derive the research plan.
Let a set J = (1,..., n) of research institutions belonging 
to one Organization which must carry out a research program 
P in a given time T.
The Scientific Council of the Organization divides the Program 
P into several sets of important tasks P^, P2,..., Pm
Then, P= (P-j^ ,..., Pm)
We use the form given in Fig. 3 to obtain the listing of the 
institutions of the organization vs the tasks that they are 
going to undertake, respectively. For each P^ £ P; i£ I=(l,...,m) 
the Scientific Council establishes the deadline time t^ ^  T.
This deadline time t^depends on several factors, but mainly 
on the will of the user and the domestic requirements of the 
Organization.
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The performance of each task is divided into r subtasks.
In our case these subtasks are the proposed steps for the 
information systems development in the process of problem 
solving (FIGURE 1). It means the following subtasks:
1) task identification
2) formalization of the task
3) precision of tasks goals
4) selection of methods and techniques
5) conceptual task solving
6) solution analysis
7) finding alternative solutions
8) analysis of alternative solutions
9) selection of optimal solution
10) solution implementation
11) solution improvements
12) drafting of reports, hand books and users manuals.
The form shown in Fig. 4 offers the listing of all institutions 
vs the subtasks where they will participate, respectively.
The Research Council build up, using these forms (see fig. 4),
the matrix A-1 Ü II where a^^^é (0,1); iil =(1 / • • • /m)
jíj = d  
16L =(1 / • • • Г
r • • • /n)
r)
mxr
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a-1^  = 1 means that institute j participates in the carrying out 
of task i in the subtask 1. The institution j lists the jobs and 
activities to be performed within the time interval t^ for each 
case a‘3il= 1* The research themes are elaborated with the former 
list and the unification and generalization of other activities. 
The resources needed are established as well as the onset and 
completion dates.
With the information received from the themes of the Program for 
each task P^, P^ £ P; i £ I; we establish its working stages
(P . (1) , . . . , P . ( t. ) ) , where P . (t) , i f I ; t ^  t . ; is the working■L -L -L • J. _L
stage in time t.
For eacfy P±(i) we determine its resource vector
r±(t) = (r±1(t)/.../rik(t)7...#r± (t))
where к f К = (l,...,q) is the resource number.
Then ZL. ri k ^  = resource requirements к in time t.
i£ I
In those cases when ZL a-1^  = 0; j f J; i ( I; If L; in other
words, when none of the n institutions participate in the 
solution of one subtask it is necessary to find other
institutions that would open new themes concerning subtask a ^
The form shown in Fig. 5 is used to list the research themes 
of the Program vs the subtask where they will take part, 
repectively. These three forms are the additional blanks that
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must be filled out in the organization and planning (ACC-80)
of the Program. In Fig 5, L.,L.,...,L CL.1 J z
Program P is then formed by a set W = (l,...,s) of research
themes. Let aW^  6 (o,l) denote each element (subtask a ^  related
to theme w) in Fig. 5, w(W; i ( I; IC L each theme w, wf W
w wis then related to a set A of subtask a ^ .
к 0 kOThen, А П A = A ; к, 0 £ W; is the set of subtasks where both
themes к, 0 participate in simultaneously, cardinal N^q of set 
kOA is considered to indicate some relationship between themes 
к and 0 ; к, 0 £ W .
The graph shown in fig. 6 is the matrix N formed
■ sxs
the cardinals of the intersections sets (See Fig. 6) will, 
course, be symmetric in respect to the main diagonal.
by
of
In our case, we separate from the graph a subgraph, the maximum 
linked tree. Each node of the tree will be a theme. The value of 
the links will be given by their correspondents elements in 
matrix N, indicating some degree of relationship among the themes.
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Institutions vs Tasks 
Fig. 3.
INSTITUTION j
SUBTASKS
1 2 r NAME OF
TASKS PARTICIPANTS
P1
P2
•
Pm
Institutions vs subtasks
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TASKS
THEMES^. P1 P2 pm
10180230(1) L . L . L,l 3 к
10280222(2) Ln L L0 P u
(w) L L LX У
..
z
Themes vs subtasks 
Fig. 5
THEMES
THEMES\\
1 2 ................ s
1 N11 N12 N.1 s
2 N21 N22 N-,2s
•
s Ns1 N s 2 Nss
Matrix formed by the cardinals of the intersections sets
Fig. 6.
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Fig. 7.
In Fig. 7 the maximum linked tree is shown (DIPOTET, 80).
In our case, this subgraph aids people in decision making 
concerning the management of the research program. For example:
- it is obvious that theme 27 in the subgraph is really a 
"bottleneck" and it is absolutely necessary to assure its 
resource allocation;
- the subtrees derived from nodes 2 and 3 respectively may 
be considered as subprograms to improve program management;
- themes 4, 12, 5, 17, 26 are practically isolated and it 
may be possible that works within them may begin in advance 
or be delayed (within time interval t ) according to resourcel
allocation problems.
What we have presented above are only examples. There are 
other applications of the tree and it is also possible 
(DIPOTET, 80) to derive other useful subgraphs from the graph 
shown in fig. 6.
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Összefoglalás
Kutatási program tervező információs 
rendszer
A cikk információs rendszerekkel és tervezési célú alkalma­
zásaikkal foglalkozik. A szerző a program tervezés módszer­
tani kérdéseitől kezdve tárgyalja a problémát. Algoritmuso­
kat és módszereket ad a program témák struktúrájának megha­
tározására, valamint elemzi ezeket a struktúrákat a-ból a 
célból, hogy segitse a program irányítását és ellenőrzését.
Информационная система для проектирования 
научного исследования
Перфекто Дипотет
В стате описываются некоторые информационные системы в свя­
зи с их применяемостью для проектирования научного исследо­
вания. Дается общая методика проектирования. Алгоритмы и 
методы прелагаются для определения структуры программ иссле­
дований, а также дается анализ этих структур для управления 
программами.
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A QUERY SUBSYSTEM FOR A RELATIONAL DATABASE SYSTEM
LUCIANO GARCIA 
MIGUEL KATRIB 
EDUARDO QUESADA
Universidad de la Habana 
Centro Nációnál de Investigaciones Cientificas 
CUBA
INTRODUCTION
The present article describesINTERROG, the query subsystem 
of LORKA, a relational database system (dbs) designed and 
implemented by the authors СЗ,^,5Т. As it is - well known, 
relational models C13 accomplish in the most optimal way one 
of the more important constructive requirements in the design 
and implementation of dbs: independence of the logical struct­
ure of requests from the storage organization of data. It is 
considered that this independence should be achieved in the 
sense freeing the nonprogrammer user of all the machine- 
-dependent thecnicalities for accessing data unnecessary for 
the logical structuralization of requests. Besides that, re­
lational models provide as no other dos model an adequate frame­
work for developing natural language interface and enhancing 
the dbs with a deductive capacity to deal with implicit infor­
mation .
In the relational model the information of a database is 
arranged into relations, each one containing a collection of 
tuples. A relation can be thought of as a table Fig. 1, with, 
columns named after the different attributes which compose the 
relation and rows of attribute values representing the tuples.
22
DOCUMENTS
TITLE AUTHOR DESCRIPTORS REF-NO
T1 A1 (D1 D3 D4 D6) RN1
T2 A2 (D3 D5 D6) RN2
T3 A3 (Dl D5) RN3
T4 A4 (D3 D4 D6) RN4
BORROWERS
NAME ADDR CARD-NO
N1 ADDR1 0215
N2 ADDR2 0236
N3 ADDR3 0725
N4 ADDR4 0630
LOANS
REF-NO CARD-NO DATA
RN1 0236 1 2 83
RN3 0725 4 1 83
RN2 0215 11 2 83
RN4 0630 20 4 82
Fig. 1.
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Fig. 2
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The general design of INTERROG is depicted in Fig. 2. 
It is composed of four fundamental modules:
The request expressing module.
The request processing module.
The retrieval processing module.
The logical-conversion module.
which are going now to be explained in some length.
The request expressing module
When the user enters the system after a Wellcome the visual 
terminal depicts the following (only the sublist of query 
commands in which we are going to concentrate are - depicted)
P (ROJECTION) S(ELECTION) В (ОТH PROJECTION SELECTION)
O)
After keying the appropriated character the request expres­
sing module guides the user in the structuralization of his 
request and at the same time checks it step by step for syn­
tactic errors. For example; if having decided to enter a re­
quest which implies to perform a projection after a selection 
over two relations the user keys "B". The: following lines are 
depicted one after another (user reponses to each one are in­
clude for purposes of illustration and are associated with the 
examples given in Fig. 1.):
Enter the atribute list
*(ADDR NAME? (2 )
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Enter the selection formula
*(= 1-2-83 DATE? (3)
Enter the relation list
*(BORROWERS LOANS? (4)
As can be appreciated the user constructs are I.ISP-like 
lists. The projection-list (2) is a list composed of an ar­
bitrary numbers of atoms which denote atributes of the rela­
tions involved. The order in which these names appear in the 
projection list is arbitrarily determined by the users and 
reflects the order in which he wants the associated columns of 
values of the corresponding tuples to be displayed.
The formula-list (3) represents a formula of an applied 
first-order predicate calculus built with the propositional 
operators NOT, OR and AND, quantifier-free, with variables 
(attribute names) and constants (attribute values) as terms.
The elemental formulae are of the form (P Tl T2) where 
R is either an arithmetical relational operator (<,>,=,<>, 
<=,>=), either a set relational operator (MEMBER, SUBSET, 
DISJOINT) and T1 and T2 are terms. The formula is built in 
prefix notation and the operators AND and OR may have an 
arbitrary numbers of operands.
A relation-list (4) is composed of one or more atoms which, 
denote the relations involved in the request. When there are 
more than one relation names in the list, INTERROG performs 
automatically the natural join operation whenever possible.
The character "?" at the end of any list is for termi­
nating the list, and it is left in this way to the request 
expressing module to supply all the end parentheses needed.
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If a syntactical error is committed through (2) - (4) the 
user receives an appropriate message and he has the option of 
recuperating it or of making a fresh start from (1).
The request processing module
When the request is well-formed it is delivered to the 
request processing module which first checks it fcr semantic 
errors. A semantic error is committed, for example, when a 
projection-list or a selection-formula contains an atom which 
is not an attribute name or an attribute value. The request 
processing module detects all kind of semantic - errors and 
sends appropriate messages to the user who is obliged to make 
a fresh start.
After passing successfully the semantical test, the request 
is finally accepted as input data by the request - processing 
module which proceeds to generate from it the retrieval instruc­
tions. This means that there are not ad hoc built-in retrieval 
instructions. As we have already explained the system has to 
cope with any projection-list or formula and the latter (see 
more examples further) can have a very complex, structure. The 
request processing - module is provided with procedures which 
transform projection lists and formulae in retrieval instruc­
tion lists which in turn are to be applied as functions to the 
relations. The same thing occurs if the request implies the 
performance of a natural join of two relations: this can have 
an arbitrary number of attributes in common and the module 
generates the appropriate retrieval selection formula and 
projection list for the execution of the join.
27
The retrieval and conversion modules
The retrieval instruction lists are passed on the retrieval 
module where they are going to be applied as LISP functions to 
the appropriate relations. The: retrieval process takes place in 
the computer working memory in a LISP-like manner. To accomplish 
that, the relations are brought to the working memory via the 
conversion module whose task is to transform the physical data 
structure of the relations in the suitable for processing LISP- 
-like list structure in the working memory. In this way both 
retrieval instructions and relations are LISP-like listsand the 
process of aplying the firsts to the seconds is carried out 
through the LISP_EVAL function whose output is the response to 
the request.
It is in this way that the system succeeds in extablishing 
a complete independence of the logical reception and processing 
of requests from the physical organization of the dbs.
After being retrieved, the results are visually displayed 
with printing as an option. The displaying takes place inmedia- 
tely to the evaluation of each tuples of the relations involved. 
In our example if a tuple results from the natural join of the 
relations and the retrieval instruction formula evaluates it to 
true, it is immediately displayed and in case there is a 
projection list, only the row of values of the corresponding 
attributes is displayed. The answer is displayed with additional 
counting and average.
Additional features of INTERROG
The query language of INTERROG has the expressive power of 
the relationsl calculus C2D. Nevertheless the structuralization 
of a request by the user following the "menu" does not required 
the mathematics of the relational calculus. - The user has only 
to think in terms of attributes associated to logical formulae 
and relations. Thus, the request structuralization is non-proce-
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dural and it is completely left to INTERROG to generate an 
optimal retrieval procedure: it is not the user but INTERROG 
the one which optimizes a Join taking advantage of an appropri­
ate selection formula or of ordered-key relations.
The relation attributes have ranges which can take the 
following classes of types: scalar types like nominal (string), 
literal (finetely enumerative values) , integer3 longinteger3 
real and structured types like date (record of the form day- 
-month-year) and list (dynamics sets of scalar and date types). 
It is possible to perform operation over date and list values. 
From a date we can single out the day, the month or the year:
(AND(=AUTHOR A3) (0R(=(YEAR DATE)8 3) (=(YEAR DATE)8 2 ?
with list values we can perform the already mentioned relational 
set-theoretical operations:
(AND(=AUTHOR A 1)(SUBSET(D3 D4) DESCRIPTORS?
(OR(AND( = (YEAR DATE)82) (DI SJOINT(D2 D 1)DESCRIPTORS))
(AND(=(YEAR DATE)83)(SUBSET(D 1 D5)DESCRIPTORS?
Others functions are included:
F (ILE
to create a PASCAL file from the request,
T(EMPORARY
to create a temporary relation from the request, and
M(AX M ( IN
to obtain the maximum minimum value in an attribute field of 
the tuples satisfaying the request.
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CONCLUSIONS
INTERROG is the query subsystem of the first prototype of 
LORKA which was implemented in UCSD-PASCAL for Cuban mini and 
microcomputers. This system are being used in Biomedicine in 
the Cuban National Center of Scientific Researchs. Further 
versions of LORKA already under development will enhance this 
prototype with natural language interface and deductive capa­
city.
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A relációs adatbázis-rendszernek egy lekérdezési
alrendszere
L. Garcia, M. Katrib, E. Quesada 
Összefoglalás
A cikk ismerteti a szerzők által kifejlesztett LORKA elnevezésű 
relációs adatbázis-rendszernek lekérdezési alrendszerét.
ПОДСИСТЕМА ЗАПРОСА РЕЛЯЦИОННОЙ СИСТЕМЫ БАЗЫ ДАННЫХ 
Л. Гарция, М. Катриб, Е. Квесада
Резюме
В статье описывается подсистема запроса реляционной системы ба­
зы данных LORKA разработанной авторами.
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CONGRUENCES ON CLOSED SETS OF SELF-DUAL FUNCTIONS 
IN MANY-VALUED LOGICS AND ON CLOSED SETS OF 
LINEAR FUNCTIONS IN PRIME-VALIED LOGICS
V.V. Gorlov and D. Lau
A congruence on a closed set M in the fc-valued logic P^ , 
k>2, is an equivalence relation on M which is compatible with 
the operations (permutation and identification of variables, 
addition of fictitious variables and substitution) of P^.
In this paper we prove that the congurences on closed 
sets of self-dual functions of P^ are determined by congruences 
on closed sets of non-self-dual functions.
Moreover, we determine all congruences on the closed sets 
of linear functions (see [l] and [ej) in prime-valued logic.
1. Basic concepts
Let E denote the set {0> ls . . . , k-1} , where k~>2. Let рГ ^ 7Я Yldenote the set of all functions f :E^ -+E^  (n>l) and put
P^ = ij p”. If there is no danger of confusion, the super­
nal
script n of the function fn is omitted.
The set of all function of p} having exactly 1 values we
I’ l l  Kdenote by P^ L J.
The functions еп.6Рь (1<г<п) defined by еП.(х1Л...,х )=x. 
are called projections. The n-ary constant function with value
a is denoted by on.a
The operations on P^ are ç, т, Д, V, *, which are defined 
by
( E,f ) ( X  ^ , . . . у x n  ^— xn> x 2 ^
(^  f ) (xj* ' * * * xyj ~ f (x2* x2* xZ* * ' ' * xn)
( к f ) ( X j , . . . у X ^_j) — f ( X j у X 2^ X 2» • • • t '*'n— 2 ^
(4 f ) ( X j^ y . . . у xn + 2 ) ~ f(x 2* x • • • » x Yi+i ^
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(f*g) (x2,x23 . . .3xn+m_1) f(g(xlt . . . ,xj ,xm+13 . . .3xn+m_1)3
where fn3 gmGP  ^ (see [5] or [б]).
Superpositions over the set A_Pj< are functions obtained 
from A by using the operations ç,x,A,V,* finitely many times.
The closure [л] of a set AcP  ^ is the set of all superpositions 
over A. A set A is said to be closed if [л]=Л.
An equivalence relation к on a closed set A is called a 
congruence on A iff f~g ( < )3 s~t ( < ) imply f*s~g*t (< ) and 
af~ag ( к J for all a€{Ç/X,A,V} and for all f3g3s3tGA. A.I.Mal'cev 
showed in 151 that every closed set Л_Р^ has three trivial 
congruences <ß3 and <2:
f ~ g  (<q) : ^ — * f = g M f , g } £ A
fn~gm (KQ) • <---> n=mh{f3g}çA
f~g (<2):<— » {f3g}çA.
Let K and K' be two congruences on A. We write KcK' iff 
f-g ( < ) implies f-g ( for all f3 gGA.
For the other undefined notations we refer the reader to 
El] - [8] , particularly to [б].
For the proofs of our theorems we need the following lemma 
which is well known.
1.1 IÎEMMA ([2]). Let A be a closed set in P^ containing the 
projections. If к- is a congruence on A with к , then
к = < 2 .
2. Congruences on closed sets of self-dual functions of P^
Let s(x)=x+l mod к and let S be the set of all functions 
of P^ preserving the relation {(a3s(a)) \ aGE }^. The functions 
of S are called self-dual functions. If к is a prime number 
then S is a maximal closed sejt of P^ (£7}). In [3] for a
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maximal closed set of self-dual functions it was proved that a 
function /ПРР^ is a function of S iff there exists a function 
Fn with the property
k-1 . ,_. - _.
f(x) = T. j . (x~ ) • sx (F(s г (x ) , . . . , X г(х ))) mod к3 (1) 
г=0 г n
i rl if x i
where s (x) : x+i mod k; j . (x)= 4 and
г to otherwise
F(x^ 3 ...,xn_1)=f(0лх ...»xn_1). The proof in [з] does not 
use the property that к is prime. Therefore (1) is right for 
every k. Because of this property we can define a bijective
mapping a of S ( _ P onto P^: {fn : E^ -+E^ } as follows:
n>0
a : f F.
2.1 LEMMA. The mapping a has the following properties:
Л Л A A A(i) For the operations ç ,t ,A,V,* defined by
A
( ) ( X . . . 3X^)—f(Xj3X^3X^t . . X ^2^
( T f ) ( x ^ j —f . . • 3
( h f ) ( x . . . 3 x^ _ 2  ) —f (х^зХ2 зх 2 *х з3 • • • * Xyi— 1 ^
f)(x з^ • • •3xn+2 ^ ^ x2 *x3 3 x^3 . • • 3
(f*g) (х2з • . • >хп+т-2)=?(х1’9(х1>х2> * * '*xm) 3 Xm+l>'"’Xn+m-2>
is a (£,f)=£,F, a(Tf)=TF3 a(hf)=hF3 a (4f)=4F and 
a(f^g)=F*G3 i.e. the algebra <5;ç,т,Д,V, >^ is isomorphic 
to the algebra <P£;ç ,Д,V,*>.
(ii) For every closed subset A(^0) of S is a(A) a closed 
set, a(A)£S and Aca(A).
PROOF, (i) is easy to check.
Let A be a closed subset of S. Then by (i) we get that a(A) 
is likewise a closed set. Assume a(A)C.S. Then
F(x03 . . . 3x )=s^ (F(s^  ^(x0) , . . . ,  ^(x )))и rl Ci 71
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for i-Q,1, . . . jk-1 and for every fnGA (see [з]). Thus by (1) 
we get that the variable x^ in every function fGA is fictitious, 
however, this is not possible. Therefore is a(A)<£S.
Let fGA. Then is VfGA and therefore a(4f)=fGa(А) л i.e. Acql(A).
2.2 THEOREM. Let A be a closed subset of S,к a congruence 
on A and let a( к ) defined by
F~G(a( k )):<--ba~1F~a~1G (<)
an equivalence relation on a(A). Then
(i) a C <) is a congruence on a (A) and 
(ii) a( K )/A = ' i*e* the congruences on A we can get by
restriction of the congruences on a(A) to A.
PROOF, (i). Since к is a congruence on А к is also compatible
Л Л А Л Awith the operations ç,t ,A,V,*. Then by 2.1 (i) follows that 
a( K ) is a congruence on a(A).
(ii) By 2.1 (ii) xs AC a( A) and therefore a( <  ^/ A is a con­
gruence on A. Let f and g be functions of A. If f~g ( < J then 
Vf-Vg ( K ) and by definition of a( K ) is a(V/)=f~g=a(4g)(a( K ) 
i.e. ca( K ) /A- If f~g (a( K' )/A) then by definition of a( < )
we get that a  ^f~ a ^g ( K ). Since f and g are functions 
— 7 - 1of S is a /=V/ and a g =Vg. Therefore is V/~V^ ( K ) and
/А)»
A (Vf)=f~g=à(4g) ( K )t i.e. a( < ) /A ç  3 Thus a( K ) , /А
3. Congruences on some closed subsets of [p^ ]
In this section we prove a theorem which we need for the 
determination of the congruences on the closed subsets of 
linear functions.
Let С c P ^ ^ j G  a subgroup os ; *>, where the func­
tions of G preserve the set C, U a normal subroup of the group 
G and let y be an equivalence relation on C which is preserved 
by the functions of G.
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It is easy to check that the equivalence relation U on 
[gUc] defined by
^  » n = mk (3 г ЗГ^д'вОиС: f(x)=f'(x.)hЪ
g (x)=g 1 (x .) A( f ' *U=g 1 *U4f '~g ' (]i) ) )ъ
is a congruence on [GUC].
3.1 THEOREM. Let G be a subgroup of < ; *>л CCPW  and
GÇPol C. Then exactly on [GUC] there exist the congruences 
Kq3 <j and congruences of the type K ^, where U is a
normal subgroup of G and y is an equivalence relation on G 
which is preserved by the functions of G.
PROOF. Let к be a congruence on [GUC] and к ф к . Then by 1.1 
is к ç к . We have to ditinguish the following cases:
Case 1 : There exist к-congruent functions fn and gn with 
An~2fGG and Дп~1двС.
Then is An~V~A”~ V  <). Thus e^-t/1'1 g=: в J  к ), aGEk.
By this we have for every function hme[GUc“\:
el*h=h~cm=c *h( <). г.е. к = к .1 a a a
Case 2 : There exist к-congruent functions fn and gn with
f ( x 2 » • • • ~f * ( % » g(x2 » • • ‘3 ^  ~ ^ x^ 3  ^f ' » g '
and г?j.
Without loss of generality we can assume that i=l and j=2.
The inverse functions of f  and g' we denote by f" and g" , 
respectively. Then we have S
S ( S ( ^ 2^  * G ( % э % g3 • • • 3 % 2^  в 2 ( ^ 2 3 ^  2^
2
~g ( f" (x 2 ) , g" (x 2) ,x 2; . . . ,x 2)=e 2(x 2) (<). Therefore is
e^( s (x) >t(x) )=s (x) ~t(x) =e^( s (x) ,Ь(х) ) (к) for every s 
and t of ['GUC]m3 m>_ly г.е. к=к
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Case 3: Two n-ary functions f and g are к-congruent if and 
only if either if3g}^[c] or there exist an i and
f 1 j g 'CG with f (X , , , j X\ —f (X 3 g (XJ f • • • з &^  ~d ^^-î,^ '
In this case the congruence к is exactly determined by 
and K jc'
As we know, the congruence on a group G are determined 
by a normal group U of G and f~g( ) iff f*U=g*U for all f, 
gGG.
Obviously, Ю is an equivalence relation on C which is
preserved by every function of G.
Thus _ U, /С.
4. Congruences on closed sets of linear functions in 
prime-valued logics
Let p be a fixed prime number. L denote the set of all 
linear functions over <E : +, * mod p> in P . i.e.p p
n
L:= {fnGP |3 a .:f(x)=an+ £ a.mx. mod p}.
п>1 p г г=1 г г
In 11 I it was proved that L has exactly the following 
closed subsets:
L(\S= U {fnGL I a7 +a 9 +. . . +a =1 mod p},-« 1 Ci Tin>l
n
aGE 3 
V
Lf\S(\Pol(0) and closed subsets A with
If i4C[L^], then it is easy to see that the closed set A has 
only congruences of the type and of the type defined
by
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/
fn~gm(K У;: <— > bn~2f~bm 2g (p) and 
fn ~gm ( к ^  : <■ » n=mAAn ^ /~ Л П ^ ( y , ) ,
where у is an any equivalence relation on 4^ .
If and A c \_L2\ then the congruences on A follow by
theorem 3.1.
We denote by an equivalence relation defined by
fn~gm( » n=mA(2a: f(x)=a+g (x) mod p) .
Obviously, к is a congruence on I. We will show that к is ^  ^ G
the only nontrivial congruence on A c L for A i [£ ]•
4.1 THEOREM ([4]). к , < 3 к and к, are the only con- L J 0* о3 a 1gruences on L .
4.2 THEOREM. kq3 and are the only congruences on
Lf]Pol(a) for every aGE^.
PROOF. Clearly, the closed sets Lf)Pol(a), aGE^3 are mutually 
isomorphic. Therefore we can assume that a=0. Let к be a con­
gruence on Lf)Pol(O). The following two cases are possible:
Case 1 : к £ к .— aBy 1.1 is к = .
Case 2: <n С. K C .и — a
Then there exist < -congruent functions fn3 gn and an те- 
tuple a=(a13...,an) with fCd)^g(a). Therefore is 
f(a^ •!, a2 ’Xj . . . , an ’x) = :a.’x~b ; =g (a^  *x3 ‘я, • . . » an ля) ( K )3
where aib.
— 7The functions h( x3y )=x-y mod p and t(x)z=(a-b) belong
to LOPol(O). Thus we get h(ax3ax)=0 ^~h(ax3bx):=h ' (x) ( ) and
c20=t*c2~t*hr=e2j ( K ) . This implies that o2*rm=or^~r>:=e2^*x‘ ( K )
for every rmGL(\Pol (0) 3 m>l. Therefore к = < .
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кj are the only congruences4.3 THEOREM. Kq3 ка> ка and 
on LOS.
PROOF. Obviously, a(Li)S)=L. Therefore, using 2.2 and 4.1 we 
have the the theorem.
4.4 THEOREM. ^q3 Ka anc^  Kj are fbe only congruences on
LOSOPol(O).
PROOF. The theorem follows from a(LOSOPol(0))=LOPol(0), 2.2 
and 4.2.
We also remark that the structure of the congruences be­
comes more complicated, if k is not a prime number. If k is 
square-free, then follows by [8] and by [4] (theorem 3.6) 
that every closed subset of L has only a finite number of 
congruences. But, if k is not square-free then there exist 
closed subsets of L with an infinite number of congruences. 
Finally we give an example for a closed subset with a such a 
property.
n
Let Z;= \J {fnGP . |3 a .G{03 2} : f(x) = £ a-'X. mod p}3 let v(f) 
п>1 * г i=l г г
be the number of the non-fictitious variables of the function
f.
Further let be an equivalence relation defined by
f=gV (n=mAr> (f ) <iAr (g) <i) ,ъ
г=1л23... . If is easy to prove that x- for all i>_l is aг '
congruence on Z of P .
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ОБ ЭКВИВАЛЕНТНОСТИ И УСТОЙЧИВОСТИ ДЛЯ ЭВРИСТИЧЕСКИХ 
АЛГОРИТМОВ РАСПОЗНАВАНИЯ И ИХ ПРИМЕНЕНИЯ
ХОАНГ КИЕМ и ХО ТУ БАО 
Институт Информатики и Кибернетики 
Ханой - СРВ
В данной работе исследованы вопросы эквивалентности и ус­
тойчивости алгоритмов распознавания, приводятся результаты ре­
шения нескольких задач в геологии.
В последнее время теория распознавания образов находит ши­
рокое применение во многих областях народного хозяйства. Часто 
при решении конкретных задач перед математиками-прикладниками 
возникают интересные вопросы, от ответов на которые зависит эф­
фективность применяемого метода. При решении нескольких задач 
в геологическом исследовании в СРВ нам пришлось решать вопросы 
эквивалентности и устойчивости распознающих алгоритмов. В этой 
работе даётся попытка решения этих вопросов.
Сначала приводим краткое описание некоторых классов рас­
познающих алгоритмов.
§ 1. ОПИСАНИЕ АЛГОРИТМОВ РАСПОЗНАВАНИЯ
Пусть задано множество допустимых объектов {S} . Мно­
жество { S} покрыто конечным числом подмножеств К.,..., К0,
I 1
называемых классами, {S}= U К. . Каждый объект S представля-
j = l 3
ется набором из пзначений признаков I(S) = (a1(S),. . . , an(S))
Далее задаётся некоторая начальная информация IQ о классах. 
Тогда основная задача распознавания Z состоит в следующем: для
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каждого объекта выделенного подмножества S^ciíS} установить, 
используя информацию I , к каким из классов К^,..., при­
надлежит этот объект.
Введем набор предикатов Pj(S)="S 6 К^", j = l/ Д . Набор
a(S) = (P^ÍS),...fP^S)) называется информационным вектором 
объекта S . Таким образом, результат решения задачи 2 может 
быть представлен в виде информационной матрицы 11P  ^( S1) 1 
К^,..., -классы, Sg = {S1,...,S^ }. Если кодировать, напри­
мер символом Д , отказ от вычисления P ^ (S1) , то можно счи­
тать, что алгоритм А решения задачи Z вычислит матрицу
3 . ■ Il „ . Если 3. .6(0,1}1 ] 11 qx£ "lj , то 3. . -значение p.fS1),íj j '
вычисленное алгоритмом А. При 3^=Д алгоритм отказался от
вычисления PjCS1)
Известно, что каждый алгоритм распознавания А может быть 
представлен через последовательное выполнение алгоритмов В и С, 
А = В-С, причём если А( z ) = ||3±  ^|^ XÄ, то В( z ) = Ц ь ±;. || £ ,
b±j -действительные числа, С( l^ ij II qX£ )= Il j И qX£ * п°ДДДго- 
ритм С называется в дальнейшем решающим правилом и подалгоритм 
В - распознающим оператором, который переводит начальную инфор­
мацию I и описания распознаваемых объектов I(sbr • 
в числовую матрицу ||b..|| 0 , где Ь. . есть значение1 J С[^Л/ 1 J
функции принадлежности S1 классу К^, i=l,...,q; j=!,...,£[11
Чтобы вычислить матрицу ll^ j_jllqX£ • почти все алгоритмы 
распознавания требуют вычисления гипер-матрицы
HB(Z) qx £' hb. .= {b*.} i: ID k=l
Nj=card(Кj)
К^ =К_. П sm
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í k  ^ - вещественные или комплексные числа.
После определения трансформации F : НВ -»■ В , имеем
F l l h b i j l l q x £  l l F Chbi j : llq *£  l l b i j H q x £
Обычно рассматриваются трансформации, имеющие следующие
виды:
Fl'bbii"1 = МСЬЬлл^ - среднее или математическое ожидание мно-
J ■ V N iжества hbij = { Р( S1 ,S
Алгоритмы, определяющие через FChb^ j 3=MChb^  ^3 , называются
M-алгоритмами распознавания /М-алг/
FChb.^-extrChb.^ - верхнее значение множества
Алгоритмы, определяющие через FChb.^3 = extrUhb^ 
ся extr -алгоритмами распознавания /extr-алг/.
hb. .13
3, называют-
В дальнейшем, покажем, что почти все алгоритмы распознава­
ния являются или M-алгоритмами или extr-алгоритмами.
(а) Алгоритмы вычисления оценок С13
Напоминаем основные этапы определения этих алгоритмов:
(1) Указание системы опорных множеств
(2) Определение функции близости B-CS.S1)ш
(3) Вычисление оценки Г~(S^S1) объекта S' по объекту s1 
и опорному множеству Í2
I^CS.S1) = f(Bcj(S,S1) ,у(Б±) , р(ш))
(4) Вычисление оценки Г~(S) объекта S по опорному мно-ш
жеству Œ по классу
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r ü(s)  = » ( r . ( s . s j )  ........  I'a( s ’ sN:j)>
(5) Вычисление оценки r^(S) по классу К.
3
Г (S) = --------  ^ _
J card(í2.) card( К . ) S16K .A A D D
E r~(S,S ) ш ’
( 6 ) Решающие правила в алгоритмах вычисления оценок
Отметим, что эти алгоритмы являются M-алгоритмами распоз­
навания .
(б) Алгоритмы типа потенциальных функций Z 2 3. Потенциальные 
функции обычно имеют виды:
Ф(S,Sт ) = е~а S , S ’ )
или
С1Ф ( S, S1 ) = --------------
с2+сзр(S,S *)
где а,с1,с2,с3 - константы, Р - расстояние между S и s ' .
Это монотонные функции по р . Потенциал между объектом s 
и классом определяется
1Ф ( S ,К . ) = -------- Ф ( S , S ' )
J card(Kj) S'SKj
В этом случае, имеем hb . . = {ф ( S1 , ) } card(K. ^ , b..= (P(S,K.)-LJ 3 ID D
Определение алгоритмов в этой модели состоит из двух этапов 
а/ Вычислить потенциальную матрицу l(b,- jllqX£ ' 'bij -потен­
циал между объектом S1eS<^ и классом .
б/ Решающее правило: Объект S относится к классу К если
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(P(S’K0)) = max ф (s»K j )j
Очевидно, что алгоритмы типа потенциальных функций являются 
- алгоритмами.
(в) Алгоритмы, основанные на принципе ближайшего соседа
/БС-алг/ широко используются для решения задач распознава­
ния образов. Элемент b . . матрицы ||b. . || . определяется1 j л. j а/
расстоянием между S1€Sg и его ближайшим соседом в . 
Это значит
b . . = min P ( ,  S )
1] s ек. шw Dи также имеем
, . card(K.)
hb.. = (s1> sj)} ^ =1 3
Итак, алгоритм ближайшего соседа определяет принадлежность 
S1 к классу К , если Ь^и = min b^.
j J
Ясно, что это extr-алгоритм.
(г) Алгоритмы распознавания с параметрами C1D.
На практике используются некоторые модели алгоритмов рас­
познавания образов с параметрами. Параметры ai'а2 ' * *• ,an 
- весами признаков. Параметры “ весами клас-
1 2  Nl 1 N£сов. Параметры у^у.^,..., У1 У£ - весами
объектов. В дальнейшем, обозначим, например, М-алг с пара­
метрами признаков a1,...,an через Ма-алг, М-алг с пара­
метрами a,ß,y через Ма,®'^-алг, и т.д.
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§ 2. ЭКВИВАЛЕНТНОСТЬ ЭВРИСТИЧЕСКИХ АЛГОРИТМОВ РАСПОЗНАВАНИЯ 
Алгоритмы распознавания А и В называются эквивалентными
если
V± i : СА . = СВ .
A пгде ||cij|| и IJ С^ j К являются информационными матрицами для 
А и В. Эквивалентные алгоритмы А и В обозначим А ~ В.
Алгоритм распознавания А и В называются эквивалентными по 
вероятности, если
V j • : lim Р(СА . = СВ .) * 11/2 j / im \ 12 12card( S )-*» J J
probЭквивалентные алгоритмы по вероятности А и В обозначим А % В.
Будем рассматривать эквивалентность /Эквивалентность по ве­
роятности/ для некоторых эвристических алгоритмов распознава­
ния:
М - алгоритмы распознавания:г''
Mf ( р ) - алгоритмы распознавания:
extr - алгоритмы распознавания: 
extr f(p)- алгоритмы распознавания:
MChb..2 
12
Mtf(hb..)2 
12
extr hb..
12
extr f(hb..)12
где N .
f(hb±j) = ifibjj),....fib.j )}
ТЕОРЕМА 1. Если функция монотонна по P , то 
extr P - алг ^ extr f ( Р) -алг
Доказательство. Заметим, что extr f (р) = f ( extr P ) , если f яв­
ляется монотонной по Р . Тогда сразу имеем 
extr Р - алг ^  extr f(P) - алг
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ТЕОРЕМА 2. Пусть распределение Р(S,Sk),S^SK  ^ является нормаль­
ным (пу а) или экспоненциальным (X) , тогда
prob
М 0 - алгоритм ^ extr р - алгоритмК*
Доказательство. Это доказательство проводится на основе следую­
щего утверждения С б 3.
Обозначим через En(xk), Dn x^k^  “ математическое ожидание 
и дисперсию к -ого верхнего значения эталона из п элементов с 
нормальным распределением (т,а) . Тогда
ln ln n+ln 4тг + 2CS,(k)- с: 1
E^(xv) = m - о ( /2 ln n ---------------------------- + 0(----))
П K 2 /2'Tn" n ln n
Dn(xk>
a2
2 ln n
Г TT2 ~1 —  - S,(k)
6 г
+ 0 (
1
—  ) ln n
n-k+1 . n-k+1
где S^Ck)
■ J i  * ' S~(k) = Z —2",, 2 i=l 1 c- постоянная Эйлера. Для
экспоненциального распределения (X) , имеем
E ( X . )  =  n k
n
m Z 
i=n-k+l
D2(x. ) n k
2m
n
Z
i=n-k+l
Так как решающее правило основывается на extr{b. .} , то
j 13для доказательства теоремы достаточно доказать, что
п-*оо
Е Сх( и) ] = extr Е Сх( j ) : <=> Е Их. (и)! = extr E Сх. (j)D, n n n k  n k
j=i,... ,a
где EnCx(j)D и EnCxk(j)H обозначают математическое ожи-
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дание к-ого верхнего значения j-oro эталона из п элементов. 
Для простоты и не теряя общности, можем предполагать, что 
extr = min и докажем в этом случае
n-^ œ
En:x(u): = min EnCx(j)3 <=> E^x^u): = min Encxk(j):
j j
Это эквивалентно
D/3
n->°°
= 1 m . <m . , <=> E [x, ( j ) II<E [x. ( j ' ) 1j— j ' n k J — n k J
Тогда теорема доказана в силу вышеуказанного утверждения.
ТЕОРЕМА 3. Если функция f монотонна по Р и распределение р 
является нормальным (mj,a) или экспоненциальным (^) , то
справедлива следующая схема
М
prob
prob 
- алг --
extr р - алг
М _, . алг£ ' р >
prob 
•extr f( р) - алг
S
Доказательство. Из доказанных теорем, имеем
М р - алг extr р - алг
Сразу вытекает
extr р - алг ^ extr f(р) - алг
Mf(p) -алг Р£°Ь extr f ( р ) — алг
Наконец, учитывая, что 
prob prob
Тогда
Мр -алг 'ъ extr р - алг'ъ extr(p) - алг Mf(P) - алг
М р-алгр^оЬ Mf(p) - алг
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Доказана теорема.
YРассмотрим некоторый результат об эквивалентности М' -ал-
г
горитма с Мр -алгоритмом.
к кРасстояние pk=p(S,S ),S 6К^ - случайная величина Р
1 N1Вес объектов класса К^:у ,..., у х - случайная величина Y
"р- арифметическое среднее расстояний между S h К .N- J
5 Ч  Л а
р - арифметическое среднее расстояний с весами объектов меж-Y
ду S и К.
PY =
N .
£ pkYk
k = 1______
N .
Z3 Yk к=1 КМ(р )- действительное среднее расстояний с весами объектов 
между S и
М(Р ) = lim р Y N ->оо Y:
а2, (а2 ) - экспериментальная дисперсия случайной величины рРу
/с арифметическим средним с весами/
N .
£ (pv-p) k-1 k
Hj-i
N .:
PY
ylx (Pk"P^
V i
/N О /4 CTP YV = — , V = —*- - трансформированные коэффициенты случайныхP Y "
величин P и yN.D
Z (Pk”P)(Yk- Y)k=l
PY Nj P Ÿ
- экспериментальный коэффициент корре­
ляции между р и У
Тогда имеем:
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ТЕОРЕМА 4. Если Р и у статистически независимы, то
„Y РгоЬ мМр - алг ъ мр - ал г
Доказательство. Будем доказывать, что
л /ч
р = P (1 + г -V V )Y м Y р Y
Имеем
л л
р(1 + г V V ) = p (1 +PY P Y М 4
N .
&  (р - р)(у, - р) 
к = 1 к
А Л
iNj иР °у Р
И. W j
£ (Рк- p)(Yk~ Y) £ D Y _ N ~ гк=1 K K - v-1 Pv-Y V w-i P Y= p (1 + ---------------) = P(l + k 1 k k---- 3----
N.•p*Y 3
N N
k - / 1" Yk“ P (1 + - 1) =Nj P Y
£ P kYk k=l k
N. ÿ
Nj•p*y
Nj
ï P V
- fc=l к kN .v3
E Yk k=l K
Y
—  )
Y
Y
Так как lim p =M(p ), lim p = м(р)
N .-*» Y Y N .-x»3 3случайной величины p ,
математическое ожидание
lim г.
N .-►<»3
PY = rPY lim VN .-»■<»3
То когда Nj стремится к бесконечности, справедливо
M(n ) = М(р)С1 + г V V 3ПГ PY p Y
Ясно, что если г =о , тоPY
М(р ) = М(р)
Теорема доказана.
§ 3. УСТОЙЧИВОСТЬ И НОРМИРОВАНИЕ ЭВРИСТИЧЕСКИХ АЛГОРИТМОВ РАС­
ПОЗНАВАНИЯ
Дисперсия алгоритма распознавания А определяется следую­
щим образом:
ТЕОРЕМА 5..Сохранив все условия теоремы 3, имеется
D( БС—алг )=min D(extr р-алг
Доказательство. Известно, что БС-алг является min р -алг. Тог­
да достаточно доказать
min Р ext г рVi,] °(Ь^ ) = min D(b±j )
где , min р b. . = min {bk.} , bextr P - extr{bk.}4 13 13'
Из указанного утверждения теоремы 3, следует
D2 (b.1XtrP ) - =2,--n i] ' 2 ln n
ír
T  -  S2(k) + Ош
для случая нормального распределения и
2 extr р _ 2D (Ь.. ) = mП V 1] '
п
I 1
i=n-k+1 i-
для случая экспотенциального распределения. В обоих случаях
ôxtrPРП(Ь^ j ) достигаются максимум при к=1 , т.е
СЛЕДСТВИЕ
мальным,
D„(b^P )
. Если распределение 
то выполняется
D (БС-алг) < D
. _ ,,extrp .
■ “ V y  )
{p(S,Sk);SkeK>
(М-алг)
явялется нор-
Это неравенство вытекает из
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Мр -алгоритм = медиана р-алгоритм S {extr р-алгоритм }
Будем определять устойчивость распознающих алгоритмов че­
рез его дисперсию. Чем меньше его дисперсия, тем больше его ус­
тойчивость . В условиях теоремы 3 и из следствия теоремы 5 сле­
дует, что БС-алгоритм имеет наибольшую устойчивость. Эти резуль­
таты используются при проектировании комбинированной системы 
распознающих алгоритмов.
Возникает вопрос можно ли модифицировать алгоритмы распоз­
навания для повышения их эффективности.
Сначала рассмотрим наглядный пример, в котором БС-алг - 
используется для задачи двух классов.
р (S,^) = p(S,K2)
s e ?
Заметим, что
P(S,Kj) s Р(S'К]' S'), VS'SKj 
P(S,K2) »  P(S",K2\S"), vs"6K2
Несмотря на то, что p(s»Kj) = p(S,K2), S может относиться к клас­
су к 1.
Следующий метод позволяет модифировать распознающие алго­
ритмы для повышения их эффективности зависио от того, что
структуры классов.
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- Сначала, вычисляем
1/ P(S, К.)
2/ {PCS',К.)} или {p(S\K S')} , -
J V S'GK. j vs eKJ- Обозначим
M(p(S,K )) = M{ p(S',K.)} или M{p(S',K.\S')}
J J J
D(P(S,K )) = D{ P(S',K.)} или D{P(S' ,K.\S')}J J J
Имеем слудующую нормированную формулу
pCs,^)
p(S,K ) - M(p(S,K )) J — - J.
D(P(S,K.))
Алгоритм распознавания, модифированный по указанному методу на­
зывается нормированным алгоритмом распознавания и обозначается 
через
Ясно, что если все распределения классов Kj одинаковы, то
P(S, K.)eP(s, IC) , т.е а Е А
ТЕОРЕМА 6. Мр -алгоритм распознавания эквивалент Мт~алгоритму 
распознавания
Где Мр : Мр - нормированный алгоритм распознавания
Мт : Мт - нормированный алгоритм распознавания
мт = в.с, В=||Ь .. | |  , b.j = (S1 ,М(К^))
Р£ - эвклидовое расстояние, р = р е
Доказательство. Известно, что С 5 3 по теореме Гиугельса 
p(S,K ) = p(S,M(K.)) + D(K.)J J J
Непосредственно используя теорему Гиугельса и указанное опре-
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деление выражения М(р(Б,К^ )), Б(р(Б,К^ )) можно записать
МГР(Б,К ): = м ср(s' ,m (k .))+d (k .)з = м :P(S',M(K.)): + D(K.)
J S'GK. J J s '6K. J J
3 3
DCP(S,K.): = D CP(S* ,M(K.))+D(K.): = D CP(S',M(K.) И
J S’6K. J J S’ GK. J
J 3
Тогда, нормированная формула для P(S,Kj) задает таким обра­
зом
P(S,M(K.))+D(K )- М Up (S' ,М(К. ) ) И - D(K. ) 
p (s ,k .) ------- J-----J- seKj------- 2-------- 2-
S'6K. CP (S' ,M(Kj ) ) ]
P(S,M(K.)) - M Cp(S' ,M(K.) )3 
J s ' ек j j
d : p ( s ' ,м ( к . ) ) з
S'6K. Jj
Теорема доказана.
§ 4. НЕКОТОРЫЕ РЕЗУЛЬТАТЫ ПРИМЕНЕНИЯ КОМБИНИРОВАННОЙ СИСТЕМЫ 
РАСПОЗНАЮЩИХ АЛГОРИТМОВ В ГЕОЛОГИЧЕСКОМ ИССЛЕДОВАНИИ
Как известно, в геологическом исследовании часто встреча 
ются задачи распознавания и классификации. Перед нами были 
поставлены конкретные задачи геологами. Для решения этих за­
дач была составлена комбинированная система распознающих алго 
ритмов, состаящая из алгоритмов модели вычисления оценок, ал­
горитмов ближайшего соседа, алгоритмов К-внутригрупповых сред 
них, алгоритмов типа потенциальных функций. Эта система реали 
зована на ЭВМ и даёт хороший результат. Опишем вкратце эти за
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дачи :
1. Распознавание гранитоидов с количественной информацией. 
Гранитоид является видом популярных объектов на Севере 
Вьетнама. Были собраны и проанализированы тысячи блоков гра­
нитоидов .
Задача состоит в том, что из таких блоков распознавать бло­
ки, содержащие руды, например, свинцовая руда, антимон .... 
Каждый блок гранитоида объект определяется 10 числовыми 
признаками, являющими содержание компонентов SiO2, ТЮ 2, 
ai2o3 ,... С81
2. Классификация формации руд Pb - Zn С8U
В этой задаче каждый распознаваемый объект рудная точка 
характеризуется 36 признаками, из которых 27 признаков о 
минералах, 3 признака об элементах, 2 признака об их отно­
шениях и 4 признака о других породах. Знаем только о качест­
венных информациях признаков, например, "значительное значе­
ние", "незначительное значение", ......
По определенному разбиению эталона из 70 объектов на 4 фор­
мации, нужно распознавать сотни других рудных точек.
3. Классификация данных нефтяной скважины
Нефтяной промысел является молодой областью в СРВ. Она еще 
не имеет необходимого количества обработанных данных, слу­
жащих эталонами. Поэтому на первых шагах обработки данных 
нефтяной скважины возникает вопрос автоматической классифи­
кации. Нефтяники предложили нам несколько задач, одна из
которых - автоматическая классификация по глубине нефтяной
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скважины для выявления пластов песка, углей, глины, и т.д. 
Каждый распознаваемый объект характеризуется 7 признаками: 
диаметром скважины, удельным сопротивлением, естественным 
электрическим полем, нейтрон-кароттажем, Y -кароттажем .. 
Мы обработали несколько скважин.
Эквивалентность и устойчивость распознаваемых алгоритмов 
применяются для сравнения результатов и определения весов ал­
горитмов при построении комбинированной системы следующих ал­
горитмов :
- алгоритм, основанный на принципе ближайшего соседа;
- алгоритмы вычисления оценок;
- модифицированный алгоритм К-внутригрупповых средних;
- алгоритмы типа потенциальных функций.
Применение этой системы для решения вышеуказанных задач ука­
зывает на то, что
- вероятность для того, чтобы результаты 4 алгоритмов были 
одинаковы является 0,72;
- верояность для того, чтобы результаты 3 алгоритмов были оди 
наковы является 0,78;
- вероятность для того, чтобы резульаты 2 алгоритмов были оди 
наковы является 0,99.
Авторы считают своим приятным долгом поблагодарить докто 
ра Бак Хынг Кханг за внимание к работе и обсуждения результа­
тов .
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ABOUT THE EQUIVALENCE AND STABILITY OF HEURISTIC 
ALGORITHM OF PATTERN-RECOGNITION WITH APPLICATION
Hoang Kiem, Ho Tu Bao 
Hanoi, Vietnam
In the paper the question of the stability and equivalence 
of pattern-recognition algorithms are investigated. The 
results are applied to some problems of geology. The solu­
tions of these problems are also discussed in the paper.
A HEURISZTIKUS ALAKFELISMERÉSI ALGORITMUSOK EKVIVALENCIÁJA 
ÉS STABILITÁSA ÉS ALKALMAZÁSAI
Hoang Kiem, Ho Tu Bao 
Hanoi, Vietnám
A cikkben a heurisztikus alakfelismerési algoritmusokat 
vizsgáljuk, az ekvivalenciájukat és a stabilitásukat.
Az eredmények geológiai feladatokra való alkalmazásáról 
is beszámolunk.
Közlemények 29/1983 59-73
РАСПОЗНАЮЩИЕ АЛГОРИТМЫ В ГИПЕРКОМПЛЕКСНОМ ПРОСТРАНСТВЕ
Бак Хынг Кханг, Хоанг Киэм 
Институт Информатики и Кибернетики, СРВ
Распознавание образов в настоящее время находит широкое приме­
нение для решения практических задач во многих областях народ­
ного хозяйства, например, в геологии, медицине, гидрометеологии, 
технической диагностике, прогнозировании экономических, социаль­
ных процессов ... . Успехи в прикладном направлении являются
бесспорными и общепризнанными. Однако до сих пор еще не вырабо­
тана единая теория в области распознавания образов хотя попыток 
было больше чем достаточно. К настоящему времени в рамках мате­
матической теории распознавания образов оформилось несколько 
различных научных направлений. По существу можно говорить о нес­
кольких теориях распознавания: статистической, алгебраической, 
структурной. Каждая из них имеет свою направленность и резко 
отличающийся от других набор обсуждаемых проблем.
Данная работа примыкает к алгебраической теории распознавания, 
развиваемой в работах [4 - 5j . Она отличается от упоминаемых 
работ тем, что модель распознающих алгоритмов строится в так 
называемом гиперкомплексном пространстве. Это вызывается тем, 
что при распознавании снимков снятых с самолетов, искусственных 
спутников и космических кораблей, объект выражается через п-мер- 
ный вектор, каждый компонент которого есть гиперкомплесное 
число, например, кватерной.
В данной работе доказывается, что n-мерное евклидово-простран- 
ство на к-ом гиперкомплексном поле будет гомоморфно к. п-мерному 
евклидову-пространству. Тем самым доказывается, что распознаю­
щие алгоритмы в n-мерном евклидовом-пространстве на к.п-ом 
гиперкомплексном поле являются распознающим алгоритмом в к.п-мер- 
ном евклидовом-пространстве. В частности алгоритм, распознающий 
цветные снимки [2] являются распознающим алгоритмом в 4п-мер- 
ном пространстве.
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Другие результаты являются уставлениями условий корректности 
линейных решающих правил.
Сначала мы приводим некоторые необходимые понятия и определения. 
§ 1. НЕКОТОРЫЕ ПОНЯТИЯ И ОПРЕДЕЛЕНИЯ
1.1. Гиперкомплексное число
Число X
ли :
называется к+1 -ым гиперкомплекснымчисломес- 
x = x0 + x1e1 + ... + xkek
где Xj(i=o,k)
ej (i = l * )
- действительные числа;
- базисные элементы с некоторым 
законом умножения:
eiej = Рц,о + P ij.l « ei + • • • + Pij,k • ek
где
pij,l - действительные числа, 1=о,к
Примеры некоторых особых гиперкомплексных чисел:
- Комплексные числа: k = (а + bi)
- Кватернион: Q = (а + bi + ej + dk)
- Октава: О = {а + bi + ej + dk + AE + BI + CJ + DK}
Эти гиперкомплексные числа играют особую роль в теориях норми­
рованной алгебры, разделимой ассоциативной алгебры м  и в 
настоящее время, они имеют некотрые приложения в построении 
распознавающих моделей, например, на основе кватерниона [2}.
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1.2. Гиперкомплексное пространство
Известно, что псевдоэвклидово пространство индекса являет­
ся эвклидовым, в котором система п-базисных векторов 
&j,e2, •••»еп есть k-векторов ej , где е? < 0 .
В теории дифференциального уравнения, мы встречали псевдо­
эвклидово пространство индекса 1, когда рассматриваем вол­
новое уравнение n-переменных. Особенно, в теории относи­
тельности установились отношения 4-мерного время-простран­
ства с псевдоэвклидовым пространством индекса 1 [з] .
Гиперкомплексное пространство есть псевдоэвклидово прост­
ранство индекса К на гиперкомплексном поле.
Если К=0 и гиперкомплексное поле является комплексным, то 
мы имеем комплексное эвклидово пространство или унитарное 
пространство с известным скалярным произведением.
Если К=0 и гиперкомлексное поле является кватернионным по­
лем, то имеем эвклидово пространство на кватернионном по­
ле [2] .
1.3. Скалярное поле в гиперкомплексном пространстве *124
Скалярное произведение в эвклидовом пространстве удовлетво­
ряет аксиомам:
1. (х, х) > 0 , (х, х) = 0 < = >  X = О
2. (х, у) = (у, х)
3 . (х, ку) = к (х, у)
4. (х + у, z) = (x,z) + (y, z)
Если х = х1е1 + х2е2 + ... + xnen
У = У1е1 + У2е2 + ... + упеп
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при
n(ei, ej) = 5у то (X, у) = 2 XjYj
В 4-ом метапсевдоэвклидовом пространстве индекса 1, минков 
ское скалярное произведение определяется:
4
(х, у) = ■ х1У'| + (е* = -1, ^2 = ез = е4 =1)
В эвклидовом пространстве на комплексном поле имеем следую 
щие способы определения /зависит от наличия аксиомы 1 или
нет/
а - п(X, у) = .2 Xjyj 1=1 1 /не удовлетворяет аксиоме 1/
б - (х,У) = У1 : комплексная сопряжённая
в - (х, у) = (у, х) /комплексная сопряжённая (у, х)/
Скалярное произведение, определяющее по б -, является осо­
бым случаем скалярного умножения, определяющего по в - 
/скалярное умножение в унитарном пространстве/.
Чтобы определить скалярное произведение в гиперкомплекс­
ном пространстве, рассмотрим следующую лемму:
Лемма 1: Задано 2 вектора х, у в гиперкомплексном прост­
ранстве на ассоциативном поле:
х= х1е1 + х2е2 + ... + хпеп
У= У1е1+У2е2 + - + Упеп
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Если в этом пространстве определяется скалярное произведе­
ние, удовлетворяющее аксиомам (2), (3), (4), то
(х, у) = 2; х;у; (е:, е-)1, J J
Доказательство:
Из ( 2 ), (3), (4) следует:
3') (кх, у) = к (X, у)
4 ' ) (х + y,z) = (х, z) + (у, z)
Из аксиом 3), 3 0 имеем: 3 ") (kx, ly) = kl (х, у)
Из 4-, 4'-) и 3"-) следует:
(X, у) = (х1у1 + х2у2 + ... + xnyn, yiei + у2е2 + ... + упеп) = 2 х[У{ Ц, ej)
h J
Следствие 1: Если {ej}, i = 1,п есть система ортонорми-
рованных базисных векторов, то:
п
(х, у) = .2 XjYj i=l 1 1
Следствие 2 : Если {ej} , i = 1, п есть система базисных век­
торов в псевдоэвклидовом пространстве индекса К, т.е.:
и
ei =е^  = ... = e*=-l,e*4l =... = е* =1 
(ej, ej) = 0 , (i,j = l,n , 1Ф j) ,то
k n(x,y) = -2xjyj+ 2 XjYj1=4 i=k*l
то скалярное произведение в 4-мерном время-пространстве 
минковское скалярное произведение в 4-мерном время-прост­
ранстве является особым видом скалярного произведения.
Лемма 2 : Пусть дано 2 вектора х, у в гиперкомплексном
пространстве на неассоциативном поле
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x=x1e1+x2e2 + ... + xnen
У = Yl el  + У 2e2 + • • •+ ynen
Если в этом пространстве определяется скалярное произведе­
ние, удовлетворяющее аксиомам 2, 3, 4, то:
(х, У) = .2. j (XjYj + yjXj) (ej, ej) i? J
Док аз ательс тв о:
Из леммы 1 имеем: (х, у) = 2х;у:(е=,е;)
i J  1 J J
(У, х) = .2. yjXj (ej, ej) = 2. yjXj (&, ej) = 2. yjXj (е;, ej) i, J J J 10 J J í, J J 1 1 J
(x, y) + (y, x) = .2 (xjyj + yjXj) (ei} ej)
(x, y) = (y, x) = .2. I (Xjyj + yjXj) (ej, ej)
Следствие 1 : Если {ej} , i=l,n есть система базисных 
векторов в псевдоэвклидовом пространстве индекса К:
;i е2 • • • = = -1 , е^ +1 = . . . = е^ =1 и
то
(ej, ej) = 0 , ( i , j  = l , n  , i¥=j)
(x, У) = - \ j| Ц П  - YjXj) + \ . js : (xjyj + YjXj)
Следствие 2 : Если {ej} , i=l,n есть система ортонормиро- 
ванных базисных векторов гиперкомплексного пространства на 
неассоциативном поле, то:
(х,У) = | .2 (Xjyj+yjXj)
1.4. Правило умножения гиперкомплексных чисел
Известно, что умножение гиперкомплексных чисел по обычно­
му основывается на правиле умножения • ej как указано 
выше, в пункте 1.1.
Кроме того, мы определим еще некоторые следующие правила 
умножения:
1 - X •у = X - у
2 - X • у = X • у
3 - X • у = X • у
где у и X - сопряженные гиперкомплексные числа у их.
Выбор конкретного правила умножения зависит от надобности 
и содержания проблемы, которую надо решать.
§ 2. РАСП03Н0ВАНИЕ ОБРАЗОВ В ГИПЕРКОМПЛЕКСНОМ ПРОСТРАНСТВЕ
2.1. Образ в гиперкомплексном пространстве
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В настоящее время существуют некоторые модели алгоритмов 
распознования в гиперкомплексном пространстве. Например, 
модель распознающих алгоритмов на цветных снимках [2^  ..
По этой модели каждый объект образа выражается через 
n-мерный вектор, каждая компонента которого есть кватерни­
он . Эта модель лучше отражает процессы рождения и преобра­
зования образов, и распознающий алгоритм на кватернионном 
векторном пространстве, как мы рассмотрим ниже, действи­
тельно является распознающим алгоритмом по метрике в 
4п - мерном пространстве.
Для обобщения, считаем образ в гиперкомплексном простран­
стве как множество векторов и каждая компонента которых 
есть гиперкомплексное число. Эти векторы можно определить
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в эвклидовом или исевдоэвклидовом пространствах.
2.2. Расстояние в гиперкомплексном пространстве
Известно, что расстояние между двумя векторами х и у в 
эвклидовом пространстве определяется:
Это определение негодится для гиперкомплексного простран­
ства, потому что, как указано выше, скалярное произведе­
ние двух векторов в гиперкомплексном пространстве будет 
гиперкомплексным числом.
Для удовлетворения определению о расстоянии мы должны опре­
делить скалярное произведение в гиперкомплексном простран­
стве , чтобы (х, х) > 0 , ¥х Ф О
Теорема 1: п-мерное пространство на k-ом гиперкомплекс-
ном поле со скалярным произведением, определяемым:
будет гомомрфно к -п -мерному эвкливовому пространству, 
где ÿ и X - векторы, компоненты которых являются гипер­
комплексными сопряженными компонентами у и х .
Доказательетво: Из леммы 2, следствия /1/ имеем:
1 /  (х,у) = ^ Е (х ,у )  + (у,х)]
2 /  (Хх, у) = X (х, у)
3 /  (xi  + х2, у) = (äj, у) + (х2, у)
4 /  (х, х ) > 0  , (х, х ) > 0 если X Ф О
Определить скалярное произведение по лемме 2 имеем
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(Х, У) = \ S (Xj^ + YjXj) z i= 1
xi,Yi - есть К-ые гиперкомплексные числа.
xi = xi l el  + xi2e2 + • • •+ xikek 
и xi = Щ Ъ  ‘ xi2e2 ' - - - - xikek
yi = yilel + ... + yikek и П  = У11 el -•••-yjkek
/обозначим ej=l /.
Так получим
(х’ У) = \ Д  t( Д  Xijej> (y ilei - Д  yijej> + ( Д  yijej) x^il®l -fi Xijej) ]
После упрощения мы имеем:
n k(x, у) = S 2 Ху У y . i=l j = l У У
Таким образом каждому вектору х в гиперкомплексном прост­
ранстве соответствует и векторов с к компонентами
х* : (xi i,Xi2»*'-»Xlk*’*’» Хп1> Хп2» • • ' > Хпк)
Ясно, что это соответствие есть гомоморфизм, потому что 
оно сохранит скалярность (х, у) = (х’, у’) .
Следствие : п -мерное эвклидово пространство на кватернион-
ном поле со скалярным умножением, определяющим в теореме 1, 
будет гомоморфно 4п -мерному эвклидовому пространству.
Гомоморфизм гиперкомплексного пространства с эвклидовым 
пространством позволяет использовать распознающие алгорит­
мы, построенные в эвклидовом пространстве для решения за-
дачи распознавания в гиперкомплексном пространстве.
2.3. Решающее правило с порогом в гиперкомплексном пространстве
2.3.1. Ли ней ное_ прави ло_с_порогом__ в действительном_эвклидовом 
пространству
Пусть дана система линейных функций:
rj(x) = aj4J4  +aj2X2 + -- • + ajlXl + aj M  Í Í = V  О)
и решающее правило с порогом
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Г
1 , если IjíS*) >  Sjj
aA(S*)= - 0 , если Г/ S ’) <  őj-j (2)
. А ’ если «j 2 < r j (S’) < 5 jl
где - константы.
Обозначим:
И  ■
Чл Ч 2--  1^1
а2Л а22 ••• а21
Имеем следующую систему.
ТЕОРЕМА : Линейное решающее правило с порогом ajVs’) 
определяемое по (2) , является корректным, если det В АН ФО 
Понятия о корректном алгоритме и решающем правиле опре­
деляются в [ 4 ].
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Доказательство ; Допустим, что *8q = S*j,... ,Sq есть мно­
жество q допустимых объектов с истинной информационной 
матрицей Цс^ \\ ql . Условия для правильной классифи-
кации объектов s;-s2... s4 соответствующих информационной матрице по решающему правилу Oj (S ) являются
*41 bkl +a12bk2 +• • - + Mlbkl + aî,M s* 0
a24bk1 + a22bk2 +... + a21bkl + а2>1+1 0
к -1 nЬЧ wJ
a24bld +al2bk2 + -• '+ allbkl+ \  Ь2 0
Здесь aj , M = aj > M -6jjU , и =1,2
Ясно, что система неравенств (3) будет совместна если 
следующая система совместна
aJl*l+-• +ajlxl+aj,M j = V  (4)
Как известно, что необходимое и достаточное условие сов­
местимости системы (4) является:
*41 *42 • • а41
det а24 а22 ••• а21
аМ а12 ••• а11
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2.3.2. Линейное решающее правило с порогом в гиперкомплексном 
пространстве
Обозначим
^ = ^aj,M> ^4» *]2> • • • »
X =(4-, х1, х 2, • ■ • t Xj)
Перепишем систему линейных функций (1) в следующем виде
Tj(x) = (aj, х ) , j =4,1
В п -мерном эвклидовом пространстве К-мерном гиперкомп­
лексном поле со скалярным произведением, определяемым 
в теореме 1, мы можем расширять концепции решающего пра­
вила с линейным порогом таким образом:
1, если : (а*, X*) >  ôfl
< 0, если.: (а*, X*) <  őj2
А, если: őj2 <  (а*, X*) <  Sj/j
Здесь aj* и х* п-мерные векторы, каждая компонента ко­
торых является К-мерным гиперкомплексным числом.
Понятие об корректных алгоритмах и решающих правилах в 
основном определяется по [ 4, 5], здесь мы только расши­
ряем концепции о матрицах, соответствующих распознающим 
операторам [4, 5] с элементами в гиперкомплексном прост­
ранстве .
Каждая i -ая компонента aj* имеет вид:
aji = aW i + --- + aj i ek-1
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Обозначим:
Для сокращения обозначим:
1, КЮ
р =4, к
i, j ? *1,1
ТЕОРЕМА 3: Линейное решающее правило с порогом опреде­
ляемое по [ 5 ] является корректным если:
ранг = 1 .
Доказательство : Пусть S = v>^ , S^,..., j является мно­
жеством q выборочных объектов в гиперкомплексном прост­
ранстве с информационной матрицей ql . Условие
для правильной классификации объектов S j, S^,..., 
соответствующих информационной матрице Ца^ Н j по 
решающему правилу a^ (s’) является:
(apí>-8j,«* 0
(af,s,2)-6j>co^ О со = 1» 2
j =1,1 <6)
Ясно, что система неравенств (6) будет совместима, если 
совместна следующая система
(Í»x)-«j><dí 0; j = ü (7)
72
Разлагая ее имеем:
12i=l
к2j=l “S xf • 8i,со ^ О Í = V
Следовательно, ч<го необходимым и достаточным условием сов­
местности системы (7) является:
ранг 1 aj II Uk.j =1 
Теорема доказана;
р = 1,к
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PATTERN-RECOGNITION ALGORITHMS IN HYPERCOMPLEX SPACE
Bak Hing Khang, Hoang Kiem 
Hanoi, Vietnam
The paper deals with the questions belonging to algebraic 
theory of pathern-recognition. The algorithms of pattern- 
-recc-gnition are investigated in so called hypercomplex, 
space (say n-dimensional space of quaternions). The main 
field of applications is the study of pictures ganied by 
air-planes or satelites.
ALAKFELISMERÉSI ALGORITMUSOK A HIPERKOMPLEX TÉRBEN
Bak Hing Khang, Hoang Kiem 
Hanoi, Vietnam
A cikk az alakfelismerés algebrai elméletéhez kapcsolódik 
Az alakfelismerési algoritmusokat a szerzők u.n. hiper- 
komplex térben vizsgálják mondjuk a kvaternionok n-diiren 
ziós térbe-n . A fő alkalmazási terület a repülőgépek ill. 
űrhajók által nyert képek kiértékelése.
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THE ALGEBRAIC STRUCTURE OF P R IM IT IV E  RECURSIVE FUNCTIONS
István Szálkái
student of Eötvös Loránd University, 
Budapest
ABSTRACT
In this article I looked at the set of primitive recursive 
functions as an algebraic structure with two operations: com­
position о and iterationП, see below. I prove that there is 
no endomorphism on this structure besides ID and 0 (see 
Theorem I). After this I prove that certain sets of functions 
from N to N (for example the set of primitive recursive func­
tions) cannot be generated with one function with the help 
of operations о and СП(see Theorem II and III). In my paper 
I also write some problems concerning this topic.
INTRODUCTION
Denote by N the set of non-negative integers. We say that 
the function f is generated from the functions g and h by 
primitive recursion if there is a к such that
„ „k+1 M ,Tk+2 .. , .Tkf : N -*■ N, g : N -*■ N., h : N -> N
кand for every m 6 N ; f(Oim)=h(m) and f(n+13m)=g(n3m3f(n3m)). 
Let us define three special functions as follows:
i.e.
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О : N -V {0}
S : N -*■ N
• : N ->- N
VnG N 0 (n)=0
¥né?N S (n)=n+l
VnGK , , n-1 if n>l l_(n)= r J -
10 otherwise
These are called basic functions.
In general denote by a the constant function from N to N
having the value o, c£N.
ьA function f from N to N, k>l, is called primitive recur­
sive if it can be generated from the basic functions with the
help of primitive recursion, composition and projections from
ьN to N in finite steps. Since there is a calculable (i.e.kprimitive recursive) bijection between N and N we can 
restrict ourselves to functions from N to N. Denote by PR the 
set of the primitive recursive functions from N to N. For the 
usual definition of primitive recursive functions see [2],
[4] or [5].
For an arbitrary function f from N to N denote by the 
"iterand-function" of f from 0 , i.e. let f a (0)=f and for every 
n, fn (n+l)=f(f (n) ). Furthermore we shall denote by quadres (n) 
the quadratic residuum of n, i.e. the distance between n 
and the greatest square number no greater than n. For example 
quadres (16)=03 quadres (53)=4 , etc. Denote by о the operation 
of composition and by + the operation of addition of two func­
tions. R.M. Robinson [l] proved that every primitive recursive 
function from N to N can be generated from the basic function 
S and the quadres with the help of the operations o, + and 
The starting point of my investigations was this fact. Denote 
by <PR3o3d > the set PR as an algebraic structure with opera­
tions о andD. The main purpose of this paper is to investigate 
the algebraic properties of <PR3o3n>.
It is easy to see that <PR3o> is a semigroup with a unit 
element id (since id=S°GPR)3 where the only left-hand-singular 
elements are the constant ones and there is no right-hand- 
singular element. Obviously Q  is a unary operation from PR to 
PR and Xer О Э 1 и  . It easy to see that Ker□ =  {f:f(0)=0 } and
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quadres G Ker\Z\\Im Q.
For every f fau=0, so the only fixpoint of Q  is 0.
A* *v
(To prove this we have to use algebraic considerations only: 
we have to observe that if fa=f then /Qn =f and =/° =f. )
If = < A > 3 ...3gm> is an arbitrary algebraic structure, 
then every homomorphism from A to A is called endomorphism.
Denote by End( ) the set of these endomorphisms. The iden­
tity operation ID on A (i.e. ID(a)=a for every aGA) is trivial­
ly an element of End( ). If contains a null element 0 for
every operations of then the null-operation 0_ (i.e. 0_(a)=-0
for every element of A) is also an endomorphism on . It is 
obvious that 0 is the null element of PR, i.e. 0o0=0 and 0° =0. 
So we got that ID and 0_ are elements of End<PRio3 >. In the 
next section I prove that End<PR3 о3П>={0_3 ID} (see Theorem I). 
After this I examine a more general question: what are the si­
milar structures such that for them this theorem holds (see 
Theorem I.A and I.B). As I know well, these questions have not 
been investigated yet. Only the automorphisms of degrees were 
studied in [5] and [б]. In this paper I investigate the struc­
ture of null degree itself.
Above we have seen two equivalent definitions of primitive 
recursive functions (the usual one and the definition of R.M. 
Robinson.) There are still more equivalent definitions of them 
(see [з], [4]) and there are a lot of open problems concerning 
how to generate PR in a more simple way. I prove a theorem 
concerning this (see Theorem II) which seems to be an interesting 
one.
Namely the theorem says the following:
In what follows denote by <a> the set of functions f from N to 
N which can be built from the function a with the help of ope­
rations о and О in finite steps. Let a be an arbitrary func­
tion from N to N. Then the Theorem says that 
either there is no bijection in <a> 
or VfG<a> f is either injective or R(f) is finite.
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(R(f) denotes the range of f, i.e. R(f)={f(i) :iGN}). Denote 
by PR+ the monotone increasing elements of PR. The corollary 
of the above Theorem says that there is no aGPR such that 
<a>=PR or <a>=PR+ (see Theorem III). It is not known whether 
the operation + can be eliminated from the definition of pri­
mitive recursive functions or not. To be more exact the prob­
lem is the following:
PROBLEM 1.: Are there u3v9PR such that PR can be generated from 
the functions и and v with the help of the operations о and ?
To solve this problem I suggest to choose another (see
in [2], §.7.16.)
If such и and v exist then Theorem III implies that the result
of R.M.Robinson is sharp. A similar result was proved in [з],
—  2Theorem 6. Let f (inversion) denote the following operation:
- 2for every surjective f let f be a function such that 
f 1 (x)=min{y:f(y)=x]. J . Robinson [з] proved that R cannot be 
generated from only one function with the help of operations— 7о and f (.R denotes the set of general recursive functions).
In her proof she eliminated the operation + with the help of a 
*, a "mirror-operation".
My Theorem I shows that her method is not applicable in our 
case because * is an endomorphism on R .
The results of this paper seem to be the first ones con­
cerning the properties of <PRioi□ >. I think it is interesting 
and useful to investigate similar problems, for example 
to study other properties of the operators о and □ 
to investigate other operations on PR 
(for example (T.f)(n)=f(0)+f(l)+...+f(n) or f 1 )
to raise other usual and unusual algebraic questions in the 
algebraic structure <PRtoiQ>, etc.
I thank Emil W. Kiss and B. Uhrin for their useful remarks.
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ENDOMORPHISMS
The main purpose of present section is to prove Theorem I. 
To do this we need some abbreviations and two lemmas, but 
first I explain some remarks on the endomorphisms on PR.
Let oGN3 o0O and let L be the following endomoprhism: for 
VfEPR let L(f)=a i.e. L:PR -* {g }. Since c is a left-hand- 
singular element of PR, so it is easy to see that LGEnd<PR3o>. 
Since c°(0)=0 so с°т^ с so L0End<PR3Q> i.e. we have got that 
LGEnd<PR3o>\End<PR3U>. Conversely let sg=(SoO)vl be the usual 
signum function: sg(0)=0 and sg(n)=l for n0O.
Let L(f)=sgofosg for every fGPR. Then it is easy to see 
that LGEnd<PR30 >. (We have to examine where f is equal to 0 and 
where it is not.) Furthermore by Lemma 1 we can say that 
L0End<PR3o> so LGEnd<PR3D>\End<PR3o>. If we want an easier 
example for LGEnd<PR30>\ End<PR3o> then let L(f)=f° for every 
fGPR.
The following lemma is useful both to the above elementary 
investigations and to prove the main theorem.
LEMMA 1. Let u3vGPR be arbitrary functions such that v u0id 
and и is not a constant function. Let L(f)=u f v for every 
fGPR. Then L0End<PR3o>.
PROOF: Let x^3x^3ZG^ be such that (vou)(Z)=y0Z and u(x^)0u(x^) 
Furthermore let f3gGPR be szch that
g(v(0))—Z and f(Z)=x^3 f(y)=^2.
Such f and g obviously exist. For example let g(n)=0 for njv(0) 
and f(n)=0 for n^Z and n0y. From the usual definition of pri­
mitive recursive functions it is easy to see that if f(n)0O 
only for finite n then f is primitive recursive (see for 
example [2].)
/Then L(fog)(0)=(uofogov)(0)=u(xг)0и(x£)=(uofovouogov)(0) 
=(L(f)°L(g))(0)
so L(fog)0L(f)°L(g) i.e. L0End<PR3o>. Ш
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Concerning this lemma the following problem arises:
PROBLEM 2: Are there functions и and v such that for every 
fGPR:
f°=u°fov ?
The corollary of the next lemma will be useful for the 
proof of Theorem I.
_ 7LEMMA 2. Let fGPR and f(0)=0 Assume that / exists (from this_ уpoint f will denote the usual invers function of f for the
operations o, i.e. f °f=fof =id.)-7Furthermore let f GRR.
Then 3! gOPR such that f=g°.
PROOF: Let g=foSof~ then gGPR and ga (n)=(foSof )o(foSof )o\ -y  --Г
n times
—  2... (fosof )(0) i.e. a suitable g exists.
If f=ga then f(n+l)=g&(n + l)=g (£&(п))=g(f(n)) i.e. foS=gof i.e. 
fosof =g i.e. there is only one correct g. В
COROLLARY: id=fD <=> f=S.
THEOREM I. If LGEnd<PR3o3tJ> then L=0_ or L=ID.
PROOF: There are two cases:
a.) L(id)=id and b.) L(id)0id
CASE a.) L(id)=id
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Then id=L(id)=L( Sa) = (L(S) )a and from this we get that 
L(S)=S using the corollary of Lemma 2. For every űé?N and func­
tion f from N to N let f°=fofo...of for o^O and f°=id.N--- у —/
о times
For an arbitrary constant function a c=Sc°0 and L(c)=L(S°o0)= 
L(SC'°id°)=L(S)G°LUd)a =Saoida =S°O0=o.
«X *4«
Furthermore, for every fGPR and c£N /(c) =L ( f (e))=L ( f oQ) =l ( f) oQ= 
=L(f)(a)
i.e. f(a)=L(f)(a) which implies f=L(f) 
i.e. L=ID.
CASE b.) L(id)?id
To spare place, for every fGPR denote f'=L(f) and let 
N' =U{R(f) : fGPR} i.e. all elements of N contained in R(f') 
for any fGPR. At first I examine whether N' equals to N or not.
For every fGPR idof=f so id'of'=f' i.e. VeGN id ' ( f ' ( о ) ) =f ' ( о ) .
In other words 'i& '(d) =d if dGN ' since f'(e)GN' or VdGN ' id'(d)=d.
Denote this fact by id' N =id N 1 Obviously by the definition
of N ' ,R(id ') C. N '. Conversely VdGN' id' (d)=d so R(id') 13 N' 
i.e. R(id')=N'.
N ,=id N l and id'^ -id.From this Л/'^ N follows because id'
Obviously 0 ' = (id0T3) '=id a =0.
At this point we prove the following proposition:
if f N ,=9rN (i.e. VdGN' f ' ( d)=g ' ( d) ) then f'=g'.
Since for every yGN (f )(y) = (f  id ')(y)=f'(id ' (y))=g ' (id ' (y)) = 
g' id' ) (y )-( g ' ) (y) so f'=g'.
For every aGN we know that
a' = (Sao0)' = S'ao0 = S'°(a) = S'° oa = Sa'о a = id'oa ~ ~ гч; ~
i.e. (*) VaGN id'oa' = id'oa .
Especially if aGN' then a'=a .•Kr ~
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Then id"-a = id"oa’ = (id’oa) ' = (a) ' - a 
so id" , — id jy, - id’\^t.
a
and by the previous proposition id" = id’.
Furthermore for every fGPR and yGN (id 'o foid ’) (y ) GN ' and 
f ’ = id'of’oid'
so (id ’ofoid ’) (y) = [(id’ofoid')^y)’\ ’=\id’ofoid’oT^] ’ =
= id"of’ oid' oy ’ = id ’of 'oid ’oy ’.
using (*) we got = id’of’oid’oy = f'oy = f'(y) 
i.e. id’ofoid ' = f.
We know that R (id*) = N ’/ N, so id ’oid '/id. Moreover 
id ’ ( 0 )=S ,D (0)=0 in other words R(id’) Э 0. If id’ is a constant 
function (in other words if there is one element in R(id') 
only) then id' must be the function 0. Then for every fGPR 
L(f)=0 because f ’=id' f ,=OQf r=0 i.e. L=0 .
Now suppose that id’/03 in other words id’ is not constant.
So we can apply the Lemma 1 choosing u=v=id’ because we have æen, 
that f'=id’Qfoid’ for every fGPR and id’oid ’/id. On the Lemma 1 
we can say that L0End<PR3o> so L0End<PR3о 3Q>. This contradict 
to our assumtion and this contradiction proves our theorem.0
The following corollary shows the importance of this theorem:
COROLLARY: Let g’^3 g ^3 . . . , g j^ ßPR and 0^3...30p be operations on 
PR. Suppose that PR can be generated from the functions
W-*-*-*1 the help of operations 0^3...0 . Further suppose 
that there is a finite procedure how to calculate the function
above operations. (See the usual proofs of equivalence of the 
different forms of primitive recursive functions.)
Let (*) denotes the following condition:
(*) LGEnd<PR and L(g.)=gi
for i-132 к
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If (*) holds then LGEnd<PR3o3D > so L = ID.
The corollary says that our theorem is true in many usual 
strucutres of primitive recursive functions.
The proof of Theorem I shows that we used only a few pro­
perties of our structure <PR3 o3 О >. This implies the following 
generalization of this Theorem:
THEOREM I.A. Let <P3o3D >  be an arbitrary algebraic structure 
such that the following axioms hold:
a. ) <P3o> is a semigroup with unit element id
b. ) 3!S6P : S° =%d
Denote by PS the set of the left-hand-singular elements of 
<P3o> then
c. ) Vf3 gGP : (VcGPS : foo=goe)=>f=g
d. ) 3oqGPS VfGP : faa =
e. ) VeGPS 3fcc£N ; c = SoSo.^QSO<j0
к times a
Then: if LGEnd<P3o3D> and L(id)=id then L=ID
PROOF: (only sketch) Analogous to the proof of case a.) of
Theorem I:
b . ) => L(s)=s3 d.) => L(c )=cо оe.) => VcGPS : L(c)=c and finally from c.) we get L(f)=f 
for every fGP i.e. L=ID
This theorem is a generalization of Case a.) only.
Theorem I.В below says how to generalize the whole Theorem I 
in similar way.
THEOREM I.B. Let <P3o3 > be an arbitrary algebraic structure and
suppose that all the axioms a.) - e.) hold.
Suppose that the following axiom hold too.
f.) if voи ^ id3 u0PS and L(f)=uofov for every fGP then 
L0End<P3о>.
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Then for every LGEnd<P3o3 О  > L=ID or L=0_
PROOF: (sketch, analogous, to the proof of Theorem I).
There are two cases :
CASE a.) L(id)=id3 see Theorem I.A.
CASE b.) L(id)0id.
In this case let f'=L(f) as in the proof of Theorem I.
Let R(g) : = {goo : oGPS} for every gGP (this is the 
analogue of the range of a function).
Denote by N' the setUiR(g') : gGP}. By the axiom a.) R(id') =
= N ' ^ PS and id ' N ,=id \N and N'JPS because id'/id. By d.)
o' —o and R (o )= {a } because о GPS.о о о о о
Proposition : if f N' 9 N , then f'=g'.
Proof: by a.) / ' | pS~9 ’ | PS and by c.) f'=g'.
Especially for every oGPS o'=o. From this id"=id' follows 
because id"|^ ,=id ' |^ , by a.) and the above proposition. From
the above results we get that for every fGP f '=id 'ofoid '3 
using e.). If id'GPS then id'=cq3 or in other words L- 0_.
If L^O then id'0PS and by f.) we get that L0End<P3o> i.e.
L0 <P3o3U>. This contradict to our assumption. This contra­
diction . proves the theorem. Ц
At this point some problems arise. For example:
PROBLEM 3. Are the axioms a.) -e.) independent or not?
One can ask similar question about the axioms a.) -f.). 
PROBLEM 4. To give more general algebraic form of these 
theorems above.
Similar problems arise in the next section concerning Theorem 
II and Theorem III.
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GENERATIONS
The main result of this section is Theorem III which is a 
consequence of Theorem II. Theorem III says that PR+ and even 
PR cannot be generated from one function with the help of our 
operations о and D  . In this section I am dealing with arbit­
rary functions from N to N, not only functions from PR, ex­
cept in Theorem III. The proof of Theorem II is made throught 
some lemmas.
LEMMA 3.Let / be an arbitrary function from N to N. If f° is 
not surjective then 2?(/a)is a finite set.
PROOF: It comes from the definition of / that if
f a (n)=fa(m) for any m>n then R = (0) 3 /°Г 2 ) , . . . , f°(m) } . щ
REMARK: In the case above is a periodical function and its
period is m-n. We can ask whether for every periodic function 
/ there is a function g such that f=gD. The answer is the
following: Let a.=f(i)3 iGN and the sequence (a.) is periodicъ ъ
from the place n and its period is m-n (i.e. V3GN a .=a ..)n+o m+cThen there is a function g such that f=ga if and only if the 
numbers a .a......a , all are distinct and a =0.
Obviously, /^ is bijective if and only if /a is surjective. 
Moreover it is easy to see that if g is an injective function, 
R(g)?0 then g& is an injective one, too. The following lemmas 
investigate this problem in more details.
LEMMA 4. If / is not injective then /° is not surjective. 
PROOF: Let and i=f(k1)=f(k2).
Suppose that fa is surjective.
Then there are h13 h such that k ^ f 0 (h and k2=f& (h2) 
and h ^ h 2.
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Then i=f(k1) = f ( ( h 1))=fa (h2+l) and on similar way we get 
that i=fa (h^+1). We know that h^+l^h^+1 and by Lemma 3 R(f 
is a finite set i.e. f is not a surjective function. This 
contradiction proves the lemma, ц
From this point for an arbitrary function a from N to N 
denote by <a> the generation of a with the help of the opera­
tions о and □ i.e. the set of those functions from N to N 
which we can built from a with the help of the above operations 
in finite steps.
LEMMA 5. If a is an arbitrary injective function then for every 
element f of <a>
f is injective or R(f) is a finite set.
PROOF: Let us investigate how we build the elements of <a> 
in more detail. Then prove the lemma by induction. For 
every natural number m and function f from N to N 
/"of0 = f°oSm and (/n)°=fa о (Sm) .
Taking these identities into account we get the following 
scheme, when we construct <a> on the basis of the system 
below:
the 0th layer is {a} t hwe get the r+i layer on the basis of the followings:
thfirst from the elements of the r layer
th r;using О or m power of о
thsecond from the different elements of the r layer using о
ththird from the different elements of the r layer and 
layers number less then r using o.
We can see easily with induction on the number of layers 
that for every element f of <a> f is injective or R(f) is a 
finite set.
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(Because if for h and g: h is injective or R(h) is finite and 
respectively for g then hog and hp have the same property, 
too.) ■
O / nm iDa o (S г  
0
m u  □ ~m a oa —  a oS
a mar о a
_th ,0 layer 1 s t ,1 layer ~nd л 2 layer
Scheme
LEMMA 6. For every element f of <a> either there is a 
suitable к such that f=a< or R(f)- ^  R(aD ).
PROOF: Similar to the proof of the previous lemma.
An induction as above shows how to build the elements of <a>. 
We can see easily with induction on the number of layers that 
for every function f laying in the part of the above figure 
fenced with dotted line that R(f) C R(an ). Because for every 
function g and h R(hog) c R (h) and R(g ) _ R(g) {0} 
furthermore if R (h) C. R (a) then R(amoh) _ R(amoa°) <z. R (aa). 
The reader can prove this lemma in detail himself.
With the help of above lemmas there is no difficulty in 
proving our main theorems.
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THEOREM II. Let a be an arbitrary function from N to N.
Then
either there is no bijection in <a>
or YfG<a> f is injective or R(f) is finite.
PROOF: If a is injective then see Lemma 5.
If a is not injective then am is not injective as well. In 
this case I prove that there is no bijection in <a>. Proving 
by indirect way, suppose that there is a bijective element f 
of <a>. Since f is injective for all m£N. But f is sur­
jective and by Lemma 6 a° must be a surjective function.
By Lemma 4 this is a contradiction, which proves the theorem.
From this theorem it is easy to show the main theorem:
THEOREM III. There is no primitive recursive function such 
that it can generate all the monoton increasing primitive re­
cursive functions even not all the primitive recursive func­
tions. In other words:
~l3aGPR : <a>=PR+ or <a> = PR
PROOF: By Theorem II id and (its definition see in the 
Introduction) cannot be at the same time in <a> for every 
function a from N to N.
This proves the theorem. В
One can put the following problem similar to Problem 4:
PROBLEM 5. To give more algebraic form of the above theorems 
in similar way as it was shown in Theorem I.A and I.B. To solve 
this problem (other exercise) I suggest to take each element 
f of p as a function mapping from ps into ps: let f(c)=foo
for every element c of PS.
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PROBLEM 6. We have seen that for example <S>_PR+. So far I have 
not found any element of Pi?v4<S> yet. So the problem is to show 
any element of PR+%^.<S>.
REMARK: One can investigate other subspaces of PR and prove 
that they cannot be generated from one element only. For 
example there is no difficulty in showing that the following 
subspaces have this property:
PRfin - < f
PRn = { f
PR. . = { in j f
PR = { con C,
PR = { per f
PR = { pern f
PRо = { f
PRbij - { f
PRsurj= { f
: R(f) is a finite set }
: in R(f) there are at most n elements }
: f is injective or R(f) is finite }
cD : e£N }
: f is periodic }
: f is periodic and its period contains 
no more than n elements }
: f(0)=0} =Ker U
: f(0) and f is bijective }
: f His no surjective }
\
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A primitiv rekurziv függvények algebrai struktúrájáról
Szálkái István
Összefoglalás
E cikkben a primitiv rek. fv.-ek halmazát algebrai 
struktúraként tekintettem: a kompozició (o) és a O-tól való 
iteráció (□ ) műveletekkel.
Belátom, hogy e struktúrában az ID és О endomorfizmusokon 
kivül nincsen más endomorfizmus (Id. I. Tétel).
Ezután részletesen megvizsgálom, hogy NN mely részhal­
mazai generálhatók egy függvénnyel a fenti két operáció segít­
ségével. (Id. II. Tétel).
Ebből speciálisan adódik, hogy a prim. rek. függvények halmaza 
nem generálható egy függvénnyel, (Id. III.Tétel). Néhány ide­
vágó problémát is emlitek, a tételek algebrai általánositásai 
után.
АЛГЕБРАИЧЕСКАЯ СТРУКТУРА ПРИМИТИВНЫХ РЕКУРСИВНЫХ ФУНКЦИЙ
И. Салкаи
Резюме
Статья занимается множеством примитивных рекурсивных функций 
как алгебраической структурой. В этой структуре существуют две 
операции: композиция (ö) и итерация с места О / О  , см. во Вве­
дении/ . Доказывается, что над этой структурой существуют толь­
ко два эндоморфизма: ID и 0_. /см. Теорема I./ После этого
статья занимается вопросом: какие подмножества NN /функции из 
.Vb N / можно получить из одной функции, /см. Теорема II/.
Из этой теоремы получается важная Теорема III : подмножество 
примитивных рекурсивных функций нельзя составлять из одной функ 
ции. Кроме этих доказываются теоремы в общей алгебраической фор 
ме и дано несколько проблем.
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PLANNING PERENNIAL CROP PRODUCTION IN AGRICULTURAL 
INVESTMENT PROJECTS
Elmira Morin Tej ado 
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Academia de Ciencias de Cuba
INTRODUCTION V
The main purpose of this paper is to describe a model 
which, we hope, will be a working tool for the managers 
of the citrus enterprises in our country. Managers may 
obtain with the model different long range alternatives 
for the development of their enterprises. These alter­
natives allow them to plan in advance: the investments 
poliey; the principal material resources needed; the 
labour force required, mainly the qualified one, and 
the finantial policy for the planning horizon.
In the first part of the paper /Problem Description/ 
we present the main tasks to be solved by the model, 
the constraints derived from the socio-economical en­
vironment and the particular requirements of the end 
users.
In the second part /Model construction/ we explain the 
algorithm we have followed in order to obtain the 
groups of parcels with similar description /taxons/ 
within the Enterprise. Next we present the model de­
scribing the process for the production of citrus, the
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main normative and technological parameters and also 
the material and economical contraints. Last, we give 
a short description of the algorithm used for the 
microlocalization of economical objects within the 
enterprise.
In the third part /Result Analysis/ we briefly de­
scribe the principal output of the model and the prob­
lems we plan to solve in the near future.
This paper is part of a research program /DIPOTET-81/ 
related to the long range development of a new agricul­
tural region in a developing country.
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PROBLEM DESCRIPTION
In Fig. 1. we present the main blocks appearing in the 
process for the production of citric fruits and citric 
byproducts. It is possible to see the rather big number 
of operations to be done in order to get the fruit to 
the end users. It is demanded from us to develop a model 
giving different alternatives for the long range devel­
opment plan of the enterprise. It is known, that for 
the planning period /Т/ the demand of citrics is higher 
than the production possibilities of the region.
The main optimization critérium is"the maximum profit 
for the planning period" T.
A feasibility study was carried out in order to identify 
the particular conditions and actual possibilities of 
the enterprise and its environment. Results of the former 
study are :
- There are different kinds of citric fruits planted, 
with not the same technology, in different types of 
soils, indifferent years, etc. The parcels with the 
same former characteristics must be grouped together, 
looking for model simplification and better under­
standing of the enterprise development process.
- Five years after plantation it is possible to get fruits 
from citrics trees and during the next seven years the 
productivity increases in a more or less linear way. 
After the 12th year this productivity remains approx-
I r_imately constant until the 40 year. Cultural and
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agrochemical attention to parcels change according to 
their age and fruit production
- The planning horizon T is less than 20 years. It is 
not possible to plant more than Sa ha/year, and it is 
not possible to invest more than pesos on each five 
year plan. ST is the total surface available for planting. 
The enterprise normative and technological parameters 
are known. Actual prices for fruits and by products and 
their trends are also known.
- The enterprise development budget can not be less than 
10 % of the net profit. The enterprise must also support 
the social infrastructure needed for the workers and 
their respecitve families.
- It is strongly recomended not to introduce new forms 
for data gathering because people reject these changes, 
and it is then needed to wait a rather long time in order 
to overcome this difficulties.
- Model outputs must be: the fruit and by product pro­
duction per year; the enterprise investments in the 
planning period T; the labour force required for the 
proposed plan; the places where the factories, workshops, 
buildings, etc.; will be built; and, in general, in­
formation concerning the enterprise development policy
in T.
PARCELS ■-- CLEANING AND
f
PACKING PROCESS
f
STORAGE ---- > SHIPPINGPROCESS
fruits rejected 
by quality control FACTORY
CONSUMERS
---
fruit Byproducts
Citrics Production Process
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MODEL CONSTRUCTION
In order to fulfill user requirements, we must perform 
the following tasks: classification of citrus parcels; 
model for planning the long range production of fruits 
and fruit by products and a model for the microlocaliza­
tion of enterprise socio-economical objects /buildings, 
factories, workshops, etc./.
Classification of Citrus Parcels
In developing countries research and development in food 
production find generally a lot of problems bacause some 
times we have not enough qualified people and/or finantial 
resources and also because we have not easy access to 
modern technology. For these reasons, enterprise managers 
employed all available technology and method trying to 
overcome actual difficulties in their production plan.
The net result of that situation is that there is not 
uniformity int he technological and normative parameters 
and then it is necessary to classify the parcels and 
group together those with the same description.Next we 
present the classification process:
- Let c= (c^,...,cn) be a set of parcels planted with 
citrus trees.
- Let A= (a.^ ,. .. , am ) be a set of attributes related to 
citrus parcels. For example: age; distance between 
planted trees; type of soil; parcel area; planting 
technology, etc.
- Let V=(v^,...,v) be the set of values the attributes 
can take.
«
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f
We define the descriptor as a pair /attributes
value/ (a^/Vj) i6I j£J =1,.../ t.
A description 
is the string
In this paper,
Y (c-^) of the parcel c^,k€K=l,..
dlb d2c •** ^т£; b'c'-**'f e V * 
two parcels с.,с^; are equals if
/П;
Y (Cj) = Y (с^ ; j,kfeK
one taxon is a set of parcels c.,c, ,...,c ; j,k,p6K;
having equal descriptions. It means:
Y CCj) = Y (c^ = . . .= Y(c )
If parcels and c^. have the same description
Y(c.)= Y (c-.) , their respective productivities /Tons/area 
ought to be approximately the same. That's why we use 
the attribute parcels productivity for validating the 
classification process.
A computer program have been developed to list all 
parcels belonging to each one of the taxons and also 
to check descriptors for noise and redundancy /DIP0TET-80/. 
If parcel productivity /Топ/ha/ is not approximately 
constant, within each taxon then we must look for errors 
in data collection and, eventually, to improve the 
classification process if needed. Enterprise managers 
ought to take some decisions with parcels whose production 
is completely outside of expected values.
Sometime it is convenient to group taxons together 
according to some given criteria to simplity the enter­
prise structure and management information system. This 
approach is used in the followina model.
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Model for Planning the Production of Citrics.
First we describe the process relating /DIPOTET-81/,
parcel production usage.
Let:
I =(70,71/.../85 ) be the set of years when trees are planted;
J =(l,...,s) be the set of parcels available for the
production of citrics in the given region;
Z =(l,...,T) be the set of time periods where T is the 
planning horizont;
Xj(t)= be the number of hectareas used for j type citrics at time 
period t, j é J and te.T
kt(t)= be the number of hectareas used for new plantings 
of j type citrics at year t, j 6 J; t e ^  ;
kj t = be the number of hectareas of perennial of type j 
removed at year t,tcV;
bjk = proportion of lands with trees planted at year к 
progressing to year j, J>K; j,k6J.
The state equations are then defined as
X. (t+l)= b. xk(t) + kt (t) - kT (t)
, J Jk K 3 3
or in matrix form
x(t +l") = Bx(t)+ k+ (t)- к (t) 
where x(t)=(x1(t) ,. . . , xg(t))is the state vector and
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к (t) — (k^  ( t) / • • • • kg ( t)^  ; к (t) — ^k^ (t) /. • . ,kg ( t )j 
are the control vectors.
Next we present a table relating state equations, age and 
production/year.
Age of trees Production/ha
x-^t) 0-1
x2(t) 1-2
x3(t) 2-3
x4(t) 3-4
x5 (tt 4-5 ao
5-6 al
•
•
•
•
•
•
•
•
•
xJ t} 5 C .  w  <. 13 (l+oO"-6
12 < u > <  40 (l+ot)6 a
The state equations for new plantings are:
x^t+l) = k* ( t)
The trees in the second year
x2 (t+l) = b21 (t)
xl2 (t+1) bi2-i2 X1 2 ^  + b12-ll xl l ^ ^
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Model Parameters :
a. .. = production in year t,t&X, for one ha planted 1 j г
at year i,ifcl, for j type parcel, j €J .
c^jt = processing cost at year t, for one ha planted at 
year for j type parcel, j€J;
Pkt
- 2 .f=«3
c.., integrated cost related to processingl j t
one ha planted at year i,ifel, for j type 
parcel, j £ J;
= price for one Ton. of purchased production of
product k,k € К =( 1,..., g , at year t/té-T";
s^j = area for j type parcel planted at year i, i6I;
s^ = area of new parcels ready to be planted at year
i, i 6 I ;
Q = sinking funds at year t,t €T , for the factory 
processing the fruits;
qt = sinking funds /for unity of capacity/ for the 
enlargement of the factory at year t,tÊr
M
W 1
dlk
4 k
= total capacity for the factory at the beginning 
of the planning period;
= actual processing capacity for product 1,1 f K,
for the factory at the beginning of the planning 
period;
= needed increment in 1 type capacity when к type
production is incremented in one unity, l^k 6 К
= intensity of к type production, k€K, demanding 1 
type capacity increment for the next period;
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= labour force related to one ha of j type parcel 
planted at year i,i£I; j e J ;
f = labour force related to the production of one TonK. of к type product;
e^m = quality of m type product, m é M ={l,...,gj , 
used in one ha of j type parcel;
ft = labour force available at year t,t e X ;
e t = volume of m type product, ra£M, available at year t,
ter.
rt = contribution, in peso/worker, at year t,ter} 
for social infrastructure;
0^ = development fund at year t,teT;
Grp = Total profit in the planning period, ТеГ;
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Decision Variables:
= area for j type parcels planted at year i, iél; 
j €. J;
Xj^ = area ready to be planted at year i,i£I;
y^t = volume of product k,k£K; produced at year t/tfif;
ft = labour force needed at year t,t*T;
e = volume of m type product, m£M, needed at year 
t,t fet;
yt = volume of fruits produced at year t,tèT;
= enlargement of the capacity of the processing 
factory at T years;
Vt = profit obtained by fruit production and processing 
at year t,teT;
Nt = investments at year t,teT ; for the enlargement 
of social infrastructure;
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Constraints :
9 о
X. . S. ; i€.I, jfej;f— J c=Â3
Conditions constraining j type parcels 
planted at i;
xi~ si' 1 e I;
Conditions constraining new parcels planted 
at i;
ft ~ V  ' t £ tConditions constraining needed labour force 
at year t,
, t  e T
Conditions constraining m type products 
needed at year t;
e , é e  . ' mt mt
± P u t  У н È T, (c* t e»)*,-£
i ' i î  je  J 1
t . t e t
balance conditions to form profits resulting 
from production, processing and purchase of 
the fruits at year t,te T;
È .  H  xy ■* °jt *ji«83 jej t e , T ]
conditions to produce the volume of fruits 
at year t;
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t
и —  Ж, zï —  М  tét;
£ = ёъ
conditions for the factory to process the 
volume of fruits produced;
balance condition for social infrastructure;
it is demanded to maximize the general profit for the 
planning period. It means:
Í3+T Jfi. . So t£T
2Г, pt ift ~  ( Z  X'ïj +  C i K i J -  ^  ^  \  Mt - <5 — >
t = 83 £. = *3 t'a« t- Л
тех
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MICROLOCALIZATION OF SOCIO-ECONOMICAL OBJECTS
The elements of the general problem are:
- a set J =(l, . .., n) of raw materials sources;
- a set I =(l/ . .., m) of points where it is possible 
to place the enterprises for processing the raw 
materials ;
- a set X =(i ,2,...,t ) of time periods, where T is 
the planning period;
- a known function b: J — >- R, whose values b^ r represent 
the volumes of raw materials coming from the sources 
j,j £ J, at time t é X ;
- an unknown Ja priori/ function X: I -- *■ R whose
value xV is the capacity of point i,i ê I, for 
processing raw material al time tfct;
- a function x: I x J — such that x^is the quantity 
of raw material from source j, jé J, to be elaborated 
in point i, ifcl, at time t6*t ;
- a function c: I x. J--»R transportation cost of raw
material from j, j£J, to i, i é I, at time t€.^ ;
if d: I x J -- ► R is the distance matrix for points
i and j, then, generally, the transportation point is 
proportional (p: R -- ► R ) to the distance and
°ij = p-aij;
- a function x: I x J 'R such that x.. is the IDquantity of raw material from source j, j€J, to be 
elaborated in point i, i é I, at time t el ;
a known function T: I — ► R 
building cost for object i, i£l;
whose value T . is thei
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- known function К: I ---whose value is the
processing cost of raw material unity in the object 
i, i£ I, at time t €. X  ;
- gi(x^) are the building and processing cost for the
enterprise i, i£l, at time t, t T  , depending on
capacity X^;
»
Let ХЬ - X .  x*. then the task of optimal object micro- 1 je.T 4
localization for a given region may be formulated as:
«- L i r f ) ;
iel té?
the constraints are:
to determine, min ^  ^ X  C-ij
«tf; tél jél téX Kij«J
If functions д^(х^) are linear, then we face a transport 
dynamic task and to solve it we apply the linear programming 
methods. Nevertheless,. generally, these functions 
are not linear, but discrete discontinuoa ones, diffi- 
culting the solution for this task in the general case.
If g±(xj) = (к±Х^ + C±) Sign xj /DIPOTET-81/ then our
task will be reduced to:
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^  Ii Sign xj
This task is a multi-extremes one in non-linear programming. 
It may be solved using combinatorical methods, using 
the "branch and bound" method. However, for using these 
methods in medium size problmes, powerful computers are 
needed.
For long range planning, in our case, it is possible 
to use a simplified model not considering capacity 
constraints.
Then, our task will be the following: 
to determine,
were d^. = c^. +iD iD 1i
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Next we present the combinatorical version for the former 
problem statement.
Let w C I  be a subset where we suppose must be built 
the objects to microlocalize.
Then, on the set of all subsets wCI it is possible 
to define function p(w) in the following way:
P(w ) = Гул In
té W jtT tG.T4  4f L  ;C Ê W
X . . àID
l£W J
0 , i 6 w
<5*
There are not constraints linking the variables by t, 
then we may write:
pCw) = ^  ftn'n 21 21 dcj + 21 "П.
iéw jeJ
There are not constraints of the type X^T £. a^T then it 
is possible to write:
p(w) = 2 1  2 1 Ь; rninciij + Z  t;-
teX J6J 1ЁЦ/
p(wi = 2  21 vy'l n S’ ■*'21 и
ter je У ‘б* ùew
To solve this task it is needed: to build T matrix
Imxn
then, to find
j
min bfc dfc. D ID for
every t, t £ T ; then to sum up /index t/ and to add
In the most simple case, when d^j = d^j /it means
ij = c . K .  = K. / it is possible to write:J l j l 1' ^
P(w) = min
4
íérlU
We have not constraints X^ " ^  at",
1 1 tmust take value 0 or /exlusive/
then for every t
, because of constraints.
Then, to determine the P(w) value it is possible to use 
the following
P(w) = ieT
min clij ( bj ) +■ J-L,í-é-W
Now, the computations to find P(w) are very simplified 
because the task is now a not dynamic one and it is 
possible to calculate
p(w) = 2 1  m,'n r S  )jel tew
(I)
lé vu
here b . = -P* , b . is only once calculated before
3 ter 3computing the P(w) values for every wCI•
We remark that in this simple case P(w) is related to 
distance and building cost and /I/ fulfill /for the 
moment/ the requirements of our problem /objects micro­
localization in a developing region/. Program for the 
solution of this particular case may be found in /Pena- 
Viesielovski, 81/.
RESULT ANALYSIS
In Fig. 2 we present the complete model with its input 
and output information. Two data formatting programs 
have been developed to get the linear programming 
package to accept data and to produce tables according 
to users preferences and past experiences. Input in­
formation is collected from the same forms /without 
changes/ officially implemented in the enterprise. The 
output information consists os the main indicators 
required for the long range Enterprise plan and is 
presented in the demanded format.
The main results of the model are:
- It is possible to obtain the investment policy for the 
next T years.
- It is possible to detect bottlenecks and critical 
parameters in the enterprise.
- It is possible to calculate the finantial indicators, 
/profit/year, production cost, cost/peso, salaries, 
etc./ and to monitor them in the planning period.
- It is possible to change cofficients and parameters 
looking for better solutions /technological and 
finential/ in the planning period.
- The model is a working tool for managers and must 
be improved with the further development of the 
enterprise information basis.
This model is part of a management information system 
for citrus enterprises /DIPOTET-83/ being developed 
in the Cuban Academy of Sciences.
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Technological and 
normative indicators-
Production and 
accounting data, 
Geographical data
INPUT DATA I’ORMATTING
'f
OUTPUT DATA FORMATTING
[
''
DISCRETE MATHEMATICAL 
PROGRAM PACKAGE
’'
INVESTMENTS /Peso/year/ 
Material supply 
Labour force /yourney/y. 
Fruit production /Ton/y 
Profit /Peso/year/ 
Finantial coefficients
Places/Geographical 
Coordinates/where 
Objects ought to be built
Main Blocks of the Model
Fig. 2.
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összefoglalás
Évelő növények hozamának tervezése
A dolgozat egy matematikai modellt ir le a citrusfélék 
hozamának tervezésére. Gazdasági megfontolásokból következik 
az elérendő célok és kényszerítő körülmények matematikailag 
leirható rendszere. A leirt algoritmus az egyes növényeket 
hasonló tulajdonságaik alapján cluster-ekbe sorolja. Kapcso­
lódó probléma a termelést alkotó objektumok optimális elhe­
lyezése. A szerző ezt matematikai programozási feladatra ve­
zeti vissza. A matematikai modell számitógépes megoldásával 
foglalkozik a dolgozat befejező része.
Планирование урожайности многолетних растений 
в сельскохозяйственных проектах
В статье описывется математическая модель планирования 
урожайности цитрусовых. Из экономических соображений следу­
ет система достижимых целей и принуждающих условий. Эта сис­
тема описывается математическими средствами, образуются 
кластеры типов растений на базе близких друг к другу свойств. 
Тесно связана с проблемой урожайности проблема обработки. 
Отптимальность местоположения объектов процесса обработки 
решается путем математического программирования. Реализация 
алгоритмов решения возможна с помощью вычислительной машины.
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M i n k o w s k i ' s c o n v e x  b o d y  t h e o r e m  a n d  t h e  m e a s u r e
OF COVERING R n BY A SET
Bêla UHRIN
Computer and Automation Institute 
Hungarian Academy of Sciences 
1502 Budapest, Pf.63, Hungary
Let A Rn be a (geometric) lattice and let A z = (a1 3 a • • . л an),
a .6Rn, be a basis of A, i.e. A={u9Rn : u=T.n. , u. a.,г 3 3 3 3 г=1 г г3
Yb YLи. inteqevs The set P:={x9R :a? = E . , X . a ..г a 3 г з  г=1 г г3
0<\.<13 г=1л...лп} is the unit cell of A. Denote by y(S) the 
Lebesgue measure of S Rn and by |s| the cardinality of the 
finite set S. The zero vector of Rn is denoted by 0. By S+H we 
mean the algebraic (or Minkowski) sum of E3H Rn3 i.e. S+H := 
{x6Rn '.x-s+hy sGSy hGH) . The number dA:=\det (a^  3 . . . 3 an) | is the 
determinant of A, we assume that dA>0.
A generalized form of Minkowski's convex body theorem
Ylasserts that if KCR is convex and 0-symmetric (i.e. K=-K) and 
( у (ЦК) /dA) >13 then |lf/)A|>l.
The aim of this note is to show that it is not the ratio 
(]i(%K)/dA) that decides upon the number of lattice points 
being in K, but rather the ratio (у(%K) /о (% K3A))3 where 
o(%K3 A) \<_ dA) is a number that might be called "the measure 
of covering Rn by %Z".
Before the exact definition of this number, let us recall 
that the pair {S3A}3 S C R n3 is called an " (S, A) -covering of Rn " 
if
(1) U (S + u) = Rn.
ив A
AMS Classification Number 1980: 10E05, 10E30.
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The ratio (\i(S)/dA) is called the density of (S, A) -covering 
(see [l] , p. 182.).
Definition 1. We say that {5,A} is an "almost (S,A)-covering 
of En” if
(2) yftf” \ U ( S+u) )—0. О
uGA
The condition (2) is equivalent to
(3) \i(P\ U ( (S+u) ПР) )=0
uG A
(an excercise for the reader).
Denote
(4) Sv := U ((S+u)PiP).
e uG A
Assertion 1. Let A: = (a13 . . . .a ) and A' := (al. . . . .a ') be two— ^--------  l3 3 n l3 3 n
bases of A and P and P ' be unit cells of A and A', respecti­
vely. Then
(5) M(Sp ) = li ( Sp , ) j 
consenquently
(6) \i(P\Sp) = y(P' Spr) . D
Proof :
\x(Sj = \i( U(( U ((S+u)/)P) )n(P’+v) ) ) = 
vGA uGA
= м( и и ((s+r)f\p’{\(p+w))) = \\(S ,) 
wGA rGA
and \i(p) = у ГР') = dA.
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Definition 2. The measure v(Sp) is called "the measure of co­
vering Rn by S" and is denoted by c(S3A) ((5) shows that it
depends only on S and A). □
Assertion 2. The pair {S,A} is an "almost (S3A)-covering of Hn"
if and only if o(S3A)=dA. □
Proof : Trivial consequence of definitions. ■
This assertion justifies the name given to o(S3A) in Def.2. 
Denote by фд the canonical map of R onto the torus group 
T:=Rn/A. There is an interesting connection between o(SyA) 
and qj , namely we have.
Assertion 3. For any ^-measurable set S C R n
(5•) e(S3A) = рГф k(S))9
where у is the measure on T generated by у. □
Proof : Denote by \pp the isomorphism of T onto P. The measure 
у on T is then defined as ц(Н) := \i(\l>p(H))3 H T (this does not 
depend on P). Now, we can see easily that sp=^p( фл (р ;;. ■
Now, we have
Theorem 1. Let К C.Rn be convex and 0-symmetric. If (\i(%K)/ 
/c(%K3A) )>m (where m is a positive integer), then К contains 
at least m pairs of non-zero lattice points и .3 -u .GA3 и .7^ 03Ъ "Is ъ
i=l3...3m3 such that all members of the set Hi={u^3 ...3u^3-u^3 .
., 3—u^} are mutually different (i.e. |ff|=2m ). Q
•4
Proof : We shall prove that
(7) %ri+|AAA|; > (]i(hK)/c(%K3A) ) .
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The proof of (7) depends on the following two trivial facts:
- For any sets S3HC.Rn of finite cardinality
(FI) \S+H\ > |S| + IЯ I - 1.
Yl- For any Lebesgue-measurable set S C.R
(F2) \i(S) = f\(S-x)f)A\ dx .
P
As to the proof of (7), first we can easily see that
(8) (hK) := U ( (h>K+u) )Г\Р)={х9Р: ( h K - x ) O . 
uG A
Secondly, for any xG(kK)p we have
О) ялл = ( (hK-x)-(HK-x))(\K э ((kK-x) n k)-((%k-x ) П л;.
[Here we used the convexity and 0-symmetry of K, i.e. %K-%K=K. 
The assumption \i(K)>0 implies, using (F2), that 
\x((kK)p)>0(=> (hK)pM).']
Using (FI), the relation (9) implies
(10) | Х Л Л |  _> 2 I (kK-x) C\ A I-1.
Integrating both sides of (10) over (%K)p3 using (8), (F2) and
taking into account that у((%K)p)-o(%K3A)3 we get (7). To finish 
the proof, (7) imply
(11) q:= I AT ПЛ J > 2m.
Write К (\ A in the lexicographically increasing order, say
u-<u0<..,<u <u ,,<...<u <u <...<u . Clearly1 2  m m + 1 q-m q-m+1 2m q
QGKClh3 i.e. u^=0 for some l<r<q.
This means that tiiere are exactly r-1 elements and
exactly q-r elements u.>0. Assume that r<m. Inequality (11) 
implies q-r>_q-m>m. But К Л Л is 0-symmetric, hence q-r>m implies 
that at least m elements u^<0 belong to Х/1Л (all -u  ^) and this 
is a contradiction (because there are exactly r-'l<m-l such
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elements only). We come similarly to a contradiction if we 
assume that r>_q-m+l. Hence
(12) m+1 <_ V <_ q-m3
showing that we have at least m mutually different elements 
и .<0j so -u .>0 are also mutually different and also different
from и .. Вг
Remark. The above idea can be used to prove that the cardina-
Yllity of any 0-symmetric set S R containing 0 is odd. Indeed, 
assume \s\=2k. Writing S in the lexicographic order, the index 
of 0 cannot be <k, hence it is >k+l that is again a contradic­
tion. □
Using the same method of proof as in Theorem 1 we can prove: 
Theorem 2. Let SC.Rn be any L-measurable set. Then
(13) h(l+\(S-S) fi A|; > (\i(S)/c(S3 A))3
consenquently, if Yy(S)/d(S3A))>mt then S-S contains m pairs of 
mutually different non-zero lattice points u.3-u.Gh3 i=l3 ...3m3
such that the cardinality of H: = {u .3-u .3 i=l3 ...3m } is 2m. p'l' ъ
This theorem contains Thm 1 as a special case. The first 
generalization of Minkowski's theorem of this type is due to 
Blichfeldt (see |l|). It is clear that g (S3A) <_ dA3 hence (7) 
and (13) yield substantial sharpening of Minkowski's and 
Blichfeldt's result, respectively. Many examples can be found 
such that c(%K3A)«dA (i.e. {%K3A} is far from being an (%K3A)- 
covering of J? ) and \i(K)<< 2 dA3 but their ratio is great 
enough to ensure many lattice points in K.
A deatiled discussion and further development of the proof 
of Minkowski's theorem via (9), (10) and (7) can be found in
E2] ' E3J and E4] •
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A Minkowski-féle konvex-test tétel és 
az Rn-nek egy adott halmazzal vett lefedési
mértéke
Uhrin Béla
Os s z efoglaló
Legyen Л Rn egy geometriai rács, P az alapcellája és 
dk = \i(P) a determinánsa. Egy tetszőleges S Rn Lebesgne mér­
hető halmaz esetében az ö(S.,A)=y( U ((S+u) P) ) mértéket az
ивк
'U?n-nek az S halmas által vett lefedési mértékének" nevezzük. 
Bebizonyítjuk, hogy az S-S (algebrai) differencia-halmazban le­
vő rácspontok számánál nem \i(S)/dk hányados számit (ahogyan 
eddig ismert volt), hanem а у (S)/cis,Л) hányados. Ez élesiti 
Minkowski ill. Blichfeldt klasszikus eredményét.
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ТЕОРЕМА МИНКОВСКОГО О ВЫПУКЛЫХ ТЕЛАХ И МЕРА 
ПОКРЫТИЯ Rn МНОЖЕСТВОМ
Б. Ухрин
Резюме
В статье доказывается, что число точек решетки А с Rn содержа­
щихся в /алгебраической/ разнице S-S множества S с Rn измеряет­
ся числом y(S)/c(S,A) , а не числом y(S)/dA . Здесь
c(S,A) £ dA есть мера покрытия Rn множеством S, определенная
как c(S,A)=u (U ((S+ u)0P)). Этот результат улучшает класси-uGAческие результаты Минковского и Блихфелдта.

