The functional differential equation
Introduction.
The study of difference-differential equations has received considerable attention in recent times [2, 6, 7] , the overwhelming interest being devoted to equations with positive delays.
In this brief paper we wish to study the matrix functional equation Q'(t) = AQ(t) + BQT{-. -t), -co < t < oo (i.i)
where A, B are constant n X n matrices and r > 0. This equation is neither of the retarded nor advanced type. We show that, unlike the infinite dimensionality of the vector space of solutions of functional differential equations, the linear vector space of solutions of this equation is n2. Moreover, we give a simple algebraic characterization of these n2 linearly independent solutions which parallels the one for ordinary differential equations, indicate some methods of computation of these solutions and allude to the variation of constants formula for the nonhomogeneous problem. This equation, of interest in its own right, is particularly important since it arises naturally in the process of constructing Liapunov functionals for retarded differential equations of the form x'(l) = Cx(t) + Dx(t -r). Datko [4] has encountered this equation in a somewhat different form, but has not studied it. Repin [II] in his construction of Liapunov functionals uses this equation, but does so erroneously in replacing, in (1.1), the term BQt(t -t) by BQ(t -t), making the analysis trivial.
This equation has been used by Infante and Walker [9] in the construction of the Liapunov functional for a scalar difference-differential equation. The study presented here arose in the use of the solutions of this equation in a forthcoming paper [8] which treats the construction of Liapunov functionals for matrix difference-differential equations.
2. Existence, uniqueness and algebraic structure of the solutions. Consider the equation Q' (t) = AQ(t) + BQt{t -t), -co<f<oo, (2.1)
where K is an arbitrary n X n matrix; this equation is intimately related to the differential equation
with the initial conditions 0(7) = *. *(7) = A*. (2.4)
Moreover, for any two n X n matrices P, S, let the n2 X n2 matrix P 0S denote their Kronecker (or direct) product [1, 10] and introduce the notation for the n X n matrix
where and stj are, respectively, the z'th row and they'th column of S\ further, let there correspond to the n X n matrix 5 the «2-vector s = (^i» , • • ■ , sn*)T.
With 2) has a differentiable solution Q(t) then, defining R(t) = QT(t -r), the pair of matrices Q(t), R(t) will satisfy Eqs. (2.3) and (2.4); hence, with the notation introduced above, the pair of vectors q(t) and r(t) will satisfy Eqs. (2.5), (2.6). These remarks, the linearity of all the equations involved, and the uniqueness of the solutions of (2.5)-(2.6) immediately imply that if a solution Q(t) exists it is unique.
On the other hand, (2.5)-(2.6) has a unique solution defined for -00 < t < °°, and this implies the existence of a unique pair of differentiable matrices Q(t) and R(t) defined for -oo < t < oo and satisfying (2. Q (f) (2.10, from which it follows, from uniqueness, that R(t) = Qt(t -/), completing the proof. Examination of the above proof makes it clear that knowledge of the solution of (2.5)-(2.6) immediately yields the solution of (2.1)-(2.2). But (2.5)-(2.6) is a standard initial-value problem in ordinary differential equations; the structure of the solutions of such problems is well known [3, 5] . Moreover, since the 2n2 X 2n2 matrix C has a very special structure, it should be possible to recover the structure of the solutions of Eq. (2.1). Let us consider, for the moment, the solutions of Eq. (2.5). Recall [3, 5] that it has 2n2 linearly independent solutions which can be obtained in the following fashion. Let Ai , ■ ■ ■ , Xp, p = 2n2, be the distinct eigenvalues of the matrix C, that is solutions of the determinental equation
each Xj, j = with algebraic multiplicity nij and geometric multiplicities «/, 2^. = 1S nf = nij, rtij = 2n2. Then 2ri2 linearly independent solutions of (2.5) (or (2.7)) are given by But these remarks imply that if the solution (2.12) corresponding to A j is added to the solution (2.12) corresponding to -As multiplied by (-1)9+1, the n2 linearly independent solutions of (2.3) given by It is interesting to remark that the determinental equation (2.11), involving a 2n2 X 2n2 determinant, given the commutativity of its elements, can always be rewritten as det [(X/ -A)®{XI + A) + B<S>B] = 0.
(2.18) Theorem 2 gives the desired algebraic representation of the solutions, a representation which is completely analogous to that for ordinary differential equations. It is surprising that the vector space of solutions of (2.1) has dimension n2.
3. Some further characterizations. Theorem 2 of the previous section gives a complete characterization of the solutions of our original functional equation. It is possible, however, to give some further properties of the eigenmatrix pairs in certain particular cases; these further characterizations of the eigenmatrix pairs are very useful from a computational viewpoint, as we demonstrate in the next section. It is noted that, if the assumptions of any of these three lemmas hold, then the form of our eigenmatrix pairs is dyadic. Moreover, determination of the x} depends on simultaneous solutions of the determinantal equations, for a given Xj satisfying (2.18 and a repetition of the above argument leads to the same conclusion.
These last four Lemmas imply that, associated with each distinct eigenvalue pair (A^, -Xj), a solution (2.17) to our equation exists in which Lj/ and MJ<rl are for some r dyadic and linearly dependent. It is also worth remarking that Lemmas 1-3 are not exclusive, and that more than one set (a,, x}, yj) could, in some cases, be obtained from the appropriate equations, yielding a similar result for other values of r.
4. An example. Here we present, as an illustration of the computations involved, the construction of the linearly independent solutions for 2X2 systems of the form Q'(t) = AQ(t) + BQT(r -t), ^-cc < , < oo The last pair of eigenvalues is of algebraic multiplicity two, but it is easy to check that they are of geometric multiplicity one; hence we can attempt to treat them once again through our lemmas.
In the first case, X3 = 2 is an eigenvalue of -A. Then eqs. It is easily seen that these four solutions are linearly independent.
5. The nonhomogeneous problem. We briefly consider the nonhomogeneous problem Q'(t) = AQ(t) + BQt(t -t) + F(t), -co < t < co (5.1)
where A, B are constant n X n matrices and F(t) is a continuous n X n matrix. We seek a particular solution of this problem. For simplicity of notation, let the n2 linearly independent solutions given by (2.17) be relabeled as Zk(t) = (zuk(t)), k = 1, • • • , n2. Then, in a manner completely analogous to that for ordinary differential equations, we obtain Theorem 3: Eq. 
