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http://dx.doi.org/10.1016/j.jds.2013.0Abstract Background/purpose: There are still cases of dental implant failure in Taiwan. In
addition, this treatment involves deeper embedding, which may easily cause medical disputes.
The aim of this study was to analyze implant data to generate classification rules which can be
used as a predictive method prior to implant surgery.
Materials and methods: In total, 1161 implants from 513 patients were included in this study.
Data on 23 items were collected and treated as impact factors on dental implants. In addition,
information on the individual health of patients related to the 23 impact factors was collected.
The 1161 implants were then analyzed using the C5.0 method to establish a prediction model.
Three performance indicators of accuracy, sensitivity, and specificity were also applied to
evaluate the performance of the prediction model.
Results: The decision tree, including nine independent variables and 25 nodes, was produced
through the C5.0 method. The performance of the prediction model was an accuracy of
97.67%, a sensitivity of 82.52%, and a specificity of 99.15%. Fourteen classification rules were
generated from the decision tree.
Conclusion: Significant results from this analysis were: (1) there was a specificity of 99.15%,
which was 8.02% higher than 91.13% without using the decision tree; (2) prosthodontists can
predict results of surgery based on a patient’s physical status and implant characteristics by
classification rules generated from the decision tree; (3) the original 23 independent variablesof Industrial Engineering and Management, National Yunlin University of Science and Technology, 123
unlin 64002, Taiwan.
om (C.-C. Tseng).
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Analysis of implant data using C5.0 decision tree 249were reduced to nine variables through the C5.0 method, which will allow clinical doctors to
concentrate resources on fewer factors; and (4) the study showed that the variable of bone
density was the most important factor (with a variable importance of 0.55) that affected
the surgical results.
Copyright ª 2013, Association for Dental Sciences of the Republic of China. Published by Else-
vier Taiwan LLC. All rights reserved.Introduction
Dental implants are one of the ways to treat missing teeth,
and research has shown that they are generally a trouble-
free treatment. Nevertheless, there is very little research
on factors that affect the results of dental implants in
Taiwan. In addition, dental implants are not necessarily
successful, and their costs are higher than traditional den-
tures. Consequently, this study collected related data on
dental implant patients and applied the classifying feature
of a decision tree to analyze and elucidate impact factors
and classification rules of the results of dental implants.
This method can further be used to evaluate the necessity
of a dental implant and reduce the risks of using one by
providing prosthodontists with predictions of the dental
implant results based on a patient’s physical condition and
dental implant characteristics prior to performing surgery.
Dental implants
Many studies indicated that smoking has significant impacts on
dental implants and their prognoses. The failure rate of
implant surgery of smokers was much higher than that of non-
smokers (11.28% for smokers vs. 4.76% for non-smokers) and
the type IV prevalence rate of smokers was twice than that of
non-smokers.1 There was a significant difference between
patients who quit smoking right after dental implantation and
thosewho continued smoking, as if therewas no prosthesis.2 A
12-year-long tracking study (4680 implants) showed that the
relative risk of dental implant failure from smoking was 1.56-
fold higher, and the maxilla was much more sensitive to
smoking than other parts of the oral cavity.3,4 There were
higher maxillary and mandibular type IV prevalence rates of
study cases who smoked more than 30 cigarettes per day.5
In addition, other diseases may affect the results of
dental implants. A study of patients suffering from type II
diabetes, with 178 implants (89 cases) found that 16 of them
failed (for a failure rate of 9%) after tracking for 5 years. It
revealed that the time of having diabetes was significantly
correlated with the success rate of dental implants.6
A review study compiled related research on dental
implant failures caused by complications and pointed out
that infection, impaired healing, and overload were all
main causes of implant failure.7 In addition, having had
endodontic treatment, immediate implant placement, a
one-stage dental implant, and smoking were also factors
affecting dental implant failure.8 Research on 487 cases
(1738 implants) revealed that factors such as jaw type,
length of the implant, alveolar bone density, and the de-
gree of absorption had significant correlations with results
of dental implants.9Age was also an element influencing the success or
failure of dental implants. The failure rate of cases who
were aged 60e70 years was 2.24-fold higher than that of
cases aged <40 years.3
Another 8-year-long tracking study (48 cases) of radia-
tion therapy on dental implant, proved that radiation
therapy for oral cancer did not affect the success rate of
dental implants.10
Decision tree
In the field of data mining, classification is the foundation of
many application methods. The basis of many studies comes
from understanding the structural attributes of an event and
classifying them into particular groups. This series of ac-
tivities is called classification. A decision tree is used as a
tree structure to classify data in the field of data mining. It
is capable of extracting rules from large amounts of data
and can further be employed as a basis of prediction.
Decision trees have been applied to many medical-related
fields and have proven their effectiveness. Decision trees
were used to predict prostate cancer, with the results indi-
cating a sensitivity of 90.31% and a specificity of 98.81%.11 It
also has had great effects in nursing care. The correct rate of
determining patients’ behavioral changes with nurses who
used a decision tree in the experimental group, significantly
differed from thatwith nurseswho did not use it in the control
group.12 In addition, decision trees are also used in disease
testing. Ina studyonpredictingpancreatic cancerbymeansof
serum biomarkers, a decision tree was employed and ach-
ieved a sensitivity of 80% and a specificity of 84.6%.13 A similar
effect was seen when examining ovarian cancer, with an ac-
curacy of 80%.14 Decision trees are also applied to research on
oral medicine. One was used to determine when to use an
enamel matrix derivative in periodontal osseous therapy
applying an enamel matrix derivative.15 Research combined a
decision tree with other techniques in researching impacted
canines, to confirm the locations of impacted canines.16
A decision tree was applied to diagnose and predict cerebro-
vascular disease. Compared to the Bayesian classifier and a
back-propagation neural network, a decision tree was proven
to have better performance, with a sensitivity of 99.48% and
an accuracy of 99.59%. In addition, it generated 16 diagnostic
classification rules for clinical reference.17
C5.0
The widely-used decision trees in the field of data mining
are the Classification and Regression Tree (CART),
Chi-squared Automatic Interaction (CHAID), Iterative
Dichotomiser 3 (ID3), and C4.5/C5.0. The CART algorithm is
250 H.-J. Chiang et ala binary splitting method and is built by splitting subsets of
a dataset.18 Attributes of data applied in the CART are
continuous. The CHAID algorithm uses a Chi-square test to
calculate P values of node categories with every split.19 It
does not have the ability to tackle continuous data, so the
CHAID is not applicable to many medical issues. The ID3
algorithm allows only two classes for any induction node,
and its basic structure is iterative.20 ID3 also cannot tackle
continuous data. C4.5, a later version of ID3, is a supervised
learning classification algorithm.21 It can process contin-
uous data, like medical data with multiple attributes, and
uses information theory and an inductive learning method
to build a decision tree. C4.5 was followed in turn by the
C5.0 algorithm.
Cross-validation
To avoid over- or under-fitting a decision model, cross-
validation is used as a fine-tuning tool. Cross-validation
consists of two phases: training and validation. The training
and validation sets must cross over in successive rounds.
The basic form is the k-fold cross-validation. In the k-fold
cross-validation process, all of the data are divided into k
equal (or almost equal) folds. First-fold data are treated as
the validating dataset and the others, i.e., k-1 folds, are
considered the training dataset to generate the first deci-
sion tree. Afterward, k iterations of training and the vali-
dation process in turn are executed. In some empirical
research, 10-fold (k Z 10) cross-validation is the optimal
and most-common type.22
Materials and methods
Data source and characteristics
The research participants were composed of 513 patients
(223 males and 290 females) with 1161 implants (577 in
males and 584 in females) from three dental clinics. It took
3e6 months from the period of clinical surgery to pros-
thodontics. Accordingly, the study collected data from June
2003 to February 2009, and adopted Branemark traditional
implant procedures as the basis.
Prior to implant therapy was given, lifestyle habits
(smoking, drinking, biting hard objects, etc.) of the pa-
tients were recorded. After finishing the first stage, we
explained to patients the influences of bad habits. Then
prior to entering the second stage, the same questions on
habits during the bone-healing period were also asked.
Finally, we collated these responses and created new cat-
egorical variables.
The collected data were divided into two types:
response and independent variables. Response variables
were further classified into implant success and failure.
Whether an implant was successful or not, was determined
by prosthodontists according to a patient’s X-ray film based
on the following rules. To simplify the analysis, “0” was
used to indicate implant success, and “1” indicated implant
failure. Instances of the 23 independent variables (classi-
fied into 7 groups) which came from patients’ treatment
charts and an individual physical status survey, are shown in
Table 1.The implant used here was from the American 3i implant
system, OSSEOTITE NT Certain (Implant Innovations Inc. in
Palm Beach Gardens, Florida of USA). Implant widths were
3.25 mm, 4.1 mm, 5 mm, and 6 mm, and the implant
lengths were 8.5 mm, 10 mm, 11.5 mm, 13 mm, and 15 mm.
Implant success criteria
The criterion for judging implant failure is listed below.
Based on Albrektson et al23 and Smith and Zarb’s24 defini-
tion of implant success criteria and real situation of the study,
we established the following criterion.On an X-ray, therewas
an extensive radiolucent lesion around the implant, and the
marginal alveolarbonearoundthe implant resorptionwas50%
deeper than that of the original depth of the implant.
Data analysis
The present study adopted C5.0 as the statistical method-
ology, in Clementine V12 (IBM, Taipei, Taiwan), as the
analytical method of data processing for the decision tree.
The parameter of the prediction model was set at 10-fold
cross-validation for training and evaluating the collected
data through the decision tree.
Performance indicators
Three performance indicators of accuracy, sensitivity, and
specificity were used to check the proposed model’s per-
formance. Definitions of these three indicators and for-
mulas are shown below.
Accuracy is the degree of how accurate a prediction of
surgical results is. In other words, the surgical success or
failure meets the prediction:
AccuracyZ
TPþ TN
TPþ TNþ FPþ FN ð1Þ
Sensitivity is the degree of how accurate the prediction
of surgical failure is. In other words, surgical failure meets
the prediction:
SensitivityZ
TP
TPþ FN ð2Þ
Specificity is the degree of how accurate a prediction of
surgical success is. In other words, surgical success meets
the prediction:
SpecificityZ
TN
TNþ FP ð3Þ
In the above equations, TP Z true positive, TN Z true
negative, FP Z false positive, and FN Z false negative.
Results
The study aimed to provide classification rules to allow
prosthodontists to predict results prior to surgery, according
to various relevant features of patients. The success or
failure in surgery represents substantial costs, and is also
related to the reconstruction of organ functions. Therefore,
unlike general research, the study did not limit layers and
Table 1 Independent variables of dental implants.
Group Independent variable Definition and code
Demographics 1. Age
2. Gender
Ratio scale
0: Female; 1: Male
Physical
condition
1. Diabetes
2. Breast cancer
3. Osteoporosis
4. Dialysis
1: Healthy; 2: Mild; 3: Moderate or severe
Lifestyle 1. Smoking
2. Alcohol consumption
3. Chewing betel nut
4. Biting hard objects
5. Bruxism
0: Never; 1: Stopped smoking after the first stage;
2: Kept smoking during the bone-healing period
0: Never; 1: Stopped drinking after the first stage;
2: Kept drinking during the bone-healing period
0: Never; 1: Stopped chewing betel nut after the
first stage; 2: Kept chewing during the bone-healing period
0: Never; 1: Stopped biting hard objects after the
first stage; 2: Kept biting hard objects during the
bone-healing period
0: Never; 1: Stopped bruxism after the first stage;
2: Kept experiencing bruxism during the bone-healing period
Oral hygiene habits
(cleaning teeth)
1. Prior to the dental implant
2. After the dental implant
1: Never; 2: Once or twice a day; 3: Three times a day;
4: After eating or used floss every day
Anatomical
characteristics
1. Immediate implant placement
2. Jaw type
3. Position
4. Bone density
5. Bone shape and volume
0: No; 1: Yes
1: Maxilla; 2: Mandible
0: Anterior teeth; 1: Posterior premolar; 2: Posterior molar
1: Type I; 2: Type II; 3: Type III; 4: Type IV
1: Type A; 2: Type B; 3: Type C; 4: Type D; 5: Type E
Implant attribute 1. Angle of implant abutment
2. Width of implant
3. Length of implant
0: Without abutment; 1: With abutment but without an
angle; 2: With abutment and an angle
Ratio scale
Ratio scale
Dental appliance 1. Sinus lift
2. Bone powder grafting
0: No; 1: Yes
0: No; 1: Artificial bone powder; 2: Autogenous bone
Analysis of implant data using C5.0 decision tree 251nodes of the decision tree, so as to represent the complete
model and increase the accuracy of the prediction rate.
C5.0 in Clementine V12 was adopted as the data-
classification tool to analyze 1161 implants, of which the
three performance indicators were an accuracy of 97.67%
(1134/1161), a sensitivity of 82.52% (85/103), and a speci-
ficity of 99.15% (1049/1058).
The percentages of the three performance indicators
revealed their influence on the patients, with specificity
the most representative; it represented the rate of iden-
tifying operative success based on a patient’s data prior to
implantation and the classification rules extracted from the
proposed methodology in this study. The specificity of
incorrect identification resulting from operation failure was
99.15%, which was better than those (84.6% and 98.81%) of
other cases in the literature.11,13
As shown in Fig. 1, the decision tree, generated from
C5.0, was constructed of nine variables and 25 nodes. The
nine variables and their degrees of importance
(range Z 0e1) are presented in Table 2. The sum of the
degrees of importance of the nine variables was one. A
larger degree of importance indicated that the variable was
more important.
There were 14 classification rules generated from the
decision tree, providing predictions of the results prior to
surgery for prosthodontists. A list of these rules is given in
Table 3.The classification rules were composed of a series of in-
dependent and response variables. Corresponding rules
appeared when different independent variables were com-
binedwithdifferent scales. For instance: rulenumber1: If the
bonedensity is (4), then/ results in (1) apredictionaccuracy
(%) of 92.5%.Thismeans that if a patient’s bonedensity is type
IV, then the result of the dental implant is predicted to fail
[withapredictionaccuracy (%)of 92.5%]; rulenumber 7: If the
bone density is (1,2,3), and the implant abutment and its
angle is (1,2); and the bone shape and volume is (3,4,5); and
dialysis is (1); and the bone shape and volume is (3); and the
bone mass is (1,2); then/ results in (0). The prediction ac-
curacy (%) is 97.9%.Thismeans that if a patient’s bonedensity
is type I, type II, or type III, and the implant abutment does or
does not have an angle, and the bone shape and volume are
typeC, typeD, or type E, and there is nodialysis, and thebone
shape and volume are type C, and the bone density is type I or
type II, then the result of the dental implant is predicted to
succeed (with a prediction accuracy of 97.9%).Discussion
As the analysis by C5.0 indicates, nine independent vari-
ables were used to construct the prediction model. These
variables, which were major factors affecting dental
implant results, are discussed as follows.
Figure 1 Decision tree for dental implantation.
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Table 2 Importance of the variables.
Variable Bone
density
Bone shape
and volume
Angle of
implant
abutment
Dialysis Length of
implant
Immediate
implant
placement
Jaw
type
Bone powder
grafting
Width of
implant
Importance 0.55 0.23 0.17 0.034 0.011 0.004 0 0 0
Analysis of implant data using C5.0 decision tree 253(1) Bone density and bone shape and volume. Bone density
was divided into four scales (from the hardest to the
softest, of 1e4). The softer the bone was, the higher
the failure rate of an implant would be. The remedy for
this condition is to lengthen the dental implant. Bone
shape and volume were classified into five scales (from
none to seriously defective, at 1e5). The more seri-
ously a bone was defective, the higher the failure rate
of the implant would be expected. It is as dangerous as
establishing a building on a fragile foundation. To
decrease the failure rates of implants, transplantation
with substitution of the original bones with autogenous
or replaced ones, can act as a remedial measure. The
importance of the bone density was as high as 0.55,
generated from the C5.0 decision tree, so it is un-
doubtedly a very important factor affecting the success
or failure of an implant. The degree of importance of
bone density corresponded to that reported in previous
research.25
(2) The angle of implant abutment. The interaction be-
tween the implant and the angle of the implant abut-
ment revealed that most implants failed because they
did not connect to the implant abutment, meaning that
they failed (41/55) prior to the second stage of surgery,
due to poor bone integration. When connecting to an
implant abutment, the failure rate of the implant with
an angled abutment (37/259) was higher than that with
an abutment without angles (25/847). The reason for
choosing an angled implant abutment, was because the
implant direction of an artificial root did not follow the
pathway of the natural teeth, leading to angle de-
viations. This situation was mainly caused by individual
factors or bone defects, causing the implant to fail to
follow the correct pathway. In this situation, an implant
could only be firmly implanted in a patient’s autoge-
nous bone with some degree of angles bias (<15).
Nevertheless, this was the case with immediate implant
placement and a patient’s autogenous bone having
defects, when a condition of a poor amount of bone,
shape, or volume should have stopped implantation.
One remedy is to perform the implant when the bone
shape and volume increase after extraction, so as to
eliminate the risk of implant failure caused by these
dangerous factors.
(3) Dialysis. Dialysis patients with extremely severe symp-
toms should postpone dental implantation until their
physical condition improves or they recover; this would
substantially decrease failure rates of implants. The
reasons that dialysis patients have higher failure rates
are: (i) wounds heal slowly; and (ii) they have poor
immunity. Although the literature shows that patients
with severe diabetes mellitus have higher failure rates,
there were almost no patients with this conditionamong our cases. Consequently, the results could not
show a significant difference in implant success or
failure, because the sample size was too small. Because
Taiwan has the highest proportion of a dialysis popu-
lation in the world, this topic is worth investigating in
depth in the future.
(4) The length and width of the implant. As analyzed in this
study, it makes sense that a shorter implant would have
a higher failure rate. By contrast, it is not reasonable
that a wider implant would have a higher failure rate.
Observing wider failed implants (>5 mm wide),
approximately half (28/61) of them were shortest in
length (8.5 mm). The failed cases were because wider
implants cannot use longer ones, due to anatomical
limitations and the weak condition of bone density,
resulting in poor osseointegration. This study revealed
that wider implants had higher failure rates, and results
can be summarized as follows: (i) the position of
implant surgery was at a patient’s maxillary sinus, at a
depth of <5 mm; (ii) periodontal disease is caused by
poor bone conditions; (iii) after sinus lift surgery, 8 mm
long implants were implanted; and (iv) the maxillary
bone was mostly classified as D4, with poor primary
stability. Analysis of the C5.0 decision tree also showed
that the variable of implant length (with a variable
importance of 0.011) had stronger effects on the results
of implant than the variable of implant width (with a
variable importance of 0).
(5) Immediate implant placement. For cases with imme-
diate implant placement, when natural teeth were
extracted and then implants put in their place, grafting
with artificial bone powder or transplanting of autoge-
nous bone was necessary to lower the risk of implant
failure. In addition, delaying the implant for > 3
months to wait until new bones had grown in the
extraction wound, was another method of reducing the
risk of failure.
(6) Jaw type. Smoking had greater effects on maxillary
implants than mandibular ones, and this may have been
due to a higher bleeding index, deeper peri-implant
pockets, easier inflammation around implants, and
mesial and distal bone loss.26 Protected by the tongue,
mandibular teeth can particularly reduce partial ab-
sorption of nicotine and vasoconstriction.27 In conclu-
sion, rates of implant failure and complications
afterward among smokers, were much higher than
those among non-smokers, particularly in terms of
maxillary implants. In order to lower the risk of implant
failure, patients should be asked to quit smoking.
(7) Conditions of bone powder grafting. Among the vari-
ables of bone powder grafting, the failure rate of cases
with bone powder grafting (50/103) was much higher
than of those without bone powder grafting (41/103)
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254 H.-J. Chiang et aland of those with autogenous bone powder grafting
(12/103). Consequently, there are two ways to
decrease the risk of implant failure in cases of bone
defects: postpone the time of implantation until the
defective bone shape is ameliorated and the volume is
raised; and graft as much of a patient’s autogenous
bone powder as possible during implantation.
In conclusion, the methodology provided in this paper
applied a C5.0 decision tree to establish classification rules,
by analyzing and generalizing related data of patients un-
dergoing implantation. Dentists can further use it to predict
operative results based on patients’ relevant characteris-
tics and referencing the classification rules. In this study,
patients’ data were classified into 23 categories, taken
from their anamnesis and personal health condition sur-
veys. There were 23 categories of independent variables,
and implantation success or failure was the dependent
variable. The accuracy, sensitivity, and specificity were the
three performance indicators used to examine the pro-
posed methodology.
The study adopted a C5.0 decision tree as the method to
predict success and failure of dental implants. With a
specificity of 99.15% (1049/1058), which was 8.02% higher
than a specificity of 91.13% (1058/1161) in dental implants
without using the decision tree, the results proved that the
suggested prediction method was beneficial. Moreover, the
14 classification rules generated from the decision tree
have great practical value in clinical applications. Pros-
thodontists can predict results of surgery based on patients’
physical status and implant characteristics based on clas-
sification rules proposed in this study.
According to traditional conventions, bone density is
measured during implantation. The study showed that the
variable of bone density was the most important factor
(with a variable importance of 0.55) affecting surgical re-
sults. Therefore, in order to decrease misjudged cases, it is
essential to collect data concerning variables of patients’
bone density in an assessment prior to implantation. At
present, expensive computed tomographic instruments are
needed to do that.
Moreover, the original 23 independent variables could be
reduced to nine variables through C5.0 calculations. Clini-
cians would then be able to focus resources on fewer fac-
tors, so as to improve the quality of implantation.
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