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Abstract. We investigate nuclear spin eﬀects in a two-dimensional electron gas in the quantum Hall regime
modeled by a weakly coupled array of interacting quantum wires. We show that the presence of hyperﬁne
interaction between electron and nuclear spins in such wires can induce a phase transition, ordering elec-
trons and nuclear spins into a helix in each wire. Electron-electron interaction eﬀects, pronounced within
the one-dimensional stripes, boost the transition temperature up to tens to hundreds of millikelvins in
GaAs. We predict speciﬁc experimental signatures of the existence of nuclear spin order, for instance for
the resistivity of the system at transitions between diﬀerent quantum Hall plateaus.
1 Introduction
In contrast to their higher dimensional analogs, one-
dimensional electron systems do not, in general, give rise
to Fermi liquid phases. Rather than electronic quasiparti-
cles, the low energy excitations are collective density waves
(bosons), and the system can be described as a Luttinger
liquid [1]. Among the hallmarks of this state are the sep-
aration of spin and charge degrees of freedom, and the
power law decay of correlations.
Because of the underlying Luttinger liquid charac-
ter, arrays of coupled one-dimensional electron systems
(“stripes”) provide a promising platform to study non-
Fermi liquids in two dimensions. While the hopping be-
tween neighboring stripes tends to restore Fermi liq-
uid physics, two-dimensional Luttinger liquid phases (the
smectic metals or sliding Luttinger liquids) have been
shown to survive for speciﬁc forms of the interaction be-
tween stripes [2–4]. At ﬁlling factors away from values cor-
responding to quantum Hall ﬁllings, a strong magnetic
ﬁeld is expected to stabilize such an anisotropic metal-
lic state [5]. At quantum Hall ﬁllings, the integer [5,6] and
fractional [6–9] quantum Hall eﬀects can be obtained from
a stripe model with interstripe single particle hopping, or
more general interaction processes between stripes. This
way, the whole hierarchy of quantum Hall eﬀects can
be obtained within a stripe model [8]. There are fur-
ther hints on stripes from numerics: Hartree-Fock cal-
culations showed that transitions between quantum Hall
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plateaus are susceptible to the formation of a charge
density wave [10–12], which allows for the emergence of
a smectic metal phase [13,14]. Finally, the observation
of anisotropic responses gives experimental support for
the existence of the quantum Hall stripe phase [15–18].
In addition, the anisotropy is an intrinsic property of
many quasi-two-dimensional materials such as organic
compounds, for example, Bechgaard salts, in which quan-
tum Hall eﬀect has been studied [19–25]. For the use of
wire construction beyond quantum Hall eﬀect we refer to
references [8,26–30].
To establish the existence of stripes for a real two-
dimensional electron gas more ﬁrmly, observations of ef-
fects unique to one dimension are necessary. One intrigu-
ing consequence of Luttinger liquid physics is the helical
ordering of nuclear spins [31–33], for which there is re-
cent experimental evidence from transport measurements
in a single quantum wire [34]. In this scenario, the elec-
trons within a wire mediate a Rudermann-Kittel-Kasuya-
Yosida (RKKY) exchange interaction [35–37] for the nu-
clear spins. This exchange has a Luttinger liquid peak at
2 kF , where kF is the Fermi momentum, and drives an or-
dering of the nuclear spins in the form of a helix. In the re-
mainder, we argue that a similar helical ordering can take
place in smectic metals, and in particular at the edges of
a quantum Hall plateau. Based thereon, we discuss exper-
imental consequences of the formation of the helical or-
der. Their observation would be a signature of non-Fermi
liquid physics in two dimensions, and would support sce-
narios advocating the formation of quantum Hall states
out of coupled Luttinger liquids. However, we would like
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to emphasize that the model considered in this work can
also be engineered as an array of coupled one-dimensional
systems such as nanowires, carbon nanotubes [31,38–41],
and quantum wires [34,42,43]. In all these systems RKKY
interaction is signiﬁcantly strong and can be measured via
local spin susceptibility [44].
The paper is organized as follows. Our model is de-
ﬁned in Section 2, while we analyze the ordering of the
nuclear spins in Section 3. After a general discussion of
the associated ordering temperature in Section 3.1, gap-
less systems at quantum Hall plateau edges are analyzed
in Section 3.2. In Section 3.3, we collect some experimental
signatures of the formation of helical nuclear spin order.
Section 3.4 comments on the absence of nuclear spin order
on the gapped quantum Hall plateaus, while the transi-
tion between the gapped and gapless regimes is discussed
in Section 3.5. We close with a discussion of the physics
of the nuclear spin order in Section 4.
2 The model
2.1 Strip of stripes model of a two-dimensional
electron gas
With the motivation given in the introduction, we adopt a
model of the quantum Hall eﬀect (QHE) based on an array
of coupled stripes (in further also referred to as wires).
We assume them to be aligned along the x axis, which is
perpendicular [8,9] to the edges of the sample (a diﬀerent
stripe alignment, along the longitudinal direction of the
sample, was considered in Refs. [6,7]). We consider spin
unpolarized electrons, corresponding to even numerator
ﬁlling factors ν (the latter is deﬁned as the ratio of the
total number of electrons in the system and the number
of degenerate states in each Landau level)1. We introduce
Ψ †n,σ(x) as the creation operator for an electron at position
x in stripe n with spin index σ = ↑, ↓ (corresponding to
σ = +1,−1 if used as a number), where the arrows refer
to the direction of the applied magnetic ﬁeld B = ∇×A
along the z axis (perpendicular to the sample). In the
Landau gauge, where A = (0, Bx, 0), independent and
non-interacting stripes are described by the Hamiltonian
density2
Hx =
∑
n,σ
Ψ †n,σ(x)
[
−
2∂2x
2me
− μ + σΔZ
]
Ψn,σ(x), (1)
1 Spin polarized electrons cannot mediate a strong RKKY
interaction, the resonant enhancement of which requires elec-
tron spin-ﬂip backscattering. We thus expect that in the spin
polarized regime, dynamical polarization eﬀects are more im-
portant than a presumably negligible order of the nuclear sys-
tem in thermodynamic equilibrium. This is an entirely diﬀerent
situation than the one we consider in this article, and requires
a separate analysis which we postpone to a future work.
2 The Hamiltonian density H(x) relates to the Hamiltonian
H by H =
∫
dxH(x), a notation we will use similarly also in
further.
with the eﬀective electron mass me, the chemical poten-
tial μ, the Zeeman splitting ΔZ = SgμBB, the g-factor
g, the Bohr magneton μB, and the electron spin modu-
lus S = 1/2. As a ﬁrst step, the non-interacting spec-
trum is projected onto the right and left moving modes
close to the Fermi points using Ψn,σ(x) ≈ eixkF σRn,σ(x)+
e−ixkFσLn,σ(x), where kFσ =
√
2me(μ− σΔZ)/ is the
Fermi momentum of spin σ electrons. We then add
Coulomb interactions to equation (1), and retain only the
dominant intrastripe interaction processes with zero mo-
mentum transfer. These are associated with a matrix el-
ement U , such that the Hamiltonian density describing
electron-electron repulsion reduces to the form
HC = U2
∑
n
[
∑
r,σ
r†n,σ(x)rn,σ(x)
]2
, (2)
where r = R, L labels the chirality. In order to tackle
this interacting problem, we linearize the kinetic en-
ergy in Hx (now containing also HC) around the Fermi
points. Thereby, we neglect the Zeeman splitting by set-
ting ΔZ → 0. We have checked that for the experimentally
relevant ﬁelds of up to a few Tesla, the RKKY exchange
calculated below exhibits only negligible corrections due
to the Zeeman splitting of spin up and spin down electrons
(a more detailed comment is given in Appendix A). Using
standard bosonization techniques [1], we arrive at
Hx = 2π
∑
n,κ=ρ,s
uκ
Kκ
(∂xφn,κ)2 + uκKκ(∂xθn,κ)2, (3)
where the ﬁelds φn,ρ and φn,s are proportional to the inte-
grated charge and spin densities in stripe n, respectively,
while the ﬁelds θn,κ are canonically conjugate to φn,κ. The
eﬀective velocities in the spin and charge sectors, uκ, and
the associated Luttinger parameters, Kκ, are assumed to
be identical for all stripes.
In addition to the motion along the stripes, the elec-
trons are allowed to hop between the stripes with a
hopping amplitude ty,
Hy =
∑
n,σ
tye
iϕ(x)Ψ †n+1,σ(x)Ψn,σ(x) + H.c., (4)
where the phase ϕ(x) is generated by the uniform mag-
netic ﬁeld B perpendicular to the (x, y)-plane. In the
Landau gauge, we obtain
ϕ(x) =
e
c
Bxay, (5)
where ay denotes the distance between stripes. If the mag-
netic ﬁeld is such that the phase ϕ(x) results in a resonant
backscattering at the Fermi level (between states with mo-
menta +kF and −kF ), a Peierls gap develops in the sys-
tem [45]. The phase ϕ(x) picked up by an electron tun-
neling between any two stripes can then be understood as
a momentum kick between the right and left Fermi point.
Since this momentum kick does not depend on the stripe
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index, the resonance condition is independent of the lon-
gitudinal coordinate n. If, on the contrary, the magnetic
phase is oﬀ resonant, no Peierls gap develops. By consid-
ering also umklapp scatterings, the resonant tunneling be-
tween stripes can explain both the integer and fractional
quantum Hall conductance hierarchies [8,9].
2.2 Nuclear spins and RKKY interaction
In GaAs, our material of choice, each atomic nucleus has
a spin. The dominant electron-nuclear coupling is given
by the Fermi contact hyperﬁne interaction
HI =
A
N⊥
∑
n,l
In,l ·
⎡
⎣Sa
∑
α,β
Ψ †n,α(xl)σαβΨn,β(xl)
⎤
⎦ , (6)
where the nuclear spin In,l is inside stripe n at a posi-
tion with longitudinal coordinate xl and transverse co-
ordinate r⊥,l. The latter refers to the position within the
stripe cross-section. We parametrize the cross-section area
C by the number of nuclear spins within, N⊥ = Caρ0, typ-
ically N⊥  1, introducing a length scale a of the order of
the lattice constant a0. We use a as a short-distance cutoﬀ.
The nuclear spins In,l have a volume density ρ0 and length
(in units of ) I. The term in the bracket in equation (6)
is the operator of the electron spin Sn(xl), with σ, the
vector of Pauli matrices with matrix elements indexed by
α, β =↑, ↓. The material dependent hyperﬁne coupling is
given by A. In GaAs a0 = 0.565 nm, ρ0 = 8/a30, I = 3/2,
and A = 90 μ eV. The much weaker dipolar interactions
between nuclear spins are neglected [31–33].
We treat the hyperﬁne coupling HI as a perturbation
to the rest of the electron Hamiltonian Hx + Hy. Using
linear response theory, we consider each nuclear spin as
an independent source of electron spin polarization, which
couples to the other nuclear spins. As we discuss below, the
dominant RKKY exchange occurs between nuclear spins
within the same stripe, and aligns all nuclear spins within
a given cross section ferromagnetically. The exchange can
thus be calculated along the lines of reference [32], which
yields an eﬀective interaction
HR =
∑
n,i,j
I˜n,i · I˜n,jJij , (7)
where I˜n,i =
∑
l∈i In,l is the sum of all nuclear spins within
i-th transverse plane, deﬁned as a volume Ca centered at
the longitudinal coordinate xi. The interaction strength is
parametrized by Jij ≡ J(xi− xj) = Jji, the static RKKY
coupling. In the lowest order expansion in A/EF , with
EF being the electron Fermi energy, J scales with A2/EF ,
since HI is both the source of perturbation (spin I˜n,i) and
the source of the energy gain (of spin I˜n,j). The func-
tional dependence of the RKKY coupling is strongly in-
ﬂuenced by a resonant backscattering at the Fermi energy.
This is a general feature of a one dimensional electronic
system, and is present for Fermi liquid, Luttinger liq-
uid [31,32,46,47], and even gapped phases, like the super-
conducting one [48–50], or, as we will see here, the QHE.
The resonant enhancement is reﬂected as a narrow dip at
k = 2kF of Jk, the Fourier transform of J(x) expressed in
terms of the momentum variable k. As a consequence, the
ground state of the system is a nuclear helimagnet, where
the nuclear spin orientation is uniform within a given cross
section but rotates as one moves along the stripe,
〈˜In,i〉 = mRh,2kF xi · I˜n,0. (8)
Here, the c-number vector I˜n,0 gives the nuclear spin ori-
entation at the longitudinal coordinate xi = 0, and Rh,α
is a 3× 3 matrix of rotation of a vector around axis h (re-
ferred to as the helical axis; it may depend on n, but we
omit this index to ease the notation) by the angle α. The
orientation of h and I˜n,0 is at the moment unspeciﬁed,
except for the requirement that they are perpendicular to
each other. The angular brackets denote the expectation
value taken with the system density matrix. The nuclear
magnetization m, normalized to one, represents the order
parameter, with m = 1 for a fully ordered helical ground
state, and m = 0 for no order.
Once the nuclear order is established, it corresponds
to a macroscopic magnetic ﬁeld (Overhauser ﬁeld). If the
electrons were initially gapless, this ﬁeld has an impor-
tant back action on the electrons mediating the RKKY
exchange. The state of other nuclear spins can thus not
be neglected anymore in calculating the RKKY exchange
between a given pair of nuclear spins. We therefore add
the mean value of equation (6),
〈HI〉 =
∑
n
mASI
πa
cos
(√
2(φn,ρ + θn,s)
)
, (9)
into the electron Hamiltonian, and recalculate the RKKY
coupling. The brackets on the left hand side imply that
we have replaced the nuclear spin operators by num-
bers according to equation (8), and that we have used
the bosonization prescription to replace the remaining
fermionic electron operators to arrive at the right hand
side in terms of bosonic ﬁelds. We refer to adding (not
adding) the Overhauser ﬁeld into the unperturbed elec-
tron Hamiltonian as taking (not taking) the electron-
nuclear feedback into account. Evaluating the RKKY
coupling in the presence of the Overhauser ﬁeld goes be-
yond the linear response formalism, though we are still
able to treat it analytically. The Overhauser ﬁeld opens
a partial gap in the electron system with profound ef-
fects. The RKKY coupling is enhanced, the enhancement
increasing with the strength of the electron-electron inter-
actions. This enhancement can renormalize the ordering
temperature by orders of magnitude [31,32].
3 Ordering of the nuclear spins
3.1 Critical temperature
We now discuss the critical temperature of the nuclear or-
der within a single stripe (we state here only main results,
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and refer the reader to Appendix B for details). The crit-
ical temperature Tc is found by examining excitations
above the ground state of the system. This ground state is
given by equation (8). Similar to a uniform ferromagnet,
the relevant excitations are bosonic spin waves (magnons).
Due to the resonant shape of the RKKY exchange, how-
ever, the energies are somewhat unusual here. Magnons
split into two classes: short, and long wavelength ones.
The distinction is deﬁned by comparing the magnon wave
vector q with qw, the width of the RKKY exchange dip in
momentum space (a more precise deﬁnition is given below
Eq. (B.15)).
Consider ﬁrst the short wavelength magnons. To a
good approximation, their energies are wave vector in-
dependent, and depend only on the value of the RKKY
exchange at its minimum,
2kF ≈ M (m) ≡ −2mN⊥IJ2kF . (10)
Since each magnon diminishes the order by the same
amount as a ﬂip of a single spin 1/2, if energies of all
magnons are described by equation (10), the system is
equivalent to non-interacting spins in an eﬀective ﬁeld
gμBBeﬀ = M (m). The magnetization is then given by
a self-consistent equation
m = BI
(
(m)I
kBT
)
, (11)
with BI denoting the Brillouin function [51], and where
(m) is deﬁned in equation (12) below. For T → 0, the
order is established, m → 1. We deﬁne the critical tem-
perature as T for which the magnetization, given as a
solution to equation (11), drops to a value close to 1/2 3.
Besides magnon energies, the energy (m) in equa-
tion (11) may include additional contributions. For an ini-
tially gapless stripe, that is away from the quantum Hall
plateau, we have identiﬁed two contributions,
(m) = M (m) + P (m) + K(m), (12)
which appear from the back action of the established nu-
clear order on the electron system. Namely, a ﬁnite heli-
cal order m > 0 leads to resonant backscattering of elec-
trons at the Fermi energy and opens a partial gap. This
leads to, ﬁrst, a Peierls-like energy gain of the electron
system [45]. Second, the electron spin develops a ﬁnite
polarization, locally collinear with the helical orientation,
〈Sn(xi)〉 ∝ 〈In,i〉. This in turn results in a ﬁnite Knight
ﬁeld acting on the nuclear spins. These two energies, per a
single ﬂipped nuclear spin, are denoted as P , and K , re-
spectively. Finally, also the value of the RKKY exchange
is aﬀected by the feedback eﬀect through the opening of
the partial gap. In another words, J might also depend
on m. We comment on this below for speciﬁc cases. If
3 To simplify the presentation, we will approximate this value
by replacing the Brillouin function by the Langevin function
BI(x) → L(x) = coth(x) − 1/x, and Taylor expanding the
latter, L(x) ≈ x/3, resulting in kBTc = (I/3)(m)/m, which
we use to get equation (14).
the electron system is already gapped before the nuclear
spin order is formed, that is for a system on the quan-
tum Hall plateau, these back action eﬀects are absent,
and (m) = M (m).
We now turn to the long-wavelength magnons. These
have linear spectrum q ≈ cq, with the velocity c given
by the curvature of Jk at its minimum. Their number is:
NL = 2
qw∑
q=q1
1
exp(q/kBT )− 1 , (13)
where q1 = 2π/L is the minimal wave vector in a wire
of length L and the factor 2 is to account for contribu-
tion from negative q’s. In an inﬁnite system, such bosonic
excitations would mean that the order cannot be estab-
lished at any ﬁnite temperature, since the sum diverges
for L → ∞. For a ﬁnite wire, the sum is ﬁnite, and so is
the critical temperature. This also follows from a gener-
alized Mermin-Wagner theorem for RKKY systems [52].
We deﬁne the critical temperature from long-wavelength
magnons by equating their number to the ground state
magnetization, 3NL = INN⊥ (the factor 3 counts the
long-wavelength magnon branches; see Appendix B.1).
Although the short and long-wavelength magnons di-
minish the order together, a good estimate for the critical
temperature is given by the minimum of the two criti-
cal temperatures obtained from the long and short wave-
length magnon separately, calculated from equation (11)
and equation (13). We show in Appendix B.1 how these
two cases follow as limits from a common general formula
for the statistical sum, see equation (B.19).
Let us be more speciﬁc for the case of a QHE strip
of stripes. There we ﬁnd that, ﬁrst of all, the Peierls and
Knight ﬁeld energies in equation (12) are negligible com-
pared to the RKKY energy, such that (m) ≈ M (m).
For a gapless stripe, the long-wavelength magnons con-
tribution is furthermore negligible for any realistic wire
length. Though we were not able to obtain an analytical
expression for the RKKY exchange away from the min-
imum for a gapped stripe, our calculations suggest that
the long-wavelength magnons (if present at all) have neg-
ligible eﬀects also here. For both a gapped and a gapless
phase, the critical temperature is therefore given by equa-
tions (10), (11), which, using a Taylor expansion for small
magnetizations m, yield3
kBTc =
2
3
N⊥I2J2kF (Tc). (14)
We now proceed to calculate J2kF necessary for the
evaluation of the critical temperature.
3.2 Nuclear order in a gapless stripe
On a quantum Hall plateau, the system exhibits a full
bulk gap for the electrons. As we argue in Section 3.4, this
gap strongly suppresses the RKKY exchange mediated by
the electrons, which leads to unobservably small critical
temperatures for nuclear spin order. If this order is to be
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established, the quantum Hall gap must drop to allow for
a stronger RKKY exchange, and in turn for a higher Tc.
This is indeed the case at the quantum Hall plateau edge,
where the gap closes eventually because the interstripe
tunneling, described by Hy, becomes non-resonant. We
analyze the nuclear spin order at the edge of the proto-
typical spin unpolarized quantum Hall plateau associated
with the ﬁlling factor ν = 2. Close to, but outside the
gap, the tunneling can still modify (bend) the dispersion
despite its oﬀ resonant character. We therefore take the
tunneling partially into account by the use of a modiﬁed
Fermi velocity, and subsequently treat electron-electron
interactions, and the hyperﬁne coupling within a given
stripe, in a bosonized language. This yields a Luttinger
liquid Hamiltonian density
Hx = 2π
∑
n,κ=ρ,s
u′κ
Kκ
(∂xφn,κ)2 + u′κKκ(∂xθn,κ)
2, (15)
where the charge and spin excitations have velocities
u′κ = v
′
F (Δt)/Kκ with v
′
F (Δt) = vF
√
1−Δ2t /(Δt + δμ)2,
and where δμ denotes the chemical potential measured
from the gap edge (see Fig. 1a), and where Δt is the QHE
gap opened by the tunneling ty. If the nuclear order is
not established (that is, at temperatures higher than Tc
calculated below), the RKKY exchange is given by equa-
tion (C.4) upon replacing vF → v′F (Δt). Once the nuclear
order is established (relevant for the calculation of the
critical temperature), the feedback eﬀects renormalize the
velocity,
v′F (Δt)→ v′′F = v′F (Δt)
√
(1 + K2ρ)/(K2ρ + K2ρK2s ),
and the exponent,
g → g′′ = 2Kρ/
√
(1 + K2ρ)(1 + K2s ),
see Appendix C for the derivation of these formulas. The
RKKY exchange furthermore acquires an additional fac-
tor of 1/2 because only the gapless electrons contribute
resonantly to exchange [32]. With these adjustments, we
use equation (C.4) in equation (14) and obtain the critical
temperature
kBTc =
(
1
3N⊥
A2I2
[
v′′F
a
]1−2g′′
c(g′′)
) 1
3−2g′′
, (16)
which we plot in Figure 1. As a main diﬀerence to refer-
ence [32], where only magnons along the stripe axis were
considered, our calculation including also nuclear spin ex-
citations within the cross sections thus results in an addi-
tional reduction of Tc by a factor of N
−1/(3−2g′′)
⊥ . Still, we
ﬁnd that depending on the interaction strength control-
ling the power of N⊥, the critical temperature can reach
hundreds of mK.
3.3 Experimental signatures
The direct experimental observation (in the form of a
spatial image) of the periodic electronic stripes and/or
(a)
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(b)
Fig. 1. (a) Energy E of a stripe as a function of momen-
tum k (solid lines). The chemical potential is placed at a value
of δμ above edge of the quantum Hall gap, whose width is 2Δt.
The dotted lines mark the gap edges, the dashed line depicts
the chemical potential. (b) Critical temperature of the nuclear
spins for a stripe in GaAs with δμ = 0.01 meV (even an order of
magnitude change of this parameter has a hardly visible eﬀect
in the current ﬁgure). We also used Ks = 1, A ≈ 90 μeV [53],
I = 3/2, a = 5.63 A˚, vF = 2× 105 m/s, and wire cross section
80 nm2, corresponding to N⊥ ≈ 2000. The blue and red lines
correspond to setting (m) = M and (m) = P + K in equa-
tion (12), respectively. The solid (dashed) lines correspond to
results with (without) the electron-nuclear feedback. The top-
most line is thus Tc calculated according to equation (16).
nuclear helices [54,55] is not straightforward as the two
dimensional electron gas is buried below the material sur-
face. The same holds true for resistively detected NMR
techniques [56–58], since the helical ﬁeld averages out to
zero along any direction. We therefore now propose several
indirect indications which could establish the existence of
the predicted eﬀects.
Modification of the Zeeman splitting. When the nu-
clear spins are not ordered, they show an average uni-
form thermal magnetization of about 10%−20% parallel
to the applied ﬁeld [59]. The Overhauser ﬁeld produced by
this thermal polarization acts on the electrons as an ad-
ditional Zeeman ﬁeld. The thermal polarization is, how-
ever, destroyed when the nuclear spin helix forms. The
Overhauser ﬁeld produced by the helix is oscillatory and
therefore averages out along any ﬁxed direction. Depend-
ing on the material dependent relative signs of the elec-
tronic and nuclear g factors and the hyperﬁne interaction,
we expect that a helical nuclear spin polarization results in
an eﬀective reduction or enhancement of the Zeeman ﬁeld
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Fig. 2. Illustration of the resistance increase below the or-
dering temperature Tc (the degenerate spin up and down are
oﬀset for visibility). The opening of chiral gaps in the electron
spectrum due to the formation of nuclear spin order in neigh-
boring stripes (darker areas) suppresses the transport, both
along each stripe (since half of the spectrum is gapped), and
perpendicular to the stripes (because per spin, three out of
four possible low energy tunneling processes are suppressed).
The remaining interstripe tunnelings are shown as solid lines,
the suppressed ones are depicted with dashed lines.
seen by the electrons as compared to the paramagnetically
ordered nuclear spin state.
Increase of the resistance. At the edges of a quantum
Hall plateau, momentum conserving tunneling between
neighboring stripes is weaker the more oﬀ-resonant the
associated momentum kick becomes. As a consequence,
momentum non-conserving tunneling events, allowed for
instance due to the presence of impurities, can become
important [14]. Let us ﬁrst consider stripes of ﬁxed orien-
tation. Parallel to the stripe direction, transport is insen-
sitive to the degree of detuning from the resonance as long
as the system remains in the gapless phase, and as long as
the stripes remain stable. When the nuclear spins order,
half of the electron spectrum becomes gapped. In analogy
to the resistance increase associated with a helical nuclear
spin order in isolated quantum wires, the resistance ρ‖ par-
allel to the stripes is then increased by roughly a factor
of two [31–33]. The resistance ρ⊥ in the direction perpen-
dicular to the stripes should be enhanced even stronger
(by how much depends on the tunneling matrix elements
associated with the hopping processes shown in Fig. 2).
There, three out of four possible low energy tunneling pro-
cesses per spin between neighboring stripes are suppressed
by the opening of the partial gap in the electron system
(see Fig. 2). In an experiment, the anisotropic resistance
increase can, however, be masked in systems where the
stripe orientation it not ﬁxed. If the stripes are for in-
stance aligned along (perpendicular) the current ﬂow, a
resistance measurement will will always yields ρ‖ (ρ⊥).
NMR probing. The helical nuclear order can be probed
in the NMR setup with two perpendicular magnetic ﬁelds,
B which is static and Bosc which oscillates at frequency ω.
Under resonance condition μNB = ω, standard for para-
magnets and ferromagnets, the ﬁeld will excite nuclear
spins which are loosely bound to others (e.g. between
stripes, on stripes surfaces, in stripes without order, etc.).
By nuclear diﬀusion, this tends to destroy any order, in-
cluding the helical one. The resulting reduction of the nu-
clear polarization (from m to (1 − p)m) will reﬂect itself
in a decreased transition temperature. If we assume that
the equilibration times of the nuclear spins in the heli-
cal state and the collinear paramagnetic state are compa-
rable, the NMR will have comparable eﬀects on the re-
duction of the helical order. If we roughly describe such
a reduction by reducing the eﬀective density of nuclear
spins taking part in the ordered state, ρ0 → (1 − p)ρ0,
which corresponds to reducing A by the same amount,
equation (16) gives the critical temperature reduced by a
factor of (1 − p)2/3−2g′′ . Concluding, the expected reduc-
tion of Tc is of the same order as p.
Interestingly, the nuclear spins inside stripes with he-
lical order, ﬁrmly bound together by the RKKY inter-
action, cause additional response, at the resonance fre-
quency given by the internal ﬁeld ω = μNBeﬀ ≡ M .
Namely, because of the extremely narrow shape of the
RKKY exchange, magnons with wavelengths of order ten
microns are already “short wavelength” in our nomencla-
ture (meaning dispersion-less, with energy M ). A slight
momentum oﬀset of the oscillating NMR ﬁeld due to even
a very weak spin-orbit interaction in the electronic system
then causes the helix to absorb at an NMR frequency set
by the internal ﬁeld Beﬀ , rather than the external ﬁeld B.
The power-law temperature dependence of this internal
ﬁeld would be a clear sign of a nuclear helix (see Ref. [60]
for details).
3.4 Nuclear order in a gapped stripe
Let us ﬁnally comment on the RKKY exchange on the
quantum Hall plateau, where the system is fully gapped.
The chosen gauge for the magnetic ﬁeld allows us to ex-
ploit the translational invariance along y by Fourier trans-
forming the coordinate n into the momentum ky. In the
non-interacting equation (1), this leads to a simple index
change n → ky, whereas equation (4) takes the form
Hy =
∑
ky,σ
tye
i(φ(x)−kyay)Ψ †ky,σ(x)Ψky ,σ(x) + H.c., (17)
block diagonal in ky index. The bosonized form is:
Hy =
∑
ky,σ
ty
2πa
[
ei(φ(x)−kyay−2kF x)ei
√
2(φky,ρ+σφky,s)
× ei(φ(x)−kyay+2kF x)e−i
√
2(φky,ρ+σφky,s)
]
+H.c., (18)
where Klein factors have been dropped. One can check
that the backscattering terms associated with the inter-
stripe tunneling ty and the intrastripe Overhauser ﬁeld
BOv = 2mASI do not commute, expressing the fact that
they correspond to competing intrastripe and interstripe
orders (see Sect. 3.5 below). On the plateau, where the
tunneling is resonant, we assume ty  BOv. The fate of
the system can then be captured by a renormalization
group (RG) analysis, in which the tunneling ty constitutes
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a relevant perturbation to Hx+Hy, and drives the system
to the fully gapped strong coupling ﬁxed point associated
with the interstripe tunneling. The presence of a gap does
not, however, exclude the possibility to form a nuclear spin
ordered state: even a fully gapped electron system can me-
diate an RKKY interaction of reduced strength [48,49].
The RKKY exchange can in principle be calculated
upon integrating the RG ﬂow of the interstripe tunneling
until the tunneling gap Δt associated with ty reaches the
bandwidth, and subsequently expanding the sine-Gordon
term in equation (18) to second order. Because, how-
ever, the intrastripe Coulomb repulsion HC given in equa-
tion (2), as well as equation (3), are highly oﬀ-diagonal
in ky space, we were not able to ﬁnd an analytical solution
for the RKKY exchange on the quantum Hall plateau.
In order to nevertheless get an impression of the order
of magnitude of critical temperatures in a gapped system,
we analyze the more simple case of intrastripe backscat-
tering instead of the interstripe backscattering. While this
process gives rise to a diﬀerent state than the quantum
Hall state, the suppression of the RKKY exchange due to
the presence of a full bulk gap is expected to be qualita-
tively independent of the nature of this bulk gap. To set
apart the results obtained within this model by notation,
we use Δ∗t for the bulk gap. Details of the calculation can
be found in Appendix D, where we estimate the critical
temperature of nuclear spin order in a stripe gapped by
intrastripe backscattering as:
J2kF ≈−
A2a
4πvFN2⊥
1
1−Kρ
⎛
⎝
(
vF
√
Kρ
Δ∗ta
)1−Kρ
− 1
⎞
⎠. (19)
This equation is valid for temperatures much smaller
than Δ∗t , the gap associated with the intrastripe backscat-
tering. Assuming that we are in the regime where equa-
tion (14) is valid (so that the magnon energy is dominated
by the RKKY energy), we plot the critical temperature as
a function of the interaction strength Kρ in Figure 3 for
typical GaAs parameters. As seen from there, the critical
temperature is well below 1 mK, and therefore unobserv-
ably small. This illustrates the strong reduction of the
RKKY exchange, and of the nuclear spin ordering tem-
perature by the gap. By analogy, we thus expect the or-
dering temperature of nuclear spins of a strip of stripe in
the gapped quantum Hall state to be outside the reach of
current experiments.
3.5 Disordered to ordered phase transition
As we have already noted, the QHE gap and the par-
tial gap from the electron-nuclear feedback are induced
by coupling diﬀerent electron branches. While the for-
mer arises from spin conserving momentum-inverting in-
terstripe hopping, the latter results from spin-ﬂipping
momentum-inverting intrastripe backscattering. Because
of this, the two gaps are incommensurate and the larger
one strongly suppresses the smaller one. As a consequence,
at temperatures below the nuclear order critical tempera-
ture, the transition between a fully gapped and a partially
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Fig. 3. Critical temperature of the nuclear order in a single
gapped stripe with intrastripe backscattering as a function of
interaction strength Kρ (red (bottom) line, bottom x axis) at
ﬁxed value of the gap Δ∗t = 0.1 meV, and as a function of the
gap (green (upper) line, upper x axis) at a ﬁxed interaction pa-
rameter Kρ = 0.3. All other parameters are the same as those
used in Figure 1. As discussed in Section 3.4 and Appendix D,
we expect the critical temperature of nuclear spin ordering on
a quantum Hall plateau to have a similar order of magnitude.
gapped stripe is abrupt. For Δt > Δ, where Δ is the par-
tial gap in the electron system opened by the feedback
of the helically ordered nuclear spins, the stripe is in the
fully gapped phase (described in Sect. 3.4) and thus with-
out a nuclear order at experimentally relevant tempera-
tures. Decreasing the QHE gap by moving the magnetic
ﬁeld strength oﬀ the resonance, the stripe suddenly jumps
into the gapless phase at Δt  Δ (Sect. 3.2), where the
nuclear order is established, thereby closing the QHE gap,
and opening the partial gap in the electron system.
While a single stripe transition is abrupt, the bulk
transition can still be gradual. Namely, when the mag-
netic ﬁeld is moved away from resonance, the stripes can
organize into a periodic superstructure, with unequal dis-
tances inside a supercell [9]. This allows to keep the reso-
nance condition for some stripes, enjoying the energy gain
from open QHE gaps but not ordering the nuclear spins,
whereas the remaining stripes are oﬀ-resonant for the tun-
neling, but establish a nuclear order. By changing the ratio
between the number of stripes in these two sets, the tran-
sition is gradual. Importantly, this argument shows how
the stripe phase, which is supported by the QHE gaps,
can coexist with the nuclear order phase, which requires
gapless stripes to achieve experimentally relevant critical
temperatures. This also suggests that the nuclear polar-
ization arises close to the plateau edge, rather than deep
inside the plateau.
4 Discussion of the physics of nuclear
spin order
Let us now discuss the nuclear spin order from broader
perspective. The order arises due to nuclear spin-spin
interaction, mediated by free electrons, according to
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equation (7). On short distances, this interaction is fer-
romagnetic, irrespective of the sign of the electron spin-
nuclear spin interaction (the Fermi contact interaction).
Namely, a nuclear spin induces a spin polarization in the
electron gas, which is seen by other nuclear spins as a
source of energy through the same contact interaction.
The helical form of the order, on the other hand, is a
consequence of the long distance behavior of the electron
spin polarization, which is oscillatory with the wave vec-
tor 2kF , in a complete analogy to the Friedel oscillations.
This also means that such a helical order will arise only in
one dimension. In a helically ordered state, nuclear spins
contribute constructively to the electron spin polarization,
and a macroscopic helical Knight ﬁeld is established. The
critical temperature for the nuclear order is then given by
the Zeeman energy of a nuclear spin in the Knight ﬁeld
(the absence of lower energy excitations, which do not al-
low for an order in one dimension, is here due to, together,
a ﬁnite size of the wire and a very singular shape of the
spin susceptibility).
Due to the smallness of the Fermi contact interaction
constant A, however, one expects a rather low critical tem-
perature. This is indeed the case, since Tc is of order μK for
non-interacting electrons (demonstrated in Fig. 1b). Here
is where the strong electron-electron interactions, typical
for low-dimensional systems, are essential, pushing the
critical temperature into experimentally observable val-
ues of up to a tenth of a Kelvin. In addition to the en-
hancement of the Knight ﬁeld itself, the electron-electron
interactions contribute to the energy gain of the ordered
system. This way, the critical temperature can actually
overcome the limit Tc0 ∼ A(ρe/ρI) set by the maximal
achievable Knight ﬁeld, the latter for a fully spin-polarized
electronic band (here ρe and ρI is the three dimensional
density of electrons and nuclear spins, respectively).
The very strong (many magnitudes) enhancement of
the critical temperature through electron-electron inter-
actions signals a phase transition in the electronic sys-
tem itself. Formally, it shows up as a divergence of the
electron response in the zero temperature limit. Such a
phase transition (for which the helically ordered nuclear
spins serve as a symmetry breaking ﬁeld) can arise only in
the presence of electron-electron interactions, where a spin
or charge density wave can support itself in the system
ground state, e.g., by the Peierls mechanism.
Finally, we note that this work ignores how the ther-
modynamic equilibrium is achieved. However, it is an ex-
perimentally well established fact that the electrons are
dominant in providing the dissipation channel for nuclear
spins. Namely, the nuclear spin order can be maintained
over hours or days if the hyperﬁne interaction is absent,
even at room temperature [61–63]. Therefore, spin polar-
ization of electrons will have strong inﬂuence on dynam-
ics of the nuclear order. Assume a partial helical order
in nuclear spins is established, triggering a strong spin
polarization in the electronic system due to interactions.
This electron spin polarization will serve as a source for
the nuclear spin order, in an analogy to dynamical nu-
clear spin polarization, routinely observed in the quantum
Hall regime [64–66]. Second, with a full electron spin or-
der there is no channel for the nuclear spins to decay into
a disordered state, even if, e.g., the temperature is taken
above the critical temperature. Because of these possible
dynamical eﬀects, we expect that the nuclear order can
actually be established at temperatures even higher than
those we have calculated here, especially in experiments
involving electronic transport. We will investigate these
dynamical mechanisms of nuclear order in a future work.
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Appendix A: Zeeman Hamiltonian
The Zeeman eﬀect lifts the degeneracy between spin up
and spin down, which in turn gives rise to distinct Fermi
velocities for the two spin species. In order to analyze the
impact of this velocity diﬀerence on our results, we lin-
earize equation (1) around the Fermi points at momentum
±kF↑,↓ written in term of right and left mover ﬁelds,
Hx =
∑
n,σ=↑,↓
υFσ[R†n,σ(−i∂z)Rn,σ − L†n,σ(−i∂z)Ln,σ].
(A.1)
The Coulomb repulsion between electrons, which is added
next, is strongest for electrons within the same stripe. Pro-
jecting the intrastripe interaction onto the Fermi points
within each stripe, we obtain several matrix elements as-
sociated with a momentum transfer close to zero, 2kF↑,
2kF↓, and kF↑ ± kF↓. We retain only the dominant terms
associated with zero momentum transfer, which are given
in equation (2). Next, we introduce bosonic ﬁelds φn,σ
and θn,σ which fulﬁll the standard commutation relations
[φn,σ(x), θn,σ′(x′)] = δσ,σ′δn,n′(iπ/2)sgn(x′ − x), where
φn,σ relates to the integrated density of particles of spin σ
in stripe n, while θn,σ is proportional to their integrated
current density [1]. As a result, the right and left mover
ﬁelds rn,σ with r = R,L are represented as:
rn,σ(x) =
Urnσ√
2πa
e−i(rφn,σ(x)−θn,σ(x)) (A.2)
where Unrσ is a Klein factor, and a is a short-distance cut-
oﬀ. From there, the Hamiltonian density can be brought
to a diagonal form using a new bosonic ﬁeld basis (φϑ, θϑ)
detailed below, which yields
Hx = 2π
∑
n,κ=±
uκ(∂xφn,κ)2 + uκ(∂xθn,κ)2. (A.3)
The eﬀective velocities are given by:
u± =
√√√√√u
2
↑ + u
2
↓
2
±
√√√√
(
u2↑ − u2↓
2
)2
+ U2vF↓vF↑, (A.4)
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where we use the notations u↑,↓ = vF↑,↓
√
1 + (U/vF↑,↓).
The new basis is given by:
φn,↑ =
√
u↑K↑
(
cosβ√
u+
φn,+ +
sinβ√
u−
φn,−
)
, (A.5a)
φn,↓ =
√
u↓K↓
(
− sinβ√
u+
φn,+ +
cosβ√
u−
φn,−
)
, (A.5b)
θn,↑ =
1√
u↑K↑
[√
u+(cosβ)φn,+ +
√
u−(sinβ)φn,−
]
,
(A.5c)
θn,↓ =
1√
u↓K↓
[−√u+(sinβ)φn,+ +√u−(cosβ)φn,−
]
,
(A.5d)
with tan(2β) = 2U√vF↑vF↓/(U + vF↑ + vF↓)(vF↓ − vF↑).
This basis diﬀers from the usual spin and charge basis,
with φn,ρ = (φn,↑ + φn,↓)/
√
2, φn,s = (φn,↑ − φn,↓)/
√
2,
and the conjugate ﬁelds θn,ρ/s because the Zeeman eﬀect
leads to a coupling between the spin and charge ﬁelds
proportional to vF↑ − vF↓. When the Zeeman eﬀect is ne-
glected by setting vF↑ = vF↓ = vF , the velocities u± come
back to standard velocities in the charge and spin sectors,
u+ = uρ = vF
√
1 + (2U/vF ) and u− = us = vF . Simi-
larly, the ﬁelds then obey φn,+ = φn,ρ/
√
Kρ, and φn,− =
φs/
√
Ks with Ki = vF /ui, as well as θn,+ = θn,ρ
√
Kρ,
and θn,− = θn,s
√
Ks.
Let us now analyze the importance of the Zeeman ef-
fect for our results. In the experimentally relevant mag-
netic ﬁeld range of up to a few Tesla, we have checked that
the velocity diﬀerence, and the resulting coupling between
spin and charge are in fact not important for the nuclear
spin order discussed in this work. To illustrate this ﬁnd-
ing, we recall that the spin resolved Fermi velocities are
given by vFσ = vF
√
1− σΔZ/μ ≈ vF (1 − σΔZ/2μ). To-
gether with the fact that the coupling between spin and
charge is proportional to vF↑ − vF↓, this implies that the
RKKY exchange calculated in this work exhibits only neg-
ligibly small corrections ∼ (ΔZ/μ)2 due to the presence
of a Zeeman splitting.
Appendix B: Critical temperature
Here we calculate the magnon spectrum and the resulting
critical temperature in the nth stripe, the index of which
is omitted in this section.
B.1 Magnon energies
Here, we provide details for obtaining the critical tem-
perature discussed in Section 3.1. We consider quasi
one-dimensional electrons inside a given stripe, with
wave-functions factorized into longitudinal and transverse
components, along x, and (y, z) directions, respectively.
Dropping the stripe index n, we approximate the lowest
transverse subband wave-function φ0(y, z) by a constant
for coordinates (y, z) inside the stripe, φ0(y, z) = 1/
√
C,
and zero otherwise. Although with minor consequences
on physics, this is a huge technical simpliﬁcation, which
renders the problem one dimensional. We split the wire
along its axis into cylinders of length a centered at xi,
referred to as transverse planes and labeled by the index
i = 1, . . . , N , with N = L/a. If the nuclear spin volume
density is ρ0, there are N⊥ = Caρ0 nuclear spins within a
volume corresponding to a transverse plane. Its total spin
operator is:
I˜i =
∑
l∈i
Il, (B.1)
with which we write the RKKY Hamiltonian,
equation (7), as:
HR =
∑
i,j
I˜i · I˜jJij . (B.2)
We choose the basis of a transverse plane to be the set
of states labeled by the total spin Li, its projection along
the local order direction axis, Mi, and an additional quan-
tum number ξi = 1, . . . , Ξ(Li). A fully ordered transverse
plane has Li = Mi = N⊥I, and there is just a single
such state, Ξ = 1, with all constituent spins collinear. For
smaller Li there are more states diﬀering in their symme-
try with respect to pairwise swaps of constituent spins.
The basis of the total system is a tensor product of bases
of individual transverse planes.
The Hamiltonian in equation (B.2) preserves both
Li and ξi quantum numbers of each plane. We there-
fore ﬁx the set of numbers {Li, ξi}Ni=1, and diagonalize
the RKKY Hamiltonian within this subspace using the
Holstein-Primakoﬀ ansatz. To this end, we ﬁrst introduce
a linear transformation of the spin operators which undoes
the rotation in equation (8),
Iˆi = R−1h,2kF xi I˜i. (B.3)
Inserting this into the RKKY Hamiltonian gives
HR =
∑
ij
Iˆi · Jˆij · Iˆj , (B.4)
where the transformed RKKY exchange is:
Jˆij =
⎛
⎝
cos[2kF (xi − xj)] sin[2kF (xi − xj)] 0
− sin[2kF (xi − xj)] cos[2kF (xi − xj)] 0
0 0 1
⎞
⎠ Jij .
(B.5)
In this coordinate system, the ground state (of the Hilbert
subspace) corresponds to Iˆi = (Li, 0, 0) and is there-
fore suitable for the Holstein-Primakoﬀ ansatz through
the following substitutions
Iˆxj = Lj − nj . (B.6)
Iˆyj =
1√
2
(
a†j
√
Lj − nj/2 +
√
Lj − nj/2 aj
)
, (B.7)
Iˆzj =
i√
2
(
a†j
√
Lj − nj/2−
√
Lj − nj/2 aj
)
. (B.8)
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The bosonic operators for transverse planes, ai, fulﬁll stan-
dard commutation relations [ai, a
†
j ] = δij , zero otherwise,
and nj = a
†
jaj .
The standard procedure is a calculation in Fourier
space that treats the higher order bosonic terms in
some approximation scheme. Namely, the representation
in equations (B.6)–(B.8) is exact, but complicated to use
because of the square roots. To proceed, we parametrize
the value of Lj by Lj = N⊥I − Dj and Taylor expand
the square roots in the ratio (Dj + nj/2)/N⊥I ≤ 1.
In terms containing more than two bosonic operators,
we employ the mean ﬁeld approximation by replacing
a creation-annihilation operator pair by its expectation
value a†iaj → 〈ni〉δij . In terms of these variables, the
magnetization m, deﬁned in equation (8), is given by
NN⊥I(1 − m) =
∑
j Dj + 〈nj〉. Finally, we introduce
discrete Fourier transforms between the real space and
momentum variables according to:
fq =
∑
j
exp(−iqxj)fj , fj = 1
N
∑
q
exp(iqxj)fq. (B.9)
A short calculation along these lines gives
Iˆxq = δq,0
(
NN⊥I −D0 − 1
N
∑
p
a†pap
)
− (1− δq,0)
(
Dq +
1
N
∑
p
a†pap+q
)
(B.10)
Iˆyq =
√
mN⊥I
2
(
a†−q + aq
)
− 1
2N
√
2N⊥I
×
∑
p
=q
(a†−p + ap)Dp−q, (B.11)
Iˆzq = i
√
mN⊥I
2
(
a†−q − aq
)
− i
2N
√
2N⊥I
×
∑
p
=q
(a†−p − ap)Dp−q. (B.12)
To arrive at these, we have replaced the lowest order
Taylor expansion of
√
m in the small parameter 1 − m
by the expression
√
m itself. We have also split the results
into those not containing, and containing Dq 
=0 terms, re-
spectively. Compared to the former, the latter give a neg-
ligible contribution in the ﬁnal result. This is so because,
ﬁrst, since the numbers Di are all positive, it holds that
D0 ≥ |Dq 
=0|. For a typical conﬁguration at an incomplete
magnetization, m < 1, D0  |Dq 
=0| holds the better the
larger N is. Second, these terms represent electron scat-
tering on the spatial structure of transverse planes total
spins Li, and on thermally excited magnons (for the last
term of Eq. (B.10)). Such terms break the translational
symmetry of the problem (within the given Hilbert space
subspace) and greatly complicate the analysis. However,
in calculating the statistical sum over all possible conﬁg-
urations, which is our ﬁnal goal, we expect such contribu-
tions to average out, so that we neglect them already at
this point.
The Fourier transform of the RKKY tensor comes
straightforwardly from equations (B.5) and (B.9) as:
Jˆq =
⎛
⎝
J+q −iJ−q 0
iJ−q J
+
q 0
0 0 Jq
⎞
⎠ , (B.13)
with Jq the Fourier transform of the original RKKY
exchange Jij and J±q = (Jq+2kF ± Jq−2kF )/2.
We now insert equations (B.10)–(B.12), neglecting
the second terms on the right hand sides (within this
approximation, the oﬀ-diagonal terms of the tensor in
equation (B.13) do not contribute to ﬁnite momenta
magnons), and equation (B.13) into equation (B.4). With
the mean ﬁeld approximation for higher order terms, we
obtain a Hamiltonian bilinear in bosonic operators, which
we diagonalize by a Bogoliubov transformation, ﬁnally
arriving at:
H |{Li,ξi}Ni=1 =
1
N
(
∑
i
Li
)2
J2kF +
∑
q
qb
†
qbq. (B.14)
The bosonic operator b†q creates a magnon with
momentum q and energy
q = 2mN⊥I
√
(J+q − J2kF )(Jq − J2kF ). (B.15)
The magnon spectrum is gapless at three points, q0 =
0,±2kF , each of which corresponds to a Goldstone mode
of a global spin rotational symmetry. We ﬁnd three
Goldstone modes, as our model has three axes of rota-
tional symmetry: two for a rotation of the helical plane
vector h, and one for a rotation of the helix within the
plane, I0 around h. Energy at momentum q around each
Goldstone mode momentum q0 (we denote δq = |q − q0|)
is obtained in the lowest order by a Taylor expansion as:
δqqw ≈ mN⊥I
√
−2J2kF (∂kkJ2kF ) δq ≡ cδq, (B.16)
(three identical copies of) a linear spectrum of magnons
with velocity c. The validity of this expansion deﬁnes the
long wavelength magnons, through the momentum qw. For
all other momenta, where |Jq|, |J+q |  |J2kF |, we get the
spectrum of short wavelength magnons as:
q ≈ −2mN⊥IJ2kF ≡ R. (B.17)
For completeness, we note that this expansion is not valid
at q = ±4kF , where ±4kF = R/
√
2. However, since here
the spectrum is gapped by an energy comparable to R,
the mistake we do by replacing the magnon energies by R
in this small region of momenta is completely irrelevant
for the statistical sum evaluation.
Let us now come back to the ﬁrst term in equa-
tion (B.14). It describes the energy dependence on the sub-
space quantum numbers {Li, ξi}, and can be written as:
E({Li}) ≡ 1
N
(
∑
i
Li
)2
J2kF = −
1
2
(
∑
i
Li
)
R.
(B.18)
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Fig. B.1. Hilbert space of a transverse plane after a mean ﬁeld
approximation of the Holstein-Primakoﬀ ansatz. Each state is
labeled by the total spin L (vertical axis), the spin projection
along certain axis, M (horizontal axis) and the exchange sym-
metry structure (label ξ; not given). The ﬁlled dots represent
physical states. The empty dots are fake states introduced by
the approximate (unrestricted) Holstein-Primakoﬀ representa-
tion. In such a representation, each line starts with a “seed”
state (the rightmost), with the boson ladder extending to the
left. Exciting the boson to a higher state shifts the position to
the left by one step, keeping L and ξ the same.
This shows that a decrease of the total spin of any given
transverse plane, Li → Li − 1, costs the same energy as
the excitation of a short wave-length magnon, R, given
in equation (B.17). These two types of excitations are
illustrated in Figure B.1.
The partition function can be now written as:
Z =
N⊗
i=1
−N⊥I∑
Li=N⊥I
Ξ(Li)∑
ξi=1
e−βE({Li})
∏
q
∑
nq
′
e−βnqq . (B.19)
We remind that the index i = 1, . . . , N labels transverse
planes, each with a total spin Li and a symmetry quan-
tum number ξi. Within a subspace of ﬁxed {Li, ξi}, the
states are speciﬁed by the set of excitation numbers nq
of magnons with quantum numbers q = 2π/L × (0, . . . ,
N − 1), from which the Goldstone modes are excluded,
q = 0,±2kF . The formula is, however, diﬃcult to evaluate
in its exact form. This is due to complicated restrictions on
the magnon occupation number (see below), denoted by
the prime of the summation through nq, and the compli-
cated degeneracy factors Ξ(Li). The latter can be roughly
estimated by replacing a single nuclear spin I by 2I spins
1/2, in which case
Ξ(Li) =
(
2N⊥I
Di
)
−
(
2N⊥I
Di ± 1
)
≈ 1
Di!
(N⊥I)
D
i , (B.20)
where the factor ±1 equals the sign of −Li, the expansion
holds for Di ≡ N⊥I − Li  N⊥I.
To proceed with equation (B.19), we ﬁrst assume that
the long wavelength magnons contribution to Z is negligi-
ble. This implies that their number is negligible compared
to short wavelength magnons (the implication cannot be
reversed). Replacing the energy of this negligible small set
of excitations by R, we arrive at a remarkably simple re-
sult: it does not matter how the nuclear magnetization is
diminished, the energy cost of any kind of spin ﬂip is the
same, and depends only on the magnetization m. The sys-
tem diﬀers from a set of independent spins in a magnetic
ﬁeld
μB(m) = −2mN⊥IJ2kF , (B.21)
only by the basis. In our derivation of equation (B.14),
there was no limit on magnon occupations. We lost the
proper restrictions, assured by equations (B.6)–(B.8), by
a mean ﬁeld approximation of the Taylor expanded square
root factors. Such an approximation results in no limit on
the magnetization decrease within a subspace with given
{Li, ξi}, speciﬁcally, allowing for unphysical states with∑
q nq >
∑
i Li (see the illustration in Fig. B.1). It is not
simple to correct for this exactly, since the true restriction
is ni ≤ Li. However, by imposing the proper condition on
average via the requirement nq ≤
∑
i Li/N , our system
becomes exactly equivalent to non-interacting spins. Up to
the negligibly small fraction of long wave-length magnons
(compared to the total number of excitations), and post-
poning the proof that other energy costs depend only on
the magnetization m (which we do below), this ﬁnishes
the way to equation (11).
Let us now consider the long-wavelength magnons.
These are gapless, unlike the short wavelength magnons,
so that upon lowering the temperature there is a smaller
and smaller set of these with larger and larger occupa-
tions. To describe such a case, we restrict the phase space
in equation (B.19) to the only gapless subspace Li = N⊥I
for all i, for which Ξi = 1 and only magnons with linear
dispersion, q ≤ qw. Finally, ignoring the restrictions on
the magnon population, Z becomes the partition function
of a set on independent bosons, which gives equation (13)
as their total number.
We have thus derived two limits for the partition func-
tion in which the transition temperature can be calculated
easily. These limits correspond to the long wavelength
magnons being negligible, and dominant, respectively. In
a general case, both short and long wavelength magnons
contribute together, and the true transition temperature
will be slightly lower than the minimum of the values
calculated from equations (11) and (13).
We now illustrate the two limits by deriving the
crossover wire length Lmax, above which the long-
wavelength magnons dominate. We deﬁne it as the wire
length at which the long wavelength magnon popula-
tion, given by equation (13), reaches the total magnetiza-
tion NN⊥I. Approximating the sum by an integral, and
extending its upper bound to inﬁnity, we get:
Lmax ≈ −2πc
kBT
ln−1
(
1− e−πcN⊥I/3akBT
)
, (B.22)
where the magnon velocity c is set by the curvature
of the RKKY minimum, according to equation (B.16).
Equation (B.22) can be further well approximated by:
Lmax ≈ L0 exp
(
L0
a
N⊥I
)
, (B.23)
with the characteristic length scale L0 = πc/3kBT .
Without trying to quantitatively estimate the magnon
Page 12 of 16 Eur. Phys. J. B (2014) 87: 203
velocity c, we note that even for T = 1 K, and c =
1 m/s, by which we strongly underestimate L0, we get
L0 ≈ 0.01 nm, and Lmax is still exponentially large. This
suggests that the long wavelength magnons can be safely
neglected throughout this work.
B.2 Peierls and Knight ﬁeld energies
Once the nuclear order is established in an initially gapless
electronic stripe, 〈Ii〉 = 0, the energy of the electrons is de-
creased by the opening of a partial gap. The change of this
energy gain of the system per single ﬂipped nuclear spin is
called here the Peierls energy P . The opening of a gap also
leads to a ﬁnite electron spin polarization 〈S(xi)〉 = 0 lo-
cally collinear with the helical magnetic spin, which gives
a Zeeman energy for the nuclear spin ﬂip. We call this a
Knight ﬁeld energy K .
We estimate these two energies from the non-
interacting electron model. This is partly justiﬁed by the
fact that the gap opened at the Fermi energy suppresses
the interaction eﬀects, which predominantly arise from
scattering at the Fermi energy. It is further illustrated by
the result of reference [32], which found that the contribu-
tion to the RKKY exchange is greatly suppressed in the
gapped subband. This can be seen as a suppression of the
interaction-induced enhancement, back towards or even
below the non-interacting value (depending on the value
of the gap). Finally, the interaction eﬀects are partially
taken into account by the renormalization of A → A∗,
which we use also for the energies originating from the
gapped subband.
Again within a given stripe, let us consider a basis
of electron states Ψkσ with longitudinal momentum k and
spin projection σ along the helical axis with corresponding
energies (we recall that we neglect the Zeeman energy)
kσ = 2k2/2m. Within this basis, the Hamiltonian given
in equation (6) has matrix elements
Δσσ
′
kk′ ≡ 〈Ψkσ|He−n|Ψk′σ′〉 = mΔδσ,−σ′δk+σ2kF ,k′ , (B.1)
where we denoted Δ = ASI. To arrive at equation (B.1),
we replaced the nuclear spin operators by their expec-
tation values in the presence of an established order ac-
cording equation (8). As follows from equation (B.1), the
electron states are pairwise coupled,
Hk =
(
k mΔ
mΔ k′
)
, (B.2)
where k′ = k − 2kF for k ∈ 〈0, kF 〉 and k′ = k + 2kF for
k ∈ 〈−kF , 0〉. The eigenstates of equation (B.2), denoted
by Ψk±, correspond to eigenvalues
±(k) =
k + k′
2
±
√
(k − k′)2
4
+ m2Δ2, (B.3)
so that + > EF > −. At zero temperature, Ψk− is oc-
cupied, and Ψk+ is empty. The change of the electronic
band energy can be then obtained by summing the ener-
gies of the former throughout the band. The integral can
be calculated analytically and we get in the leading order
of small quantities (Δ/EF , and Δ/Δa)
P =
1
π
m
N⊥
A2
Δa
S2I ln
(
2EF
mASI
)
. (B.4)
The ﬁnite temperature eﬀects are commented below.
We now turn to the calculation of the Knight ﬁeld.
The energy to decrease a nuclear spin by  in the pres-
ence of electron spin polarization 〈S〉 = 0 follows from
equation (6) as:
K = A
〈
S(xi) · Ii
I
〉
. (B.5)
It relates by 〈S(xi) ·Ii〉 = 〈P 〉/NN⊥ to the operator of the
total electronic polarization projected on the local helical
order axis
P =
∑
i
S(xi) · Ii
I
. (B.6)
Since the latter is proportional to the electron-nuclear
Hamiltonian itself, the matrix elements follow from
equation (B.1) as:
P σσ
′
kk′ = Sδσ,−σ′δk+σ2kF ,k′ . (B.7)
The calculation then proceeds very similarly to the one
for the Peierls energy, with the diﬀerence that we are now
interested in the mean value of an operator Pk, which in
the basis corresponding to equation (B.2) takes the form
Pk = S
(
0 1
1 0
)
, (B.8)
so that
〈P 〉 =
∑
k≤kF
〈Ψk−|P |Ψk−〉. (B.9)
A short calculation gives the Knight energy as:
K =
m
2πN⊥
A2
Δa
S2 ln
(
2EF
mASI
)
. (B.10)
This is a result obtained for non-interacting electrons.
According to reference [32], we roughly estimate the in-
teraction eﬀects in the gapped subband by renormaliz-
ing the electron-nuclear coupling A → A∗ using equa-
tion (C.6), in both equations (B.4) and (B.10) when
plotting Figure 1b.
Finally, we consider ﬁnite temperature eﬀects. Both
the Peierls and Knight ﬁeld energies arise mainly from
pairs of single electron states around the Fermi en-
ergy Ψk±, which are pushed away from each other by the
energy 2mΔ. Their contribution to the Peierls gain, or the
Knight ﬁeld, are opposite. At a ﬁnite temperature, it is no
more only the lower populated, but both, which leads to
a suppression factor
p−(T )− p+(T )  1− 21 + exp(mΔ/kBT ) . (B.11)
This factor should be inserted into the zero temperature
expressions for P and K . However, since we ﬁnd that the
critical temperature is much lower than Δ, these eﬀects are
negligible and the factor in equation (B.11) can be safely
replaced by one.
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Appendix C: RKKY exchange of a gapless
electron system, and the feedback eﬀect
Let us now detail the RKKY exchange driving the or-
dering of the nuclear spins in the case of gapless stripes,
where feedback eﬀects are important. Because the tunnel-
ing has to be oﬀ resonant for the stripes to be gapless,
we use the real space basis associated with the stripe in-
dex n, and neglect the RKKY exchange between diﬀerent
stripes (compared to the intrastripe exchange, the inter-
stripe exchange is weakened by powers of the oﬀ-resonant
interstripe tunneling). To calculate the RKKY exchange,
we proceed along the lines of reference [32] and adopt a
continuum model along a given stripe. The RKKY ex-
change is then calculated by evaluating the intrastripe spin
susceptibility χRxx using
Jq =
A2a
2N2⊥
χRxx(q, ω → 0), (C.1)
with χRxx(q, ω) being the Fourier transform of the re-
tarded susceptibility χRxx(x, t), deﬁned by the following
generalization of equation (B.9) for continuous variables,
χRxx(q, ω) =
∫
dx
∫
dt ei(ωt−qx) χRxx(x, t). (C.2)
The retarded spin susceptibility is deﬁned as usual [1]
through a Wick rotation of the imaginary time
susceptibility
χxx(x, τ)=
1
4
e−i2xkF 〈TτR†n,↑(x, τ)
× Ln,↓(x, τ)L†n,↓(0, 0)Rn,↑(0, 0)〉
+
1
4
e−i2xkF 〈TτR†n,↓(x, τ)
× Ln,↑(x, τ)L†n,↑(0, 0)Rn,↓(0, 0)〉+ H.c.,
=− 1
4(2πa)2
e−i2xkF
×
(〈
Tτe
−i√2(φn,ρ(x,τ)−θn,s(x,τ)−φn,ρ(0,0)+θn,s(0,0))
〉
+ 〈Tτe−i
√
2(φn,ρ(x,τ)+θn,s(x,τ)−φn,ρ(0,0)−θn,s(0,0))
)
+ H.c. (C.3)
Using these deﬁnitions, reference [32] found the RKKY
exchange to be a function with a sharp minimum at q =
2kF with the minimal value
J2kF (T ) = −
c(g)
N2⊥
A2
Δa
(
Δa
kBT
)2−2g
, (C.4)
where kB is the Boltzmann constant, the eﬀective band
width is Δa = v′F (Δt)/a with the eﬀective Fermi velocity
v′F (Δ) given in Section 3.2, the Luttinger liquid parame-
ters deﬁne the exponent g = (Kρ + 1/Ks)/2, and where
c(g) =
sin(πg)
2
(2π)2g−4Γ 2(1− g)
∣∣∣∣
Γ (g/2)
Γ (1− g/2)
∣∣∣∣
2
. (C.5)
(a) (b)
Fig. C.1. In a gapless stripe, the electrons mediate an RKKY
interaction at momentum q = 2kF by spin-ﬂip backscattering
on the nuclear spins (black arrows – the degenerate spin up and
spin down modes are oﬀset for visibility). The resulting nuclear
spin order gaps out parts of the spectrum in such a way that
the remaining gapless modes provide a renormalized RKKY
interaction, which stabilizes the order. The RKKY contribu-
tion from the gapped modes, on the other hand, is strongly
suppressed.
The width of the minimum is of order π/λT , with the
thermal length λT = vF /kBT .
The above result holds for an unperturbed (gapless)
electronic system. With an order in the nuclear spins, the
RKKY interaction is changed due to the opening of a par-
tial gap in the electron system. Since this change of the
RKKY interaction depends on the eﬀects of the RKKY in-
teraction itself (the nuclear order triggers the partial gap
of the electrons), this is a highly non-trivial, non-linear
feedback problem. First neglecting the eﬀect of the feed-
back on the value of the RKKY exchange, reference [32]
found that once the order is established, the electron sub-
system can be thought of as being split into two subbands.
One is gapless and mediates an RKKY interaction with
the same functional form as in an unperturbed electron
system, while the other subband is gapped. These sub-
bands are depicted in Figure C.1. The gapped subband
turns out to give a negligibly small contribution to the
RKKY exchange compared to the gapless part, but leads
to additional energy gains. The feedback tends to enhance
both the RKKY exchange of the gapless subband, and the
gap of the other. The eﬀects in the latter can be grasped
by renormalization of the coupling constant
A→ A∗ = A(ξ/a)1−g, (C.6)
with the correlation length ξ = min{L, λT ,
a(Δa/IAm)1/(2−g)}. More important for our purposes
are the feedback eﬀects in the gapless subband, which
strongly enhance the RKKY exchange, and consequently
push the critical temperature to experimentally relevant
values. This happens through a renormalization of the
interaction exponent g → g′′, and the velocity vF → v′′F .
The renormalization appears upon recalculating the
RKKY exchange mediated by the gapless subband
only [32]. Using ui = v′F (Δt)/Ki (for i = ρ, s), we ﬁnd
g′′ =
2Kρ√
(1 + K2ρ)(1 + K2s )
(C.7)
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and
v′′F = v
′
F (Δt)
√
1 + K2ρ
K2ρ + K2ρK2s
. (C.8)
The exponent g′′, and the eﬀective velocity v′′F have al-
ready been discussed in equations (61) and (62) of refer-
ence [32] (note that Γ given in equation (62) should be
corrected to 4Γ ), modulo a rescaling of the ﬁelds by a
factor of
√
Kρ/(KρKs + 1), as well as in reference [67].
Because half of the low energy degrees of freedom are now
gapped, the RKKY exchange furthermore acquires an ad-
ditional factor of 1/2 [32]. Finally, we note that there is no
feedback for a fully gapped stripe, since the gap prevents
the helix to open a partial gap even if the nuclear order is
established.
Appendix D: RKKY interaction in a gapped
stripe
As discussed in Section 3.4, tunneling between the stripes
can be brought to a simple form by Fourier transform-
ing the fermionic Hamiltonian given in equation (4) along
the direction perpendicular to the stripes. Unfortunately,
the Fourier transformation renders the interaction given
in equation (2), and consequently also the bosonized
Hamiltonian given in equation (3), highly oﬀ diagonal,
such that we did not ﬁnd an analytical expression for the
RKKY exchange on a quantum Hall plateau. To never-
theless obtain an estimate for the order of magnitude of
the RKKY exchange in a fully gapped phase, we analyze a
diﬀerent system, in which the spin conserving momentum-
inverting interstripe hopping (giving rise to the quantum
Hall eﬀect) is replaced by a spin conserving momentum-
inverting intrastripe scattering. While this state shares
some similarities with the quantum Hall state, its main
purpose here is to illustrate the suppression of the RKKY
exchange in a fully gapped phase. Dropping the Klein
factors, the intrastripe tunneling corresponds to a sine-
Gordon term with the Hamiltonian density
Hintra =
∑
n,σ
t
πa
cos(
√
2(φn,ρ + σφn,s)), (D.1)
which is RG relevant for Kρ + Ks < 4. At the end of the
RG ﬂow, when the renormalized backscattering amplitude
is of the order of the renormalized bandwidth, we expand
the sine-Gordon term [1], and obtain
H =
∑
n,κ=ρ,s

2π
(
uκ
Kκ
(∂xφn,κ)2 + uκKκ(∂xθn,κ)2
)
+
∑
n,κ=ρ,s

2π
Δ∗t
2
2vF
φ2n,κ. (D.2)
Here, Δ∗t = 2t(b
∗) is the gap associated with t, where
2t(b∗) = vF /a(b∗) deﬁnes the renormalized value of the
running t(b) in terms of the running short distance cut-
oﬀ a(b) the end of the RG ﬂow, where b = b∗ [32,33].
Fig. D.1. The particle hole bubble determining the spin
susceptibility χRxx(q, ω → 0).
We discriminate this model from the original QHE model
by the notation, introducing Δ∗t as an analog of the QHE
bulk gap Δt.
We now proceed to evaluate the RKKY exchange in a
stripe fully gapped by intrastripe backscattering. To this
end, we ﬁrst calculate the spin susceptibility, deﬁned in
equation (C.3), using the Hamiltonian density given in
equation (D.2). At frequencies and momenta smaller than
the gap Δ∗t , the ﬁelds φn,ρ and φn,s are both pinned to
constant values. At frequencies and momenta higher than
the gap, on the contrary, the ﬁelds can overcome the pin-
ning, and the theory essentially recovers its gapless form
(since at these frequencies and momenta, Δ∗t is negligible
compared to the kinetic terms). This scale dependence is
reﬂected in the form of the correlator invoking the gapped
ﬁelds φn,ρ,
〈(φn,ρ(x, τ) − φn,ρ(0, 0))2〉
=
1
βL
∑
q,ωn
2πuρKρ[1− cos(qx− ωnτ)]
ω2n + u2ρq2 + Δ∗t 2/Kρ2
. (D.3)
Here, β−1 = kBT is the inverse temperature and L the
length of the stripe. At temperatures smaller than the
gap Δ∗t , and introducing a UV cutoﬀ vF /a  Δ∗t , we
can approximate this correlator by its zero temperature
expression
1
Kρ
〈(φn,ρ(x, τ) − φn,ρ(0, 0))2〉 = K0
(
aΔ∗t
√
Kρ
vF
)
−K0
(
Δ∗t
√
Kρ
√
x2 + (uρ|τ |+ a)2
vF
)
, (D.4)
where K0(x) is a modiﬁed Bessel function of the second
kind. The latter behaves as K0(x) ≈ − ln(x) for x  1,
and is exponentially suppressed at x 1.
The dependence of the propagators on the energy
scale Δ∗t is inherited by the spin susceptibility. To il-
lustrate this, we recall that the spin susceptibility given
in equation (C.3) corresponds to the exchange of parti-
cle hole pairs (“bubble”) as depicted in Figure D.1. The
internal sum over frequency and momenta can be di-
vided into frequencies and momenta smaller than the gap,
vF |Q|, vF |q + Q|, |Ω| < Δ∗t , and larger than the gap. As
can be inferred from equation (D.3), the gap regularizes
the contribution stemming from small momenta and fre-
quencies, which would diverge in the absence of a gap
and at zero temperature, while the contribution stemming
from large frequencies and momenta is basically unaﬀected
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by the gap. Following references [68–70], we evaluate the
spin susceptibility ﬁrst in real space and imaginary time,
which yields
χxx(x, τ)≈
⎧
⎪⎨
⎪⎩
χxx,<(x, τ),
√
x2 + u2ρτ2  vFΔ∗t√Kρ
χxx,>(x, τ),
√
x2 + u2ρτ2  vFΔ∗t√Kρ ,
(D.5)
with
χxx,<(x, τ)≈− 12(2πa)2 e
−i2xkF
(
a√
x2 + (uρ|τ | + a)2
)Kρ
×
(
a√
x2+(us|τ |+a)2
)1/Ks
+ H.c., (D.6)
and
χxx,>(x, τ) ≈ − 12(2πa)2 e
−i2xkF
(
aΔ∗t
√
Kρ
vF
)Kρ
×
(
a√
x2 + (us|τ | + a)2
)1/Ks
× e−C
Δ∗t
vF
√
x2+u2sτ
2
+ H.c., (D.7)
where C is a constant of order one. As expected, equa-
tion (D.5) shows that at length and time scale larger than
the correlation length associated with the gap Δ∗t , the
spin susceptibility is exponentially suppressed, while it ap-
proaches its gapless form at small length and times scales.
Neglecting the diﬀerence between uρ and us, setting
C → 1, performing a (continuous) Fourier transformation
to momentum and Matsubara frequencies as well as the
analytic continuation iωn → ω+i0+, and taking the static
limit ω → 0 ﬁnally shows that the largest contribution to
the static spin susceptibility stems from small distance
and time scales. It is approximately given by:
χRxx,<(q ≈ 2kF , ω → 0) ≈
−1
4πvF
1
2−Kρ − 1/Ks
×
⎛
⎝
(
vF
√
Kρ
Δ∗t a
)2−Kρ−1/Ks
− 1
⎞
⎠.
(D.8)
Taking the limit Kρ, Ks → 1 on this expression, we
recover the logarithmic dependence of χRxx on Δ
∗
t that
has been obtained in the non-interacting case using a
fermionic calculation [48,49]. Due to its exponential sup-
pression, the contribution from χRxx,> essentially derives
from ﬂuctuations close to the length scale associated with
the gap, and consequently has a similar dependence on
(Δ∗t a/vF )
Kρ+1/Ks−2 for interacting systems, albeit with
a smaller prefactor. This contribution reduces to a con-
stant, independent of Δ∗ta/vF , in the non-interacting
limit. The largest contribution to the total spin suscep-
tibility thus stems from χRxx,<, and derives from ﬂuctu-
ations on length scales of the order of, or smaller than,
vF /Δ
∗
t . Importantly, the spin susceptibility is indepen-
dent of temperature, provided the latter is smaller than
the gap (simply speaking, the zero temperature Luttinger
liquid divergence obtained for a gapless stripe is cut oﬀ
by the maximum of temperature and gap). Therefore,
the critical temperature deﬁned via equation (14) scales
as 1/N⊥, and is largely suppressed compared to a gapless
stripe. Based on these considerations, we approximate the
RKKY exchange as:
J2kF ≈ −
1
4π
A2a
vFN2⊥
1
2−Kρ − 1/Ks
×
⎛
⎝
(
vF
√
Kρ
Δ∗ta
)2−Kρ−1/Ks
− 1
⎞
⎠. (D.9)
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