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ON CONFIGURATIONS CONCERNING CARDINAL
CHARACTERISTICS AT REGULAR CARDINALS
OMER BEN-NERIA AND SHIMON GARTI
Abstract. We study the consistency and consistency strength of vari-
ous configurations concerning the cardinal characteristics sθ , pθ, gθ, rθ , uθ
at uncountable regular cardinals θ. Motivated by a theorem of Raghavan-
Shelah who proved that sθ ≤ bθ , we explore in the first part of the paper
the consistency of inequalities comparing sθ with pθ and gθ. In the sec-
ond part of the paper we study variations of the extender-based Radin
forcing to establish several consistency results concerning rθ, uθ from
hyper-measurability assumptions, results which were previously known
to be consistent only from supercompactness assumptions. In doing so,
we answer questions from [1], [14] and [7], and improve the large cardinal
strength assumptions for results from [10] and [3].
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2 OMER BEN-NERIA AND SHIMON GARTI
0. Introduction
The study of cardinal characteristics of the continuum has been a promi-
nent subject in modern set theory for many years. Starting from the 1990s,
a new line of research concerning generalized cardinal characteristics asso-
ciated with uncountable cardinals θ has started gaining momentum. The
seminal articles [4] and [17] are among the first studies in this direction.
This line of research has flourished in recent years, with many advance-
ments made to both the ZFC theory of generalized cardinal characteristics,
as well as to consistency results and the related forcing and large cardinal
theories.
The purpose of this paper is to study consistency results concerning sev-
eral cardinal characteristics at a regular uncountable cardinal θ, using meth-
ods of forcing with large cardinals. Especially, we are interested in the in-
variants sθ, pθ, gθ, rθ, uθ, and questions of the form: (i) which inequalities
between different invariants are provable in ZFC; and (ii) which inequalities
can be shown to be consistent, and from which large cardinal assumptions.
Our results are mainly motivated by and build on the recent stuedies: [14],
[1], [3] and [7].
In the first part of the paper we prove that if θ is supercompact then
one can force pθ, gθ < sθ < 2
θ. In particular, these results show that the
bound sθ ≤ bθ, proved by Raghavan-Shelah in [15], does not extend to
sθ and the cardinal characteristics pθ, gθ. In the second part of the paper
we improve the known upper-bounds on the consistency strength of the
inequalities rθ < 2
θ = θ++ and uθ < 2
θ = θ++. The former is shown to
be consistent from an assumption slightly weaker than the existence of a
measurable cardinal θ with o(θ) = θ+3, and the latter from o(θ) = λ where
λ > θ is a weakly compact cardinal. The results here build on the extender-
based Radin forcing of Merimovich, [12], and on ideas from a previous work
by the first author and Gitik, [1], on the generalized splitting number sθ.
The rest of the paper is organized as follows. In Section 1 we establish
the consistency of the inequalities concerning the generalized cardinal char-
acteristics sθ and pθ, gθ. Section 2 surveys the basics of the extender-based
Radin forcing using the ideas and terminology of Merimovich, [12]. In Sec-
tion 3 we use the extender-based Radin forcing to deal with the consistency
strength of a small value of the reaping number. In the last section we deal
with the consistency strength of uθ < 2
θ = θ++.
Our notation is mostly standard. We shall use the Jerusalem forcing
notation, so if p ≤P q then p is weaker than q. The symbol λ · κ refers to
ordinal multiplication. If A,B ⊆ θ then A ⊆∗ B iff |A − B| < θ. For a
general background in cardinal charactersitics we suggest [2]. We direct the
reader to [9] regarding Prikry-type forcings in general, and to [12] for more
specific account of extender-based Radin forcing.
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1. Navigating with gps
By Raghavan-Shelah [15], if θ is regular and uncountable then sθ ≤ bθ.
Motivated by this result, we explore in this section the possible consistency
of similar inequalities between sθ and the cardinal characteristics pθ, tθ, gθ.
We commence with a few definitions:
Definition 1.1. The pseudointersection number.
Let θ be a regular cardinal.
(ℵ) A family F ⊆ [θ]θ has the strong intersection property iff |
⋂
a| = θ
whenever a ∈ [F ]<θ.
(i) A set S ∈ [θ]θ is a pseudointersection of F ⊆ [θ]θ iff S ⊆∗ A for
every A ∈ F .
(ג) pθ is the minimal cardinality of F ⊆ [θ]
θ with the strong intersection
property.
A similar definition gives the following concept:
Definition 1.2. The towering number.
Let θ be a regular cardinal.
(ℵ) A family T = {Tα : α < λ} ⊆ [θ]
θ is a θ-tower iff α < β < λ ⇒
Tβ ⊆
∗ Tα,T has the strong intersection property and no pseudoin-
tersection.
(i) tθ is the minimal size of a θ-tower.
Clearly, pθ ≤ tθ. It is unknown whether a strict inequality is consistent for
some θ. Both characteristics are small in the sense that they are bounded
by most cardinal characteristics. In order to define a dividing line between
small and large cardinal characteristics, we suggest a criterion which depends
on the cofinality of 2θ. We shall say that a cardinal characteristic over θ is
small iff it is bounded by cf(2θ). Actually, we can define the following:
Definition 1.3. The Ko¨nig number.
(ℵ) The Ko¨nig number k is the first cardinal λ such that 2λ > 2ω.
(i) If θ is an infinite cardinal then kθ is the first cardinal λ such that
2λ > 2θ.
It is known that tθ ≤ kθ whenever θ = cf(θ). The proof is easier when
θ = ℵ0 (see [2, Theorem 6.14]), but it holds at uncountable cardinals as
well (see [16]). Our central definition in this section is the following cardinal
characteristic:
Definition 1.4. The splitting number.
Let θ be an infinite cardinal.
(ℵ) For B ∈ [θ]θ and S ⊆ θ, we shall say that S splits B if |S ∩ B| =
|(θ − S) ∩B| = θ.
(i) {Sα : α < κ} is a splitting family in θ iff for every B ∈ [θ]
θ there
exists an ordinal α < κ so that Sα splits B.
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(ג) The splitting number sθ is the minimal cardinality of a splitting
family in θ.
If θ is supercompact then one can force sθ = λ for every prescribed λ =
cf(λ) > θ. We shall see that this can be done along with tθ = κ (or pθ = κ)
when κ = cf(κ) < λ. Let us describe shortly the idea. The natural way
to increase sθ is the generalized Mathias forcing, as done by Kamo in [11].
If we apply this method without special care then pθ = sθ in the generic
extension, since basically each component of Mathias forcing destroys more
and more small pθ-families.
In order to maintain some small pθ-families or towers in the generic ex-
tension we need a careful bookkeeping. A different approach is to use the
fact that tθ ≤ kθ. The idea is to choose κ = cf(κ) ≥ θ
+ and to force 2κ > 2θ.
In this way we obtain the upper bound κ ≥ tθ. Now we force sθ = λ > κ and
the result follows. The same method has been exploited in [16] in order to
force tθ < bθ. Unlike the splitting number, there is no need of large cardinals
for the inequality tθ < bθ.
Within the proof of the main theorem we shall use instances of forcing
notions which destroy pθ-families (or θ-towers) and forcing notions which
add generalized Mathias reals and thus destroy splitting families. Let us
define these components.
Definition 1.5. Babel forcing.
Let θ be a regular cardinal, η = cf(η) > θ.
Let x = {xγ : γ < η} be a pθ-family.
A condition p in Babel forcing Bx is a pair (a, s) = (a
p, sp) such that a ∈ [θ]<θ
and s ∈ [η]<θ. If p, q ∈ Bx then p ≤ q iff a
p ⊆ aq, sp ⊆ sq and if δ ∈ aq − ap
then δ ∈
⋂
{xγ : γ ∈ s
p}.
It is routine to verify that Bx is θ-directed-closed. If θ = θ
<θ then Bx is
θ+-cc. If G ⊆ Bx is generic then xG =
⋃
{a : ∃s, (a, s) ∈ G}. By density
arguments, |xG| = θ and xG ⊆
∗ xγ for every γ < η. So if x is a pθ-family (or a
tower) then Bx destroys this property. If θ is an indestructible supercompact
cardinal then it remains supercompact after forcing with Bx.
Definition 1.6. Generalized Mathias forcing.
Let θ be a measurable cardinal, U a θ-complete ultrafilter over θ.
A condition p ∈ MU is a pair (a,A) = (a
p, Ap) such that a ∈ [θ]<θ and
A ∈ U . If p, q ∈MU then p ≤ q iff a
p ⊆ aq, Ap ⊇ Aq and aq − ap ⊆ Ap.
As in the former definition, MU is θ
+-cc and θ-directed-closed. If G ⊆
MU is generic then we let yG =
⋃
{a : ∃A, (a,A) ∈ G}. It can be shown
that yG ⊆
∗ y ∨ yG ⊆
∗ (θ − y) for every y ∈ [θ]θ ∩ V . By iterating MU
over a supercompact cardinal θ (with < θ-support) one increases sθ. If
λ = cf(λ) > θ and the iteration is of length λ then sθ ≥ λ in the generic
extension. Indeed, a family F ⊆ [θ]θ of size less than λ will appear at
a bounded stage of the iteration, and the generic yG added at this stage
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is not split by F . Likewise, sθ ≤ λ since θ-Cohen subsets are introduced
at λ-many stages of the iteration, and they form a splitting family. Hence
iterating MU is a convenient way to set the size of sθ.
The main result of this section reads as follows:
Theorem 1.7. Let θ be a supercompact cardinal.
Assume that θ+ ≤ κ = cf(κ) ≤ λ = cf(λ) ≤ µ and cf(µ) > θ.
Then one can force pθ = tθ = κ, sθ = λ and 2
θ = µ.
Proof.
We commence with Laver’s preparatory forcing which makes θ indestructible
under θ-directed-closed forcing notions, and we may add GCH above θ. Let
V be the universe after this preparation.
Let C be Cohen forcing for adding µ+ subsets of κ. A condition p ∈ C
is a partial function from µ+ × κ into {0, 1} such that |dom(p)| < κ. If
p, q ∈ C then p ≤C q iff p ⊆ q. Observe that C is κ-closed since κ is regular.
Likewise, C is κ+-cc by a ∆-system argument and the fact that κ = κ<κ.
Consequently, if G ⊆ C is V -generic then V [G] |= 2κ = µ+. Moreover,
2∂ = ∂+ for every ∂ ∈ [θ, κ) in V [G], since C is κ-closed and hence adds no
bounded subsets of κ.
In V [G] we define a < θ-support iteration P = 〈Pα,Q
˜
β : α ≤ µ·λ, β < µ·λ〉
as follows. Let Γ = µ · λ− {µ · ε : ε < λ}. Let f : Γ→ (µ · λ)× µ be onto,
such that the following proviso is satisfied:
∀β, f(β) = (γ, δ)⇒ γ ≤ β.
This requirement makes sure that V [G][Hγ ] ⊆ V [G][Hβ ] when we come to
choose the V [G]-generic set H for the iteration.
By induction on β < µ ·λ we choose Pβ names for posets by the following
procedure. If β = 0 then Q
˜
β is the name of the empty forcing. If β ∈ Γ and
β > 0 then let {xβζ : ζ < µ} be an enumeration (possibly with repetitions)
of all names of pθ-families of size η for some η = cf(η) so that θ
+ ≤ η < κ.
Apply f(β) to get a pair (γ, δ), so γ ≤ β. Let x be xγδ and let Q
˜
β be (a name
of) the forcing Bx. If β ∈ µ · λ − Γ then let U
˜
β be a name of a θ-complete
ultrafilter over θ and let Q
˜
β be MU
˜
β
. By the properties of the components
of P one can see that P is θ+-complete and θ-directed-closed, so all cardinals
are preserved upon forcing with P and θ remains supercompact.
Fix a V [G]-generic set H ⊆ P. By a standard argument, our choice of
support and posets guarantee that the iteration P satisfies θ+-cc. Since the
cofinality of its length is λ, it follows that every family F ⊆ [θ]θ of size less
than λ appears in some intermediate generic extension of the form V [G][Hβ ]
of V [G][H], where Hβ = H ∩ Pβ and β < µ · λ.
By the properties of Babel and Mathias forcing we see that pθ ≥ κ,
and similarly tθ ≥ κ. Indeed, any pθ-family (including the towers) of size
η ∈ [θ+, κ) has been destroyed by some Bx along the iteration. On the other
hand, pθ, tθ ≤ κ since 2
κ > 2θ in V [G][H] and due to [16]. The generalized
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Mathias components iterated cofinally in the ordinal µ · λ set sθ = λ, so we
are done.
1.7
We conclude this section with the consistency of gθ < sθ. This will be
proved, again, under the assumption that θ is supercompact. Let us begin
with the definition of gθ, the generalized groupwise density:
Definition 1.8. Let θ be a regular uncountable cardinal.
(ℵ) A family G ⊆ [θ]θ is groupwise dense iff it is downward closed under
⊆∗ and for every increasing f ∈ θθ there exists B ∈ [θ]θ such that⋃
{[f(α), f(α + 1)) : α ∈ B} ∈ G.
(i) The groupwise density number gθ is the smallest cardinal κ such
that there is a collection (Gγ : γ ∈ κ) of groupwise dense families in
[θ]θ with empty intersection.
Lest θ = ℵ0 one can force b < g and even u < g, so in some sense g is
quite large. On the other hand, g ≤ cf(2ω) so in some sense it is small. The
generalization of the latter fact yields the consistency of gθ < sθ.
Theorem 1.9. Let θ be a supercompact cardinal.
Then one can force gθ < sθ, and the gap can be arbitrarily large.
Proof.
Firstly we show that gθ ≤ cf(2
θ). This statement is proved exactly as the
parallel statement for θ = ℵ0, see [2]. We indicate that it holds at every
regular cardinal θ, and supercompactness is not needed at this stage. To
prove this claim, suppose that F ⊆ [θ]θ and |F| < 2θ. We shall construct a
groupwise dense family G such that G ∩ F = ∅. We set:
G = {x ∈ [θ]θ : ∀y ∈ F ,¬(y ⊆∗ x)}.
(a) G is ⊆∗-downward closed since ⊆∗ is transitive.
(b) G ∩ F = ∅ since ⊆∗ is reflexive.
(c) G is groupwise dense. For this, let f ∈ θθ be an increasing function,
and let A ⊆ [θ]θ be an almost disjoint famliy of size 2θ. For each
A ∈ A let Af =
⋃
{[f(α), f(α + 1)) : α ∈ A}. Notice that A,B ∈
A ⇒ |Af ∩ Bf | < θ. We claim that for some A ∈ A the statement
∀y ∈ F ,¬(y ⊆∗ Af ) holds true. If not, there are distinct A,B ∈ A
such that for some y ∈ F we have y ⊆∗ Af ∧ y ⊆
∗ Bf , since |F| <
2θ = |A|. But then |Af ∩ Bf | = θ, which is impossible. So choose
A ∈ A such that ∀y ∈ F ,¬(y ⊆∗ Af ). This means that Af ∈ G, thus
showing that G is groupwise dense.
Express [θ]θ as
⋃
{Fβ : β < cf(2
θ)} such that |Fβ | < 2
θ for each β < cf(2θ).
By the above consideration, for every β < cf(2θ) choose a groupwise dense
family Gβ such that Fβ ∩Gβ = ∅. Notice that
⋂
{Gβ : β < cf(2
θ)} = ∅ since
the union of all the Fβ covers [θ]
θ. It follows that gθ ≤ cf(2
θ), as desired.
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Secondly, choose κ = cf(κ) > θ and µ > cf(µ) = κ. At this stage we
need the assumption that θ is supercompact. By Theorem 1.7 we can force
2θ = µ and sθ > κ. Since gθ ≤ κ, the inequality gθ < sθ obtains.
1.9
Remark 1.10. We note that gθ < sθ and pθ < sθ are consistent with cf(2
θ) =
2θ. For example, collapsing 2θ to s+θ in the above theorem preserves these
inequalities, a fact which follows from the completeness of the collapse.
The results of this section are proved under the assumption that there
exists a supercompact cardinal in the ground model. It seems, however,
that much less is required. Basically, we wish to increase sθ to θ
++ while
forcing over a universe in which 2θ = µ and µ > cf(µ) = θ+. The methods of
the next sections suggest that a measurable cardinal with sufficiently large
Mitchell order will suffice.
The consistency strength of the inequalities forced in the present section
is at least a measurable cardinal κ with o(κ) = κ++, since pθ, gθ < sθ implies
that sθ ≥ θ
++. The consistency strength of sθ = θ
++ is exactly o(κ) = κ++,
but here we force when 2θ is a singular cardinal µ, and increasing sθ in this
environment requires a bit more.
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2. Extender-based Radin forcing
In this section we give a short account of the extender-based Radin forcing,
using the argot of Carmi Merimovich. Apart of setting our terminology we
shall explain how to get the basic properties of this forcing notion under
the assumption of 2κ = κ++ in the ground model. This will be needed for
our main theorem, and it differs from [12] in which GCH is assumed in the
ground model.
Radin forcing has been published in [13], and became a central tool for
proving combinatorial statements at small large cardinals. Extender-based
Radin forcing implements the ideas of the extender-based Prikry forcing on
Radin forcing. We shall try to describe the basic idea and en route fix no-
tation and prove some simple facts. All the results in this section are either
due to Merimovich, [12], or a slight modification of his results.
Extenders.
An extender is a directed system of ultrafilters and embeddings. Our
extenders come from elementary embeddings. Suppose that κ is measurable,
 : V → M is elementary and κ = crit(). We shall describe the extender
derived from this embedding. For every a ∈M one can define a κ-complete
ultrafilter E(a) over κ by letting A ∈ E(a) iff a ∈ (A). In particular, if α
is an ordinal below (κ) then E(α) is such an ultrafilter. Lest α ∈ κ,E(α)
would be principal, so we focus on ordinals α ∈ [κ, (κ)). In the case of
α = κ,E(α) is normal.
The extender E derived from  consists of the ultrafilters E(α) for α ∈
[κ, (κ)). It also contains a collection of natural embeddings between the
ultrafilters. Suppose that α, β ∈ [κ, (κ)). We shall say that E(α) ≤RK E(β)
iff there is a projection π = πβα : κ→ κ such that π(f)(β) = α. The symbol
≤RK stands for Rudin-Keisler. If α ∈ (κ) then α is called a generator of
E iff there is no β < α so that E(α) ≤RK E(β). A good example is κ, the
critical point of .
An extender E is the set of ultrafilters E(α) for α ∈ [κ, (κ)) together with
the projections πβα for every α, β ∈ [κ, (κ)) such that E(α) ≤
RK E(β). This
collection of ultrafilters and embeddings form a directed system. Let ME
be the direct limit of the system. For each α ∈ [κ, (κ)) let E(α) : V →
ME(α) ∼= Ult(V,E(α)) be the canonical embedding derived from E(α), and
let E : V → ME be the corresponding embedding of the direct limit. A
natural elementary map k : ME →M is defined by k(Ef(α)) = f(α).
The critical point of an extender E is the first ordinal δ such that δ <
E(δ). It will be denoted by crit(E) or crit(E). The height of an extender
E is defined as sup{α ∈ (κ) : α is a generator of E}. It will be denoted by
σ(E). We call E a (κ, λ)-extender iff κ = crit(E) and λ = σ(E). We shall
say that E is short iff σ(E) ≤ E(κ).
An important preorder defined on ultrafilters is the so-called Mitchell
order. It can be applied to extenders as well. suppose that E and F are two
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extenders. We shall say that E ⊳ F iff E ∈MF , where MF is the transitive
collapse of Ult(V, F ). We shall use ⊳-increasing sequences of extenders
over a measurable cardinal κ. The length of such a sequence calibrates the
strength of our assumption on κ. We say that o(κ) ≥ λ iff there exists a
⊳-increasing sequence (Eη : η ∈ λ) of extenders such that (σ(Eη) : η ∈ λ) is
strictly increasing and σ(Eη) < λ for every η ∈ λ.
Our aim is to begin with a measurable cardinal κ such that o(κ) = κ+3 in
the ground model V . From this assumption we shall force rκ = κ
+ < κ++ =
2κ. Let (eη : η ∈ κ
+3) be a sequence of extenders over κ which exemplifies
o(κ) = κ+3. By cutting off an initial segment and shrinking further if needed
we may assume that σ(eη) > κ
++ and η ≤ σ(eη) for every η ∈ κ
+3.
Classical constructions enable us to force over V and obtain 2κ = κ++ in
V [G] while making sure that the embeddings associated with the sequence of
extenders can be lifted. Namely, if ı : V →Meη is the embedding associated
with eη then ı extends to an elementary embedding ı
+ : V [G] → Meη [H]
where H = ı+(G). Such a construction is described in [8]. If a ∈ Meη
then one can define the ı+
eη(a)
-derived ultrafilter Eη(a) by A ∈ Eη(a) iff
a ∈ ı+
eη(a)
(A). One can verify that Eη(a) extends eη(a) from V . Thence it
is possible to define the ı+eη -derived extender which we call Eη. It is well-
known that if (eη : η ∈ κ
+3) is ⊳-increasing then the derived sequence
(Eη : η ∈ κ
+3) is ⊳-increasing as well.
Extender-based Radin forcing.
We unfold the definition of the extender-based Radin forcing, and we
direct the reader to [12, Section 4] for a full description and detailed proofs.
At several points we shall refer to this section, so we try to be coherent with
the notation of this paper.
Assume that κ is measurable and o(κ) = κ+3. Let E¯ = (Eη : η ∈ κ
+3) be a
⊳-increasing sequence of extenders over κ and let ǫ = sup{Eη (κ) : η ∈ κ
+3}.
For every α ∈ [κ, ǫ) let α¯ = 〈α〉⌢〈Eη : η ∈ κ
+3, α < Eη(κ)〉. The support of
a condition will be a set d¯ = {α¯ : α ∈ d} where d ∈ [κ+3]≤κ.
Define R = {ν¯ ∈ Vκ : ν¯ is an extender sequence}. For every d ∈ [κ
+3]≤κ
we define a set of partial functions OB(d) as follows. An element ν ∈ OB(d)
is a partial function from d intoR, where we always require that κ ∈ dom(ν).
Several additional requirements are imposed on ν, see [12, Definition 4.3].
The essential role of OB(d) is being the domain of our measures.
For every α¯ define the initial segment Rη(α¯) of α¯ as 〈α〉
⌢〈Eζ : ζ ∈ η, α <
σ(Eζ)〉. Suppose that η ∈ κ
+3 and d ∈ [κ+3]≤κ. We define the maximal
coordinate of d (with respect to η) by mcη(d) = {〈Eη(α¯), Rη(α¯)〉 : α¯ ∈
d, α < Eη(κ)}. Notice that Rη(α¯) ∈ MEη and moreover mcη(d) ∈ MEη by
its closure properties.
The set mcη(d) will serve as a kernel for the definition of a measure. For
every A ⊆ OB(d) and each η ∈ κ+3 set A ∈ Eη(d) iff mcη(d) ∈ Eη(A).
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This process defines a measure Eη(d) for each η, and we can define now
E(d) =
⋂
{Eη(d) : η ∈ κ
+3}. Instead of taking the pure component of a
condition in our forcing from E(d), we shall force with trees associated with
E(d). So T ⊆ OB(d)<ω will be a tree such that for each element in T the
set of immediate successors belongs to E(d).
We are ready to define the extender-based Radin forcing PE¯. A condition
p ∈ PE¯ consists of a lower part p← and a top element p→, so p = p←
⌢p→.
The top element p→ is a pair (f, T ) where f : d¯→
<ωR for some d ∈ [κ+3]≤κ
and T ⊆ OB(d)<ω is a tree associated with E(d). The lower part p← is a
finite sequence of the from 〈p0, . . . , pℓ−1〉 ∈ Vκ. Each pi is a pair (fi, Ti)
which looks like the single top-element described above, with respect to
some extender-sequence ν¯ ∈ R over some measurable cardinal below κ.
Suppose that p, q ∈ PE¯. We wish to define the orders ≤ and ≤
∗ (the
forcing order and the pure order). Let us begin with the pure order ≤∗. We
assume, first, that p← = q← = ∅, so p = (f, T ) and q = (g, U). We shall say
that p ≤∗ q iff f ⊆ g and U ↾ domf ⊆ T . So we can extend the domain of
the function, shrink the tree, but we do not change the Radin sequences in
old coordinates. Assume now that p = p←
⌢p→, q = q←
⌢q→ and p←, q← are
not necessarily empty. We define p← ≤
∗ q← iff p← = 〈p0, . . . , pk−1〉, q← =
〈q0, . . . , qℓ−1〉, k ≤ ℓ and pi ≤
∗ qi for every i < k. Finally, p ≤
∗ q iff p← ≤
∗ q←
and p→ ≤
∗ q→.
The definition of ≤ is based on the concept of one-point extension. Sup-
pose that p ∈ PE¯ and p← = ∅. Suppose further that 〈ν〉 ∈ T
p. For defining
the one-point extension p〈ν〉 of p one has to integrate 〈ν〉 with f
p and T p.
The formal (and long) definition is given in [12, Definition 4.5], but the
general idea is to add 〈ν〉 to the domain of the Cohen part and to restrict
the tree to sequences which contain 〈ν〉. If p← 6= ∅ then p〈ν〉 is simply
p←
⌢p→〈ν〉. Finally, if p, q ∈ PE¯ then p ≤ q iff q is obtained from p by a
finite sequence of pure extensions and one-point extensions.
Basic properties.
Let us give a short summary of some of the basic properties of the
extender-based Radin forcing. We do not make the assumption that 2κ = κ+
in the ground model, and at this point we differ from [12].
Lemma 2.1. The forcing notion PE¯ is κ
++-cc even if 2κ > κ+ in the ground
model.
Proof.
Let {pα : α ∈ κ
++} be a subset of PE¯. The number of possible lower parts
of conditions in PE¯ is κ, so we may assume without loss of generality that
if α < β < κ++ then pα← = pβ←. Denote the top element pα→ of pα by
(fα, Tα) for every α ∈ κ
++.
The domain of fα is a set d¯α of size at most κ. By the Delta-system lemma
there are α < β < κ++ such that fα and fβ are compatible as functions. By
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the definition of PE¯ this means that pα→ ‖ pβ→. From our assumption that
pα← = pβ← we infer that pα ‖ pβ.
2.1
The forcing notion PE¯ preserves κ
+ and has the Prikry property. This is
true, again, even if 2κ > κ+ in V . A key point here is the following:
Lemma 2.2. Let χ be a sufficiently large regular cardinal above κ.
For every N ≺ H(χ) such that |N | = κ,<κN ⊆ N and E¯,PE¯ ∈ N , if
p ∈ PE¯ ∩N then there exists a direct extension q of p such that q is (N,PE¯)-
generic.
2.2
This lemma gives a kind of properness which serves both for proving the
Prikry property and for showing that κ+ is preserved. For the proof of this
lemma we refer the reader to [12, Section 4]. An examination of the proof
shows that the value of 2κ in V plays no role.
Suppose that p ∈ PE¯ and express p as p←
⌢p→. Let PE¯/p denote the set
{q ∈ PE¯ : q ≥ p}. Observe that PE¯/p
∼= PE¯/p← × PE¯/p→ by the mapping
r 7→ (r←, r→). A finite sequence of applications of this fact shows that if
p = 〈p0, . . . , pℓ−1〉 and 0 < i < ℓ− 1 then PE¯/p factors to PE¯/(p0, . . . , pi)×
PE¯/(pi+1, . . . , pℓ−1).
Corollary 2.3. Forcing with PE¯ preserves cardinals.
Proof.
If λ ≥ κ++ then λ is preserved by virtue of Lemma 2.1. If λ = κ+ one can
use Lemma 2.2. Suppose that λ < κ and choose a condition p ∈ PE¯ such
that the top element of the lower part p← which we will denote by p←→
is above λ (that is, for some measurable cardinal τ ∈ (λ, κ) the extender
sequence used for p←→ is defined over τ).
Recall that PE¯/p factors to the product PE¯/p←→ × PE¯(p←→
⌢p→). Now
use the facts that PE¯(p←→
⌢p→) is λ-complete and the Prikry property to
conclude that λ is preserved. Finally, κ is a limit ordinal and every λ < κ
is preserved, so κ is preserved as well.
2.3
We conclude this section with a few comments. The first one is that the
length of E¯ plays no role in the proof of the above lemmata and corollary.
Namely, PE¯ preserves cardinals regardless of the length of E¯. However,
ℓg(E¯) is very important when computing the cofinality of κ in the generic
extension.
Let δ = ℓg(E¯). Merimovich proves in [12, Section 5] that cfV (δ) de-
termines cfV [G](κ) in the following way. If δ is a successor ordinal then
cfV [G](κ) = ω as one can extract an ω-cofinal sequence in κ from the last
element of E¯. If δ is a limit ordinal and cf(δ) < κ then cfV [G](κ) = cf(δ). In
the case of cf(δ) = κ one can construct back again a short cofinal sequence
in κV [G] and cfV [G](κ) = ω. However, if cf(δ) > κ then κ remains regular in
V [G]. The reason is that if p forces that f
˜
is a function from ζ into κ for
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some ζ ∈ κ then there is a direct extension of p which forces that the range
of f
˜
is bounded in κ. Finally, if cf(δ) is sufficiently large so that there are
repeat points along the sequence E¯ then κ will be measurable in V [G]. This
issue will be dealt with in the last section.
The second comment is about the generic objects added by the extender-
based Radin forcing. Recall that ǫ = sup{Eη (κ) : η ∈ κ
+3} and for each
α ∈ [κ, ǫ) we let α¯ be an ordered pair in which the first element is the ordinal
α. Given α¯ we shall write α¯0 for the ordinal α. With this notation at hand
let G be a generic subset of PE¯. For every α ∈ [κ, ǫ) let G
α =
⋃
{fp→(α¯) :
p ∈ G, α¯ ∈ dom(fp→)}. Bearing in mind that fp→ is a function into <ωR we
see that fp→(α¯) points to a finite set of coordinates. The Radin sequence
associated with α¯ is defined by:
Cα = {ν¯0 : ν¯ ∈ G
α}.
These sequences show immediately that V [G] |= 2κ = |ǫ| since Cα 6= Cβ
whenever α 6= β as follows from density arguments. In the specific case of
α = κ one can see that Cκ is a club subset of κ in V [G], and we call it the
Radin club.
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3. Consistency strength for the reaping number
The main objective of the current section is to give an upper bound on the
consistency strength of the statement rκ < 2
κ where κ = cf(κ) > ℵ0 is a limit
cardinal and 2κ = κ++. As mentioned in the introduction, a recent result of
Raghavan and Shelah produces a model of uκ < 2
κ (and a fortiori rκ < 2
κ)
from a measurable cardinal. We shall use a different forcing construction,
which will give the above inequality at weakly compact cardinals which are
not measurable, and moreover compatible with 2κ = κ++. We commence
with the central definition of this section:
Definition 3.1. The reaping number.
Let κ be an infinite cardinal.
(ℵ) {Rα : α ∈ λ} ⊆ [κ]
κ is a reaping family in κ iff there is no single
B ∈ [κ]κ which splits all the elements of the family.
(i) The reaping number rκ is the minimal cardinality of a reaping family
in κ.
The above definition is based on the splitting property, and indeed rκ is
the dual of sκ. Suppose that κ = cf(κ) > ℵ0. It has been proved in [1] that
the consistency strength of the statement sκ > κ
+ is exactly o(κ) = κ++.
The duality between sκ and rκ suggests that the statement rκ < 2
κ will
behave similarly.
Actually, the connection is more palpable. In the model of the previous
section, if one forces sκ = κ
++ and 2κ = κ+3 then necessarily rκ < 2
κ.
Indeed, the process of adding κ++ generalized Mathias reals forces
(2κ
κ
)
→(2κ
κ
)
2
, while rκ = 2
κ implies
(2κ
κ
)
9
(2κ
κ
)
2
. Hence we have a model in which
rκ < 2
κ, and tentatively the consistency strength of this statement is closed
to that of sκ = κ
++. The fact that we blow up 2κ to a larger value requires
a bit more, and the main theorem of this section says that the statement
rκ < 2
κ where κ is an uncountable strongly inaccessible is consistent relative
to the existence of a measurable cardinal κ of Mitchell order o(κ) = κ+3.
We indicate that the statement r < 2ω has no consistency strength, and
the consistency strength of rλ < 2
λ where λ is a strong limit singular cardinal
is exactly o(κ) = κ++ as proved in [5]. For regular cardinals which are not
inaccessible, the inequality rλ < 2
λ is forced from a measurable cardinal in
the ground model in [14].
Though it is possible to compute the strength of a model in which sκ =
κ++ < 2κ and employ the above arguments about the polarized relation,
we shall use a more direct approach. We shall force with an extender se-
quence over a ground model V with some prescribed properties, resulting
in a model V [G]. The forcing will add a collection of κ+-many generating
sets to ultrafitlers which appear in intermediate extensions of V . We then
show that this collection of generating sets is a reaping family at κ, thus
rκ = κ
+ < κ++ = 2κ in V [G].
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Let us begin with some preliminaries. Suppose that κ is measurable and
o(κ) = κ+3. Let E¯ = (Eη : η ∈ κ
+3) be a ⊳-increasing sequence of extenders
over κ. Recall that if d ∈ [κ+3]≤κ then E(d) =
⋂
{Eη(d) : η ∈ κ
+3}. An
ordinal ζ ∈ κ+3 is called a repeat point of E¯ iff
⋂
{Eη(d) : η < ζ} = E(d)
for every d ∈ [κ+3]≤κ. The following definition comes from [1], and will be
central in our arguments:
Definition 3.2. Local repeat points.
Let E¯ = (Eη : η ∈ λ) be a ⊳-increasing sequence of extenders over κ.
An ordinal δ ∈ λ is a local repeat point of E¯ iff
⋂
{Eη(d) : η < δ} = E(d)
for every d ∈ [δ]≤κ.
The locality is reflected in the fact that the repeatedness is required only
for subsets of δ. We introduce now a general method for creating local repeat
points. Assume that χ > κ+3 is a sufficiently large regular cardinal. We
shall say that N is E¯-nice iff N ≺ H(χ), κ++ ⊆ N, κN ⊆ N, |N | = κ++ and
E¯ ∈ N . Notice that if N is E¯-nice then δN = N ∩ κ
+3 is an ordinal in κ+3,
called the characteristic ordinal of N .
Lemma 3.3. Assume that 2κ = κ++.
If N is E¯-nice then δN is a local repeat point of E¯.
Proof.
Fix an ordinal β ∈ κ+3 and a set d ∈ [κ+3]≤κ. Consider the intersection
Fβ(d) =
⋂
{Eη(d) : η < β}. If β < γ < κ
+3 then Fβ(d) ⊇ Fγ(d), hence
(Fβ(d) : β ∈ κ
+3) forms a ⊆-decreasing sequence of filters over Vκ. Since
|P(Vκ)| = 2
κ = κ++, there must be an ordinal γ = γ(d) for which
⋂
{Eη(d) :
η < γ} = E(d).
We focus now on δN = N ∩κ
+3. Since κN ⊆ N , if d ∈ [δN ]
≤κ then d ∈ N .
For such d there is an ordinal γ(d) as described above, and by elementarity
we may choose γ(d) ∈ N , so γ(d) ∈ N ∩ κ+3 = δN whenever d ∈ [δN ]
≤κ.
It follows that
⋂
{Eη(d) : η < δN} = E(d) for every d ∈ [δN ]
≤κ, so δN is a
local repeat point of E¯, as required.
3.3
Let N be E¯-nice and consider PE¯∩N . Denote the sequence (Eη : η < δN )
by E¯ ↾ δN . The following lemma says that forcing with PE¯ ∩N is essentially
like forcing with PE¯↾δN . The two parts of the lemma are proved in [1, Lemma
2.1] and [1, Proposition 2.4] respectively.
Lemma 3.4. Suppose that N is E¯-nice.
(ℵ) N ∩ PE¯ is a complete subforcing of PE¯.
(i) N ∩ PE¯ is isomorphic to PE¯↾δN .
3.4
We can state now the main result of this section:
Theorem 3.5. The consistency strength of the statement rκ < 2
κ = κ++
where κ is weakly compact is at most the existence of a measurable cardinal
κ such that o(κ) = κ+3.
CONFIGURATIONS 15
Proof.
Let κ be measurable with o(κ) = κ+3, and assume that 2κ = κ++. Let
E¯ = (Eη : η ∈ κ
+3) be a ⊳-increasing sequence of extenders over κ and let
PE¯ be the associated extender-based Radin forcing. Fix a sufficiently large
regular cardinal χ > κ+3 and choose an increasing and continuous sequence
(Ni : i ≤ κ
+) of E¯-nice models. Let δi = Ni ∩ κ
+3 be the characteristic
ordinal of Ni for every i ≤ κ
+ and denote δκ+ by δ. Set Eˆ = E¯ ↾ δ = (Eη :
η ∈ δ). We shall force rκ < 2
κ = κ++ with P
Eˆ
. Fix a V -generic set G ⊆ P
Eˆ
.
For every i ∈ κ+ let Gi = G ∩ Ni. By Lemma 3.4, Gi is equivalent to a
P
Eˆ↾δi
-generic set over V .
Recall that Eδi(κ) = {A ⊆ κ : κ ∈ Eδi (A)} is a normal measure over
κ for every i ∈ κ+. Working in V [Gi] we define Ui as follows. If A is a
subset of κ in V [Gi] then A ∈ Ui iff there exists a condition p ∈ Gi such
that p→ = (f, T ), d = domf and the following holds:
Eδi (p)〈mcδi (d)〉
 κˇ ∈ Eδi (A˜
).
One can show that Ui is a normal measure over κ in V [Gi], and it extends
Eδi(κ). A full detailed proof appears in [1, Proposition 2.7].
Recall that Gα =
⋃
{fp→(α¯) : p ∈ G, α¯ ∈ dom(fp→)} is defined in V [G],
and the associated sequence is defined by Cα = {ν¯0 : ν¯ ∈ G
α}. We are
interested mainly in the Radin club Cκ. For every τ ∈ Cκ there is a condition
p ∈ G which forced it into Cκ. This means that for some ν in the first level
of the tree T p→ we have τ = ν(κ¯)0 and p〈ν〉 ∈ G. We define o
G(τ) = o(ν(κ¯))
whenever τ, p, ν satisfy the above requirements, where o(ν(κ¯)) is the length
of the sequence of extenders which appears in ν(κ¯). Likewise, if τ ∈ Cκ and
α¯ ∈ dom(ν) for some p, ν as above then we define tα(τ) = ν(α¯)0. Now for
every i ∈ κ+ we define the following set:
bi = {µ ∈ C
κ : µ ∈ dom(tα), o
G(µ) = tα(µ)}.
The crucial point, proved in [1, Proposition 2.12], is that bi generates the
ultrafilter Ui. That is, if A ∈ V [Gi] ∩Ui then V [G] |= bi ⊆
∗ A.
Working in V [G], let R = {bi : i ∈ κ
+}. We claim that R is an rκ-
family, thus proving that κ+ = rκ < 2
κ = κ++ in V [G]. To see this,
suppose that B ⊆ κ,B ∈ V [G]. From Lemma 2.2 we know that B ∈ V [Gi]
for some i ∈ κ+. Since Ui is an ultrafilter over κ in V [Gi] we see that
B ∈ Ui
∨
(κ − B) ∈ Ui. By the crucial point mentioned above, either
bi ⊆
∗ B or bi ⊆
∗ (κ − B), so B fails to split all the elements of R. But B
was an arbitrary subset of κ in V [G], so R is an rκ-family.
3.5
In the above model we see that sκ > κ holds in V [G], so κ is weakly
compact in the generic extension. We do not know how to obtain a similar
statement at strongly inaccessible cardinals which are not weakly compact.
Likewise, we do not know how to get rκ < 2
κ = κ++ at successor cardinals,
see [14].
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Remark that one can avoid the assumption 2κ = κ++ in the ground
model, and obtain a similar result. Indeed, by rendering the same forcing
construction, we necessarily increase 2κ to κ++ while creating local repeat
points even if we assume 2κ = κ+ in the ground model. However, the above
construction seems more transparent.
We do not know how to obtain a lower bound with respect to the consis-
tency strength of rκ < 2
κ. The analogy between rκ and sκ is suggestive, and
one tends to think that large cardinals are required. On the other hand, [14]
shows that a measurable cardinal is sufficient for rκ < 2
κ or even uκ < 2
κ.
Question 3.6. What is the exact consistency strength of the statement
rκ < 2
κ? How about the statement rκ < 2
κ = κ++?
CONFIGURATIONS 17
4. Consistency strength for the ultrafilter number
In this section we deal with the ultrafilter number. Our main concern is
the consistency strength of a small value for this characteristic. Let us begin
with the central definition of this section.
Definition 4.1. The ultrafilter number.
Let λ be an infinite cardinal and let U be a uniform ultrafilter over λ.
(ℵ) A U -base is a subset B ⊆ U such that for every A ∈ U one can
find some B ∈ B for which B ⊆ A.
(i) Ch(U ) is the minimal cardinality of a U -base.
(ג) The ultrafilter number uλ is the minimal value of Ch(U ) for some
uniform ultrafilter U over λ.
(k) If κ is measurable then ucomκ is the minimal value of Ch(U ) where
U is a κ-complete ultrafilter over κ.
The weak inequalities rκ ≤ uκ ≤ u
com
κ are immediate. For regular cardi-
nals κ which are of the form 2θ = κ, one can force uκ < 2
κ (with uκ much
larger than κ+) starting from a measurable cardinal in the ground model,
see [14].
We shall address the following questions:
• What is the consistency strength of the statement uκ < 2
κ = κ++
([14], Question 17)?
• What is the consistency strength of the statement ucomκ < 2
κ = κ++
where κ is a measurable cardinal ([1], Question 3.2)?
• Is it consistent that κ is measurable but not supercompact, and(2κ
κ
)
→
(2κ
κ
)
holds ([7], Question 4.3)?
We shall prove that the statement uκ < 2
κ = κ++ is consistent relative
to the existence of a measurable cardinal κ with o(κ) = λ, where λ > κ and
λ is weakly compact. Moreover, we will obtain the consistency of ucomκ <
2κ = κ++ (in which case, κ is measurable) from the above assumption.
Previously, this statement has been proved by Gitik and Shelah in [10],
starting from a huge cardinal in the ground model. Hugeness has been
replaced by supercompactness in [6] and [3]. We follow the ideas of the
previous section, but we need a bit more.
Recall that if o(κ) = λ then there is a ⊳-increasing sequence of extenders
E¯ = (Eα : α ∈ λ) such that κ = crit(E¯), the sequence of ordinals (σ(Eα) :
α ∈ λ) is strictly increasing and σ(Eα) < λ for every α ∈ λ. Given such a
sequence E¯ we define CE¯ = {α ∈ λ : ∀β < α, σ(Eβ) < α}. We are assuming
that λ is a regular cardinal and hence CE¯ is a club subset of λ.
In the following couple of lemmata we prove that one can refine the as-
sumptions on the sequence E¯. The first lemma requires λ to be a regular
cardinal, and the second lemma employs the weak compactness of λ.
Lemma 4.2. Suppose that κ < λ, κ is a measurable cardinal, o(κ) = λ and
λ is regular.
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Then there is a ⊳-increasing sequence of extenders E¯ = (Eα : α ∈ λ) such
that κ = crit(E¯) and σ(Eδ) = δ whenever δ ∈ CE¯ is strongly inaccessible.
Proof.
Begin with an extender-sequence e¯ = (eα : α ∈ λ) whose critical point is κ.
We always assume that δ ≤ σ(eδ) but it may happen that δ < σ(eδ). In
order to obtain δ = σ(eδ) at many points we shall replace each eα by Eα
using the following strategy.
Firstly, we choose a function f : κ → Vκ such that e¯ ↾ α = eα(f)(κ) for
every α ∈ λ. Secondly, let δ ∈ Ce¯ be strongly inaccessible. Let eδ ↾ δ be the
cutback of eδ, namely the extender obtained by taking only the measures
of eδ which correspond to generators below δ. Notice that σ(eδ ↾ δ) = δ.
Finally, define Eδ = eδ ↾ δ for every strongly inaccessible δ ∈ Ce¯ and let
Eδ = eδ otherwise. We claim that the sequence E¯ = (Eα : α ∈ λ) satisfies
our lemma.
We must check that E¯ is still ⊳-increasing. Let eδ : V → Meδ and
Eδ : V → MEδ be the canonical ultrapower embeddings. We define the
natural mapping kδ : MEδ → Meδ by kδ(Eδ(f)(α)) = eδ(f)(α) whenever
f ∈ V, κ = domf and α ∈ δ. This definition yields the following commuting
diagram:
V
eδ
  
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
Eδ
// MEδ
kδ

Meδ
Our argument will be based on the fact that crit(kδ) ≥ δ. To verify this,
let f : κ→ κ be the identity function, so f ∈ V and kδ(α) = kδ(Eδ(f)(α)) =
(eδ(f)(α)) = α for every α ∈ δ by the definition of kδ and the elementarity
of Eδ and eδ .
Observe also that kδ(E¯) = e¯ ↾ δ. Indeed, let g : κ → Vκ be defined
by the requirement e¯ ↾ δ = eδ(g)(κ). Letting E¯ = Eδ(g)(κ) we see that
E¯ ∈ MEδ. Apply kδ to the equality E¯ = Eδ(g)(κ), and infer that kδ(E¯) =
κδ(Eδ(g)(κ)) = eδ(g)(κ) = e¯ ↾ δ. But δ ∈ Ce¯ and δ is strongly inaccessible,
so e¯ ↾ δ ⊆ Vδ. Since kδ(E¯) = e¯ ↾ δ ⊆ Vδ and crit(kδ) ≥ δ we conclude that
E¯ = e¯ ↾ δ. In particular, E¯ is ⊳-increasing, so we are done.
4.2
The next lemma provides a stationary subset S ⊆ λ (associated with E¯)
with the following property. If δ, ε ∈ S, δ < ε and both are local repeat
points then the normal measures Uδ and Uε (described in the previous
section) satisfy Uδ ⊆ Uε. This essential property enables us to keep the
measurability of κ in the generic extension. It will be useful when trying to
force uκ < 2
κ, and moreover when trying to obtain a normal ultrafilter U
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over κ such that Ch(U ) = κ+ < 2κ. Likewise, it will be useful while forcing
sκ > κ
+ where κ is measurable. Both statements will be derived from much
less than supercompactness.
Let E¯ = (Eα : α ∈ λ) be as promissed in Lemma 4.2. Let PE¯ be the
associated extender-based Radin forcing. Fix a local repeat point δ < λ.
Recall that Eδ(κ) = {A ⊆ κ : κ ∈ Eδ(A)} is normal. Moreover, κ remains
measurable in the generic extension V [GE¯↾δ].
To see this, we define a normal measure Uδ over κ, in V [GE¯↾δ], as follows.
If A
˜
is a V -name for a subset of κ in V [GE¯↾δ] then A ∈ Uδ iff there is a
condition p ∈ GE¯↾δ such that p→ = (f, T ), d = domf and Eδ(p)〈mcδ(d)〉 
κˇ ∈ E¯↾δ(A
˜
).
Lemma 4.3. Suppose that κ is measurable with o(κ) = λ, and λ is a weakly
compact cardinal greater than κ. Let E¯ and CE¯ be as in the previous lemma.
Then there exists a set SE¯ ⊆ λ such that:
(ℵ) SE¯ is a stationary subset of λ.
(i) If δ0, δ1 ∈ SE¯, δ0 < δ1 and both are local repeat points then for every
V -generic subset GE¯↾δ1 ⊆ PE¯↾δ1 we have Uδ0 = Uδ1∩V [GE¯↾δ0 ], where
GE¯↾δ0 is the resriction of GE¯↾δ1 to δ0.
Proof.
Let χ be a sufficiently large regular cardinal above λ. Let M ≺ (H,∈ E¯) be
a model of size λ such that <λM ⊆ M . Since λ is weakly compact, there
exists a λ-complete normal filter F over λ such that if A ∈ M ∩ P(λ) then
A ∈ F ∨ (λ−A) ∈ F .
Let N be the ultrapower formed by F with respect toM , and let π :M →
N be the canoncial embedding. Let E¯N = (ENα : α ∈ π(λ)) be the extender
sequence π(E¯). By elementarity, E¯N is ⊳-increasing. Since λ = crit(π)
we see that E¯N ↾ λ = E¯. If δ ∈ CE¯ is strongly inaccessible then we are
assuming that σ(Eδ) = δ (by the previous lemma) and hence σ(E
N
λ ) = λ
using the fact that F is normal. Define:
SE¯ = {δ ∈ CE¯ : δ is inaccessible and ∀d ∈ [δ]
≤κ, Eδ(d) = E
N
λ (d)}.
We claim that SE¯ satisfies the statements of the lemma.
The fact that SE¯ is stationary follows, again, from the normality of F .
Suppose that δ0, δ1 ∈ SE¯ and δ0 < δ1. If d ∈ [δ0]
≤κ then d ∈ [δ1]
≤κ as well,
and Eδ0(d) = Eδ1(d) since both equal to E
N
λ (d). Hence if both δ0 and δ1 are
local repeat points then Uδ0 ⊆ Uδ1 . This means that Uδ0 ⊆ Uδ1 ∩ V [GE¯↾δ0 ],
and since Uδ0 is an ultrafilter in V [GE¯↾δ0 ] we see that Uδ0 = Uδ1 ∩V [GE¯↾δ0 ],
as desired.
4.3
Now we can state and prove the central results of this paper. The first
one is about ucomκ .
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Theorem 4.4. It is consistent that κ is measurable and uκ < 2
κ relative
to a measurable cardinal κ such that o(κ) = λ and λ is a weakly compact
cardinal greater than κ.
Moreover, there exists a κ-complete ultrafilter over κ which exemplifies ucomκ =
κ+ < 2κ.
Proof.
Let κ be a measurable cardinal, λ > κ, and assume that λ is weakly compact
and o(κ) = λ in the ground model. We assume that the GCH holds in
the ground model. Let E¯ = (Eα : α ∈ λ) be a ⊳-increasing sequence of
extenders which satisfies the above lemmata. Namely, κ = crit(E¯), if δ ∈ CE¯
is strongly inaccessible then σ(Eδ) = δ and SE¯ is a stationary subset of λ
in which local repeat points give rise to an increasing sequence of measures
with respect to inclusion.
Let χ be a sufficiently large regular cardinal above λ. An elementary
submodel N ≺ H(χ) will be called E¯-suitable iff N ∩ λ = δN > κ
++, |N | =
|δN | < λ,
κN ⊆ N and E¯ ∈ N . This definition resembles the definition of
E¯-nice models, but here the characteristic ordinal δN and the cardinality of
N are strictly above κ++.
Consider an increasing continuous sequence (Ni : i ∈ λ) of E¯-suitable
elementary submodels of H(χ). The corresponding sequence of ordinals
(δNi : i ∈ λ) forms a club subset of λ. Hence SE¯ ∩ {δNi : i ∈ λ} is a station-
ary subset of λ. We can choose, therefore, a shorter increasing continuous
sequence (Ni : i ∈ κ
+) of E¯-suitable structures such that δNi+1 ∈ SE¯ for
every i ∈ κ+.
Denote δNi by δi for every i ∈ κ
+ and let δ = δN where N =
⋃
i∈κ+ Ni.
Let Eˆ = E¯ ↾ δ and P
Eˆ
= PE¯ ∩ N . We shall force over V with PEˆ, and we
claim that if G ⊆ P
Eˆ
is generic then V [G] satisfies the following statements:
(a) 2κ = δ > κ+.
(b) ucomκ = κ
+.
For part (a) recall that Gα =
⋃
{fp→(α¯) : p ∈ G, α¯ ∈ dom(fp→)} and
Cα = {ν¯0 : ν¯ ∈ G
α} for every α ∈ [κ, δ). Since α 6= β ⇒ Cα 6= Cβ one
concludes that V [G] |= 2κ ≥ δ. Actually, V [G] |= 2κ = δ since P
Eˆ
is δ-cc.
Of course, δ > κ+ by its definition.
For part (b) we indicate that Lemma 3.4 holds true when applied to E¯-
suitable models (the proof in [1] is phrased with respect to E¯-nice models,
but the distinction between the concepts has no influence on the proof).
In particular, Ni+1 ∩ PEˆ is a complete subforcing of PEˆ for every i ∈ κ
+.
Aiming to show that ucomκ = κ
+ we define a κ-complete ultrafilter U over κ
in V [G] as follows:
U =
⋃
{Uδi+1 : i ∈ κ
+}.
If i ∈ κ+ then δi+1 ∈ SE¯ and hence it is a local repeat point of E¯. Since
Eˆ = E¯ ↾ δ we see that δi+1 is a local repeat point of Eˆ as well. It follows
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that Uδi+1 is a κ-complete (and normal) ultrafilter over κ in the intermediate
extension V [G ∩Ni+1].
If A ∈ V [G] ∩ P(κ) then A ∈ V [G ∩ Nj ] for some j ∈ κ
+ and hence
A ∈ V [G ∩Ni] for every i ∈ [j, κ
+). Without loss of generality A ∈ Uδj , so
A ∈ Uδi for every i ∈ [j, κ
+) and hence A ∈ U . This argument shows that
U is an ultrafilter over κ. A similar argument shows that U is κ-complete.
Finally, we wish to argue that U is generated by κ+-many subsets of κ
in V [G]. As in the previous section, for every for every i ∈ κ+ we define
bi = {µ ∈ C
κ : µ ∈ dom(tα), o
G(µ) = tα(µ)}. Using [1, Proposition 2.12] we
know that if A ∈ V [G ∩Ni] ∩Ui then V [G] |= bi ⊆
∗ A.
Let B = {bi : i ∈ κ
+}. If A ∈ V [G]∩U then A ∈ Ui for some i ∈ κ
+ and
then bi ⊆
∗ A. Notice that if i < j < κ+ then bj ⊆
∗ bi, and hence one can
define a filter V by taking < κ intersections of the elements of B and closing
upwards. By the above consideration, V ⊇ U and hence V = U as U is
an ultrafilter. We conclude that B is a base for U , and therefore ucomκ = κ
+
as required.
4.4
In the above theorem we obtain κ+ = ucomκ < 2
κ = δ, where δ is quite
large. However, one can get a similar statement with 2κ = κ++. For this end,
force as in the above theorem and then collapse δ to κ++. The completeness
of the collapse implies that no new subsets of κ are introduced, and hence
U remains a κ-complete ultrafilter generated by κ+-many sets. This idea
seems inapplicable to the model of [14].
We also mention here an open problem from [7], for which we can give a
positive answer. We know that one can force
(2κ
κ
)
→
(2κ
κ
)
2
at a supercompact
cadrinal κ. Question 4.3 in [7] is whether one can force this relation at a
measurable but not supercompact cardinal.
Corollary 4.5. It is consistent that the positive relation
(2κ
κ
)
→
(2κ
κ
)
2
holds
at a measurable cardinal κ which is not supercompact.
Proof.
Assume that there is a measurable cardinal κ such that o(κ) = λ and λ > κ is
weakly compact. Assume, further, that there are no supercompact cardinals
in the ground model. Use the above theorem to force uκ < 2
κ. In the generic
extension we have
(
2κ
κ
)
→
(
2κ
κ
)
2
, as required.
4.5
It seems, however, that our method cannot be applied to strongly inac-
cessible but not weakly compact cardinals, see Question 4.2 of [7] and the
discussion at the end of this section.
We conclude this section with the splitting number. Question 3.2 of [1] is
about the consistency strength of sκ > κ
+ where κ is measurable. Similar
methods to those employed in the theorem above will provide a proof to the
following:
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Theorem 4.6. It is consistent that κ is measurable and sκ > κ
+ relative
to a measurable cardinal κ such that o(κ) = λ and λ is a weakly compact
cardinal greater than κ.
Proof.
Let κ be measurable in V , and let λ be a weakly compact cardinal strictly
above κ so that o(κ) = λ. We shall assume that the GCH holds in V . Let
E¯, CE¯ , SE¯ be as in the proof of Theorem 4.4.
Choose an increasing continuous sequence (Ni : i ∈ κ
++) of E¯-suitable
models with δi+1 ∈ SE¯ for every i ∈ κ
++. Let Eˆ be E¯ ↾ δκ++. As before, we
shall force with P
Eˆ
over V , so we choose a V -generic subset G ⊆ P
Eˆ
. Let
Uδi+1 be the normal measure over κ in V [G ∩ Ni+1], and let (bi : i ∈ κ
++)
be the corresponding sequence of subsets of κ defined within the proof of
Theorem 4.4.
Suppose that F ⊆ [κ]κ∩V [G] and |F| ≤ κ+. Toward contradiction assume
that F is a splitting family. Enumerate the elements of F by {xα : α ∈ κ
+},
using repetitions if needed. For every α ∈ κ+ choose jα ∈ κ
++ so that if
i ∈ [jα, κ
++) then xα ∈ V [G ∩ Ni]. Let j =
⋃
α∈κ+ jα, so j ∈ κ
++ and
F ∈ V [G ∩Nj+1].
If S ⊆ [κ]κ is a splitting family then every x ∈ S can be replaced by κ−x
keeping the splitting property of the family. Hence if U is an ultrafilter
over κ then one can assume that S ⊆ U . In particular, we may assume that
F ⊆ Uδj+1 . Consequently, bδj+1 ⊆
∗ xα for every α ∈ κ
+ and hence F is not
a splitting family, a contradiction.
We may conclude from the previous paragraph that sκ > κ
+. Likewise,
we know that κ is measurable in V [G]. To see this, define U =
⋃
{Uδi+1 :
i ∈ κ++}. In Theorem 4.4 we have seen that U is a κ-complete ultrafilter
over κ in V [G], so κ is measurable in V [G] and our proof is accomplished.
4.6
The methods of this section for proving the consistency of uκ < 2
κ are
based on increasing sκ. If κ is not weakly compact then sκ ≤ κ, hence out
of the scope of the above approach. The method of [14] is applicable to
accessible cardinals. This leaves open the case of strongly inaccessible but
not weakly compact cardinals:
Question 4.7. Is it consistent that κ is strongly inaccessible but not weakly
compact, and uκ < 2
κ?
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