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Abstract
The tail correlation function (TCF) is one of the most popular bivariate extremal
dependence measures that has entered the literature under various names. We study
to what extent the TCF can distinguish between different classes of well-known max-
stable processes and identify essentially different processes sharing the same TCF.
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1 Introduction
The tail correlation function (TCF) χ of a stationary process X on Rd is defined through
χ(t) := lim
τ↑τ0
P(Xt ≥ τ | Xo ≥ τ), t ∈ Rd,
provided the limit exists. Here, τ0 is the upper endpoint of the univariate marginal
distribution and χ does not depend on the choice of one-dimensional marginals. Dating
back to [14, 43, 49] the TCF is one of the most popular bivariate extremal dependence
measures that has entered the literature under various names, most prominently (upper)
tail dependence coefficient [1, 8, 12], χ-measure [1, 5] or extremal coefficient function [13],
since the value θ(t) = 2−χ(t) is called the extremal coefficient for t ∈ Rd. As our choice
for the name suggests, the tail correlation function χ is a symmetric positive definite
function. It was proposed as an extreme value analogue to the correlation function [40]
and is generally considered an appropriate summary statistic for extremal behaviour of
stationary processes, cf. [1, 5, 8, 12, 13] among many others. Since η := 1 − χ satisfies
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the triangle inequality η(s± t) ≤ η(s) + η(t), the TCF χ cannot be differentiable except
when χ is constant [28, 40]. Estimators can be found for instance in [44] (raw estimates)
or [6, 34, 40].
Here, we explore for the first time to what extent the TCF can distinguish between
different classes of max-stable processes. In fact, we identify practically relevant, but
essentially different, stationary max-stable processes on Rd sharing the same TCF (Sec-
tion 3). The focus lies on stationary max-stable processes, and particular emphasis is
put on radially symmetric TCFs that are monotonously decreasing as the radius grows.
The text is structured as follows: After the introductory Section 1, where some
notation is fixed, Section 2 gives an overview over well-known classes of stationary max-
stable processes. The main contribution is Section 3, where we compare the TCFs of
these classes and identify systematic co-occurrences. Section 4 complements Section 3
in that it provides counterexamples of TCFs that cannot arise from certain classes of
processes. Thereby, we transfer two well-known operations from Geostatistics to the
class of TCFs. The text closes with a short Section 5 on parametric families of TCFs
with sharp parameter bounds for being a TCF. All proofs are postponed to Section 6.
Some notation By a ∧ b we denote the minimum between two quantities a and b,
whereas
∨
i∈I ai is the supremum over the ai. The function 1A is the indicator function
of A. The expression νd stands for the Lebesgue measure on the Borel σ-algebra Bd of
Rd and ‖·‖ is the Euclidean norm on Rd. We denote
Bdr := {h ∈ Rd : ‖h‖ ≤ r}
the d-dimensional ball of radius r centred at the origin o ∈ Rd. The constant
κd := νd(B
d
1) = pi
d/2/Γ(1 + d/2)
is the volume of the d-dimensional unit ball. When a function on Rd depends on the
radius (Euclidean norm on Rd) only, we will usually treat it as a function on [0,∞). The
expression cdf abbreviates “cumulative distribution function”. When we treat a cdf G
on (0,∞), it is always meant that G(0+) = 0. Usually G(0+) = c ∈ [0, 1] also yields
admissible models, but will lead to a mixture with trivial components. The function
erfc(x) =
2√
pi
∫ ∞
x
e−y
2
dy
is the complementary error function. We write erf(x) := 1−erfc(x) for the error function.
2 Max-stable processes
A stochastic process X = {Xt}t∈Rd on Rd is called max-stable if all its finite-dimensional
distributions are max-stable, that is, for each m,n ∈ N, t1, . . . , tm ∈ Rd and n indepen-
dent copies (Y (i))ni=1 of the random vector Y := (Xt1 , . . . , Xtm) we have
n∨
i=1
Y (i)
D
= anY + bn
2
for suitable norming sequences (an)n∈N and (bn)n∈N with values in Rm and an > 0. All
operations here are meant componentwise, and
D
= means equality in distribution. In what
follows, we will consider stationary max-stable processes on Rd. Since non-degenerate
one-dimensional marginal distributions will be considered only, we henceforth restrict
ourselves to standard Fre´chet marginals, i.e. P(Xt ≤ x) = e−1/x for t ∈ Rd and x > 0
(cf. [37]), whereas plots of simulated processes will be always transformed to standard
Gumbel marginals, i.e. P(Xt ≤ x) = e−e−x for t ∈ Rd and x ∈ R. It has been shown
(cf. [9, 22, 45]) that max-stable processes that are separable in probability allow for a
spectral representation of the following form
{Xt}t∈Rd D=
{ ∞∨
n=1
UnVt(ωn)
}
t∈Rd
. (1)
Here, (Un, ωn) denotes an (enumerated) Poisson point process on R+×Ω with intensity
u−2du × ν(dω) for some measure space (Ω,A, ν), and Vt : Ω → R+ is measurable with∫
Ω Vt(ω)ν(dω) = 1 for each t ∈ Rd. The functions {Vt}t∈Rd are called spectral func-
tions. Of course, any process X of the form (1) is max-stable and has standard Fre´chet
marginals. In terms of a spectral representation the finite-dimensional distributions of
X are given through
− logP(X(tk) ≤ xk; k = 1, . . . ,m) =
∫
Ω
m∨
k=1
Vtk(ω)
xk
ν(dω) (2)
and the TCF χ of the max-stable process X may be expressed as
χ(t) :=
∫
Ω
Vt(ω) ∧ Vo(ω) ν(dω). (3)
If the measure space (Ω,A, ν) is a probability space, the spectral functions {Vt}t∈Rd
themselves form a stochastic process on Rd, which we will call spectral process. It is
convenient then to interpret the expression {V (ωn)}∞n=1 in the spectral representation
(1) as i.i.d. sequence V (n) of a process V = {Vt}t∈Rd on Rd that is independent of the
Poisson point process {Un}∞n=1 on R+.
2.1 Examples of stationary max-stable processes
The following processes X on Rd are stationary and max-stable. They have either been
proposed in previous literature or constitute modifications or extensions of those. Note
that the stationarity of the spectral process V is a sufficient but not a necessary condition
for X being stationary (cf. [24, 32]).
(Mixed) Moving Maxima (M3/M2) and subclasses (M3r, M2r and M3b)
Slightly different notions are given in the literature, cf. [25, 38, 44, 45, 46], for example.
We consider the following normalized version: Let {f(t)}t∈Rd be a measurable process
on Rd with values in [0,∞], such that
Ef
(∫
Rd
f(t)dt
)
= 1. (4)
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As in [11, 35] we refer to f ∈ F as (random) shape function or (random) storm. Further,
we consider the measure space
(Ω,A, ν) = (Rd × F,Bd ⊗F , νd × Pf ),
where (F,F ,Pf ) stands for the law of the random shape function f . Then we call the
process X with spectral representation (1) given by (Ω,A, ν) and spectral functions
Vt ((z, f)) := f(t− z), (z, f) ∈ Rd × F, t ∈ Rd,
Mixed Moving Maxima process (M3 process), or Moving Maxima process (M2 process)
if f is deterministic, respectively.
We put particular emphasis on such random storms, where each realization of a
random shape f ≥ 0 is radially symmetric around the origin o ∈ Rd and non-increasing
as the radius grows, and refer to this class as M3r processes, or M2r processes if f is
deterministic, respectively. Moreover, we will also consider the subclass of M3b processes
where the M3 process has as shape functions only normalized indicator functions of balls
BdR, i.e.
f(t) =
1BdR
(t)
νd(B
d
R)
=
1BdR
(t)
κdRd
with a random radius R ∈ (0,∞). Clearly, M3r, M2r and M3b processes are stationary
and isotropic.
Mixed Poisson storm processes (MPS) Here, we consider a mixed version of the
Poisson storm process introduced in [26]. Before we define the process, let us make some
preliminary considerations (with terminology from stochastic geometry based on [42]).
If C is the typical cell of a stationary isotropic Poisson hyperplane mosaic of intensity 1
and β > 0, then β−1C = {x : βx ∈ C} is distributed like the typical cell corresponding
to the intensity β and has expected volume
E
(
νd
(
β−1C
))
=
ddκd−1d
κdd−1βd
=:
1
µd(β)
(5)
(cf. [42, (10.4) and (10.4.6)]). Note that our notion of intensity β is based on [42, pp.
497 and p. 126] and corresponds to the choice λ = βκd−1/(dκd) with λ as in [26, p. 420].
Now, let β ∈ (0,∞) be a random variable distributed according to a distribution
function F on (0,∞) (with F (0+) = 0). Let C be the typical cell of a stationary
isotropic Poisson hyperplane mosaic of intensity 1 that is independent of β and set
f(t) := µd(β)1β−1C(t), t ∈ Rd. (6)
Conditioning on β, one sees that, indeed, f satisfies (4) and, thus, defines an M3 process
X with standard Fre´chet marginals, which is stationary and isotropic. We call this pro-
cess Mixed Poisson storm process (MPS process) with intensity mixing distribution F .
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(Variance-mixed) Brown-Resnick processes (BR and VBR) Let {Wt}t∈Rd be a
Gaussian process with stationary increments (meaning that the law of {Wt+h−Wh}t∈Rd
does not depend on h ∈ Rd) and variance σ2(t) = Var(Wt). Then we call the process X
defined through the spectral process
Vt = exp
(
Wt − σ
2(t)
2
)
, t ∈ Rd,
Brown-Resnick process (BR process). The process X is stationary and its law depends
on the variogram γ(t) = E(Wt −Wo)2 only [24, Theorem 2].
We will also consider a mixture of BR processes with respect to the variance of
the involved Gaussian process. As in the construction of BR processes let {Wt}t∈Rd
be a Gaussian process with stationary increments and variance σ2(t). Additionally,
let S be an independent random variable on (0,∞) with distribution function G (with
G(0+) = 0). Then we call the process X with spectral process
Vt = exp
(
SWt − S
2σ2(t)
2
)
, t ∈ Rd,
variance-mixed Brown-Resnick process with variance mixing distribution G. The law
of X is also stationary and it depends on the variogram γ(t) = E(Wt −Wo)2 and the
distribution function G only.
Remark 1. A similar construction can be found in [10], where the BR process is mixed
in its scale instead, i.e.
Vt = exp
(
WSt − σ
2(St)
2
)
, t ∈ Rd.
This yields in fact the same class of processes in the most prominent example when
Wt is a fractal Brownian motion and, thus, self-similar, such that the law of (Wct)t∈Rd
coincides with the law of (|c|α/2Wt)t∈Rd for c 6= 0 and some α ∈ (0, 2).
Extremal Gaussian and extremal binary Gaussian processes (EG and EBG)
Here, we relate to [38, Theorem 2]. Let Z = {Zt}t∈Rd be a stationary Gaussian process
whose marginals follow a standard normal distribution. The correlation function of Z
will be denoted by ρ(t). Based on Z, we call the process X defined through the spectral
process
Vt =
√
2pi · (Zt)+, t ∈ Rd,
extremal Gaussian process (EG process) (where z+ = max(z, 0)). Secondly, we call the
process X with spectral process
Vt = 2 · 1{Zt>0}, t ∈ Rd, (7)
extremal binary Gaussian process (EBG process).
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Process model Parameter TCF χ(t) for t ∈ Rd Reference
M3r M3 of radial
non-increasing
shapes
non-increasing
random shape
f ≥ 0 on [0,∞):
Ef‖f‖L1(Rd)= 1
Ef
∫
Rd
f(‖z‖)∧f(‖z−t‖) dz Eqn. (3)
M2r M2 of radial
non-increasing
shapes
non-increasing
determ. shape
f ≥ 0 on [0,∞):
‖f‖L1(Rd)= 1
∫
Rd
f(‖z‖) ∧ f(‖z − t‖) dz
M3b M3 of ball
indicators
random radius
R on (0,∞)
ER
∫
Rd
1‖z‖≤R ∧ 1‖z−t‖≤R
κdRd
dz
MPS Mixed Poisson
Storm
cdf F on (0,∞) L(F )
(
2κd−1
dκd
‖t‖
)
[26, Prop. 4]
with K = {o, t}
BR Brown-Resnick variogram γ erfc
(√
γ(t)/8
)
[24, Rk. 25]
VBR Variance-mixed
Brown-Resnick
variogram γ,
cdf G on (0,∞)
∫ ∞
0
erfc
(
s
√
γ(t)/8
)
dG(s)
EG extremal
Gaussian
correlation ρ 1−
√
(1− ρ(t))/2 [6, Eqn. (7)]
EBG extremal binary
Gaussian
correlation ρ pi−1 arcsin ρ(t) + 1/2 [7, Eqn. (10.8.3)]
with u = 0
Table 1: Tail correlation functions χ(t) for t ∈ Rd of stationary max-stable processes on Rd
from Section 2.1. The process models are grouped according to different long-range dependence.
Here erfc(x) = 2pi−1/2
∫∞
x
e−y
2
dy denotes the complementary error function and L(F )(x) =∫∞
0
exp(−xt)dF (t) denotes the Laplace transform of the distribution function F .
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3 Co-occurrence of tail correlation functions
The TCFs of the max-stable processes from Section 2.1 are listed in Table 1. The formu-
lae are given in the indicated references or can easily be derived from the contributions
therein. We want to explore to what extent the TCF can distinguish between these
classes of processes. To this end we use the notation
T dmodel :=
{
χ : Rd → [0, 1]
∣∣∣∣ χ TCF of a process X on Rdfrom the process class model
}
when referring to the set of TCFs of a certain class of processes on Rd. For instance,
T dM3 is the set of TCFs of M3 processes on Rd. By
T d :=
{
χ : Rd → [0, 1]
∣∣∣ χ TCF on Rd }
we simply denote the set of all TCFs on Rd. As a first observation we note that
T dEG ∩ T dM3 = ∅ and T dEBG ∩ T dM3 = ∅
due to the different behaviour towards long-range dependence. While M3 processes are
shown to be mixing [25, 45], and EG and EBG processes feature long-range dependence
[25, 50], BR processes may entail both behaviours depending on the variogram. If the
variogram defining the BR process tends to ∞ fast enough, a BR process may even be
representable as an M3 process [24, Theorem 14]. The different ergodic behaviour is also
reflected in the behaviour of the TCF χ(t) as t tends to ∞ (cf. [23, 50]). Accordingly,
we will henceforth treat mixing processes and non-ergodic processes separately.
Absolute and complete monotonicity The subsequent considerations rely on cer-
tain monotonicity properties of functions. Therefore, we introduce the following notions
in advance [51, Chapter IV]. A real-valued function f is completely monotone (resp.
absolutely monotone) on an interval I if it has derivatives of all orders on the interior
◦
I with (−1)kf (k)(x) ≥ 0 (resp. f (k)(x) ≥ 0) for all x ∈ ◦I and k ∈ N ∪ {0} and if addi-
tionally f is continuous at the boundary points of I. In the literature, the focus often
lies on the intervals I = (0,∞) or I = [0,∞), since completely monotone functions on
[0,∞) are precisely the continuous functions f such that f(‖·‖2) is positive definite on
Rd for all dimensions d. Such functions are characterized as Laplace transforms of non-
decreasing functions or, equivalently, positive measures, cf. [51, Theorem 12, Chapter
IV] for example.
3.1 Mixing processes
Here, we restrict ourselves to stationary and isotropic processes on Rd and focus on the
subclass of BR and VBR processes that are associated to variograms that are radially
symmetric around the origin o ∈ Rd and grow monotonously to ∞ as the radius grows.
Secondly, we involve the M3 processes from Table 1. M2r processes and M3b processes
each form a proper subclass of M3r processes. However, their TCFs even coincide in
every dimension. We refer to Section 6 for all proofs.
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Proposition 2. a) For all d ≥ 1 we have T dM3r = T dM2r = T dM3b.
b) In the equality T dM2r = T
d
M3b the deterministic shape function f of an M2r process
and the distribution function H of 1/R, where R is the random radius of an M3b
process, can be recovered from each other by
f(u) =
1
κd
∫ 1/u
0
sddH(s) and H(s) = κd
∫ s
0
1
ud
d
[
f
(
1
u
)]
. (8)
In fact, the class T dM3r is well-known in Geostatistics and has been intensively studied
in [17] (therein called Hd). Thus, we can benefit from Gneitings analysis, which is based
on [52] and characterizes T dM3r by monotonicity properties. In particular
T 1M3r =
{
χ : [0,∞)→ [0, 1]
∣∣∣∣ χ continuous, convex,χ(0) = 1 and limt→∞ χ(t) = 0
}
. (9)
The precise characterization of T dM3r for d ≥ 2 in terms of convexity properties is stated
in [17, Theorem 3.1. and 3.3.]. Moreover, [17] gives inversion formulae that we use
to recover the defining quantities f and R of the classes T dM2r and T
d
M3b, respectively.
The explicit expressions in dimensions d = 1, 2, 3 are given in Table 2 and derived in
Section 6.1 (Proof of Table 2). This is of special interest to us when we want to simulate
the corresponding processes for a given TCF χ.
The classes T dM3r are all nested, i.e. T
d
M3r ⊃ T d+1M3r for all d ∈ N. Gneiting [17] also
characterizes the class
T∞M3r :=
∞⋂
d=1
T dM3r (10)
as scale mixtures of the complementary error function [17, Theorems 3.7 and 3.8]
T∞M3r =
{
ϕ(t) =
∫
(0,∞)
erfc(st) dG(s) : G cdf on (0,∞)
}
(11)
=
{
ϕ : [0,∞)→ R : ϕ continuous, −ϕ
′ (√·) completely monotone on (0,∞),
ϕ(0) = 1 and limt→∞ ϕ(t) = 0
}
,
which entails the following characterization of TCFs of VBR processes (cf. Table 1):
T dVBR =
{
ϕ
(√
γ/8
)
: γ variogram on Rd and ϕ ∈ T∞M3r
}
. (12)
In Table 3 we give some examples of corresponding pairs ϕ and distribution functions
G (or probability densities g = G′) that we need to know in order to simulate a VBR
process with prescribed TCF χ = ϕ(
√
γ/8).
Finally, we observe that in every dimension the class of TCFs arising from MPS
processes is given by Laplace transforms of cdfs on (0,∞) and, thus, coincides with
T dMPS =
{
ψ : [0,∞)→ R : ψ completely monotone, ψ(0) = 1 and lim
t→∞ψ(t) = 0
}
.
In particular, the class T dMPS does not depend on the specific dimension d, even though
the involved factor 2κd−1/(dκd) in Table 1 does. These obervations lead to the following
inclusions of the classes of TCFs arising from mixing processes, which are also illustrated
in Figure 1.
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d = 1 d = 2 d = 3
f(u) −χ′(2u) 4u
pi
∫ 1/(2u)
0
((2ut)−2 − 1)1/2 dλχ(t) χ′′(2u)/(piu)
k(s) sχ′′ (s)
s2
2
∫ 1/s
0
(
(s/t)2 − 1)−1/2 dλχ(t) s
3
(χ′′(s)− sχ′′′(s))
Table 2: Recovery expressions for the defining quantities of M2r and M3b processes from a
given TCF χ ∈ T dM3r = T dM2r = T dM3b in dimensions d = 1, 2, 3 (cf. Proposition 2): (i) the
monotone shape function f of an M2r process and (ii) the density k of 2R, where R is the
random radius that defines an M3b process (if the density k exists). The functions f and k
are defined on (0,∞) where f may have a pole at 0 and k may have other poles as well. We
abbreviate λχ(t) := tχ
′′(1/t). In case d = 2 we assume here that even χ ∈ T 5M3r holds in order
to eliminate an additional integral.
Distribution function G(s) or g(s) = G′(s) ϕ(t) =
∫ ∞
0
erfc(st) dG(s)
G(s) = e−1/(as)
2
e−2t/a 0 < a
g(s) =
√
pi
Γ(ν)Γ( 12 − ν)
∫ s
0
x2ν−3e−1/(4x
2)
(s2 − x2)ν+1/2
dx
21−ν
Γ(ν)
tνKν(t) 0 < ν <
1
2
G(s) = erf(as) 1− 2
pi
arctan (t/a) 0 < a
G(s) = 1− e−(as)2 1−
(
1 + (t/a)
−2
)−1/2
0 < a
Table 3: Members of the class T∞M3r (cf. (10)) and their corresponding distribution function
G(s) or probability density g(s) = G′(s) on (0,∞) as scale mixtures of the complementary error
function. As special cases the exponential model, the Whittle-Mate´rn family, the arctan model
and the Dagum model (cf. [3]) appear.
Proposition 3. The following inclusions hold for all dimensions d ≥ 1:
a) T dMPS ⊂ T∞M3r ⊂ T dM3r.
b) T dBR ∪ T∞M3r ⊂ T dVBR.
c) erfc(tα) ∈ T dMPS ∩ T dBR ⇔ α ∈ (0, 0.5]. In particular T dMPS ∩ T dBR 6= ∅.
Example 4. We consider the following four processes on R2:
(i) the BR process on R2 associated to the variogram
γ(t) = 8‖t‖, t ∈ R2,
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T dM3r = T
d
M2r = T
d
M3b
(M3 processes of radial non-increasing shapes)
T∞M3r
T dMPS (Mixed Poisson Storms)
= completely monotone TCFs
T dBR
(Brown-Resnick)
with γ radial,
increasing to ∞
T dVBR
(Variance-mixed
Brown-Resnick)
with γ radial,
increasing to ∞
(Prop. 7a)
(Prop. 7c)
(Prop. 3c)
(Prop. 7b)
Figure 1: Inclusions and intersection of sets of tail correlation functions arising from mixing
max-stable processes as stated in Propositions 2 and 3. Propositions 3 c) and 7 show that the
indicated regions are non-empty.
BR process MPS process
M2r process M3b process
Figure 2: Simulations of different processes on [0, 5]2 ⊂ R2 with identical tail correlation
function χ(t) = erfc(
√‖t‖) (see Example 4): Brown-Resnick process (BR), Mixed Poisson Storm
process (MPS), two-dimensional section of an M2r process with deterministic shape (M2r), two-
dimensional section of an M3b process of normalized ball indicator functions (M3b). The plots
were transformed to standard Gumbel marginals.
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(ii) the MPS process on R2 with intensity mixing distribution
F (s) =
{
0 if s ≤ pi2 ,
2pi−1 arctan
(√
2s
pi − 1
)
if s > pi2 ,
(iii) the restriction of the M2r process on R3 with deterministic shape function
f(t) =
1 + 4‖t‖
(pi)3/2‖2t‖5/2 e
−2‖t‖, t ∈ R3,
to R2 = {(t1, t2, 0) : t ∈ R3},
(iv) the restriction of the M3b process on R3 where the density k of 2R is given by
k(s) =
(
4s2 + 8s+ 5
)
e−s
12
√
pis
, s ∈ [0,∞)
to R2 = {(t1, t2, 0) : t ∈ R3}.
Then all of these processes on R2 share the same TCF
χ(t) = erfc
(√
‖t‖
)
, t ∈ R2.
The variogram γ corresponds to Brownian motion. Proposition 3c) ensures that the cdf
F exists, and Propositions 3a) and 2 give the existence of f and R. While the recovery
of F follows from [20, p. 1100 17.13.5], the quantities f and R are recovered from χ as
in Table 2. For ease of simulation we consider only the two-dimensional sections of M2r
and M3b processes on R3 instead of two-dimensional M2r and M3b processes. Figure 2
shows simulations of the BR process and the restricted M2r and M3b processes that
were obtained using the R-package RandomFields V3.0 [41].
3.2 Non-ergodic processes
Here, we compare the TCFs of EG, EBG and BR processes. Therefore, we need to
consider BR processes associated to bounded variograms on Rd. Such variograms γ are
always of the form
γ(t) = λ(1− ρ(t)), t ∈ Rd,
where ρ is a correlation function on Rd, and λ > 0 (cf. [18, Section 3.1] or [4, p. 32]).
Hence, the TCFs of BR, EG and an EBG processes all depend on a correlation function
ρ (cf. Table 1). The ansatz
χEG(t) = χEBG(t) ⇔ 1−
√
(1− ρEG(t))/2 = pi−1 arcsin ρEBG(t) + 1/2
χ
(λ)
BR(t) = χEG(t) ⇔ erfc
[√
λ (1− ρBR(t)) /8
]
= 1−
√
(1− ρEG(t))/2
χ
(λ)
BR(t) = χEBG(t) ⇔ erfc
[√
λ (1− ρBR(t)) /8
]
= pi−1 arcsin ρEBG(t) + 1/2,
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leads to the question, if or for which λ > 0 the maps
R :[−1, 1]→ [−1, 1], R(x) := cos
(
pi
√
(1− x) /2
)
(13)
Sλ :[−1, 1]→ [−1, 1], Sλ(x) := 1− 2
(
erf
[√
λ (1− x) /8
])2
(14)
Tλ :[−1, 1]→ [−1, 1], Tλ(x) := cos
(
pi erf
[√
λ (1− x) /8
])
(15)
(or its inverses R−1, S−1λ , T
−1
λ ) transform correlation functions again into correlation
functions.
Proposition 5. Let A ∈ {R,Sλ, Tλ}, where R, Sλ and Tλ = R ◦ Sλ are the maps from
(13),(14) and (15). Then A transforms a correlation function of the form
ρ = (1− α)ρ0 + α where ρ0 is a correlation function and α ∈ [0, 1]
again into a correlation function if
α ≥ 1
2
in case A = R,
λ ≤ 8(erf
−1(1/
√
2))2
1− α ≈
4.425098
1− α in case A = Sλ,
λ ≤ 8(erf
−1(1/2))2
1− α ≈
1.8197
1− α in case A = Tλ.
Thus, we have the systematic intersections of classes of TCFs as illustrated in Fig-
ure 3. Note that Tλ = R ◦ Sλ and the upper bound on λ in Proposition 5 for Tλ is
smaller than the upper bound for Sλ, such that the transformation Tλ gives rise only to
elements in the intersection of all three classes of TCFs.
Example 6. The BR process on Rd associated to the variogram
γBR(t) = 1.62(1− exp(−‖t‖)), t ∈ Rd,
the EG process on Rd associated to the correlation function
ρEG(t) = 1− 2
(
erf
[
0.45
√
1− exp(−‖t‖)
])2
, t ∈ Rd,
and the EBG process on Rd associated to the correlation function
ρEBG(t) = cos
(
pi erf
[
0.45
√
1− exp(−‖t‖)
])
, t ∈ Rd,
all share the same TCF
χ(t) = erfc
[
0.45
√
1− exp(−‖t‖)
]
, t ∈ Rd.
Indeed γBR is a well-known variogram on Rd (cf. e.g. [18, Section 4]) and Proposition 5
ensures that the functions ρEG and ρEBG are correlation functions on Rd, such that the
respective processes are well-defined. Figure 4 shows simulations of these processes in
dimension d = 2 that were obtained using the R-package RandomFields V3.0 [41].
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T dEG (extremal Gaussian)
with ρEG = (1− α)ρ0 + α
T dEBG (extremal binary Gaussian) with ρEBG
T dBR (Brown-Resnick)
with
γBR = λ(1− ρBR)
ρBR = (1− β)ρ1 + β
ρEBG = R(ρEG)
for α ≥ 0.5
ρEBG = Tλ(ρBR)
for λ ≤ 1.8197/(1− β)
ρEG = Sλ(ρBR)
for λ ≤ 4.425098/(1− β)
Figure 3: Intersections of sets of tail correlation functions χ arising from max-stable processes
with long-range dependence as obtained from Proposition 5. The equations in the intersections
show that the respective regions are non-empty and how to transform the defining quantities of
the respective processes. Here R, Sλ and Tλ = R ◦ Sλ are the maps from (13),(14) and (15).
EG process EBG process BR process
Figure 4: Simulations of different processes on [0, 5]2 ⊂ R2 with identical tail correlation
function χ(t) = erfc(0.45(1−exp(−‖t‖))1/2)) (see Example 6): extremal Gaussian process (EG),
extremal binary Gaussian process (EBG) and Brown-Resnick process (BR). The plots were
transformed to standard Gumbel marginals. Note that simulations of the EBG process are
bound to take their maximum value at a high proportion of the total area, cf. their spectral
process (7).
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4 Counterexamples
While the previous Section 3 is concerned with inclusions and intersections of classes of
TCFs, this section provides statements of the form T dmodel1 \ T dmodel2 6= ∅. Exemplarily,
we address only mixing processes in this section, cf. Figure 1.
Proposition 7. We have for all dimensions d ≥ 1:
a) erfc(tα) ∈ T dBR ⇔ α ∈ (0, 1]. In particular, T dBR \ T dMPS 6= ∅.
b) The class T dVBR does not contain functions with compact support.
In particular T dM3r \ T dVBR 6= ∅.
There exists a dimension d0 ∈ N, such that for all d ≥ d0
c) T∞M3r \ T dBR 6= ∅.
Moreover, one might get the impression that any continuous radial TCF on Rd that is
non-increasing and convex on [0,∞) and that vanishes at∞ belongs already to the class
T dM3r or at least appears already in Figure 1. This is true for d = 1 since T
1
M3r comprises
all of these functions. The following two operations, however, yield counterexamples for
d ≥ 3, as we shall see in Section 4.3. Firstly, the turning bands operator has been inspired
by [25] and is well-known in the context of isotropic Gaussian processes. Secondly, the
multiplication with the class T dM3r can shorten the range of tail dependence to a compact
set. Both operations are derived from construction principles for the corresponding
max-stable processes that can be applied to (almost arbitrary) spectral representations.
4.1 Turning bands
The turning bands operator Let k, d ∈ N with 1 ≤ k ≤ d. The set of ordered
tuples (x1, . . . , xk) of k orthonormal vectors in Rd is known as the Stiefel manifold of
orthonormal k-frames in Rd (cf. e.g. [33, p. 131]) and denoted Vk(Rd). If we interpret
the vectors x1, . . . , xk as columns of a matrix, we identify
Vk(Rd) = {A ∈ Rd×k : ATA = 1k×k}, (16)
where AT denotes the transpose of A and 1k×k the identity matrix in Rk×k. A matrix
A ∈ Vk(Rd) embeds Rk linearly and isometrically into Rd, whereas AT applied to a
vector t ∈ Rd is a vector in Rk whose coordinates can be interpreted as the coordinates
of the projection of t onto A(Rk) with respect to the orthonormal frame defined by the
columns of A. For k = 1 the Stiefel manifold is simply the sphere V1(Rd) = Sd−1, and for
k = d the orthogonal group Vd(Rd) = O(d). In view of (16) the Stiefel manifold Vk(Rd)
is a compact submanifold of Rd×k. The action of the orthogononal group O(d) (from
the left) exhibits Vk(Rd) as a locally compact homogeneous space on which a unique
normalized left invariant Haar measure σdk can be defined [33, p. 142 Example 4], which
we call uniform distribution [21, 27].
By C(Rd) (resp. C(Rk)) we denote the set of real-valued continuous functions on Rd
(resp. Rk). Since Vk(Rd) is compact, the following operator TBdk, which we call turning
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bands operator, is well-defined:
TBdk : C(Rk)→ C(Rd), TBdk(f)(t) :=
∫
Vk(Rd)
f
(
AT(t)
)
σdk(dA).
Moreover, it is compatible with compositions (see Lemma 21)
TBk2k1 ◦ TB
k3
k2
= TBk3k1 for k1 ≤ k2 ≤ k3. (17)
In the context of Gaussian processes and positive definite functions, the turning bands
operator TBd1 is a familiar operator, see [15, 16, 29, 39, 53], where explicit formulae and
recurrence relations are provided. Let Φd denote the set of radially symmetric continuous
correlation functions on Rd. Then it is well-known that TBd1 yields a bijection between
Φ1 and Φd. In view of (17) this implies that TB
d
k is a bijection between Φk and Φd.
The operator TBdk for arbitrary k, d ∈ N with k ≤ d is usually implicitly addressed
as TBd1 ◦ (TBk1)−1 in the references above. Because of these bijections, the turning
bands method is an important tool for the simulation of stationary isotropic Gaussian
processes. In the context of max-stable processes and their TCFs the situation transfers
to the following extent.
The turning bands method for max-stable processes Let X be a stochasti-
cally continuous simple max-stable process on Rk. Then the process X has a spectral
representation as in (1)
Xt =
∞∨
n=1
UnVt(ωn), t ∈ Rk, (18)
where (Un, ωn) denotes a Poisson point process on R+ × Ω with intensity u−2du ν(dω)
and the spectral function Vt(ω) is jointly measurable in the variables t ∈ Rk and ω ∈ Ω.
Based on this representation we define another simple max-stable process Y on Rd with
d ≥ k as follows. Let (Un, ωn, An) be a Poisson point process on R+ × Ω × Vk(Rd) of
intensity u−2du ν(dω)σdk(dA), where σ
d
k(dA) is the uniform distribution on the Stiefel
manifold Vk(Rd). Set
Yt :=
∞∨
n=1
UnVATn (t)(ωn), t ∈ Rd. (19)
Then Y is a simple max-stable process on Rd with the following properties.
Lemma 8. Let X and Y be simple max-stable processes as given by (18) and (19),
respectively.
a) If X is stationary, then Y is stationary.
b) For any G ∈ O(d) the law of {YG(t)}t∈Rd and the law of Y coincide.
c) Let X be stationary. The (radial) TCF χ(Y ) of the stationary isotropic process Y
can be expressed in terms of the TCF χ(X) of X by
χ(Y ) = TBdk(χ
(X)).
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Proposition 9. If χ is a continuous TCF on Rk, then TBdk(χ) is a continuous TCF
on Rd.
Remark 10. Contrary to correlation functions, not all radially symmetric continuous
TCFs on Rd arise as TBdk(χ) for some TCF χ on Rk. As a counterexample consider the
identity
exp(−t) = TB31(f)(t) with f(t) =
d
dt
(t exp(−t)) = (1− t) exp(−t)
(cf. [39, (2.22)]). While the completely monotone function exp(−t) is a valid radial TCF
on R3, the function f cannot be a TCF on R since f attains negative values.
Remark 11. The turning bands method is compatible with iterations in the following
sense: Let q ≥ d and construct a process Z on Rq from the spectral representation of Y
on Rd by
Zt :=
∞∨
n=1
UnVBTn ◦ATn (t)(ωn) =
∞∨
n=1
UnV(An◦Bn)T(t)(ωn), t ∈ Rq,
where (Un, ωn, An, Bn) is a Poisson point process on R+ × Ω × Vk(Rd) × Vd(Rq) with
intensity u−2du ν(dω)σdk(dA)σ
q
d(dB). Then Z = {Zt}t∈Rq has the same law as{ ∞∨
n=1
UnVCTn (t)(ωn)
}
t∈Rq
,
where (Un, ωn, Cn) is a Poisson point process with intensity u
−2du ν(dω)σqk(dC) (see
Lemma 21). Thus, the process Z can be constructed directly from the spectral repre-
sentation of X without involving Y as a step in between.
4.2 Multiplication with the class T dM3r
Let X be a stochastically continuous max-stable process on Rd with spectral represen-
tation as in (18) with k = d and let {B(t)}t∈Rd be a measurable process on Rd taking
values in {0, 1}. We denote the probability space corresponding to B by (ΩB,AB,PB)
and expectation w.r.t. PB by EB. Further, we require that
cB :=
∫
Rd
B(t) dt ∈ (0,∞)
holds PB-almost surely. Based on these two processes X and B we define another simple
max-stable process Y on Rd by
Yt :=
∞∨
n=1
Un
Bn(t− zn)
cBn
Vt(ωn), t ∈ Rd, (20)
where (Un, ωn, zn, Bn) is a Poisson point process on R+ × Ω × Rd × ΩB with intensity
u−2du× ν × νd × PB.
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Lemma 12. Let X and Y be simple max-stable processes as given by (18) for k = d
and (20) respectively.
a) If X is stationary, then Y is stationary.
b) Let X be stationary. The TCF χ(Y ) of the stationary process Y can be expressed in
terms of the TCF χ(X) of X by
χ(Y )(t) = EB
[∫
Rd B(z)B(z − t)dz∫
Rd B(z)dz
]
χ(X)(t), t ∈ Rd.
Example 13. If the process B on Rd is chosen to be the indicator function B(t) :=
1‖t‖≤R of the ball BdR for a random radius R ∈ (0,∞), then the function
t 7→ EB
[∫
Rd B(z)B(z − t)dz∫
Rd B(z)dz
]
= ER
∫
Rd
1‖z‖≤R ∧ 1‖z−t‖≤R
κdRd
dz
depends on ‖t‖ only and belongs to the class T dM3r = T dM3b corresponding to the random
radius R of an M3b process (cf. Table 1).
Remark 14. From [47, Proposition 3.3.1 c)] it is already known that multiplication of
TCFs on some space yields again TCFs on the same space. The advantage here is the
explicit construction of a max-stable process from a given spectral representation. Note
that Lemma 12 generalizes a construction described in [38, p. 39].
4.3 Examples
Let us denote
T dr :=
{
χ : [0,∞)→ [0, 1]
∣∣∣∣ χ continuous radial TCF on Rd that isconvex in the radius and vanishes at ∞
}
= T d ∩ T 1M3r.
First, we provide for each d ≥ 3 an example of a TCF ϕd ∈ T dr \ T dM3r. To this end,
consider the tent function
h1(t) = (1− t)+ t ≥ 0,
which belongs to T 1M3r (cf. (9)). If we apply the turning bands operator, we obtain
ϕd(t) := TB
d
1(h1)(t) t ≥ 0, (21)
which is a radial TCF on Rd (cf. Proposition 9).
Proposition 15. a) For d ≥ 1 we have ϕd ∈ T dr = T d ∩ T 1M3r.
b) For d ≥ 1 and k ≥ 3 we have ϕd 6∈ T kM3r.
c) For d = 1 and d ≥ 6 we have ϕd 6∈ T 2M3r.
Remark 16. In the remaining cases d ∈ {2, 3, 4, 5} plots of the function c(t) from (32)
suggest that ϕd does not belong to T
2
M3r either since c(t) is not convex, see Figure 5 in
Section 6.
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Remark 17. The TCF ϕd decreases linearly on the interval [0, 1] (cf. (31))
ϕd(t) = 1− βd t, t ∈ [0, 1], where βd = Γ(d/2)√
pi Γ((d+ 1)/2)
. (22)
Therefore, the radial function χβ(t) := 1 − βt is an admissible radial TCF on the d-
dimensional ball Bdr of radius r if β ∈ [0, βd/r]. This complements results in [15], where
it is shown that ϕ(t) = 1− αt is positive definite on Bdr if and only if α ∈ [0, 2βd/r]. It
seems likely that the bound βd/r is sharp for χβ(t) to be a TCF on B
d
r .
Secondly, combining the turning bands operator and the multiplication operation
leads to an example of a TCF χ3 ∈ T 3r that is not contained in any of the classes given
in Figure 1 for d = 3, and we suppose that our example χd satisfies this property also
for any other dimension d ≥ 2. Consider the function
χd(t) := ϕd(2t)hd(t), t ≥ 0, (23)
where ϕd is from (21).
Proposition 18. a) For d ≥ 1 we have χd ∈ T dr \ T dVBR.
b) For d = 3 we have χd ∈ T dr \ (T dVBR ∪ T dM3r).
5 Parametric families
The considerations above also lead to sharp bounds for some well-known parametric
families of positive definite functions to be a TCF, see Table 4.
The first three families (powered exponential, Whittle-Mate´rn, Cauchy are completely
monotone for the parameters given in Table 4 (cf. [30, (1.2),(1.6) and (2.32)] for ex-
ample), and thus they can be realized by either an MPS process, an M3 process of
non-increasing shapes (e.g. M2r or M3b) or by a VBR process (in all cases in any di-
mension). The powered error function is not completely monotone but a member of the
class T∞M3r. That means it can be realized by an M3 process of non-increasing shapes
or by a VBR process (both in any dimension), but not by an MPS process. In all of
these cases, we may exclude bigger parameters ν because the (right-hand) derivative at
0 vanishes for bigger ν, but the triangle inequality η(s± t) = η(s) + η(t) for η := 1− χ
enforces this derivative to be negative in order to be a TCF (cf. [28, Corollary 2] or [40,
Theorem 3 (ii)]).
The truncated power function is an example of a TCF with compact support. Be-
cause a TCF has to be positive definite, this leads to the situation that the valid model
parameter depends on the dimension. It is chosen such that the function belongs to T dM3r
(cf. [17, Theorem 6.3]), and thus can be realized by an M3 process of non-increasing
shapes on Rd. Because of its compact support the function cannot belong to any of the
other classes presented in Figure 1. The bound is sharp in odd dimensions because the
function is not positive definite otherwise (cf. [19, Theorem 1 and p. 165]). For even
dimensions this choice is valid but possibly not sharp. Again due to [19], we know at
least that ν has to satisfy ν ≥ (d+ 1)/2 in order to be positive definite.
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Parametric family of cts. radial functions on Rd CF for TCF for
powered exponential exp(−rν) 0 < ν ≤ 2 0 < ν ≤ 1
Whittle-Mate´rn 21−ν Γ(ν)−1 rν Kν(r) 0 < ν 0 < ν ≤ 0.5
Cauchy (1 + rν)−β β > 0 0 < ν ≤ 2 0 < ν ≤ 1
powered error function∗ erfc(rν) 0 < ν ≤ 1 0 < ν ≤ 1
truncated power function∗ (1− r)ν+ ν ≥ (d+ 1)/2 ν ≥ bd/2c+ 1
Table 4: Parametric families of continuous radially symmetric functions on Rd and their sharp
parameter bounds for being a correlation function (CF) and for being a tail correlation function
(TCF). ∗The CF bound for the powered error function is sharp if we require validity of the
model for all dimensions and the TCF bound for the truncated power function is sharp for odd
dimensions.
6 Proofs
The class Hd in [17] is defined as the class of functions ϕ on [0,∞) of the form
ϕ(t) =
∫
(0,∞)
hd(st) dG(s), (24)
where G is a distribution function on (0,∞) (with G(0+) = 0) and where
hd(t) =
dΓ(d/2)√
pi Γ((d+ 1)/2)
∫ 1
t
(1− v2)(d−1)/2+ dv. (25)
Here the function hd(t) = h˜d(t)/h˜d(0) with h˜d is the self-convolution of the ball indicator
function 1Bd0.5
viewed as a radial function. It is shown already in [17] that Hd and the
Mittal-Berman class Vd coincide (for d ≥ 2; cf. [17, (40)] and [31]). Here Vd is the class
of functions ϕ on [0,∞) of the form
ϕ(t) = 2
∫ ∞
t/2
Sd,u,θ(t,u)
Sd,u,pi
p(u) du, (26)
where p is a probability density function on (0,∞), such that p(u)/ud−1 is non-increasing,
and Sd,u,θ is the surface area of the sphere {x : ‖x‖ = u} ⊂ Rd intersected by the cone
of angle θ(t, u) = arccos(t/(2u)) (with apex the origin). In what follows, we show that
we have
Hd = T
d
M3r = T
d
M2r = T
d
M3b(= Vd) for d ≥ 1 (d ≥ 2). (27)
Proof of Proposition 2. We divide the proof into five steps:
1st step Hd = T
d
M3b for d ≥ 1.
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By definition, members of the class T dM3b have the form
χ(‖t‖) = ER
(
1
νd(B
d
R)
∫
Rd
1‖z‖≤R ∧ 1‖z−t‖≤R dz
)
= ER
(
hd
(‖t‖
2R
))
for some random radius R ∈ (0,∞). The last equality holds because the integral
with the minimum ∧ is in fact a convolution for indicator functions. Therefore,
the transformation S := 1/(2R) shows that this χ and ϕ from (24) are equal, when
G denotes the law of S on (0,∞) and vice versa. Hence T dM3b = Hd for d ≥ 1.
2nd step T dM2r = Vd = Hd for d ≥ 2 and (8) holds for d ≥ 2.
Members of T dM2r depend on a shape function f ≥ 0 with
∫
Rd f(‖t‖)dt = 1, which is
non-increasing as the radius grows, whereas members of Vd depend on a probability
density function p on (0,∞) with p(u)/ud−1 non-increasing in u > 0. Integration
along the radius shows that both functions are in one-to-one corresponcence via
f(‖t‖) = p(‖t‖)
Sd,‖t‖,pi
.
Moreover, since f is non-increasing, this correspondence is compatible with the
integration in (26) and the TCF for M2r processes in Table 1. Hence T dM2r = Vd
for d ≥ 2. From [17] we already know that Hd = Vd. In particular, f and G as
in (24) can be recovered from each other by (44) and (45) in [17] with n ≥ 2 or,
equivalently, f and H(s) = G(s/2) can be recovered from each other by (8) with
d ≥ 2 here. Note that our f corresponds to g in [17].
3rd step T 1M2r = H1 and (8) holds for d = 1.
If d = 1, it is straightforward to check that for χ ∈ T 1M2r depending on a single
shape function f , we have
χ(t) =
∫
R
f(z) ∧ f(z − t) dz = 2
∫ ∞
t/2
f(u) du (28)
(similarly to the integration along the radius in (26)). Now, precisely the same
proof as the proof of Theorem 5.2. in [17] applies here when we set n = 1, g = f ,
ϕ = χ and omit the term Sn,u,θ in (48) and (49) therein, showing that T
1
M2r = H1.
In particular, f and G as in (24) can also be recovered from each other by (44) and
(45) in [17] with n = 1 or, equivalently, f and H(s) = G(s/2) can be recovered
from each other by (8) with d = 1 here (where our f corresponds to g therein).
4th step T dM3r ⊂ Hd for d ≥ 1.
From the 2nd and 3rd step we know that T dM2r = Hd for d ≥ 1. That means
for each (single deterministic) radially symmetric non-increasing shape function
f ≥ 0 on Rd with 0 < ‖f‖L1(Rd) <∞ we may define a unique distribution function
Gf/‖f‖
L1(Rd)
(s) = Hf/‖f‖
L1(Rd)
(2s) via (8). We set
A(f)s := ‖f‖L1(Rd) Gf/‖f‖L1(Rd)(s) s > 0
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such that A(f) is non-decreasing on (0,∞) with A(f)0+ = 0, right-continuous and
A(f) has total variation ‖f‖L1(Rd). It is coherent to set A(0) ≡ 0. Now, consider
a member χ of T dM3r and its corresponding measurable process {f(t)}t∈Rd , which
satisfies Ef (‖f‖L1(Rd)) = 1. Then {A(f)s}s>0 defines a non-decreasing, right-
continuous process with E (A(f)∞) = 1 and A(f)0+ = 0. Moreover, note that (by
the correspondence T dM2r = Hd)
χ(t) = Ef
(∫ ∞
0
hd(st) dA(f)s
)
.
Set G(s) := EfA(f)s. Then G is also non-decreasing, right-continuous with total
variation 1 and with G(0+) = 0 (by dominated convergence). Finally, we obtain
(again by dominated convergence) that
χ(t) =
∫ ∞
0
hd(st) dEfA(f)s =
∫ ∞
0
hd(st) dG(s)
as desired. Hence T dM3r ⊂ Hd.
5th step (Summary) From the previous steps we know that T dM3r ⊂ Hd = T dM3b = T dM2r
for d ≥ 1. Clearly, T dM3b ⊂ T dM3r by definition, so that T dM3r,T dM2r,T dM3b,Hd coincide
for d ≥ 1.
Proof of Proposition 3. a) If ϕ is completely monotone, then also −ϕ′ and −ϕ′(√·) will
be completely monotone, since
√· is a Bernstein function. This shows T dMPS ⊂ T∞M3r.
Clearly, T∞M3r ⊂ T dM3r.
b) Clearly, T dBR ⊂ T∞VBR, since BR process form a proper subclass of VBR processes.
The inclusion T dVBR ⊂ T∞M3r follows from (12), since γ(t) = 8‖t‖2 is a valid variogram
in each dimension.
c) The variogram γ(t) = 8‖t‖2α is valid in each dimension for α ∈ (0, 1] (corresponding
to fractal Brownian motion). Hence erfc(tα) is a valid TCF of a BR process for
α ∈ (0, 1]. Moreover, the function erfc(tα) is completely monotone if and only if
α ≤ 0.5.
Proposition 19. Let R, Sλ and Tλ = R ◦ Sλ be the maps from (13),(14) and (15) and
set Rα(x) := R((1−α)x+α), Sλ,α(x) := Sλ((1−α)x+α) and Tλ,α(x) := Tλ((1−α)x+α).
Then Rα, Sλ,α and Tλ,α are continuous on [−1, 1] and analytic on (−1, 1) for all λ > 0
and α ∈ [0, 1].
a) The function Rα is absolutely monotone on [0, 1] for α ≥ 0.5.
b) The function Sλ,α is absolutely monotone on [0, 1] for λ(1− α) ≤ 8(erf−1(1/
√
2))2.
c) The function Tλ,α = R ◦ Sλ,α is absolutely monotone on [0, 1] for λ(1 − α) ≤
8(erf−1(1/2))2.
To deal with the function Sλ,α in Proposition 19, we first prove an auxiliary lemma,
which might be interesting in its own right.
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Lemma 20. The function f(x) = 1− (erf(√x))2 is completely monotone on [0,∞).
Proof. The function f is non-negative, continuous on [0,∞) and the first derivative of
f on (0,∞) is given by
f ′(x) = − 2√
pi
erf(
√
x)√
x
e−x x > 0.
Now, the functions e−x and erf
√
x/
√
x are completely monotone on (0,∞) (cf. [30, (1.2)
and Corollary to Theorem 5]). Hence, −f ′ is completely monotone, which shows that f
is completely monotone on [0,∞).
Proof of Proposition 19. It can be seen directly that the functions Rα, Sλ,α, Tλ,α are
continuous on [−1, 1] and analytic on (−1, 1) for all λ > 0.
a) Using the series expansion of the cosine function, we arrive at
R(x) =
∞∑
n=0
(−1)n
(2n)!
pi2n
(1− x)n
2n
=
∞∑
n=0
pi2n
2n(2n)!
n∑
k=0
(
n
k
)
xk(−1)n−k
=
∞∑
k=0
xk
∞∑
n=0
pi2n+2k
2n+k(2n+ 2k)!
(
n+ k
k
)
(−1)n
= R(0) +
∞∑
k=1
xk
pi2k
22kk!
∞∑
n=0
(−1)n pi
2n
2n(2n)!
1
(2n+ 2k − 1)(2n+ 2k − 3) . . . (2n+ 1) .
We show that the coefficients
ak :=
∞∑
n=0
(−1)n pi
2n
2n(2n)!
1
(2n+ 2k − 1)(2n− 2k − 3) · · · (2n+ 1)
are non-negative for k ≥ 1: Since this series representing ak converges absolutely, we
may partition by even (n = 2`) and odd (n = 2`+ 1) coefficients:
ak =
∞∑
`=0
pi4`
22`(4`)!
1
(4`+ 2k − 1) · · · (4`+ 1)
−
∞∑
`=0
pi4`+2
22`+1(4`+ 2)!
1
(4`+ 2k + 1) · · · (4`+ 3)
=
∞∑
`=0
pi4`
22`(4`)!
1
(4`+ 2k − 1) · · · (4`+ 3)
[
1
4`+ 1
− pi
2/2
(4`+ 2)(4`+ 1)
1
4`+ 2k + 1
]
Now, the expression in the brackets is positive since k ≥ 1 and ` ≥ 0. Thus, ak > 0
for k ≥ 1. In particular, R(x) − R(0) and Rα(x) − Rα(0) are absolutely monotone
on [0, 1]. If α ≥ 0.5, then Rα(0) ≥ 0.
b) Lemma 20 tells us that f(x) = 1 − (erf(√x))2 is completely monotone on [0,∞).
Now, Sλ(x) = 2f (λ(1− x)/8)− 1. Hence, the k-th derivative for k ≥ 1 satisfies
S
(k)
λ (x) = 2
(
λ
8
)k
(−1)kf (k)
(
λ
8
(1− x)
)
≥ 0.
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In particular, all but eventually the 0-th Taylor coefficient Sλ(0) are non-negative, and
Sλ(0) is non-negative if and only if λ ≤ 8(erf−1(1/
√
2))2. Note that Sλ,α = Sλ(1−α).
c) Since Tλ = R ◦ Sλ and T ′λ = (R′ ◦ Sλ)S′λ, it follows from the proof of a) and b) that
all but eventually the 0-th Taylor coefficient Tλ(0) are non-negative, and Tλ(0) is
non-negative if and only if λ ≤ 8(erf−1(1/2))2. Note that Tλ,α = Tλ(1−α).
Proof of Proposition 5. Since convex combinations, products and (pointwise) limits of
correlation functions are again correlation functions, a map B : [−1, 1]→ [−1, 1] trans-
forms correlation functions again into correlation functions if B is continuous on [−1, 1]
and analytic on (−1, 1), such that the respective Taylor series at 0 has only non-negative
coefficients. Such functions are absolutely monotone on [0, 1] and conversely, the Taylor
series representation at 0 of an absolutely monotone function on [0, 1] extends to [−1, 1].
So the assertion follows from Proposition 19 with B ∈ {Rα, Sλ,α, Tλ,α}.
Proof of Proposition 7. a) Cf. the proof of Proposition 3c) and note that the function
erfc(tα) belongs to T∞M3r if and only if α ∈ (0, 1].
b) The class T dM3r = Hd naturally contains functions with compact support, e.g. the
function hd (cf. (24)), whereas T
d
VBR cannot contain such functions. To see this,
recall (11) and observe that members of T∞M3r are scale mixtures of erfc that cannot
have compact support. Thus, the involved variogram in (12) would have to take the
value ∞ outside a compact region.
c) Consider the simple erfc-mixture
χ(‖t‖) = 0.25 · erfc(‖t‖) + 0.75 · erfc(5‖t‖) t ∈ Rd.
Surely, χ is a member of T∞M3r (cf. (11)). Suppose that there is a BR process on Rd
corresponding to a variogram γ˜ such that its TCF χ˜ coincides with χ. We will show
now that this cannot be true for any dimension d. Otherwise,
γ˜(‖t‖) = 8 [erfc−1 (0.25 · erfc(‖t‖) + 0.75 · erfc(5‖t‖))]2 t ∈ Rd
is a variogram for any dimension d. In particular, γ˜(‖·‖) is for any dimension d a
continuous negative definite function on Rd. By [2, 5.1.8] it follows that the function
ψ(r) =
[
erfc−1
(
0.25 · erfc(√r) + 0.75 · erfc(5√r))]2 r ∈ [0,∞)
is a (continuous) negative definite function on [0,∞) in the semigroup sense and
obviously ψ(r) ≥ 0. Hence ψ(r) is a Bernstein function (cf. [2, 4.4.3]). However,
the second derivative of ψ(r) has a local minimum. So, the assertion fails and our
assumption must be wrong. That means there is a dimension d0 such that the above
χ ∈ T∞M3r cannot be realized as a TCF of a BR process for any dimension d ≥ d0.
Lemma 21. Let k1 ≤ k2 ≤ k3.
a) The composition map
Vk1(R
k2)× Vk2(Rk3)→ Vk1(Rk3) (A,B) 7→ B ◦A
is continuous.
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b) If B ∼ σk3k2 is uniformly distributed on Vk2(Rk3) and A is an independent (Borel-
measurable) random variable with values in Vk1(Rk2), then the composition B ◦A will
also be uniformly distributed B ◦A ∼ σk3k1 .
c) The turning bands operator is compatible with compositions
TBk2k1 ◦ TB
k3
k2
= TBk3k1 . (29)
Proof of Lemma 21. a) The composition of matrices is continuous and here just re-
stricted to a subspace.
b) Let f be a continuous function on Vk1(Rk3), then (by dominated convergence) the
function g(b) := EA(f(b ◦ A)) will also be continuous on Vk2(Rk3). Therefore,
EB(g(G−1B)) = EB(g(B)) for all G ∈ O(k3), since B ∼ σk3k2 . Thus, we also have for
G ∈ O(k3) that
Ef(G−1 ◦B ◦A) = E(E(f(G−1 ◦B ◦A)|B)) = E(g(G−1B))
= E(g(B)) = E(E(f(B ◦A)|B)) = Ef(B ◦A).
c) The assertion follows from part b).
Proof of Lemma 8. Let M be a non-empty finite subset of Rd and x ∈ (0,∞)M . The
finite-dimensional distributions of Y are determined by
− logP(Yt ≤ xt, t ∈M) =
∫
Vk(Rd)
∫
Ω
(∨
t∈M
VATt(ω)
xt
)
ν(dω)σdk(dA).
a) If X is stationary, then∫
Ω
(∨
t∈M
VAT(t+h)(ω)
xt
)
ν(dω) =
∫
Ω
(∨
t∈M
VATt(ω)
xt
)
ν(dω),
for all h ∈ Rd and all A ∈ Vk(Rd), since A is linear.
b) This follows since σdk is O(d)-invariant.
c) The assertion follows from (3).
Proof of Proposition 9. In view of Lemma 8 we need to show that continuous TCFs on
Rk coincide with the TCFs of stochastically continuous processes on Rk. Therefore,
let χ be a continuous TCF on Rk and let X be a corresponding stationary max-stable
process. Let θ be the extremal coefficient function (ECF) of X as in [48] and let X∗
be the associated Tawn-Molchanov process as in [48, Theorem 8]. Note that χ(h) =
2− θ({h, o}). By construction, X∗ is also stationary and has TCF χ. Additionally, X∗
is stochastically continuous due to [48, Theorem 25].
Proof of Lemma 12. Let M be a non-empty finite subset of Rd and x ∈ (0,∞)M . The
finite-dimensional distributions of Y are determined by
− logP(Yt ≤ xt, t ∈M) = EB
∫
Rd
∫
Ω
(∨
t∈M
B(t− z)Vt(ω)
cBxt
)
ν(dω) dz.
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a) If X is stationary, then∫
Ω
(∨
t∈M
B(t− z)Vt+h(ω)
xt
)
ν(dω) =
∫
Ω
(∨
t∈M
B(t− z)Vt(ω)
xt
)
ν(dω)
for all h ∈ Rd, all z ∈ Rd and all B ∈ {0, 1}Rd . Therefore,∫
Rd
∫
Ω
(∨
t∈M
B((t+ h)− z)Vt+h(ω)
xt
)
ν(dω) dz
=
∫
Rd
∫
Ω
(∨
t∈M
B(t− z)Vt(ω)
xt
)
ν(dω) dz
for all h ∈ Rd and all integrable functions B ∈ {0, 1}Rd .
b) The assertion follows from (3) and the fact that b1v1 ∧ b2v2 = b1b2(v1 ∧ v2) for real
numbers b1, b2, v1, v2 with bi ∈ {0, 1} for i = 1, 2.
In the sequel, we shall often write Hd as in [17] instead of T
d
M3r, T
d
M2r or T
d
M3b, since
all classes coincide (see (27)).
Lemma 22. For all 1 ≤ k ≤ d The turning bands operator TBdk transfers members of
the class H1 into members of H1.
Proof. The class H1 is the class of continuous functions h on [0,∞) that are convex and
satisfy h(0) = 1 and limt→∞ h(t) = 0. All properties are preserved under TBdk. For
continuity and limt→∞ h(t) = 0 use the dominated convergence theorem. Preservation
of convexity follows from TBdk(h)(r) = EA(h(rc(A))) for r ≥ 0 with A ∼ σdk and c(A) =
‖AT(1, 0, . . . , 0)T‖.
Proof of Proposition 15. A priori it is clear that ϕ1 = h1 does not belong to Hk for
k ≥ 2 [17].
a) Because of Proposition 9 the function ϕd is a radial TCF on Rd. Lemma 22 shows
that ϕd = TB
d
1(h1) belongs to H1.
b) By [15, equation (6)] ϕd can be expressed as
ϕd(t) =
2 Γ(d/2)√
pi Γ((d− 1)/2)
∫ 1
0
h1(tw)(1− w2)(d−3)/2dw. (30)
Thus, we have for d ≥ 2 that
−ϕ′d
(√
t
)
= βd
{
1 t ≤ 1
1− (1− 1/t)(d−1)/2 t > 1 , (31)
where βd is the constant from (22). Clearly, −ϕ′d(
√
t) is not convex. Therefore, one
of the conditions of Theorem 3.1 in [17] (that is necessary to belong to the class H3)
is not fulfilled.
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Figure 5: The function c(t)/βd with c(t) from (32) and βd as in (22) is plotted for d ∈ {2, 3, 4}
(solid line). Additionally the dashed straight line indicates that the respective functions are not
convex (cf. Remark 16).
c) We verify that one of the conditions of Theorem 3.3 in [17] (that is necessary to
belong to the class H2) is not fulfilled: Namely, we show that for all d ≥ 6 the
function
c(t) :=
∫ t
0
√
v
t− v
(−ϕ′d (1/√v)) dv = ∫ 1
0
√
w
1− w
(
−ϕ′d
(
1/
√
tw
)
· t
)
dw (32)
is not convex. From (31) we see that
−ϕ′d
(
1/
√
v
)
= βd
{
1− (1− v)(d−1)/2 v < 1
1 v ≥ 1
Since d ≥ 6 we can compute the second derivative of c at 1:
c′′(1) =
∫ 1
0
√
w
1− w ·
d2
dt2
∣∣∣∣
t=1
(
−ϕ′d
(
1/
√
tw
)
· t
)
dw
= βd(d− 1)
∫ 1
0
w3/2(1− w)(d−6)/2(1− w (d+ 1)/4)dw
= βd(d− 1)
(
B
(
5
2
,
d− 4
2
)
− d+ 1
4
B
(
7
2
,
d− 4
2
))
= −βd(d− 1) 3
√
pi Γ(d/2− 2)
16 Γ((d+ 1)/2)
< 0
Here B(x, y) =
∫ 1
0 t
(x−1)(1− t)y−1dt denotes the Beta function. Since c′′(1) is nega-
tive, the function c cannot be convex. This finishes the proof.
Lemma 23. If f, g ∈ H1 then the product also belongs to this class fg ∈ H1.
Proof. This is an immediate consequence of [17, Lemma 4.7] (or [52, Lemma 2]) which
states that if f and g are non-negative, non-increasing and convex on an interval, then
the product fg is also non-negative, non-increasing and convex there.
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Proof of Proposition 18. a) From Proposition 15 we know that ϕd(2t) is a radial TCF
on Rd that belongs to H1. Since hd(t) belongs to Hd it follows from Example 13 that
the product χd(t) = ϕd(2t)hd(t) is a radial TCF on Rd. Moreover hd(t) also belongs
to Hd ⊂ H1 and therefore χd ∈ H1 due to Lemma 23. However, χd 6∈ T dVBR because
of its compact support (cf. Propostion 7 b).
b) It suffices to show that the function
f(t) := −χ′3(
√
t) = −2ϕ′3(
√
4t)h3(
√
t) + ϕ3(
√
4t)(−h′3(
√
t))
is not convex, because then one of the conditions of Theorem 3.1 in [17] (that is
necessary to belong to the class H3) is not fulfilled. From (25), (30) and (31) we see
that for t ∈ [0, 1]
h3(
√
t) =
1
2
(2− 3t1/2 + t3/2), −h′3(
√
t) =
3
2
(1− t),
ϕ3(
√
4t) =
{
1−√t t ≤ 1/4
1/(4
√
t) t ≥ 1/4 , −2ϕ
′
3(
√
4t) =
{
1 t ≤ 1/4
1/(4t) t ≥ 1/4 .
Thus, f(t) is a decreasing function on [0, 1] with the following left-hand and right-
hand derivative at 1/4
lim
t↑1/4
f ′(t) = −3 and lim
t↓1/4
f ′(t) = −17/4.
Hence, f cannot be convex in a neighbourhood of 1/4.
6.1 Derivation of expressions in tables
Lemma 24. Let d ≥ 3 be odd and ϕ ∈ Hd = T dM2r. Let G be a corresponding distribution
function as in (24) in the definition of the class Hd and let f be a non-increasing shape
function as in the definition of the class T dM2r. Set k := (n− 1)/2 and define the (right-
hand) derivative
λ(t) := (−1)k d
k
dtk
[
−ϕ′
(√
t
)]
t ≥ 0
Then G and f can be recovered from ϕ by
G(s) =
√
pi
dΓ(d/2)
∫ s
0
1
td
dλ
(
1
t2
)
and f(u) =
(
2√
pi
)d−1
λ
(
4u2
)
.
Proof. The recovery of G is precisely [17, Theorem 3.2]. By (8) with G(s) = H(2s) we
obtain
f(u) =
1
κd
∫ 1/(2u)
0
(2s)ddG(s) =
√
2dpi
κd dΓ(d/2)
∫ 1/(2u)
0
dλ
(
1
s2
)
=
(
2√
pi
)1/(2u) (
λ(4u2)− lim
x→∞λ(x)
)
But limx→∞ λ(x) necessarily vanishes, since λ(t) = −a′(t) for a non-negative (i.e.
bounded from below), non-increasing and convex function a(t) due to [17, (22)].
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Proof of Table 2. Let G denote the distribution function of 1/(2R). If the density g of
G exists, then the density k of 2R is given by k(s) = g(1/s)/s2. In what follows, we
show how to recover G, its density g = G′ and the shape function f :
In case d = 1 we refer to [17, (18)] for the recovery of G and g = G′. The recovery of
f follows from (28). In case d = 3 the previous Lemma 24 can be applied to d = 3 and
ϕ = χ, where we abbreviate λχ(t) = 2λ(1/t
2) = tχ′′(1/t). In case d = 2 we additionally
assume that χ ∈ H5, such that
(−1)k d
k
dtk
[
−χ′
(√
t
)]
exists for k ∈ {0, 1, 2} and is non-negative, non-increasing and convex for k ∈ {0, 1}
(cf. [17, p. 96]). This requirement ensures that we can apply the monotone convergence
theorem iteratively when differentiating within the following integral (33). A priori we
know from [17, Theorem 3.4] that
G(r) =
1
2
∫
(0,r)
1
s
dµ(s2) with µ(t) =
d
dt
∫ t
0
√
v
t− v
[−χ′(1/√v)] dv.
Now χ ∈ H5 ensures that µ′(t) exists by
µ′(t) =
d2
dt2
∫ t
0
√
v
t− v
[−χ′(1/√v)] dv = d2
dt2
(
t
∫ 1
0
√
w
1− w
[
−χ′(1/√wt)
]
dw
)
=
∫ 1
0
√
w
1− w
(
d2
dt2
[
−t χ′(1/√wt)
])
dw, (33)
where
d2
dt2
[
−t χ′(1/√wt)
]
=
1
4 t
√
wt
[
χ′′
(
1√
wt
)
− 1√
wt
χ′′′
(
1√
wt
)]
.
The substitutions v = wt and v = u2 give
µ′(t) =
1
2 t2
∫ √t
0
√
u2
t− u2 dλχ(u) with λχ(u) = uχ
′′(1/u).
Hence G has a density g with
g(s) = µ′(s2) =
1
2 s4
∫ s
0
√
1
(s/u)2 − 1 dλχ(u).
Fubini’s theorem and the substitution s = 1/t yield
G(r) =
∫ r
0
g(s) ds =
∫ r
0
1
2 s4
∫ s
0
√
1
(s/u)2 − 1 dλχ(u) ds
=
1
2
∫ r
0
(∫ r
u
1
s4
1√
s2 − u2 ds
)
udλχ(u) =
1
2
∫ r
0
(∫ 1/u
1/r
t3√
1− t2u2 dt
)
udλχ(u).
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Applying [20, p. 96 2.264.4] we arrive at
G(r) =
1
2
∫ r
0
(
1
3u2r2
+
2
3u4
)(√
1− u
2
r2
)
udλχ(u)
=
1
6 r3
∫ r
0
(
1 + 2
( r
u
)2)(√( r
u
)2 − 1) dλχ(u).
To compute the shape function f we apply (8) with G(s) = H(2s)
pi
4
f
(
1
2u
)
=
∫ u
0
s2g(s) ds =
1
2
∫ u
0
1
s2
∫ s
0
√
1
(s/t)2 − 1 dλχ(t) ds.
By Fubini’s theorem and the substitution s = 1/r we have
pi
4
f
(
1
2u
)
=
1
2
∫ u
0
(∫ u
t
1
s2
1√
s2 − t2 ds
)
t dλχ(t)
=
1
2
∫ u
0
(∫ 1/t
1/u
r√
1− r2t2 dr
)
t dλχ(t).
Applying [20, p. 96 2.264.2] gives
pi
4
f
(
1
2u
)
=
1
2
∫ u
0
(√
u2 − t2
u t2
)
tdλχ(t) =
1
2u
∫ u
0
(√(u
t
)2 − 1) dλχ(t).
Finally, we replace u by 1/(2u) and obtain
f(u) =
4u
pi
∫ 1/(2u)
0
√( 1
2ut
)2
− 1
 dλχ(t)
as desired.
Lemma 25. Let g(s) =
√
pi f(s2) be a probability density on (0,∞) and let
ϕ : [0,∞) → [0, 1] with ϕ(0) = 1 be such that −ϕ′ (√·) is the Laplace transform of
f in the following sense
−ϕ′
(√
t
)
=
∫ ∞
0
e−rtf(r) dr.
Then
ϕ (t) =
∫ ∞
0
erfc (st) g(s) ds.
Proof. (analogously to [17, p. 104]) Replacing t by t2 and r by s2 yields
−ϕ′ (t) =
∫ ∞
0
2se−s
2t2f(s2) ds =
∫ ∞
0
d
dt
[−erfc(st)] g(s) ds.
Applying Fubini’s theorem when integrating w.r.t. t gives
ϕ(0)− ϕ(t) =
∫ ∞
0
[erfc(0)− erfc(st)] g(s)ds,
which entails the claim, since g is a density on (0,∞) and ϕ(0) = 1.
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Proof of Table 3. We apply Lemma 25 and derive this table from known Laplace trans-
forms in [36] using (in this order) equations [p. 964 5.3 (11)], [p. 964 5.3 (12), p. 963 5.2
(12) and p. 962 5.1 (26)], [p. 963 5.3 (1)] and [p. 963 5.3. (3) with ν = 1.5] therein.
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