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Abstract—Cross-modal retrieval has drawn wide interest for
retrieval across different modalities of data (such as text, image,
video, audio and 3D model). However, existing methods based on
deep neural network (DNN) often face the challenge of insufficient
cross-modal training data, which limits the training effectiveness
and easily leads to overfitting. Transfer learning is usually
adopted for relieving the problem of insufficient training data,
but it mainly focuses on knowledge transfer only from large-scale
datasets as single-modal source domain (such as ImageNet) to
single-modal target domain. In fact, such large-scale single-modal
datasets also contain rich modal-independent semantic knowledge
that can be shared across different modalities. Besides, large-scale
cross-modal datasets are very labor-consuming to collect and
label, so it is significant to fully exploit the knowledge in single-
modal datasets for boosting cross-modal retrieval. To achieve
this goal, this paper proposes modal-adversarial hybrid transfer
network (MHTN), which to the best of our knowledge is the
first work to realize knowledge transfer from single-modal source
domain to cross-modal target domain, and learn cross-modal
common representation. It is an end-to-end architecture with two
subnetworks: (1) Modal-sharing knowledge transfer subnetwork is
proposed to jointly transfer knowledge from a large-scale single-
modal dataset in source domain to all modalities in target domain
with a star network structure, which distills modal-independent
supplementary knowledge for promoting cross-modal common
representation learning. (2) Modal-adversarial semantic learning
subnetwork is proposed to construct an adversarial training mech-
anism between common representation generator and modality
discriminator, making the common representation discriminative
for semantics but indiscriminative for modalities to enhance cross-
modal semantic consistency during transfer process. Comprehen-
sive experiments on 4 widely-used datasets show its effectiveness
and generality.
Index Terms—Cross-modal retrieval, hybrid transfer network,
modal-adversarial, knowledge transfer, adversarial training.
I. Introduction
In the era of big data, digital media content can be gen-
erated and found everywhere. Multimodal data such as text,
image, video, audio and 3D model has become the main
form of information acquisition and dissemination. Under
this situation, cross-modal retrieval becomes a highlighted
research topic, which is proposed to perform retrieval across
various modalities. The essential difference between cross-
modal retrieval and traditional single-modal retrieval such as
[1], [2], is that cross-modal retrieval allows the modalities of
query and retrieval results to be different, as shown in Figure 1.
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Queries Cross-modal Retrieval Results
This reclassification has 
implications for 
conservation. If there are two 
separate species, each will be 
less abundant (particularly 
the rarer) and could be more 
endangered than .
3D Model
Regardless of a horse's actual 
birth date, for most 
competition purposes, an 
animal is considered a year 
older on January 1 of each 
year in the Northern 
Hemisphere 
Text
Video
Although dogs are the most 
closely related canids to gray 
wolves (the sequence 
divergence between gray 
wolves and dogs is only 
1.8%, as opposed to over 4% 
between gray wolves...
Audio
Early technological progress 
owed much to the firm of 
Broadwood. John 
Broadwood joined with 
another Scot, Robert Stodart, 
and a Dutchman, Americus 
Backers ...
The oldest remains of a tiger-
like cat, called Panthera 
palaeosinensis, have been 
found in China and Java. This 
species lived about 2 million 
years ago....
Image
The word Panthera is 
probably of Oriental origin 
and retraceable to the 
Ancient Greek word panther, 
the Latin word panthera, the 
Old French word pantere, 
most likely meaning ...
Fig. 1: Examples of cross-modal retrieval, which can provide
retrieval results with different modalities by a query of any
modality.
As a novel retrieval paradigm, cross-modal retrieval has wide
application prospects, and can be applied to intelligent Internet
search engine and multimedia data management. However,
it is also a challenging problem due to the “heterogeneity
gap”, which means that the representation forms of different
modalities are inconsistent, so cross-modal similarity cannot
be directly computed.
For bridging “heterogeneity gap”, the existing mainstream
methods follow the paradigm of common representation learn-
ing. They take the intuitive idea that there exists an in-
termediate common semantic space, where data of relevant
semantics can be represented as similar “feature” and be
close to each other. With this idea, many methods such as
[3]–[6] have been proposed to learn common representation
for cross-modal data, and then the cross-modal similarities
can be directly computed for retrieval. Traditional methods
[3], [7], [8] mainly take linear projections as basic models.
However, cross-modal correlation is highly complex to be
fully captured solely by linear projections. Recent years, cross-
modal retrieval based on deep neural network (DNN) has
become an active research topic [6], [9]–[11]. Instead of linear
projections, these methods aim to fulfill the DNN’s strong
ability of non-linear relationship analysis in cross-modal corre-
lation learning, and achieve accuracy improvement. However,
DNN-based methods of cross-modal retrieval often face the
challenge of insufficient training data, which limits the training
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2effectiveness and easily leads to overfitting.
As is known to us, insufficient training data is an important
common challenge for machine learning, which is much
severer for deep learning because it relies heavily on the scale
of training data. For cross-modal retrieval, this problem is even
greatly server. For example, if we want to collect training
data for class “tiger”, we need to see the images, read the
texts, watch the videos, listen to the audio, and even browse
the 3D models, which is extremely labor-consuming. Transfer
learning [12]–[14] is usually adopted for relieving the problem
of insufficient training data, which transfers knowledge from
large-scale datasets as source domain for boosting a specific
task in target domain. But existing methods of transfer learning
mainly focus on knowledge transfer only from single-modal
source domain to single-modal target domain, and some
high-quality single-modal datasets have been constructed as
commonly-used source domains, such as ImageNet [15] for
image, and Google News corpus [16] for text.
In fact, it is significant to exploit the knowledge in these
large-scale single-modal datasets for boosting cross-modal
retrieval because of two reasons: (1) Single-modal datasets
contain not only modal-specific information, but also rich
modal-independent semantic knowledge that can be jointly
shared across different modalities, which can provide consider-
able supplementary information for cross-modal retrieval. (2)
Cross-modal data is much more labor-consuming to collect
and label than single-modal data, and there are few large-
scale labeled cross-modal datasets to serve as source domains
as ImageNet. So it would be of great help if the existing
large-scale single-modal datasets can be fully exploited for
boosting cross-modal retrieval. However, it is challenging to
transfer useful knowledge from single-modal source domain
to cross-modal target domain, which is an asymmetric transfer
paradigm. The knowledge from single-modal source domain
cannot be directly transferred to all modalities in target domain
due to “heterogeneity gap”, and the inherent cross-modal
semantic consistency in target domain should be carefully
preserved during the transfer process. For addressing the above
problems, this paper proposes modal-adversarial hybrid trans-
fer network (MHTN), which is an end-to-end architecture with
two subnetworks jointly trained to mutually boost and learn
cross-modal common representation. The main contributions
of this paper are as follows.
• Modal-sharing knowledge transfer subnetwork is pro-
posed to jointly minimize the cross-domain distribution
discrepancy and cross-modal pairwise discrepancy with a
star network structure, which is a hybrid transfer process
from single-modal source domain to cross-modal target
domain. Different from the existing single-modal transfer
methods as [17]–[19], this hybrid transfer structure can
jointly transfer knowledge from a large-scale single-
modal dataset in source domain to all modalities in tar-
get domain, distilling modal-independent supplementary
information to relieve the problem of insufficient cross-
modal training data.
• Modal-adversarial semantic learning subnetwork is pro-
posed to construct an adversarial training mechanism
between common representation generator and modal-
ity discriminator for driving the transfer process. The
former aims to generate semantic representation to be
indiscriminative for modalities, while the latter tries to
distinguish the modalities from the common represen-
tation, which compete each other to mutually boost. It
makes the learned common representation discriminative
for semantics but indiscriminative for modalities, thus
effectively enhances cross-modal semantic consistency to
improve retrieval accuracy.
To the best of our knowledge, MHTN is the first work
for jointly transferring knowledge from single-modal source
domain to cross-modal target domain, which can effectively
transfer knowledge from large-scale single-modal datasets for
addressing the problem of insufficient cross-modal training
data. Compared with our previous conference paper [20],
there are two major aspects of newly-added contributions
achieved by this paper: (1) The architecture in [20] can be
viewed as only a network of common representation generator.
While this paper proposes a modal-adversarial training strategy
with a newly-added modality discriminator for distinguishing
different modalities, which competes against the common
representation generator to mutually boost. This strategy can
make the common representation discriminative for semantics
but indiscriminative for modalities, which explicitly reduces
“heterogeneity gap” and enhances the cross-modal semantic
consistency. (2) The architecture in [20] has only two linked
pathways in target domain, so the cross-modal retrieval is only
limited to 2 modalities (image and text). While this paper
further proposes a five-pathway star network structure, where
the knowledge transfer and common representation learning
are jointly conducted for up to 5 modalities (text, image,
video, audio and 3D model). Because different modalities
represent different aspects of semantics, jointly modeling them
can allow different modalities to naturally align each other,
which effectively distills the modal-independent information
and boosts retrieval accuracy. Extensive experiments compared
with 10 state-of-the-art methods on 4 widely-used cross-modal
datasets show the effectiveness and generality of our MHTN
approach, including the challenging XMedia dataset with up
to 5 modalities.
The rest of this paper is organized as follows: Section II
presents a brief review of related work. Section III introduces
the our proposed MHTN approach in detail. Section IV
presents the comparison experiments, and Section V concludes
this paper.
II. Related Work
In this section, we briefly review the works related to this
paper from two aspects: cross-modal retrieval, and transfer
learning. Among these, cross-modal retrieval is the research
problem, and transfer learning is the main starting point for
our proposed MHTN approach.
A. Cross-modal Retrieval
As introduced in Section I, cross-modal retrieval is proposed
to perform retrieval task across different modalities. The key
challenge of cross-modal retrieval is “heterogeneity gap”, and
3the mainstream of cross-modal retrieval is to represent data
of different modalities with common representation. Then
the cross-modal retrieval can be performed in the same
common space by commonly-used distance metric, such as
Euclidean distance and cosine distance. Existing methods can
be classified into traditional methods and DNN-based methods
according to the difference of basic models.
Traditional methods mainly convert cross-modal data into
common representation by linear projections. For example,
canonical correlation analysis (CCA) [3] learns linear pro-
jection matrices by maximizing pairwise correlation of cross-
modal data, which has many extensions as [4], [8]. Cross-
modal factor analysis (CFA) [21] directly minimizes the
Frobenius norm between the common representation of pair-
wise data. Recently, a few works have been proposed for
incorporating various information into common representation
learning, such as semi-supervised and sparse regularizations
[5], local group based priori [22], and semantic hierarchy
[23]. Inspired by the considerable improvement by DNN in
many single-modal tasks such as image classification [15] and
object recognition [24], researchers have made great efforts to
apply DNN to cross-modal retrieval as [6], [9], [25], [26]. For
example, Ngiam et al. [9] propose bimodal deep autoencoder,
which is an extension of restricted Boltzmann machine (RBM).
Data of two modalities passes through a shared code layer, in
order to learn the cross-modal correlations as well as preserve
the reconstruction information. Deep canonical correlation
analysis (DCCA) [27] is a non-linear extension of CCA,
and can learn the complex non-linear transformations for two
modalities. Peng et al. [6] propose cross-media multiple deep
networks (CMDN), which jointly preserves the intra-modality
and inter-modality information to generate complementary
separate representations, and then hierarchically combines
them for improving the retrieval accuracy.
However, most of the existing works as [6], [11] only
perform model training with the cross-modal datasets. Because
training data plays a key role in the performance of DNN-
based methods, they often face the challenge of insufficient
training data, which limits the training effectiveness and easily
leads to overfitting. Some recent works take auxiliary single-
modal datasets to directly pre-train the network component
for only one modality as [26], [28]. For example, ImageNet is
adopted as an auxiliary dataset in the work of [26] to pre-train
a convolutional neural networks (CNN) model, and then the
images in cross-modal dataset are further used to fine-tune
it. However, this can be viewed as knowledge transfer only
from image to image, but not jointly to all modalities in target
domain, which leads to inadequate transfer and limits overall
retrieval accuracy.
Our MHTN is proposed for addressing the problem of
jointly transferring knowledge from a single modality to multi-
ple modalities. It can distill the modal-independent knowledge
from the single-modal large-scale dataset, and exploit it to
relieve the problem of insufficient cross-modal training data,
thus improving the accuracy of cross-modal retrieval.
B. Transfer Learning
Human can effectively exploit the learned knowledge from
known tasks to promote the learning effectiveness of a new
task, resulting in high generality and scalability. Inspired by
this, transfer leaning [12] is a natural way to relieve the
problem of insufficient labeled training data, which transfers
knowledge from source domain to guide the model training
in target domain. Generally speaking, transfer learning holds
the idea that reducing the discrepancy of different domains
can make source domain model work effectively in target
domain [17]–[19], and has achieved considerable success in
a lot of research areas. The idea of transfer learning is very
important for DNN-based methods as [29], whose performance
usually heavily relies on the scale of training data. If there is
insufficient data for a given application, transfer learning can
be used for relieving this problem as [13], [14].
However, most of the existing efforts on transfer learning
focus on single-modal application scenarios, where the source
and target domains share the same single modality (such as
Image→Image). Although there are some works that involve
heterogeneous domain adaptation [30], [31], they deal with the
problem of transferring knowledge between different feature
spaces of only one same modality. Beyond these, some works
are proposed to transfer knowledge from one modality to
another, which is still a one-to-one transfer paradigm. For
example, Tang et al. [32] propose to transfer the semantic
knowledge from texts for image classification. Zhang et al.
[33] propose an adaptation method to improve action recogni-
tion in videos by adapting knowledge conveyed from images.
Some methods as [34] propose knowledge transfer between
two domains with two modalities, where the modalities of the
two domains should be the same. Moreover, Gupta et al. [35]
propose to use a trained model of RGB image as a pre-trained
model for Depth image by knowledge distillation [36], which
assumes that the two kinds of images have one-to-one pixel
correspondences. Cao et al. [37] propose transitive hashing
network, which learns from an auxiliary cross-modal dataset
to bridge two modalities from single-modal datasets.
From the above summarization, we can see that exist-
ing works pay little attention to knowledge transfer from
single-modal source domain to cross-modal target domain.
Because cross-modal data is much more labor-consuming to
collect and label than single-modal data, it is significant to
exploit the knowledge in single-modal datasets for relieving
the problem of insufficient cross-modal training data. Our
MHTN is proposed to realize this novel transfer paradigm,
which can effectively distill modal-independent supplementary
knowledge to promote the model training for cross-modal
tasks, such as cross-modal retrieval.
III. Modal-adversarial Hybrid Transfer Network
Figure 2 shows the overall architecture of our MHTN
approach, which takes an auxiliary image dataset as the source
domain, and a cross-modal dataset with 5 modalities (text,
image, video, audio and 3D model) as the target domain
for example. In fact, MHTN can be also easily applied
to scenarios with other number of modalities, e.g., image
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Fig. 2: An overview of our Modal-adversarial Hybrid Transfer Network (MHTN).
and text. MHTN consists of two subnetworks: (1) modal-
sharing transfer subnetwork, and (2) modal-adversarial se-
mantic learning subnetwork. These two subnetworks form
an end-to-end architecture, which can be trained jointly for
generating cross-modal common representation.
The single-modal source domain is denoted as Src=
{si, ysi }mi=1 where si is the i-th image with label ysi . The cross-
modal target domain is denoted as Tar= {DI ,DT ,DA,DV ,DM},
which means the data of image, text, audio, video and 3D
model respectively. DI = {DI ,DIu }, where DI = {dIj, yIj}N
I
j=1
denotes the labeled images for training, and DIU = {dIuj }N
I
u
j=1
denotes the unlabeled images for testing, which is similar
for DT ,DA,DV , and DM . For convenience, we also use term
O = {I,T, A,V,M} to denote all modalities.
The aim of the proposed MHTN is to transfer knowledge
from Src to Tar, and train a model for generating cross-
modal common representation as R = {RI ,RT ,RA,RV ,RM} for
unlabeled data. It is noted that the dimension numbers of
instance in R for all modalities are the same, so the cross-
modal similarity can be obtained by directly computing the
distance among them.
A. Modal-sharing knowledge transfer subnetwork
Modal-sharing knowledge transfer subnetwork is proposed
to perform knowledge transfer from single-modal source do-
main to cross-modal target domain, which takes the modality
shared by both two domains as a bridge. In training stage, we
arrange the training data in Tar as cross-modal documents:
For each image dIj, we select one instance respectively from
each different modality to form a document set as Dc =
{(dIj, dTj , dAj , dVj , dMj )}N
I
j=1, where these instances are viewed with
close relevance. Instances in each cross-modal document will
be input into the network in parallel. If the dataset has pre-
defined co-existence correlation (such as Wikipedia, NUS-
WIDE-10k, and Pascal Sentences), we directly select instance
according to it. Otherwise, we randomly select instances
according to the semantic labels as on XMedia dataset.
Figure 3 shows the structure of this subnetwork, where
we only take three modalities (image, text and audio) as
examples for clarity. For image pathways of both source and
target domains, we adopt the widely-used CNN to generate
feature maps, and the two pathways are the same in the
beginning of training for consistency. For the other modalities,
we use extracted features as inputs. All the inputs will be
fed into fully-connected layers (specific representation layers)
for knowledge transfer, which is a hybrid transfer structure
composed of single-modal transfer and cross-modal transfer
parts.
1) Single-modal knowledge transfer: Single-modal knowl-
edge transfer aims to allow the knowledge to be transferred
from source domain to target domain through the bridge of
shared modality (image). We follow [13] to adopt feature
adaptation method [38] for minimizing the maximum mean
discrepancy (MMD) of images between the two domains.
We denote the distributions of images from source domain
Src= {s} and target domain DI = {dI} as a and b respectively,
and the MMD between them is mk(a, b). We adopt the squared
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formulation of MMD as follows, which is in the reproducing
kernel Hibert space (RKHS) Hk:
m2k(a, b)
∆
=
∥∥∥Ea[φ(s, θS )] − Eb[φ(dI , θI)]∥∥∥2Hk (1)
where φ is the representation from a network layer, and θS and
θI denote the network parameters for Src and DI respectively.
Ex∼a f (x) = 〈 f (x), µk(a)〉Hk for all f ∈ Hk, where µk(a) is
the mean embedding of a in Hk. We calculate the value of
m2k(Src,D
I) in the corresponding specific representation layers
(fc6-S/fc6-I and fc7-S/fc7-I) as the single-modal transfer loss:
LossS T =
l7∑
l=l6
m2k(S rc,D
I) (2)
By minimizing MMD, the model will be guided to match the
distribution of target domain, so that the knowledge in source
domain can be effectively transferred to target domain.
Besides, we also fine-tune the source image pathway itself
during the transfer process as [13] with source domain data,
which aims to provide supplementary supervision information
for target domain, as well as preserve the semantic constraints
in source domain to avoid overfitting on domain discrepancy.
We define the source domain supervision loss as follows:
LossS DS = − 1m
m∑
j=1
fso f tmax(s j, ysj, θS ) (3)
where fso f tmax(x, y, θ) is the softmax loss function as:
fso f tmax(x, y, θ) =
c∑
q=1
1 {y = q} log [ pˆ(x, q, θ)] (4)
where y denotes the label of instance x, θ contains network
parameters and c is the number of x’s all possible classes. If
y = q, 1 {y = q} equals to 1, and otherwise 0. pˆ(x, q, θ) is the
probability distribution over classes of x and can be expanded
as:
pˆ(x, q, θ) =
eθqφ(x)∑c
l=1 eθlφ(x)
(5)
By minimizing LossS T and LossS DS , the domain discrep-
ancy can be effectively reduced, and the supplementary se-
mantic information from source domain can be transferred to
target domain for guiding the network training.
2) Cross-modal knowledge transfer: The aforementioned
part of single-modal knowledge transfer aims to allow the
knowledge to be transferred between images in both two
domains, but the data in source domain also contains rich and
valuable modal-independent semantic knowledge that can be
jointly shared across different modalities. We achieve this by
cross-modal knowledge transfer, which exploits cross-modal
correlation to jointly transfer knowledge to all modalities.
Specifically, we consider the pairwise correlation between
each image and instances of other modalities as [11], [21].
Intuitively, the network outputs of pairwise data should be
similar to each other, which aims to align their representations
and achieve knowledge sharing. Each cross-modal document
in Dc can be viewed as pairs containing image and another
modality. Thus each pair can be denoted as (dIj, d
X
j ), where
X ∈ O ∧ X , I. To represent the cross-modal pairwise
discrepancy, we adopt Euclidean distance between the specific
representation layers of image and every other modality, which
leads to a star network structure. The cross-modal pairwise
discrepancy of (dIj, d
X
j ) is denoted as:
c2(dIj, d
X
j ) =
∥∥∥φ(dIj, θI) − φ(dXj , θX)∥∥∥2 (6)
where φ is the representation from a network layer, θI and θX
respectively denote the network parameters for I and X. Then
we get the cross-modal transfer loss as:
LossCT =
∑
X∈O∧X,I
l7∑
l=l6
N I∑
j=1
c2(dIj, d
X
j ) (7)
By optimizing LossCT , the cross-modal pairwise discrepancy
can be reduced to achieve cross-modal knowledge transfer.
In the overall structure of modal-sharing knowledge transfer
subnetwork, the image modality acts as a shared bridge to
link the single-modal and cross-modal transfer parts, which
forms a hybrid transfer structure. By this subnetwork, the
semantic knowledge contained in source domain can be
jointly transferred to all modalities in cross-modal target
domain. We denote the output of this subnetwork as Zc =
{(zIj, zTj , zAj , zVj , zMj )}N
I
j=1, which will be further fed into the
modal-adversarial semantic learning subnetwork.
B. Modal-adversarial Semantic Learning Subnetwork
This subnetwork is proposed to further drive the transfer
process to adapt to cross-modal retrieval task, and learn
cross-modal common representation. Although the introduced
modal-sharing knowledge transfer subnetwork has actually
performed hybrid knowledge transfer, there still exist two
problems which limit the retrieval performance: (1) It only
exploits pairwise correlation, but the high-level semantic con-
sistency is the essential property of cross-modal target domain,
which should be effectively modeled. (2) It is actually an
image-centric structure, and the process of each pathway is
inconsistent, which cannot fully extract the modal-independent
information to reduce “heterogeneity gap”.
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For addressing the above problems, we design a modal-
adversarial semantic learning subnetwork. The structure of this
subnetwork is shown in Figure 4. Zc will be fed into shared
fully-connected layers (common representation layers) to gen-
erate common representation. Then there are two loss branches
to drive the network training, namely semantic consistency
learning, and modal-adversarial consistency learning.
1) Semantic consistency learning: In this branch, we let
the cross-modal common representation be semantically dis-
criminative. Because all modalities share the same common
representation layers, the cross-modal semantic consistency
can be ensured under the guidance of supervision information
in the target domain.
To achieve this goal, we use a fully-connected layer as a
common classification layer with softmax loss function. The
semantic consistency loss is defined as follows:
LossS C = − 1N I
∑
X∈O
N I∑
j=1
fso f tmax(zXj , y j, θC) (8)
where zXj is the data of X modality in j-th cross-modal docu-
ment, y j is its semantic label, θC is the network parameter, and
fso f tmax is the softmax loss function as Eq.(4). By optimizing
LossS C , we can maximize the classification accuracy jointly
for all modalities, which preserves the semantic consistency
contained in cross-modal target domain.
2) Modal-adversarial consistency learning: Intuitively,
ideal cross-modal common representation will simultaneously
have two properties, both of which are very important for
cross-modal retrieval: (1) It is discriminative of semantics,
so the semantic consistency of different modalities can be
effectively enhanced. (2) It is indiscriminative of modalities,
so “heterogeneity gap” is effectively reduced. The aforemen-
tioned branch semantic consistency learning aims to maximize
the semantic discriminative ability, while modal-adversarial
consistency learning is proposed to minimize the cross-modal
representation difference.
This branch can be regarded as a modality discriminator
network, while the other introduced parts of MHTN before
fc10 in Figure 4 form a common representation generator
network. The modality discriminator aims to distinguish dif-
ferent modalities, while the common representation generator
reduces the cross-modal representation difference to confuse
the modality discriminator, which is an adversarial training
style.
The modality discriminator network consists of a gradient
reversal layer (grl) [17] and fully-connected layers, the last of
which is modality classification layer. The grl is an identity
transform during the forward propagation, but it multiplies
the gradients from the following layers by −λ during the
backpropagation, where λ is a positive value. In training stage,
each instance is assigned with a one-hot encoding vector
to indicate which modality it belongs to, and the modal-
adversarial consistency loss is:
LossMC = − 1N I
∑
X∈O
N I∑
j=1
fsigmoid(zXj , p(z
X
j ), θM) (9)
where p(·) denotes the label indicator, θM denotes the network
parameters, and fsigmoid(x, p, θ) is the sigmoid cross entropy
loss function following [17]:
fsigmoid(x, p, θ) = p(x) log pˆ(x, θ)
+ [1 − p(x)] log[1 − pˆ(x, θ)] (10)
where the pˆ(x, θ) is as:
pˆ(x, θ) =
eθφ(x)∑c
l=1 eθlφ(x)
(11)
Due to the existence of grl, the gradient of this part will be
reversed during the training stage. By maximizing LossMC , we
can explicitly reduce “heterogeneity gap” among modalities
and enhance the consistency of common representation.
Our MHTN is an end-to-end architecture with modal-
sharing knowledge transfer subnetwork and modal-adversarial
semantic learning subnetwork. So the two subnetworks are
trained jointly and boost each other. In testing stage, each
testing instance in Tar can be converted into predicted class
probability vector as the final common representation R for
retrieval as [5], [26] . It is noted that the testing data can be
input separately, which is unnecessary to be input in the form
of cross-modal document.
C. Optimization
As for the network optimization, because the aforemen-
tioned loss functions are calculated in different positions of
network, we should first denote the parameters of different
parts for clarity: In modal-sharing knowledge transfer subnet-
work, we denote the parameters of source domain pathway as
θS , the parameters of target domain pathway for image as θI ,
and for all the other modalities as θO′ = {θT , θA, θV , θM}. In
modal-adversarial semantic learning subnetwork, the param-
eters of modal-adversarial consistency learning part are as θM ,
and the others are as θC .
With the above notations, we can assign the parameters to
each loss function, and formally consider the loss function:
E(θS , θI , θO′ , θC , θM)
= LossS T (θS , θI) + LossS DS (θS ) + LossCT (θI , θO′ )
+ LossS C(θI , θO′ , θC) − λLossMC(θI , θO′ , θC , θM)
(12)
7where λ is a positive trade-off parameter between the positive
and negative loss functions in training stage. Our goal is to
find the parameters θS , θI , θO′ , θC , θM for getting the saddle
point of Eq.(12):
(θˆS , θˆI , θˆO′ , θˆC) = arg min
θS ,θI ,θO′ ,θC
E(θS , θI , θO′ , θC , θˆM) (13)
θˆM = arg max
θM
E(θˆS , θˆI , θˆO′ , θˆC , θM) (14)
At the saddle point, the parameters θS , θI , θO′ , θC of the
previous networks minimize Eq.(12), while the parameters θM
maximize Eq.(12), which is an adversarial training style. Based
on Eq.(13-14), we can update the parameters as follows:
θS ← θS − µ
(
∂LossS T
∂θS
+
∂LossS DS
∂θS
)
(15)
θI ← θI − µ
(
∂LossS T
∂θI
+
∂LossCT
∂θI
+
∂LossS C
∂θI
− λ∂LossMC
∂θI
) (16)
θO′ ← θO′ − µ
(
∂LossCT
∂θO′
+
∂LossS C
∂θO′
− λ∂LossMC
∂θO′
)
(17)
θC ← θC − µ
(
∂LossS C
∂θC
− λ∂LossMC
∂θC
)
(18)
θM ← θM − µ∂LossMC
∂θM
(19)
where µ denotes the learning rate. The parameter updates
of Eq.(15-19) can be realized by stochastic gradient descent
(SGD) algorithm. In this way, we can optimize these loss
functions and perform knowledge transfer from single-modal
source domain to cross-modal target domain in training stage,
so as to get effective cross-modal common representation R.
IV. Experiments
In this section, we present the experiments for verifying
the effectiveness of our proposed MHTN. The implementation
details of deep architecture are first introduced, and then we
discuss the adopted datasets, evaluation metrics and compared
methods. Next, experimental results compared with state-of-
the-art methods along with the analysis are presented. Finally,
we introduce the experiments on components of our MHTN
to show their impacts.
A. Details of the Deep Architecture
In this section, we present the details of our MHTN. The
implementation of MHTN is based on Caffe1, a widely-
used deep learning framework. It is noted that the presented
architecture is for 5 modalities, which can be easily applied to
other number of modalities by adjusting the pathway number.
1http://caffe.berkeleyvision.org
1) Modal-sharing knowledge transfer subnetwork: In the
source image pathway and target image pathway, we adopt
convolutional layers (conv1-conv5) of AlexNet [29] pre-
trained on ImageNet with Caffe Model Zoo. The input images
are first resized as 256 × 256 and then used to generate
convolutional feature maps (pool5). These convolution layers
are frozen in training stage, because they are regarded as
general layers. All the six pathways have two fully-connected
layers (specific representation layers), and all of them have
4, 096 units. The learning rates of all the fully-connected layers
are fixed to be 0.01.
The single-modal transfer loss is implemented by MMD
loss layers [13] between the source image pathway and
target image pathway, while the cross-modal transfer loss is
implemented by contrastive loss layers from Caffe. After fc8-
S layer and a softmax loss layer of source image pathway,
we can calculate LossS DS for images of source domain in
training stage. Moreover, because the magnitude of LossCT is
much larger than those of LossS T and LossS DS (about 1,000
times), we set its weight as 0.001, and those of LossS T and
LossS DS are 1. The weight decay of this subnetwork is set as
0.0005. These parameter settings can be easily adjusted in the
implementation of network.
2) Modal-adversarial semantic learning subnetwork: This
subnetwork has two fully-connected layers with 4, 096 units
(common representation layers), which are fc8 and fc9 in
Figure 4, and the learning rates are fixed to be 0.01. Then
after a fully-connected classification layer (fc10) and a softmax
layer, we can calculate LossS C for all modalities of target
domain in training stage, and get the probability vector as final
common representation in testing stage. Besides, for the part
of modal-adversarial consistency learning, there is a gradient
reversal layer [17], three fully-connected layers (fc11 and fc12
with 1,024 units, and fc13 with 5 units), and a sigmoid cross
entropy loss layer. Note that the unit number of fc13 is the
same with modality number. The learning rates of fc11-13 are
fixed as 0.001. The weight decay of this subnetwork is also
set as 0.0005. The weight of LossMC (λ) is set as 0.1 to avoid
excessive influence, while that of LossS C is 1.
B. Datasets
In our experiments, ImageNet [15] serves as the source
domain, which is from ImageNet large-scale visual recog-
nition challenge (ILSVRC) 2012. Cross-modal retrieval is
conducted on 4 widely-used datasets, namely Wikipedia, NUS-
WIDE-10k, Pascal Sentences and XMedia datasets. Note that
Wikipedia, NUS-WIDE-10k and Pascal Sentences datasets
involve 2 modalities (text and image), while there are up to 5
modalities in XMedia dataset (text, image, video, audio, and
3D model). The dataset splits of Wikipedia, NUS-WIDE-10k
and Pascal Sentences are strictly according to [6], [11], and
similar split is applied to XMedia for fair comparison. These
4 datasets are briefly introduced as follows:
Wikipedia dataset [4] is constructed from the “featured
articles” of Wikipedia, which is the most popular cross-
modal dataset for evaluation [5], [6], [11]. “Featured articles”
contain 29 classes, and the 10 most populated ones form the
8ImageTextClass
Dog
Gun
Archaeological evidence 
suggests the latest dogs could 
have diverged from wolves 
was roughly 15,000 years 
ago, although it is possible 
they diverged much earlier ...
Although handgun use often 
includes bracing with a 
second hand, the essential 
distinguishing characteristic 
of a handgun is its facility for 
one-handed operation. ...
Bird
Containing all modern birds, 
the subclass Neornithes is, due 
to the discovery of Vegavis, 
now known to have evolved 
into some basic lineages by the 
end of the Cretaceous and is 
split into two superorders ...
AudioVideo 3D Model
Fig. 5: Examples of XMedia dataset from 3 classes: dog, gun
and bird.
final dataset with 2,866 image/text pairs, where each pair
only belongs to one class. In each pair, the text is several
paragraphs as descriptions of the image. The classes are of
high-level semantics, such as art, biology, geography, history,
and warfare. The dataset is split as 3 parts following [6], [11],
where the training set has 2,173 pairs, the testing set has 462
pairs, and the validation set has 231 pairs.
NUS-WIDE-10k dataset [11] is a subset selected from a
large-scale image/tag dataset NUS-WIDE [39]. NUS-WIDE
dataset has totally 270,000 images with corresponding text
tags, categorized into 81 classes. Different from Wikipedia
dataset, in NUS-WIDE dataset the text modality refers to
tags, instead of textual descriptions as paragraphs or sentences.
NUS-WIDE-10k is constructed by randomly selecting 1,000
image/tag pairs from each of the 10 largest classes, where each
image/tag pair only belongs to one of them. The totally 10,000
pairs are randomly split into 3 parts: the training set has 8,000
pairs, the testing set has 1,000 pairs, and the validation set has
1,000 pairs. Note that the pairs in the 3 parts are all evenly
selected from the 10 classes.
Pascal Sentences dataset [40] is selected from 2008 PAS-
CAL development kit, which contains 1,000 images with cor-
responding text descriptions as 5 sentences. These image/text
pairs can be evenly classified into 20 classes. Similar split
strategy with NUS-WIDE-10k dataset is adopted for Pascal
Sentences dataset, where the training set has 800 pairs, the
testing set has 100 pairs, and the validation set has 100 pairs,
all of which are evenly from the 20 classes.
XMedia dataset [41] is the first publicly available cross-
modal dataset with up to 5 modalities (text, image, video,
audio and 3D model), for comprehensive evaluation of cross-
modal retrieval [5], [42]. There are totally 20 classes in
XMedia dataset, which are specific objects such as insect, bird,
wind, dog, and elephant. There are 250 texts, 250 images, 25
videos, 50 audio clips and 25 3D models for each class, and
the total number of instances is 12,000. Some examples of
the dataset are shown in Figure 5. Similar to other datasets,
we split XMedia dataset as 3 parts: the training set has 9,600
instances, the testing set has 1,200 instances, and the validation
set has 1,200 instances. Note that in each set, the instances are
evenly from the 5 modalities for ensuring the variety.
Although all the datasets are split into training, testing
and validation sets, it should be noted that not all compared
methods take validation set as input. Only CMDN, Corr-AE,
Bimodal AE, and Multimodal DBN actually use the validation
set as input. For the other compared methods including our
MHTN, the validation set is not used in both training and
testing stages.
C. Retrieval Tasks and Evaluation Metrics
In the experiments, bi-modal retrieval is conducted for eval-
uation, which means that the retrieval is performed between
two different modalities. For instance, on Wikipedia dataset we
retrieve the texts by image queries (denoted as Image→Text)
and vice versa, and on XMedia dataset the retrieval will be
performed between each pair of modalities. As for the retrieval
process, taking Image→Text as an example, we first obtain
the common representation for all the images and texts in
testing set with all compared methods and MHTN. Then we
select each image in testing set as the query, compute the
similarity between the query and every text in testing set by
cosine distance, and finally get the similarity ranking list.
The metric adopted for evaluating the retrieval results is
mean average precision (MAP) score, which is the mean value
of average precision (AP) scores of all queries. For each query,
the AP score can be computed as follows:
AP =
1
R
n∑
k=1
Rk
k
× relk (20)
where R denotes the number of relevant items in the testing
set, Rk is the number of relevant items in top k results in the
ranking list, and n is the total number of instances in testing
set. relk = 1 if the query and k-th result in the ranking list
belong to the same class (i.e., they are relevant), and relk = 0
otherwise. All the retrieval results will be considered for the
computation of MAP score. We also adopt precision-recall
(PR) curve for more comprehensive evaluation, which shows
the search precision at all recall levels.
D. Compared Methods and Input Settings
In the experiments, we compare our proposed MHTN
approach with totally 10 state-of-the-art methods, namely
CCA [3], CFA [21], KCCA (with Gaussian and polynomial
kernel) [43], Bimodal AE [9], Multimodal DBN [10], Corr-
AE [11], JRL [5], LGCFL [22], CMDN [6] and Deep-SM
[26]. Traditional methods include CCA, CFA, KCCA, JRL
and LGCFL, while DNN-based methods include Bimodal-
AE, Multimodal DBN, Corr-AE, CMDN and Deep-SM. It
should be noted that JRL and our proposed MHTN can jointly
learn common representation for all modalities simultaneously,
while the other compared methods can only learn common
representation for two modalities at a time.
For image, the architectures of Deep-SM and our MHTN
approach have CNNs built-in (AlexNet is adopted in the exper-
iments), so they take the original image pixels as input, while
all the other methods take extracted feature vectors as input.
So for all the methods except MHTN and Deep-SM, we use
the same AlexNet pre-trained on ImageNet which is further
9TABLE I: The MAP scores of cross-modal retrieval of our MHTN compared with state-of-the-art methods.
Dataset Task CCA CFA KCCA KCCA Bimodal Multimodal Corr-AE JRL LGCFL CMDN Deep-SM Our MHTN(Poly) (Gaussian) AE DBN
Wikipedia
Image→Text 0.176 0.330 0.230 0.357 0.301 0.204 0.373 0.408 0.416 0.409 0.458 0.514
Text→Image 0.178 0.306 0.224 0.328 0.267 0.145 0.357 0.353 0.360 0.364 0.345 0.444
Average 0.177 0.318 0.227 0.343 0.284 0.175 0.365 0.381 0.388 0.387 0.402 0.479
NUS-WIDE-10k
Image→Text 0.159 0.299 0.129 0.295 0.234 0.178 0.306 0.410 0.408 0.410 0.389 0.520
Text→Image 0.189 0.301 0.157 0.162 0.376 0.144 0.340 0.444 0.374 0.450 0.496 0.534
Average 0.174 0.300 0.143 0.229 0.305 0.161 0.323 0.427 0.391 0.430 0.443 0.527
Pascal Sentences
Image→Text 0.110 0.341 0.271 0.312 0.404 0.438 0.411 0.416 0.381 0.458 0.440 0.496
Text→Image 0.116 0.308 0.280 0.329 0.447 0.363 0.475 0.377 0.435 0.444 0.414 0.500
Average 0.113 0.325 0.276 0.321 0.426 0.401 0.443 0.397 0.408 0.451 0.427 0.498
XMedia
Image→Text 0.257 0.292 0.324 0.447 0.598 0.093 0.450 0.770 0.744 0.794 0.822 0.853
Image→Video 0.179 0.451 0.215 0.421 0.301 0.187 0.354 0.653 0.667 0.617 0.727 0.753
Image→Audio 0.159 0.375 0.115 0.342 0.111 0.111 0.141 0.472 0.110 0.376 0.696 0.730
Image→3D 0.256 0.443 0.266 0.284 0.371 0.215 0.344 0.569 0.605 0.540 0.757 0.803
Text→Image 0.341 0.283 0.340 0.590 0.642 0.120 0.437 0.800 0.804 0.805 0.807 0.843
Text→Video 0.203 0.266 0.198 0.335 0.339 0.252 0.445 0.682 0.708 0.655 0.647 0.696
Text→Audio 0.240 0.211 0.129 0.300 0.103 0.103 0.145 0.515 0.163 0.354 0.622 0.689
Text→3D 0.323 0.264 0.260 0.250 0.370 0.225 0.340 0.675 0.641 0.554 0.647 0.733
Video→Image 0.231 0.339 0.165 0.297 0.416 0.091 0.308 0.602 0.630 0.578 0.700 0.725
Video→Text 0.289 0.178 0.118 0.229 0.439 0.079 0.361 0.613 0.664 0.609 0.634 0.699
Video→Audio 0.172 0.213 0.094 0.213 0.110 0.098 0.115 0.381 0.091 0.349 0.572 0.632
Video→3D 0.276 0.258 0.120 0.258 0.277 0.104 0.263 0.474 0.493 0.516 0.603 0.659
Audio→Image 0.076 0.314 0.087 0.212 0.088 0.073 0.078 0.424 0.079 0.365 0.668 0.694
Audio→Text 0.092 0.223 0.089 0.212 0.089 0.069 0.083 0.486 0.084 0.375 0.607 0.667
Audio→Video 0.144 0.305 0.108 0.284 0.147 0.149 0.131 0.418 0.121 0.405 0.566 0.599
Audio→3D 0.173 0.235 0.145 0.204 0.156 0.137 0.148 0.430 0.116 0.424 0.574 0.614
3D→Image 0.123 0.326 0.189 0.187 0.261 0.063 0.196 0.452 0.258 0.473 0.696 0.697
3D→Text 0.195 0.203 0.160 0.151 0.283 0.063 0.243 0.619 0.309 0.518 0.649 0.678
3D→Video 0.148 0.311 0.135 0.184 0.146 0.145 0.168 0.502 0.334 0.445 0.570 0.589
3D→Audio 0.113 0.231 0.125 0.209 0.095 0.079 0.098 0.427 0.113 0.363 0.579 0.607
Average 0.200 0.286 0.169 0.280 0.267 0.123 0.242 0.548 0.387 0.506 0.657 0.698
Query Top 5 ResultsTask
Image Text
At noon on 1 August, the US 
Third Army was activated under 
the command of Lieutenant 
General George S. Patton. 
Lieutenant General Courtney 
Hodges assumed command of 
the First Army...
Text Image
Class: Biology
Class: Geography
Class: Warfare
The first attempts to regulate 
competitive ice hockey matches 
came in the late 1880s. Before 
then, teams competed in 
tournaments and infrequent 
challenge contests that prevailed 
in the Canadian sports world at 
the time...
Class: Sport
There are exceptions; many 
individuals of the larger 
species, such as the White-
headed Petrel, will skip a 
breeding season after 
successfully fledging a chick, 
and some of the smaller 
species, such as the Christmas 
Shearwaters, breed on a nine-
month schedule.
Using one of the above 
definitions, dinosaurs (aside 
from birds) can be generally 
described as terrestrial 
archosaurian reptiles with 
limbs held erect beneath the 
body, that existed from the Late 
Triassic (first appearing in the 
Carnian faunal stage)  to the 
Late Cretaceous (going extinct 
at the end of the Maastrichtian).
The Turkey Vulture is 
sometimes accused of carrying 
anthrax or hog cholera, both 
livestock diseases, on its feet or 
bill by cattle ranchers and is 
therefore occasionally 
perceived as a threat.Kirk, D. 
A., and M. J. Mossman. 1998. 
Turkey Vulture (Cathartes 
aura).
There is no evidence that 
Sumatran Rhinos defend their 
territory through fighting.  
Marking their territory is done 
by scraping soil with their feet, 
bending saplings into 
distinctive patterns, and leaving 
excrement.
During the courting season, 
males leave their home ranges 
for hilltops and ridges where 
they establish their own mating 
courts. These leks can be up to 
7 kilometres (4 mi) from a 
Kakapo's usual territory and are 
an average of 50 metres (160 
ft) apart within the lek arena.
Above the floodplain, much of 
the habitat in the watershed 
consists of mixed conifer 
forest. Trees and shrubs, 
including stands of red alder 
and cottonwood trees, cover 
about 88 percent of the middle 
reaches. Near the headwaters, 
the forests  consist mainly of 
mixed conifers and hardwoods 
with a few older Douglas-firs.
Turkey is a secular state with 
no official state religion, the 
Turkish Constitution provides 
for freedom of religion and 
conscience. According to 2009 
data on the world's Muslim 
populations, 73.6 million 
people in Turkey are Muslims 
or 98% of the total population.
As it is separated from the 
mainland by 3 miles (4.8 km) 
of water, few mammals inhabit 
the island, except those that 
traverse the ice during the 
winter months.  Coyotes have 
recently been reported.  Bats 
are the most abundant 
mammals as crossing the water 
is no obstacle for them.
Other parks in Bath include: 
Alexandra Park, which crowns 
a hill and overlooks the city; 
Parade Gardens, along the river 
front near the Abbey in the 
centre of the city; Sydney 
Gardens, known as a pleasure-
garden in the 18th century; 
Henrietta Park; Hedgemead 
Park; and Alice Park.
As of 2009, this network of 
parks and trails is still 
expanding. Metro, the regional 
government, plans to link the 
40 Mile Loop to trails along the 
Willamette River to 
Wilsonville, south of Lake 
Oswego.
Fig. 6: Some examples of retrieval results on Wikipedia
dataset, where all the top 5 retrieval results are correct.
fine-tuned with the images in each dataset to convergence, and
extract the output of 4,096 dimensions from fc7 layer as the
image features.
For text, video, audio, and 3D model, exactly the same
features are used for all compared methods and our MHTN:
For text, exactly following [6], [11], the 3,000-dimensional
BoW features are adopted for Wikipedia dataset, and the
1,000-dimensional BoW features are adopted for NUS-WIDE-
10k and Pascal Sentences datasets. On XMedia dataset we
take 3,000-dimensional BoW text features, which are the same
with Wikipedia dataset. For video, we use C3D model [44]
pre-trained on Sports1M [45] to extract the output of 4,096
dimensions from fc7 layer as the video features. For audio,
audio clips are represented by the 78-dimensional features,
which are extracted by jAudio [46] using its default setting.
For 3D model, the models are represented by the concatenated
4,700-dimensional vectors of a LightField descriptor set [47].
E. Experimental Results
Table I shows the experimental results of MAP scores of our
MHTN approach as well as state-of-the-art methods. On all
Elephants are now more 
valuable to many armies 
in failing states for their 
ivory than as transport ...
A war elephant was an 
elephant trained and 
guided by humans for 
combat. ...
In China, the use of war 
elephants was relatively 
rare compared to other 
locations. Their earliest 
recorded use took place 
as late as 554 AD ...
War elephants had tactical 
weaknesses, however, that 
enemy forces often learnt 
to exploit. Elephants had a 
tendency to panic 
themselves ...
These animals were 
smaller than the Asian 
elephants used by the 
Seleucids on the east of 
the Mediterranean region, 
particularly those from 
Syria, which stood 2.5-3.5 
meters (8–10 ft) at the 
shoulder...
Some Chinese restaurants in 
the United States serve 
"imitation dog meat", which 
is usually pulled pork, and 
purportedly flavored like 
dog meat ...
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Class: Elephant
Class: Dog
Class: Train
Class: Piano
Class: Insect
Class: Violin
3D Text
In solo violin concerts, the 
violinist is accompanied 
by percussion instruments, 
usually the tabla, the 
mridangam and the 
ghatam.
When played as a folk 
instrument, the violin is 
ordinarily referred to in 
English as a fiddle.
The body of the violin 
acts as a "sound box" to 
couple the vibration of 
strings to the 
surrounding air, making 
it audible. The 
construction of this 
sound box, ...
The violin is also 
considered a very 
expressive instrument, 
which is often felt to 
approximate the human 
voice. This may be due 
to the possibility of 
vibrato and of slight 
expressive ...
The history of the 
electric violin spans the 
entire 20th century. The 
success of electrical 
amplification, recording 
and playback devices 
brought an end to the use 
of the Stroh violin ...
Text Image
Video Text
3D Image
These are fully 
automated versions of 
the player piano 
requiring no human 
manual control in order 
to produce the illusion of 
a live musical 
performance ...
When the Wall Street 
crash came in October 
1929, the player piano 
was already in a very 
weak position, and sales 
effectively ceased. Only 
a few well-capitalized 
companies ...
modern computer software 
and MIDI software can be 
used to create piano roll 
stencils for operating 
modern-day perforating 
machines and create new 
titles...
Roll scanning has made 
significant advances in 
recent years, applying 
technology to possibly the 
most obvious yet hardest 
of all conservation and 
preservation topics, the 
replication of aging and 
disintegrating piano rolls.
To bring capital to the 
business, they sold off all 
their overseas assets, so 
the large piano factory at 
Hayes was closed and 
sold with one month's 
notice, ...
Fig. 7: Some examples of retrieval results on XMedia dataset,
where all the top 5 retrieval results are correct.
the 4 datasets, our proposed MHTN achieves the highest MAP
scores on all retrieval tasks. On Wikipedia dataset, the highest
average MAP score of compared methods is obtained by Deep-
SM, and an inspiring accuracy improvement is obtained by
MHTN from 0.402 to 0.479. Figure 6 shows some retrieval
results of our MHTN approach on Wikipedia dataset. On
NUS-WIDE-10k dataset, MHTN keeps its advantage and
achieves the highest average MAP score of 0.527. On Pascal
Sentences dataset, we can see that CMDN obtains the highest
average MAP score of compared methods, but MHTN still
achieves a clear advantage to be 0.498. On XMedia dataset,
the performance trends among compared methods differ from
the above 3 datasets. For example, the accuracy of DNN-
based methods such as Multimodal DBN, Bimodal AE and
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(a) The PR curves on Wikipedia dataset.
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(b) The PR curves on NUS-WIDE-10k dataset.
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MHTN
Deep-SM
CMDN
JRL
Bimodal AE
LGCFL
Corr-AE
KCCA(Gaussian)
KCCA(Poly)
Multimodal DBN
CFA
CCA
(c) The PR curves on Pascal Sentences dataset.
Fig. 8: The PR curves on Wikipedia, NUS-WIDE-10k and
Pascal Sentences datasets.
Corr-AE is clearly lower than traditional methods such as
LGCFL and JRL. The reason is that these methods are mainly
based on pairwise correlation, but the numbers of instances
for some modalities are small such as totally 500 3D models,
which makes it hard to capture the semantic consistency
only by pairwise correlation. However, our proposed MHTN
remains the best accuracy, which shows its effectiveness and
generality. Figure 7 shows some retrieval results of our MHTN
method on XMedia dataset. Figure 8 shows the PR curves of
all retrieval tasks on Wikipedia, NUS-WIDE-10k and Pascal
Sentences datasets, where our proposed MHTN keeps the
highest precisions at all recall levels.
For fair comparison, all the compared methods except Deep-
SM take CNN image features extracted from AlexNet pre-
trained on ImageNet and fine-tuned with the images in the
target domain, and Deep-SM takes the fine-tuned AlexNet
as its component for image. In fact, this can be seen as
straight-forward single-modal knowledge transfer from images
in source domain only to images in cross-modal target domain.
However, in this way, the knowledge transfer across different
modalities is not jointly involved, which results in inadequate
transfer and limited accuracy. Our proposed MHTN achieves
a clear advantage on all datasets. On the one hand, it can
jointly transfer knowledge from a single modality in source
domain to multiple modalities in cross-modal target domain,
which can distill the modal-independent knowledge to enrich
training information and avoid overfitting. On the other hand,
the modal-adversarial training strategy can ensure the cross-
modal semantic consistency in the hybrid transfer process, and
further improve the accuracy of retrieval.
F. Impacts of Components in Our MHTN
Because MHTN consists of multiple components, we further
conduct experiments for evaluating the impacts of them. All
of the experimental results are shown in Table II, which are
introduced and analyzed as follows:
• The impact of source image pathway. The source image
path way (the top pathway in Figure 2) is a key compo-
nent of hybrid transfer learning, which acts as the source
for knowledge transfer. In Table II, MHTN (NoSource)
means that we remove the source image pathway, and
the other components remain the same. MHTN (Full)
means the complete MHTN. By comparing the results
of MHTN (NoSource) and MHTN (Full) in Table II, we
can see that the source image pathway stably improves the
retrieval accuracy. This is because single-modal datasets
contain not only modal-specific information, but also
rich modal-independent semantic knowledge that can be
jointly shared across different modalities, which can pro-
vide considerable supplementary information for cross-
modal retrieval.
• The impact of modal-adversarial semantic learning
subnetwork. Modal-adversarial semantic learning sub-
network is designed to make the process of knowledge
transfer further adapted to cross-modal retrieval task.
In Table II, MHTN (NoSLnet) means that we remove
the modal-adversarial semantic learning subnetwork, and
directly train a classifier (as fc10 and softmax layer in
Figure 4 ) with the specific representation of each modal-
ity, which generates probability vectors for retrieval. By
comparing MHTN (NoSLnet) and MHTN (Full) in Table
II. We can see that MHTN (Full) achieves higher results
on all 4 datasets, which shows that this subnetwork can
preserve the inherent cross-modal semantic consistency
in target domain and improve the retrieval accuracy.
• The impact of modal-adversarial training strategy.
Modal-adversarial training strategy is used to explicitly
reduce “heterogeneity gap”. In Table II, MHTN (NoAd-
ver) means that we remove the modal-adversarial con-
sistency learning part, which is exactly the same with
with our previous conference paper [20] on Wikipedia,
NUS-WIDE-10k and Pascal Sentences datasets. By com-
paring MHTN (NoAdver) and MHTN (Full), we can
see the modal-adversarial improves the retrieval accuracy
by making the common representation discriminative
for semantics but indiscriminative for modalities, which
effectively enhance the cross-modal semantic consistency.
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TABLE II: The MAP scores of experiments to show the impacts of MHTN’s components.
Dataset Task MHTN MHTN MHTN MHTN MHTN MHTN(NoSource) (NoSLnet) (NoAdver) (NoSDS) (Full) (VGG19)
Wikipedia
Image→Text 0.478 0.483 0.508 0.494 0.514 0.541
Text→Image 0.414 0.422 0.432 0.420 0.444 0.461
Average 0.446 0.453 0.470 0.457 0.479 0.501
NUS-WIDE-10k
Image→Text 0.489 0.488 0.518 0.498 0.520 0.552
Text→Image 0.515 0.442 0.516 0.518 0.534 0.541
Average 0.502 0.465 0.517 0.508 0.527 0.547
Pascal Sentences
Image→Text 0.449 0.446 0.467 0.473 0.496 0.572
Text→Image 0.464 0.467 0.477 0.493 0.500 0.561
Average 0.457 0.457 0.472 0.483 0.498 0.567
XMedia
Image→Text 0.820 0.836 0.853 0.835 0.853 0.892
Image→Video 0.726 0.741 0.741 0.723 0.753 0.781
Image→Audio 0.727 0.686 0.753 0.719 0.730 0.751
Image→3D 0.765 0.748 0.717 0.773 0.803 0.802
Text→Image 0.813 0.823 0.838 0.821 0.843 0.880
Text→Video 0.667 0.670 0.691 0.670 0.696 0.734
Text→Audio 0.666 0.626 0.694 0.671 0.689 0.692
Text→3D 0.681 0.669 0.659 0.712 0.733 0.717
Video→Image 0.675 0.705 0.711 0.708 0.725 0.742
Video→Text 0.623 0.654 0.688 0.673 0.699 0.704
Video→Audio 0.578 0.550 0.622 0.613 0.632 0.609
Video→3D 0.591 0.615 0.602 0.636 0.659 0.628
Audio→Image 0.691 0.698 0.692 0.712 0.694 0.726
Audio→Text 0.645 0.643 0.667 0.675 0.667 0.685
Audio→Video 0.584 0.587 0.593 0.597 0.599 0.618
Audio→3D 0.596 0.570 0.577 0.596 0.614 0.607
3D→Image 0.684 0.690 0.671 0.661 0.697 0.746
3D→Text 0.648 0.646 0.654 0.648 0.678 0.716
3D→Video 0.535 0.561 0.559 0.548 0.589 0.607
3D→Audio 0.603 0.548 0.601 0.571 0.607 0.623
Average 0.666 0.663 0.679 0.678 0.698 0.713
• The impact of source domain supervision loss. Because
the classes of source domain and target domain are dif-
ferent, this experiment aims to verify if the fine-tuning of
source image pathway can improve the retrieval accuracy.
In Table II, MHTN (NoSDS) means that we remove the
source domain supervision loss (LossS DS ). By comparing
MHTN (NoSDS) and MHTN (Full), we can see that
although the classes are different of the two domains, the
supervision information in source domain still contains
general knowledge, which can be shared by cross-modal
target domain and improve retrieval accuracy.
• The impact of different CNN structures. We further
conduct an experiment where the AlexNex in source
image pathway and target image pathway are replaced
by VGG19 [48], which is denoted as MHTN (VGG19)
in Table II. Except the difference of CNN structure,
the other components keep the same. It can be seen
that VGG19 can improve the overall retrieval accuracy
on 4 datasets, especially on Pascal Sentences dataset.
Note that on XMedia dataset, we only modify the image
pathways, but most retrieval tasks even without image
(such as Text→Video and 3D→Text) can also benefit a
lot. It shows the effectiveness and generality of MHTN
for transferring knowledge to all modalities.
V. Conclusion
This paper has proposed modal-adversarial hybrid transfer
network (MHTN), which aims to transfer knowledge from
single-modal source domain to cross-modal target domain
for promoting cross-modal retrieval. It is an end-to-end ar-
chitecture with two subnetworks: Modal-sharing knowledge
transfer subnetwork is proposed to jointly transfer knowledge
from a large-scale single-modal dataset in source domain to
all modalities in target domain with a star network structure,
which distills modal-independent supplementary knowledge
for promoting cross-modal common representation learning.
Modal-adversarial semantic learning subnetwork is proposed
to construct an adversarial training mechanism between com-
mon representation generator and modality discriminator, mak-
ing the common representation discriminative for semantics
but indiscriminative for modalities to enhance cross-modal
semantic consistency during transfer process. Comprehensive
experiments on 4 datasets show the effectiveness and gener-
ality of MHTN, including challenging XMedia dataset with 5
modalities (text, image, video, audio, and 3D model).
In the future, we intend to improve the work in the following
two aspects: First, we will apply the architecture of MHTN to
other applications involving cross-modal data such as image
caption. Second, we will attempt to address the problem of
hybrid knowledge transfer under unsupervised setting, which
aims to bring stronger flexibility to MHTN.
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