Standard interior-point algorithms usually show a poor performance when applied to multicommodity network flows problems. A recent specialized interior-point algorithm for linear multicommodity network flows overcame this drawback, and was able to efficiently solve large and difficult instances. In this work we perform a computational evaluation of an extension of that specialized algorithm for multicommodity problems with convex and separable quadratic objective functions. As in the linear case, the specialized method for convex separable quadratic problems is based on the solution of the positive definite system that appears at each interior-point iteration through a scheme that combines direct (Cholesky) and iterative (preconditioned conjugate gradient) solvers. The preconditioner considered for linear problems, which was instrumental in the performance of the method, has shown to be even more efficient for quadratic problems. The specialized interior-point algorithm is compared with the general barrier solver of CPLEX 6.5, and with the specialized codes PPRN and ACCPM, using a set of convex separable quadratic multicommodity instances of up to 500000 variables and 180000 constraints. The specialized interior-point method was, in average, about 10 times and two orders of magnitude faster than the CPLEX 6.5 barrier solver and the other two codes, respectively.
Introduction
Multicommodity flows are widely used as a modeling tool in many fields as, e.g., in telecommunications and transportation problems. The multicommodity network flow problem is a generalization of the minimum cost network flow one where k different items-the commodities-have to be routed from a set of supply nodes to a set of demand nodes using the same underlying network. This kind of models are usually very large and difficult linear programming problems, and there is a wide literature about specialized approaches for their efficient solution. However most of them only deal with the linear objective function case. In this work we consider a specialized interior-point algorithm for multicommodity network flow problems with convex and separable quadratic objective functions. The algorithm has been able to solve large and difficult quadratic multicommodity problems in a fraction of the time required by alternative solvers.
In the last years there has been a significant amount of research in the field of multicommodity flows, mainly for linear problems. The new solution strategies can be classified into four main categories: simplex-based methods [6, 15] , decomposition methods [10, 12] , approximation methods [13] , and interiorpoint methods [4, 12] . Some of these algorithms were compared in [7] for linear problems.
The available literature for nonlinear multicommodity flows is not so extensive. For instance, of the above approaches, only the codes of [6] and [12] (named PPRN -nonlinear primal partitioning-and ACCPM-analytic center cutting plane method-, respectively) were extended to nonlinear (possibly non-quadratic) objective functions. In this work we compared the specialized interior-point algorithm with those two codes using a set of large-scale quadratic multicommodity problems. The specialized interior-point algorithm turned out to be the most efficient strategy for all the instances. A description and empirical evaluation of additional nonlinear multicommodity algorithms can be found in the survey [14] .
The specialized-interior point method presented here is an extension for convex and separable quadratic objective functions of the algorithm introduced in [4] for linear multicommodity flows. The solution strategy suggested for linear problems (i.e., solving the positive definite system at each interior-point iteration through a scheme that combines direct and iterative solvers) can also be applied to convex and separable quadratic multicommodity problems. Moreover, as it will be shown in the computational results, this solution strategy turned out to be even more efficient for quadratic than for linear problems.
Up to now most applications of multicommodity flows models dealt with linear objective functions. Quadratic multicommodity problems are not usually recognized as a modeling tool, mainly due to the lack of an efficient solver for them. The specialized interior-point method can help to fill this void. The efficient solution of large and difficult quadratic multicommodity problems would open new modeling perspectives (e.g., they could be used in network design algorithms [9] ).
The structure of the document is as follows. In Section 2 we formulate the quadratic multicommodity flow problem. In Section 3 we sketch the specialized interior-point algorithm for multicommodity flow problems, and show that it can also be applied to the quadratic case. Finally in Section 4 we perform an empirical evaluation of the algorithm using a set of large-scale quadratic multicommodity flow instances, and three alternative solvers (i.e., CPLEX 6.5, PPRN and ACCPM).
The quadratic multicommodity flow problem
Given a network of m nodes, n arcs and k commodities, the quadratic multicommodity network flow problem can be formulated as
. .
Vectors x i ∈ IR n , i = 1 . . . k, are the flows for each commodity, while x 0 ∈ IR n are the slacks of the mutual capacity constraints. N ∈ IR m×n is the node-arc incidence matrix of the underlying network, and 1l denotes the n × n identity matrix. c i ∈ IR n are the arc linear costs for each commodity and for the slacks. u i ∈ IR n and u ∈ IR n are respectively the individual capacities for each commodity and the mutual capacity for all the commodities. b i ∈ IR m are the supply/demand vectors at the nodes of the network for each commodity. Finally Q i ∈ IR n×n are the arc quadratic costs for each commodity and for the slacks. We will restrict to the case where Q i is a positive semidefinite diagonal matrix, thus having a convex and separable quadratic objective function. Note that (1) is a quadratic problem withm = km + n constraints andñ = (k + 1)n variables.
Most of the applications of multicommodity flows in the literature only involve linear costs. However, quadratic costs can be useful in the following situations:
• Adding a quadratic penalty term to the occupation of a line in a transmission/transportation network. In this case we would set Q i = 1l, i = 1 . . . k. This would penalize saturation of lines, guaranteeing a reserve capacity to redistribute the current pattern of flows when line failures occur.
• Replacing a convex and separable nonlinear function by its quadratic approximation.
• Finding the closest pattern of flows x to the currently usedx, when changes in capacities/demands are performed. In this case the quadratic term would be (
• Solution of the subproblems in an augmented Lagrangian relaxation scheme for the network design problem [9, 11] 3 The specialized interior-point algorithm
The multicommodity problem (1) is a quadratic program that can be written in standard form as
where x, s, u ∈ IRñ, Q ∈ IRñ ×ñ and b ∈ IRm. The dual of (2) is
where y ∈ IRm and z, w ∈ IRñ. For problem (1), matrix Q is made of k + 1 diagonal blocks; blocks Q i , i = 1 . . . k, are related to the flows for each commodity, while Q 0 are the quadratic costs of the mutual capacity slacks. The solution of (2) and (3) by an interior-point algorithm is obtained through the following system of nonlinear equations (see [18] for details)
where e is a vector of 1's of appropriate dimension, and matrices X, Z, S, W are diagonal matrices made from vectors x, z, s, w. The set of unique solutions of (4) for each µ value is known as the central path, and when µ → 0 these solutions superlinearly converge to those of (2) and (3) [18] . System (4) is usually solved by a damped version of Newton's method, reducing the µ parameter at each iteration. This procedure is known as the path-following algorithm [18] . Figure  1 shows the main steps of the path-following algorithm for quadratic problems.
The specialized interior-point algorithm introduced in [4] for linear multicommodity problems exploited the constraints matrix structure of the problem for solving (AΘA T )∆y =b (line 5 of Figure 1 ), which is by far the most computationally expensive step. Considering the structure of A in (1) and accordingly partitioning the diagonal matrix Θ defined in line 3 of Figure 1 , we obtain
where
Note that the only difference between the linear and quadratic case is term Q i of Θ i . Moreover, as we are assuming that Q i is a diagonal matrix, Θ i can be easily computed. Using (5), and appropriately partitioning ∆y andb, we can write (AΘA 
By block multiplication, we can reduce (6) to
System (8) (5), is solved by a preconditioned conjugate gradient (PCG) method. A good preconditioner is instrumental for the performance of the method. In [4] it was proved that if
• D is positive semidefinite, an
then the inverse of the Schur complement can be computed as
The preconditioner is thus obtained by truncating the infinite power series (9) at some term h (in practice h = 0 or h = 1; all the computational results in this work have been obtained with h = 0). Since
D q and D l denoting the D matrix for a quadratic and linear problem respectively, it is clear that for quadratic multicommodity problems the above two conditions are also guaranteed, and then the same preconditioner can also be applied. Moreover, since we are assuming diagonal Q i matrices, for h = 0 the preconditioner is equal to H −1 = D −1 , which is also diagonal, as for linear multicommodity problems. This is instrumental in the overall performance of the algorithm. More details about this solution strategy can be found in [4] .
The effectiveness of the preconditioner is governed by the spectral radius of
, which is always in [0, 1). The farthest from 1, the better the preconditioner. According to the computational results obtained, this value seems to be less for quadratic problems than for the equivalent linear problems without the quadratic term, since fewer conjugate gradient iterations are performed for solving (7) . Moreover, the number of interior-point iterations also decreases in some instances. This can be observed in Figures 2, 3 and 4 . Figures  2 and 3 show the overall number of PCG and IP iterations for the linear and quadratic versions of the Mnetgen problems in Table 1 of Section 4. Both versions only differ in the Q matrix. Clearly, for the quadratic problems fewer IP and PCG iterations are performed. The number of PCG iterations per IP iteration has also been observed to decrease for quadratic problems. For instance, Figure 4 shows the number of PCG iterations per IP iteration for the linear and quadratic versions of problem PDS20 in Table 2 of Section 4. We chose this instance because it can be considered a good representative of the general behavior observed and, in addition, the number of IP iterations is similar for the linear and quadratic problems. A better understanding of the relationship between the spectral radius of D −1 (C T B −1 C)) for the linear and quadratic problems is part of the further work to be done. 
Computational results
The specialized algorithm of the previous section was tested using two sets of quadratic multicommodity instances. As far as we know, there is no standard set of quadratic multicommodity problems. Thus we developed a meta-generator 
in an attempt to guarantee that linear and quadratic terms are of the same order. We applied our meta-generator to two sets of linear multicommodity instances obtained with the well-known Mnetgen [1] and PDS [3] generators. Tables 1 and 2 show the dimensions of the instances. Columns "m", "n", and "k" give the number of nodes, arcs and commodities of the network. Columns 'ñ" and "m" give the number of variables and constraints of the quadratic problem. The Mnetgen and PDS generators can be downloaded from http://www.di.unipi.it/di/groups/optimize/Data/MMCF.html.
We solved both sets with an implementation of the specialized interior-point algorithm, referred to as IPM [4] , and with CPLEX 6.5 [8] , a state-of-the-art interior-point code for quadratic problems. The IPM code, as well as a parallel version [5] , can be downloaded for research purposes from http://www-eio.upc.es/~jcastro. For each instance, Tables 3 and 4 give the CPU time in seconds required by IPM and CPLEX 6.5 (columns "CPU"), the number of interior-point iterations performed by IPM and CPLEX 6.5 (columns "n.it."), and the relative error
of the solution obtained with IPM (assuming CPLEX 6.5 provides the exact optimum). Executions were carried out on a Sun Ultra2 2200 workstation with 200MHz, 1Gb of main memory, and ≈45 Linpack Mflops.
Figures 5-8 summarize the information of Tables 3 and 4 . Figures 5 and 6 show respectively the ratio between the CPU times of CPLEX 6.5 and IPM, and the number of interior-point iterations performed by CPLEX 6.5 and IPM, with respect to the dimension of the problem (i.e., number of variables), for the Mnetgen instances. The same information is shown in Figures 7 and 8 for the PDS problems. From Figures 5 and 7 , IPM was in all the cases more efficient than CPLEX 6.5 (the ratio time was always greater than 1.0). For some Mnetgen and PDS instances IPM was about 20 and 5 times faster, respectively. It is important to note that IPM makes use of standard Cholesky routines [16] , whereas CPLEX 6.5 includes a highly tuned and optimized factorization code [2] . Therefore, in principle, the performance of IPM could even be improved. Looking at Figures  6 and 8 it can be seen that IPM performed many more interior-point iterations than CPLEX 6.5. This is because, unlike CPLEX 6.5, the current version of IPM does not implement Mehrotra's predictor-corrector heuristic. In [4] it was shown that Mehrotra's heuristic was not appropriate for linear multicommodity problems. However, for quadratic problems, and because of the good behavior of the preconditioner, it could be an efficient option. Adding Mehrotra's strategy to IPM is part of the additional tasks to be performed. Finally, we compared IPM and CPLEX 6.5 with PPRN [6] and with an implementation of the ACCPM [12] that we developed using the standard ACCPM library distribution [17] . For this purpose we chose some of the smallest Mnetgen and PDS instances, whose dimensions are shown in Tables 5 and 6 (columns m, n, k,m andñ, with the same meaning as before). These Tables also give the execution time in seconds (columns "CPU") for each solver. Clearly, CPLEX 6.5 and IPM outperformed both PPRN and ACCPM. Moreover, PPRN and ACCPM seemed not to be competitive approaches for quadratic multicommod-ity flows. (On the other hand, unlike CPLEX 6.5 and IPM, they can deal with nonlinear objective functions.) 
Conclusions and future tasks
From the computational experience reported, it can be stated that the specialized interior-point algorithm is a promising approach for separable quadratic multicommodity problems. Among the future tasks to be performed we find a deep study of the behavior of the spectral radius of D −1 (C T B −1 C), the addition of Mehrotra's predictor-corrector method, and using the algorithm in a network design framework.
