This work demonstrates that quantum diffractive collisions are governed by a universal law characterized by a single parameter that can be determined experimentally. Specifically, we determine a quantitative form of the universal, cumulative energy distribution transferred to initially stationary sensor particles by quantum diffractive collisions. The characteristic energy scale corresponds to the localization length associated with the collision-induced quantum measurement, and the shape of the universal function is determined only by the analytic form of the interaction potential at long range. Using cold 87 Rb sensor atoms confined in a magnetic trap, we observe experimentally p QDU6 , the universal function specific to van der Waals collisions, and use it to realize a self-defining particle pressure sensor that can be used for any ambient gas. This provides the first primary and quantum definition of the Pascal, applicable to any species and therefore represents a fundamental advance for vacuum and pressure metrology. The quantum pressure standard realized here is compared with a state-of-the-art orifice flow standard transferred by an ionization gauge calibrated for N 2 . The pressure measurements agree at the 0.5% level.
I. INTRODUCTION
There are many applications in physics that use the outcome of collisions of microscopic particles (sub-atomic particles, atoms or molecules) as a parameter to model complex physical behavior. However, microscopic collisions are generally system-specific and depend on the collision details such as the total angular momentum, the quantum states of the collision partners and the collision energy. In certain limits, it is possible to obtain universal functions that describe the physics of microscopic collisions by a few parameters. For example, the cross section for insertion chemical reactions of molecules at ultra-cold temperatures is a universal function of the scattering length [1] [2] [3] . Finding such universal functions for different regimes of collision physics is necessary for applications bridging microscopic collisions with macroscopic phenomena.
In this work, we report a form of collision universality that occurs at ambient temperatures. We demonstrate, both theoretically and experimentally, that the low energy behaviour of the cumulative energy distribution imparted to an initially stationary sensor particle embedded in a gas at thermal equilibrium is described by a universal function that depends only on (i) the analytic form of the interaction potential at long-range and (ii) the quantum diffraction energy, U d ≡ 4π 2 mtσ [4] . Here m t is the mass of the sensor particle andσ is the thermally-averaged total collision cross section, including contributions from both elastic and inelastic scattering. We further demonstrate thatσ is independent of the short range interaction between the colliding particles with van der Waals long-range interactions.
It is well known that collisions resulting in small momentum transfer are dominated by quantum diffractive scattering [4, 5] . Such collisions occur with small scattering angles θ → 0 and are predominantly determined by the long-range part of the interaction potential (see, for example, the discussion in Ref. [6] ). They are expected to be independent of the short-range interactions between the colliding particles. A qualitative relationship between the long-range interaction parameters and the scattering amplitude (i.e. differential cross section) can be established by an analysis based on the Born approximation [6] ; however, the resulting predictions cannot be used for the quantitative characterization of quantum diffractive scattering observables. In the present work we analyze, by numerical calculations and experimental measurements, the dependence of quantum diffractive collisions on the long-range interactions and find a universal function for the cumulative energy distribution imparted to an initially stationary sensor particle, p QDU6 . This function is parametrized by a single, physical parameter, U d , and through it byσ. We show that, given the universal function, U d and, consequently,σ, can be extracted from the measurement of the energy dependence of the thermally averaged, collisional energy exchange, without any input from theoretical calculations. This is important because it is generally difficult, or even impossible, to computeσ for complex molecular species with high precision using quantum scattering theory.
Quantum diffraction universality (QDU) can be observed using a momentum or energy spectrometer provided one of the collision partners (the sensor particle) has a well-known initial energy distribution allowing the detection of the exceedingly low energy transferred.
In this work, we observe QDU using laser-cooled 87 Rb sensor atoms that are prepared in a magnetic trap with an average energy (< 0.5 mK) well below the characteristic quantum diffractive energy (U d ∼ 10 mK) for van der Waals interactions. By measuring the trap loss rate as a function of trap depth, determined by the cumulative energy distribution after a collision, we observe the universal law specific to van der Waals interactions for a variety of atomic and molecular collision partners at room temperature. These measurements provide a direct probe of the thermally averaged, total cross-section.
Using the universal function for van der Waals interactions, we demonstrate a self-defining flux sensor that provides a measurement-based, quantum mechanical definition of the Pascal applicable to any atomic or molecular species. Specifically, the total cross section and density of the impinging particles can be found from a measurement of trap loss as a function of trap depth, described by p QDU6 . This new pressure standard and the underlying theory of QDU is validated by measurements with N 2 . Following the conventional pressure standards comparison methodology, pressure readings from the quantum standard were compared to and found to agree with a those of a NIST-calibrated ionization gauge (IG) to within 0.5% [37] .
II. QDU-BASED METROLOGY
Vacuum measurement plays a central role in a wide range of scientific and industrial applications including residual gas analysis, semi-conductor device manufacture, and atmospheric modeling. Until now, there has been no primary pressure standard for the high (HV) and ultra-high vacuum (UHV) regime (< 10 −7 Pa). Moreover, ionization-based gauges, used ubiquitously for measurements in this range, are plagued by well-known limitations. These include (i) the need to calibrate each gauge for each gas of interest, (ii) the loss of calibration due to device aging and exposure to gases [7] , and (iii) their limitation to non-reactive species to avoid device contamination and subsequent measurement error. Calibration loss is especially severe for residual gas analyzers (another ionization-based detector) rendering non-in situ calibration efforts futile [38] . The reliance on ionization gauges for metrology is equivalent to measuring distances with a meter stick whose length changes with use in an unpredictable way and whose scale is unknown for most objects being measured. In addition, current state-of-the-art pressure standards are not primary, challenging to operate in the UHV, and fundamentally limited to measurements of inert gas only.
QDU eliminates all of these limitations by enabling the creation of a self-calibrating atomic sensor immune to sensor degradation and applicable to any species, overcoming a long standing and fundamental limitation of existing secondary pressure standards and of ionization based gauges. Because it provides a true value for the measurement of particle flux or density and is based on immutable and fundamental atomic and molecular constants, the QDU sensor fits within the Quantum SI standards paradigm [8, 9] . It provides a quantum definition of the Pascal that can be connected to all other pressure regimes using transfer standards such as spinning rotor gauges and ionization gauges.
The demonstration of QDU in the present work is a key development for atom-based pressure sensors. To date, some steps to realize our original proposal [10, 11] have been made. For example, magneto-optical traps (MOTs) have been used to perform vacuum measurements [5, [12] [13] [14] [15] . However, the accuracy of these measurements remains an open question because of complications including the non-negligible intra-trap two body collisions in a MOT, the large and unknown depths of the MOTs used, and the presence of both ground and excited electronic state atoms in the trapped ensembles. Losses from optical dipole traps (ODT) have also been used to determine the density of a gas introduced into a vacuum [16, 17] . In that work, estimates of the collision cross sections were made using the Landau-Lifshitz-Schiff approximation and pressure determinations of N 2 were within a factor of 2 of those made by an ionization gauge. More recently, researchers at NIST have estimated that they will achieve absolute pressure measurements with an uncertainty of 5% using a combination of trap loss measurements and ab initio calculations of cross-sections for the Li + H 2 system. They proposed to extend this primary SI traceability to other species using a dynamics gas expansion system [18] [19] [20] . While systematic, this approach is limited to measurements of inert gases only. Most notably, all prior work has relied on unverified estimates of the collision cross sections because the required data or theory of the complete interaction potentials is unavailable. QDU eliminates any reliance on previous measurements of collision parameters or theory for the interaction potentials by providing an empirical measure of the total cross section. In this work we show that it provides a pressure determination at the level of 1% and is applicable for any atomic or molecular species.
III. THEORETICAL PREDICTIONS
In this work, we use the trap loss rate of cold atoms induced by exposure to a roomtemperature gas to observe QDU. The trapped sensor particle collision rate is Γ tot = n σ tot v , where n is the density of impinging test gas particles and σ tot v is the total collision rate coefficient. The brackets indicate an average over the Maxwell-Boltzmann (MB) speed distribution of the test gas particles. Not every collision will induce loss from a trap of finite depth U [5, 12] , and we define p QDU6 as the probability that the sensor atom remains in the trap after the collision. As U → 0, p QDU6 → 0 and the loss rate approaches the total collision rate. Thus, we expand the loss rate for small U in powers of the scaled trap depth
with
where σ loss v is the velocity averaged collision loss rate coefficient, and U d is the characteristic quantum diffraction energy. One of the key results of this work is the theoretical and experimental demonstration that p QDU6 is a universal function with coefficients, β j , that are independent of the short range details of the potential, independent of the strength of the van der Waals interaction (i.e. the value for C 6 ), and independent of the masses of the trapped and incident particles. Because p QDU6 is expected to be a universal function and U d is the only system-dependent parameter, consequently, U d must also be independent of the short-range interactions between the collision partners. 
A. Relation between quantum diffraction energy and collision cross section
In previous work considering predominantly elastic scattering [4] , the characteristic quantum diffraction energy U d was defined as U d ≡ 4π 2 mtσ , where m t is the mass of the trapped atom and σ is the collision cross section. The relationship between the collision cross section and U d is dictated by the uncertainty principle and is a consequence of the collision-induced sensor particle localization: a collision between two particles necessarily localizes the partners in real space toσ. Complementarity requires that this position localization of the sensor particle, ∆x ∼ √σ , results in a momentum distribution of characteristic minimum width ∆p ∼ / √σ . Therefore, the observation of the distribution of momenta imparted to the sensor particles (which we achieve by observing the trap loss probability versus trap depth revealing the sensor particle cumulative energy distribution post-collision) provides a direct probe ofσ. Because particles are expelled from the trap by both elastic and inelastic collisions that impart energy exceeding the trap depth,σ is the total collision cross section including the elastic and inelastic scattering contributions. For collisions induced by a gas at thermal equilibrium, the quantum diffractive energy, U d takes the form,
whereσ = σ tot is a thermally-averaged total collision cross section.
In the present work, we observe the trap loss rate due to a thermal ensemble of particles impinging on the trapped atoms. Thus, the quantity of interest is the thermally-averaged collision rate coefficient, σ tot v . Therefore, we defineσ in Eq. scaled by this characteristic width depends on the long-range potential shape, and different analytic forms (e.g. C n /r n with n > 3) lead to distinct universal functions constituting different universality classes.
B. Numerical results
In prior work on pressure broadening spectroscopy, evidence was found that the coherence kernel width, due to quantum diffractive collisions, is independent of the ratio of the perturber to active-atom mass and depends on the active-atom mass and elastic collision cross section [21, 22] . Our work explores this further by (i) demonstrating the universality of both the thermally-averaged, total and loss cross sections and (ii) by providing the universal function that links the two. To illustrate why the total cross section is universal, consider Fig. 1 (a) which shows the total cross section as a function of collision energy. The three curves were computed using the time-independent coupled channel (CC) approach (described in Appendix B and in [23, 24] ) for an atom-diatomic molecule collision for three different potential energy surfaces (PES). Each PES, shown at a 90 • Jacobi angle of approach in the inset, has the same long range van der Waals potential but radically different short range core potentials, differing in depth by more than a factor of 10 4 . The cross sections exhibit core-dependent oscillations super-imposed on a trend defined by the long-range part of the potential [39] . The oscillations arise from the velocity dependent glory phase shift and therefore the locations of the maxima and minima are dependent on the short range physics [6] . The effect of thermal averaging is clear: While an accurate prediction of the collision rate for a given velocity requires detailed knowledge of the core potential, averaging the cross section over one or more oscillations removes the core-dependent effects. In particular, for the 3 different PESs, we find σ tot v = [0.361, 0.361, 0.363] × 10 −8 cm 3 /s for the dark solid, dotted, and dashed PESs respectively. Because all three PESs have identical long range character the thermally averaged total cross-sections are identical (differing by much less than 1%) although the short range physics of the interactions and the corresponding inelastic collision rates are radically different.
The shape of p QDU6 and corresponding loss cross section for small U is independent of the short range part of the potential because inelastic and small impact parameter elastic collisions that probe the core always lead to large energy transfer and loss for shallow traps.
Thus, the loss rate departs from the total collision rate due only to quantum diffractive collisions. This departure is a direct measure of the low-angle scattering cross section which is expected to be independent of the short range potential [6] . Fig. 1(b) shows the crosssection versus total angular momentum, J, for the three PESs at a collision energy of 300 cm −1 . The curves exhibit the same universal shape, independent of the core potential above J = 125 . The scattering angles of such collisions are tiny (< 1 mrad for U = 1 mK and a collision energy of 300 cm −1 [40] ) where the differential cross section, shown in the inset of Fig. 1(b) , is dominated by large impact parameter elastic scattering, more than a 1000 times larger than inelastic scattering (arising primarily from low J collisions) below 10 mrad. 
where is the depth of the potential well and r 0 = (C 12 /C 6 ) 1/6 is the range of the core repulsion.
The C 6 values are from Ref. [25] , and the potential depth was fixed at = 50 cm −1 . The normalized loss rate coefficients, σ loss v / σ tot v , versus U/U d , are shown in Fig. 2(b) . All the results collapse to the universal curve, (1 − p QDU6 ), with coefficients given in the first Table I . The inset shows the residuals for each calculation from the universal curve, and all are below 0.1% for trap depths up to U = 2.2 mK (the range of our measurements). A schematic of the quantum measurement produced by a glancing collision is shown in (c). Initially, the cold sensor atom has an large position uncertainty, and the collision localizes it to a small region of sizeσ. This results in a broadened momentum distribution and a non-zero probability that the sensor particle escapes the trapping potential. The shape of the loss rate curve in (b) is tied to the momentum distribution post collision. Prior work, which is eloquently presented and summarized in Ref [6] , has predicted that the scattering amplitude for elastic collisions at small angles can be written approximately in terms of the total elastic collision cross section. It is important to note, however, that using the results of Ref. [6] to derive p QDU6 yields a form similar to Eq. (2), but with incorrect coefficients. We believe that the discrepancies arise, in part, because the velocity averaged cross section is influenced by partial wave mixing which is necessarily truncated by the commonly adopted approximations used for analytical modelling of small angle scattering (cf., Appendix D). In this work, we use rigorous quantum scattering computations to obtain the correct coefficients and to explore their universality.
To check the parameter range over which QDU applies for van der Waals collisions, the calculation for Rb sensor atoms and Ar gas was repeated at a variety of different temperatures and potential depths. When the depth of the potential is varied by a factor of 1000, corresponding to a radical change of the short range physics, there is negligible variation of the universal coefficients and the trap loss rate at small depth, quantified by Table I ). The calculations for Rb with Ar gas temperatures in the range from 40 K to 373 K also show remarkably little variation (rows 2-5 of Table I ).
QDU breaks down in two important limits. At very low temperatures, the MB distribu-
tion is so narrow that velocity averaging no longer eliminates the core dependent variations.
At high temperature, the high energy tail of the MB distribution of relative velocities can overlap the region above v * = 4 r 0 / , where the trend for the velocity dependent cross section is significantly influenced by the core potential [6] . In these two limits, the fitted coefficients and values for p QDU6 at U/U d = 0.3 deviate by more than 1% from the roomtemperature average. Surprisingly, the systematic error in σ tot v and n test (the density of
294 50 0.6730 (7) of the core potential depth (the last three lines). However, at 3 K, the thermal average is too narrow and does not sample a large enough velocity range to average away the cross section oscillations (see Fig. 1 ), and at 988 K, the temperature is too high and involves collisions at very large velocities whose cross section is influenced by the core shape of the potential. In each case, both the coefficients and values for p QDU6 are observed to deviate by more than 1% from the roomtemperature thermal average. Despite this deviation, the systematic error in σ tot v and n test (the density of impinging particles) that would result by fitting trap loss induced by collision partners at 3K or at 988 K to the universal curve derived for T = 294 K (the first row) is below 0.2%.
impinging particles) that would result by fitting the trap loss induced by collision partners at 3 K or at 988 K to the universal curve derived for T = 294 K is below 0.2%.
IV. EXPERIMENTAL REALIZATION
The experimental setup employs a test vacuum chamber housing an ionization gauge (IG) and the cold-atom sensor ensemble created by a 3D MOT, a standard six-beam magnetooptic trap (see Appendix A for details.). The 3D MOT is loaded by a flux of cold 87 Rb atoms entering from a secondary 2D MOT chamber through a low conductance differential pumping tube, and ambient gas is introduced into the test section through a leak valve.
To observe QDU, the Rb atoms are transferred from the 3D MOT into a magnetic trap (MT). The sensor atoms in the MT are in a single quantum state and the trap depth is set by radio frequency emission from an antenna (described in Appendix A). The trap loss rate due to collisions with the test species introduced through the leak valve is measured as a function of trap depth, Γ loss (U ), Eq. (2), at a fixed gas density. The baseline loss rate, associated with residual gases in the vacuum system and due to Majorana spin-flip losses [26, 27] , was measured as a function of trap depth and subtracted from the measurements so that Γ loss is attributed to the test gas alone. 
that are fit to the QDU universal curve (on the right hand side) using two free parameters, For each collision species, the values for U d and i g were found by fitting the data to Eq. (4), and the results are shown in Tab. II.
for inert gases (e.g. N 2 ), and inter-standard comparisons are carried out by calibrating an ionization gauge at one standard and then shipping it to a second standard for calibration comparison [7] . This same procedure was followed here to demonstrate the accuracy of the QDU primary quantum standard. An ionization gauge, calibrated by NIST for N 2 gas, was attached to our standard. As shown in Tab. II, the NIST calibration factor of i g,NIST = 0.94 (±2.8%) is in excellent agreement with the value found with our quantum standard, i g,exp = 0.943 (± 2%). The N 2 measurements were carried out after carefully preconditioning the IG [7] . That is, prior to calibrating the IG, the system was brought up to a pressure of 10 −4 Torr of N 2 for one hour, then re-evacuated back to the system base pressure. This insures that N 2 gas saturates the IG filament so that only this species is emitted during the measurements. If this step is not performed then the measured gauge factor will vary over time, and the calibration comparison will be poor. While the calibration of the i g for different species for the IG is a welcome outcome of the use of the QDU pressure standard, it is not central to the standard's operation. The values for σ tot v (provided in Tab. II) and the universal coefficients β j , alone, define the pressure standard.
VI. CONCLUSIONS
In conclusion, we report the first measurement of the cumulative energy distribution imparted to an initially stationary sensor particle associated with quantum diffractive collisions. Based on quantum scattering calculations and experimental measurements of the loss rate of trapped 87 Rb atoms due to collisions with different background gases, He, Ar, Xe, H 2 , N 2 , and CO 2 , we determined the universal function describing quantum diffractive collisions by a single, experimentally measurable parameter. The universal function for the trap loss rate can be used to determine thermally averaged collision rates and the density of the ambient gas without input from other measurements or theoretical calculations. The particular focus of this work is on determining and illustrating the universality of p QDU6 defined as the average cumulative energy distribution function of the sensor atoms after collisions with neutral atoms and molecules, characterized by van der Walls interactions.
We use p QDU6 to realize a self-defining pressure sensor and the first primary pressure standard for the high and ultra-high vacuum regimes applicable to any atomic or molecular species. This fundamental pressure definition can be connected to all other pressure regimes through the use of transfer standards, as is common practice for pressure metrology. Proof of universality and of the accuracy of this method is that the density extracted for N 2 is within 0.5% of a measurement with a NIST calibrated ionization gauge (IG).
Since QDU is a manifestation of the uncertainty principle and a consequence of the collision-induced sensor particle localization, it occurs for any interaction and applies to collisions of elementary particles, nuclei, atoms and molecules. Other long range interaction potentials (of the form C n /r n with n > 3) are characterized by similar but distinct universal functions constituting different universality classes for QDU (see Appendix D). Future work will explore the universality for potentials with n = 4, 5, relevant for loss rates measurements of trapped molecules and ions from shallow traps [28] [29] [30] .
We acknowledge financial support from the Natural Sciences and Engineering Research MOT. After a series of measurements with different holding times are carried out, the MT loss rate (Γ loss ) is extracted from,
Collision-induced heating of the sensor ensemble and an overestimate in the loss rates was avoided by limiting the hold times such that the fraction of heated atoms in the remaining ensemble (f = 1 − e (Γtot−Γ loss )t ) was always less than 20%. Initially, the loss rate versus trap depth at the apparatus base pressure is recorded. These losses are due to common vacuum system species such as H 2 and CO [35, 36] . In addition to external gas collisions, the baseline loss rate includes Majorana losses and/or 2-and 3-body intra-trap losses, Γ 0 .
The trap-depth dependent baseline loss rate is,
The corresponding baseline ionization gauge (IG) pressure reading is, P base . The measurements for Γ base (U ) are fit to a polynomial in trap depth (corresponding to a sum of trap-depth independent loss rates and a linear combination of universal laws with different scaled trap depths), constituting the baseline rate to be removed from the subsequent readings when the test gas species are introduced into the vacuum system. It was assumed that the residual gas composition that produced P base and the corresponding shape of Γ base versus trap depth remained constant over the duration of the experiment. Each test species (He, Ar, Xe, H 2 , N 2 , or CO 2 ) was introduced so that the IG pressure reading, P x , was at least 5 times higher than the base pressure. The subsequent measured loss rates, Γ meas , over a range of magnetic trap depths, U , was recorded.
Subtracting the baseline loss rate from the measured loss rate yielded the loss rate caused by the test species, Γ loss , and the corresponding IG pressure reading attributed to the test gas was P test = P x − P base .
The test species pressure was then increased and the procedure was repeated, providing two data sets at two different test gas densities. When normalized by the test pressure, P test , these two data sets overlapped (FIG. 3 (c) shows the Rb-Xe data), indicating the IG readings are linear in the test gas density. Thus, we follow Eq. (4) to combine with the three experimentally measured quantities (Γ loss , T , P test ) at a series of trap depths to get the fitting parameters, σ tot v and i g . Comparing the best fit i g from the quantum pressure standard to the value reported from NIST, calibrated to their orifice flow standard, verifies the accuracy and precision of the form of the cumulative energy distribution due to QDC reported here.
Magnetic trap depth control
87 Rb Atoms were loaded into the magnetic trap in the |F = 1 M F = −1 state relative to the local field. These atoms evolved freely in the trap over the hold time until being recaptured and imaged in a MOT. We assume that the atoms with energy, E, travel out to a spatial location where their kinetic energy is zero and their potential energy is,
Here, the first term is the magnetic potential energy, and the second is the gravitational potential energy of the atom. The magnetic trap coils are arranged so that the axial B-field gradient, dB dz , is aligned along the vertical-or z-direction. For a spherical quadrupole field, the axial gradient is twice the radial gradient, and the field is zero at the center of the two coils, r = 0. In this coordinate system the gravitational potential energy is taken as zero at
For convenience, the axial gradient can be expressed as,
where I is the current in the trapping coils. There is a minimum current required, I 0 , to support the weight of the atoms against gravity, 
Atoms with sufficient energy to traverse this surface will, with high probability, make the transition to an non-trapped state and leave the cloud. There is an asymmetry to the energy surfaces introduced by the gravitational potential energy. That is, atoms reaching the RF surface near the position, r = [0, 0, −z min ] have a lower potential energy than atoms reaching any other point of the RF surface.
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Provided that atoms in the trap explore the entire trap volume, the trap depth -or the maximum energy of the remaining atoms -is given by,
In the present apparatus, the maximum current used to trap the atoms is 200 A, providing a field gradient of 272 G/cm, and the minimum trapping current is I 0 = 22.4 A. The maximum RF frequency used here was ν max = 90 MHz, ejecting atoms with energies up to 3.84 mK, well above the measured trapped ensemble temperature < 1 mK. The minimum RF frequency used here was ν min = 10 MHz, which produces a trap depth smaller than 0.1 mK.
Equation A9 describes the maximum trap depth for a particular minimum RF frequency, assuming that the ensemble of trapped atoms does not have any average energy when loaded into the magnetic trap. In practice, we find that the atoms loaded in the MT have an energy distribution well approximated by a Maxwell-Boltzmann distribution of temperature, T, shifted by an amount E min . We believe this shift is due to the offset between the center of the magnetic trap and the MOT. Thus, the actual trap depth is,
where ρ(E − E min ) is the zero-point shifted Maxwell-Boltzmann distribution describing the trapped ensemble. For each RF frequency, ν min , and trap current, I, one can calculate the trap depth.
The optimal calibration range for U/U d
The precision of the determination of σ tot v is limited only by the amount of data taken.
However, there is an optimal range of scaled trap depth for this determination. It is clear from Table II in the main text that the precision of the determination of σ tot v improves as the range of U/U d for the loss rate measurements increases. The largest uncertainty is associated with the measurement for Rb-He collisions for which U max /U d 0.07 and the smallest is for Rb-Xe collisions for which U max /U d 0.4. This implies that increasing the trap depth U max beyond the maximum of 2.2 mK explored here would improve the precision even further. However, as U/U d increases, the retained fraction increases and the systematic uncertainty introduced by sensor ensemble heating increases. As described earlier, mitigating this effect requires shortening the hold time range which results in a larger uncertainty in the extracted loss rate, Γ loss . These two competing effects imply there is an optimal maximum for the scaled trap depth. Based on the observed variation of the uncertainty in Table II (which includes fitting uncertainty and the uncertainty due to ensemble heating), the optimal maximum for U/U d is above 0.25. A quantitative study of the optimum value is a subject for future work.
Appendix B: Quantum Scattering Calculations
In this section, we provide the details of the quantum scattering calculations of the differential scattering cross sections, the total collision cross sections and σ loss v .
The scattering event at a given collision energy is described by the T -matrix. We compute the T -matrices by solving the Schrödinger equation using the time-independent coupled channel (CC) approach and the total angular representation of Arthurs and Dalgarno [23] .
The method is well described elsewhere [24] . Here, we only provide details pertinent to the calculations in the present work.
Within the CC approach, the Schrödinger equation is reduced to a set of coupled differential equations:
where R is the separation between the centers of mass of the colliding particles, k α represents the wave number of channel α, l is the orbital angular momentum for the rotation of the collision complex, J is the total angular momentum of the colliding particles and the matrix elements U J α,l;α ,l are parametrized by the interaction potential of the colliding particles. We integrate these equations by means of the log-derivative [33] and Numerov integration methods. Eq. (B1) are solved subject to the scattering boundary conditions and the elements T αl,α l of the T matrix are extracted from the asymptotic solutions at large R [23, 24] .
For atom -molecule scattering, we treat the molecule as a rigid rotor with rotational angular momentum j. In this case, α = j. The differential scattering cross sections for elastic (j = j) and inelastic (j = j) collisions are computed from the T -matrix elements as follows:
where θ is the scattering angle, P λ is a Legendre polynomial of order λ, and the coefficients A λ are given as
with Z(abcd; ef ) = (−1)
where a0, c0|f 0 is the Clebsch-Gordan coefficient and W (abcd; ef ) is the Racah Wcoefficient [34] .
The total cross section is computed from the differential cross sections by first integrating over the scattering angle and then summing over all final states of the collision products. To calculate the total collision rates, the energy dependence of the total collision cross sections is integrated over the Maxwell-Bolztmann distribution of collision velocities.
The potential energy surface (PES) for atom -rigid rotor interactions is a two dimensional function of R and the Jacobi angle χ between the vector specifying the direction of the interatomic axis of the molecule and the vector joining the centers of mass of the colliding particles. We report calculations with three atom -molecule PESs. Our starting point is a PES that is represented as a Legendre expansion
The expansions coefficient V s>0 describe the anisotropy of the interaction potential giving rise to inelastic scattering, while the coefficient V s=0 is primarily responsible for elastic scattering.
Each of the coefficients V s is represented by the proper (as permitted by symmetry) longrange expansion
at large values of R. In particular, the isotropic term V s=0 is represented at long range as
with C 6,0 chosen to be 350 a.u. characteristic of the long-range interaction between Rb atoms and N 2 molecules. The leading anisotropic part of the long-range interaction is chosen to be For the atom -atom scattering calculations, we approximate the interaction potentials as
where the values of the C 6 coefficients have been chosen to represent the long-range interactions of the Rb-He, Rb-Ar, Rb-Xe, Li-He, Li-Ar, and Li-Xe systems. The values of the C 6 coefficients were borrowed from the literature [26] . The parameter C 12 was chosen to ensure a particular value of the energy at the potential energy minimum, as described in the main text.
For atom -atom scattering calculations, j = 0 and J = L. This reduces Eq. (B1) to a single differential equation and greatly simplifies Eq. (B2) with j = j = 0, J 1 = l 1 = l 1 and J 2 = l 2 = l 2 produces the differential scattering cross section σ(v, θ) for given collision velocity v and scattering angle θ. This cross section is used to compute the loss cross section σ loss (k, U ) for each trap depth, U . Since the trap loss condition is U ≥ (1 − cos θ) µ 2 v 2 /m t (here µ = m t m bg /(m t + m bg ) is the reduced mass), σ loss (k, U ) can be expressed in terms of θ as
This cross section is then integrated over the Maxwell-Boltzmann distribution of collision velocities, to yield
The 
(D3)
Here µ is the reduced mass, and k = µv/ is the wavenumber of the reduced mass particle in the center of mass system. Note that the second term in σ(v) of Eq. (D3) is usually neglected in the literature [25, 32] .
Inherently, the gas collision partners impinging on the trapped atoms are characterized by a Maxwell-Boltzmann distribution, ρ(m, v, T ), at temperature, T, set by the temperature of the walls of the vacuum container. Thus, both the total elastic collision rate, Γ tot = n σ tot v , and the elastic collision loss rate, Γ loss = n σ loss (U ) v , must be averaged over velocity, denoted by . Namely,
where σ tot v 0 = 8.4946v .
ing angle of the reduced mass particle in the center of mass frame of the collision, and v = 2k B T /m is most probable speed for the test gas at temperature, T . The velocityaveraged loss rate, σ loss v , takes into account the fact that the atoms are held in a trap of depth U . That is, in order to be liberated from the trap, the momentum transferred to the trapped atom due to the collision must result in the atom's total energy exceeding the trap depth. In the center of mass frame, this condition reduces to a statement that the reduced mass particle must be scattered outside a minimum angle, cos(θ min ) = 1 − m t U/(µ 2 v 2 ).
Thus, σ loss v is computed in the same manner as σ tot v from Eq. (D4) except that the integral ranges from [θ min , π] rather than [0, π]. Substituting x = cos(θ), one has
For shallow traps, θ min is less than 10 milliradians which allows the Legendre polynomials in Eq. (D6) to be expanded,
This approximation for the Legendre polynomials diverges from the small angle approximation used in previous work (for example, see Ref [6] ). Both approximations, in addition to the Jeffreys-Born approximation for the scattering-induced phase shift, δ L , used in T L (k), limit the partial wave mixing in the analytical equations derived. Therefore, analytical ex- where the phase shift is given by Eq. (D3) . This form of the phase shift is only valid when the velocity-dependent phase associated with core repulsion scattering, leading to glory oscillations, are eliminated through velocity averaging.
Performing the integrations with this phase shift leads to,
where, 
(D14)
Combining these equations illustrates the emergence of the quasi-universal behaviour,
In Eq. (D15), the quantum diffractive energy has been defined as [4] ,
The universality of the coefficients in Eq. (D15) is disrupted by the i terms, defined in Eqs. (D13) and (D14) for i = 1, 2. These terms introduce a dependence on the roomtemperature collision partner through the most probable velocity, 1/v n/5 , terms. For lighter collision partners, these become more significant. Further, there are (1/C 6 ) n/5 ×(1/µ) n terms which introduce some dependence on the trapped atom mass and the long-range van der Waals coefficient. For lower reduced masses and smaller C 6 coefficients, these corrections are more significant. Table III lists the values of β 1 and β 2 determined from the full quantum scattering computations, derived from the analytical expression for the small angle, elastic scattering amplitude reported in Ref. [6] , and from the analytical predictions provided here. 1. Generalization to V (R) = −C n /R n Long-Range Potentials
The above methods can be generalized to other forms of long range potential, in particular to V (R) = −C n /R n for n = 3, 4, 5, etc. To begin, one generalizes the approximate angular momentum dependent phase shift, δ (n) L = µ C n k n−2 2 L n−1 √ π Γ( n−1 2 ) 2Γ( n 2 ) = µ C n k n−2 2 L n−1 ξ(n) (D17) Table IV provides the values for the ξ(n) function for various values of n.
The corresponding cross-sections are, σ(k, n) = 2π k 2 (2a(n)) 2 n−1 cos π n − 1 Γ n − 3 n − 1 + (2a(n)) 1 n−1 cos π 2(n − 1) Γ n − 2 n − 1 = 2π 2ξ(n) C n v with the expressions summarized in column 3 of Table IV . One observes that for all forms V (R) = −C n /R n , the description for σ (n)
tot v follows the format described above for n = 6. Similarly, the description for σ loss v provided in Equation D15 also applies to these long range potentials, with unique values for the expansion coefficients, β (n) j . 
