In many tasks, in particular in natural science, the goal is to determine hidden system parameters from a set of measurements. Often, the forward process from parameter-to measurement-space is a well-defined function, whereas the inverse problem is ambiguous: one measurement may map to multiple different sets of parameters. In this setting, the posterior parameter distribution, conditioned on an input measurement, has to be determined. We argue that a particular class of neural networks is well suited for this task -so-called Invertible Neural Networks (INNs). Although INNs are not new, they have, so far, received little attention in literature. While classical neural networks attempt to solve the ambiguous inverse problem directly, INNs are able to learn it jointly with the well-defined forward process, using additional latent output variables to capture the information otherwise lost. Given a specific measurement and sampled latent variables, the inverse pass of the INN provides a full distribution over parameter space. We verify experimentally, on artificial data and real-world problems from astrophysics and medicine, that INNs are a powerful analysis tool to find multi-modalities in parameter space, to uncover parameter correlations, and to identify unrecoverable parameters.
INTRODUCTION
When analyzing complex physical systems, a common problem is that hidden system parameters, which scientists would like to know, cannot be measured directly. For many of these problems, scientists have developed sophisticated theories on how measurable quantities arise from the hidden parameters. We will call such mappings the forward process. However, the inverse process is required to infer the hidden states of a system from measurements. Unfortunately, the inverse is often both intractable and ill-posed, since crucial information is lost in the forward process.
Because pairs of hidden parameters x and corresponding measurements y can be produced in great quantity via numerical simulation, it seems attractive to use machine learning, and especially neural networks, to find an approximation of the inverse process. But training a neural network directly for this task is of limited use because of the inherent ambiguity of y → x. A predictor trained to return a point estimate of the hidden parameters for a given measurement will at best identify the most likely solution; and at worst take the average of multiple solutions with incompatible characteristics. There are network architectures which circumvent this problem by modeling the uncertainty of a solution, or predicting a distribution over possible outputs. However, all of these approaches face a hen-and-egg problem: formulating a supervised, discriminative loss over x (cf. Fig. 1 ) requires knowledge about the distribution of x, which is precisely the distribution we wish to learn.
We propose to instead learn the well-defined forward process with an invertible neural network (INN) which provides the inverse for free. INNs are characterized by three properties: (i) The mapping from inputs to outputs is bijective, i.e. its inverse exists, (ii) both forward and inverse mapping are efficiently computable, and (iii) the mappings have tractable Jacobians, so that probabilities can be transformed explicitly via the change-of-variables formula. Figure 1 : Abstract comparison of standard discriminative approach (left) and our approach (right). The standard direct approach requires a discriminative, supervised loss (SL) term between predicted and true x, causing problems when y → x is ambiguous. Our network uses a supervised loss only for the well-defined forward process x → y. Generated x are required to follow the prior p(x) by an unsupervised loss (USL), while the latent variables z are made to follow a Gaussian distribution, also by an unsupervised loss. See details in Section 3.3.
To counteract the inherent information loss of the forward process, we introduce additional latent output variables z, which are trained to capture the information about x that is not contained in y. Thus, our INN maps pairs [y, z] of measurements and latent variables back to unique hidden parameter values x. In addition, we train the network to shape the density p(z) of the latent variables according to a Gaussian distribution. In other words, the posterior p(x|y) is reparametrized into a deterministic function x = g(y, z) that transforms the known distribution p(z) to x-space, conditional on y. In practice, we fix y at an actual measurement and sample z repeatedly from p(z), so that the the corresponding inverses form a sample of the desired posterior p(x|y).
Our main contributions are as follows:
• We are the first to recognize and exploit the potential of Invertible Neural Networks (INNs) as conditional generative models. • We present a new INN architecture with a bi-directional training scheme, easily constructible from standard modules, which enables joint modeling of the forward and inverse processes. • We are the first to apply INNs to real-world applications, specifically from astrophysics and medicine. In contrast to alternative approaches, our INN is able to find multi-modalities in parameter space, uncover parameter correlations, and identify unrecoverable parameters.
RELATED WORK
Modeling the conditional posterior of an inverse process is a classical statistical task that can in principle be solved by Bayesian methods. Unfortunately, exact Bayesian treatment of real-world problems is usually intractable. The most common (but expensive) solution is to resort to sampling, typically by a variant of Markov Chain Monte Carlo [36, 11] . If a model y = s(x) for the forward process is available, approximate Bayesian computation is often preferred, which embeds the forward model in a rejection sampling scheme for the posterior p(x|y) [41, 26, 47] .
Variational methods offer a more efficient alternative, approximating the posterior by an optimally chosen member of a tractable distribution family [3] . Neural networks can be trained to predict accurate sufficient statistics for parametric posteriors [30, 40] , or can be designed to learn a mean-field distribution for the network's weights via dropout variational inference [10, 24] . Both ideas can be combined [20] to differentiate between data-related and model-related uncertainty. However, the restriction to limited distribution families fails if the true distribution is too complex (e.g. when it requires multiple modes to represent ambiguous or degenerate solutions) and essentially counters the ability of neural networks to act as universal approximators. Conditional GANs (cGAN) [28, 18] overcome this restriction in principle, but are known to have difficulties achieving satisfactory diversity in practice [51] .
Normalizing flows, introduced to the field of neural networks by [35, 34] , have the potential to solve these problems. They gradually transform normal densities into target densities and rely on bijectivity to guarantee the validity of these mappings. Thus, they possess property (i) of an INN, and are usually designed to fulfill requirement (iii) as well. Besides variants of the original architectures [44, 2, 45] , the most common realizations use auto-regressive flows, where the density is decomposed according to the Bayesian chain rule [23, 17, 12, 31, 29, 25, 38, 46] . These networks successfully learned unconditional generative distributions for artificial data and standard image sets (e.g. MNIST, CelebA, LSUN bedrooms), and some encouraging results for conditional modeling exist as well [29, 38, 31, 46] .
Although flow-based networks are invertible in principle, actual computation of their inverse is too costly to be practical, i.e. property (ii) is not fulfilled. This precludes the possibility of bi-directional or cyclic training, which has been shown to be very beneficial in generative adversarial nets and auto-encoders [50, 9, 8, 42] . In fact, optimization for cycle consistency forces these models to converge to invertible architectures, making fully invertible networks a natural choice. True INNs can be built using coupling layers, as introduced in the NICE [6] and RealNVP [7] architectures. Despite their simple design and training, these networks were rarely studied: [5, 15] showed that minimization of an adversarial loss is superior to maximum likelihood training in RealNVPs, [13] used a NICE-like design as a memory-efficient alternative to residual networks, [19] demonstrated that the lack of information reduction from input to representation does not cause overfitting, and [22] extended the RealNVP architecture by introducing invertible 1x1 convolutions. In [39] , the authors trained an INN as an Autoencoder to generate images. This line of research inspired us to extend RealNVPs into conditional generative models, applicable to real-world inverse problems from natural and life sciences.
METHODS

PROBLEM SPECIFICATION
We consider a common scenario in natural and life sciences: Researchers are interested in a set of variables x ∈ R D describing some phenomenon of interest, but only variables y ∈ R M can actually be observed, for which the theory of the respective field provides a model y = s(x) for the forward process. Since the transformation from x to y incurs an information loss, the intrinsic dimension m of y is in general smaller than D, even if the nominal dimensions satisfy M > D. Hence we want to express the inverse model as a conditional probability p(x|y), but its derivation from the forward model is intractable in the applications we are going to address.
We aim at approximating p(x|y) by a tractable model q(x|y), taking advantage of the possibility to create an arbitrary amount of training data {(x i , y i )} N i=1 from the known forward model s(x) and a suitable prior p(x). While this would allow for training of a standard regression model, we want to approximate the full posterior probability. To this end, we introduce a latent random variable z ∈ R K drawn from a multi-variate standard normal distribution and reparametrize q(x|y) in terms of a deterministic function g of y and z, represented by a neural network with parameters θ:
x = g(y, z; θ) with z ∼ p(z) = N (z; 0, I K ).
(1)
Note that we distinguish between hidden parameters x representing unobservable real-world properties and latent variables z carrying information intrinsic to our model.
In contrast to standard methodology, we propose to learn the model g(y, z; θ) of the inverse process jointly with a model f (x; θ) approximating the known forward process s(x):
Functions f and g share the same parameters θ and are implemented by a single invertible neural network. Our experiments show that joint bi-directional training of f and g avoids many complications arising in e.g. cGANs or Bayesian neural networks, which only learn g(y, z) or q(x|y) alone.
The relation f = g −1 is enforced by the invertible network architecture, provided that the nominal and intrinsic dimensions of both sides match. When m ≤ M denotes the intrinsic dimension of y, the latent variable z must have dimension K = D − m, assuming that the intrinsic dimension of x equals its nominal dimension D. If the resulting nominal output dimension M + K exceeds D, we augment the input with a vector x 0 ∈ R M +K−D of zeros and replace x with the concatenation [x, x 0 ] everywhere. Combining these definitions, our network expresses q(x|y) as
Using coupling layers according to [7] , computation of J x is simple, as each transformation has a triangular Jacobian matrix.
INVERTIBLE ARCHITECTURE
To create a fully invertible neural network, we follow the architecture proposed by Dinh et al. [7] :
The basic unit of this network is a reversible block consisting of two complementary affine coupling layers. Hereby, the block's input vector u is split into two halves, u 1 and u 2 , which are transformed by an affine function with coefficients exp(s i ) and t i (i ∈ {1, 2}), using element-wise multiplication ( ) and addition:
, these expressions are trivially invertible:
Importantly, the mappings s i and t i can be arbitrarily complicated functions of v 1 and u 2 and need not themselves be invertible. In our implementation, they are realized by a succession of several fully connected layers with leaky ReLU activations.
A deep invertible network is composed of a sequence of these reversible blocks. To increase model capacity, we apply a few simple extensions to this basic architecture. Firstly, if the dimension D is relatively small, but a complex transformation has to be learned, we find it advantageous to pad both the in-and output of the network with an equal number of zeros. This does not change the intrinsic dimensions of in-and output, but enables the network's interior layers to embed the data into a larger representation space in a more flexible manner. Secondly, we insert permutation layers between reversible blocks, which shuffle the elements of the subsequent layer's input in a randomized, but fixed, way. This causes the splits u = [u 1 , u 2 ] to vary between layers and enhances interaction among the individual variables.
BI-DIRECTIONAL TRAINING
Invertible networks offer the opportunity to simultaneously optimize for losses on both the in-and output domains to make training more effective. Hereby, we perform forward and backward iterations in an alternating fashion, accumulating gradients from both directions before performing a parameter update. For the forward iteration, we penalize deviations between simulation outcomes y i = s(x i ) and network predictions f y (x i ) with a loss L y y i , f y (x i ) . Depending on the problem, L y can be any supervised loss, e.g. squared loss for regression or cross-entropy for classification.
The loss for latent variables penalizes the mismatch between the joint distribution of network outputs We block the gradients of L z with respect to y to make sure that the resulting updates only affect the predictions of z and do not worsen the predictions of y. Thus, L z enforces two things: firstly, the generated z must follow the desired normal distribution p(z); secondly, y and z must be independent, and not encode the same information twice. Since L z is implemented in terms of Maximum Mean Discrepancy (see Sec. 3.4), which only requires samples from the distributions to be compared, the Jacobian determinants J yz and J s do not have to be known explicitly.
Although L y and L z should be sufficient in principle, a small amount of residual dependency between y and z remains in more complicated problem instances. This causes q(x|y) to deviate from the true posterior p(x|y). To prevent this, we also define a loss L x on the input side, implemented by MMD as well. It matches the prior data distribution p(x) against the distribution of backward predictions
MAXIMUM MEAN DISCREPANCY
Maximum Mean Discrepancy (MMD) is a kernel-based method for comparison of two probability distributions that are only accessible through samples [14] . While a trainable discriminator loss is often preferred for this task in high-dimensional problems, especially in GAN-based image generation, MMD also works well, is easier to use and much cheaper, and leads to more stable training [43] . The method requires a kernel function as a design parameter, and we found that kernels with heavier tails than Gaussian are needed to get meaningful gradients for outliers. We achieved best results with the
, reconfirming the suggestion from [43] .
EXPERIMENTS
We first demonstrate the capability of our invertible architecture on well-behaved artificial problems and compare its performance to alternative approaches. Then, in Sections 4.2 and 4.3, we give results for two real-world applications, from the fields of medicine and astrophysics. Additional experiments and details on network architectures are provided in the supplementary material.
EXPERIMENTS ON ARTIFICIAL DATA
In our first experiment, a Gaussian mixture distribution with 8 labeled modes is arranged on the 2D plane, i.e. x ∈ R 2 . For a given sample x from this mixture model, the forward process gives out the label y of the mode it was drawn from, encoded as an 8-dimensional one-hot vector. We compare three variants of this setting, shown in Fig. 2 , where each mode is assigned a unique or shared label.
We train an INN as described in section 3, with the latent (z) dimension set to K = 2 and the in-and output zero-padded to 16 dimensions. We use the same hyper-parameters and network architecture for all three setups, consisting of 3 invertible blocks, each built with 3-layer sub-networks for s i and t i . Fig. 2 shows that our model is able to recover the full Gaussian mixture distribution for each tested label configuration. The figure also shows results when either the loss on the x-domain or on the [y, z]-side is switched off. We find that forward training alone (L y , L z ) captures the conditional relationships, but places too much mass in unpopulated regions of x-space. Conversely, pure inverse training (L x ) learns the correct x-distribution, but loses all conditioning information. In addition, we show results from a cGAN [28] and a model with dropout sampling and a learned aleatoric error term [20] , both trained directly on the inverse task. In an effort to match the expressive power, we fixed the architecture of both models to have approximately the same number of parameters as our INN.
The cGAN is trained to produce the correct sample distribution given a mode label y and noise z of dimensionality K = 2, with additional pretraining of the generator to avoid mode collapse. While it is able to capture the overall multimodal nature of the solution spaces after fine-tuning, the individual modes collapse to nearly one-dimensional structures, yielding visibly degraded distributions. For results that match those of the INN, the cGAN requires considerably more latent variables or a more complex architecture. To ensure that the differences between cGAN and INN are not merely due to different loss functions, we also train a cGAN-like generator using MMD-loss instead of adverserial loss, which yields significantly better samples than the cGAN, but is still inferior to the INN -see supplementary material. The dropout network only takes labels y as input and uses dropout sampling followed by a Gaussian pertubation according to the predicted aleatoric uncertainty. Since it cannot make use of meaningful latent space structure, it fails to represent any multimodality not explicitly encoded in the labels y.
To analyze how the latent space is structured for this task, we choose a fixed label y and sample z from a dense grid. For each z, we compute x through our inverse network and colorize this point in latent (z) space according to the distance from the closest mode in x-space. We can see that our network learns to shape the latent space such that each mode receives the expected fraction of samples ( Fig. 3 ). Applying the same visualization to the cGAN's noise variable z reveals a far less structured layout of the latent space.
We perform a second experiment investigating the behavior of the same methods in higher dimensions, where our INN outperforms the alternatives as well, shown in the supplementary material. For each latent position z, the hue encodes which mode the corresponding x belongs to and the luminosity encodes how close x is to this mode. Note that colors used here do not relate to those in Fig. 2 , and encode the position x instead of the label y. The first three columns correspond to labels green, blue and red in Setup 2 of Fig. 2 ; the last column corresponds to label red in Setup 3. White circles mark areas that contain 50% and 90% of the probability mass of latent prior p(z).
FUNCTIONAL PARAMETER ESTIMATION FROM MULTISPECTRAL TISSUE IMAGES
In medical science, the functional state of biological tissue is of interest for many applications, such as tumor detection or verifying organ transplantation success. Tumors, for example, are expected to exhibit changes in oxygen saturation s O2 [16] . Such changes influence the reflectance of the tissue, which can be measured by multispectral cameras [27] . We can simulate these measurements from a tissue model involving s O2 , blood volume fraction v hb , scattering magnitude a mie , anisotropy g and tissue layer thickness d [48] . While these simulations can determine the reflectance spectrum (y) for a given tissue, inverting the measurements to recover the underlying functional properties (x) is an active field of research. State-of-the-art approaches [48, 49, 4] model the inverse process directly, but cannot quantify the estimate's uncertainty, which can be vital for an accurate diagnosis.
We train an INN for this problem, along with two ablations (only forward or only inverse training), as well as a regular neural net using the method of Kendall and Gal [20] , with Monte-Carlo (MC) dropout and additional aleatoric error terms for each parameter. The latter also provides a pointestimate baseline, by disabling dropout and ignoring the aleatoric error. Lastly, we also compare to Approximate Bayesian Computation (ABC), using the method presented in [47] , which is summarized in the supplementary material.
Results of our evaluation of these methods are presented in Table 1 . We compute the deviation of point estimatesx from ground-truth values x * in terms of the RMSE over test set observations y *
and 
RMSE scores are reported both for the main parameter of interest s O2 , and the parameter subspace of s O2 , v hb , a mie , which we found to be the only recoverable parameter dimensions. Secondly, we compute the calibration curves for the sampling-based methods, i.e. the fraction of ground truth inliers q inl. for a given confidence interval q. We define the calibration error to be the median of |q inl. − q| over all q. Lastly, we check the re-simulation error: we apply the simulation s(x) to samples drawn from the posterior for fixed y, and compare the simulation outcomes with the conditioning variable, averaged in the same way as Eqs. 7 and 8. All averages are taken over 5000 observations y, each posterior uses 4096 samples, and the MAP is found using the mean-shift algorithm.
In terms of accuracy, we find that the INN's MAP-solution matches or outperforms the other methods. Disabling the L x -loss only has a small negative impact on the accuracy. In contrast, if L y , L z are switched off, the network fails completely, because the missing conditioning information is critical for the task, in line with the experiment in Fig. 2, column 4 . For the calibration error, the INN also performs markedly better than the dropout network, due to the non-Gaussian priors visualized in Fig. 4 . Despite the noisy posteriors, ABC performs best when the calibration curve is averaged over the entire test set. Regarding the re-simulation error, we find that the INN's MAP-solution reaches the limit of the simulation noise (last row), i.e. it presents a correct solution to the inverse problem while the classical network falls short. By construction, the re-simulation error of ABC is equal to the simulation noise. Fig. 4 shows generated parameter distributions for one fixed measurement y, comparing the INN, MC dropout, and ABC. All three methods use a sample count of 160 000 to produce smooth curves. Due to the sparse posteriors in the case of ABC, kernel density estimation was applied to its results, with a bandwidth of σ = 0.1. The results produced by the INN provide several new insights: First, we find that the posteriors for layer thickness d and anisotropy g match the shape of their priors, i.e. y holds no information about these parameters -they are unrecoverable. In contrast, MC dropout gives the illusion of recoverable parameters (albeit with high variance), because uniform posterior distributions are beyond its representational capabilities. Second, we find that the sampled distributions for the blood volume fraction v hb and scattering amplitude a mie are strongly correlated (rightmost plot). This phenomenon is not an analysis artifact, but has a sound physical explanation: As blood volume fraction increases, more light is absorbed inside the tissue. For the sensor to record the same intensities y as before, scattering must be increased accordingly. Since the MC dropout network employs a mean-field model, it cannot detect effects like this. The last row shows good agreement between INNs and ABC, but also highlights the main problem with the latter, namely its sampling efficiency. Although the same number of samples has been used for all three methods, the ABC posteriors are much more noisy, due to a low sample acceptance rate of 7.6 · 10 −5 , i.e. less than 20 samples survive. Better results require a significantly larger training set, which is prohibitively expensive due to the slow simulation. While speed-ups could be achieved, e.g. by replacing the simulation with a fast (trained) forward model or by using a more efficient sampling technique, we did not pursue this further.
IMPACT OF STAR CLUSTERS ON THE DYNAMICAL EVOLUTION OF THE GALACTIC GAS
Star clusters are born from a large reservoir of gas and dust that permeates the galaxy, the interstellar medium. The process is governed by the complex interplay of competing physical agents such as gravity, turbulence, magnetic fields, and radiation; with stellar feedback playing a decisive regulatory role [37] . To study this, astronomers measure emission lines from chemical elements such as hydrogen or oxygen [1, 21] . Their relative intensities depend on the ionization potential, the spectrum of the ionizing radiation, the gas density, and the absolute intensity of the radiation [32] . We investigate the dynamical feedback of young star clusters on their parental environment in a 1D model [33] which describes the complete temporal evolution of the system and allows us to generate synthetic emission Colors as in Fig. 4 , top row. The peculiar shape of the prior is due to the complex temporal evolution of the simulations. Our INN finds multiple modes as well as strong correlations in p(x|y).
line maps. Similar to the medical application above, the reverse of this mapping is highly degenerate and ill-posed. We train our forward model to predict the observable quantities y (e.g. emission line ratios) from composite simulation outputs x (e.g. ionizing luminosity and emission rate, cloud density, expansion velocity, and age of the youngest cluster in the system).
Results for one specific y are shown in Fig. 6 . Note that our network recovers a decidedly multimodal distribution of x that visibly deviates from the prior p(x). Note also the strong correlations in the system. For example, a given y may correspond to a young cluster with large expansion velocity, or to an older system that expands slowly. Finding these ambiguities in p(x|y) and identifying degeneracies in the underlying model are pivotal aspects of astrophysical research and the application of INNs has the potential to lead to a major breakthrough in this field.
CONCLUSION
We have presented a method for training Invertible Neural Networks to solve ambiguous inverse problems via conditional sampling. INNs were shown to excel in artificial experiments and provide meaningful insights for two real-world applications. While the correspondence between simulations and real measurements remains to be established, we share the excitement of the application experts to push INNs towards a generic tool, helping scientists from many different disciplines to better interpret their data and models, and to better plan their next experimental steps -be it modeling, measuring or simulation. A next step is to scale up the method to large data, such as images.
ANALYZING INVERSE PROBLEMS WITH INVERTIBLE NEURAL NETWORKS -SUPPLEMENTARY MATERIAL -1 GENERATOR WITH MMD LOSS
In the following, we present an alternative to the cGAN architecture, whereby the discriminator loss is replaced with an MMD loss. The MMD loss receives a concatenation of the generator output x and the label y it was supplied with, and compares these batch-wise with the concatenation of ground truth (x, y)-pairs. This is effectively the same input that the learned discriminator also receives. Note, in contrast to this, the MMD loss of the INN only receives x, and no information about y. Fig. 7 shows the results, alongside the results of the INN and the cGAN from the main paper. 
ARTIFICIAL DATA WITH COMPLEX FORWARD PROCESS
In the main paper, we showed an artificial example in 2D. The complexity of that example lies in the shape of the prior, whereas the forward process is almost trivial. In the following, we present an additional example, where the forward process is more complex, and continuous as opposed to discrete. To construct this example, we begin with a standard normal distribution, which is then distorted and projected onto a line. This line is then again distorted to form a one-dimensional curve in 2D y-space, shown in the top left panel of Fig. 8 . The three points marked on the curve map to the sub-manifolds in x-space indicated in the bottom right panel.
As shown in the top right, the INN solves the inverse problem correctly, using a latent dimensionality of dim(z) = 1. For comparison, we also train an MMD-GAN with an equal number of parameters, which is also able to generate correct solutions. Both the dropout samping method and a cGAN did not converge to satisfactory solutions. 
HIGH-DIMENSIONAL ARTIFICIAL DATA
In addition to the low-dimensional examples shown so far, we demonstrate an artificial example with a higher dimensionality. Hereby, we construct a Gaussian mixture model with 32 mixture components in 128-dimensional space to supply the hidden variables x. The mixture components all have the same variance, and are scattered randomly around the origin, such that each mode has some overlap with the others. The forward process is given by 16 projections along random directions, producing the observations y. This is in contrast to the example used in the main paper, where there was no overlap between mixture components, and the forward process was defined simply by mode labelling.
We now train four networks on this task: (i) INN, (ii) a Monte Carlo dropout network with learned aleatoric error term, (iii) a simple feed forward network for point estimates, and (iv) a generator with MMD loss on this problem -each with an approximately equal number of parameters in an attempt to ensure similar expressive power. We could not reach meaningful convergence on this task with a cGAN, despite our best efforts. We compare these methods in various ways, summarized in the figures below.
Firstly, we analytically compute the linear subspace in the x-domain that contains correct solutions to the inverse problem. For each possible solution sampled from the posterior of a given method, we can then calculate the closest point in this subspace. This gives us a measure of how far a method's solutions lie from the manifold of true solutions. This is tallied over many validation samples, and shown as a histogram in Fig. 9 , top. We find that the INN produces by far the most accurate results. As the forward process is a matrix multiplication and therefore trivial to learn, the inverse is correct to a high accuracy. The point estimate method follows close behind, with the other methods performing significantly worse. Surprisingly, the generator trained with MMD performs the worst by far, although it visually worked very well in the low-dimensional artificial example.
Secondly, we pick a single validation data point, and sample from the estimated posterior of the sampling-based methods. We then perform principal component analysis (PCA) on these samples, the singular values of which are shown in Fig. 9 , middle. We know that the posterior has 128 − 16 = 112 dimensions, therefore it should only possess 112 non-zero singular values. We see that the INN learns to approximate this well, while the generator output collapses to a single point for a fixed y, and the Monte Carlo dropout network samples solutions from the entire 128 dimensions, as it is not able to separate the correlated axes.
Lastly, we compare the quality of the priors produced when accumulating the network outputs over all validation samples, shown in Fig. 9 , bottom. Naturally, the point estimates lie in extremely high likelihood regions, while the INN and Monte Carlo dropout network match the prior adequately. In fact, the dropout network matches the distribution better, as the prior will be composed of Gaussians by construction, whereas the shape has to be learned by the INN. The generator + MMD architecture is also centered around the correct region, but the distribution is much too broad, with both extremely high-and low-likelihood solutions occurring. Distance from correct subspace Table 2 summarizes the datasets used throughout the paper. The architecture details are given in the following. 
