Optimizing compilers have become an essential component in achieving high levels of performance. Various simple and sophisticated optimizations are implemented at different stages of compilation to yield significant improvements, but little work has been done in characterizing the effectiveness of optimizers, or in understanding where most of this improvement comes from.
using these suites to evaluate the overall performance and improve the designs of future machines and compilers. By concentrating on whole systems, however, it is not possible to explain why machines perform well on some benchmarks but badly on others, or to predict the behavior on programs not included in the suites. Observed CPU performance is the result of the interactions between many hardware and software components, i.e., integer, floating point, and branch units, memory system, applications, libraries and optimizing compilers, and a comprehensive performance evaluation should characterize their respective contributions [13] . Our research has focused on developing a methodology that addresses two problems: how to compare machines with different architectures in a meaningful way, and how to explain in detail performance results in terms of the different components of the system [20] , [21] , [22] .
The basis for our research has been to model all computers as machines that execute Fortran. We refer to this as our abstract machine model. By measuring the execution time for primitive Fortran operations, and by counting the frequency of occurrence of the various operations in programs of interest, we have been able to accurately predict the execution time.
In this paper we focus on two problems, characterizing the performance improvement due to compiler optimization and extending our performance methodology to include the effects of optimization. We do this by addressing three different subproblems: 1) extending the abstract machine model to include optimization and using this new model to quantify and predict the execution time of optimized programs; 2) evaluating the effectiveness of different optimizing compilers in their ability to apply standard optimizations; and 3) evaluating the amount of optimization found in the SPEC suite and identifying distinctive features in the benchmarks which can be exploited by good optimizing compilers.
In Section 2 we begin by discussing the relevant work done with respect to evaluating the effectiveness of optimizing compilers. We then give a brief description of our methodology for CPU performance characterization, summarize our previous work, and discuss the inherent limitations of our model with respect to compiler optimization.
We then proceed in Section 3 by extending our methodology to account for the performance improvements due to optimization by using the concept of invariant optimizations. An optimization is invariant with respect to our abstract machine model if it is still possible to abstract from the optimized sequence of machine instructions the original operations embodied in the source code. This approach avoids the extremely difficult problem of having to predict how an arbitrary program will be modified by different optimizers. It assumes that the effect of optimization is now to cause the execution time of a given primitive operation to be reduced; in effect, optimization modifies the machine performance, not the program. We have found this approach to be quite successful in allowing us to predict the running times of optimized code.
Finally, in Section 4 we address the problem of characterizing and comparing different optimizing compilers in their ability to apply standard optimizations. We use a special benchmark consisting of a set of small kernels, each containing a single optimization, which detect the set of optimizations that optimizers can apply and the context in which they are detected. We show that even when most optimizers attempt to apply the same set of optimizations, there are some differences in their relative effectiveness, and these differences can significantly affect the performance improvement obtained on some programs.
Previous Work and Background Material
In this section we review some of the work done in evaluating the effectiveness of optimizing compilers, and then give a brief description of our methodology for CPU performance evaluation. The second part of this section introduces our methodology for performance evaluation, in particular it reviews the abstract machine execution model and discusses some of our previous results.
Previous Performance Studies in Compiler Optimization
Knuth, in 1971, was the first to quantify the potential improvement due to optimization [12] . He statically and dynamically analyzed a number of Fortran programs and measured the speedup that could be obtained by hand-optimizing them.
Papers reporting on the effectiveness of real optimizers were not published until the beginning of the eighties [2] , [6] , [8] , [10] , [11] , [14] , [27] . Most of these studies describe the set of optimizations that can be detected by the optimizers, but without specifying if they are detected on all basic types or only on a small subset. As we will see in §4.2, very few optimizers in commercially available compilers are able to detect optimizations on all basic types; this can result in a significant loss of potential improvement when the precision and/or type is changed.
The performance of IBM's PL/1L experimental compiler is evaluated in [8] . The compiler has 3 levels of optimization. Although the paper describes which optimizations are carried out at each level, only the aggregate speedup is reported. On four programs, the amount of speedup obtained at the maximum level of optimization was 1.312 1 .
Chow [5] , who wrote the Uopt portable global optimizer at Stanford, gives statistics about the number of times that each optimization was detected and for some optimizations he reports the amount of improvement produced. On 13 small Pascal programs the average speedup observed was 1.705. He also found that the most effective optimizations were register allocation and backward code motion with speedups of 1.423 and 1.431 respectively 2 . Bal and Tanenbaum [2] found using the Amsterdam Compiler Kit optimizer that the speedup on toy programs was 1.851, while the speedup on larger programs was only 1.220. Because the larger programs consisted of modules taken from a single application and were all written by the same people, it is not clear whether the difference in speedups can be attributed to the complexity of the programs or the ability of the programmers. A performance study based on the HP Precision Architecture global optimizer [11] found that on the same programs used by Chow the average speedup was 1.381.
There have been other studies dealing with other aspects of optimization. Richardson and Ganapathi [19] have shown that certain types of interprocedural data flow analysis provide only marginal improvement on most of the programs in their suite. Callahan, Dongarra, and Levine have collected a large suite of tests for vectorizing compilers and have evaluated a large number of compilers [4] . Most commercial vectorizing compilers are based either on the VAST or KAP pre-compilers developed at Pacific Sierra Research and Kuck and Associates, which are compared in [3] . Singh and Hennessy [25] are studying the potential and limitations of automatic parallelization.
The Abstract Machine Performance Model
We call the approach we have used for performance evaluation the abstract machine performance model. The idea is that every machine is modeled as and is considered to be a high level language machine that executes the primitive operations of Fortran. We have used Fortran for three reasons: (a) Most standard benchmarks and large 1 We quantify the improvement produced by an optimizer in terms of the speedup, i.e., the ratio between the unoptimized execution time to the optimized time. The overall speedup on all benchmarks is computed by taking the geometric mean of the individual speedups. For consistency, we also follow these rules when describing work done by others. 2 The product of the individual speedups can be larger than the overall speedup because in some cases one optimization prevents the application of the other. scientific programs are written in Fortran; (b) Fortran is relatively simple to work with; (c) Our work is funded by NASA, which is principally concerned with the performance of high end machines running large scientific programs written in Fortran. Our methodology could be straightforwardly used for other similar high level languages such as C, Ada, or Modula-3.
There are three basic parts to our methodology. In the first part, we analyze each physical machine by measuring the execution time of each primitive Fortran operation on that machine. Primitive operations include things like add-real-single-precision, storesingle-precision, etc; the full set of operations is defined in [20] , [21] . Measurements are made by using timing loops with and without the operation to be measured. Such measurements are complicated by the fact that some operations are not separable from other operations (e.g. store), and that it is very difficult to get precise values in the prescence of noise (e.g. cache misses, task switching) and low resolution clocks [20] , [21] . We have also called this machine analysis phase narrow spectrum benchmarking or micro benchmarking. This approach, of using the abstract machine model, is extremely powerful, since it saves us from considering the peculiarities of each machine, as would have to be done in an analysis at the machine instruction level [17] .
The second part of our methodology is to analyze Fortran programs. This analysis has two parts. In the first, we do a static parsing of the source program, and count the number of primitive operations per line. In the second, we instrument and execute the program to count the number of times each line is executed. From these two sets of measurements, we can compute the number of times each primitive operation is executed.
The third part of our methodology is to combine the operation execution times and frequencies to predict the running time of a given program on a given machine without having to run that program on that machine. As part of this process, we can determine which operations account for most of the running time, which parts of the program account for most of the running time, etc. In general, we have found our run time predictions to be remarkably accurate [21] , [22] . We can also easily estimate the performance of hypothetical machines (or modifications of existing machines) on a variety of real or proposed workloads by replacing measured parameters in our models with proposed or hypothetical ones.
It is very important to note that we separately measure machines and programs, and then combine the two as a linear model. We do not do any curve fitting to improve our predictions. The feedback between prediction errors and model improvements is limited to improvements in the accuracy of measurements of specific parameters, and to the creation of new parameters when the lumping of different operations as one parameter was found to cause unacceptable errors. The curve fitting approach has been used and has been observed to be of very limited value [18] . The main problems with curve-fitting is that the parameters produced by the fit have no relation to the machine and program characteristics, and they tend to vary widely with changes in the input data and exhibit almost no predictive power.
In [20] we presented a CPU Fortran abstract machine model consisting of approximately 100 abstract operations and showed that it was possible to use it to characterize the raw performance of a wide range of machines ranging from workstations to supercomputers. These abstract operations were also combined into a set of reduced parameters, each of which was associated with the performance of a specific CPU functional unit. The use of such reduced parameters permitted straightforward machine to machine comparisons.
In [21] , [22] we studied the characteristics of the SPEC, Perfect Club and other common benchmarks using the same abstract machine model and showed that it is possible to predict the execution time of arbitrary programs on a large number of machines.
Our results were successful in accurately predicting 'inconsistent' machine performance, i.e. that machine A is faster than B for program x, but slower for program y. Both of these studies assumed that programs were compiled and executed without optimization.
In the next section we discuss how optimization can invalidate some of our assumptions and how it is possible to extend the model to remedy this situation.
Limitation of Our Model in the Presence of Optimization
An apparent limitation of our linear model is that it does not account for the program transformations induced by optimization. To state this formally, we describe our methodology with this equation
Here 
Our problem here is to obtain To illustrate the difference between invariant and non-invariant optimizations, consider the following code excerpt: with information on how many times each basic block is executed we can then obtain the contribution of this code to the total execution time:
In Table 1 we show the sequence of assembler instructions generated by the MIPS 
Optimization Viewed as an Optimized Implementation of the Abstract Machine
The above example shows is that even when the two sequences of machine instructions, one unoptimized and the other optimized, are very different, we can still identify in both cases, the sequence of machine instructions corresponding to the abstract operations. Thus in this case the optimizer has reduced the execution time, but the characterization of the program excerpt, in terms of our abstract machine, has not changed. We refer to these type of optimizations, which improve the execution time of a program but do not change the distribution of abstract operations, as being invariant with respect to the abstract machine model.
It is important to note that the optimizations applied to the program excerpt in Table   1 are not only simple low-level optimizations. The compiler here has to apply strength reduction, backward code motion, and address collapsing in order to eliminate the 2 loads, 2 multiplies, and 4 add/sub operations in the sequence associated with ARR2.
This requires determining that some part of the address computation is invariant with respect to the loop induction variable so it can be moved out of the loop; and that the sequence of array addresses is generated by a linear recurrence (affine function), so future values can be computed from previous ones using only adds. However, from our perspective, the optimized program still executes operation ARR2, even though the new version consumes fewer cycles. Therefore we consider the above optimizations invariant with respect to parameter ARR2, which now has a new 'optimized' execution time. We can do this as long as 2-dimensional array references can be optimized in a similar way by the compiler in most programs and in our program characterizer. For some optimizations this assumption is reasonable, but on others it is not. Overall, as we will observe, this assumption works well.
In the case that all optimizations are invariant, predicting the execution of the optimized version requires only taking the dot product between the unchanged abstract characterization of the program excerpt and the 'optimized' set of machine parameters.
This 'optimized' machine characterization is obtained by using the optimized version of the machine characterizer to measure the parameter values.
The relevance of viewing optimization not as an attempt to improve the object code which executes on the same machine but as running the same abstract set of instructions on an 'optimized' machine, is that we effectively avoid having to predict how an arbitrary optimizer would transform the program.
Although it is not always possible to know how optimization will affect a program, it is possible, for many programs, to obtain reasonable predictions by assuming that most of the optimization improvement comes from applying invariant optimizations. Under this assumption the execution time of an optimized program is
There are three main reasons why this approach works. First, optimizations are applied at a low level when most of the program structure is not present any more, so most of the improvement is derived from optimizing sequences of machine instructions and not from eliminating abstract operations. Second, optimizers are consistent in detecting optimizations. If an optimizer is capable of improving the code emitted by the compiler in the expansion of a particular abstract operation, then it can also do it in most of the other instances where the same sequence appears, such as in the machine characterizer. Third, the execution time of programs is normally determined by a small number of basic blocks, and it appears that for the programs we've studied, programmers try to eliminate obvious machine-independent optimizations on these blocks to guarantee that the programs will execute efficiently.
The second argument in the previous paragraph is worth discussing in more detail.
Even when a type I optimization changes the distribution of abstract operations of programs by eliminating some operations, it can be considered an invariant optimization as long as the same operations are eliminated from all occurrences in all programs, including our machine characterizer. For example, suppose that a very good compiler is capable of eliminating at compile time all multiply operations. As long as the optimizer is always successful, we can include this optimization in our predictions, because our measurements with the machine characterizer will indicate that the execution time of the multiply operation is zero or close to zero. The corresponding execution time computed using this value will correspond to the actual execution time. Our focus in this subsection is in quantifying the performance effect of optimization and not in finding out which optimizations are applied. In §4 we characterize the particular optimizations that compilers can apply.
Limitations of Invariant Optimizations
The above approach to optimization works as long as the optimizer attempts to reduce the execution time of the programs without changing the original computations embodied in the source code. This, however, is not always the case. For example, a sophisticated vectorizing compiler can apply loop interchange, code motion, and loop unrolling [16] to the code excerpt given in (3) to dramatically reduce the number of operations and consequently the execution time 4 . These source to source transformations produce the following version The contribution of this code to the total execution time is
This equation is now linear with respect to the number of iterations instead of quadratic.
This example shows that, in general, without detailed knowledge of which transformations are applied by the optimizer, it is not possible to always predict the execution time after optimization.
Machine Characterizations Results with Optimization
In the previous section we argued that we can easily extend our model to include invariant optimizations, if we consider them as defining a faster machine rather than optimizing the object code. This 'optimized machine' has its own machine performance vector which is obtained by executing the system characterizer with optimization enabled. Furthermore we can apply to the performance vector the same metrics as in the unoptimized case. In this section we compare different machine characterizations under various levels of compiler optimization.
We ran the system characterizer using different optimization levels on three high performance workstations. The complete results, including those without optimization, can be found in [23] . Table 2 shows a set of thirteen parameters which were synthesized from the basic measurements.
The vector of reduced parameters can be used to characterize a machine and to compute the degree of similarity between machines. We can also use a graphical representation of performance called the performance shape (pershape [20] ), a type of Kiviat graph, as shown in Fig. 1 . There we plot the (inverse of the) performance of each machine, at each level of optimization, normalized to the MIPS M/2000 with no optimization; each bar is on a logarithmic scale.
The results in 
Execution Time Prediction For Optimized Code
In this section we show that we can predict, reasonably well, the execution time of optimized programs when most of the optimization improvement comes from the application of invariant transformations. The experiments were done using a large set of Fortran programs taken from the SPEC and Perfect Club suites, and also some popular benchmarks. A description of the programs and their dynamic statistics can be found in [22] . First, we compiled the programs using different levels of optimization and measured their respective execution times. At the same time we collected machine characterizations for the different levels of optimization. Using machine characterizations and the dynamic statistics of the programs, we predicted the expected execution times.
Sparcstation I+ (-O3) Table 1 . Here all dimensions are normalized with respect to the MIPS M/2000 with optimization level 0 (no optimization).
In Fig. 2 we show the comparison between the real and predicted execution times for both optimized and unoptimized programs; the abbreviations for the various programs are explained in [21] . By modeling the execution time of a program using the abstract machine model in combination with the tools we have developed, we can get an understanding of how much optimization really affects the execution time of a program across many machines.
We talk in more detail about this in §3.7.
Accuracy in Predicting the Execution Time of Optimized Programs
Our assumption that most of the performance improvement obtained from optimization is due to invariant optimizations is a simplification which is not necessarily valid on all programs. Nevertheless, the results of the previous section show that for most programs the assumption is reasonable. In Table 5 we compare the distribution of errors for both non-optimized and optimized programs; we can see that for maximum optimization the average error increases. For the results shown in Fig.2 , Table 5 shows that while 85% of the non-optimized predictions are within 30% of the real execution time, this value decreases to 68% for optimized programs. Moreover, almost 13% of the predictions have errors of more than 50%, while none of the non-optimized prediction have errors of that magnitude. If a program exhibits a significantly larger positive prediction error at the maximum optimization level than it does with no optimization, then it is probably the case that the error is the result of ignoring non-invariant optimizations. In Table 4 we see several programs for which this is true. An analysis of the source code shows that in these cases, optimizers are applying optimizations that are not invariant. For example, the code excerpt below taken from QCD contributes significantly to the total execution time. It contains many opportunities for the compiler to apply common subexpression elimination (3*I+P+1, 3*J+Q+1, and 3*K+R+1) and thus significantly reduce the execution time.
Common subexpression elimination in this context is not an invariant optimization as defined in §3.1. Replacing an arithmetic expression by a reference to a previously computed equivalent value eliminates the abstract operations involved and thus distorts our predictions. This is what happens on QCD, for which all of our predictions are greater than the real time; on two of the machines the errors are as high as 47% and 81% [23] . 
Improving Predictions in the Presence of Non-Invariant Optimizations
We can improve our predictions of run times by identifying the applicable noninvariant optimizations and performing them manually on the source code. By applying common subexpression elimination to the previous example, we obtain the equivalent code shown in the next page.
Here the values of common subexpressions are computed once and stored in variables I3, J3, and K3 5 . In a similar way, we can eliminate other common subexpressions and in this way reduce the number of integer operations from 60 to 15 and the floating point operations from 37 to 23. After making the above changes, we found that on all machines the prediction errors were less than 30%. By distinguishing the invariant and non-invariant optimizations, we can assess the performance impact of each, because the performance improvement due to non-invariant optimizations is equal to the difference between our predicted improvement, considering only invariant optimizations, and the real execution time.
Amount of Optimization in Benchmarks
By comparing the execution times before and after optimization for several different compilers, we can measure how much potential optimization exists in programs.
In Table 6 we show the program speedup achieved by each optimization level for the three machines previously discussed.
In §2.1 we mentioned that previous studies on the effectiveness of optimizing compilers for languages like C, Pascal, and PL/1 reported speedups of less than a factor of 2.
The results in Table 6 , however, show that at the maximum level of optimization the speedups observed on Fortran programs are frequently larger than 2, with some programs experiencing speedups of more than a factor of 5. The results of Table 6 show that speedups on FLO52, DYFESM, TRFD, ARC2D, Table 7 : Coefficient of correlation and Spearman's rank correlation of pairwise optimization speedup results. The statistical significance level gives the probability that there is not a positive correlation involved.
It is dangerous to draw conclusions about the effectiveness of the different optimizers from the speedup results of Table 6 . The overall speedup is as much a function of the quality of the non-optimized object code as it is of the optimizer, since it is always possible to improve the overall speedup by generating worse non-optimized code. This is particularly true for the HP 720, for which the overall speedup is significantly higher because the compiler generates native code for the 700 series only at the maximum level of optimization. For compatibility reasons, the object code at low levels of optimization is for the 800 series, which is emulated on the 720 in software.
Program SHELL is a good example of how the quality of nonoptimized code affects the amount of speedup observed on different programs. This benchmark is one of the few integer programs in our suite and implements shellsort. As Table 6 0.26 sec) [23] .
We can test if there is positive correlation between the amount of speedup produced by pairs of optimizers on these benchmarks, by computing either the coefficient of correlation or the Spearman's rank correlation coefficient. Table 7 gives the value of the coefficients and the level of significance for the three combinations. As is evident, there are substantial but not perfect correlations in the speedup produced by the three compilers.
The Characterization of Compiler Optimizations
In the last section we discussed how to measure and predict the performance improvement produced by optimizers. In this section we characterize the set of optimizations that compilers actually apply, and in which contexts. The context indicates whether a particular optimization can be performed on all data types or only on a subset of them. We are also interested in knowing if the optimization is detected when it is present inside a basic block and/or across basic blocks. In what follows, we refer to a local optimization as one that is detected inside a basic block and a global optimization when it spans more than one basic block.
Our approach to detecting optimizations is similar in some respects to the way we characterize basic machine performance [20] . We have developed a Fortran program consisting of a number of tests which detect individual optimizations; each test is made separately for integers, floating point or mixed mode expressions. When appropriate, we also test for the local and global cases.
We detect whether a particular optimization is applied or not by running experi- If there is sufficient evidence to reject the null hypothesis, then we can assume that the optimization was performed. The level of significance represents the probability that random variations in our measurements would appear as supporting the conclusion that the optimization was detected when in fact it was not. Nevertheless, in all cases we have double checked that the optimizations were applied by analyzing the assembler code. 
Standard Optimizations Detected
The types of optimizations that we are interesting in detecting are machineindependent. This is consistent with our methodology which permits comparing different Code Motion: identify expressions or statements which are invariant with respect to the induction variables of the loop and are computed unnecessarily on every iteration, and to move them out of the loop. The performance improvement obtained is proportional to the number of times the loop is executed. In scientific programs this is one of the most important optimizations along with address collapsing. Both of them are used in conjunction in the optimization of array references. Dead Code Elimination: in some programs there are pieces of code which can be statically proved never to be executed or whose execution does not have any semantic effect on the final computation. This code can be safely eliminated by the compiler to reduce the execution time and/or the object code size. Although this optimization does not appear very promising, as most programmers do not deliberately write needless code, occasionally some statements become dead as the result of applying other optimizations, or as the result of revisions to the program.
Copy Propagation: some optimizations like common subexpression elimination, code motion, and address collapsing create large number of copy instructions, e.g., x = y. By replacing uses of the copy with the original variable it is possible to simplify the code and expose new optimizations. Optimizations that benefit from copy propagations are common subexpression elimination and register allocation.
Address Collapsing: eliminate slow address computations for multi-dimensional array elements in innermost loops by precomputing outside the loop the addresses of the elements referenced in the first iteration and updating their values by adding a constant in subsequent iterations. This optimization is based on the observation that in the majority of nested loops the sequence of machine addresses associated with a specific array reference form an arithmetic progression, which is completely determined by the first value and the increment.
Strength Reduction: this optimization is a generalization of address collapsing as it attempts to replace a time-consuming computation with an equivalent but faster one. One example is replacing an exponentiation having a small integer exponent which is known at compile time with a series of multiplications. Similarly, multiplies can often be replaced by additions. On array references, the combination of strength reduction and code motion makes it possible to collapse address computations.
Subroutine Inlining: substitute for a call to a subroutine the actual subroutine code. This avoids the overhead of the call, and exposes optimizations present at the site of the call. Although most optimizers claim that they do subroutine inlining, they tend to differ substantially in the amount of integration they perform. 
Optimization Results
We have run our experiments on several optimizing compilers and for different levels of optimization. In Table 8 we give the list of machines along with their corresponding compilers. The complete results are presented [23] , while Tables 9-11 Table 9 : Summary of local optimizations. Each entry summarizes how well the optimizer detects the optimization using integer, floating point, and mixed data types in arithmetic expressions. These optimizations do not extend beyond a single basic block.
For the MIPS compiler, constant propagation is applied in the local and global context only for integers. For floating point, the value of a variable known at compile time is propagated only if the variable is assigned a constant value, but not if it gets the constant as a result of evaluating an expression.
Common subexpression elimination is successfully detected by most compilers in all contexts. Although the IBM XLF compiler identified almost all common subexpressions, it missed a couple which involved floating point adds and multiplies. The reason is that the RS/6000 series provides, in addition to the normal add and multiply operations, a combined multiply-add instruction. In our experiments the compiler generated for two occurrences of the same subexpression, a multiply followed by an add in one case, but a single multiply-add for the other case. As a result of this, it did not recognize that the two expressions were identical. Missing an optimization as a result of applying another, however, is in many cases acceptable if the first optimization provides a better improvement. Table 11 shows that our tests detected that three compilers have some ability to inline procedures, but only the CRAY CFT77 compiler takes full advantage of it. In the case of MIPS f77 2.0, the compiler does not perform an actual inline substitution. The only transformation done is that the compiler does not use a new stack frame for the leaf procedure, but instead execution is carried out on the caller's frame [6] . In contrast, a real inline substitution is done by the IBM XLF 1.1 compiler [15] , but here the insertion of unnecessary extra code obscures optimizations that inlining should have exposed.
Only the CRAY's CFT77 compiler was abled to detect all optimizations present after proper inlining.
Conclusions
Evaluating and explaining the performance of a machine requires relating observed performance to the individual components of the system. Machine designers are able to do this by constructing detailed models and simulators of their machines [17] , [24] , and [7] . These machine models, however, are machine-dependent and generally they can only be used for one machine. Our research has concentrated on developing a sound methodology for evaluating machines and compilers in a machine independent manner.
We have created a machine independent model for program execution, measured its parameters, and demonstrated its ability to make accurate predictions.
In this paper we have discussed how optimization can be incorporated in our methodology and have shown that it is possible to evaluate different optimizing compilers, not only by detecting the set of optimizations which they can perform, but also by predicting and explaining how much improvement they provide on large applications. In earlier work [20] , we said that we did not expect our methodology to extend naturally to include optimization, because we believed that it would be necessary for us to know how an arbitrary optimizer could transform any possible program. Since that time, we have discovered that our abstract machine paradigm extends reasonably well to optimized code. By assuming that most of the optimizations are invariant with respect to the abstract decomposition of the program, we change the nature of the problem from one of detecting how a program could be changed by the compiler to characterizing the performance of the 'optimized' machine defined by the optimizer. Using this approach we showed that it is possible to measure the contribution of optimization and predict the execution time of optimized programs, although not as well as in the nonoptimized case.
We have written programs to detect local and global machine-independent optimizations and measured several optimizing compilers. We showed that optimizing compilers differ in the effectiveness to which they can apply the same optimizations. Finally, we also evaluated the optimization improvement provided by several optimizers on the Fortran SPEC, Perfect Club, and other popular benchmarks.
