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Population of 18 years old	
図 1.1: 18 歳人口における高等教育機関への進学率の推移 (www.mext.go.jp) [41]
言い難い．項目特性は試験が持つ性質から特徴付けられるべきものであり，それに相応し
い処理がなされてこそ，公正な評価法の進展が望めるのである．つまり，問題項目が持つ



























IRT を利用した解析ツールとして，SSI 社が提供している有償ソフトウェア BILOG-




Microsoft Oce Excel を利用することで，データ管理面での改善も行う．また，開発し
たツールをWebアプリケーションとすることで，IRTの利用機会の拡大を狙う．
また，IRT を用いた評価法において核となる働きをするのが EM アルゴリズムを用い























た周辺ベイズ推定（MBE: marginal baysian estimation）法 [18]について解説する．さ
らに，マルコフ連鎖モンテカルロ（MCMC: Malcov chain Monte Carlo）法を IRT に用
いる方法 [22]について述べる．最後に，これらの手法を比較，検証することで，それぞれ
の推定法の特徴を見る．
第 3 章では，IRT をもとに作成した Web アプリケーションを提案する [1]．これは，
インターネットを通じて，クライアント側の PC 上で動作するもので，データの入出力に



































表 2.1の 0と 1の数字の並びは，テストの反応パターンの例である．反応パターンを 
で表す． は，N 人の受験者が n問の項目から構成されるテストを受験した結果を表し
ている．つまり， は N  n の行列である．ここで 0 は不正解，1 は正解を意味してい






受験者 1 111111101001110011110100100001   
受験者 2 001111101101111000101110100111   
受験者 3 000001100000001000000111100000   
受験者 4 000000000111100111110111101010   
受験者 6 111011110011111110101110101001   
受験者 7 101111101111110111101100100000   
受験者 8 000001000010000000000000100000   















表 2.2の得点 1の列になる [29]．ここでは，パターン 2-5の人（1点），6-11の人（2点），
12-15の人（3点）は，それぞれ同一の得点が与えられるため，区別することができない．
ここで，問 1，2，3，4の配点をそれぞれ，2，2，3，3に変えると，満点が 10点とな









表 2.2: 4 問のテストの回答パターンとテスト得点 [29]
パターン 問 1 問 2 問 3 問 4 得点 1 得点 2 生起確率







配点 2 2 2 3 3 満点 10
1 0 0 0 0 0 0 0.038
2 1 0 0 0 1 2 0.154
3 0 1 0 0 1 2 0.058
4 0 0 1 0 1 3 0.026
5 0 0 0 1 1 3 0.010
6 1 1 0 0 2 4 0.230
7 1 0 1 0 2 5 0.102
8 1 0 0 1 2 5 0.038
9 0 1 1 0 2 5 0.038
10 0 1 0 1 2 5 0.014
11 0 0 1 1 2 6 0.006
12 1 1 1 0 3 7 0.154
13 1 1 0 1 3 7 0.058
14 1 0 1 1 3 8 0.026
15 0 1 1 1 3 8 0.010
16 1 1 1 1 4 10 0.038
能力が  の人 P1() P2() P3() P4() 計











いま，受験者 i の能力を表す特性値を i，問題項目 j の特性を表す特性値を j とす
る．このとき，受験者 i が問題 j に正答する確率を P (i; j) とする．誤答する確率は
Q(i; j) = 1  P (i; j)となる．
n個の項目（j = 1; 2;    ; n）からなるテストを考えたとき，受験者 iと問題項目 j の
観測値（項目得点）i;j は i;j = 1（正答），= 0（誤答）をとる．このとき項目反応理論
では，n個の問題 1つ 1つの反応パターンに着目し，能力が i の受験者 iが所与の反応
パターンを生起させる条件付き確率を考えると，それぞれの生起は項目ごとに独立と考え
て次の形で示される．
P (i;j ji) =
nY
j=1
P (i; j)i;jQ(i; j)1 i;j (2.1)
これは反応パターン i;j を所与としたときの，i の尤もらしさを表す尤度（likelihood）
と考えることができる．よって，n個の項目に対する N 人の受験者（i = 1; 2; : : : ; N）の
反応パターン行列  が観察される確率（尤度）は





P (i; j)i;jQ(i; j)1 i;j (2.2)
となる．
このとき，i;j は試験結果から得られる値であるため，あらかじめ項目の特性値 j が
既知である項目によって作成されたテストであれば，直ちに受験者 iの能力 i を得るこ
とができる．もし，項目の特性値 j が未知であれば，2.3節で述べる方法によって，項目
の特性値 j と能力パラメータ i の両方を推定することができる．
2.1.4 項目特性曲線
テストは項目の集まりであり，テストの性質は項目の性質によって規定される．項目の





























■1 母数ロジスティックモデル 1 母数ロジスティックモデルは，Rash モデルとも呼ば
れる．1 母数正規累積モデルをロジスティック近似したものであり，j = fbjg として，
次式で表される．
P (; j) =
1
1 + exp ( Da(   bj)) (2.5)
ここで，D は定数であり，より正規累積モデルに近似するために D = 1:7とすることが
多い．bj は項目 j の難しさを決める母数であり，項目困難度（item diculty）あるいは，
単に困難度と呼ばれる．ここで a はすべての項目に共通の値である．このとき，ICCは
図 2.1のようになる．曲線が左側のほうにある項目ほど困難度が低く，つまり易しい項目



























図 2.1: 1 母数ロジスティックモデルによる ICC の例
■2母数ロジスティックモデル 2母数正規累積モデルをロジスティック近似したもので
ある．j = faj ; bjgとして，次式で表される．
P (; j) =
1
1 + exp ( Daj(   bj)) (2.6)







式 (2.2) において， は正答のとき  = 1，誤答のとき  = 0 を表す 2 値関数であっ


























図 2.2: 2 母数ロジスティックモデルによる ICC の例
え  = l=mとみなすことによって， に対し有理数を割り当てることができるように拡張
する．


































に項目パラメータのみを求める周辺最尤推定（MMLE: marginal maximum likelihood
estimation）法 [4, 5, 17] が考えられている．また，これにベイズ理論を応用した周辺ベ
イズ推定（MBE: marginal Bayesian estimation）法 [18]も考えられている．これには，
各パラメータの事前分布を組み込むことで極端な値が推定されることを防ぐという特徴が
ある．項目特性を既知としたとき，受験者能力値のみを推定する方法としては，ベイズ
最大事後（BMAP: Bayesian maximum a posteriori）推定法とベイズ期待事後（BEAP:
Bayesian expectation a posteriori）推定法がある [18]．このとき，計算コストが低く安
定した推定値が得られる MBE および BEAP を用いると良いとの報告がある [18]．最





ベイズの定理から，パラメータ f;a; bgの事前確率分布 g(); g(a); g(b)と，与えられ
たパラメータ f;a; bgのもとで応答パターンを得る条件付き確率（尤度）L( j ;a; b)
とを掛け合わせたものが，与えられた応答パターンのもとでパラメータ f;a; bgを得る
確率（事後分布）gf;a; b j gに比例する．つまり，
gf;a; b j g / Lf j ;a; bgg(a)g(b)g() (2.7)
となる．周辺ベイズ推定法は，これを応用し，適切な事前分布を仮定することによって，






i  N(; 2) (2.8)
と仮定する（ 1 < i <1）．困難度パラメータ bj については，
bj  N(b; b2) (2.9)
と仮定する（ 1 < bj <1）．識別力パラメータ aj については，
aj  log-normal(; 2) (2.10)
と仮定する（0 < aj <1）．
項目パラメータの推定
未知の項目パラメータを推定するためには，式 (2.7)の右辺の 1階微分をとり，イコー
ル 0を満たすパラメータを求めるとよい．そこで，まずは式 (2.7)の右辺を l として，そ
の対数をとる．









log g() = 0 (2.12)
@
@bj













logLf j ;a; bg+ @
@aj






logLf j ;a; bg+ @
@bj




L = Lf j ;a; bg =
NY
i=1





P (i j a; b)g()d (2.16)
と周辺化する．これは能力パラメータが積分消去された形になっており，項目パラメータ
に関する周辺尤度になる．
















(i;j   P (i; aj ; bj))(i   bj)

2664 P ( j aj ; bj)g()Z
P ( j aj ; bj)g()d
3775 d (2.17)







(i;j   P (i; aj ; bj))

2664 P ( j aj ; bj)g()Z
P ( j aj ; bj)g()d
3775 d (2.18)
となる．













































log g(a) =   1
aj









■区分求積法 式 (2.17) と式 (2.18) に含まれる積分を直接解析的に求めることが難
しいため，区分求積法を用いる．つまり，能力尺度  をいくつかの離散的な求積点
Xk; (k = 1; 2; : : : ; q)に分け，そこでの観測頻度 A(Xk)で重みづけ合計することによっ
て，近似的に周辺尤度を求める．このとき， を Xk に，g()を A(Xk)に近似する．図
2.3はその概念図を表している．たとえば，求積点を等間隔に q = 15の点でとったとき，
表 2.3を得る．
このとき，式 (2.1)は
P (Xk; aj ; bj) =
1
1 + expf Daj(Xk   bj)g
17
表 2.3: 等間隔にとった求積点と重みの例（q = 15 のとき）
k 求積点 Xk 重み A(Xk)
1  4:00 7:65 10 5
2  3:43 6:39 10 4
3  2:86 3:85 10 3
4  2:29 1:67 10 2
5  1:71 5:24 10 2
6  1:14 1:19 10 1
7  0:57 1:94 10 1
8 0:00 2:28 10 1
9 0:57 1:94 10 1
10 1:14 1:19 10 1
11 1:71 5:24 10 2
12 2:29 1:67 10 2
13 2:86 3:85 10 3
14 3:43 6:39 10 4








































































































































(Xk   bj)[rjk   fjkP (Xk; aj ; bj)]  1
aj







[rjk   fjkP (Xk; aj ; bj)]  bj   b
2b










































■ベイズ最大事後推定法 ベイズ最大事後（BMAP: bayesian maximum a posteriori）
推定法は，次のベイズの定理
gfi j i; a; bg / Lfi j i;a; bgg() (2.29)
にもとづいている．ただし，g()  N(; 2)である．式 (2.29)の両辺の対数をとると，
log gfi j i;a; bg / logLfi j i;a; bg+ log g() (2.30)
20
ここで，
Lfi j i;a; bg =
nY
j=1
P (i; aj ; bj)i;j (1  P (i; aj ; bj))1 i;j (2.31)

























となる．このとき，以下の Newton-Raphson-Fisher 法による更新式で ^i を求めること
ができる．
















■ベイズ期待事後推定法 ベイズ期待事後（BEAP: bayesian expect a posteriori）推定
法は，計算コストが小さいにも関わらず，精度が良い推定手法である．その推定手法は次
のようなものである．ベイズの定理から，








P (i; aj ; bj)i;j (1  P (i; aj ; bj))1 i;jd
(2.35)
とできる．その期待値は，区分求積法により，



























マルコフ連鎖モンテカルロ法（MCMC: malcov chain Monte Carlo method）は，受
験者母数と項目母数の同時事後分布から推定を行う．そのため，周辺化を必要としない．
推定にはM-H法や Gibbs-sampler法が考えられる．ここでは，IRTのために考案された
M-H within Gibbs 法を用いる．ここで， = [a; b]とする．
2母数ロジスティックモデルに対するMCMC
この方法では，まず下の手順 1により，能力パラメータの k 番目の値 k を決定する．
次に手順 2により，項目パラメータの k 番目の値 k を決定する．この 2つの手順を所定
の回数K まで繰り返す．
1. (k)  p(j;a; b)を求める
（a）候補 i  N((k 1)i ; 2); (i = 1; 2; : : : ; N)と，u  U(0; 1)を生成













p(j(k 1)i ;a; b)p((k 1)i )




















2. (a(k); b(k))  p(a; bj;(k))を求める
（a）候補 aj  lognormal(a(k 1)j ; 2a); bj  N(b(k 1)j ; 2b ); (j = 1; 2; : : : ; n)と，
u  U(0; 1)を生成
























p(j; a(k 1)i ; b(k 1)i )p(a(k 1)i ; b(k 1)i )










































では受験者 1000人，項目 20問を仮定し，また項目特性曲線は 2母数ロジスティック分布
に従うとする．この反応データに対して，MBE および BEAP による推定結果と MCMC
による推定結果を比較，検証することで，それぞれの推定手法の特徴を見る．
MCMCによる推定
ある受験者 iの能力値 i とある項目 j の特性値 aj , bj のMCMCによる推定値の遷移
を図 2.4に示す．この図は k = 5000までを表している．上から順番に，ある受験者 iの






ここで，MCMCの計算回数における能力値  についての変化を表 2.4に示す．表の平
表 2.4: MCMC の回数による能力値 ^ [31]
回数 真値  s:d: bias RMSE
500 -0.229 0.206 0.419 -0.435 0.604
1000 -0.229 -0.026 0.431 -0.204 0.477
5000 -0.229 -0.239 0.365 0.009 0.365
10000 -0.229 -0.252 0.343 0.022 0.344
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表 2.5: MCMC の回数による識別力 a^ [31]
回数 真値  s:d: bias RMSE
500 1.410 1.589 0.362 -0.179 0.404
1000 1.410 1.561 0.260 -0.151 0.301
5000 1.410 1.470 0.152 -0.060 0.164
10000 1.410 1.498 0.138 -0.088 0.163
30000 1.410 1.497 0.128 -0.088 0.155
25
表 2.6: MCMC の回数による困難度 b^ [31]
回数 真値  s:d: bias RMSE
500 0.239 0.653 0.277 -0.414 0.498
1000 0.239 0.477 0.268 -0.238 0.359
5000 0.239 0.265 0.164 -0.026 0.166
10000 0.239 0.245 0.121 -0.006 0.121






































次に，MBE および BEAP と MCMC の比較結果について，項目識別力 a の比較を
図 2.7に示す．図中青丸は，シミュレーションデータを生成する上で用いた真のパラメー









また，RMSE を比較した結果を表 2.7 に示す． と a に関しては MCMC のほうが


















































































































図 2.8: 各推定手法による困難度 b の比較 [31]
30
表 2.7: MBE および BEAP とMCMC の RMSE における比較 [31]





ることなどが挙げられる．一方，MBE および BEAP を用いる方法では，計算が複雑で
あるため実装コストが高いものの，計算コストは非常に低く，また推定精度も良い．よっ
て，事前分布に関して極端に母集団特性分布から逸脱するようなものを選ばない限り，




























































PC 上で本システムが実行される．最初に GUI ウィンドウが立ち上がる．この GUI 上
34
Item Parameter Estimates
Label a (slope) b (threshold)
Item 1 0.879301573 -2.803358758
Item 2 0.520272456 0.573493202
Item 3 1.114357033 0.122008802


















Marginal Maximum Likelihood 
Estimation and EM algorithm
MBE/EM:
Marginalized Bayesian 





Bayesian Expected a Posteriori Estimation
ID Item 1 Item 2 Item 3 Item 4
001 1 0 1 1
002 1 1 1 1
003 1 0 1 1
004 1 1 1 1
Excel Response pattern






このとき，入力および出力に利用される Excel ファイルの例を図 3.2，図 3.3 に示す．
入力ファイルは，シートの名前を「pattern」として，第 1列目に受験者の名前が記載す
る．第 1行目にテストの項目名が記載する．よって，i+1行 j +1列目に，受験者 iが項





























ここでは，世界で最もポピュラーな IRT分析ソフトである BILOG-MG [3]との推定結果
を比較することで，本研究で開発したWebシステムの推定精度を確認する．
比較に用いた試験データは，[40]に記載されている学力テスト 1および学力テスト 2を



















































































(c) 能力値 i の比較
図 3.5: 学力テスト 1 による BILOG-MG と本研究で開発したツールの比較
3.3.1 学力テスト 1における比較






















































































(c) 能力値 i の比較
図 3.6: 学力テスト 2 による BILOG-MG と本研究で開発したツールの比較
3.3.2 学力テスト 2における比較









表 3.1: BILOG-MG との推定値の RMSE
aj bj i
学力テスト 1 0:00988 0:0615 0:0564
学力テスト 2 0:0214 0:110 0:0595
上，どの推定結果も非常に近い値をとっていることが分かる．
3.3.3 RMSE による評価





























































































1 1 0 1 1 1 1 0 0 1 1 0 0 1 0 1 0 1 1 1 1 0 0 1 1 0 1 1 1 0
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 0 1 1 1 1 0 0 1 1 0 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0
1 1 0 1 1 1 1 1 1 1 1 1 0 1 0 1 0 1 1 1 1 1 0 1 0 0 0 1 1 0
1 0 0 0 0 0 1 1 1 0 1 1 0 1 0 1 0 0 0 1 1 0 0 1 0 0 0 0 0 1
1 1 0 1 1 1 1 0 1 0 0 1 1 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0 0 1
1 0 1 1 1 1 1 1 0 1 1 1 0 0 0 1 1 1 1 1 0 1 0 0 0 1 0 1 0 0
1 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1 1 1 1 1 0 1 0 1 0 1 1 1 1 0
1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 1 1 0 1 1 1 0 1 1 1 1 0 0 0
1 0 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 0
0 0 0 0 1 1 1 1 0 1 0 1 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0
1 1 0 1 1 1 1 1 1 0 1 0 1 1 1 0 1 0 1 1 1 1 0 1 1 1 1 0 1 0
1 1 1 1 1 1 1 1 0 1 1 1 1 0 0 1 1 1 1 1 1 1 0 1 1 1 1 0 1 0
1 1 0 1 0 0 0 0 1 0 1 1 0 1 0 0 1 0 1 1 1 0 1 0 1 0 0 0 1 1






























D2a2jP (i; aj ; bj)Q(i; aj ; bj) (4.1)
である．このとき右辺は，項目一つひとつが持つ情報量の和の形で表される．すなわち，
項目の持つ情報量を Ij()として，
Ij() = D2a2jP (i; aj ; bj)Q(i; aj ; bj) (4.2)
である．これを最大とするのは P (i; aj ; bj) = Q(i; aj ; bj) = 0:5 のとき，かつ aj が大
きいときであることが分かる．式 (2.6)から，
P (i; aj ; bj) =
1
1 + exp( Daj(i   bj)) = 0:5 (4.3)
を満たすのは，i = bj のときである．よって，項目選出法として最大情報量選択法を利用




常である．そのため，一般的には受験者の能力値 i にもっとも近い困難度 bj を持つ問題
項目を選択する．一方で，P (i; aj ; bj)が 0.5にもっとも近い値を示す問題項目を選択す
ることもできる．後者のほうが，より情報量に則した問題項目の選出になるが，項目バン
クに含まれるすべての項目について P (i; aj ; bj)を計算する必要があるため，計算コスト
がかかる．適応型試験では，多数の受験者に対して，リアルタイムに問題項目を選出し，
回答結果から能力推定を行う操作を繰り返すことを考慮すると，出来る限り計算コストは
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(b) 識別力の等化
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EM タイプ IRT は，項目 j の項目特性値 aj , bj および受験者 i の能力値 i を不完
全マトリクスから推定することにより，正答確率 P (i; aj ; bj) によって不完全マトリク
スの欠損部分（欠損セル）の予測値とする予測手法である．第 2 章で，回答結果を表
す  を有理数に拡張することが可能であることを示した．これを利用し，EM タイプ
(expectation-maximization algorithm [8]) のパラメータ推定手順を示す．
5.1.1 欠損要素に対する予測
まず，解答パターンのマトリクスで解答されていない要素に対し，0i;j 2 [0; 1]を満たす
任意の初期値を与え，i;j = 0; 1の観測値はそのまま残す．このとき得られる初期マトリ
クスは，0  0i;j  1を満たす．0i;j の初期値としては，項目 j の平均正答率 j や，受験





尤度 L0 を式 (2)で定義する．
初期マトリクス f0i;jg を用いて，式 (2) の尤度 L を最大にするパラメータ a1j , b1j ,
1i を推定し，尤度 L
1 を得る．このときのパラメータ推定法は，2 段階アルゴリズム
または MCMC のどちらかを用いることができる．この手順は，EM アルゴリズムの
maximization ステップに対応する．
次に，得られたパラメータを用いて式 (2.6)から正答確率 Pj(i) 2 [0; 1]が算出できる．
ここで，^i;j = Pj(i)の関係が成り立つことから，観測値および Pj(i)によって，1i;j を
得る．この手順は，EMアルゴリズムの expectationステップに対応する．






i (k = 0; : : : )を得る．k !1と








ので，ここでは EMタイプ IRTと呼ぶ．この手法は，limiting IRT (LIRT) とも呼ばれ
る [15]．収束値が常に一意になるとは保証されない [25,28]．しかしながら，経験的には，
多くの場合で同じ値に収束することが分かっている [14]．図 5.1に，EMタイプ IRTに
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図 5.1: EM タイプ IRT による予測手順
よる予測手順の概要を示す．
得られる予測マトリクスの精度評価には下記の Sk を用いる．これは，次式で表される




(^ki;j   i;j)2 (5.1)
ここで，jj は観測値に対応する要素の数を表す．欠損要素の予測値は Sk に含まれない
ことに注意しておく．収束判定として，次式を満たした場合に収束とみなす．
jSk   Sk 1j < 1:0 10 8
ここでは  の大きさが [0; 1]であることを配慮して，収束条件を相対誤差ではなく絶対誤
差を用いてもよいと考えたからである．
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1 1 0 1 1 1 1 0 0 1 1 0 0 1 0 1 0 1 1 1 1 0 0 1 1 0 1 1 1 0
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 0 1 1 1 1 0 0 1 1 0 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0
1 1 0 1 1 1 1 1 1 1 1 1 0 1 0 1 0 1 1 1 1 1 0 1 0 0 0 1 1 0
1 0 0 0 0 0 1 1 1 0 1 1 0 1 0 1 0 0 0 1 1 0 0 1 0 0 0 0 0 1
1 1 0 1 1 1 1 0 1 0 0 1 1 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0 0 1
1 0 1 1 1 1 1 1 0 1 1 1 0 0 0 1 1 1 1 1 0 1 0 0 0 1 0 1 0 0
1 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1 1 1 1 1 0 1 0 1 0 1 1 1 1 0
1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 1 1 0 1 1 1 0 1 1 1 1 0 0 0
1 0 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 0
0 0 0 0 1 1 1 1 0 1 0 1 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0
1 1 0 1 1 1 1 1 1 0 1 0 1 1 1 0 1 0 1 1 1 1 0 1 1 1 1 0 1 0
1 1 1 1 1 1 1 1 0 1 1 1 1 0 0 1 1 1 1 1 1 1 0 1 1 1 1 0 1 0
1 1 0 1 0 0 0 0 1 0 1 1 0 1 0 0 1 0 1 1 1 0 1 0 1 0 0 0 1 1
1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 0 1 1 1 0 1 1 0 1 0 1 0 0 1 0
* * * * * * * * 0 1 * * 1 1 * * * 0 * * * * * * * * * * * *
* 1 * 1 * 0 * 0 * * * * * * * * 0 * * * * * * * * * * * * *
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1. 完全データ 2009から，IRTによって，能力パラメータ i (i = 1; : : : ; N)，項目パ
ラメータ aj , bj (j = 1; : : : ; n)，すべてのマトリクスの要素の正答確率 pi;j を計算
する．
2. i, aj , bj から，完全データ 2009を模倣したマトリクス Am (m = 1; 2; : : : ;M)を
モンテカルロ法によって生成する．
3. M 個のマトリクスのそれぞれについて，以下を行う．
（a）Am を Training（K 個の要素） と Test（k 個の要素） に無作為に分ける．
（b）Training から，EMタイプ IRTによって，能力パラメータ ^i，項目パラメー
タ a^j , b^j，および欠損値（Testに相当する部分）の正答確率 ti;j を求める．










(x; x^; nx) 2 f(pi;j ; ti;j ; k); (i; ^i; N); (aj ; a^j ; n); (bj ; b^j ; n)g
モンテカルロ法によるマトリクス生成法は [39]によった．また，本研究ではM = 10と
した．K + k = N  n = 87  40 = 3480 であり，K = 2784（全体の 80%）の場合と
K = 696（全体の 20%）の場合で計算を行った．
欠損値の biasとmse
ここでは，提案法の予測精度を評価するため，欠損要素に [0; 1]からランダムに選んだ数
値を入れた場合の結果と比較した．このときの K = 2784のときの欠損値に対する bias
と mse の計算結果を表 5.1 に示す．表ではそれを random と表している．表 5.1 から，
EMタイプ IRTによる予測値は，ランダムに欠損値を埋めた場合に比べ，bias，mseと
もに小さい値を示していることが分かる．また，K = 696のときの欠損値に対する bias
とmseの計算結果を表 5.2に示す．K = 2784のときと比べて EMタイプ IRTによる予
測値は biasとmseの値が大きくなっているが，ランダムに欠損値を埋めた場合に比べる
と，やはり bias，mseともに小さい値を示していることが分かる．
表 5.1: シミュレーションによる欠損値の bias と mse（K = 2784） [30]
EMタイプ IRT random
m bias mse bias mse
1 2:42 10 3 7:21 10 3  1:54 10 1 1:94 10 1
2 1:53 10 3 8:92 10 3  1:85 10 1 2:06 10 1
3  6:18 10 4 9:34 10 3  1:48 10 1 2:09 10 1
4 8:62 10 5 8:23 10 3  1:66 10 1 2:12 10 1
5  3:21 10 5 8:23 10 3  1:77 10 1 2:01 10 1
6  1:95 10 3 8:32 10 3  1:74 10 1 2:13 10 1
7 3:97 10 3 9:97 10 3  1:73 10 1 2:02 10 1
8 8:83 10 3 7:49 10 3  1:84 10 1 2:03 10 1
9 1:56 10 3 6:17 10 3  1:66 10 1 2:00 10 1
10 1:08 10 3 6:94 10 3  1:70 10 1 2:01 10 1
平均 1:69 10 3 8:08 10 3  1:70 10 1 2:04 10 1
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表 5.2: シミュレーションによる欠損値の bias と mse（K = 696） [30]
EMタイプ IRT random
m bias mse bias mse
1 1:37 10 2 2:71 10 2  1:74 10 1 2:00 10 1
2  4:16 10 3 2:32 10 2  1:71 10 1 1:96 10 1
3 8:96 10 3 2:09 10 2  1:69 10 1 2:04 10 1
4  5:13 10 3 1:97 10 2  1:81 10 1 1:95 10 1
5 1:45 10 2 2:42 10 2  1:74 10 1 2:04 10 1
6 7:87 10 3 2:28 10 2  1:71 10 1 2:01 10 1
7 1:47 10 2 2:39 10 2  1:66 10 1 1:97 10 1
8 1:11 10 2 2:85 10 2  1:69 10 1 2:05 10 1
9  4:31 10 3 2:05 10 2  1:67 10 1 2:07 10 1
10 3:35 10 2 2:63 10 2  1:76 10 1 2:06 10 1
平均 9:08 10 3 2:37 10 2  1:72 10 1 2:01 10 1
パラメータ推定値の biasとmse
次に，K = 2784 における各推定パラメータ i,aj ,bj の bias と mseを表 5.3 に示す．
どのパラメータも bias，mseともに小さい値を示しており，もとのパラメータを再現し
表 5.3: シミュレーションによる i,aj ,bj の bias と mse（K = 2784） [30]
 a b
m bias mse bias mse bias mse
1 1:42 10 2 8:52 10 2 5:23 10 2 9:41 10 2  1:14 10 1 1:14 10 1
2 1:23 10 2 1:31 10 1 1:64 10 2 5:60 10 2  1:07 10 2 9:95 10 2
3 1:70 10 2 1:23 10 1 5:37 10 2 6:85 10 2  9:43 10 2 9:75 10 2
4 1:08 10 3 1:04 10 1 3:35 10 2 8:08 10 2  7:09 10 2 1:10 10 1
5 2:51 10 2 1:39 10 1 3:56 10 2 7:36 10 2  2:45 10 2 9:78 10 2
6  7:16 10 3 1:19 10 1 3:21 10 2 7:28 10 2  2:05 10 2 8:64 10 2
7 5:21 10 2 1:26 10 1 7:13 10 2 6:67 10 2  7:06 10 2 1:01 10 1
8 2:97 10 2 1:27 10 1 2:94 10 2 6:31 10 2  3:21 10 2 7:35 10 2
9 1:67 10 2 8:22 10 2 6:80 10 2 6:30 10 2  3:84 10 2 1:48 10 1
10 8:63 10 3 8:04 10 2 2:03 10 2 7:03 10 2  1:02 10 1 1:37 10 1
平均 1:70 10 2 1:12 10 1 4:13 10 2 7:09 10 2  5:78 10 2 1:06 10 1
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ていることが分かる．また，K = 696における各推定パラメータ i,aj ,bj の biasとmse
を表 5.4に示す．K = 2784のときと比べて，各パラメータ推定値の mseの値が大きく
表 5.4: シミュレーションによる i,aj ,bj の bias と mse（K = 696） [30]
 a b
m bias mse bias mse bias mse
1 1:58 10 2 2:71 10 1 7:80 10 2 8:45 10 2  1:01 10 1 3:88 10 1
2 5:87 10 3 2:39 10 1 3:56 10 2 8:17 10 2  4:08 10 2 2:49 10 1
3 5:81 10 3 3:41 10 1 7:67 10 2 8:35 10 2  1:20 10 1 1:98 10 1
4 1:09 10 2 2:79 10 1 7:80 10 3 8:20 10 2  8:66 10 2 2:22 10 1
5 7:51 10 3 3:03 10 1 7:42 10 2 7:30 10 2  1:36 10 1 2:07 10 1
6 1:72 10 2 3:51 10 1 8:13 10 2 6:81 10 2  1:50 10 1 2:00 10 1
7 1:58 10 2 3:07 10 1 9:80 10 2 9:24 10 2  1:71 10 1 3:11 10 1
8 2:21 10 2 4:10 10 1 8:17 10 2 7:34 10 2  1:97 10 1 3:25 10 1
9  1:23 10 2 2:72 10 1 5:90 10 2 6:38 10 2  8:32 10 2 2:22 10 1
10 2:98 10 2 3:61 10 1 3:61 10 2 6:45 10 2  2:33 10 1 2:91 10 1





不完全データ 2011に対する EMタイプ IRTによる予測結果 [24]を図 5.6に示す． 上




























図 5.6: 不完全データ 2011 と EM タイプ IRT によって予測したマトリクス [24]
… …
… …




図 5.7: EM タイプ IRT による不完全データ 2011 の予測の様子
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図 5.10: 適応型試験と EM タイプ IRT による能力推定値とその標準偏差 [24]
初期値による収束性
次に，EMタイプ IRTにおける繰り返し手順によって得られる RMSEおよび対数尤度
の変化を図 5.11に示す．上図が対数尤度，下図が RMSEを示している．図中の 3本のラ
インは，それぞれ初期値が異なる場合の EMタイプ IRTの結果を示している．図 5.11上




















































































マトリクス分解法（matrix decomposition method; MD）は，推薦システムにおいて
よく利用されている方法であり [2, 19, 20]，これを受験者と項目から作られるマトリクス
79
にも適用できる．マトリクス分解法では，不完全マトリクス V が 2つの未知マトリクス
U とM の積 P = UTM で表されるような U , M を最小 2乗法によって探索する [26]．
最小 2乗法では次のように 2乗誤差に罰則項をつけた最小化を行う．































I(i; j) fV (i; j)  P (i; j)gUi + kmMj (6.3)
















予測値の評価を行うために，もとの不完全マトリクスデータを Training および Test
に分け，Training で予測を行い，Test でその精度を評価する．評価式は，式 (5.1)に示す
RMSE を用いる．図 6.1に Training と Test に分けて評価を行う手順を示す．Training
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4. EMタイプ IRT




(expectation-maximization algorithm [4]) のパラメータ推
定手順を示す．
4.1 δの実数値への拡張




とができる．mを無限大とすれば，δ ∈ [0, 1]の値を持つ実
数値になる．
4.2 欠損セルに対する予測
まず，欠損セルに対し，δ0i,j ∈ [0, 1]を満たす任意の初期
値を与え，δi,j = 0, 1の観測値はそのまま残す．このとき
得られる初期マトリクスは，0 ≤ δ0i,j ≤ 1を満たす．初期
値としては，項目 j の平均正答率 µj や，被験者 iの平均
正答率 µi などが挙げられる．各パラメータの初期値を a0j ,
b0j , θ0i とし，初期尤度 L0 を式 (2)で定義する．
初期マトリクス {δ0i,j}を用いて，式 (2)の尤度 Lを最大





Pj(θi) ∈ [0, 1]が算出できる．ここで，δˆi,j = Pj(θi)の関係
が成り立つことから，観測値および Pj(θi)によって，δ1i,j
を得る．この手順は，expectationステップに対応する．
この 2 ステップの手順を繰り返し，Lk, δki,j , akj , bkj , θki
(k = 0, . . .)を得る．k → ∞とすれば，期待される収束値
L∞, δ∞i,j , a∞j , b∞j , θ∞i を得る．この手法は，limiting IRT










(δˆki,j − δi,j)2, (3)
ここで，|∆| は観測値に対応するセルの数を表す．欠損セ
aj(1), bj (1), !i (1)
!(0) !(1)
aj(2), bj (2), !i (2)
!(2)





図 2 EM タイプ IRT による予測手順



















図 3 不完全マトリクスと EMタイプ IRTによって予測した完全マ
トリクス [10]














測値 x(i, j)を用いて xˆ(i, j)として推定する．図 4にその
概念を示す．この種の問題解決法として，マトリクス分解
法は有効である [2], [13], [14]．
マトリクスの分解アルゴリズムとして，特異値分解（SVD）
が利用される．P ∈ Rm×n, U ∈ Rf×m, M ∈ Rf×nのマト
リクスを仮定すると，P = UTM の関係が成り立つ．欠損
値を含むもとの不完全マトリクス V は P によって予測さ
れる．このとき，V (i, j)における観測された要素と対応す
る予測値 P (Ui,Mj)との二乗誤差 E を最小にするように
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4. EMタイプ IRT




(expectation-maximization algorithm [4]) のパラメータ推
定手順を示す．
4.1 δの実数値への拡張




とができる．mを無限大と れば，δ ∈ [0, 1]の値を持つ実
数値になる．
4.2 欠損セルに対する予測
まず，欠損セルに対し，δ0i,j ∈ [0, 1]を満たす任意の初期
値を与え，δi,j = 0, 1の観測値はそのまま残す．このとき
得られる初期マトリクスは，0 ≤ δ0i,j ≤ 1を満たす．初期
値としては，項目 j の平均正答率 µj や，被験者 iの平均
正答率 µi などが挙げられる．各パラメータの初期値を a0j ,
b0j , θ0i とし，初期尤度 L0 を式 (2)で定義する．
初期マトリクス {δ0i,j}を用いて，式 (2)の尤度 Lを最大





Pj(θi) ∈ [0, 1]が算出できる．ここで，δˆi,j = Pj(θi)の関係
が成り立つことから，観測値および Pj(θi)によって，δ1i,j
を得る．この手順は，expectationステップに対応する．
この 2 ステップの手順を繰り返し，Lk, δki,j , akj , bkj , θki
(k = 0, . . .)を得る．k → ∞とすれば，期待される収束値











(δˆki,j − δi,j)2, (3)
ここで，|∆| は観測値に対応するセルの数を表す．欠損セ
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6.2 実データにおける予測精度の比較





























































































































































































































































































































































































































































































































































































































































































図 6.2: 完全データ 2009 から生成した不完全マトリクス [30]
分のマトリクス予測を行い，その答えである Testデータとの RMSE を式 (5.1)によっ
て求める．これを 30パターン行い，得られる 30個の RMSE の平均および標準偏差に
よって予測精度とする．
完全データ 2009から無作為に 20%および 80%を欠損させた場合の一例を図 6.2に示
す．図中の白色部分は正答，黒色部分は誤答，灰色部分は欠損を表す．
ここで，完全データ 2009から生成した不完全マトリクスの 30ケースの RMSE の平
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表 6.1: 完全データ 2009 から生成した不完全マトリクスの 30 ケースの RMSE の平
均 [30]
EMタイプ IRT MD
Training Test Training Test
Training 80% 0.3578 0.3818 0.2147 0.4542
Test 20% 0.0022 0.0087 0.0046 0.0138
Training 20% 0.3270 0.4037 0.0299 0.4518
Test 80% 0.0116 0.0062 0.0025 0.0073
上は平均，下は標準偏差




測を行う．ここでは，もとのデータを Training と Test に 9 対 1 に分けて評価を行う．




表 6.2 にこのときの RMSE を示す．表 6.2 を見ると，Test の RMSE に対しては，
不完全データ 20131，B2ともに EMタイプ IRTの方が小さいことが分かる．特に，不完
全データ 2013B の結果は EM タイプ IRT の方がより小さく，予測精度が良いことを示
している．また，不完全データ 2013Aと不完全データ 2013Bの Test の RMSE を比較
すると，MDに比べて EMタイプ IRTの Testの RMSE の方が変化が大きい．不完全
データ 2013Aと不完全データ 2013Bの欠損率（マトリクス全体の要素数に対する欠損要
素の割合）はそれぞれ 95.1%と 85.7%であり，EMタイプ IRTは欠損率が小さくなるこ
とによって精度が良くなっておりデータ数の影響を受けていると考えられる．
83
表 6.2: 不完全データ 2013を 9:1の Trainingと Testに分けた 30ケースの RMSE の
平均 [30]
EMタイプ IRT MD
Training Test Training Test
不完全データ 2013A 0:340 0:521 0:0133 0:523
0:00440 0:0299 0:00116 0:0295
不完全データ 2013B 0:380 0:443 0:145 0:501
0:00162 0:0154 0:00410 0:0178
上は平均，下は標準偏差
6.3 収束性の検討
EMタイプ IRTは，その予測手順の性質から，予測値が収束に至るまでの RMSE の
挙動は単調ではないと考えられる．そこで本節では，不完全データ 2013における 30ケー
スの Training に対する予測値の収束を見ることで，その収束性について検討する．
図 6.3(a) に不完全データ 2013A を用いた場合について，図 6.3(b) に不完全データ
2013B を用いた場合について，30 ケースの Training による RMSE の収束の様子を示
す．どちらの場合も，30ケースすべてが単調に減少している．
次に，30 ケースの Training による対数尤度 logL の収束の様子を，不完全データ










表 6.3: 制約がある場合とない場合のMD における RMSE の平均 [30]
制約付きMD 制約なしMD
不完全データ 2013A 0:523 0:557
0:0295 0.0287






較を RMSE による評価で行った．EMタイプ IRTでは，予測値 T は確率値として得ら
れるため，0  T  1を満たす．一方，MDでは，予測値は 1以上の値や 0未満の値も









 (xi;j = 0) \ (0  x^i;j < 0:5) ) T = 0
 (xi;j = 0) \ (0:5  x^i;j  1) ) T = 1
 (xi;j = 1) \ (0  x^i;j < 0:5) ) T = 1
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表 6.4: Test データの誤分類率の平均 [30]
EMタイプ IRT MD
不完全データ 2013A 0.390 0.337
0.0608 0.0491
不完全データ 2013B 0.287 0.259
0.0247 0.0239
上は平均，下は標準偏差
 (xi;j = 1) \ (0:5  x^i;j  1) ) T = 0
と分類した場合を考える．T は 2値関数であり，T = 1のとき誤分類，T = 0のとき正分
類を表す．このときの 30ケースの Test に対する誤分類率の平均
P










では未解答部分を含む不完全マトリクスに IRTが適用できる EMタイプ IRTについて，











































図 6.3: 9:1の Trainingと Testに分けた 30ケースに EMタイプ IRTを適用したときの Training










































ザー）が問題 j（アイテム）を解く確率 P (i，j)がロジスティック分布関数に従うと仮
定して，(i，j)要素に 2値反応パターンを持つ完全マトリクスからパラメータ i（受験者
の能力）と j（問題の特性）を推定することによって受験者 iの能力 i を求める方法で
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の PC 上で動作するもので，データの入出力には一般的に普及している Microsoft Oce
Excel を利用する．誰もがより簡単な操作で IRT に触れることができるものを目指した
アプリケーションである．世界的に著名な BILOG-MG による推定結果との比較を行い，
BILOG-MGと本システムとで矛盾しない推定結果が得られることを確認した．









るため，2 値反応パターンマトリクスは不完全になり，従来の IRT での推定法は使えな









を一旦完全マトリクス（ただし 2値ではなく [0,1]の有理数に拡張）に変え，通常の IRT
を（反応に有理数を許すように）拡張した枠組みでパラメータを推定し，推定された反応
パターンを観測値と比較してその差（尤度と距離の 2 つの規準から）が最小になるよう
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