Abstract: In this paper, a nonlinear receding-horizon observer is proposed for state reconstruction in batch terpolymerization reactors. The related investigations show that the state reconstruction problem may be quite ill conditioned in the sense that different states may exist that lead to roughly the same output. It seems however that when constrained receding-horizon estimation is used together with a dedicated crossing singularity heuristic, state reconstruction is possible even in presence of measurement noise and up-to 10% error on the r.h.s of the ODE's describing the system's dynamics. The efficiency and the real-time implementability of the overall scheme is shown through illustrative scenarios including both simulation and experimental validation.
INTRODUCTION
Multimonomer systems are usually used to produce polymeric materials with suitable final properties. Terpolymerization systems usually allow producing high performance materials. In order to control the final polymer properties, such as the polymer composition, it is of high importance to model and monitor such processes. In this work, we are interested in estimating the polymer composition in emulsion terpolymerization. The heterogeneity of emulsion polymerizations makes it difficult to monitor the concentration of monomer online especially with the number of monomers involved in the reaction. Urretabizkain et al. (1994) used an online gas chromatorgraphe to measure the residual amounts of monomers in emulsion terpolymerization. The authors outlined some difficulties due to the process heterogeneity and inaccuracy of results in the presence of monomer droplets.
Different estimation methods have been used to monitor polymerization processes. The most widely used method is still the Extended Kalman filter (see for instance Dimitrators et al. (1989) , Kozub and Macgregor (1992) , Wang et al. (1995) , Scali et al. (1997) , Kiparissides et al. (2002) ) but different applications of nonlinear techniques can nowadays be found (Hammouri et al. (1999) , Dootingh et al. (1992) , Soroush (1997) , Tatiraju et al. (1999) and Alvarez and Lopez (1999) ). Recently, sliding-mode observers were used by BenAmor et al. (2004) and Aguilar-Lopez and Maya-Yescas (2005) to estimate the monomer concentration and average molecular weight in solution homopolymerization. While several estimators have been proposed for polymerization processes, as long as emulsion terpolymerization is concerned, only two applications could be found in the literature. Buruaga et al. (2000) constructed an open loop observer to estimate the Copyright c 200x Inderscience Enterprises Ltd.
polymer composition using calorimetric measurements combined to the process model. The authors outlined however that the polymerization rate of each monomer is not observable from the overall heat of the reaction. Othman et al. (2001) constructed a closed loop high gain observer to estimate the polymer composition and showed by simulation and experimentally that the system can be observable if the total amounts of monomers are measured. However, because of the model complexity (see section 2), the design of such a high gain observer and the tuning of its gain in order to cope with the system constraints remains a quite involved task and the observer so obtained is highly dependent on the structure of the model.
In this work, a receding horizon observer is used to estimate the individual amounts of monomer in the reactor as well as the number of moles of radicals in the polymer (µ) using the overall monomer conversion that can be obtained by calorimetry. The paper is organized as follows: First, the process model is presented (section 2). Then, a brief presentation of the receding-horizon observer algorithm is proposed (section 3) with a discussion on some numerical issues and the associated solutions. In particular a singularity-cross oriented heuristic is proposed and its efficiency is shown. The observer is then applied to the terpolymerization process (section 4). First the robustness of the proposed observer against model uncertainties is shown by simulating up to 10% random error on the r.h.s of the system's equation in the presence of measurement noise (section 4.1). Then the observer is validated experimentally (section 4.2) during the emulsion terpolymerization of butyl acrylate, methyl methacrylate and vinyl acetate. In all cases, the real-time implementability of the proposed observer is assessed under 30 seconds sampling time assumption.
Modelling
In this section, a brief presentation of the system model is given. For more details the reader may refer to Buruaga et al. (2000) . Assuming that monomers are not soluble in the aqueous phase and that the reaction takes place mainly in the polymer particles, the material balances of monomers are given by:
where i refers to monomer i. The reaction rate in the polymer particles R P i is proportional to the concentration of monomers in the polymer particles ([M P i ]) and the number of moles of radicals in the polymer particles (µ):
The time averaged probabilities (P P i ) that an active chain be of ultimate unit of type i (These chains must be distinguished since they do not have the same reaction rate) are defined by:
where k pij represents the propagation rate coefficient of monomer j with a radical terminating by monomer i.
In emulsion polymerization, the reaction is divided in three intervals. In the first interval, polymer particles are nucleated. In the second intervals, polymer particles are saturated in monomer and continue to grow (monomer droplets exist) while in interval III, monomer droplets are completely consumed, and polymer particles are not saturated in monomer. They continue to grow by consuming the monomer they contain. Modeling interval I allows the calculation of the particle size distribution and the average number of radicals per particle which allows calculating the total number of moles of radicals in the polymer particles (µ) in equation 2. This part of the model is not considered since it adds a lot of complexity to the process model besides the fact that it remains very sensitive to impurities. µ will therefore be considered as a parameter in the process model to be estimated without modelling. It is important to outline that µ can undergo important changes during the reaction since it is affected by the gel effect phenomena. More precisely, a gel effect might take place if the polymer particles are starved with monomer. The mobility of radicals in the polymer particles is reduced which leads to a decrease in their termination rate. This leads to a sudden increase in µ and therefore in the reaction rate.
In interval II, the particle number is supposed to be constant. Polymer particles are saturated with monomer and the excess of monomer is stored in the monomer droplets. During interval III, monomer droplets disappear and all the residual monomer is supposed to be in the polymer particles. Therefore, the concentration of monomers in the polymer particles can 2 be calculated by the following system:
The condition for the existence of monomer droplets and therefore for determining if the reaction is in interval II, is governed by the following equation:
where
and
Note that condition (5) expresses the following fact: In order to have monomer droplets the polymer particles should first be saturated in monomer. If the total amount of monomer is less than the amount necessary to saturate polymer particles, then no droplets exist. Now if the total amount of monomer exceeds the value of saturation of polymer particles, the monomer is stored in what we call monomer droplets.
The overall monomer conversion that can be measured easily online by calorimetry is defined by:
Parameters used for the experimental validation of the model are given in table 1 where
The recipe used for the experimental validation of the observer is given by table 2 Othman et al. (2001) .
3 The Nonlinear Receding-Horizon Observer Consider a nonlinear system described by the following set of ODE'sẋ
where x ∈ R n stands for the state vector, u ∈ R nu a vector of exogenous input and y ∈ R ny is the vector of measured outputs. The state estimation problem amounts to use the output measurement in order to retrieve the value of the state vector x. In this paper, it is assumed that some sampling period τ s > 0 is used to update the computations leading to sampling instants t k = kτ s with k ∈ N. It is also assumed that the measures are acquired using the same sampling rate.
In the remainder of the paper, the notation
denotes the forward solution of (9) at instant iτ s starting from state x at instant kτ s under the input profile u(·). Similarly, the notation
Receding-Horizon observers (Michalska and Mayne, 1995; Alamir and Calvillo-Corona, 2002) produce an estimationx(t k ) of the true state x(t k ) by minimizing 3 the output prediction error over some past time horizon, namely for all k ≥ N min p , the estimationx(t k ) is given by:x
The estimation horizon N p (k) is chosen such that:
Namely, no optimization-based estimation is made before at least N , an open-loop model based updating scheme is used according tô
Note that the horizon length does not exceed N max p since too early measurement may probably be irrelevant due to modelling errors and/or the occurrence of exogenous unmeasured disturbances .
The subset X (t k ) ⊂ R n is the subset of admissible values of the state at instant t k . This enables to handle constraints on the state that is of great interest in bio-processes state estimation. Typically, the state components N i as well as µ must remain positive and in the particular case of the batch reactor under interest, their values cannot exceed the initial values N T i plus an amount that may reflect an upper bound on the initial estimation error.
Q i are positive definite weighting matrices that may depend on i either to induce a forgetting behavior or to enhance local minima avoidance capacity (see section 3.1 hereafter)
The optimization problem (10) is generally a constrained non convex problem and its solution has to be obtained through iterative schemes. Considering the discontinuities in the r.h.s of the terpolymerization process model, the Downhill simplex algorithm (Press et al., 1992 ) is used in this paper since it requires no gradient computations. The modified Direction Set Powell's algorithm (Press et al., 1992) that shares this nice property has also been tested with almost similar results.
Regardless of the iterative scheme being used, its concrete use for on-line state estimation purpose involves the definition of a maximum number of function evaluations, say N F E ∈ N together with a stopping threshold on the cost function variations ε > 0. Therefore, receding-horizon state estimation can be shortly denoted as follows:
where the r.h.s of (13) is the value of the decision variable ξ that gives the best achieved value of the cost function (10) by the iterative process under the upper bound N F E on the number of function evaluations when using the stopping threshold ε and starting with the initial guess x + (t k−1 ) that is computed using the last state estimate by one step forward integration, namelŷ
that is used as an initial guess in the iterative process (13) (the downhill simplex, powell's method or whatsoever).
Numerically indistinguishable states / local minima
When looking for a solution to the optimization problem (10), the iterative process (13) may encounter two problems:
The presence of numerically indistinguishable states This arises when at some instant t k , the iteration reaches some state ξ = x(t k ) for which
where approximate equality are related to the threshold ε that is used in (13). Note that the possibility to face this situation is related to the fundamental issue of observability and cannot be avoided by any algorithmic tricks. However, the use of state constraints may isolate indistinguishable states that are physically irrelevant. This is one of the advantages in using optimization based observer.
The presence of local minima that does not necessarily correspond to a low value of the cost function.
This second problem is an unavoidable issue in nonconvex optimization that is generally afforded by multiple starting points approach when no other characterization of the global minimum is available. Fortunately, when dealing with state estimation problem, the global minimum x(t k ) one looks for when trying to solve the optimization problem (10) can be strongly characterized by the following property:
x(t k ) is a global minimum of (10) for any sequence of positive definite weighting matrices Q i .
This makes the state estimation problem a very particular optimization problem since the global minimum one is looking for is THE global minimum of an infinite number of known functions. A subset of this set of functions sharing x(t k ) as global minimum can be generated by choosing
where γ ∈]0, 1[ is the forgetting factor while I ny stands for the identity matrix in R ny×ny . Note that since the vector of weights q := q 1 q 2 . . . T is involved in the definition of the cost function (10), the iterative process (13) can be worth written as followŝ
The idea is then to notice that a local minimum for (10) in which some weighting vectorq (1) is used may probably not remain a local minimum for another randomly chosen value ofq (2) since it seems reasonable to admit that only the true state x(t k ) is a singular point for all possible values of the weighting vectorq.
Following this intuition, the one trials updating rule (16) is replaced by the following multiple trials updating rule:
Generate randomly newq satisfying (15). end
Note that when N trial = 1, the last multiple trials updating rule gives the classical iteration (13). Note also that the above updating rule takesx(t k−1 ), y(·) and u(·) as inputs and delivers the updated estimationx(t k ) as output yielding a dynamic state observer.
Application to terpolymerization processes
In this section, the receding horizon observer strategy proposed in section 3 is used to reconstruct the state of the batch terpolymerization process. In this section, both simulation and experimental results are proposed. Indeed:
Simulations enable various model uncertainties as well as measurement noise to be tested and the behavior of the proposed state observer can be investigated.
Experimental results allow to check the quality of the pair (model+observer) in the sense that there is no more a true model to which modeling error assumptions are associated, but we only have true measurements and an estimation scheme based on the system model. This validation is the ultimate one in the sense that it involves both the quality of the model and the associated estimation scheme and answers the only interesting question on whether the proposed solution (model+observer) enables to reconstruct the state of the system as well as the value of µ despite its unknown dynamic.
In order to apply the receding-horizon estimation scheme proposed in the preceding section to reconstruct the value of N := (N 1 , N 2 , N 3 ) and µ, a constant evolution of µ is assumed (over the prediction horizon) and the general state equation (9) is built up with the state vector being defined by :
Recall however that despite this constant behavior during the prediction horizon, the resulted closed-loop estimation of µ may show dynamic behavior thanks to the moving horizon technique (see figures 6 and 7). Considering global relative uncertainties d 1 , d 2 and d 3 , the following model is obtained to be used by the observer:
Namely, relative uncertainties are introduced directly on the r.h.s of the system ODE's through the variables d i 's. This can gather all sources of model discrepancy. On the other hand measurement noises are introduced through the variable ν used in the measurement equation (19).
Simulation results

This section successively illustrates the following points:
♦ The unconstrained state estimation problem of the terpolymerization process may be illconditioned. This is shown on figure 1 where it can be noticed that roughly the same output can be obtained for two quite different state vectors.
♦ The Receding-Horizon state estimation is robust against measurement noise and model uncertainties In order to check the robustness of the state estimation scheme, the values of the d i 's and ν are updated every sampling period from a uniform random distribution according to
where the r i (k)'s and ν(k) are chosen randomly in [0, 1] . The results are shown on figures 2 and 3 (respectively without and in the presence of measurement noises) where up to 10% relative errors are introduced on the r.h.s of the system's model.
♦ In order to show the benefit from the singularity crossing mechanism introduced in section 3.1, simulations with N trials = 1 and N trials = 4 are compared. The results are shown on Figure 4 . The scenario being used is the same as the one depicted on figure 3.
♦ The proposed estimation scheme is real-time implementable In order to assess the real-time implementability of the proposed scheme, the computations that lead to the results of figure 3 are given on Figure 5 . Note that an explicit upper bound is imposed on the number of function evaluations. More precisely, the internal loop of the optimizer stops as soon as the computation time exceeds the sampling period (30 seconds). Note that all the results shown above use a tolerance threshold ε = 10 −8 for the optimization subroutine. It is shown in the following section illustrating the experimental validation results that this precision is unnecessarily high and quite similar results can be obtained using a lower precision (for instance ε = 10 −3 ) while reducing dramatically the computation time (see figures 6 and 7 hereafter). This is especially true under the multiple trials technique proposed above. Figure 5: Computation times needed to achieve the state estimation depicted on figure 3. Note that an explicit upper bound has been imposed in the internal loop of the optimizer in order to deliver the best estimation that can be obtained within the available computation time defined by the sampling period (30 seconds). This scenario uses a tolerance ε = 10 −8 for the optimization subroutine.
Experimental validation
In this section, the ability of the proposed state observer to reconstruct the individual values of N 1 , N 2 and N 3 as well as the unmeasured and dynamically unmodeled variable µ is shown. Note that in order to experimentally measure the values of the N i 's, Samples are withdrawn during the reaction and an inhibitor is added to stop the reaction. The latex is then diluted in a solvent and injected in a gas chromatograph to measure the residual amount of monomer. By doing so, the true values of the N i can be obtained. This has been done only during the 80 first minutes of the batch where only 9 samples have been analyzed. The dots (*) on figures 6 and 7 indicate the corresponding measurements.
These figures clearly show the efficiency of the proposed pair (model, observer) in retrieving with an astonishing precision the values of the N i 's despite the unmodelled dynamic of µ. The rather short computation times (less than 5 seconds compared to the computation times obtained under high precision tolerance) underlines how real-time implementability depends on such parameters that are difficult to set a priori. Finally, it is worth underlying that the times needed to perform N trials = 10 (figure 6) is much less than 10 times the mean computation time for N trials = 1. This strengthens the claim that the proposed singularity cross technique is different from the multiple initial guess technique in the sense that each trials starts from the best result achieved from the previous trial, only the weighting parameter vector q is randomly modified.
Conclusion & future work
In this paper, it is shown that nonlinear constrained receding horizon observer can be efficiently used to estimate the individual number of monomers as well as the dynamically unmodelled number of moles of radicals during a batch terpolymerization process. Simulations show that the proposed scheme presents nice robustness properties against model discrepancy while experimental validation demonstrates its practical effectiveness and realtime implementability. Since the scheme can be used in semi-batch context, future work concerns the use of the proposed scheme in the design of an output feedback control of the quality of the resulting product. 
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Meas. Predicted Figure 7 : Results under the same experimental validation scenario as figure 6 with N trials = 1 and tolerance threshold ε = 10 −3 . Note the slight drop in the estimation quality (particularly on N 2 ) compared to figure 6 where the singularity cross technique is used.
