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Dolocˇitev velikosti vzorca
Povzetek
V svoji diplomski nalogi sem prikazala izpeljave velikosti vzorca pri razlicˇnih stati-
sticˇnih raziskavah in razlicˇnih pogojih, ki so jim rezultati raziskav morali zadostovati.
Prikazala sem, kako formulo za dolocˇitev velikost vzorca izpeljemo iz intervala za-
upanja oziroma stopnje znacˇilnosti, iz mocˇi testa, kdaj uporabimo aproksimacije
in postopek iteracij ter kako ustrezno velikost vzorca poiˇscˇemo s tabeliranjem in
iskanjem nicˇel. Izpeljave sem prikazala na asimptotsko normalno porazdeljenih,
eksaktno normalno porazdeljenih, nesimetricˇno porazdeljenih in χ2−porazdeljenih
testnih statistikah za oceno delezˇa, povprecˇne vrednosti, Pearsonovega koeficienta
korelacije, razmerja obetov in variance. Ugotovila sem, da iz normalno porazdeljenih
testnih statistikah, formulo za velikost vzorca izpeljemo direktno iz intervala zaupa-
nja in mocˇi testa, medtem ko pri testnih statistikah, ki niso normalno porazdeljene,
uporabimo aproksimacije in iteracijo ali poiˇscˇemo iskano velikost vzorca s pomocˇjo
tabeliranja ter z iskanjem nicˇel.
Sample size determination
Abstract
In my thesis I was solving sample size estimations problems in different statistical
analysis with different conditions, witch had to be fulfilled. I demonstrated how
to dissolve equation for sample size from confidence interval or significance level α,
from power of test, when to use approximation and iteration, how to estimate sample
size from generated table and with root finding. I will show derived formulas from
asymptotic normal distribution, exact normal distribution, skewed distribution and
χ2−distribution for sample proportion, sample average, Pearson correlation coeffi-
cient, odds ration and sample variance. I’ve discovered that for normal distributed
test statistics sample size formula is dissolved directly from confidence interval and
power of test, while for non-normal distributed test statistics we use approximations
and iteration or we determined sample size based on generated table and with root
finding.
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1. Uvod
Statisticˇne raziskave morajo biti temeljito nacˇrtovane. Dobro nacˇrtovanje ima vecˇ
pomembnih delov, eden izmed njih je pravilna dolocˇitev ustrezne velikosti vzorca.
S Slednjim problemom se bom tudi sama ukvarjala v svoji diplomski nalogi.
Vzorec mora biti dovolj velik, da bodo rezultati nasˇe raziskave zadosˇcˇali vsem zahte-
vam, ki si jih bomo na zacˇetku zadali, torej stopnji znacˇilnosti, mocˇi testa in veliko-
sti ucˇinka, ter da bomo rezultate raziskave lahko posplosˇili na populacijo. Velikost
vzorca ima tudi ekonomski pomen. Cˇe bomo imeli premajhen vzorec, rezultata ne
bomo mogli ustrezno posplosˇiti na populacijo, medtem ko bomo s prevelikim vzor-
cem po nepotrebnem zapravili prevecˇ denarja. Kadar so v raziskavah vkljucˇeni ljudje
ali zˇivali je velikost vzorca pomembna iz eticˇnih razlogov. Cˇe bomo imeli premaj-
hen vzorec, lahko rezultate napacˇno interpretiramo in z njimi sˇkodujemo drugim. Z
prevelikim vzorcem bomo izpostavili vecˇ kot potrebno sˇtevilo ljudi ali zˇivali.
Najpomembnejˇsi viri na tem podrocˇju so Mace (1964), Kraemer in Thiemann (1987),
Cohen (1988), Desu in Raghavarao (1990), Lipsey (1990), Shuster (1990), Odeh in
Fox (1991). Na spletu najdemo veliko programske opreme za preucˇevanje analize
mocˇi in spletnih kalkulatorjev, ki nam izracˇunajo potrebno velikost vzorca.
Najprej bomo pogledali nekaj osnovne teorije o populaciji, vzorcu, porazdelitvi in
testiranju hipotez. Nato bomo podrobneje predstavili vse izpeljave velikosti vzorcev,
ki sem jih naredila. V poglavju 3.1. se bomo ukvarjali z asimptotsko porazdeljenimi
testnimi statistikami za testiranje hipotez o delezˇu in eksaktno normalno porazde-
ljeno testno statistiko za testiranje hipoteze o povprecˇni vrednosti. Za oceno delezˇa
bomo naredili primere dolocˇitev velikosti vzorca iz intervala zaupanja, testiranja
hipoteze v enem vzorcu in testiranja hipoteze v dveh vzorcih. Za oceno povprecˇne
vrednosti pa testiranja hipoteze v dveh vzorcih. V naslednjem poglavju 3.2. bomo
pogledali testno statistiko s Studentovo t−porazdelitvijo za testiranje hipoteze o
povprecˇni vrednosti v enem vzorcu. V poglavju 3.3. bomo izpeljali velikost vzorca
za Pearsonov koeficient korelacije in v poglavju 3.4. za razmerje obetov. Nazadnje
bomo pokazali, kako velikost vzorca poiˇscˇemo pri testu variance, kjer ima testna
statistika χ2−porazdelitev.
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2. Teorija
2.1. Populacija. Populacija je celotna mnozˇica, ki jo zˇelimo statisticˇno preucˇiti in
za katero bodo rezultati sˇtudije posplosˇeno drzˇali.
Osredotocˇili se bomo na populacijo z neskoncˇno mnogo elementi in vsakega izmed
njih oznacˇili z indeksom 1, 2, 3, .... Karakteristike oziroma slucˇajne spremenljivke
dane populacije, ki jih zˇelimo preucˇiti, bomo oznacˇili z veliko cˇrko, na primer Y .
Vrednost slucˇajne spremenljivke za dolocˇen element pa z Y1. Cilj preucˇevanja vzorca
je dolocˇiti parametre porazdelitve iz katere izhaja slucˇajna spremenljivka. [10]
Najpogosteje uporabljeni parametri:
• Povprecˇna vrednost populacije: Povprecˇno vrednost slucˇajne spremen-
ljivke X oznacˇimo z µ in jo izracˇunamo s formulo:
µ =
∫ ∞
−∞
xfX(x)dx,
kjer je fX(x) funkcijska gostota.
• Delezˇ populacije: Naj bo Y dihotomna spremenljivka.
Dihotomna spremenljivka nam pokazˇe prisotnost neke lastnosti in je de-
finirana kot:
Yi =
{
1 , cˇe ima i-ti element lastnost Y ,
0 , cˇe i-ti element nima lastnosti Y .
S p oznacˇimo delezˇ elementov v populaciji z iskano lastnostjo:
p = P(Y = 1).
• Varianca: Z varianco porazdelitve v populaciji merimo razprsˇenost vredno-
sti elementov. Oznacˇimo jo s σ2 in jo izracˇunamo s formulo:
σ2 =
∫ ∞
−∞
(x− µ)2fX(x)dx.
• Standardni odklon: Oznacˇimo ga s σ in je pozitivni koren variance, torej:
σ =
√∫ ∞
−∞
(x− µ)2fX(x)dx.
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2.2. Vzorec. Statisticˇni vzorec je podmnozˇica populacije, na podlagi katere dobimo
ocene parametrov.
Cilj proucˇevanja vzorca je dolocˇiti vrednosti parametrov populacije s pomocˇjo po-
datkov iz vzorca. Predpostavimo, da imamo vzorec sestavljen iz n elementov, ki
smo jih nakljucˇno in neodvisno izbrali iz populacije, in da ima vsak element vre-
dnost neke slucˇajne spremenljivke Y . Z Yi oznacˇimo vrednost slucˇajne spremenljivke
za i-ti element.
Oceno povprecˇne vrednosti, delezˇa in variance lahko dobimo direktno iz vzorcˇnega
povprecˇja, delezˇa vzorca in vzorcˇne variance. Cenilke parametrov v populaciji
oznacˇimo s ’ ˆ ’ (hat) nad simbolom za parameter. Vsi rezultati statisticˇnih te-
stov bodo izpeljani iz slucˇajnih vzorcev velikosti n.
Najpogosteje uporabljene cenilke so:
• Vzorcˇno povprecˇje: X¯ = µ̂ = ∑ni=1 Xin
• Delezˇ vzorca: p̂ = ∑ni=1 Yin
• Vzorcˇna varianca: s2 = σ̂2 = ∑ni=1 (Xi−X¯)2n−1
• Vzorcˇni standardni odklon: s = σ̂ =
√∑n
i=1
(Xi−X¯)2
n−1
Vzorec je slucˇajen, cˇe imajo vsi elementi populacije enako verjetnosti biti izbrani
v vzorec.
Ocenjeni parametri prakticˇno nikoli ne bodo identicˇni dejanski vrednosti parametrov
populacije. Cˇe bi iz populacije izbrali drug vzorec, bi dobili drugacˇno oceno iska-
nega parametra, ki bi bila lahko bodisi blizˇje bodisi dlje stran od dejanske vrednosti
parametra populacije. Ker pa dejanske vrednosti parametra nikoli ne poznamo, ne
vemo, kako zelo se nasˇa ocena od le-te razlikuje. Izracˇunati zˇelimo, za koliko (in s
kaksˇno verjetnostjo) naj bi se nasˇa ocena razlikovala od dejanske vrednosti. Za kar
pa je potrebno vedeti nekaj o porazdelitvi slucˇajnih spremenljivk.[10]
2.3. Vzorcˇna porazdelitev. S simbolom θ oznacˇimo parameter, ki ga zˇelimo oce-
niti, na primer µ, p, ali σ2. S simbolom θˆ pa cenilko parametra, na primer x¯, p̂ ali
s2.
Izrek 2.1. Krepki zakon velikih sˇtevil (KZVSˇ). Naj bo X1, X2, ..., Xn zapo-
redje neodvisnih in enako porazdeljenih slucˇajnih spremenljivk, ki imajo pricˇakovano
vrednost E(Xi) = µ in varianco Var(Xi) = σ
2 <∞. Potem velja:
lim
n→∞
X1 +X2 + ...+Xn
n
= E(X).
[9]
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Izrek 2.2. Centralni limitni izrek (CLI). Naj bodo X1, X2, ..., Xn neodvisne
in enako porazdeljene slucˇajne spremenljivke, za katere je E(|X|2) < ∞. Tedaj za
∀z ∈ R velja:
lim
n→∞
P
( X1+X2+...+Xn
n
− E(X)√
Var(X)
n
≤ z
)
= Φ(z),
kjer je Φ(z) =
∫ z
−∞
1√
2pi
e−
1
2
x2dx. [9]
Torej, cˇe ima nakljucˇni vzorec koncˇno povprecˇje µ in varianco σ2, potem za do-
volj velik n porazdelitev vzorcˇnega povprecˇja aproksimiramo z gostoto normalne
porazdelitve.
Posledica 2.3. Cˇe poznamo E(X) in Var(X), lahko verjetnost P(X¯ ∈ (a, b)) za
dovolj velik n ocenimo kot:
P
(
X¯ − E(X)√
Var(X)
n
∈
(
a− E(X)√
Var(X)
n
,
b− E(X)√
Var(X)
n
))
= Φ
(
b− E(X)√
Var(X)
n
)
− Φ
(
a− E(X)√
Var(X)
n
)
.
[9]
2.4. Testiranje hipotez. Testiranje hipotez je vrsta statisticˇnega testa, pri kate-
rem skusˇamo zavrniti nicˇelno hipotezo. Uporabili bomo primer testiranja hipoteze
za dolocˇitev povprecˇne vrednosti. Zanimal nas bo populacijski parameter µ in nje-
gova ocena na podlagi vzorca X¯. Iz cenilke bomo izpeljali testno statistiko, s katero
bomo nicˇelno hipotezo o populacijskem parametru bodisi zavrnili bodisi sprejeli.
Najprej dolocˇimo nicˇelno hipotezo:
• h0 : µ = µ0
Nato dolocˇimo alternativno hipotezo, ki je bodisi enostranska bodisi dvostranska:
• ha : µ > µ0
• ha : µ < µ0
• ha : µ 6= µ0
Naj bo torej X slucˇajna spremenljivka porazdeljena po zakonu N(µ, σ) in naj bo
(X1, X2, ..., Xn) njen slucˇajni vzorec, kjer so (Xi)
n
i=1 neodvisne in enako porazdeljene
slucˇajne spremenljivke. Definiramo standardizirano testno statistiko, tako da nasˇi
cenilki odsˇtejemo pricˇakovano vrednost in jo delimo s standardno napako:
Z =
X¯ − µ
σ√
n
∼ N(0, 1)
Mozˇni izidi oziroma napake pri testiranju hipotez:
• Napaka I. vrste se zgodi, kadar zavrnemo nicˇelno hipotezo, cˇeprav nicˇelna
hipoteza drzˇi. Verjetnost napake I. vrste oznacˇimo z α.
• Napaka II. vrste se zgodi, kadar sprejmemo nicˇelno hipotezo, cˇeprav ta ne
drzˇi. Verjetnost napake II. vrste oznacˇimo z β.
Verjetnost napake I. vrste ali stopnja znacˇilnosti α nam pove, kaksˇna je verjetnost,
da napacˇno zavrnemo nicˇelno hipotezo. Zato moramo stopnjo znacˇilnosti posta-
viti cˇim nizˇje, najpogosteje kar α = 0, 05. Nicˇelno hipotezo torej zavrnemo, ko je
p−vrednost nizˇja od α, p < 0, 05.
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Slika 1. Dvostranski interval zaupanja pri α = 0, 05 [10]
Izpeljemo zavrnitveni meji iz napake I. vrste za dvostranski interval zaupanja:
(1) 1− α = P(sprejmemo h0|h0 res) =
= P(c1 < X¯ < c2|µ = µ0) =
= P
(
c1 − µ0
σ√
n
<
X¯ − µ0
σ√
n
<
c2 − µ0
σ√
n
∣∣∣∣µ = µ0
)
=
= P
(
c1 − µ0
σ√
n
< Z <
c2 − µ0
σ√
n
∣∣∣∣µ = µ0
)
Najprej pogledamo za spodnjo mejo c1. Verjetnost napake je enaka
α
2
, ker gledamo
samo desni obarvani del na sliki 1:
1− α
2
= P
(
c1 − µ0
σ√
n
< Z
∣∣∣∣µ = µ0
)
= 1− Φ
(
c1 − µ0
σ√
n
)
= Φ
(
µ0 − c1
σ√
n
)
1− α
2
= Φ
(
µ0 − c1
σ√
n
)
Φ−1
(
1− α
2
)
=
µ0 − c1
σ√
n
Izrazimo spodnjo zavrnitveno mejo:
c1 = µ0 − Z1−α
2
σ√
n
Na podoben nacˇin izpeljemo zgornjo zavrnitveno mejo c2:
1− α
2
= P
(
Z <
c2 − µ0
σ√
n
∣∣∣∣µ = µ0
)
= Φ
(
c2 − µ0
σ√
n
)
Φ−1
(
1− α
2
)
=
c2 − µ0
σ√
n
Izrazimo zgornjo zavrnitveno mejo:
c2 = µ0 + Z1−α
2
σ√
n
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Verjetnost napake II. vrste oznacˇimo s β, mocˇ testa pa z 1−β. Mocˇ testa zˇelimo
cˇim viˇsjo, na primer 1− β = 0, 90.
Slika 2. Porazdelitev pod nicˇelno in alternativno hipotezo. [10]
Izpeljemo zavrnitveno mejo iz mocˇi testa 1 − β za neko vrednost µa:
(2) 1− β = P(zavrnemo h0|h0 ni res) =
= P(c2 < X¯ < c1|h0 ni res)
BSˇS: Naj bo µa > µ0. Zanemarili bomo levi osencˇeni del na sliki 2 oznacˇen z
α
2
.
Plosˇcˇina pod funkcijo gostote bo na tem delu zelo majhna in s tem verjetnost, da
cenilka pade v ta del, zato jo lahko zanemarimo.
P
(
c2 − µa
σ√
n
<
X¯ − µa
σ√
n
∣∣∣∣µ = µa
)
=
= P
(
c2 − µa
σ√
n
< Z
∣∣∣∣µ = µa
)
=
= 1− Φ
(
c2 − µa
σ√
n
)
= Φ
(
µa − c2
σ√
n
)
Φ−1(1− β) = µa − c2σ√
n
Zavrnitvena meja:
c2 = µa − Z1−β σ√
n
3. Testne statistike
Ogledali si bomo tri primere asimptotsko normalno porazdeljene testne statistike
za parameter delezˇ, eksaktno normalno porazdeljeno testno statistiko za primer-
javo povprecˇnih vrednosti v dveh vzorcih, Studentovo t−porazdeljeno testno stati-
stiko za povprecˇno vrednost, Pearsonov koeficient korelacije in razmerje obetov ter
njuni asimptotsko normalno porazdeljeni testni statistiki in nazadnje test variance
in ustrezno χ2−porazdeljeno testno statistiko.
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3.1. Normalno porazdeljene testne statistike (Z−test). V naslednjih treh
podpoglavjih bomo obravnavali populacijski parameter delezˇ p, kjer bo testna stati-
stika porazdeljena asimptotsko normalno. V prvem primeru si bomo ogledali interval
zaupanja, v drugem testiranje hipoteze p = p0 v enem vzorcu in v tretjem testiranje
hipoteze p1 = p2, kjer bomo primerjali delezˇa dveh vzorcev.
3.1.1. Dolocˇitev delezˇa. V dani populaciji bi radi dolocˇili delezˇ enot v populaciji, ki
imajo neko iskano lastnost. Iskani parameter je populacijski delezˇ, ki ga oznacˇimo s
p in ga bomo ocenili na podlagi vzorcˇnega delezˇa p̂. Velikost vzorca, ki ga potrebu-
jemo za oceno iskanega delezˇa, bomo izpeljali iz intervala zaupanja.
Naj bo X dihotomna slucˇajna spremenljivka in (X1, X2, ..., Xn) njen slucˇajni vzo-
rec, kjer so (Xi)
n
i=1 neodvisne in enko porazdeljene slucˇajne spremenljivke. Slucˇajna
spremenljivka X za vsak element v populaciji pove, ali ima ta element opazovano
lastnost ali ne. Delezˇ elementov v vzorcu, ki imajo iskano lastnost oznacˇimo s p̂. [9]
Vsota dihotomnih slucˇajnih spremenljivk je porazdeljena
∑n
i=1 Xi ∼ Bin(n, p).
Izrek 3.1. Slutsky. Naj bosta X1, X2, ... in Y1, Y2, ... zaporedji slucˇajnih spremen-
ljivki. Naj Xn konvergira v porazdelitvi proti X, (Xn
d−→ X) in naj Yn konvergira v
verjetnosti proti konstanti c, (Yn
p−→ c). Potem velja:
Xn + Yn
d−→ X + c
YnXn
d−→ cX
Xn
Yn
d−→ X
c
, cˇe c 6= 0
Po definiciji je cenilka p̂ =
∑n
i=1
Xi
n
povprecˇna vrednost in po KZVSˇ, Izrek (2.6)
konvergira proti pricˇakovani vrednosti E(X). Po CLI (2.7) bo testna statistika,
kjer cenilki p̂ odsˇtejemo pricˇakovano vrednost in jo delimo s standardno napako,
konvergirala proti normalni porazdelitvi N(0, 1).
p̂− E(X)
SE(X)
=
p̂− p√
p(1−p)
n
d−→ N(0, 1)
Vendar pa standardne napake ne poznamo, zato jo bomo ocenili s cenilko ŜE(X) =√
p̂(1−p̂)
n
. S pomocˇjo izreka Slutsky (3.1) bo tudi testa statistika, kjer standardno
napako nadomestimo z njeno oceno, konvergirala proti normalni porazdelitvi, saj
sˇtevec v porazdelitvi konvergira proti normalni porazdelitvi, imenovalec pa proti
konstanti. Ulomek torej konvergira proti normalni porazdelitvi.
Z =
p̂− p√
p̂(1−p̂)
n
d−→ N(0, 1)
[9, 15]
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Z izbrano stopnjo znacˇilnosti α oziroma verjetnostjo napake I. vrste in testno
statistiko Z dolocˇimo zˇelen interval zaupanja.
Slika 3. Dvostranski interval zaupanja. Na sliki je cenilka p̂ oznacˇena
s P . [10]
Ker imamo v tem primeru dvostranski interval zaupanja, izrazimo napako I. vrste
z α
2
podobno, kot smo to naredili v izpeljavi (1). Pricˇakovana vrednost je enaka
E(p̂) = p, ocenjena standardna napaka pa ŜE(p̂) =
√
p̂(1−p̂)
n
.
Dobimo zavrnitveni meji:
c = p̂± Z1−α
2
√
p̂(1− p̂)
n
Interval zaupanja:
IZ =
[
p̂− Z1−α
2
√
p̂(1− p̂)
n
, p̂+ Z1−α
2
√
p̂(1− p̂)
n
]
Z d oznacˇimo oddaljenost ocene populacijskega delezˇa od meje zavrnitve:
d = Z1−α
2
√
p̂(1− p̂)
n
Sˇirina intervala zaupanja je enaka 2d, torej je z verjetnostjo 1−α = 95% cenilka od
prave vrednosti oddaljena za manj kot d.
Iz zgornje enacˇbe izrazimo velikost vzorca n pri zˇeleni sˇirini intervala 2d:
n =
Z21−α
2
p̂(1− p̂)
d2
Zanima nas sˇe, kako izbrati vrednost p̂, cˇe je ne poznamo oziroma ne znamo dolocˇiti.
Priporocˇena izbira za p̂ je 0, 5, ker nam ta da najvecˇjo velikost vzorca in s tem
konzervativno oceno, saj je pri tej izbiri produkt p̂(1 − p̂) najviˇsji in z vecˇanjem
razlika med p̂ in (1 − p̂) pocˇasi pada. Vzorec bo pri tej izbiri kvecˇjemu prevelik,
vendar se bomo zagotovo izognili morebitnemu premajhnemu vzorcu. [10]
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Primer 3.2. Zanima nas delezˇ otrok na nekem obmocˇju, ki so bili cepljeni za neko
bolezen. Koliko otrok moremo preucˇiti, da bo ocena delezˇa odstopala od dejanskega
delezˇa populacije za manj kot 0.1 v vsako smer z verjetnostjo 1 − α = 95%?
P(|p̂− p| < d) = 0, 95
Podatki:
d = 0, 1; α = 0, 05; Z1−α
2
= 1, 960; p̂ = 0, 5
Podatke vstavimo v enacˇbo:
n =
1, 9602 ∗ 0, 25
0, 102
= 96, 04
Potrebujemo n = 97 otrok, da bomo z verjetnostjo 1− α = 95% dobili oceno, ki bo
od dejanske vrednosti odstopala za manj kot 0, 1. ♦[10]
Opomba 3.3. Ker pa vemo, da je dejanski populacijski delezˇ blizˇje vrednosti 0, 3,
bomo naredili enak izracˇun za p̂ = 0, 3. Izracˇunamo, da je velikost vzorca enaka
n = 81.
Vcˇasih namesto, da ocenjena vrednost p̂ pade znotraj 10 procentih tocˇk okoli
dejanske vrednosti p, zˇelimo, da pade znotraj 10% od dejanske vrednosti p. Torej,
cˇe bi bila prava vrednost delezˇa p = 0, 20, bi v zgornjem primeru ocenjena vrednost
padla med 0, 10 in 0, 30 v 95 od 100 vzorcev. Namesto tega zahtevamo, da pade
ocenjena vrednost v 10% od 0, 20. S tem bi v 95 od 100 vzorcev dobili oceno, ki bi
padla znotraj 0, 20 + 0, 10 ∗ 0, 20 = 0, 22 in 0, 20− 0, 10 ∗ 0, 20 = 0, 18.
Definicija 3.4. Naj bo θ neznani populacijski parameter in naj bo θˆ ocena za θ.
Definiramo natancˇnost  kot:
 =
|θˆ − θ|
θ
Posledica 3.5. Cˇe prej definirano enacˇbo za razdaljo med dejansko vrednostjo in
ocenjeno vrednostjo d = |p− p̂|, delimo z ocenjeno vrednostjo p̂, dobimo:
 =
|p− p̂|
p̂
= Z1−α
2
√
1− p̂√
np̂
Iz te enacˇbe izrazimo n in dobimo formulo za potrebno velikost vzorca:
n = Z21−α
2
(1− p̂)
2p̂
[10]
Opomba 3.6. Ker v zgornji enacˇbi produkt p̂(1− p̂) vecˇ ne nastopa, za konzerva-
tivno oceno velikost vzorca ne moremo uporabiti p̂ = 0, 5.
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Primer 3.7. Vzamemo primer 3.2, le da tokrat zahtevamo oceno znotraj 10% od
dejanske vrednosti p. Ponovno predvidevamo, da je dejanski populacijski delezˇ enak
0, 3.
Podatki:
p̂ = 0, 3; α = 0, 05; Z1−α
2
= 1, 960;  = 0, 1
Podatke vstavimo v enacˇbo:
n =
1, 9602 ∗ 0, 7
0, 12 ∗ 0, 3 = 896, 37
Potrebujemo n = 897 otrok, da bomo z verjetnostjo 1 − α = 95% dobili oceno
znotraj 10% dejanske populacijske vrednosti. ♦[10]
3.1.2. Testiranje hipoteze: populacijski delezˇ. Opazujemo dihotomno slucˇajno spre-
menljivko X in njen slucˇajni vzorec (X1, X2, ..., Xn), kjer so (Xi)
n
i=1 neodvisne in
enako porazdeljene slucˇajne spremenljivke. Ponovno nas bo zanimal delezˇ elemen-
tov v populaciji z neko iskano lastnostjo. Definiramo testno statistiko podobno kot
prej:
Z =
p̂− p√
p(1−p)
n
∼ N(0, 1),
kjer je SE(p̂) =
√
p(1−p)
n
standardna napaka, parameter p delezˇ elementov v popula-
ciji z iskano lastnostjo in p̂ ocena delezˇa elementov z iskano lastnostjo. Pricˇakovana
vrednost je enaka E(p̂) = p. Po CLI (2, 7) testna statistika Z konvergira k normalni
porazdelitvi. S testiranjem hipoteze bi radi preverili, cˇe je delezˇ v populaciji enak
p0.
Definiramo nicˇelno hipotezo:
h0 : p = p0
Definiramo enostransko alternativno hipotezo:
ha : p > p0
Velikost vzorca bomo izpeljali iz intervala zaupanja, za kar poleg vrednosti testne
statistike Z, potrebujemo sˇe zˇeleni velikosti napak I. in II. vrste, α in β. S tem
dolocˇimo zˇeleno mocˇ testa 1 − β. Oznacˇimo dejansko vrednost p v populaciji z
oznako pa.
Uporabimo izpeljavo (1) in izrazimo zgornjo zavrnitveno mejo c iz napake I. vrste,
torej kadar h0 zavrnemo, cˇeprav h0 drzˇi:
c = p0 + Z1−α
√
p0(1− p0)
n
Uporabimo sˇe izpeljavo (2) in izrazimo zavrnitveno mejo c iz mocˇi testa 1 − β za
neko vrednost pa:
c = pa − Z1−β
√
pa(1− pa)
n
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Enacˇbi izenacˇimo in izrazimo velikost vzorca n:
p0 + Z1−α
√
p0(1− p0)
n
= pa − Z1−β
√
pa(1− pa)
n
pa − p0 = Z1−α
√
p0(1− p0) + Z1−β
√
pa(1− pa)√
n
n =
(
Z1−α
√
p0(1− p0) + Z1−β
√
pa(1− pa)
)2
(pa − p0)2
Uporaba zgornje formule za dolocˇitev velikosti vzorca, nam omogocˇa, da dobimo
zahtevano mocˇ testa. [10]
Primer 3.8. V preteklosti je bilo ugotovljeno, da je delezˇ ptic okuzˇenih s tetanusom
enak 15%, vendar se nam dozdeva, da je ta sˇtevilka padla na 10%. Koliksˇen vzorec
potrebujemo, da bomo pri stopnji znacˇilnosti α = 0, 05 in z mocˇjo testa 1−β = 0, 90
pravilno zavrnili nicˇelno hipotezo h0 : p = 0, 15?
Podatki:
h0 : p = 0, 15; ha : p = 0, 10; α = 0, 05; β = 0, 10; 1− β = 0, 90
Podatke vstavimo v enacˇbo:
n =
(
1, 645
√
0, 15 ∗ 0, 85 + 1, 282√0, 10 ∗ 0, 90)2
(0, 10− 0, 15)2 = 377, 90
Potrebujemo n = 378 ptic. ♦ [10]
Opomba 3.9. Podoben pristop bi uporabili, cˇe bi imeli dvostransko alternativno
hipotezo ha : p 6= p0, le da bi v enacˇbi Z1−α nadomestili z Z1−α
2
.
n =
(
Z1−α
2
√
p0(1− p0) + Z1−β
√
pa(1− pa)
)2
(pa − p0)2
[10]
3.1.3. Testiranje hipoteze: primerjava delezˇev. Naj bosta X in Y slucˇajni spremen-
ljivki ter (X1, X2, ..., Xn) in (Y1, Y2, ..., Yn) njuna slucˇajna vzorca, kjer so (Xi)
n
i=1
in (Yi)
n
i=1 neodvisne in enako porazdeljene slucˇajne spremenljivke. X in Y pred-
stavljata dihotomni slucˇajni spremenljivki, ki povesta kateri elementi v populacijah
imajo iskano lastnost. Zanimata nas delezˇa elementov z iskano lastnostjo v obeh
populacijah, ki ju oznacˇimo s p1 in p2. Njuna vzorcˇna delezˇa oznacˇimo s p̂1 in p̂2.
S testiranjem hipoteze zˇelimo preveriti, cˇe sta delezˇa enaka. Za razliko med dvema
populacijskima delezˇema definiramo nov parameter p1 − p2, ki ga ocenimo z razliko
vzorcˇnih delezˇev p̂1− p̂2. Povprecˇna vrednost vzorcˇne porazdelitve p̂1− p̂2 je enaka:
E(p̂1 − p̂2) = p1 − p2
Varianca pa:
Var(p̂1 − p̂2) = Var(p̂1) + Var(p̂2) = p1(1− p1)
n1
+
p2(1− p2)
n2
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Testirati zˇelimo nicˇelno hipotezo h0 : p1 = p2 proti enostranski alternativni hipotezi
ha : p1 > p2. V vzorcˇni porazdelitvi pod nicˇelno hipotezo lahko p1 in p2 nadomestimo
s skupno oznako p:
Var(p̂1 − p̂2) = p(1− p)
n1
+
p(1− p)
n2
= p(1− p)
(
1
n1
+
1
n2
)
Naj bosta oba vzorca enako velika n1 = n2 = n, potem je Var(p̂1 − p̂2) = 2
(p(1−p)
n
)
.
Oceniti moramo neznani parameter p. Izracˇunamo ga kot povprecˇje vrednosti iz
obeh vzorcev: p¯ = p1+p2
2
.
S pomocˇjo CLI (2.7) in izreka Slutsky (3.1), bo standardizirana testna statistika
Z, kjer cenilki odsˇtejem pricˇakovano vrednost in jo delimo z oceno standardne na-
pake, konvergirala k normalni porazdelitvi.
Z =
(p̂1 − p̂2)− E(p̂1 − p̂2)
ŜE(p̂1 − p̂2)
d−→ N(0, 1)
Pod nicˇelno hipotezo ima razlika delezˇev p̂1 − p̂2 pricˇakovano vrednost:
E(p̂1 − p̂2) = p1 − p2 = 0
Standardno napako ocenimo z:
ŜE(p̂1 − p̂2) =
√
2p¯(1− p¯)
n
Podobno kot prej iz verjetnosti napake I. vrste, izpeljava (1), izrazimo zavrnitveno
mejo c:
c = Z1−α
√
2p¯(1− p¯)
n
Pod alternativno hipotezo ima ocena razlike delezˇev p̂1 − p̂2 pricˇakovano vrednost
E(p̂1 − p̂2) = p1 − p2 in standardno napako SE(p̂1 − p̂2) =
√
p1(1−p1)
n
+ p2(1−p2)
n
.
Iz mocˇi testa 1 − β za neko vrednost p1 − p2, izpeljava (2), izrazimo zavrnitveno
mejo c:
c = (p1 − p2)− Z1−β
√
p1(1− p1)
n
+
p2(1− p2)
n
Enacˇbi izenacˇimo in izpostavimo velikost vzorca n:
Z1−α
√
2p¯(1− p¯)
n
= (p1 − p2)− Z1−β
√
p1(1− p1)
n
+
p2(1− p2)
n
p1 − p2 = 1√
n
(
Z1−α
√
2p¯(1− p¯) + Z1−β
√
p1(1− p1) + p2(1− p2)
)
n =
(
Z1−α
√
2p¯(1− p¯) + Z1−β
√
p1(1− p1) + p2(1− p2)
)2
(p1 − p2)2
[9, 10]
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Primer 3.10. V neki raziskavi, kjer so bili zbrani podatki dveh skupin velikosti 50,
so preucˇevali delezˇa zaposlenih v industriji z nevarno kemikalijo. V prvi skupini so
bili opazovani ljudje, ki so zboleli za neko opazovano boleznijo, v drugi ta bolezen ni
bila prisotna. Ugotovili so, da je delezˇ zaposlenih v industriji z nevarno kemikalijo
v prvi skupini p1 = 0, 60 v drugi pa p2 = 0, 50.
Testirati zˇelimo nicˇelno hipotezo h0 : p1 = p2 proti enostranski alternativni hipotezi
ha : p1 > p2. Koliksˇen vzorec potrebujemo, da bomo z mocˇjo testa 1 − β = 0, 90
zavrnili nicˇelno hipotezo pri stopnji znacˇilnosti α = 0, 05?
Podatki:
p1 = 0, 60; p2 = 0, 50; p¯ = 0, 55; α = 0, 05; β = 0, 10
Podatke vstavimo v enacˇbo:
n =
(1, 645
√
2 ∗ 0, 55 ∗ 0, 45 + 1, 282√0, 6 ∗ 0, 4 + 0, 5 ∗ 0, 5)2
(0, 6− 0, 5)2 = 422, 20
Potrebujemo vzorca velikosti n = 423. ♦[10]
V naslednjem podpoglavju si bomo ogledali primer, kjer nas bo zanimal parame-
ter povprecˇna vrednost µ. Primerjali bomo povprecˇno vrednost v dveh vzorcih
h0 : µ1 = µ2. Testna statistika bo porazdeljena eksaktno normalno.
3.1.4. Testiranje hipoteze: primerjava povprecˇnih vrednosti. Naj boX slucˇajna spre-
menljivka porazdeljena po zakonu N(µ, σ) in (X1, X2, ..., Xn) njen slucˇajni vzorec,
kjer so (Xi)
n
i=1 neodvisne in enako porazdeljene slucˇajne spremenljivke. Parame-
ter µ predstavlja populacijsko povprecˇno vrednost, ki jo zˇelimo oceniti z vzorcˇno
povprecˇno vrednostjo, definirano kot:
X¯ =
1
n
n∑
i=1
(Xi)
Pricˇakovana vrednost je enaka E(X¯) = E
(
1
n
∑n
i=1(Xi)
)
= 1
n
nE(Xi) = µ
in varianca Var(X¯) = Var
(
1
n
∑n
i=1(Xi)
)
= 1
n2
nVar(Xi) =
σ2
n
. [12]
Primerjati zˇelimo povprecˇni vrednosti iz dveh vzorcev in izracˇunati zˇeleno velikost
vzorca. Izpeljali jo bomo iz intervala zaupanja in mocˇi testa za neko vrednost
µ1− µ2 ter vkljucˇili koeficient velikosti ucˇinka. Naj bosta X in Y slucˇajni spremen-
ljivki porazdeljeni po zakonu N(µ1, σ1) in N(µ2, σ2). Naj bosta (X1, X2, ..., Xn) in
(Y1, Y2, ..., Yn) njuna slucˇajna vzorca, kjer so (Xi)
n
i=1 in (Yi)
n
i=1 neodvisne in enako
porazdeljene slucˇajne spremenljivke. Definiramo nov populacijski parameter µ1−µ2,
ki ga bomo ocenili s pomocˇjo razlike vzorcˇnih povprecˇij X¯1 − X¯2.
Vzorcˇna pricˇakovana vrednost: E(X¯1 − X¯2) = E(X¯1)− E(X¯2) = µ1 − µ2
Vzorcˇna varianca: Var(X¯1 − X¯2) = Var(X¯1) + Var(X¯2) = σ12n1 + σ2
2
n2
Predpostavili bomo homoskedasticˇnost varianc: σ21 = σ
2
2 = σ
2 in enako velikost
vzorcev: n1 = n2 = n
Vzorcˇna varianca: Var(X¯1 − X¯2) = 2σ2n
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Testirati zˇelimo hipotezo, ki pravi da sta povprecˇni vrednosti vzorcev enaki:
h0 : µ1 = µ2, ha : µ1 > µ2
Standardizirana testna statistika Z po CLI (2.7) konvergira k normalni porazdelitvi:
Z =
(X¯1 − X¯2)− E(X¯1 − X¯2)
SE(X¯1 − X¯2) ∼ N(0, 1)
Podobno kot v izpeljavi (1), zavrnitveno mejo c izrazimo iz verjetnosti napake I.
vrste α, kjer sta E(X¯1 − X¯2) = 0 in SE(X¯1 − X¯2) =
√
2σ2
n
pod nicˇelno hipotezo.
Dobimo torej interval zaupanja IZ =
[
−∞, Z1−α
√
2σ2
n
]
in zavrnitveno mejo:
c = Z1−α
√
2σ2
n
Prav tako uporabimo izpeljavo (2) za dolocˇitev zavrnitvene meje c iz mocˇi testa 1−β
za neko vrednost µ1 − µ2, kjer sta E(X¯1 − X¯2) = µ1 − µ2 in SE(X¯1 − X¯2) =
√
2σ2
n
pod alternativno hipotezo.
Dobimo interval zaupanja IZ =
[
(µ1 − µ2)− Z1−β
√
2σ2
n
,∞
]
in zavrnitveno mejo:
c = (µ1 − µ2)− Z1−β
√
2σ2
n
Opomba 3.11. Tudi tu smo zanemarili levi del pri izpeljavi mocˇi testa za µ0 − µa,
kot v izpeljavi (2).
Enacˇbi izenacˇimo in izrazimo velikost vzorca n:
Z1−α
√
2σ2
n
= (µ1 − µ2)− Z1−β
√
2σ2
n
µ1 − µ2 = Z1−α
√
2σ2
n
− Z1−β
√
2σ2
n
µ1 − µ2 =
√
2σ2
n
(Z1−α − Z1−β)
n =
2σ2(Z1−α + Z1−β)2
(µ1 − µ2)2
[10]
Cohen [7] je definiral velikost ucˇinka z enacˇbo:
d =
|µ1 − µ2|
σ
Standardiziral ga je v tri razrede:
• d = 0, 2 majhna velikost ucˇinka
• d = 0, 5 srednja velikost ucˇinka
• d = 0, 8 velika velikost ucˇinka
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n = 2
(
Z1−α + Z1−β
d
)2
Velikost vzorca je odvisna od:
• stopnje znacˇilnosti α
• mocˇi testa 1− β
• velikosti ucˇinka d
[7, 10]
Vsaka testna statistika ima svoj indeks velikosti ucˇinka. K temu se bomo vrnili v
nadaljnjih primerih.
Primer 3.12. V klinicˇni raziskavi bi radi ugotovili ali novo zdravilo vpliva na
zmanjˇsanje krvnega tlaka. Cˇe bo novo zdravilo pokazalo 5 enot spremembe v pov-
precˇni vrednosti krvnega tlaka, bo to pomenilo, da zdravilo ucˇinkuje. Koliksˇen vzo-
rec potrebujemo, da bomo dobili zahtevane rezultate s stopnjo znacˇilnosti α = 0, 05
in mocˇjo testa 1− β = 0, 80?
V preteklih sˇtudijah je bilo ugotovljeno, da je standardni odklon krvnega tlaka enak
19.
Podatki:
h0 : µ1 = µ2, ha : µ1 > µ2
|µ1 − µ2| = 5; σ = 19; α = 0, 05; 1− β = 0, 80
Podatke vstavimo v enacˇbo:
d =
5
19
= 0, 26
n = 2
(
1, 645 + 0, 84
0, 26
)2
= 182, 70
Potrebujemo vzorca velikosti n = 183. ♦ [18]
Opomba 3.13. V primeru smo uporabili standardni odklon, ki smo ga privzeli iz
drugih sˇtudij. Namesto tega bi lahko uporabila eno izmed standardiziranih vredno-
sti, npr. d = 0, 2 in dobili rezultat:
n = 2
(
1, 645 + 0, 84
0, 20
)2
= 308, 76
[1, 18]
V naslednjem razdelku si bomo ogledali primer, v katerem nas bo zanimal para-
meter povprecˇna vrednost µ. Predpostavili bomo, da vrednosti σ ne poznamo in
testirali hipotezo µ = µ0 v enem vzorcu. Testna statistika bom imela Studentovo
t−porazdelitev.
18
3.2. t−test. Naj bo X slucˇajna spremenljivka porazdeljena po zakonu N(µ, σ). Iz-
beremo slucˇajni vzorec oblike (X1, X2, ..., Xn), kjer so (Xi)
n
i=1 neodvisne in enako
porazdeljene slucˇajne spremenljivke. Zanima nas populacijski parameter µ, ki pred-
stavlja aritmeticˇno sredino ali povprecˇno vrednost. Ocenimo ga z vzorcˇnim pov-
precˇjem, ki ga izracˇunamo s formulo:
X¯ =
1
n
n∑
i=1
(Xi)
Sledi, da je pricˇakovana vrednost vzorcˇnega povprecˇja enaka matematicˇnemu upa-
nju E(X¯) = E
(
1
n
∑n
i=1(Xi)
)
= µ in varianca vzorcˇnega povprecˇja enaka Var(X¯) =
Var
(
1
n
∑n
i=1(Xi)
)
= σ
2
n
, ker pa σ v tem primeru ne poznamo, bomo definirali sˇe
ustrezno cenilko V̂ar(X¯) = s
2
n
, kjer je s =
√
1
n−1
∑n
i=1(Xi − X¯)2 cenilka standar-
dnega odklona.
Standardizirano testno statistiko izpeljemo, tako da ji odsˇtejemo upanje in jo delimo
z oceno standardne napake:
T =
X¯ − µ
s√
n
∼ tn−1,
Testna statistika ima po CLI (2.7) in izreku Slutsky (3.1) Studentovo t−porazdelitev
z (n− 1) stopnjami prostosti.
[9, 11]
Ogledali si bomo primer izpeljave velikosti vzorca n, kadar standardni odklon σ
ni znan in uporabimo oceno s.
3.2.1. Testiranje hipoteze: povprecˇna vrednost. Testirali bomo hipotezo:
h0 : µ = µ0
ha : µ 6= µ0
Uporabili bomo zgoraj definirano testno statistiko:
T =
X¯ − µ
s√
n
∼ tn−1
[9]
Podobno kot v izpeljavi (1) iz verjetnosti napake I. vrste izpeljemo zgornjo zavrni-
tveno mejo c2:
1− α = P(sprejmemo h0|h0 drzˇi) = P(c1 < X¯ < c2|h0 res) =
= P
(
c1 − µ0
s√
n
<
X¯ − µ0
s√
n
<
c2 − µ0
s√
n
∣∣∣∣µ = µ0) = P(c1 − µ0s√
n
< T <
c2 − µ0
s√
n
∣∣∣∣µ = µ0)
Zgornja zavrnitvena meja:
c2 = µ0 + t1−α
2
,n−1
s√
n
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Izrazimo sˇe zavrnitveno mejo c2 iz mocˇi testa 1 − β za neko vrednost µa, kot v
izpeljavi (2):
1− β = P(zavrnemo h0|ha drzˇi) = P
(
c2 − µa
s√
n
< T
∣∣∣∣µ = µa)
Zavrnitvena meja:
c2 = µa − t1−β,n−1 s√
n
Opomba 3.14. Ponovno zanemarimo levi del pri izpeljavi mocˇi za dan µa, kot v
izpeljavi (2).
Izenacˇimo zgornjo zavrnitveno mejo intervala zaupanja pri stopnji znacˇilnosti α
in zavrnitveno mejo za mocˇ testa 1 − β pri dani vrednosti µa in izpostavimo n:
µ0 + t1−α
2
,n−1
s√
n
= µa − t1−β,n−1 s√
n
µa − µ0 = (t1−α
2
,n−1 + t1−β,n−1)
s√
n
n =
s2(t1−α
2
,n−1 + t1−β,n−1)2
(µa − µ0)2
Ker potrebujemo parameter n za dolocˇitev t-vrednosti iz tabele Studentove poraz-
delitve, ga ne bomo mogli preprosto izpostaviti iz enacˇbe. Za vecˇje vzorce bi lahko
t−vrednost nadomestili z Z−vrednostjo, ki je asimtotsko normalno porazdeljena.
n =
s2(Z1−α
2
+ Z1−β)2
(µa − µ0)2
Pri manjˇsih vzorcih pa za dolocˇitev velikosti vzorca potrebujemo sˇe proces iteracij.
[10, 16]
Primer 3.15. Veljalo naj bi, da je povprecˇna tezˇa mosˇkega s 55 leti in novo po-
stavljeno diagnozo bolezni srca enaka 90kg. Kako velik vzorec potrebujemo, da bi s
stopnjo znacˇilnosti α = 0, 05 in mocˇjo testa 1 − β = 0, 90 zavrnili nicˇelno hipotezo
proti alternativni, da je povprecˇna tezˇa padla iz 90kg na 85kg? Pogledali bomo eno-
stransko alternativno hipotezo ho : µ0 > µa, zato bomo v enacˇbi za velikost vzorca
Z1−α
2
nadomestili z Z1−α. Predpostavimo, da je standardni odklon σ omenjene pov-
precˇne vrednosti enak 20kg.
Podatki:
h0 : µ = 90; ha : µ = 85; σ = 20; α = 0, 05; 1− β = 0, 90
Podatke vstavimo v enacˇbo, kjer t−vrednosti nadomestimo z Z−vrednostmi:
n =
σ2(Z1−α + Z1−β)2
(µa − µ0)2 =
202(1, 645 + 1.282)2
(90− 85)2 = 137, 08
Potrebujemo torej vzorec velikosti n = 138. [10] ♦
S simulacijo v programskem jeziku R bomo preverili, cˇe nam izracˇunana velikost
vzorca dejansko da zahtevano mocˇ testa 1 − β za µ0 − µa = 5. Pri danih popula-
cijskih parametrih bomo naredili 10000 ponovitev izracˇuna t−vrednosti in pogledali
v koliko primerih smo nicˇelno hipotezo zavrnili, torej mocˇ testa. Pricˇakujemo, da
bomo dobili rezultat okoli 1− β = 0, 90.
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Algorithm 1: Izracˇun mocˇi testa za t−test.
input : n, µ0, µa in σ.
output: mocˇ testa 1− β.
Function t−test(n, µa, σ, µ0):
x← rnorm(n, µa, σ);
t.stat← mean(x)−µ0
sd(x)/
√
n
;
return 1 - pt(abs(t.stat), n-1);
n← 138;
µ0 ← 90;
µa ← 85;
σ ← 20;
for i← 1 to 10000 do
pvalues[i]← t− test(n, µa, σ, µ0);
return mean(pvalues < 0, 05)
S simulacijo smo potrdili, da nam izracˇunana velikost vzorca pri danih popula-
cijski parametrih prinese zahtevano mocˇ testa. Nasˇ algoritem (1) je izracˇunal mocˇ
1− β = 0, 9003.
Poglejmo si sˇe primer, kjer imamo majhen vzorec in bomo poleg aproksimacije
uporabili sˇe iteracijo.
Primer 3.16. V neki raziskavi so ugotovili, da je povprecˇna vrednost cˇasa raztopitve
nekega koncentrata v vodo enaka 45s. Radi bi pokazali, da se dejanska povprecˇna
vrednost od predpostavljene razlikuje za 2s. Koliksˇen vzorec potrebujemo, da bomo
s stopnjo znacˇilnosti α = 0, 05 in mocˇjo testa 1−β = 0, 90 zavrnili nicˇelno hipotezo?
Standardni odklon je enak 3s.
Podatki:
h0 : µ = 45; |µ0 − µa| = 2; σ = 3; α = 0, 05; 1− β = 0, 90
Podatke vstavimo v enacˇbo z Z−vrednostmi:
n =
σ2(Z1−α
2
+ Z1−β)2
(µa − µ0)2 =
32(1, 960 + 1, 282)2
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= 23, 65
Podatek n = 24 uporabimo v enacˇbi s t-vrednostmi in izracˇunamo novo velikost
vzorca:
n =
σ2(t1−α
2
,n−1 + t1−β,n−1)2
(µa − µ0)2 =
32(2, 069 + 1, 319)2
22
= 25, 83
Naslednji korak iteracije nam da rezultat n = 25.64, kar pomeni, da se bomo na tem
koraku ustavili. Potrebna velikost vzorca je torej n = 26. ♦ [16]
Dobljen rezultat bomo preverili s simulacijo v programskem jeziku R. Glede na
dobljeno velikost vzorca, stopnjo znacˇilnosti, povprecˇno vrednost pod nicˇelno in al-
ternativno porazdelitvijo ter vzorcˇnim standardnim odklonom bomo pogledali, ali
dobimo zahtevano mocˇ testa.
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Algorithm 2: Izracˇun mocˇi testa za t−test.
input : n, µ0, µa in σ.
output: mocˇ testa 1− β.
Function t−test(n, µa, σ, µ0):
x← rnorm(n, µa, σ);
t.stat← mean(x)−µ0
sd(x)/
√
n
;
return (2*(1 - pt(abs(t.stat), n-1));
n← 26;
µ0 ← 45;
µa ← 47;
sigma← 3;
for i← 1 to 10000 do
pvalues[i]← t− test(n, µa, σ, µ0);
return mean(pvalues < 0, 05)
Uporabili smo enak algoritem kot pri prejˇsnji nalogi in ponovno pokazali, da nam
izracˇunana velikost vzorca da zahtevano mocˇ testa. Algoritem (2) je pokazal mocˇ
testa 1− β = 0, 8996.
V naslednjem poglavju si bomo ogledali Pearsonov koeficient korelacije in testi-
ranje hipoteze ρ = 0. Uporabili bomo Fisherjevo transformacijo, s katero bomo
dobili asimptotsko normalno porazdelitev. Velikost vzorca bomo izrazili iz intervala
zaupanja in mocˇi testa.
3.3. Pearsonov koeficient korelacije. Pearsonov koeficient korelacije je mera, ki
predstavlja linearno povezanost med dvema slucˇajnima spremenljivkama. Naj bo
(X, Y ) slucˇajni vektor, kjer je X porazdeljen po zakonu N(µ1, σ) in Y po zakonu
N(µ2, τ). Kovarianca med slucˇajnima spremenljivkama je definirana kot:
cov(X, Y ) = E(XY )− E(X)E(Y )
Njun korelacijski koeficient pa kot:
ρ(X, Y ) =
cov(X, Y )√
V ar(X)V ar(Y )
• ρ = −1 opazovani spremenljivki sta mocˇno negativno povezani.
• ρ = 0 opazovani spremenljivki sta neodvisni
• ρ = 1 opazovani spremenljivki sta mocˇno pozitivno povezani.
[12]
Zanima nas torej, kako sta ti dve slucˇajni spremenljivki med seboj povezani. Formulo
za velikost vzorca bomo izpeljali iz intervala zaupanja in mocˇi testa. Populacijski
parameter, ki nas bo v tem odlomku zanimal, je korelacijski koeficient ρ.
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Naj bo (X1, Y1), ..., (Xn, Yn) slucˇajni vzorec vektorja (X, Y ), kjer so (Xi, Yi)
n
i=1
med seboj neodvisni slucˇajni vektorji, vsi porazdeljeni kot vektor (X, Y ). Vzorcˇni
korelacijski koeficient oznacˇimo z r in lahko zavzema vrednosti med −1 in 1.
Izracˇunamo ga s pomocˇjo vzorcˇne kovariance in vzorcˇnih standardnih odklonov:
rXY =
sXY
sXsY
,
kjer sta vzorcˇna standardna odklona:
sX =
√∑n
i=1(Xi − X¯)2
n
sY =
√∑n
i=1(Y1 − Y¯ )2
n
in vzorcˇna kovarianca:
sXY =
1
n
( n∑
i=1
XiYi − nX¯Y¯
)
S testiranjem hipoteze zˇelimo preveriti, kaksˇna je korelacija med opazovanima spre-
menljivkama oziroma ali sta spremenljivki povezani:
ho : ρ = 0
ha : ρ 6= 0
Testna statistika pod nicˇelno hipotezo je definirana kot:
T =
r − ρ
ŜE(r)
=
r − 0√
1−r2
n−2
= r
√
n− 2
1− r2 ∼ tn−2 ,
kjer je ŜE(r) =
√
1−r2
n−2 ocena standardne napake [7, 8]. Prava vrednost variance
je Var(r) = (1−ρ
2)2
n−1 in s tem standardna napaka SE(r) =
1−ρ2√
n−1 . Vendar bi dobili
previsoko vrednost testne statistike in p−vrednost, ker vrednosti ρ ne poznamo, r
pa ni vedno natancˇna ocena za ρ. Zato moramo uporabiti oceno standardne na-
pak ŜE(r) =
√
1−r2
n−2 . Testna statistika je asimptotsko normalno porazdeljena le za
nicˇelno hipotezo h0 : ρ = 0, saj je tu E(r) = ρ, za hipoteze o ρ 6= 0 bi dobili asime-
tricˇno vzorcˇno porazdelitev. Po CLI (2.7) in izreku Slutsky (3.1) testna statistika T
konvergira k t−porazdelitev z (n− 2) stopnjami prostosti.
Fisher [2, 8] je razvil transformacijo, kjer z narasˇcˇanjem velikosti vzorca hitreje
dobimo normalno porazdelitev.
A = arctanh(r) =
1
2
ln (
1 + r
1− r )
Transformiran A ima varianco Var(A) = 1
n−3 , ki je neodvisna od vrednosti korelacije
in je konstantna ter pricˇakovano vrednost E(A) = 1
2
ln (1+ρ
1−ρ). Tako dobimo novo
testno statistiko [8]:
Z =
A− 1
2
ln (1+ρ
1−ρ)√
1
n−3
d−→ N(0, 1),
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ki po CLI (2.7) konvergira k normalni porazdelitvi [2].
Izberemo stopnjo znacˇilnosti α in izrazimo zgornjo zavrnitveno mejo c2 iz verje-
tnosti napake I. vrste, kot v izpeljavi (1):
c2 = Z1−α
2
√
1
n− 3
Izberemo mocˇ testa 1 − β in izrazimo zavrnitveno mejo c2 iz mocˇi testa, kot v
izpeljavi (2):
c2 =
1
2
ln
(
1 + r
1− r
)
− Z1−β
√
1
n− 3
Enacˇbi izenacˇimo in izrazimo velikost vzorca n:
Z1−α
2
√
1
n− 3 =
1
2
ln
(
1 + r
1− r
)
− Z1−β
√
1
n− 3
1
2
ln
(
1 + r
1− r
)
=
√
1
n− 3(Z1−α2 + Z1−β)(
1
2
ln
(
1 + r
1− r
))2
=
1
n− 3(Z1−α2 + Z1−β)
2
n− 3 = (Z1−
α
2
+ Z1−β)2
1
4
ln
(
1+r
1−r
)2
n =
(Z1−α
2
+ Z1−β)2
1
4
ln
(
1+r
1−r
)2 + 3
Vrnimo se k velikosti ucˇinka, ki smo ga omenili v podpoglavju (3.1.4.). Tu je velikost
ucˇinka parameter r, ki je standardiziran v tri razrede:
• r = 0, 10: majhna velikost ucˇinka
• r = 0, 30: srednja velikost ucˇinka
• r = 0, 50: velika velikost ucˇinka
Za dolocˇitev velikosti vzorca pri testiranju Pearsonovega koeficienta korelacije potre-
bujemo stopnjo znacˇilnosti α, mocˇ testa 1− β in velikost ucˇinka oziroma Pearsonov
koeficient korelacije r. [7, 19]
Primer 3.17. Sˇtudije so pokazale, da je korelacija med kolicˇino uzˇite soli in krvnim
pritiskom enaka 0, 30. Koliksˇen vzorec potrebujemo, da zavrnemo nicˇelno hipotezo
h0 : ρ = 0 s stopnjo znacˇilnosti α = 0, 01 in mocˇjo testa 1− β = 0, 90?
Podatki:
r = 0, 30; α = 0, 01; 1− β = 0, 9
Podatke vstavimo v enacˇbo:
n =
(Z1−α
2
+ Z1−β)2
1
4
ln
(
1+0,3
1−0,3
)2 + 3 = (2, 5758 + 1, 282)21
4
ln
(
1+0,3
1−0,3
)2 + 3 = 158, 35
Za testiranje hipoteze potrebujemo vzorec velikosti n = 159. ♦
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V naslednjem poglavju si bomo ogledali parameter razmerje verjetij. Uporabili
bomo logaritemsko transformacijo, s katero se bomo priblizˇali normalni porazdelitvi
in nato izrazili velikost vzorca n iz intervala zaupanja in mocˇi testa.
3.4. Razmerje obetov (OR). Razmerje obetov uporabljamo, kadar zˇelimo opa-
zovati vplive nekega zdravila na dolocˇeno bolezen. Za taksˇne sˇtudije uporabljamo
dva vzorca, in sicer na prvem uporabimo neko zdravilo na drugem pa ne. Oznacˇimo
verjetnosti:
• p1 : verjetnost bolezni ob prisotnosti preucˇevanega faktorja
• (1− p1) : verjetnost, da bolezni ni ob prisotnosti nekega faktorja
• p2 : verjetnost bolezni brez prisotnosti faktorja
• (1− p2) : verjetnost, da bolezni ni, ko ne uporabimo faktorja
Razmerje obetov izracˇunamo kot:
OR =
p1(1− p2)
p2(1− p1)
Ker je razmerje obetov (OR) strogo pozitivno in redko vecˇje od 10, po navadi pa
dosti manjˇse, sledi, da vzorcˇna porazdelitev ocene OR ni normalno porazdeljena s
strogo pozitivnim koeficientom asimetrije (ang. skewness). Transformacija z na-
ravni logaritmom bi zato izboljˇsala lastnosti porazdelitve in jo priblizˇala normalni
porazdelitvi. Obicˇajno torej za dolocˇanje intervala zaupanja razmerja obetov in te-
stiranje hipotez o razmerju obetov uporabimo naravni logaritem razmerja obetov
lnOR. Kasneje rezultate pretvorimo nazaj eln (OR) = OR. [10]
S p̂1 in p̂2 oznacˇimo ocene verjetnosti prisotnosti bolezni v obeh vzorcih. Naj bo-
sta oba vzorca enako velika n1 = n2 = n, potem je aproksimacija variance vzorcˇne
porazdelitve lnOR enaka:
Var(ln ÔR) = Var
(
ln
(
p̂1(1− p̂2)
p̂2(1− p̂2)
))
=
= Var(ln (p̂1) + ln (1− p̂2)− ln (p̂2)− ln (1− p̂1)) =
= Var(ln (p̂1)− ln (1− p̂1)) + Var(ln (1− p̂2)− ln (p̂2)) =
= Var
(
ln
(
p̂1
(1− p̂1)
))
+ Var
(
ln
(
p̂2
(1− p̂2)
))
=
=
1
np1(1− p1) +
1
np2(1− p2) =
1
n
(
1
p1(1− p1) +
1
p2(1− p2)
)
Iz predzadnje v zadnjo vrstico uporabimo metodo delta za iskanje aproksimacije
variance Var(g(θ̂))
.
= g′(θ)Var(θ̂) [4]
Zanima nas kaksˇno velikost vzorca n potrebujemo za oceno OR znotraj  od prave
vrednosti OR s stopnjo znacˇilnosti 1− α. Velikost vzorca bomo izrazili iz intervala
zaupanja. Standardno napako ocenimo z: SE(ln ÔR) =
√
1
n
(
1
p1(1−p1) +
1
p2(1−p2)
)
Definiramo zgornjo in spodnjo mejo intervala zaupanje porazdelitve lnOR:
• ln ÔRL = lnOR− zSE(ln ÔR)
• ln ÔRU = lnOR + zSE(ln ÔR)
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Slika 4. Transformacija intervala zaupanja okoli OR v interval zau-
panja okoli lnOR [10]
Z w oznacˇimo razdaljo med ÔRL in OR. w = OR, kjer je  enak
 =
|ÔRL −OR|
OR
Opomba 3.18. Ogledali si bomo razdaljo med ÔRL in OR, ker je razdalja med
ÔRU in OR veliko vecˇja in s tem tudi izpeljani vzorec. Smiselna izbira je torej
razdalja med spodnjo mejo in OR, saj prinese zadostno velikost vzorca, ki nam
prinese zˇelene rezultate.
Razdaljo w zapiˇsemo kot:
w = OR = elnOR − elnOR−zSE(ln ÔR)
Enacˇbo preuredimo:
OR = OR−ORe−ZSE(ln (ÔR))
 = 1− e−ZSE(ln (ÔR))
1−  = e−ZSE(ln (ÔR))
ln (1− ) = −(Z1−α
2
+ Z1−β)SE(ln (ÔR))
ln (1− ) = −(Z1−α
2
+ Z1−β)
√
1
n
(
1
p1(1− p1) +
1
p2(1− p2)
)
Izrazimo n:
n =
(Z1−α
2
+ Z1−β)2
(
1
p1(1−p1) +
1
p2(1−p2)
)
ln (1− )2
Kadar zˇelimo dolocˇiti razmerje verjetij vpliva zdravila na neko bolezen, moramo
dolocˇiti stopnjo znacˇilnosti α, verjetnost napake II. vrste β, parametre p1, p2 in OR
ter dovoljeno odstopanje  izrazˇen v procentih. [5, 10]
Opomba 3.19. V resnici potrebujemo le dva izmed treh parametrov p1, p2 in OR.
Tretjega pa lahko izrazimo s pomocˇjo formule:
p1 =
OR ∗ p2
OR ∗ p2 + (1− p2)
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Primer 3.20. Kako velik vzorec bi potrebovali v sˇtudiji s kontrolno skupino, cˇe bi
zˇeleli z mocˇjo testa 1−β = 0.90 oceniti razmerje verjetij znotraj 25% prave vredno-
sti, cˇe predvidevamo, da je prava vrednost 2 in je izpostavljenost v kontrolni skupini
enaka 0, 30?
p2 = 0, 30; OR = 2
Izracˇunamo p1: p1 =
OR∗p2
OR∗p2+(1−p2) =
2∗0,30
2∗0,30+0,70 = 0, 46
 = 0, 25; α = 0, 05; β = 0, 90
Podatke vstavimo v enacˇbo:
n =
(1, 960 + 1, 282)2
(
1
0,46∗0,54 +
1
0,3∗0,7
)
ln (1− 0, 25)2 = 1116, 03
Potrebujemo torej skupini velikosti n = 1117. ♦ [10]
V naslednjem poglavju si bomo ogledali test variance in kako izpeljati ustrezno
velikost vzorca, kadar je preucˇevani parameter varianca σ in ima testna statistika
χ2−porazdelitev.
3.5. Test variance. S testom preverjamo hipotezo o varianci s χ2−porazdeljeno te-
stno statistiko. Naj bo slucˇajna spremenljivka X porazdeljena po zakonu N(µ, σ) in
(X1, X2, ..., Xn) njen slucˇajni vzorec, kjer so (Xi)
n
i=1 neodvisne in enako porazdeljene
slucˇajne spremenljivke. Zanima nas populacijski parameter varianca σ2. Oceniti ga
zˇelimo s pomocˇjo vzorcˇne variance oz. popravljene vzorcˇne variance:
s21 =
1
n
n∑
i=1
(X1 − X¯)2 , s2 = 1
n− 1
n∑
i=1
(X1 − X¯)2
Izpeljemo testno statistiko iz popravljene vzorcˇne variance:
χ2 =
(n− 1)s2
σ20
∼ χ2n−1
Pokazali bomo, zakaj je testna statistika χ2 porazdeljena χ2n−1:
(n− 1)s2
σ2
=
∑n
i=1(Xi − X¯)2
σ2
=
n∑
i=1
(
(Xi − µ)− (x¯− µ)
σ
)2
=
=
n∑
i=1
(
(Xi − µ)2
σ2
+
(X¯ − µ)2
σ2
− 2(Xi − µ)(X¯ − µ)
σ2
)
=
=
n∑
i=1
(Xi − µ)2
σ2
+ n
(X¯ − µ)2
σ2
− 2(X¯ − µ)
σ
n∑
i=1
(Xi − µ)
σ2
Zadnjo vsoto preoblikujemo:
n∑
i=1
(Xi − µ)
σ
=
∑n
i=1 XI − nµ
σ
=
nX¯ − nµ
σ
=
n(X¯ − µ)
σ
In dobimo:
=
n∑
i=1
(Xi − µ)2
σ2
+ n
(X¯ − µ)2
σ2
− 2n(X¯ − µ)
2
σ2
=
n∑
i=1
(Xi − µ)
σ2
−
(
X¯ − µ
σ√
n
)2
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Vsota n kvadratov standardiziranih normalno porazdeljenih slucˇajnih spremenljivk
je porazdeljena:
n∑
i=1
(Xi − µ)
σ2
∼ χ2n
Kvadrat standardizirane normalno porazdeljene slucˇajne spremenljivke pa:(
X¯ − µ
σ√
n
)2
∼ χ21
Izkazˇe se, da je razlika porazdeljena kot χ2n−1:
(n− 1)s2
σ2
=
n∑
i=1
(Xi − µ)
σ2
−
(
X¯ − µ
σ√
n
)2
∼ χ2n−1 [13]
Testirati zˇelimo hipotezo:
h0 : σ
2 = σ20
ha : σ
2 6= σ20
Ponovno lahko izpeljemo interval zaupanja iz napake I. vrste, kot v izpeljavi (1):
α = P(c1 < ŝ < c2|h0 res) = P
(
c1(n− 1)
σ20
<
ŝ(n− 1)
σ20
<
c2(n− 1)
σ20
∣∣∣∣σ2 = σ20) =
= P
(
c1(n− 1)
σ20
< χ2 <
c2(n− 1)
σ20
∣∣∣∣σ2 = σ20)
Poglejmo si najprej spodnjo zavrnitveno mejo c1:
α
2
= P
(
c1(n− 1)
σ20
< χ2
∣∣∣∣σ2 = σ20) = 1− F(c1(n− 1)σ20
)
χ21−α
2
,n−1 =
c1(n− 1)
σ20
c1 =
χ21−α
2
,n−1σ
2
0
n− 1
Izpeljemo sˇe zgornjo zavrnitveno mejo c2:
α
2
= P
(
χ2 <
c2(n− 1)
σ20
∣∣∣∣σ2 = σ20) = F(c2(n− 1)σ20
)
χ2α
2
,n−1 =
c2(n− 1)
σ20
c2 =
χα
2
,n−1σ20
n− 1
Funkcija F je kumulativna porazdelitvena funkcija χ2−porazdelitve.
Interval zaupanja:
IZ =
[
χ1−α
2
,n−1σ20
n− 1 ,
χ2α
2
,n−1σ
2
0
n− 1
]
[21]
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Vendar tudi v tem primeru ne moremo preprosti izpostaviti velikost vzorca n,
saj n nastopa v stopnjah prostosti χ2−porazdelitve. Zato bomo uporabili drugacˇen
pristop, ki si ga bomo ogledali na primeru testiranja hipoteze:
Nicˇelna hipoteza: h0 : σ
2 = σ20
Enostranska alternativna hipoteza: ha : σ
2 ≥ σ20 + δ
Poiskali bomo velikost vzorca, ki bo pri zˇeleni stopnji znacˇilnosti α in mocˇi te-
sta 1 − β zavrnila nicˇelno hipotezo in pokazala razliko > δ. Pogledali bomo dva
primera. Najprej bomo poiskali velikost vzorca s tabeliranjem in iz tabele razbrali
katera velikost vzorca nam da zˇeleno mocˇ testa, nato bom poiskali velikost vzorca z
iskanjem nicˇle funkcije, ki jo bomo definirali.
Podobno kot v izpeljavi (2), izpeljemo zavrnitveno mejo iz mocˇi testa za neko vre-
dnost σ20 + δ:
1− β = P(zavrnemo h0|ha drzˇi) = P(c1 < ŝ|ha drzˇi) =
= P
(
c1(n− 1)
σ20 + δ
<
ŝ(n− 1)
σ20 + δ
∣∣∣∣σ2 = σ20 + δ) =
= P
(
c1(n− 1)
σ20 + δ
< χ2
∣∣∣∣σ2 = σ20 + δ) = 1− F(c1(n− 1)σ20 + δ
)
χ2β,n−1 =
c1(n− 1)
σ20 + δ
Zavrnitvena meja:
c1 =
χ2β,n−1(σ
2
0 + δ)
n− 1 =
χ2β,n−1σ
2
0(1 +
δ
σ20
)
n− 1 =
χ2β,n−1σ
2
0R
n− 1 ,
kjer je R = 1− δ
σ20
.
Zavrnitveno mejo izenacˇimo z zavrnitveno mejo pri enostranskem intervalu zau-
panja:
χ2β,n−1σ
2
0R
n− 1 =
χ2α,n−1σ
2
0
n− 1
χ2β,n−1 =
χ2α,n−1
R
Generiramo tabelo, kjer za vrednosti stopnji znacˇilnost ν = n− 1, na primer med 1
in 200, izracˇunamo kvantil χ2β,ν in kumulativno porazdelitveno funkcijo F (χ
2|ν), ki
jo oznacˇimo s Cν .
Cν = P(χ
2 > χ2β,ν)
Kvantil χ2α,ν je kriticˇna vrednosti χ
2 porazdelitve pri stopnji prostosti ν in stopnji
znacˇilnosti α = 0, 05. Funkcija Cν izracˇuna verjetnost napake II. vrste β pri dani
stopnji prostosti ν in kvantilu χ2β,ν za testno statistiko χ
2. Vrednost ν, ki nam vrne
Cν najblizˇje zahtevani napaki II. vrste β, je pravilna stopnja prostosti ν in dobimo
velikost vzorca n = ν + 1.
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Drug nacˇin je iskanje nicˇle spodaj definirane funkcije. Za dolocˇitev stopnje pro-
stosti ν, in s tem velikost vzorca n, bomo poiskali nicˇlo funkcije Cν .
Cν = F
(
F−1(α, ν)
R
, ν
)
− β,
kjer je F−1 inverzna funkcija χ2, torej nam vrne kvantil χ2α,ν pri dane stopnji
znacˇilnosti α in stopnji prostosti ν. Porazdelitvena funkcija F nam vrne verjetnost
napake II. vrste β, pri katerem je kvantil χ2β,ν zavrnitvena meja pri dani stopnji
prostosti ν. Nicˇlo funkcije Cν bomo dobili za stopnjo prostosti ν, ki bo dala verje-
tnost napake II. vrste enako zˇeleni vrednosti β. [17]
Za oba primera tabeliranja in iskanje nicˇle funkcije, bomo uporabil programski jezik
R.
Primer 3.21. Varianca pri meritvah upornosti silicijevih diod naj bi bila enaka
100(ohm ∗ cm)2. Kupec bo sprejel ponudbo, cˇe je dejanska vrednost varianca za 55
vecˇja od omenjene, torej 155(ohm ∗ cm)2. Koliksˇen vzorec potrebujemo, da bomo
s stopnjo znacˇilnosti α = 0, 05 in mocˇjo testa 1−β = 0, 90 zavrnili nicˇelno hipotezo?
Podatki:
h0 : σ
2 = 100, ha : σ
2 = 100 + 55 = 155
σ20 = 100; δ = 55; α = 0, 05; 1− β = 0, 90
Izracˇunamo R:
R = 1 +
δ
σ20
= 1 +
55
100
= 1, 55
Poiˇscˇemo nicˇlo prej definirane funkcije:
Cν = F
(
F−1(α, ν)
R
, ν
)
− β
Isˇcˇemo vrednost ν za katero bo kvantil χ2β,ν zavrnitvena meja pri zˇeleni mocˇi testa
1−β = 0, 90 za vrednost σ20 +δ = 155. Inverzna funkcija F−1 nam vrne kvantil χ2α,ν ,
ki je zgornja zavrnitvena meja intervala zaupanja pri stopnji znacˇilnosti α = 0, 05
in stopnji prostosti ν. Porazdelitvena funkcija F nam vrne vrednost napake II.
vrste β pri danem kvantilu χ2β,ν in pri dani stopnji prostosti ν. Nicˇlo bomo dobili za
tisto vrednost ν, kjer bo porazdelitvena funkcija F vrnila vrednost napake II. vrste
enako zˇeleni vrednosti β = 0, 10.
Algoritem (3) nam je izracˇunal, da je Cν = 0 pri ν = 169, 3, torej je potrebna
velikost vzorca enaka n = 170. ♦ [17]
Prikazana sta oba algoritma (3) in (4) za izracˇun velikost vzorca pri testu vari-
ance v programskem jeziku R. V prvem iˇscˇemo nicˇlo funkcije Cν , to je torej ν, ki
nam da verjetnost napake II. vrste β. V drugem pa izpiˇsemo tabelo s tremi stolpci:
ν, χ2β,ν in Cν za vrednost ν med 1 in 200 in pogledamo kateri ν nam da Cν najblizˇje
zˇeleni verjetnosti napake II. vrste β.
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Algorithm 3: Iskanje stopnje prostosti ν [17].
input : δ, σ20, α in β.
output: stopnja prostosti ν.
δ ← 55;
σ20 ← 100;
R← 1 + δ
σ20
;
α← 0, 05;
β ← 0, 01;
Cν = F
(F−1(α,ν)
R
, ν
)− β;
size = uniroot(Cν , c(1, 200);
size$root;
Algorithm 4: Iskanje stopnje prostosti ν [17].
input : δ, σ20 in α.
output: stopnja prostosti ν.
δ ← 55;
σ20 ← 100;
R← 1 + δ
σ20
;
α← 0, 05;
x← matrix(nrow = 200, ncol = 3);
for ν ← 1 to 200 do
χ2β,ν =
qchisq(1−α,ν)
R
;
Cν = pchisq(χ
2
β,ν , ν);
x[ν, 1] = ν;
x[ν, 2] = χ2β,ν ;
x[ν, 3] = Cν ;
return x[165 : 175, ]
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4. Zakljucˇek
V svoji nalogi sem ugotovila, da lahko za normalno ali asimptotsko normalno
porazdeljene testne statistike izpeljemo formulo za velikost vzorca iz intervala zau-
panja oziroma stopnje znacˇilnosti α. Obicˇajno sicer zahtevamo, da bo nasˇa raziskava
imela neko dolocˇeno mocˇ testa 1 − β. Takrat izpeljemo formulo za velikost vzorca,
tako da izenacˇimo zgornjo zavrnitveno mejo pri intervalu zaupanja in zavrnitveno
mejo iz mocˇi testa. Pri testnih statistikah, ki imajo Studentovo t−porazdelitve,
izracˇunamo velikost vzorca, tako da t−vrednosti nadomestimo z Z−vrednostmi in
nato uporabimo postopek iteracij, dokler dva koraka iteracije ne pokazˇeta enakega
rezultata. Pri Pearsonovem koeficientu korelacije si pomagamo s Fisherjevo transfor-
macije, da dobimo asimptotsko normalno porazdeljeno testno statistiko, ki zavzeva
vrednosti na realni osi. Tako lahko velikost vzorca ponovno izpeljemo iz intervala
zaupanja in mocˇi testa. Tudi ocena razmerja obetov ni normalno porazdeljena.
Normalno porazdelitev dobimo s transformacijo naravnega logaritma ter izrazimo
velikost vzorca iz intervala zaupanja in mocˇi testa. Testa statistika pri testu variance
ima χ2−porazdelitev. Velikost vzorca poiˇscˇemo s tabeliranjem, tako da pogledamo
pri kateri stopnji prostosti bo izracˇunana verjetnost napake II. vrste, pri dani zavr-
nitveni meji χ2β,ν , enaka zahtevani verjetnosti napake II. vrste.
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Slovar strokovnih izrazov
approximation priblizˇek – priblizˇna vrednost
attribute atributivna spremneljivka – katero vrednost opiˇsemo z besedami
binary variable dihotomna spremenljivka – spremenljivka, ki zavzame dve vre-
dnosti
coefficient of skewness koeficient asimetrije – merilo, ki meri asimetrijo verje-
tnostne porazdelitve realne slucˇajne spremenljivke
confidence level stopnja zaupanja – verjetnost s katero bo prava vrednost para-
metra padla znotraj itervala zaupanja
critical value meja zavrnitve – meja znotraj katere sprejmemo nicˇelno hipotezo
degrees of freedom stopnja prostosti – je sˇtevilo neodvisnih vrednosti slucˇajne
spremenljike, ki se lahko v statisticˇnih izracˇunih spreminjajo
effect size velikost ucˇinka – razlika med aritmeticˇnima sredinama pod nicˇelno in
pod alternativno hipotezo
Fisher’s transformation Fisherjeva transformacija – transformacija, ki asime-
tricˇno vzorcˇno porazdelitev spremeni v priblizˇno normalno
homoscedasticity homoskedasticˇnost – varianca enaka za vse opazovane vredno-
sti spremenljivke
iteration iteracija – ponavljanje
non-parametric test neparametricˇni test – test, kjer preverjamo atributivne la-
stnosti slucˇajne spremenljivke
odds ratio razmerje obetov – pove, za koliko se verjetnost za dolocˇeni pojav povecˇa
ali zmanjˇsa ob prisotnosti nekega faktorja
Pearson’s coefficient of correlation Pearsonov koeficient korelacije – velikost
linearne povezanosti med dve spremenljivkama
power of a test mocˇ testa – verjetno zavrnitve nicˇelne hipoteze, cˇe ta ne drzˇi
precision natancˇnost – stopnja, za katero nadaljnje meritve ali izracˇuni kazˇejo
enake ali podobne rezultate
random sample slicˇajni vzorec – vsi elementi v populaciji imajo enako verjetnost,
da bodo izbrani v vzorec
sample size velikost vzorca
Slutsky theorem Slutskyov izrek
standardisation standardizacija – postopek s katerim verdnosti spremenljivke
transformiramo, tako da odsˇtevejmo povprecˇno vrednost in delimo s standardnim
odklonom
test statistic testna statistika
variance varianca – razprsˇenost
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