Abstract
Introduction
Multicast/broadcast is commonly used in many scientific, industrial, and commercial applications [1] . Distributedmemory parallel systems require efficient implementations of multicast and broadcast operations in order to support various applications.
In recent years, with the speed of microprocessors increasing and cost decreasing and the availability of high bandwidth, low latency switches (such as Fast Ethernet switches, Myrinet switches, ATM switches, Servernet switches) at a reasonable cost, it is popular to interconnect workstations/PCs together with commodity switches. This makes clusters of workstations/PCs an appealing vehicle for cost-effective parallel computing.
To reduce communication latency and buffer requirement, wormhole switching technique [4, 15] 
is often used in these switches. Systems with wormhole routing provide a very small buffer space at each hop and divide a message into small flits that travel through the network in a pipeline fashion. The main drawback of wormhole switching is that blocked messages hold up the links, prohibiting other messages from using the occupied links and buffers. In a multicast, the source node sends the same data to an arbitrary number of destination nodes. When multiple multicast operations occur at the same time, it is very likely that some messages may travel through the same link at the same time and thus content with each other, if they are not scheduled properly.
Minimizing contention in collective communication has been extensively studied for systems with regular network topologies, such as mesh, torus and hypercubes [3, 5, 6, 10, 9, 11, 16] . Switch-based networks, on the other hand, typically have irregular topologies to allow the construction of scalable systems with incremental expansion capability. These irregular topologies lack many of the attractive mathematical properties of the regular topologies. This makes routing on such systems quite complicated. In the past few years, several deadlock-free routing algorithms have been proposed in the literature for irregular networks [2, 7, 12, 17] . These routing algorithms are quite complex and thus make implementation of contention-free multicast operations very difficult.
The goal of this paper is to develop efficient (multiple) multicast algorithms for irregular wormhole switch-based networks. In [8] , Fan and King proposed an unicast-based implementation of single multicast operation based on Eulerian trail routing. In this paper, we consider the widely used, commercially available deadlock-free routing strategy called "up-down" routing.
Kesavan and Panda proposed a series of single and multiple multicast algorithms [13] . The basic idea is to order the destination processors into a sequence, then apply a binomial tree-based multicast [14] 
Routing Mechanism
We now describe the up-down routing [7] We consider three cases where link contention can be avoided. We will focus on a particular switch A. In the first case, as shown in Figure 3 
Agent-Based Algorithms

Single Multicast
For a given irregular network, we first construct a routing tree as in up-down routing [7] . The routing tree has all the switches as the tree nodes, and the inter-switch communication channels as the tree edges. Every tree node is the root of a unique subtree in this routing tree, and for ease of notation we will not distinguish a tree node (a switch in the network) from the subtree where it is the root. The cost function for an internal node is defined as follows: For the purpose of recursion we assume that the agent of v knows the message m. If |D(m, v)| is 0, the agents of tree nodes from S(v) will first perform a multicast among themselves using a binomial multicast [14] Figure 5 . (Figure 3 (a) ), the messages will not interfere with each other. Also when the agent of v sends messages to those agents in S(m, v) (Figure 3 (b) ), no contention is possible if no cross edges are involved. In addition, the message passing from one category (Figure 3 (a) ) will not contend with those in the other category (Figure 3 (b) 
, then as soon as an agent a from S(m, v) finishes receiving m, it recursively performs a multicast to all the destinations in the subtree where it is defined as the agent. The total communication cost is then defined as C(m, v). When |D(m, v) > 0|, the situation is more complicated sicne the agent of v can send m to other destinations in D(m, v), or to the agents of S(m, v). We apply a procedure ForwardInSwitch that determines the order for those in D(m, v) and S(m, v) to receive messages. After the schedule is fixed we compute the total cost C(m, v) for v. The algorithm ForwardInSwitch takes D(m, v) and C(w, m) for all w ∈ S(m, v) as inputs, then computes an optimized schedule and the total cost. The details of ForwardInSwitch will be given later. The pseudo code of our recursive agentbased multicast (RAM) is given in
ForwardInSwitch Scheduling
The inputs of ForwardInSwitch are the switch v whose cost will be determined, the set of destinations attached to v (D(m, v) ), and a set of subtrees of v to which the message m must be sent (denoted previously by S(m, v) 
Multiple Multicast
This section describes our generalization of single multicast algorithm for multiple multicast. 
Each agent a of S(m, r) sends messages to its destinations by calling RAM, and a sends m to D(m, r) with a binomial multicast.
We consider several alternatives in the first two steps of our multiple multicast algorithm. First we consider two alternatives in choosing the primary agent. It is now clear that if different multicasts select different primary agents, we can "interleave" the traffic in the second step and achieve good performance. On the other hand, we do not want to place the primary agents away from the original multicast source very often, which may cause large traffic through the root of the routing tree. As a result there is a tradeoff between good locality and interleaving. In our implementation we experimented two methods -we either choose the primary agent that is in the same subtree as the multicast source, or any agent of switches in S(m, v) at random. These two approaches will be denoted as SameTree and Random respectively. Secondly, we consider alternatives in implementing the second step of our multiple multicast algorithm. After the primary agent is chosen, it has to send the message to a processor in D(m, r) and all the agents of switch in S(m, r).
This can be implemented in two different methods -the primary agent can send m to all the others with a binomial multicast, or it can work together with all the other primary agents to propagate information cyclicly. In the second approach, we arrange the chosen processor in D(m, v) and all the primary agents as a ring. Each processor in the ring is responsible for relaying the information to the right side neighbor in the ring. Initially every primary agent places its message into this "circular track" and the message will be relayed to all the primary agents. We refer to these two approaches as Binomial and Cyclic respectively. Combined with the alternatives we have four multiple multicast algo-
rithms as follows -SameTree-Binomial, SameTree-Cyclic, Random-Binomial and Random-Cyclic. These four algorithms will be denoted as STB, STC, RB and RC, and their performances will be reported in the next section. 
Simulation Experiments and Results
In this section, we present results of simulation experiments to compare the algorithms proposed in Section 3 and the two order-chain-based algorithms proposed in prior works (CCO, SPCCO).
Experiments and Performance Measures
Performance Comparison
For our study, we varied each of the following parameters one at a time: the message length (NBM), the number of destinations in each multicast (ND), the number of simultaneous multicast operations (NM), the number of switches (NS), and connectivity of switches (HP). Since message length, number of multicast operations, and system size varied in our experiments, instead of using latency as the measurement of performance, we use throughput, which is defined by M/T , where M is the total length of the messages and T is the parallel completion time of the (multiple)multicast operation.
In the following we compare the performance of our proposed algorithms, RAM, STC, RC, STB, and RB, and the two ordered-chain-based algorithms, CCO and SPCCO. 
Effect of Number of Multicast Operations
Effect of Number of Switches
We studied the scalability of the proposed algorithms on different systems sizes. Figure 8 ,
the throughput of the agent-based algorithms, the throughput of the ordered-chain-based algorithms, and the improvement ratio of the agent-based algorithms over the ordered-chain-based algorithms all increase when the number of switches (and processors) increases. A possible reason is that when number of switches increases, the level of the up-down routing BFS tree also increase, hence the number of hops between the sender and the receiver of a cross-subtree message may increase.
Longer path increases the potential of contention. Since our agent-based algorithms guarantee the path of each message be no more than 2 hops, they are scalable with respect to number of switches. Furthermore, Figure 8 shows that when the number of multicast operations increases (NM=8,32,128 respectively) , the improvement ratio of our agent-based algorithms over the ordered-chain-based algorithms also increases. 
Effect of Number of Destinations
In this experiment, number of switches N S = 64 and number of ports connected to processors HP = 8. We chose three different numbers of multicast operations N M = 8, 32, 128. We varied the number of destinations for each multicast from 100 to 512. Figure 9 shows the throughput of these algorithms. As we can see, the throughput of these algorithms increases when the number of destinations increases, and the improvement ratio of the agent-based algorithms over the ordered-chain-based algorithms also increases on size increase in destinations. 
Effect of Switch Connectivity
Conclusion
This paper describes an agent-based approach for scheduling multiple multicast on wormhole switch-based networks. Our approach assigns an agent to each subtree of 
