Abstract. In the present paper we introduce a quantum analogue of the classical folding of a simply-laced Lie algebra g to the non-simply-laced algebra g σ along a Dynkin diagram automorphism σ of g. For each quantum folding we replace g σ by its Langlands dual g σ ∨ and construct a nilpotent Lie algebra n which interpolates between the nilpotnent parts of g and g σ∨ , together with its quantized enveloping algebra U q (n) and a Poisson structure on S(n). Remarkably, for the pair (g, g σ ∨ ) = (so 2n+2 , sp 2n ), the algebra U q (n) admits an action of the Artin braid group Br n and contains a new algebra of quantum n×n matrices with an adjoint action of U q (sl n ), which generalizes the algebras constructed by K. Goodearl and M. Yakimov in [10]. The hardest case of quantum folding is, quite expectably, the pair (so 8 , G 2 ) for which the PBW presentation of U q (n) and the corresponding Poisson bracket on S(n) contain more than 700 terms each.
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Introduction and main results
This work is motivated by the classical "folding" result for a simply laced semisimple Lie algebra g and an admissible diagram automorphism σ : g → g (in the sense of [17, §12.1.1], see Section 2.1)
The fixed Lie algebra g σ = {x ∈ g : σ(x) = x} is also semisimple.
(1.1)
Our goal is to find a quantum version of this result. Note, however, that the embedding of associative algebras U(g σ ) ֒→ U(g) σ ⊂ U(g) induced by the inclusion g σ ֒→ g does not admit a naive quantum deformation (see Appendix A). On the other hand, there exists a "crystal" version of the desired homomorphism. Namely, let B ∞ (g) be the famous Kashiwara crystal introduced in [15] . The following result was proved by G. Lusztig in [17, Section 14.4 ]. Proposition 1.1. Let σ be an admissible diagram automorphism of g. Then σ acts on B ∞ (g) and the fixed point set B ∞ (g) σ is naturally isomorphic to B ∞ (g σ ∨ ), where g σ ∨ is the Langlands dual Lie algebra of g σ .
Note that one can identify (in many ways) the C(q)-linear span of B ∞ (g) with the quantized enveloping algebra U + q (g) of g + , where g + stands for the "upper triangular" Lie subalgebra of g. This leads us to the following definition. We construct all relevant quantum foldings below (Proposition 1. 19 ) and now focus on a rich algebraic structure that can be attached to each quantum folding. Definition 1.3. We say that a k-algebra A generated by a totally ordered set X A is Poincare-Birkhoff-Witt (PBW) if the set M(X A ) of all ordered monomials in X A is a basis of A. More generally, we say that A is sub-PBW if M(X A ) spans A as a k-vector space (but M(X A ) is not necessarily linearly independent).
For a given sub-PBW algebra A we say that an algebra U = U(A, X A ) is a uberalgebra of A if (a) U is generated by X A and is a PBW algebra with these generators; (b) The identity map X A → X A extends to a surjective algebra homomorphism U ։ A.
In general it is not clear whether a given sub-PBW algebra A admits a uberalgebra. A criterion for uniqueness is based on the following notion of tameness of (A, X A ). We need some notation. First, consider the natural filtration k = A 0 ⊂ A 1 ⊂ · · · given by A k = Span{1, X A , X A ·X A , . . . , (X A ) k }, k ∈ Z ≥0 . Next, for each X, X ′ ∈ X A with X < X ′ let d(X, X ′ ) be the smallest number d such that X ′ X ∈ A d . We also denote by d 0 = d 0 (A, X A ) the maximum of all the d(X, X ′ ).
Definition 1. 4 . We say that a sub-PBW algebra (A, X A ) is tame if the set M(X A )∩ A d 0 is linearly independent. Lemma 1.5. A tame sub-PBW algebra (A, X A ) admits at most one (up to isomorphism) uberalgebra U(A, X A ).
In what follows, we will construct uberalgebras U(ι) for several quantum foldings ι as in (1.2) , and these uberalgebras will depend on g and σ rather than on a particular choice of ι and most algebras generated by the image of ι will be tame. We need more notation. Definition 1.6. Let A and B be PBW-algebras and let ι : A ֒→ B be an injective map (not necessarily an algebra homomorphism). We say that ι is liftable if: (ii) There exists a finite subset Z 0 ⊂ A ι , where A ι is the subalgebra of B generated by ι(A), such that A ι is sub-PBW with respect to ι(X A ) ∪ Z 0 (with some ordering of ι(X A ) ∪ Z 0 compatible with the ordering of X). (iii) There exists a uberalgebra U(ι) := U( A ι , ι(X A ) ∪Z 0 ) for A ι and a surjective homomorphism µ := µ ι : U(ι) → A such that for all x ∈ X A , µ(ι(x)) = x and µ(Z 0 ) = 0.
If ι is liftable and ( A ι , ι(X A ) ∪Z 0 ) is tame (hence U(ι) is unique), in what follows we refer to an ι as a tame liftable quantum folding.
For each liftable ι we have a diagram 
(i).
•ι : U(ι) → B is the structural algebra homomorphism given byι(X) = X for X ∈ ι(X A ) ∪ Z 0 (e.g., the image ofι is A ι ).
Note the following easy Lemma.
Lemma 1.7. In the notation of Definition 1.6, write X A = {X 1 , . . . , X N } as an ordered set. Fix 1 ≤ k ≤ N and f ∈ M ∈M (X A \{X k }) kM. If the uberalgebra U(ι) is optimal PBW (in the sense of Definition 2.17) then The following is our first main result (see Section 3 for greater details).
Theorem 1.8. For the pair (g, g σ∨ ) = (so 2n+2 , sp 2n ), n ≥ 3 there exists a tame liftable quantum folding ι : U + q (sp 2n ) ֒→ U + q (so 2n+2 ). The corresponding uberalgebra U(ι) is isomorphic to S q (V ⊗ V ) ⋊ U + q (sl n ), where V is the standard n-dimensional U q (sl n )-module, and S q (V ⊗V ) is a quadratic PBW-algebra in the category of U q (sl n )-modules. More precisely:
(i) The algebra S q (V ⊗ V ) is isomorphic to T (V ⊗ V )/ (Ψ − 1)(V ⊗4 ) , where Ψ : V ⊗4 → V ⊗4 is a C(q)-linear map given by:
where Ψ i : V ⊗4 → V ⊗4 , 1 ≤ i ≤ 3 is, up to a power of q, the braiding operator in the category of U q (sl n )-modules that acts in the i-th and (i + 1)st factors and satisfies the normalized Hecke equation (Ψ i − q −1 )(Ψ i + q) = 0. (ii) The covariant U q (sl n )-action on the algebra S q (V ⊗ V ) is determined by the natural action of the Hopf algebra U q (sl n ) on V ⊗ V . (iii) The algebra S q (V ⊗ V ) is PBW with respect to any ordered basis of V ⊗ V . Remark 1.9. Strictly speaking, the cross product S q (V ⊗ V ) ⋊ U + q (sl n ) is "braided" in the sense of Majid ([18] ) because U q (sl n ) is a braided Hopf algebra (see [17] and Section 2.2).
We prove Theorem 1.8 in Section 3. In particular, the key ingredient in our proof of part (iii) is the following surprising result. (Ψ − 1)(Ψ + q 2 )(Ψ + q −2 ) = 0.
In particular, Ψ is invertible and:
This and the following general fact that we failed to find in the literature, although numerous special cases are well-known (cf. for example [20, 11, 8] ), settle Theorem 1.8(iii) (see Section 3 for details). We prove Theorem 1.11 in Section 2.6. An explicit PBW presentation of both S q (V ⊗ V ) and U(ι) is more cumbersome, so we postpone it until Proposition 3.6. Below we provide a presentation of U(ι) by a minimal set of Chevalley-like generators satisfying Serre-like relations. Theorem 1.12. The uberalgebra U(ι) = S q (V ⊗ V ) ⋊ U + q (sl n ), n ≥ 2 is generated by u 1 , . . . , u n−1 , w, and z subject to the following relations (for all relevant i, j):
where
, where S q (S 2 V ) and S q (Λ 2 V ) are respectively the algebras of quantum symmetric and quantum exterior matrices studied in [9, 19, 14, 22] . Due to this and the canonical identification
, we can view S q (V ⊗V ) as a deformation of the braided (in the category of U q (sl n )-modules) tensor product S q (Λ 2 V ) ⊗ S q (S 2 V ) (see also Remark 1.16 for the Poisson version of this discussion). This point of view is supported by the observation that our braiding operator Ψ given by (1.4) is a deformation of the braiding Ψ ′ := Ψ 2 Ψ 1 Ψ 3 Ψ 2 of V ⊗ V with itself in the category of U q (sl n )-modules. Note, however, that latter braiding Ψ ′ does not satisfy the condition (ii) of Theorem 1.11, therefore, the quadratic algebra S Ψ ′ (V ⊗ V ) (as defined in Theorem 1.11) is not a flat deformation of S(V ⊗ V ). Remark 1.14. In all quantum foldings we constructed so far the image of ι is contained in U q (g) gr σ , where (·) gr σ is the graded fixed point algebra defined for any graded algebra A = γ∈Γ A γ and any automorphism σ of A by: A gr σ = γ∈Γ {a ∈ A γ : σ(a) = a} (in our case, Γ is the root lattice of g). One can show that the subalgebra of U + q (so 2n+2 ) generated by the image of ι :
gr σ , but we do not expect that this to happen in general (e.g., it fails for the pair (g, g σ ∨ ) = (so 8 , G 2 )). We will discuss the relationship between quantum foldings and graded fixed points of diagram auromorphisms in a separate publication. Theorem 1.8 implies that the "classical limit" S(V ⊗ V ) of S q (V ⊗ V ) has a quadratic Poisson bracket which we present in the following Corollary 1.15. In the notation of Theorem 1.8, let {X i }, i = 1, . . . , n be the standard basis of V . Then the formulae (for all 1 ≤ i ≤ j ≤ k ≤ l ≤ n, where we 
is Poisson hence the quotient of S(V ⊗ V ) by this ideal is the Poisson algebra S(S 2 V ) (respectively S(Λ 2 V )) from [10] . Therefore, we can view the bracket given by Corollary 1.15 as a certain deformation of the Poisson bracket on S(V ⊗ V ) obtained by lifting the brackets on S(Λ 2 V ) and S(S 2 V ).
We construct more liftable quantum foldings when σ is an involution.
, then there exists a tame liftable quantum folding ι :
is a q-deformation of the universal enveloping algebra U(V n ⋊ (sl n ) + ), n = 3, 4, where V n is a finitedimensional module (regarded as an abelian Lie algebra) over (sl n ) + . More precisely, (i) For (sl 3 × sl 3 , sl 3 ), V 3 = 1 is the trivial one-dimensional (sl 3 ) + -module and the uberalgebra U(ι) is generated by u 1 , u 2 , and z subject to the following relations where an arrow from z to z ′ labeled by e i means that e i (z) = z ′ , while e j (z) = 0 for all j = i. The uberalgebra U(ι) is a quantized enveloping algebra of the Lie algebra V 4 ⋊ (sl 4 ) + and it is generated by u 1 , u 2 , u 3 , z 12 = z 21 , z 23 = z 32 , and z 13 subject to the relations:
Remark 1.18. In case of (sl 3 × sl 3 , sl 3 ) the uberalgebra U(ι) is PBW on the ordered set {u 1 , u 2 , u 21 = u 1 u 2 − q −2 u 2 u 1 − z, z} subject to the following relations • the element z is central,
is generated byũ 1 ,ũ 2 ,ũ 12 ,z and the following
• {ũ 1 ,z} = {ũ 2 ,z} = {ũ 21 ,z} = 0,
The PBW-presentation of the uberalgebra U(ι) for the folding (sl 4 × sl 4 , sl 4 ) is more cumbersome (see Theorem 4.7). Similarly to the previous discussion, the PBW property of U(ι) defines a Poisson bracket on S(V 4 ⋊ (sl 4 ) + ) which, unlike that on S(V 3 ⋊ (sl 3 ) + ), includes cubic terms (Theorem 4.8). It would be interesting to construct both the uberalgebra and the corresponding Poisson bracket for the folding (sl n × sl n , sl n ), n ≥ 4. Now we will explicitly construct all tame liftable quantum foldings ι used in Theorems 1.8 and 1.17 along with their (yet conjectural) generalizations to all semisimple Lie algebras. We need some notation.
Given a semisimple simply laced Lie algebra g with an admissible diagram automorphism σ, let I be the set of vertices of the Dynkin diagram of g and we denote by the same letter σ the induced bijection σ : I → I. Denote by s i , i ∈ I (respectively, by s ′ r , r ∈ I/σ) the simple reflections of the root lattice of g (respectively, of g σ ∨ ). Let W (g) = s i : i ∈ I (respectively, W (g σ ∨ ) = s ′ r : r ∈ I/σ ) be the corresponding Weyl group.
Denote byŵ • (respectively, w • ) the longest element of W (g) (respectively, of W (g σ ∨ )). Furthermore, denote by R(w • ) the set of all reduced decompositions of w Note that each admissible diagram automorphism σ defines an automorphism of W (g) via s i → s σ(i) and its fixed subgroup W (g) σ is isomorphic to W (g σ ) = W (g σ∨ ) via s r →ŝ r = i∈Or s i where O r ⊂ I is the r-th σ-orbit in I (see Proposition 2.4). We denote this natural isomorphism W (g σ∨ ) →W (g) σ by w →ŵ. Thus, one can assign to each i = (i 1 , . . . , i m ) ∈ R(w • ) its liftingî ∈ R(ŵ • ) via:
), see Section 2.4 for details (this modification will ensure the commutativity of the triangle in (1.3) ).
One can show (see Lemma 2.11) that for anyî ∈ R(ŵ • ) the PBW basis M(Xˆi) does not depend on the choice of a liftingî ∈ R(ŵ • ) of i ∈ R(w • ). Moreover, the action of σ on U 
which maps the modified PBW-basis M(X i ) bijectively onto the fixed point set M(Xˆi)
In fact, the tame liftable foldings ι used in Theorems 1.8 and 1.17 were of the form ι i , i ∈ R(w • ). Theorem 1.20. Let g be a simply laced semisimple Lie algebra and let σ be its admissible diagram automorphism of order 2. Then for any reduced decompositions i, i ′ of w • the subalgebras of U + q (g) generated by the images of ι i and ι i ′ are isomorphic. This theorem is proved in Section 2.4. However, if the order of σ is at least 3, it frequently happens that the image of ι generates a non-sub-PBW algebra hence the uberalgebra U(ι i ) does not always exists (see Section 4.3). In order to restore the (sub-)PBW behavior of the algebras in question, we propose the modification, which we refer to as the enhanced uberalgebrâ U (ι).
Indeed, in the assumptions of Definition 1.3 let us relax the assumption that Z 0 ⊂ A ι in Definition 1.6. Suppose that B is PBW domain. Then we take Z 0 to be a finite subset of Frac(ι(A)) ∩ B, where Frac(ι(A)) ⊂ Frac(B) is the skew-subfield of the skew-filed Frac(B) generated by ι(A) (B is an Ore domain so its skew-field of fractions Frac(B) is well-defined, see [3, Appendix A] for details).
We will refer to a map ι satisfying Definition 1.6 "relaxed" in such a way as enhanced liftable and to its uberalgebra (which we denote byÛ (ι)) as an enhanced uberalgebra of ι. (A tame enhanced liftable ι is introduced accordingly). By construction,Û (ι) satisfies the diagram (1.3), however, it need not be generated by A (unlike all known U(ι) for liftable ι). = sl 3 × · · · × sl 3 and σ is a cyclic permutation of factors. Then for both reduced decompositions i 1 = (121) and i 2 = (212) of w • ∈ W (g σ ∨ ) the quantum folding ι ir , r = 1, 2 is enhanced liftable and the enhanced uberalgebrasÛ (ι i 1 ) andÛ (ι i 2 ) are isomorphic. More precisely, (i)Û(ι i 1 ) is generated by Chevalley-like generators u 1 , u 2 , and z 1 , . . . , z n−1 , subject to Serre-like relations
(ii) The enhanced uberalgebraÛ(ι i 1 ) is a PBW algebra in the totally ordered set of
, where 1 is the trivial one-dimensional (sl 3 ) + -module.
We prove Theorem 1.21 in Section 4.1. 
obtained by certain specialization at q = 1 from generators of U(ι i 1 ). Note that the quotient by the Poisson ideal generated byz 1 , . . . ,z n−1 is the Poisson algebra S(sl + 3 ) with the standard Poisson bracket multiplied by n.
where σ is a cyclic permutation of 3 vertices of Dynkin diagram of type D 4 . Then for both reduced decompositions i 1 = (121212) and i 2 = (212121) of w • ∈ W (g σ∨ ) the quantum folding ι i k , k = 1, 2 is enhanced liftable and the enhanced uberalgebrasÛ (ι i 1 ) andÛ (ι i 2 ) are isomorphic to each other and to a quantum deformation of the universal enveloping algebra U(n G 2 ⋊ (sl 2 ) + ), where n G 2 is a certain nonabelian nilpotent 13-dimensional Lie algebra with the covariant (sl 2 ) + -action. More precisely, (i) n G 2 ⋊ (sl 2 ) + is generated by u = e 1 , w, z 1 , z 2 subject to the following relations
(ii) n G 2 is the Lie ideal in n G 2 ⋊(sl 2 ) + with the basis w i , 1 ≤ i ≤ 5 and z i , 1 ≤ i ≤ 8 and the multiplication table (only non-zero Lie brackets are shown)
is generated by Chevalley-like generators u, w, and z 1 , z 2 and satisfies the following Serre-like relations (the list is incomplete):
We prove Theorem 1.23 in Section 5.
Remark 1.24. The non-tameness of the quantum folding assigned to (so 4 , G 2 ) causes serious computational problems for the corresponding uberalgebra and the Poisson bracket on S(n G 2 ). At the moment the Poisson bracket involves around 700 terms and the PBW presentation of U(ι i 1 ) is even more complicated (they can be found at http://ishare.ucr.edu/jacobg/G2.pdf). This is one of the reasons why Theorem 1.23(iii) contains only a partial Serre-like presentation of U(ι i 1 ) in Chevalley-like generators u, w, z 1 , z 2 . We dropped here the most notorious relations involving more than 30 terms each (see the above mentioned webpage).
Taking into account Theorems 1.8, 1.20, 1.21, and 1.23, we we propose the following conjecture. Conjecture 1.25. Let σ be any admissible diagram automorphism of g such that g σ ∨ has no Lie ideals of type G 2 . Then there exists a (unique) g + -module V g such that:
(i) for any i ∈ R(w • ), the folding ι i is tame enhanced liftable, (ii) the corresponding enhanced uberalgebraÛ (ι i ) is a flat deformation of both the universal enveloping algebra U(n ⋊ g + ) and the symmetric algebra S(V g ⋊ g + ), (iii) The skew field of fractions Frac(U(ι i )) is generated byι i (E r ), r ∈ I/σ, where E r are Chevalley generators of U
If σ is an involution, we drop "enhanced" in Conjecture 1.25 because we expect thatÛ (ι i ) = U(ι i ).
In particular, the conjecture implies that one can canonically assign to each simply laced Lie algebra g a finite-dimensional g + -module V (k) g for each k ≥ 2 (by taking g ×k and its natural diagram automorphism σ, the cyclic permutation of factors so that (g ×k ) σ ∨ = g)). Theorem 1.17 implies that such a V (k) g will be rather non-trivial even for g = sl n . It would be also interesting to explicitly compute the Poisson bracket on S(V (k) g ⋊ g + ) predicted by Conjecture 1.25. It should be noted that if g has a diagram automorphism σ ′ , then the corresponding uberalgebra also admits an automorphism extending σ ′ . For example, in the notation of Theorems 1.21 and 1.17, the uberalgebra for the folding (g,
, while the uberalgebra for the folding (sl 4 × sl 4 , sl 4 ) has an automorphism defined by e 1 → e 3 , z 12 → z 32 , z 32 → z 12 and e 2 , z 13 are fixed.
Note also that the part (iii) of Conjecture 1.25 holds for all cases we considered so far, in particular, for the folding (g, g σ∨ ) = (sl ×n 3 , sl 3 ), the skew-field Frac(U(ι)) is generated by u 1 and u 2 (one can show that each z k , 1 ≤ k ≤ n−1 in Theorem 1.21(i) is a rational "function" of u 1 and u 2 ; see Lemma 4.4) and for (g, g σ∨ ) = (so 8 , G 2 ) the skew-field Frac(U(ι)) is generated by u and w (both z 1 and z 2 in Theorem 1.23(iii) are rational "functions" of u and w).
General properties of quantum foldings and PBW algebras
2.1. Folding of semisimple Lie algebras. Recall that each semisimple Lie algebra g = e i , f i : i ∈ I is determined by its Cartan matrix A = (a ij ) i,j∈I (see e.g. [21] ) via:
(ad
, j ∈ I Denote by g + the Lie subalgebra of g generated by the e i , i ∈ I.
We say that a bijection σ : I → I is a diagram automorphism of g if a σ(i),σ(j) = a ij for all i, j ∈ I. It is well-known that such σ defines a unique automorphism, which we also denote by σ, of the Lie algebra g via
In what follows we denote by I/σ the quotient set of I by the equivalence relation which consists of all pairs (i, σ k (i)). In other words, we use I/σ as the indexing set for orbits of the cyclic group σ = {1, σ, σ 2 , . . .} action on I. The following result is well-known (cf. for example [13, Proposition 7.9 
])
Theorem 2.1. Let σ be an admissible diagram automorphism of g. Then the fixed Lie subalgebra g σ = {x ∈ g : σ(x) = x} of g is semi-simple, with:
• the Chevalley generators e
where O r is the r-th orbit of the σ -action on I.
• the Cartan matrix
for all j ∈ O s , r, s ∈ I/σ.
2.2.
Quantized enveloping algebras and Langlands dual folding. For any indeterminate v and for any m ≤ n ∈ Z ≥0 , set
For each semisimple Lie algebra g we fix symmetrizers
Then denote by C = (d i a ij ) the symmetrized Cartan matrix of g (it depends on the choice of symmetrizers) and let q i := q d i . Let U q (g) be the quantized universal enveloping algebra of g which is a C(q)-algebra generated by the elements
as well as quantum Serre relations
for all i = j. We denote by U + q (g) (resp. by U ≤0 q (g)) the subalgebra of U q (g) generated by the E i , i ∈ I. (resp. by the F i , K ±1 i , i ∈ I). Note that U q (g) and U + q (g) are completely determined by the symmetrized Cartan matrix C.
We now define the folding of symmetrized Cartan matrices for a given admissible diagram automorphism σ. For each I × I symmetric matrix C and a bijection σ : I → I denote by C σ = (c σ r,s ) the I/σ × I/σ symmetric matrix with the entries: c σ r,s = i∈Or,j∈Os
Lemma 2.2. Let C = A be the Cartan matrix of a simply-laced semisimple Lie algebra g with an admissible diagram automorphism σ. Then C σ is a symmetrized Cartan matrix of g σ ∨ , where g σ ∨ is the Langlands dual Lie algebra of the semisimple Lie algebra g σ . More precisely,
T where A ′ is the Cartan matrix of g σ (given by (2.1)) and D σ is the diagonal matrix diag(|O r |, r ∈ I/σ).
Proof. By (2.1), (2.3) and the symmetry of A we have for all r, s ∈ I/σ c σ r,s = i∈Or,j∈Os
This motivates the following notation. For each g and σ as above denote by U q (g σ ∨ ) the quantized enveloping algebra determined by the matrix C σ from Lemma 2.2.
2.3.
Braid groups and their folding. Given a semisimple Lie algebra g with the Cartan matrix A = (a ij ) i,j∈I , let Q = i∈I Zα i be the root lattice of g. Recall that the Weyl group W (g) is generated by the simple reflections s i : Q → Q given by:
It is well-known that W (g) is a Coxeter group with the presentation
and m is minimal (this m is the Coxeter length ℓ(w)). We denote by w • the longest element of W (g). The Artin braid group Br g is generated by the T i , i ∈ I subject to the relations (for all i, j ∈ I):
To each w ∈ W (g) one associates the element T w ∈ Br g such that 
In particular, the element
ter of Br g . Moreover, the center of Br g is generated by all C g ′ , where g ′ runs over the simple Lie ideals of g. Now we return to the folding situation. Let g be a semisimple Lie algebra and let σ be its admissible diagram automorphism.
Note that σ defines an automorphism of W (g) (respectively of Br g ) via σ(
. Since σ preserves the Coxeter length, it follows that σ(ŵ • ) =ŵ • . The following result provides a "folding" isomorphism of the corresponding Weyl and braid groups. Proposition 2.4. For each semisimple simply laced Lie algebra g and its admissible diagram automorphism σ we have:
extends to an isomorphism of groups· :
extends to an isomorphism of groups Br g σ ∨ →(Br g ) σ ⊂ Br g . Under this isomorphism the element T w of Br g σ ∨ is mapped to the element Tŵ of Br g .
Proof.
It is easy to see that (2.7) defines a group homomorphism because it respects the Coxeter relations (2.4). The injectivity also follows. Let us prove surjectivity, i.e. that each element w ∈ W (g) σ factors into a product of theŝ r , r ∈ I/σ. We proceed by induction on the Coxeter length of w, the induction base being trivial. We need the following well-known result.
Then there exits i ∈ I such that w = s i w ′ for some w ′ with ℓ(w ′ ) = ℓ(w) − 1. Applying σ k , we obtain:
σ and ℓ(w ′′ ) < ℓ(w) so we finish the proof by induction. This proves (i). To prove (ii) note that (2.8) defines a group homomorphism because it respects the Coxeter relations (2.5). The injectivity also follows. Let us prove surjectivity, i.e., that each element g ∈ (Br g ) σ factors into a product of theT ±1 r , r ∈ I/σ. Following [5, 7] , denote by Br + g the positive braid monoid, i.e, the monoid generated by the T i , i ∈ I subject to (2.5). g . Taking into account that Tŵ • and hence C g is fixed under σ, it suffices to prove that any element g + ∈ (Br + g ) σ factors into a product of theT r , r ∈ I/σ. We need the following result which is parallel to Lemma 2.5.
In particular, if I 0 ⊂ I satisfies
We proceed by induction on length of elements in Br
) σ and is shorter than g + so we finish the proof by induction. This proves (ii).
2.4. PBW bases and quantum folding. G. Lusztig proved in [17] that Br g acts on U q (g) by algebra automorphisms via:
× is the unique group homomorphism defined by γ(α i ) = q i − q −1 i . It should be noted that for any w, w
. We will need the following useful Lemma which is, most likely, well known.
Proof. We use induction on ℓ(w), the induction base being trivial. Since wα i = α j we have ℓ(ws i ) = ℓ(w) + 1 and ws i w −1 = s j . Then by [2, Lemma 9.9], there exist k ∈ I and a i ∈ R(w) such that i terminates with (. . . , i, k) ∈ R(w • (i, k)s i ) where w • (i, k) denotes the longest element of the subgroup of W (g) generated by s i , s k . Since by [17 
we conclude that either
The following result is well-known.
Remark 2.10. The basis M(X i ) differs from Lusztig's PBW basis from [17] in that we do not divide the monomials by q-factorials but rather by some factors which vanish at q = 1.
Let σ be an admissible diagram automorphism of a semisimple simply laced Lie algebra g. For each r ∈ I/σ define the elementÊ r := i∈Or E i ∈ U + q (g) and the set
. Note thatÊ r is fixed under the action of σ on U + q (g) and the setÊ
The following result is obvious.
Lemma 2.11. Assume that σ is an admissible diagram automorphism of g and let i = (r 1 , . . . , r m ) ∈ R(w • ). Letî ∈ R(ŵ • ) be any lifting of i (as defined in the Introduction). Then
• m up to multiplication by non-zero scalars, whereX
(ii) The basis M(Xˆi) is invariant under the action of σ on U + q (g) and the fixed point set M(Xˆi) σ coincides, up to scalars, with the set
This motivates the following definition.
Definition 2.12 (i-th quantum folding). For each
Remark 2.13. Combinatorially, ι i is a bijection M(X i ) →M(Xˆi) σ , which can be interpreted as a certain bijection of Kashiwara crystals. More precisely, we can view ι i as the composition of the canonical isomorphism 
where the vertical arrows are natural inclusions of σ-fixed point subsets.
Remark 2.14. The Definition 2.12 makes sense for any i ∈ R(w) where w is any element of the Weyl group. In that case we replace U + q (g) by the algebra U q (w) introduced in [6, 17] and extensively studied in [24, 25] . One can also define quantum foldings for some pairs (g, g ′ ) not related by a diagram automorphism (e.g., for (sp 6 , G 2 )). Namely, following [16] , one can embed B ∞ (g ′ ) into B ∞ (g) and then extend the embedding linearly to ι :
We conclude this section with the proof of Theorem 1.20.
Proof of Theorem 1.20. It is sufficient to prove the statement for two reduced decompositions i, i ′ ∈ R(w • ) which differ by one braid relation involving r, s ∈ I/σ and thus it suffices to consider the rank 2 case. We have the following two possibilities:
and the elementŝ X s for these two decompositions are, respectively,
Therefore, the subalgebra of U + q (g) generated byX r contains all elementsX ′ r . Applying * we obtain the opposite inclusion.
It is easy to check thatX
Interchanging the role of r and s completes the proof.
2.5. Diamond Lemma and specializations of PBW algebras. We will use the following version of Bergman's Diamond Lemma ( [4] ). Let A be an associative kalgebra and suppose that A is generated by a totally ordered set X A . Let M(X A ) be the set of ordered monomials on the X A .
Proposition 2.15. Assume that the defining relations for (A, X A ) are
where c
Note that, unlike [20] , we do not require (A, X A ) to be quadratic. In fact, in most cases where we will need to apply the Diamond Lemma, this will not be the case.
We will now list some elementary properties of specializations which will be needed later. The simplest instance of specialization is given by the following definition. Throughout this subsection, let k = C(t) (later on, we set t = q − 1) and denote by k 0 the set of all f = f (t) ∈ k such that f (0) is defined. Clearly, k 0 is a (local) subalgebra of k and for each non-zero f ∈ k either f ∈ k 0 or f −1 ∈ k 0 . Definition 2.16. Let U and V be k-vector spaces with bases B U and B V respectively. Let F : U → V be a k-linear map that all matrix coefficients c b,b ′ = c b,b ′ (t) ∈ k defined by:
given by:
(here, unlike in the literature on deformation theory, we preserve the ground field k = C(t) after the specialization because it is more convenient to view both F and F 0 as k-linear maps U → V ).
Similarly, let (A, X A ) be a PBW algebra. Then, in the notation of Definition 1.3, it has a unique presentation:
Definition 2.17. We say that the PBW algebra (A, X A ) is specializable if all the c M X,X ′ belong to k 0 and in that case define the specialization (A 0 , X A ) to be the associative k-algebra with the unique presentation:
In that case we define a bi-differential bracket {·, ·} on k[X A ] by:
• (Leibniz rule) {xy, z} = x{y, z} + y{x, z}, {x, yz} = {x, y}z + y{x, z} for all
• for all X, X ′ ∈ X A with X < X
Proposition 2.18. Let (A, X A ) be a specializable PBW-algebra. Then:
Clearly, this is a k 0 -subalgebra of A and a free k 0 -module. Taking into the account that (t) is a (unique) maximal ideal in k 0 , we see that the specialization A 0 of A, is canonically isomorphic to k
To prove (i), suppose that in A 0 we have It remains to verify (2.11). Indeed, let X, X ′ ∈ X A with X < X ′ . We have
This implies that
This gives (2.11) because π(f ) = f (0) and π(
for any f ∈ k 0 . The proposition is proved.
2.6. Nichols algebras and proof of Theorem 1.11. We will now prove Theorem 1.11, which allows to establish the PBW property when an algebra is quadratic and is defined in terms of a braiding. Retain the notation of Section 2.5.
Proof. Let
. . , k − 1 by the formula:
If Ψ is invertible and satisfies the braid equation (1.
Therefore, one can define the braided factorial [k]! Ψ : Y ⊗k → Y ⊗k by the formula:
where Ψ w is the image of T w (given by (2.6)) in End k (Y ⊗k ). It is well-known (see e.g. [23] ) that I Ψ := Proof. We will need two technical results.
Lemma 2.20. Let U and V be a finite-dimensional C(t) vector spaces and F : U → V be a linear map such that its specialization F 0 at t = 0 is a well-defined map U → V (with respect to some bases of B U and B V ). Then
Proof. Fix bases B U and B V and identify U with k n , V with k m , and F : k n → k n with its m × n matrix. It is well-known (and easy to show) that for each non-zero F ∈ Mat m×n (k) there exist g t ∈ GL m (k 0 ) and h t ∈ GL n (k 0 ) such that 12) where P is an m × n-matrix such that P ij = 0 unless (i, j) ∈ { (1, 1) , . . . , (r, r)}, and P ii = t λ i for i = 1, . . . , r, where r = rank(F ) and λ i ∈ Z. Therefore, F 0 is well-defined if and only if all λ i ≥ 0.
In particular, F 0 = g 0 P 0 h 0 and rank(F 0 ) ≤ k, where P 0 is the specialization of P at t = 0. That is,
This in conjunction with the equality dim ker F + rank(F ) = dim V proves (a)
Now we prove (b). Clearly, the condition dim ker F = dim ker F 0 is equivalent to rank(P 0 ) = r, i.e., in the decomposition 2.12 one has λ 1 = · · · = λ r = 0, i.e., P = P 0 is the matrix (not depending on t) of the standard projection
t P ⊥ so that the specialization G 0 of G at t = 0 is well-defined and given by G 0 = h
Lemma 2.21. Let F be a free k-algebra on y i , i ∈ I where I is a finite set. Fix a grading on F with deg y i ∈ Z >0 . Fix any finite subset B t of specializable (with respect to the natural monomial basis of F ) homogeneous elements in F . Then dim B t n ≥ dim B 0 n , where B t n (respectively, B 0 n ) is the nth homogeneous component of the ideal in F generated by B t (respectively, by the specialization B t=0 of B t ).
Proof. Clearly B t n = i+j+k=n b∈Bt : deg b=j
Define B t n = i+j+k=n b∈Bt : deg b=j F i bF k and let F : B t n → F n be the natural map which is the identity on each summand. Clearly the specialization of F 0 at t = 0 with respect to the natural monomial basis in both spaces is well-defined and the image of F (respectively, of F 0 ) is B t n (respectively, B 0 n ). Then the assertion follows from Lemma 2.20(a).
The algebra B Ψ (Y ) is graded and 
20(b). It follows from Lemma 2.21 that dim
A Ψ 0 (Y ) k ≥ dim A Ψ (Y ) k .
Combining this with (2.13) and the obvious inequality dim
is a flat deformation of the exterior algebra Λ(Y * ). Taking into account that (ker(−Ψ * + 1))
is a flat deformation of S(Y ). Theorem 1.11 is proved.
2.7.
Module algebras and semi-direct products. It is well-known that U q (g) is a Hopf algebra with:
• The coproduct ∆ :
i . In particular, U q (g) admits the (left) adjoint action on itself, which we denote by (u, v) → (ad u)(v). The action is given by:
where ∆(u) = u (1) ⊗ u (2) in the Sweedler notation. By definition,
In particular, the quantum Serre relations can be written as
We will also need the right action of U q (g) on itself. Let * be the unique antiautomorphism of U q (g) defined by
i . Then we define ad * u = * • ad u • * . In particular, we have
15) It is easy to see that ad * u is in fact the right adjoint action for a different co-product on U q (g). Note that for all i, j ∈ I
while for all i, j ∈ I and w ∈ W such that wα i = α j we have, by Lemma 2.8
Given a bialgebra U, refer to an algebra in the category U-mod as a module algebra over U. The following Lemma is obvious.
Lemma 2.22. Let A be a left module algebra over U q (g). Then the action of Chevalley generators on A satisfies:
for all a, b ∈ A and i ∈ I. Definition 2.23. For any bialgebra B and its module algebra A define the cross product A ⋊ B to be the the vector space A ⊗ B with the associative product given by:
In what follows, we suppress tensors and will write a·b instead of a⊗b and b·a instead of (1⊗b)(a⊗1) in the algebra A ⋊ B.
Similarly, one can replace B by a braided bialgebra, i.e., a bialgebra in a braided category C and A by a module algebra over B in C. Our main example is when C Q is the category of Q-graded vector spaces with the braiding Ψ U,V :
where (·, ·) is the inner product on Q given by
where C = (d i a ij ) i,j∈I is a symmetrized Cartan matrix of a semisimple lie algebra g. Let Y = C(q) ⊗ Z Q. As G. Lusztig proved in [17] , the Nichols-Woronowicz algebra B Ψ Y,Y (Y ) (see Section 2.6) is naturally isomorphic to U + q (g). The following obvious fact is parallel to Lemma 2.22. Lemma 2.24. Let A = ν∈Q A ν be a module algebra over (the braided bialgebra)
(ii) The braided cross product A ⋊ U + q (g) is the algebra generated by A and U + q (g) (and isomorphic to A ⊗ U + q (g) as a vector space) subject to the relations
for all a ∈ A ν , i ∈ I. In particular, if A is a PBW algebra, then so is A⋊U + q (g).
Remark 2.25. In fact if
, then the braided cross product A ⋊ U + q (g) is simply the subalgebra of the ordinary cross product A ⋊ U q (g) generated by A and U 
Using an obvious induction, we immediately obtain from (2.20) 
Recall that for any J ⊂ I the parabolic subalgebra p J of g is the Lie subalgebra generated by g + and f j , j ∈ J. Let U q (p J ) be the subalgebra of U q (g) generated by U + q (g) and by the
Clearly U q (p J ) is a Hopf subalgebra of U q (g), U q (g J ) is a Hopf subalgebra of U q (p J ), and U q (r J ) is a subalgebra of U q (p J ). The following corollary is an immediate consequence of Lemma 2.26.
Corollary 2.27 (Quantum Levi factorization).
(i) U q (r J ) is preserved by the adjoint action of
3. Folding (so 2n+2 , sp 2n ) and proof of Theorems 1.8 and 1.12 3.1. The algebras U + q,n and U q,n . In what follows we take I = {−1, 0, . . . , n − 1} for g = so 2n+2 so that σ interchanges −1 and 0 and fixes each i = 1, . . . , n − 1. Accordingly, we set I/σ := {0, 1, . . . , n − 1} for g σ ∨ = sp 2n . Let U q,n be the associative C(q)-algebra generated by U q (sl n ) and w, z subject to the following relations
where h = q − q 
Chevalley generators of U q (sl n ). Let U + q,n be the associative C(q)-algebra generated by the E i , 1 ≤ i ≤ n − 1 and by w, z subject to the relations (3.1b)-(3.1e). Let V be the standard U q (sl n )-module. We denote S q (V ⊗ V ) := S Ψ (V ⊗ V ) in the notation of Theorem 1.11, where Ψ : V ⊗4 → V ⊗4 is the U q (sl n )-equivariant map given by (1.4). The following theorem is the main result of the section. (i) S q (V ⊗ V ) is a PBW algebra on any ordered basis of V ⊗ V .
(ii) The algebra U + q,n is isomorphic to the braided cross product S q (V ⊗ V ) ⋊ U + q (sl n ) and in particular is PBW. (iii) The algebra U q,n is isomorphic to the cross product S q (V ⊗ V ) ⋊ U q (sl n ) and also to the tensor product of U + q,n and the subalgebra of U q (sl n ) generated by the
Its image is the (parabolic) subalgebra of U q (sp 2n ) generated by U + q (sp 2n ) and
defines an algebra homomorphismι : U q,n → U q (so 2n+2 ). Its image is contained in the (parabolic) subalgebra of U q (so 2n+2 ) generated by U + q (so 2n+2 ) and
extend Lusztig's action (2.9) of the braid group Br sln on U q (sl n ) to an action on U q,n by algebra automorphisms. Moreover, µ andι are Br sln -equvivariant.
This theorem is proved in the rest of Section 3.
Remark 3.2. It is interesting to observe a complement to Theorem 3.1(iv): the quotient algebra U q,n / w is isomorphic to the (parabolic) subalgebra of U q (so 2n ) generated by U + q (s0 2n ) and
. . , n − 1. Remark 3.3. Note that the subalgebra S q (V ⊗ V ) of U q,n is not preserved by the action of Br sln . For example,
as defined in Section 2.7, where J = {1, . . . , n − 1}. Furthermore,ι(S q (V ⊗ V )) is a quantum deformation of the coordinate ring of M ≤2 , where M ≤2 is the variety of all matrices with the symmetric part of rank at most 2. Moreover, both homomorphisms are compatible with the cross-product structure, e.g.ι(U q,n ) =ι(S q (V ⊗V ))⋊U q (sl n ).
Structure of algebra
In particular, we have
for all 1 ≤ i < n and for all 1
It is well-known that T is an isomorphism of U q (sl n )-modules, satisfies (T −q −1 )(T +q) = 0 and the braid equation on
It will be convenient for us to regard Ψ as an element of the Hecke algebra H(S n ). Recall that H(S n ) is the quotient of the group algebra over C(q) of the braid group Br sln by the ideal generated by ( Proposition 3] ) provides a quantum analogue of Schur-Weyl duality, namely the image of U q (gl n ) in End V ⊗n is the centralizer of the image of H(S n ) and vice versa. It is also well-known that the Hecke algebra H(S n ) is semi-simple.
Proof of Proposition 1.10. Since H(S n ) is semi-simple, to prove part (i) (respectively, part (ii)) of Proposition 1.10, it is sufficient to show that these identities hold in any simple finite dimensional representation of the Hecke algebra H(S 6 ) (respectively, H(S 4 )). For, we use a realization of the multiplicity free direct sum of all simple finite dimensional H(S n )-modules, known as the Gelfand model, constructed in [1, Theorem 1.2.2], which we briefly review for the reader's convenience.
Let I n be the set of involutions in the symmetric group S n and let I n,k ⊂ I n be the set of all involutions containing k cycles of length 2 so each I n,k is an orbit for the action of S n on I n . Given w ∈ I n,k , one definesl(w) = min{ℓ(v) :
defines a representation of the Hecke algebra H(S n ) on V n which realizes the Gelfand model for H(S n ). Clearly,
n is the trivial H(S n )-module. A straightforward computation then shows that the matrix of Ψ on V (1) 4 with respect to the basis
= id. Here we abbreviate h = q − q −1 . Part (ii) is now straightforward.
Part (i) is checked similarly and we omit the details. It remains to prove (iii). Let τ = τ V ⊗V,V ⊗V be the permutation of factors. Note that by the quantum Schur-Weyl duality, the vector subspace (V ⊗m ) + of U q (sl n )-highest weight vectors in V ⊗m is isomorphic to the direct sum of simple H(S m )-modules S λ , where λ runs over the set of all partitions of m with at most dim V nonzero parts. In particular, if dim V ≥ m then (V ⊗m )
To complete the argument, we need the following result, which is an immediate consequence of Schur-Weyl duality.
Lemma 3.5. Let Ψ ′ ∈ H(S m ) be such that Ψ ′ is specializable at q = 1 on V m with respect to the basis C w , w ∈ I m and suppose that dim Ψ
Recall that V (0) 4 = S (4) and it is easy to see that V
2 ), (3, 1)}.
We can now prove the first part of Theorem 3.1.
Proof of part (i) of Theorem 3.1. By Proposition 1.10, Ψ satisfies the braid relation and condition (ii) of Theorem 1.11. Since Ψ i specializes to the transposition of factors with respect to the standard basis of V ⊗4 , it follows that Ψ specializes to the permutation of factors in (V ⊗2 ) ⊗2 . It remains to apply Theorem 1.11.
Proposition 3.6. The algebra S q (V ⊗ V ) is generated by the elements X ij , 1 ≤ i, j ≤ n, subject to the following relations for all
Proof. One can show that for all 1 , b) , while (i, j) (j, i), for all i ≤ j) form a basis of S. Using this basis we obtain the formulae in the Proposition from the above formulae for Ψ.
Remark 3.7. It is easy to check that the quotient of S q (V ⊗V ) by the ideal generated by the elements X ij −qX ji , 1 ≤ i < j ≤ n (respectively, by the elements 1)] , respectively, and also [19, 9, 26] ).
We can now prove Corollary 1.15.
Proof. The algebra S q (V ⊗V ) is clearly optimal specializable with respect to its PBW basis on the X ij , 1 ≤ i, j ≤ n with the total order defined as in Proposition 3.6. It remains to apply Propositions 2.18(ii) and 3.6.
3.3. Cross product structure of U + q,n and U q,n . In this section we will use the usual numbering of nodes in the Dynkin diagram of so 2n+2 , that is, the simple root α n−1 corresponds to the triple node. Retain the notations of Section 3.2. 1(ii,iii) ).
(i) The natural homomorphism U + q,n → U q,n is injective and as vector spaces
(ii) The assignment w → w ′ := X n,n , z → z ′ := q(X n−1,n − qX n,n−1 ) defines isomorphisms of algebras ψ :
Proof. First we prove that the elements w ′ , z ′ satisfy the relations (3.1b)-(3.1c) . It follows from (3.3) that w ′ (respectively, z ′ ) is a lowest weight vector of the U q (sl n )-submodule of V ⊗ V isomorphic to V 2̟ 1 (respectively, V ̟ 2 ), where ̟ i is the ith fundamental weight of sl n . In particular, we have
Using Lemma 2.24(ii) we immediately conclude that w ′ and z ′ satisfy (3.1a), (3.1c) and the first two relations in (3.1b) . To prove the last relation in (3.1b) note that
since X n,n−1 X nn = q 2 X nn X n,n−1 and [X n−1,n , X nn ] = q 2 (q−q −1 )X nn X n,n−1 by Proposition 3.6. To prove the first relation in (3.1d), note that
The remaining identities are checked similarly. Using Lemma 2.24(ii), we rewrite them in the form Y i m i , where m i ∈ {1, E n−1 , E n−2 , E n−1 E n−2 , E n−2 E n−1 } and in particularly are linearly independent and Y i ∈ S q (V ⊗V ). Then we check that Y i = 0 which can be done either using the presentation from Proposition 3.6 or by observing that Im(Ψ − 1) = ker((Ψ + q 2 )(Ψ + q −2 )). This is a rather tedious, albeit simple, computation, which was performed on a computer.
Thus, we proved that ψ : U q,n → S q (V ⊗V )⋊U q (sl n ) is a surjective homomorphism of algebras. The same argument shows that we have a surjective homomorphism of algebras
To complete the proof of the proposition, we prove first that ψ + is an isomorphism. Let F be the free algebra on the E i , 1 ≤ i ≤ n − 1, w and z and define a grading on F by deg E i = deg w = 1, deg z = 2. Let I q be the kernel of the structural homomorphism F ։ U + q,n . It is easy to see that I q is homogeneous with respect to this grading. Regard S q (V ⊗ V ) ⋊ U + q (sl n ) as a graded algebra with the grading induced by the homomorphism ψ + . By Lemma 2.21 we have dim(U + q,n ) k ≤ dim(F /I 1 ) k for all k where I 1 is the specialization of I q at q = 1. On the other hand, it is easy to see that F /I 1 is isomorphic to U(n) where n = (V ⊗ V ) ⋊ (sl n ) + , which we can regard as a graded Lie algebra with the grading compatible with that on U + q,n . Since both U(n) and S q (V ⊗ V ) ⋊ U + q (sl n ) are PBW algebras on the set of the same cardinality, it follows that dim U(n) k = dim(S q (V ⊗ V ) ⋊ U + q (sl n )) k for all k. This and the obvious inequality dim(U
+ be the subalgebra of U q,n generated by the E i , i ∈ I and by w, z. Clearly, we have a canonical surjective homomorphism π : U + q,n → U ′ q,n + and ψ + = ψ • π. Since ψ + is an isomorphism and both ψ and π are surjective, it follows that π is an isomorphism and proves the first assertion in part (i). To establish the remaining assertions, we need the following easy Lemma. Lemma 3.9. Let ψ : A → B be a surjective homomorphism of algebras. Let A ± (respectively, B ± ) be subalgebras of A (respectively, B) such that the multiplication map
is surjective (respectively, bijective). Suppose that the restriction of ψ to A ± is an isomorphism onto B ± . Then ψ is an isomorphism of algebras and A ∼ = A + ⊗ A − as vector spaces.
Applying this Lemma with
completes the proof of the Proposition.
3.4. Structural homomorphisms. In this section we prove parts (iv) and (v) of Theorem 3.1. We use the numeration of nodes in the Dynkin diagram of so 2n+2 and sp 2n introduced in Section 3.1. Note first that part (iv) of Theorem 3.1 is trivial since modulo the ideal generated by z its defining relations are precisely the defining relations of U q (sp 2n ) where w corresponds to E 0 .
To prove part (v) of Theorem 3.1, let W = E 0 E −1 and
be the images of w and z in U q (so 2n+2 ). Clearly
Using Lemma 2.27 we obtain
It is easy to check that Z * = Z, hence r i (Z) = 0 for all i > 0. Finally, we have
Proof of Theorem 3.1(v). We need to show that the elements W and Z satisfy the relations (3.1a)-(3.1e). The last two identities in (3.1a) are trivial, while the first follows from (2.22) and (3.5), (3.6) . Furthermore, observe that
The first two identities in (3.1b) are now immediate from (2.19). The first identity in (3.1c) follows from (2.20) since (ad E 1 ) 2 (E i ) = 0, i ∈ {−1, 0} by quantum Serre's relations. The second is also a consequence of quantum Serre relations since ad E 2 commutes with ad * E i , ad E j , i, j ∈ {0, −1}. To prove the last relation in (3.1b), note that since
The computation of i r(x) for i ∈ {−1, 0} and the ones for the last identity, are rather tedious and where performed on a computer.
Remark 3.10. It can be shown that the kernel of the homomorphismι : U + q,n → U q (so 2n+2 ) is generated by an element of degree 3 in S q (V ⊗ V ) which is a lowest weight vector of a simple U q (sl n )-submodule of (V ⊗ V ) ⊗3 isomorphic to V 2̟ 3 . On the other hand, the image ofι equals to the subalgebra of σ-invariant elements in U + q (so 2n+2 ) graded by Q σ .
3.5. Braid group action on U q,n .
Proof of part (vi) of Theorem 3.1. LetŨ q,n be the algebra generated by U q (sl n ) and w, z subjects to the relations (3.1a), (3.1b), (3.1c) , except the commutativity relation [w, z] = 0. Clearly that U q,n is a quotient ofŨ q,n . First we prove the following Proposition 3.11. The formulae (3.2) extend the action of Br sln on U q (sl n ) to an action onŨ q,n by algebra automorphisms.
Proof. We note the following useful Lemma Lemma 3.12. InŨ q,n we have
for all j and for all i = 1 and (respectively, for all i = 2). Since
we conclude that [T 1 (F i ), T 1 (w)] = 0 unless i = 2, while by Lemma 3.12
The remaining identity in (3.1a) is clearly preseved. Similarly, for all i and for all j = 1 (respectively j = 2) we obtain
The remaining identities follow from Lemma 3.12 and direct computations. For example, for i = 1, 3
where we used (3.1c) and quantum Serre relations. It is not hard to check, using the above Lemma, that the maps T i are invertible with their inverses given on w and z by T −1
Thus, we conclude that the T i are automorphisms ofŨ q,n . Finally, the only braid relations that need to be checked are
, where i = 1, 3. This is done by a direct computation.
To complete the proof of part (vi) of Theorem 3.1 is suffices to show that the kernel of the canonical mapŨ q,n → U q,n is preserved by the T i , 1 ≤ i ≤ n − 1. For example, consider (3.1d). Note that [w, [w,
Thus, the first relation in (3.1d) is preserved. The computations for the remaining relations are rather tedious and where performed on a computer. The relations can be checked in many different ways; perhaps, the simplest is to use the isomorphism U q,n ∼ = S q (V ⊗ V ) ⋊ U q (sl n ), which allows us to write any element of U q,n as i Y i m i , where Y i ∈ S q (V ⊗ V ) and the m i are linearly independent elements of U q (sl n ). Writing a relation in this form, we then check that (Ψ + q 2 )(
3.6. Liftable quantum foldings and U + q,n as a uberalgebra. In this section we use the standard numbering of the nodes of all Dynkin diagrams. Theorem 3.13. In the notation of Theorem 3.1, ι i for any i ∈ R(w • ) is a tame liftable folding with U(ι i ) = U + q,n and µ ι i = µ. In particular,ι i splits µ and we have a commutative diagram
where all maps commute with the right multiplication with U + q (sl n ). Proof. Let w ′ • be the longest element in W (sl n ) = W ((sp 2n ) J ), where J = {1, . . . , n− 1} and let i ′ = (n − 1, n − 2, n − 1, . . . , 1, . . . , n − 1) ∈ R(w ′ • ). Set i r = (n, n − 1, n, n − 2, n − 1, n, . . . , r, . . . , n), 1 ≤ r ≤ n.
First, we prove the Theorem for i = i • where i • is the concatenation i 1 i ′ . Given j = (r 1 , . . . , r k ) ∈ (I/σ) k , write w j = s r 1 · · · s r k and T j = T w j (respectively,
It is easy to check that
In particular,
. Define the elements y 
where both products are taken in the same order as in (3.10) .
Identify U + q,n with S q (V ⊗ V ) ⋊ U + q (sl n ) using the isomorphism ψ + from Proposition 3.8.
whereX ji = (q − q −1 ) i+j−2n X ji and the product in the right hand side is taken in the total order defined in the proof of Proposition 3.6.
We will need the following result, where we abbreviateẼ i := ad E i ,Ẽ * i := ad * E i .
Proposition 3.14. The elements x + ij ∈ U + q (so 2n+2 ) and y (3.10) are given by the following formulae
Proof. We only prove (3.12) and (3.13). The argument for (3.14) is nearly identical and is omitted. By the definition of the setX i given in Section 2.4 we have for all
Then it is easy to see, using (2.15), (2.16 ) and the obvious observation that ad E r , ad * E s commute if a rs = 0, that
To establish (3.12) for 1 ≤ i < j < n, note that by (3.9) and Lemma 2.8 we havê
where we used [2, Lemma 3.5], (3.16) and (2.17) .
Finally, we prove by a downward induction on i that
If i = n − 1, it follows from Lemma 2.8 that T n T n+1 T n−1 (E n ) = T n+1 (E n−1 ) so the induction begins. For the inductive step, suppose that n − i is odd, the case of n − i even being similar. Using (3.15), we can writê
and since both expressions are reduced the induction hypothesis yieldŝ
The inductive step now follows from the braid relations and Lemma 2.8. Using [2, Lemma 3.5] we obtain from (3.17) that
Since by the quantum Serre relations,Ẽ (2) iẼ i+1 · · ·Ẽ n−1 (E r ) = 0, r ∈ {n, n + 1}, (3.13) follows immediately from (2.21).
We can now complete the proof of the Theorem. First, observe that (3.3) implies that
Note that for all u ∈ S q (V ⊗ V ), 1 ≤ i ≤ n − 1 we have µ(E i (u)) =Ẽ i (µ(u)) and similarlyι(E i (u)) =Ẽ i (u). This, together with (3.7), Proposition 3.14 and the multiplicativity ofι i and ι i immediately implies the assertion for i = i • .
To complete the proof, it remains to apply Lemma 1.7 and the argument from the proof of Theorem 1.20.
This completes the proof of Theorems 1.8 and 1.12. q,3 be the associative C(q)-algebra generated by u 1 , u 2 and z k , 1 ≤ k ≤ n − 1 subjects to relations given in Theorem 1.21(i). 
Similarly, we can write
Since clearly u 21 commutes with the z r , we obtain the PBW relations from Theorem 1.21(ii) The above computations also show that PBW relations imply Serre-like relations. To prove that A (n) q,3 is PBW, we use Diamond Lemma (Proposition 2.15). It is easy to see that the only situation which needs to be checked is the monomial u 1 u 21 u 2 . We have
The second assertion is obvious.
We now proceed to prove that A (n) q,3 is the desired enhanced uberalgebra for this folding.
Given x α ∈ U q (sl 3 ) we denote its copy in the ith component of U q (sl 3 ) ⊗n by x α,i . Let i 1 = (121) and i 2 = (212). Define the elements y i ∈ U q (s σ n ) and Y i,n ∈ U q (s n ), i ∈ {1, 2, 12, 21} by
as ordered sets, in the notation of Section 2.4, and similarly for i 2 . It is immediate that y 1 = E 1 , y 2 = E 2 and
and
In particular, ι i 1 (respectively, ι i 2 ) is given by
1,n , We will need some identities for the elements E α,i . Clearly
It follows from quantum Serre relations that
In particular, this implies that
where we use the convention that
Proof. The first relation is just (4.2) for n = 1. Then, using induction on n, we obtain
The second identity in (4.4) is proved similarly while the last is obvious since E 21,r , E 12,s commute for all 1 ≤ r, s ≤ n. To prove (4.5), we again use the inductive definition of the Z k,n . For n = 1 this relation coincides with (4.1), while
The remaining identity is proved similarly.
As an immediate corollary, we obtain
Example 4.3. Let n = 3 and take ι = ι i 1 . Then in U + q (sl 3 ) ι we have 
⊗n for both reduced expressions i of the longest element in the Weyl group of sl 3 .
Proof. Using Lemma 4.2, we obtain for all s > 0
Note that one of the Z 0,n , Z n,n is contained in U + q (sl 3 ) ι i . Taking 1 ≤ s ≤ n yields a system of linear equations for the Z k,n in U where
The remaining assertions are trivial.
q,3 by extending multiplicatively the assignments
The mapι i 2 is defined similarly. Proof. We only show this for i = i 1 , the argument for i 2 being similar. Since ι i is multiplicative on the modified PBW basis, it is enough to check that the diagram (1.3) commutes on y 1 , y 2 and y 21 , which is straightforward from Lemma 4.2 and from the definition of µ,ι andι i . Folding (sl 4 ×sl 4 , sl 4 ). Now we turn our attention to the folding (sl 
4.2.
where {i, j} = {1, 3}. The PBW-type relations are given by the following formulae (where i ∈ {1, 3} and {i, j} = {1, 3}) Using the above and Proposition 2.18, we immediately obtain Theorem 4.8. The algebra A q,4 is optimal specializable. In particular, the following formulae define a Poisson structure on its specialization (only non-zero brackets are shown), where i ∈ {1, 3} and {i, j} = {1, 3}. It remains to prove that A q,4 is the uberalgebra for our quantum folding. For, let i = {2, 1, 3, 2, 1, 3} ∈ R(w • ) and define the elements x α ∈ U + q (sl 4 ) by X i = {x 2 , x 21 , x 23 , x 13 , x 1 , x 3 } as ordered sets, in the notation of Section 2.4. We identify the x α with the elements of the first copy of U . Moreover, the folding ι i is tame liftable.
In this case as well it can be shown that the diagram (1.3) commutes for a suitable choice ofι i . We conclude this section with the following problem. In this section we let g = so 8 with I = {0, 1, 2, 3} so that σ is a cyclic permutation of {1, 2, 3} and I/σ = {0, 1}. In this numbering we have (α 0 , α 0 ) = 2, (α 1 , α 1 ) = 6 in g σ ∨ which we abbreviate as g σ since its Langlands dual is obtained by renumbering the simple roots. Let U q,G 2 be the associative C(q)-algebra generated by U q (sl 2 ) with Chevalley generators E 0 , F 0 , K Theorem 5.1.
(i) The algebra U q,G 2 is isomorphic to the cross product A q ⋊ U q (sl 2 ), where A q is a flat deformation of the symmetric algebra of the nilpotent Lie algebra n G 2 defined in Theorem 1.23(ii). (ii) The assignment w → E 1 , z j → 0, j = 1, 2 defines a homomorphismι : U q,n → U q (g σ ). Its image is the (parabolic) subalgebra of U q (g σ ) generated by U define an algebra homomorphism µ : U q,G 2 → U q (g). Its image is contained in the (parabolic) subalgebra of U q (g) generated by U extend Lusztig's action (2.9) of the braid group Br sl 2 on U q (sl 2 ) to an action on U q,G 2 by algebra automorphisms. Moreover, µ andι are Br sl 2 -equvivariant.
Most of the computations necessary to prove this theorem were performed on a computer and were involving rather heavy computations (for example, it took about 22 hours for the UCR cluster to check that the Diamond Lemma holds). Otherwise, the structure of the proof is rather similar to the ones discussed above.
Appendix A. Naive quantum folding does not exist
In this appendix, we show that the classical additive folding does not admit a quantum deformation even in the simplest possible case of sl 4 . We use the standard numbering of the nodes of its Dynkin diagram. Let u 1 = E 1 + E 3 , u 2 = E 2 . We obviously have u 
