Multiscale modeling of polycrystalline materials: A boundary element approach to material degradation and fracture by Benedetti, I & Aliabadi, MH
Multiscale modelling of polycrystalline materials
A boundary element approach to material degradation and fracture
I. Benedetti and M.H. Aliabadi
November 16, 2014
1. Abstract
In this work, a two-scale approach to degradation and failure in polycrystalline materi-
als is proposed. The formulation involves the engineering component level (macro-scale)
and the material grain level (micro-scale). The macro-continuum is modelled using a
three-dimensional boundary element formulation in which the presence of damage is
taken into account employing an initial stress approach for modelling the local soft-
ening in the neighborhood of points experiencing degradation at the micro-scale. The
microscopic degradation is explicitly modelled by associating Representative Volume El-
ements (RVEs) to relevant points of the macro continuum, for representing the polycrys-
talline microstructure in the neighborhood of the selected points. A three-dimensional
grain-boundary formulation is used to simulate intergranular degradation and failure in
the microstructure, whose morphology is generated using Voronoi tessellations. Inter-
granular degradation and failure are modelled through cohesive and frictional contact
laws. To couple the two scales, macro-strains are transferred to the RVE as periodic
boundary conditions, while overall macro-stresses are obtained as volume averages of
the micro-stress field. The comparison between effective macro-stresses for the damaged
and undamaged RVE allows to define a macroscopic measure of material degradation.
To avoid pathological damage localization at the macro-scale, integral non-local coun-
terparts of the strains are employed. The multiscale processing algorithm is described.
Some multiscale simulations are performed to investigate the capability of the method.
2. Introduction
The design of materials for advanced applications requires full understanding of the
material response to different operational and environmental conditions and, often, the
knowledge of their failure mechanisms is of great relevance. Phenomenological models
at the component level may not always be able to predict complex materials behaviors,
especially when damage initiation and evolution are involved. It is widely recognized
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that such aspects may be better understood if the features of the material microstruc-
ture are brought into the modelling framework. The link between microstructure and
material macroscopic properties, i.e. the structure-property relationship [1, 2, 3, 4], is
technologically interesting and it may provide valuable information for the design of
enhanced high-performance materials [5].
Polycrystalline materials (metals, alloys or ceramics) are commonly used in the engi-
neering practice. Their microstructure, at the grain scale, is characterized by grains
morphology, size distribution, anisotropy and crystallographic orientation, by the pres-
ence of flaws and porosity and by physical and chemical properties of the intergranular
interfaces [6], which have direct influence on the initiation and evolution of damage.
Polycrystalline microstructures have been studied using experimental [7, 8, 9, 10, 11, 12,
13, 14, 15] and computational techniques [4, 16, 17]. Much research has been carried
out for developing numerical models for polycrystalline microstructures and their failure
processes. Until recently, the development of truly three-dimensional (3D) models was
hindered by excessive computational requirements. In recent years, however, compu-
tational micromechanics has experienced a remarkable acceleration, due to the wider
affordability of high performance parallel computing (HPC), thus favoring the advance-
ment of the subject [18, 19, 20, 21].
There are several scientific and technological reasons for the interest in truly 3D poly-
crystalline models [22, 23, 24, 25, 26]. 3D models allow to understand inherently 3D
complex microstructural phenomena: the influence of the geometry on the microcracking
evolution; the competition between different failure modes, e.g. inter- and transgranular
brittle propagation or the ductile-to-brittle transition; the grain-to-grain propagation
of cleavage fracture [27]; the plastic deformation of the individual crystals. Computa-
tional investigations complement experimental techniques that, in the 3D case, may be
particularly complex and expensive, especially when damage and failure are considered.
Moreover, an increasing number of applications, in various fields, require the manufac-
turing of micro-components whose overall dimensions are comparable with the grain
size, thus requiring accurate analysis at the grain scale level. The direct simulations
of polycrystalline microstructures, and their micro-damaging processes, find remarkable
applications in the multiscale analysis of materials and solids, in which a considered
component is analyzed simultaneously at the component level, in which the load history
is defined, and at the grain scale level, which provides the constitutive material evolution.
The term multiscale may assume a variety of meanings[28, 29, 30, 31]: however, here
we focus on simulations involving two spatial scales, the continuum level and the grain
scale level, for which a clear scale separation holds. The objective of these studies is the
analysis of both the macro-component and the processes happening in the microstruc-
ture, during the loading history. The multiscale analysis becomes particularly useful
when, during the loading history, the microstructure undergoes phase transformations
or damage, so that a simple constitutive model assumed at the macro-level could not be
used to simulate the behavior of the structure.
It is worth mentioning that, due to the enormous computational effort required by a
fully three-dimensional multiscale analysis, which usually involves the simultaneous so-
lution of several three-dimensional non-linear microstructural problems, such analyses
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are quite rare in the literature. Excellent reviews on multiscale modelling of heteroge-
neous materials are available. Geers et al. [32] analyzed recent trends and challenges
in multiscale computational homogenization, briefly reviewing first-order techniques for
mechanical problems, the concepts of second-order, continuous-discontinuous and multi-
physics homogenization, applications to thin structures and problems involving interface
and cohesive problems. A review on multiscale models for localization problems has been
recently given by Nguyen et al. [33], who focused, among other topics, on continuous
and discontinuous computational homogenization for adhesive/cohesive crack modelling
and cohesive failures.
Multiscale models have been developed for the analysis of different classes of materials.
Unger and Eckardt [34] developed a concurrent embedded multiscale method for studying
the non-linear behavior of concrete structures, modelling explicitly the mortar matrix,
the coarse aggregates and the interfacial transition zone at the material mesoscale and
testing different methods (constraint equations, mortar method and arlequin method)
for coupling the different length-scales.
Few multiscale methods, in the sense specified here, have been developed for polycrys-
talline materials.
Han and Dawson[35] proposed a multi-scale approach in which both micro and macro
scale are modelled with the finite element method (FE2). The macro-scale is used to
describe the structural components, while the micro-scale is used to describe crystal
aggregates. The individual crystals are represented as cubes and are spatially resolved
using one or more finite elements. A crystal plasticity formulation is employed to de-
scribe the behavior of the aggregate. The solution process is strongly-coupled: the
information needed at each scale is computed and exchanged concurrently throughout
a simulation. In the localization process, the velocity gradient at a gauss point at a
macro-scale mesh is assigned to a microscale mesh boundary in the form of equivalent
essential (velocity) boundary conditions. The macroscale provides the velocity gradient
at the macro Gauss points, which is projected onto the microscale meshes as essential
boundary conditions (localization). The microscale provides the macro-stress and stiff-
ness at the macro-points associated with the analyzed microstructures: to achieve this,
an averaging procedure is required to determine the collective response of the aggregate
(homogenization). The methodology has been successfully demonstrated on two three-
dimensional applications.
Nakamachi et al.[36] developed multi-scale finite element analysis procedures to evaluate
macroscopic material properties, such as strength, yield loci and formability, by employ-
ing a realistic three dimensional (3D) micro polycrystal structure obtained by scanning
electron microscopy and the electron backscattering diffraction (SEM-EBSD) measure-
ments. The polycrystalline homogenization algorithm was based on multi-scale asymp-
totic series expansion. The multi-scale finite element procedure involved discretization
of both the macro continuum and the point attached micro crystal structure, which sat-
isfies the periodicity condition. The method was applied to simulate the uniaxial tension
test of a pure iron sheet to study the texture evolution at the micro level and subsequent
yield loci at the macro level. Second, formability assessment tests for three automotive
sheet metals were analyzed by a dynamic explicit FE code, to assess their formability.
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The thickness strain localization and the texture evolution were studied to characterize
these sheet metals. The technique has been further developed for formability tests[37]
and accelerated with parallel computing techniques based on domain partitioning of FE
model for macro-continuum using the message passing interface (MPI) library and PC
clusters.
Rimoli and Ortiz[38] proposed a three-dimensional model for intergranular hydrogen
embrittlement taking into account the degradation of grain boundary strength arising
from the grain-boundary diffusion of hydrogen. The microstructure was modelled using
an idealized morphology and the intergranular interfaces were modelled with cohesive
laws with strength dependent on the hydrogen concentration. The grains were modelled
as anisotropic elasto-plastic domain deforming by crystallographic slip. The polycrys-
tal was assumed to have random texture. The microstructural model was explicitly
retained in the three-dimensional finite-element model of an AISI 4340 steel double-
cantilever specimen in contact with an aggressive environment. The two scale were then
computed concurrently: in particular, the full microstructure was represented in prox-
imity of the crack tip, with a full crystal plasticity model; further from the crack tip, the
microstructure was still represented, but only anisotropic elastic behavior was assumed;
further from the process zone, the mesh was rapidly coarsened and the macro-material
was assumed to be isotropic and elastic. The model was validated providing qualitative
and quantitative predictions that matched well with experiments.
In this work a three-dimensional two-scale, fully non-linear boundary element framework
BE2 is presented for the first time. The formulation involves the engineering compo-
nent level (macro-scale) and the material grain scale (micro-scale). The damage-induced
softening at the macroscale is modelled employing an initial stress approach. The mi-
croscopic degradation processes are explicitly modelled by associating polycrystalline
Representative Volume Elements (RVEs) to relevant points of the macro continuum
and employing a three-dimensional grain-boundary formulation to simulate intergran-
ular degradation and failure in the microstructural Voronoi-type morphology through
cohesive-frictional contact laws. The micro-scale model is based on a formulation re-
cently developed by Sfantos and Aliabadi [39] for 2D problems and by Benedetti and
Aliabadi for 3D cases [40, 41]. The scales coupling is achieved downscaling macro-
strains as periodic boundary conditions for the RVEs. On the other hand, overall
macro-stresses are obtained via volume averages of the micro-stress field. The com-
parison between effective macro-stresses for the damaged and undamaged RVE allows
to define a macroscopic measure of material degradation, providing a homogenization
based up-scaling. Some attention is devoted to avoiding pathological damage localiza-
tion at the macro-scale through a non-local definition of macros-trains, which allows to
by-pass mesh-dependency problems and ensures reproducibility of results. A multiscale
processing algorithm is developed and described, extending some previous work on 2D
problems [42].
The outline of the paper is as follows. In Section 3, the 3D model used for the macro-
level is presented, the initial stress approach is recalled and the non-local strains and
the macroscopic measure of damage are defined. The microscale grain-boundary for-
mulation is briefly recalled in Section , where also the periodic boundary conditions for
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the RVEs are discussed. The coupling between micro and macro scale and the overall
multiscale algorithm is presented in Section 6. The results of some numerical simulations
are presented in Section 7. A brief discussion about possible developments is given in
Section 8, before the Conclusions.
3. Macro-scale model
The component level, i.e. the macro-scale, is modelled using a non-linear three-dimensional
boundary element formulation, in which the initial stress approach, see for example
[43, 44, 45], is used to take into account the non-linearities introduced by the evolution
of damage at the micro-level. In the macro-continuum formulation, the total or correct
stress tensor components Σ˙ij are given by
Σ˙ij = Σ˙
el
ij − Σ˙Dij = CijlkΓ˙lk − Σ˙Dij (1)
where Σ˙Dij represents the initial or decremental stress introduced by the degradation
processes evolving at the micro-scale and Σ˙elij are the elastic macro-stress components
corresponding, in absence of damage, to the macro-strain components Γ˙lk through the
macro constitutive elastic tensor Cijlk. Eq.(1) shows how, in presence of damage, the
initial stress introduces local softening in the macro-continuum.
When some initial stress is introduced, the displacement boundary integral equation is
written
cij(x)u˙j(x) +−
∫
S
Tij (x,y) u˙j(y)dS(y) =
∫
S
Uij (x,y) t˙j(y)dS(y) +
+
∫
VD
Ψijk(x,Y)Σ˙
D
jk(Y)dV (Y) (2)
where S = ∂V is the boundary of the analyzed region V , VD ⊂ V is the internal 3D re-
gion experiencing damage, x,y ∈ S are the boundary collocation and integration points
respectively, Y ∈ V represents internal integration points, u˙j and u˙j are components
of boundary displacements and tractions and Uij, Tij and Ψij k are the displacement,
traction and strain fundamental solutions, whose expressions are given in Appendix A.
In the present implementation, 8-node quadrilateral quadratic isoparametric boundary
elements are used to model the domain boundary S. The internal non-linear region VD is
modelled using 20-node cubical quadratic subparametric cells: while the cell geometry is
represented with quadratic three-dimensional shape functions, the physical fields inside a
cell, namely the decremental components of stress Σ˙Dij , are assumed constant within the
volume cell. Each macroscopic volume cell within VD is centered in a macro-continuum
point X, which is associated with a microscopic RVE, Fig.(1): in the proposed method-
ology, the material properties provided by the material homogenization over the RVE,
Sections 5.3 and 5.2, are assigned to the corresponding macro-cell and assumed constant
over it.
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Figure 1: Macro-scale meshing: the internal volume cells are centered in points of the
macro-continuum associated with micro-RVEs; the macroscopic material prop-
erties are constant over the cells.
The boundary integral representation for the internal macro-strains Γij is given by
Γ˙ij(X) +
∫
S
T γijk(X,y)u˙k(y)dS(y) =
∫
S
U γijk(X,y)t˙k(y)dS(y) +
+−
∫
VD
Ψ γijlk (X,Y) Σ˙
D
lk(Y)dV (Y) + f
γ
ij
[
Σ˙Dlk(X)
]
,
(3)
which is obtained from Eq.(2) using the compatibility relationships, in a small strains
framework. The boundary integral representation for the internal macro-stresses Σij,
obtained from Eq.(3) applying the constitutive relationships, is
Σ˙ij(X) +
∫
S
T σijk (X,y) u˙k(y)dS(y) =
∫
S
U σijk (X,y) t˙k(y)dS(y) +
+−
∫
VD
Ψ σijlk (X,Y) Σ˙
D
lk(Y)dV (Y) + f
σ
ij
[
Σ˙Dlk(X)
]
.
(4)
The volume integrals appearing in Eqs.(3) and (4) involve the strongly singular kernels
Ψ γijlk and Ψ
σ
ijlk and must be intended as Cauchy principal value integrals (−
∫
). The
free terms f γij and f
σ
ij stem from the integration of the strongly singular kernels over a
unit sphere centered in X, which is the internal collocation point for which strains and
stresses are evaluated. Some strategies for the accurate computation of these integrals
can be found in [46, 47]. In this work, the technique suggested by Gao and Davies
[47] is used: since the initial stresses are assumed constant inside the volume cells, the
integration over singular cells is reduced to the integration over the boundary of the cell,
with noticeable computational advantage. The expression of the kernels and free terms
appearing in Eqs.(3) and (4) are given in Appendix A.
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The boundary element discretization procedure leads to the algebraic counterpart of
Eq.(2), i.e.
AQ˙ = F˙ (Λ) + Ψ
[
Σ˙D (Λ)
]
, (5)
where A is the boundary element coefficient matrix, Q˙ is the unknowns vector, con-
taining unknown components of boundary displacements and tractions, F˙ (Λ) is the
contribution to the right-hand side originating from the macro boundary conditions,
whose strength, in an incremental framework, is expressed by the macro load factor Λ,
and Ψ is the right-hand side contribution vector stemming from the integration of the
volume terms in Eq.(2) and accounting for the presence of macro-damage through Σ˙D.
The described formulation is the macro-scale method used in the proposed multiscale
incremental-iterative solution strategy. Starting from a known macro-solution, corre-
sponding to a given value of the load factor Λ, a load increment ∆Λ is applied to the
system. Eq.(2), or more precisely its counterpart Eq.(5), is used to compute a new
initial solution corresponding to the new loading condition. Eq.(3) provides then the
macro-strains Γ˙ij(X) that, suitably treated, Section 3.1, define the boundary conditions
for the micro-RVEs, Section 5.1, which are used to simulate the evolution of microscopic
damaging processes. The information provided by the micro-scale simulations allows,
through computational material homogenization, to update the macro-continuum dam-
age D (X) and then the initial stress field Σ˙D, which is in turn used again in Eq.(5) to
compute a new approximation of the macro-scale solution corresponding to the current
load factor Λ + ∆Λ. The macro-micro iteration is arrested when global convergence
is attained. Eq.(4) is not directly used in the solution process, but it can be used to
compute internal macro-stresses in post-processing.
The incremental-iterative solution strategy has been here summarized to put in per-
spective the concepts and techniques that will be introduced in the following sections.
However, it will be recalled and examined in depth in Section 6, after the definition of
the non-local macro-quantities, of the macro-damage, the description of the complete
micro-scale model and material homogenization technique.
3.1. Non-local fields
To avoid pathological localization of damage at the macro-scale and ensure mesh inde-
pendence and reproducibility of numerical results, non-local counterparts of the macro-
scopic strains Γ˙ij and stresses Σ˙ij are used in the macro-continuum model [42]. Non-local
variables are defined by weighted volume averages of the the corresponding local quanti-
ties [48, 49, 50]. Provided that the non-local formulation matches exactly with the local
one when no material damage is present, i.e. when the material is still fully elastic, the
quantity to be averaged can be arbitrarily chosen. In the present formulation, the ap-
proach suggested in [42] for the 2D polycrystalline problem is adopted: after solving the
macro Boundary Valued Problem (BVP), the non-local macro-strains are computed and
transferred to the micro-scale as boundary conditions, down-scaling, Section 5.1. The
corresponding non-local total macro-stresses are obtained, after solving the micro-BVP,
7
through computational homogenization, Section 5.2, and transferred to the macro-model
in terms of macro-damage, up-scaling, Section 5.3.
The non-local macro-strains are defined by
ˆ˙Γij (X) =
∫
V
ϕ (X,Y) Γ˙ij (Y)dV (Y)∫
V
ϕ (X,Y)dV (Y)
(6)
where the hat (ˆ ) denotes non-local quantities and
ϕ (X,Y) = exp
(
−2|Y−X|
2
%2
)
(7)
is the Gauss distribution function chosen for weighting the strains in the volume averag-
ing process and % is a characteristic length measuring the material heterogeneity scale
[49].
4. Micro-scale model
The model employed for the polycrystalline microstructure has been developed by Sfan-
tos and Aliabadi [39] for two-dimensional problems and by Benedetti and Aliabadi
[40, 41] for the three-dimensional case. The interested reader is referred to these works
for an in-depth description of the model: here only a brief review is given for the sake
of completeness.
The microstructure is represented as a three-dimensional Voronoi tessellation [51, 52,
53] and each crystal of the aggregate is modelled as an orthotropic, or more gener-
ally anisotropic, elastic domain with specific crystallographic orientation in the three-
dimensional space. In the crystallographic reference system, the stress-strain relationship
for the single grain is
σ˙ µij = cijlk γ˙
µ
lk, (8)
where the superscript µ denotes micro-scale quantities. The three-dimensional anisotropic
boundary integral representation
c˜ij(x ) ˙˜u
µ
j (x ) +−
∫
Sµ
T˜ µij (x ,y) ˙˜u
µ
j (y)dS
µ(y) =
∫
Sµ
U˜ µij (x ,y)
˙˜tµj (y)dS
µ(y), (9)
linking grain boundary displacements and tractions, is used for expressing the associ-
ated elastic problem, see for example [45, 54]. In Eq.(9), the tilde (˜ ) indicates quantities
expressed in specific grain-face reference systems [40], x ,y ∈ Sµ are collocation and in-
tegration points belonging to the boundary of the considered grain, ˙˜uµj and
˙˜tµj are grain
boundary displacements and tractions and U˜ µij and T˜
µ
ij are displacement and traction
anisotropic fundamental solutions whose expression is given in Appendix B.
The micro-BVP is set up writing Eq.(9) for each grain and enforcing suitable intergran-
ular compatibility and equilibrium conditions to model the integrity of the aggregate.
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Irreversible intergranular damage may initiate, accumulate, evolve and coalesce at the
interfaces between adjacent grains and frictional micro-cracks can be eventually pro-
duced. From a modelling perspective, three different possible intergranular conditions
are identified. If no damage is present, the interface is pristine or undamaged and no
relative displacements is allowed between homologous points of contiguous grain faces:
δ ˙˜uµs = 0; δ ˙˜u
µ
n = 0. (10)
In the previous equation, the subscripts s and n refer to grain-face tangential and normal
components of the displacement jump, respectively. Upon fulfilment of the threshold
condition
te =
[
〈 ˙˜tµn 〉2 +
(
β
α
˙˜tµs
)2] 12
≥ Tmax, (11)
i.e. when the effective traction te overcomes for the first time in the loading history Hd
the intergranular cohesive strength Tmax, the interface becomes damaged. In Eq.(11),
α and β are cohesive constants, whose meaning is discussed in [41], while 〈 〉 denote
the McCauley’s brackets. When damage is introduced, relative displacements become
permitted and the irreversible extrinsic cohesive traction-separation law[
˙˜tµs
˙˜y µn
]
= Tmax
1− d∗
d∗
[
α
δucrs
0
0 1
δucrn
] [
δ ˙˜uµs
δ ˙˜uµn
]
(12)
is introduced to follow the evolution of damage, where
d∗ = max
Hd
{d˙} ∈ [0, 1], with d˙ =
[〈
δ ˙˜uµn
δucrn
〉2
+ β2
(
δ ˙˜uµs
δucrs
)2] 12
, (13)
is the damage parameter, which is always given by the maximum value reached by the
effective displacement d˙, during the loading history Hd of the considered interface pair.
In Eq.(13), δucrn and δu
cr
s are the critical displacement jumps in pure mode I and II
respectively.
Upon failure, when the critical condition d∗ = 1 is reached, the cohesive laws no longer
apply and frictional contact mechanics is introduced to model the micro-cracks, whose
surfaces may separate, slip or stick. In case of intergranular mode II loading, the cohesive-
frictional law proposed in [41] is used.
The micro-RVE problem is solved using a grain-boundary formulation in a boundary
element framework. Some care must be taken when preparing the micro-RVE’s mesh. To
ensure element-size independency and reproducibility of results, the following condition
on the mesh size
ξel  LCZ (14)
must be fulfilled, where LCZ denotes the length of the cohesive zone, that must be
estimated in order to make Eq.(14) effective. An estimate of the cohesive zone size, for
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a linearly softening cohesive law, as the one adopted in the present study, was provided
by Rice [55] as
LCZ ≈ pi
2
(
KIC
Tmax
)2
(15)
and it was used by Espinosa and Zavattieri in [56]; in the previous equation KIC is
the material fracture toughness in mode I, and Tmax is the threshold value entering
condition (11), i.e. the strength of the cohesive grain boundary under pure normal
separation. Another estimate for cohesive laws derived from a potential is given in [57]
as
LCZ ≈ 9pi
32
E
(1− ν2)
φ0
T 2max
(16)
where E is the material Young modulus, ν is the Poisson ratio and φ0 is the amount of
work required to separate completely a unit surface starting from undamaged state.
After performing the boundary element discretization, involving Eq.(9) for all the grains
of the aggregate, and enforcing suitable RVE’s boundary and interface conditions, the
following system of equations can be written G (BCs)Ξ(H )
Φ
 x˙ =

y˙ (BCs, λ)
ξ
0
 or Aµ(H )x˙ = f˙(λ), (17)
where the matrix block G (BCs), which depends on the boundary conditions (BCs),
contains coefficients stemming from the numerical integration of Eq.(9) for all the RVE
grains, y˙ (BCs, λ) is the right-hand contribution related to the BCs’ type and strength
(expressed by the load factor λ), the block Ξ(H ) and the vector ξ implement the in-
tergranular compatibility equations, which depend on the microstructural evolution H ,
and Φ implements the intergranular traction equilibrium equations, whose coefficients
do not change during the analysis.
Once the right-hand side for the considered micro-RVE is determined, upon transfer of
the local macro-strains ˆ˙Γij as RVE periodic boundary conditions, Section 5.1, system
(17) is solved through the incremental-iterative strategy described in [41]. The non-
linear evolution of each micro-RVE is fully tracked and the homogenized stresses can be
computed, Section 5.2, to define the macro-damage measure introduced in Section 5.3.
The fully non-linear iterative solution process performed for each micro-RVE is schemat-
ically illustrated in Fig.(2). The capability of the micro-RVE processing algorithm and
the kind of output produced is illustrated in Fig.(3).
5. Macro-micro and micro-macro interfaces
The macro-micro interface is implemented transferring the non-local macro-strains as
suitable boundary conditions for the micro-RVEs (down-scaling). On the other hand,
the micro-macro interface is provided by defining the macro-damage on the basis of the
stress averaging theorem (up-scaling).
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Figure 2: Flow chart for the solution strategy employed for each RVE, within a macro-
scale load increment.
5.1. RVE’s boundary conditions: down-scaling
Different kinds of boundary conditions [58, 59, 60, 33] can be used to transfer macro-
strains to the micro-RVEs for material homogenization [3]. Periodic boundary conditions
11
Figure 3: Application of the micro-RVE processing algorithm: a) example micro-RVE
morphology; b) intergranular damage evolution; c) micro-cracking; d) homog-
enized stresses provided to the macro-scale [41].
(PBCs) are used in the present study: they provide faster convergence to the effective
material properties [61], also for non-periodic microstructures, thus allowing the use of
smaller RVEs. Moreover, they do not overconstrain the RVE in case of microcracking
propagation. A brief discussion of other BCs in the present framework is provided in
[42].
To describe the PBCs, it is convenient to consider the RVE’s boundary as the union of
three couples of related master Mk and slave Sk faces. Considering a reference system
centered in the center of the RVE, with the axes parallel to the RVE’s edges, the two
faces normal to the axis o − xk are the k-th master Mk and slave Sk. Referring to the
outward normal, the k-th master face of the RVE will have normal nMk = −{ek} while
the opposite slave face will have normal nSk = {ek}, Fig.(4).
When PBCs are applied, the displacements and tractions at a point on a slave face are
related to the displacements and tractions of the homologous point on the corresponding
master face through the relationships
u˙Sj = u˙
M
j +
ˆ˙Γjk
(
xMk − xSk
)
t˙Sj = −t˙Mj
(18)
where ˆ˙Γjk are the components of the macro-strain tensor that is being transferred to
the micro-RVE. The previous relationships are referred to the micro-scale, although the
superscript µ is omitted to make the notation lighter. Eqs.(18) are written in global
coordinates; in local components, the following equations can be written
˙˜uMj + ˙˜u
S
j = δ ˙˜uj
˙˜tMj − ˙˜tSj = 0
(19)
with δ ˙˜uj =
ˆ˙Γjk
(
xMk − xSk
)
. The previous conditions can be enforced directly in the BE
system by suitably summing the columns of the matrices H and G corresponding to
couples of homologous points on all the master and slave surfaces. For two homologous
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points: [
. . .
(
H˜
M− H˜S
)
˙˜uM . . .
(
G˜
M
+ G˜
S
)
˙˜tM . . .
]
=
[
. . .− H˜Sδ ˙˜u . . .
]
. (20)
Given some macro-strain components ˆ˙Γjk (X), the previous equations must be imple-
mented for the left/right, back/front, bottom/top couples of faces of the RVE, and they
imply both a modification of the coefficient matrix and the generation of a corresponding
right-hand side. The modifications of the coefficient matrix have a purely geometrical
origin and are independent from the values of the enforced macro-strains: they can be
directly implemented once the microstructure is known and meshed and do not change
during the analysis. On the other hand, the right-hand side depends on the values of
ˆ˙Γjk. However, taking advantage of the linearity of Eqs.(18), six different right-hand side
vectors, corresponding to six linearly independent unitary components of macro-strains,
can be computed for a given RVE and the right-hand side corresponding to an arbitrary
macro-strain tensor can be computed by linear combination at each macro-micro itera-
tion.
To facilitate the numerical implementation of PBCs, the mesh on opposite faces of the
unit cell should coincide, i.e. the mesh generator should place couples of homologous el-
ements and discretization nodes at the same locations on related master and slave faces.
In principle, this could be done for any general microstructure, without any additional
requirements; however, to ensure consistency between the mesh and the underlying
microstructure, periodic aggregates are generated and used in this work. A periodic
microstructure is shown in Fig.(4), where the couples of master and slave faces and their
coincident meshes are highlighted. The periodic microstructure is obtained following the
Figure 4: Example of periodic microstructure: the couples of related master and slave
faces and their coinciding meshes are highlighted.
procedure suggested in [52]: a) the original Ns seeds are copied and placed into 26 boxes
surrounding the original unit cell; b) the obtained extended volume, containing 27×Ns
seeds, is tessellated using the available automatic tools; c) the periodic microstructure
is eventually extracted cutting out the original unit cell from the extended tessellation.
The overall process is illustrated in Fig.(5). In this work Voro++ [62] is used to build the
tessellation and the provided constructor wall_plane and function add_wall are used
to cut the extended tessellation and extract the periodic microstructure.
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Figure 5: Generation of a periodic polycrystalline microstructure: a) original unit cell
with Ns scattered tessellation seeds; b) extended volume with 26 × Ns ad-
ditional seed points scattered around the original Ns ones; c) tessellation of
the extended volume; d) extraction of the periodic microstructure from the
tessellation of the extended volume.
To complete the application of the BCs and solve the micro-BVP, it is necessary to
remove the possibility of rigid translations for the unit cell. This is done setting u = 0
for an arbitrary node on the RVE surface. Let us assume that a point of a master
wall is selected for this purpose, so that u˜M = 0. Eqs.(19a) require u˜S = δ ˙˜u on the
corresponding slave point, so that conditions on displacements are enforced on the two
homologous points on opposite faces. This prevents the possibility of setting t˜
M
= t˜
S
for them, as this would constitute an over-constraint for the algebraic system: for the
selected couple of points, the equality of tractions must be checked a posteriori, and it
can provide an indirect assessment of the accuracy of the micro-solution.
5.2. Micro-stress and strain volume averages: definitions
To transfer information from the micro to the macro-scale, it is necessary to process the
information provided by the micro-RVE simulations, involving the micro-quantities of
interest, so to define suitable averaged quantities that may be used in the macroscopic
context. Averaging theorems are used to accomplish this task [3].
Given a micro-RVE, the microscopic stress and strain fields are denoted by σ˙ µij and γ˙
µ
ij .
The volume average of stress and strain are defined by〈
σ˙ µij
〉
=
1
V µ
∫
V µ
σ˙ µij (x) dV
µ,
〈
γ˙ µij
〉
=
1
V µ
∫
V µ
γ˙ µij (x) dV
µ, (21)
where V µ is the total volume of the micro-RVE and x ∈ V µ is a generic point within
it. Since infinitesimal strains are considered, the volume average of the micro-stress o
strain rate is equal to the rate of change of the averaged stress or strain, so that it is
possible to write 〈
σ˙ µij
〉
= ˙
〈
σ µij
〉
= Σ˙ij,
〈
γ˙ µij
〉
= ˙
〈
γ µij
〉
= Γ˙ij, (22)
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which shows how the average quantities can be used in the macroscopic framework.
Using the Gauss’ theorem, stress and strain averages can be computed through surface
integrals using the relationships
Σ˙ij =
〈
σ˙ µij
〉
=
1
V µ
∫
Sµ
xi t˙
µ
j dS
µ
Γ˙ij =
〈
γ˙ µij
〉
=
1
2V µ
[∫
Sµ
(
u˙µi nj + u˙
µ
j ni
)
dSµ +
∫
Iµ
(
δu˙µi nj + δu˙
µ
j ni
)
dIµ
] (23)
where Sµ = ∂V µ is the external boundary of the micro-RVE, Iµ is the union of all
the intergranular interfaces and ni denotes the component of the unit vector normal to
the considered surface/interface. Once the micro-BVP has been solved, so that both
displacements and tractions are known for the RVE, the previous equations can be
straightforwardly used for the evaluation of the averaged fields. It is to be noted that
the fact that the integration is restricted to the RVE’s boundary and intergranular in-
terfaces is particularly advantageous in the present formulation, as the boundary and
intergranular displacements and tractions are readily available as primary variables from
the boundary element solution.
In the present work, the definition of average stress is used, as shown in the next section,
to define the macro-damage to use in the macro-scale model.
5.3. Definition of macro-damage: up-scaling
After down-scaling the non-local components of macro-strains ˆ˙Γij (X) as periodic bound-
ary conditions for the micro-RVEs, Section 5.1, the averaging theorems are used to
compute the homogenized macro-stresses ˆ˙Σij (X) that, for a generic RVE, fulfil the re-
lationship
ˆ˙Σij (X) =
ˆ˙Σ elij (X)− ˆ˙ΣDij (X) . (24)
Few observations are worth for this equation. First of all, it should be observed that the
relationship is expressed in terms of non-local components of stress, due to the fact that
non-local strains have been down-scaled. After the complete micro-RVE simulations,
Section 4, the components ˆ˙Σij are directly computed through computational homog-
enization, Eq.(23a). On the other hand, ˆ˙Σ elij are the elastic stress components that
would correspond to ˆ˙Γij in the case of absence of damage at the micro-scale, i.e. if the
micro-RVE would be pristine: these can be evaluated either averaging numerically the
micro-stresses σ˙ µij in the pristine RVE at each solution iteration or using the relationship
ˆ˙Σ elij = C¯ijlk
ˆ˙Γlk (25)
where C¯ijlk is the effective fourth order elasticity tensor computed at the beginning of
the analysis for the RVE, according to the computational homogenization procedure
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discussed e.g. in [40]. Once the total and elastic stresses are known, the decremental
macro-stresses are given by Eq.(24). However, being non-local, these components cannot
be directly used in Eqs.(2-4). To overcome this issue, the macro-damage coefficients Dij
are introduced, starting from Eq.(24), as
ˆ˙ΣDij =
1− ˆ˙Σij
ˆ˙Σelij
 ˆ˙Σelij = Dij ˆ˙Σelij, (26)
where no summation is implied for the repeated indices i, j. The physical meaning of
the macro-damage coefficients 0 ≤ Dij ≤ 1 is clear from the definition given in Eq.(26):
Dij = 0 ∀i, j imply a pristine RVE, and then absence of micro-damage; Dij = 1 imply a
completely failed RVE, and require then the introduction of a macro-crack, accomplished
in the present framework with the removal of the failed RVE and the corresponding
volume macro-cell, see Section 6.
The macro-damage coefficients Dij are used in the definition of the local components of
decremental stress, according to
Σ˙Dij (X) = Dij (X) Cijlk Γ˙lk(X), (27)
which can now be used in Eqs.(2-4), completing the up-scaling procedure, i.e. the trans-
fer of information from the micro to the macro-scale. In Eq.(27), Cijlk represents the
macro fourth order elasticity tensor.
6. Multiscale algorithm
After introducing the macro and micro-scale models, the strategy for simulating the two
coupled scales, i.e. the overall multiscale processing algorithm, is discussed here.
The macro-scale incremental algorithm starts with the solution of the macro-BVP corre-
sponding to a set of suitable boundary conditions at the component level. At this point,
no damage is present at the macro-scale and all the micro-RVEs are pristine, so that the
problem is entirely linear. After the initial macro-scale solution, the non-local strains
ˆ˙Γij (X), which in the linear case coincide with the local ones, are evaluated and used as
periodic boundary conditions, Eq.(18), for the RVEs associated to the internal points X
of the macro-continuum. An initial load factor λn0 , corresponding to the value that would
initiate intergranular damage in the n−th RVE, is computed for each RVE and the min-
imum one is selected as the macro-scale initial load factor Λ0 = min
{
λ10, λ
2
0, ..., λ
NRV E
0
}
.
At this point a macro load increment ∆Λ0 is applied and the multiscale incremental-
iterative algorithm is started.
Let us assume that the multiscale solution corresponding to the load factor Λk has been
obtained, and that the solution corresponding to Λk+1 = Λk + ∆Λk is sought. Knowing
the solution corresponding to a certain load level Λk means that Γ˙ij(X), Σ˙ij(X) and
Σ˙Dij (X) are known for all the relevant internal points X of the macro-continuum and
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that the microstate of all the associated RVEs is known and stored. When the new load
factor Λk+1 is applied, an iterative solution search is started by:
a) Computing the initial value R 0k+1 of the macro-scale right-hand side of Eq.(5) for the
new load increment Λk+1,
R 0k+1 = F˙ (Λk+1) + Ψ
[
Σ˙D (Λk)
]
. (28)
It should be noted that, at the first iteration of a new increment, only the terms
corresponding to the applied boundary conditions, i.e. F˙, are updated, while the
terms corresponding to the initial stresses can be updated only after the micro-RVE
simulations;
b) Computing the local macro-strains Γ˙ij (X) and stresses Σ˙ij (X) and evaluating and
storing the corresponding initial internal energy
U 0k+1 =
1
2
∫
V
Σ˙ij (X) Γ˙ij (X)dV (X) . (29)
In the above equations and in the following k and/or k+ 1 are used to indicate the load
increment. The iterations are indicated with n and/or n + 1. After the initial steps a)
and b), the iterative search continues according to the following general algorithm:
1. The non-local strains ˆ˙Γij (X) are evaluated for the relevant points of the macro
continuum and transferred as periodic boundary conditions to the corresponding
RVEs. The right-hand side of Eq.(17) is then updated for each RVE and the micro-
scale simulations are started, possibly in parallel. The micro-RVE simulations are
stopped when convergence of the micro-scale iterations is reached [41]. At this
point, an overall or total non-local stress tensor ˆ˙Σij (X) is associated with each
RVE, by using the volume average theorem given in Eq.(23a);
2. For each RVE, ˆ˙Σij (X) is compared with
ˆ˙Σelij (X), so to evaluate the macro-damage
Dij (X), Eq.(26). The macro-damage is in turn used to estimate the decremental
component of macro-stress Σ˙Dij (X), Eq.(27), for the n − th iteration of the (k +
1) − th increment. If some Dij ≈ 1 for some micro-RVEs, the corresponding
volume macro-cells, Fig.(1), are removed from the macro-mesh and a macro-scale
remeshing procedure is performed for the changed macro-domain, according to
what is discussed in [42] for the analogous two-dimensional case;
3. The new macro-scale right-hand side
Rnk+1 = F˙ (Λk+1) + Ψ
[
Σ˙D,nk+1
]
(30)
is computed for Eq.(5), updating the values of the initial stresses Σ˙D to the values
obtained from the last successful micro-iteration, and the new macro-BVP solution
is re-computed from the updated Eq.(5);
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4. The macro local strains Γ˙ij (X) and stresses Σ˙ij (X) are evaluated and the internal
energy
U nk+1 =
1
2
∫
V
Σ˙ij (X) Γ˙ij (X)dV (X) (31)
for the n − th iteration of the (k + 1) − th increment is computed. If no macro-
remeshing has taken place, the macro-iteration is arrested if∣∣∣∣U nk+1 − U n−1k+1U n−1k+1
∣∣∣∣ ≤ εU , (32)
where εU is a preselected tolerance for assessing the convergence of macro internal
energy. If either macro-remeshing has taken place or the previous condition (32)
is not satisfied, U nk+1 is stored and the iteration continues performing the steps 1-4
again.
When the iterative convergence is reached for a given load increment, the multiscale
solution is stored recording all the macro-fields and the state of all the micro-RVEs.
At this point the multiscale analysis is either continued, applying a new load increment
∆Λk+1, or stopped, if the load range of interest has already been covered or if the macro-
level component has completely failed. The overall multiscale processing algorithm is
schematically represented in Fig.(6).
7. Numerical multiscale simulations
The results of some multiscale simulations are reported in this section, to show the ca-
pability of the proposed methodology. Each test was performed on a single 12-core node
of the cx1 HPC system at Imperial College London.
The analyzed structural macro-scale component is depicted in Fig.(7), where also the
specimen size, meshes features and macro-scale boundary conditions are given. The
specimen is loaded, as shown in Fig.(7d), in displacement control : a progressive dis-
placement ∆u, directed along the x axis, is applied to the surface points shown in the
figure. The considered material is polycrystalline alumina. Two different macro-meshes
are considered: the first, mesh A, with 15× 8× 4 volume macro-cells and the associated
micro-RVEs; the other one, mesh B, with 17 × 10 × 4 macro-cells and the associated
micro-RVEs.
The micro-RVEs are comprised of Al2O3 single-crystals and the grain size is ASTM
G = 10. Two different micro-RVEs are considered, with Ng = 20 and Ng = 40 grains
respectively. The elasticity tensor for Al2O3 single-crystals can be expressed, in the
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Figure 6: Schematic of the proposed multiscale solution technique: the macro- and
micro-scale methods run in parallel to provide the evolution of material dam-
age and capture the macroscopic initiation of cracks.19
Figure 7: Multiscale test: (a) macro-scale component size, boundary mesh and volume
mesh of the critical zone; (b) detail of the volume macro-cells associated to
the micro-RVEs represented in (c); (d) macro-mesh A; (e) macro-mesh B and
schematic of the applied macro boundary conditions.
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material reference system, and in Voigt notation, as
c =

c11 c12 c13 c14 0 0
c12 c22 c13 −c14 0 0
c12 c13 c33 0 0 0
c14 −c14 0 c44 0 0
0 0 0 0 c44 c14
0 0 0 0 c14
c11−c12
2
 , (33)
and the values of the elastic constants are given in Table 1, according to [63]. The
cohesive-frictional intergranular properties entering the microstructural model, Section
4, are: KIC = 4 MPa m
1/2, Tmax = 500 MPa, α = β = 1, µ = 0.2.
To maintain consistence, the macro-scale material properties are obtained, through com-
putational homogenization, from the two considered micro-RVEs: E = 406.89 GPa and
ν = 0.23 for Ng = 20; E = 400.9 GPa and ν = 0.24 for Ng = 40. The material internal
characteristic length has been selected as % = 1.5 mm.
The tolerance for assessing the convergence of the macro internal energy, Eq.(32), was
set to εU = 10
−2. Smaller values are of course possible, but have a noticeable effect on
the number of macro-iterations to convergence and then on the overall computational
cost.
Fig.(8) shows the macro-damage patterns in the process zone for different values of the
macro load factor Λ, corresponding to different macro-meshes (surface and internal pro-
cess region; mesh A and mesh B) and different micro-RVEs (Ng = 20 and Ng = 40). It
is worth noting that the reported load factors, for any performed test, are not selected a
priori, but are produced by the simulations themselves, when the macro-micro conver-
gence is met. It is thus difficult to exactly compare the damage patterns corresponding
to two different test settings, not being two macro-frames corresponding to two identical
macro load factor values available for two different test settings in most cases. Given
the highly non-linear nature of the problem, linear interpolation between two subsequent
damage frames does not guarantee a completely objective representation in between two
computed states. The reported load factors are selected, among the available ones, to
show the damage evolution from its noticeable appearance to the last computed state
for each test settings. It is apparent as the last available frames for the more compu-
tational intensive tests correspond to lower values of the macro load factor, being the
computational time slot allowed the same for each simulation.
After the aforementioned necessary notes, a close analysis of the reported data high-
lights: a) for given micro-RVE, little or no dependence of macro-damage on the macro
volume mesh (comparison between columns 1 and 2 or between 3 and 4 of the figure); b)
c11 c12 c13 c14 c33 c44
496.8 163.6 110.9 -23.5 498.1 147.4
Table 1: Elastic constants for Al2O3 single-crystal [GPa], from [63].
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for fixed macro-mesh, a slight dependence of macro-damage on the size of the micro-RVE
(comparison between columns 1 and 3 or between 2 and 4 of the figure). It is expected
that the dependence on the micro-RVE size, expressed in terms of number of RVE’s
polycrystalline grains, is overcome when Ng increases, i.e. when the RVE becomes fully
representative. Further testing would be needed to investigate this aspect, although this
calls for a remarkable increase in computational power. Notwithstanding, within the
specified bounds, the reported results show an inherent physical consistence and appear
satisfactorily descriptive of the analyzed problem.
Another aspect is worth mentioning while commenting on Fig.(8). The damage de-
picted in the figure corresponds to the component D22 of macro-damage, as this is the
dominant component in the analyzed case. It should be noted that some attention must
be paid when an RVE is loaded by a strain tensor expressing unidirectional deformation.
In this case, damage is expected to appear along a surface normal to the loaded direction
(for an isotropic material without defects). Therefore, the macro damage coefficients Dij
should describe the developed damage due to loading on the loaded direction. However,
due to the Poisson effect, some spurious damage will appear in directions normal to the
loaded one. This damage is artificial, since no damage has occurred along these direc-
tions and is due to the Poisson effect. These spurious effects call for a robust definition
of macro-damage: in this work, the damage components associated to components of
strains apparently lower than the dominant ones have been discarded when deciding
about the macro damage level of a certain macro volume cell. However, this effect is
expected to be mitigated by larger micro-RVEs.
The evolution of different macro-fields is shown in Fig.(9). The figure shows the re-
sults corresponding to the test performed with the macro mesh B and the 20-grain
RVE, which is selected because it captures a good range of macro damage and allows
a smooth representation of the evolution of the other macro-fields. The evolution of
the macro components Σ˙22 (local stress), Γ˙22 (local strain),
ˆ˙Γ22 (non local strain) are re-
ported (columns 1,2 and 3 of the figure respectively) together with the value of the macro
damage (last column of the figure). The color bars are scaled so that local and non-local
strains have the same color map, so to be comparable. From the reported frames it evi-
dent how the progressive stress concentration in the vicinity of the round notch causes
a corresponding concentration of local strains. Local strains are averaged according to
Eq.(6) to provide the smoothed non-local strains, which provide the periodic boundary
conditions to the corresponding micro-RVEs. The micro degradation and cracking then
produces, through the procedure described in Section 5.3, the macro-damage reported
in the fourth column of the figure. It is interesting to note how softening happens at the
notch, as macro-damage starts affecting the total macro-stress through the decremental
component of stress: when damage arises, the capability of the material to withstand a
certain level of damage is compromised and softening, with the related redistribution of
stresses, takes place. Another interesting aspect emerges from the comparison between
local and non-local strains: it is clear how the non-local definition smoothes strains con-
centration, counteracting strain and damage localization and, subsequently, macro-mesh
dependencies.
22
Figure 8: Macro-damage patterns for different macro-volume meshes and micro-RVEs.
23
Results reported so far do not show the nucleation of cracks at the macro-scale. How-
ever, the implemented formulation deals also with the possibility of macro cracks: as
described in Section 6 and Fig.(6), when the macro-damage for a given RVE reaches a
critical value, Dij ≈ 1 for some (i, j), the corresponding macro volume cell is removed
and macro re-meshing occurs. To illustrate the occurrence of macro-cracking, without
affecting the generality of the present discussion, a smaller macro-domain is analyzed.
The macro-specimen is the same as that reported in Fig.(7), with the same boundary
conditions, but its thickness is reduced to half its original value, i.e. to T = 1mm,
so to reduce the order of the macro-mesh and the number of macro volume cells and
corresponding micro-RVEs. This is done with the intention of taking the test forward
with respect to the previous ones, in terms of macro-damage, within the allocated HPC
walltime. For the same reason, without affecting the validity of the test, an RVE with
Ng = 15 is selected. The corresponding results are shown in Fig.(10), where the evolu-
tion of Σ˙22, Γ˙22,
ˆ˙Γ22 and D22 with the load factor is represented. When the damage at
the notch tip reaches a critical value, as expected, a macro crack initiates and the im-
plemented code captures the redistribution of stresses and strains after crack initiation.
The presented results appear physically consistent and satisfactory. Some limitations
and directions of further developments are discussed in the following section.
8. Discussion and possible developments
As highlighted, the results presented in the previous section appear physically consis-
tent, satisfactory and encourage further research. Some limitations emerge, but these are
related mainly to a central aspect underlying all the performed tests: the high computa-
tional cost of the analysis, even on High Performance Computing facilities. The reason
for the high computational requirements is clear: each increment/iteration involves the
simultaneous solution of all the micro-RVEs involved in the analysis. Moreover, both
macro and micro scale simulations are inherently non-linear, due to the presence of dam-
age evolution at both scales.
The high computational cost has then partially hindered the investigation carried out
and presented in this work. However, directions of further investigation are clear: a) use
of RVEs with higher number of grains, to boost representativity; b) simulation of larger
process volumes, especially to avoid boundary layer effects when the macro-damage ap-
proaches the boundary of the discretized internal volume; c) parametric investigation of
the parameters entering the analysis, especially those with more physical meaning, e.g.
the characteristic length %.
It is then quite clear that the development and massive use of HPC strategies, based on
consolidated or emerging technologies (MPI, GPU computing, big data and data science
[64]) is crucial for the development of truly multiscale approaches and for contributing to
the emerging field of Materials by Design. Besides the development of HPC strategies,
further development of reduced order modelling for the micro-scale is highly desirable
and this contribution goes in this direction; in the present context, the inclusion of
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Figure 9: Graphical representation of the evolution of the components Σ˙22 (macro total
stress), Γ˙22 (macro local strain),
ˆ˙Γ22 (macro non-local strain), D22 (macro
damage) with the macro load factor.25
Figure 10: Crack initiation in the macro specimen. Graphical representation of the evo-
lution of Σ˙22, Γ˙22,
ˆ˙Γ22, D22 with the macro load factor.
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fast solution strategies for the micro-RVEs, based for example on hierarchical matrices
[65, 66], would be highly welcome. Other possible developments involve the physical
enrichment of the micro-RVE model, e.g. with the inclusion of transgranular cracking,
crystal plasticity, temperature and environmental aspects; considerations about these
aspects are discussed in [41].
The final aim of the previously mentioned developments is the shift from a clear descrip-
tive capability to a predictive capability of the technique. The shift from descriptive to
predictive must clearly rely on suitable experimental characterization of the microstruc-
tural parameters entering the formulation.
9. Conclusions
A two-scale three-dimensional framework for degradation and failure of polycrystalline
materials has been presented. The formulation is quasi-static, fully three-dimensional
and fully non-linear. The macro-scale accounts for the presence of material damage by
using a three-dimensional boundary element incremental initial stress approach, anal-
ogous to methods used in elasto-plastic analyses. The three-dimensional micro-RVEs,
at the polycrystalline grain-scale level, are analyzed employing a specifically developed
three-dimensional grain-boundary cohesive-frictional approach, able to capture inter-
granular degradation and failure through cohesive laws embodying an irreversible dam-
age parameter. The coupling between the two scales is achieved downscaling macro-
strains as periodic RVE boundary conditions for the micro-RVEs and up-scaling damage
through suitable volume stress averages. The coupling between the two scales provides
the first fully three-dimensional homogenization based BE2 methodology for degrada-
tion and failure in polycrystalline materials. An intensive computational campaign has
highlighted the potential of the method and allows to draw some conclusions. The
formulation does not seem to suffer from localization issues at the macro-scale. Only
a natural slight dependence of macro-damage on the size of the micro-RVEs is high-
lighted, but this is expected to be overcome with increasing numbers of grains (size and
representativity of the micro-RVEs). The simulations have also highlighted that further
development and massive use of HPC strategies are of paramount importance for taking
forward the present methodology in a Materials by Design framework. In summary the
method shows a clear descriptive capability. Further research is needed to boost its
predictive potential.
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Appendix A. Macroscale isotropic kernels
The kernels appearing in the boundary integral representation of the displacements,
Eq.(2), are
Uij (x,y) = +
c1
r
(c2 δij + r,i r,j ) (A.1)
Tij (x,y) = −c3
r2
[(c4 δij + 3 r,i r,j ) r,n−c4 (r,i nj − r,j ni)] (A.2)
Ψij k (x,Y) = −c1
r2
[c4 (r,j δik + r,k δij)− r,i δjk + 3 r,i r,j r,k ] (A.3)
where x is a surface collocation point, y is a surface integration or field point, Y is
a volume integration or field point, r = |y − x| = (rkrk)1/2 with rk = yk − xk (or
r = |Y − x| = (rkrk)1/2 with rk = Yk − xk), the vector n(y) = {nk} denotes the unit
outward normal at dS(y) and
r,k =
∂r
∂yk
= − ∂r
∂xk
=
rk
r
, r,n =
∂r
∂n
= r,k nk (A.4)
and the constants ck defined by
c1 =
1
16pi (1− ν)µ , c2 = 3− 4ν , c3 =
1
8pi(1− ν) , c4 = 1− 2ν . (A.5)
The kernels appearing in the boundary integral equation for the macro internal strains,
Eq.(3), are given by
U γij k (X,y) = +
c1
r2
[c4 (r,i δjk + r,j δik)− r,k δij + 3 r,i r,j r,k ] (A.6)
T γij k (X,y) = +
c3
r3
{3 [r,k δij + ν (r,i δjk + r,j δik)− 5r,i r,j r,k ] r,n +
+ 3ν (nir,j r,k +njr,i r,k ) + c4 (niδjk + njδik − nkδij + 3nkr,i r,j )} (A.7)
Ψ γij l k (X,Y) =
c1
r3
[3 (r,i r,j δlk + r,l r,k δij) + c4(δilδjk + δikδjl)+
+3ν(r,i r,l δjk + r,j r,l δik + r,i r,k δjl + r,j r,k δil)− 15 r,i r,j r,l r,k ] .
(A.8)
The free terms in Eq.(3) are given by [44]
f γij
[
σ˙Dlk(X)
]
= c5 σ˙
D
ij + c6 σ˙
D
qqδij (A.9)
where the repeated indexes q indicate summation and
c5 =
4− 5ν
15µ(1− ν) , c6 = −
1
30µ(1− ν) . (A.10)
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The kernels appearing in the boundary integral equation for the macro internal stresses,
Eq.(4), are given by
U σij k (X,y) = +
c3
r2
[c4 (r,j δik + r,k δij − r,i δjk) + 3 r,i r,j r,k ] (A.11)
T σij k (X,y) =
c7
r3
{3 [c4r,k δij + ν (r,i δjk + r,j δik)− 5r,i r,j r,k ] r,n−c8nkδij+
+3ν (nir,j r,k +njr,i r,k ) + c4 (niδjk + njδik + 3nkr,i r,j )} (A.12)
Ψ σij l k (X,Y) =
c3
r3
[3 c4 r,l r,k δij + 3r,i r,j δlk + c4(δilδjk + δikδlj − δijδlk)+
+3ν(r,i r,l δjk + r,j r,l δik + r,i r,k δjl + r,j r,k δil)− 15 r,i r,j r,l r,k ]
(A.13)
where
c7 =
µ
4pi(1− ν) , c8 = 1− 4ν . (A.14)
The free terms in Eq.(4) are given by [44]
f σij
[
σ˙Dlk(X)
]
= c9 σ˙
D
ij + c10 σ˙
D
qqδij (A.15)
where, again, the repeated indexes q indicate summation and
c9 = − 7− 5ν
15(1− ν) , c10 = −
1− 5ν
15(1− ν) . (A.16)
Appendix B. Microscale anisotropic kernels
Given a crystal and chosen an arbitrary reference system for it, the anisotropic elasto-
static Green’s functions, used to build the microstructural model described in Section
4, are given by the solution of the partial differential equations system
Dik(∇y)Gkp(x ,y) = −δip δ(y − x ) (B.1)
where Dik(∇y) = cijkl∂yj∂yl, cijkl is the anisotropic elasticity tensor, expressed in the
selected reference system, δip is the Kronecker delta and δ(y− x) is the Dirac’s delta.
The Green’s function and the associated tractions Tij can be expressed as
Gij =
1
8pi2r
∫ 2pi
0
Γ−1ij [z (φ)] dφ, Tij = ckjmp
∂Gmi
∂yp
nk (B.2)
where r = |y − x |, Γij [z (φ)] = cikjlzk (φ) zl (φ), z (φ) is the generic unit vector lying
on a plane normal to the direction defined by the unit vector b = (x − y)/|x − y |,
expressed in terms of the angle φ formed with a chosen reference direction on the same
plane, nk are the components of the unit vector identifying the plane over which the
tractions act and
∂Gij
∂yp
=
1
4pi2r2
∫ pi
0
(−bpΓ−1ij + zpFij)dφ, Fij(φ) = cmnpqΓ−1imΓ−1pj (znbq + zqbn) (B.3)
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It is worth noting that both the Green’s functions and their derivatives can be decoupled
into the product of a singular term, depending on r, and a regular term depending on
the properties of the considered material.
The kernels U˜ µij and T˜
µ
ij appearing in Eq.(9) are obtained expressing the previous expres-
sions, Eqs.(B.2), with respect to grain-face reference systems for each grain [40]. This is
done to simplify the expression of the intergranular compatibility and equilibrium.
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