Extended one-step time-integration schemes for convection-diffusion equations  by Chawla, M.M. et al.
PERGAMON 
An I ~  Journal 
computers & 
mathematics 
vath q~k:ltkme 
Computers and Mathematics with Applications 39 (2000) 71-84 
www.elsevier.nl/locate/camwa 
Extended One-Step Time-Integration Schemes 
for Convection-Diffusion Equations 
M. M. CHAWLA, M. A. AL=ZANAIDI AND M. G. AL-ASLAB 
Department of Mathematics and Computer Science 
Kuwait University, P.O. Box 5969, Safat 13060, Kuwait 
(Received July 1999; accepted August 1999) 
Abstract--We first describe a one-parameter family of unconditionally stable third-order time- 
integration schemes for the convection-diffusion equation: ut + cux  = vuxx ,  based on the extended 
trapezoidal formulas of Usmani and Agarwal [1]. Interestingly, there exists a method that is .fourth 
order as well as unconditionally stable. We then describe a one-parameter family of unconditionally 
stable fourth-order time-integration schemes, based on the extended Simpson rules of Chawla et al. [2]. 
Again, there exists a method that is fifth order as well as unconditionally stable. The stability and 
accuracy of the obtained methods are tested, and compared with the widely used method of Crank- 
Nicolson, by considering three problems of practical interest. (~) 2000 Elsevier Science Ltd. All rights 
reserved. 
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1. INTRODUCTION 
We consider the linear convection-diffusion equation 
Ou Ou 02u 
O--t + c~ = v Oz 2, 
subject o the initial condition 
u(x, O) = f(x), 
and the Dirichlet boundary conditions 
0<x<~,  t.>0, (1.1) 
0 < x < ~, (1.1a) 
u(O,t)  = a(t) ,  u ( i , t )  = b(t), t >_ O. (1.1b) 
For a positive integer N, we consider the rectangular grid (x i , t j ) ,  x~ = ih, i = 0(1)N + 1, 
t j  = jk ,  j = O, 1,2, . . . ,  with spatial increment h = ~/ (N  + 1) and temporal increment k -> 0. In 
the following, we set r = uk /h  2, p = ck /h ,  and ui,j = u (x i , t j ) ,  etc. 
The better known finite-difference schemes for the linear convection-diffusion equation (1.1) 
employ the Euler formula, the backward Euler formula, and the classical trapezoidal formula for 
integration in time. A commonly used scheme for solving the convection-diffusion equations is 
P 
Ui,j-{-1 ~--- •i,j -- ~ (Ui-fl,j -- Ui-I, j) "~- r (Ui+l.j -- 2Ui, j "4- Ui--l.j). (1.2) 
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This explicit scheme mploys the Euler formula for time-integration a d is conditionally stable 
for p2/2 <: r < 1/2. The scheme mploying the backward Euler formula for time-integration is 
(--r- i-~)ui+l. j+lq-(l  q-2r)ui,j+lq- (--r-~)Ui- l , j+l=--ui, j .  (1.3) 
This implicit scheme is first order in time and second order in space and unconditionally stable. 
The scheme mploying the trapezoidal formula for time-integration is 
( r 0 ( 0 - -2  -[- 4 Ui+I ' j+I  -~- (1 ~- r) ui,j+l 21- --2 -- -4 ~ti- i ' j+l  
r r = (-~-- P) qAi-kl,j ~-(1--r)ui,j ~- (-~-~ P) Wi-l,j. 
(1.4) 
This implicit scheme is second order in both time and space and unconditionally stable. Note 
that for c = 0 it reduces to the well-known Crank-Nicolson scheme [3] for the (pure) diffusion 
equation ut = VUxx, while for v = 0 it reduces to the so-called Crank-Nicolson scheme for the 
convective wave equation ut + cux = 0. A detailed iscussion of these and related schemes, and 
their computational performance, can be found in [4]. 
It is pertinent for our discussion to note here that the Crank-Nicolson scheme mploys the 
classical trapezoidal formula for the time-integration f the convection-diffusion equation (1.1). 
The trapezoidal formula is A-stable (but not L-stable) and nondissipative. In numerical exper- 
iments with the Crank-Nicolson scheme, it has been reported (see, e.g., [4,5]) to give unwanted 
oscillations in the computed solution, especially in the presence of inconsistencies in the initial 
condition and the boundary conditions. 
Chawla et al. [6] generalized the classical trapezoidal formula nd introduced a one-parameter 
family of generalized trapezoidal formulas (GTFs) for the integration of stiff systems of ODEs. 
More recently, Chawla et al. [7,8] have described second-order time-integration schemes for the dif- 
fusion equation and for the convection-diffusion equation. A third-order time-integration scheme 
for the diffusion equation, based on the extended trapezoidal formula (ETF), has been described 
by Chawla and Al-Zanaidi [9]. The numerical experiments reported in these papers have been 
encouraging in that they show that the GTFs and the ETF can provide both stable and ac- 
curate approximations for the exact solution, without unwanted oscillations encountered by the 
Crank-Nicolson scheme. The present paper is in the same vein. 
In the present paper, we first describe a one-parameter family of unconditionally stable third- 
order time-integration schemes for the convection-diffusion equation (1.1), based on the extended 
trapezoidal formulas of Usmani and Agarwal [1]. Interestingly, there exists a method that is 
fourth order as well as unconditionally stable. We then describe a one-parameter family of 
unconditionally stable fourth-order time-integration schemes based on the extended Simpson rules 
of Chawla et al. [2]. Again, there exists a method that is fifth order as well as unconditionally 
stable. The stability and accuracy of the obtained methods are tested, and compared with the 
widely used method of Crank-Nicolson, by considering three problems of practical interest. 
2. EXTENDED TRAPEZOIDAL  FORMULA (ETF)  SCHEMES 
Discretizing the spatial derivatives in (1.1) by central difference formulas, we obtain 
-~u(x~,O t) + ~-~c [u(x~+l,t) - u(x~_l,t)] 
v 
= h-- ~ [u(xi+l, t) - 2u(xi, t) + u(xi-1, t)], i = 1(1)N. 
(2.1) 
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Let 
u(t) = 
U(Xl, t) 
, S~-- 
L~(xg,t) 
o 1° ] 1 0 1 
, J=  
-1 0 
-1 
a(t) = • , b(t) = • 
L-b(t) J b~t) 
21 ] 
-1 2 -1 
-1 2 1 
-1 -2 
Then using the boundary conditions we can write system (2.1) as 
0 c u 
~u( t )  = ~-~ [a(t) - Bu(t)] + ~-~ [b(t) - Ju(t)],  (2.2) 
with the initial condition: u(0) = If(x1), . . . ,  f(xN)] T Note that, for large N, the initial-value 
problem (2.2) is intrinsically stiff. For adaptivity of the spatial mesh and its impact on the 
efficiency and accuracy of the solution process, see [10] and the references given therein. 
Now, applying an extended trapezoidal formula (ETF(/30)) (see the Appendix, equation (A-2)) 
to (2.2), setting uj = u(tj), etc., we have 
1 
uj+2 = (1 + 2/30)uj - 2/30uj+1 + ~ [/30 (cj - Cuj) + (2 +/3o) (cj+l - Guy+l)] (2.3) 
and 
1 
U~+l = uj + ~ [5 (cj - Cuj) + 8 (Cj+l - Cuj+l) - (cj+2 - Cfij+2)], (2.4) 
where we have set 
C = pB + 2rJ and cj = paj + 2rbj. 
Substituting for fij+2 from (2.3) in (2.4), we obtain 
I -~ -~(4  -k-/30)6 + (2 -4-/30)C 2 Uj+l = I -~ "~(/~0 - 2 )6  - ~-~/306 uj  
1 (2.5) 
+~ [(10I + ~0c) cj + {16I + (2 +/30)c} cj+l - 2cj+2], 
(I denotes identity matrix). We call (2.5) an extended trapezoidal formula (ETF(/30)) scheme for 
the convection-diffusion equation (1.1). Note that the coefficient matrix in (2.5) is pentadiagonal; 
however, see Section 2.3 (iii). 
Because of the difference in the stability properties of the embedded extended trapezoidal 
formulas ETF(/30) for different values of the parameter /30, we distinguish the following two 
subclasses of the ETF schemes (2.5). For /3o > -1, a scheme (2.5) will be called an A-stable 
ETF (AS-ETF) scheme for the convection-diffusion equation, while for/3o = 0, it will be called 
the L-stable ETF (LS-ETF) scheme for the convection-diffusion equation. 
2.1. Local  Truncat ion  Error of  the ETF  Schemes 
To obtain the local truncation error of the ETF schemes (2.5), we first express the scheme in 
terms of finite differences. Let A V, and ~ denote forward, backward, and central difference 
operators in the space variable, and define the difference operator 
c 
= ~2 _ ~ (A + V). 
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Since the matrix C represents he discretization provided by the difference operator 12 : C --* 
-2kgt, it follows that the difference operator for the ETF schemes (2.5) is given by 
L=~(E  +-1)+ - (4+/30)~+ (2+/30)k~22 E ++~(/3o-2)gt+]~/30k12 , (2.6) 
where E + denotes the forward shift operator in the time variable. Now, since from the differential 
equation (1.1) we have 
Dt + cDz = vD2~, 
it can be shown that 
h2 h4 D5 (uDx - 3c) +. . .  = Dt + -~ D 3 (vD~ - 2c) + 360 x 
and 
h2D 3 (uD~ - 2c) Dt +'"  122 = D2t + T z 
With these results we obtain 
7_~ 3 4 1 6 72 L = (1 + ~0)k Dt + 7-~6(+ 5~0)kaD 5 - h2D~ (uD~ - 2c) 
1 ~ ,.2L2n3 (uDx - 2c) Dt 2 + 1(~0 - 2)kh2D 3(uD= - 2c) Dt + 1-' ,0~ ,~ "z  
1 4 5 h D z (uD~ - 3c) +. . .  
360 
(2.T) 
It follows that all the ETF(~o) schemes (2.5) are third order in time. It is interesting to note 
here that an ETF scheme is fourth order in time if 13o = -1. 
2.2. Stability of the ETF Schemes 
For homogeneous boundary conditions, an ETF scheme (2.5) can be written as 
uj+l =(I)uj, j=0 ,1 ,2 , . . . ,  (2.s) 
where the amplification matrix for the difference scheme is given by 
(I)= ( I+4+/3°C ~C)2+/3° 2 - '  ( I+~_2C _ -  J3Oc2 ~ 
--TU- + 
An ETF scheme will be stable if the eigenvalues of (I) are in modulus less than or equal to one. 
Since 
C = 
p - 2r 1 - (p4:2r)  4r p - 2r 
- (p + 2r) 4r p - 2r 
- (p+2r )  4r J 
the eigenvalues of C are given (see, e.g., [11]) by 
2(2r + vrL -T~)  cos (N~I )  , 
p_< 2r, 
p>_ 2r. 
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Now, the eigenvalues of ¢ are given by 
1 + (1/12) (~0 - 2) ~ , (c )  - (1/48)~0 (~s(c)) 2 
As(~) = s = I(1)N. (2.9) 
1 + (1/12)(4 + 130) As(C) + (1/48) (2 + ~3o) (As(C)) 2' 
Writing As(C) = x + x/~L--ly and As(q ~) = Num/Denom, we obtain 
1 [{12 + (Z0 + 1 ix} {4s + s(~0 + l l x  + x2 } JDenomJ 2 -JNum[ 2 = ~-~ 
(2.10) 
+(/3o+ 1)y4+2xy2{6+2(~O+ 1) 2 +(B0+ 1)x}] 
Noting that for either case of the eigenvalues A (C), x > 0, from (2.10) it follows that JAs(~)J <_ 1, 
Vp, r .> 0, and hence, the ETF(~0) schemes are unconditionally stable for all B0 > -1. 
2.3. The ETF  Schemes to be Noted 
From the above discussion on local truncation and stability, it follows that the following three 
ETF schemes deserve to be especially noted. 
(i) LS-ETF(0): it is an unconditionally stable finite-difference scheme for the convection- 
diffusion equation, with an embedded third-order L-stable time-integration scheme: 
[ 1 12]  [ 1 ] 1 [5cj+(8i+C)cj+l_cj+2 ] (2.11) I-~ -~C 2c -~C uj4.1: I -  C uj -4- ~-~ 
(ii) AS-ETF(-1): it is an unconditionally stable finite-difference scheme for the convection- 
diffusion equation, with an embedded fourth-order A-stable time-integration scheme 
4 +~-~C u j+ l= I -~C+ C 2 uj 
(2.12) 
+4-81 [(10I - C) cj + (16I + C) cj+l - 2cj+2] 
(iii) AS-ETF with a factored coefficient matrix: the pentadiagonal coefficient matrix in scheme 
(2.5) can be expressed as the square of a tridiagonal matrix for the value/J0 = 2 (1 + v~ 
as follows: 
For this value of ~0, ETF(~0) is A-stable and scheme (2.5) is unconditionally stable. Thus, 
in this case, for scheme (2.5) we need solve a tridiagonal linear system twice, with the same 
coefficient matrix, at each time-step of integration. 
2.4. Extension to Neumann Boundary Conditions 
We next extend the above ETF schemes for Neumann boundary conditions of the form 
 u(e,t)=-a2u(t)+b2, (2.13) 
where al, bl, a2, b2 are nonnegative constants. We first consider discretization of the boundary 
condition at x = 0. Introducing the 'fictitious' point x_~, and replacing the derivative by the 
central difference approximation we have 
1 
2-~ [~l(t) - u_l(t)] = a~uo(t) - b~. (2.14) 
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With the help of (2.14), eliminating u-1 from the discretization equation (2.1) for i = 0, we 
obtain 
C /2 
~--~uo(t) = [2hbl - 2haluo] + [2hbl - (2 + 2hal)uo(t) + 2ul(t)] (2.15) -~ 
In an analogous manner, for the boundary condition at x = g we obtain 
/2 
-x=. ( 2-hC [2ha~uy - 2hb2] + ~ [2ug-1 -- (2 + 2ha2) ug(t)  + 2hb2] (2.16) OtUg_t = 
Let 
u(t) = 
Q = 
u0(t) 
LuN(t) 
i2 11 121 ] ' , P ~ ~ 
-1  0 1 
k -2hb2 J -2ha2 
-2  2+2ha2 L 2hb2 
Then, the spatial discretizations (2.15), (2.1) for i = 1(1)N, and (2.16) can be written as 
0 c [a -  Pu(t)] + v ~u( t )  = ~-~ ~-~ [/3 - Qu(t)]. (2.17) 
Now, applying an extended trapezoidal formula (see the Appendix, equation (A-2)) to (2.17), 
we obtain 
us+2= (1+2¢~o) I -  ¢~oM u s -  2~oI+~ us+l 
and 
where we have set 
M = pP + 2rQ, 3' = pa + 2r13. 
Substituting for ~j+2 from (2.18) in (2.19), we finally obtain 
1 2 1 [ i+ l ( l+~o)M)  1 
(2.19) 
(2.20) 
3. EXTENDED S IMPSON RULE (ESR)  SCHEMES 
Applying an extended Simpson rule (see the Appendix, equation (A-3)) to (2.2), we obtain 
1 1 1 (6I + c )  u~+l, (3.1) 
1 
fiS+l/2 = a0us + (1 - a0) us+l + ~ [(1 + 4a0) (cj - Cus) 
+ 8 (2ao - 1) (Cs+l/2 - C~s+l/2) + (4(~0 - 5) (cs+ 1 - Cus+l) ] (3.2) 
Us+l = uj - ~2 C (u s + 4~s+,/2 + Uj+l) + ~2 (% + 4cs+1/2 + Cj+l) . (3.3) 
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Substituting for Uj+l/2from (3.1) in (3.2), we obtain 
1 
uj+l/2 = ~ (4850I - (850 - 1) C) uj 
1 (48 (1 - So) I - (16cro - 11) C - (25o - 1) C 2) uj+l (3.4) 
1 1 
1 ( l+4so)C j+ (2so -1)C j+ l /2+~-~((4so-5) I+(2so-1)C)C j+ l .  
Again, substituting for fij+l/2 from (3.4) in (3.3), we finally obtain 
[ 1 1 (11_165o)C  2 1 (1_25o)C3]  I + ]-~ (5 - 4s0) C + 1-~ + 1-~ uj+l 
= I -~-~ ]~ u j+~ I - ]~( l+4so)C  cj (3.5) 
+31 I+~1(1-2s0)6 '  C j+ l /2+~ I+~-~(5-4s0) .C+ (1 -2s0)  C 2 cj+l. 
We call (3.5) an extended Simpson rule (ESR(s0)) scheme for the convection-diffusion equa- 
tion (1.1). Note that the coefficient matrix in (3.5) is septadiagonal. 
Again, because of the difference in the stability properties of the embedded extended Simpson 
rules ESR(s0) for different values of the parameter so, we distinguish the following two subclasses 
of the ESR schemes (3.5). For s0 < 1/2, a scheme (3.5) will be called an L-stable ESR (LS-ESR) 
scheme for the convection-diffusion equation, while for s0 = 1/2, it will be called the A-stable 
ESR (AS-ESR) scheme for the convection-diffusion equation. 
3.1. Local  T runcat ion  Error  of the ESR Schemes 
To obtain the local truncation error of the ESR schemes (3.5), we first express the schemes 
in terms of finite-differences. As noted above, since the matrix C represents the discretization 
provided by the difference operator gt : C --* -2k~2, it follows that the difference operator for the 
ESR schemes (3.5) is given by 
L= ~(E  +-1) -  [6 (5 -4s0) f~- (11-16s0)k f~ 2+2(1-2c~o)  k2a a ]E  + 
(3.6) 
-± [6 (1 + 450) + (85o - 1) 2] 
36 
Again, since Dt + cDx = uD~, it can be shown that 
fl = Dt + h2D3 (uDx - 2c) + h4 D5 (uDx - 3c) + ... 
12 ~ 360 ~ ' 
9t 2=D 2+h2D 3(uDx-2c)  Dt+ h4  D 5(uDx-3c)  Dt+. . .  
6 x 180 z , 
and 
~3 =0 3 +h2D 3(uDx_2c)  D 2+ h4  D 5(uD~-3c)  D 2+ h4D 6(uDx-2c)  2Dr+- . .  
4 x 120 z 72 x • 
With these results we obtain 
1 1 1---h2D3 (uDx - 2c) L = ~-~ (205o - 7) k4D 5 + ]-~ (s0 - 1) k5D6t - 12 x 
1 1 (1 + 45o) kh2D 3 (uD~ - 2c) Dt + ~ (1 - 850) k2h2D 3 (uD~ - 2c) Dt 2 (3.7) 
72 
I h4D5 (uDz - 3c) + ' "  
360"v z 
It follows that all the ESR(so) schemes (3.5) are fourth order in time. It is interesting to note 
here that an ESR is fifth order in time if s0 = 7/20. 
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3.2. Stability of the ESR Schemes 
For homogeneous boundary conditions, an ESR scheme (3.5) can be written as 
Uj+I ---- (I)uj, j = O, 1, 2 . . . .  , (3.8) 
where the amplification matrix for the difference scheme is given by 
[ 1 [ (I) = I+  5 -4a°C 11 - 16aOc2 -2a0C31-1  
12 + 144 + 144 J I 
1 + 4ao C 8ao - 1 C2 ] 
12 + ] 
Again, in terms of the eigenvalues of C, the eigenvalues of ~) are given by 
As(c) = 
144 - 12(1 + 4aO)As(C) + (Sao - 1) (As(C)) 2 
144 + 12(5 - 4ao)As(C) + (11 - 16a0) (As(C)) 2 + (1 - 2a0) (As(C)) 3" 
Setting As(C) = x + vfL-Ty, and noting that in either case of the eigenvalues As(C), x > 0, it can 
be shown following arguments similar to those given in Section 2.2 above (we omit the details 
here) that [As((I))[ _< 1, Vp, r .> 0, and hence, the ESR(a0) schemes are unconditionally stable for 
all s0 _< 1/2. 
3.3. The ESR Schemes to be Noted  
From the above discussion on local truncation error and stability, it follows that the following 
two ESR schemes deserve to be especially noted 
(i) LS-ESR(7/20): it is an unconditionally stable finite-difference scheme for the convection- 
diffusion equation, with an embedded fifth-order L-stable time-integration scheme: 
3 ~ 4_~_C3 ] =[ i _1  
1 [I-~C]cj+ 1 [I+lC]Cj+l/2+ 1 [I+3C+~--~C2]cj+I. 
5 
(3.9) 
More interestingly, the septadiagonal coefficient matrix of the scheme (3.9) can be factored 
giving 
I+3C+3C2+80 4_~_6C1 3 
[ ~-6 1 (3-s+s2)C2] x I+ (12-3s+s2) C+-~6 
(ii) 
where s = ~/3. Thus, for the scheme (3.9) we need solve a tridiagonal and a pentadiagonal 
linear system at each time-step of integration. 
AS-ESR(1/2): it is an unconditionally stable finite-difference scheme for the convection- 
diffusion equation, with an embedded fourth-order A-stable time-integration scheme: 
1 
1 
[(41 -- C) cj + -]- (41 q- C) Cj+l] +~-~ 16cj+1/~ . 
(3.10) 
It is interesting to compare the scheme (3.10) with (2.12); both the schemes have the same 
coefficient matrices for Uj+l and uj, and differ only in the incorporation of the boundary 
conditions. 
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3.4. Extension to Neumann Boundary Conditions 
We next extend the above ESR schemes for Neumann boundary conditions (2.11). Now, 
applying an L-stable Simpson rule (see the Appendix, equation (A-4)) to (2.15), we obtain 
1 1 1 
~j+x/2 = ~uj + ~ (6I + M) uj+l - ~ ' ,  (3.11) 
1 
fijq-1/2 = OloUj -q- (1 - o~0) uj+ 1 - ~-~M [(1 + 4a0) uj 
1 (1 - 2a0)'/, (3.12) + 8 (2a0 - 1) ~ j+ l /~ + (4a0 - 5) u j+l ]  - 
and 
uj+l = uj - l M (uj + 4~lj+l/2 + uj+l) -}- l'[. (3.13) 
Substituting for uj+l/2 from (3.11) in (3.12), we obtain 
aj+l/2 = (ao I -  ~-~ (8ao-1)M)  uj 
( 1 1 (2a0_ l )M2)  + (1 - ao) I - (16ao - 11) M - ~-~ Uj+l 
1 
+ ~-~ (2a0 - 1)[12I + M] % 
(3.14) 
Again, substituting for fij+l/2 from (3.14) in (3.13), we finally obtain 
[ 1 1 ( l l -16ao)M 2+ 1 (1-2ao)  M 3] I + (5 - 4a0) M + ~ ~-~ Uj+l 
[ 1 1 (8ao_ l )M2]  = I -  (1 + 4ao) M + ~-~ uj 
1 [ l ( l _2ao)M+l ( l _2ao)M2] ,7"  +3 I+~ 
(3.15) 
4. NUMERICAL  EXPERIMENTS 
We next consider three test problems to assess the computational performance ofthe obtained 
one-parameter families of finite-difference schemes ETF(fl0) and ESR(a0) for the convection- 
diffusion equation (1.1). We also compare their performance with the widely used Crank-Nicolson 
scheme. For a specific problem, an appropriate value for the parameter fi0 or a0 may be found 
by experimentation, which value would enhance the performance of the corresponding finite- 
difference scheme. However, for our purpose of illustration here, we select the four schemes 
that have been noted in Sections 2.3 and 3.3, viz. AS-ETF(-1), LS-ETF(0), AS-ESR(1/2), and 
LS-ESR(7/20). In each of the following computations, we take h = 0.05 and k = 0.25. 
As has been noted above, the Crank-Nicolson scheme can give unwanted oscillations in the 
computed solution, especially in the presence of inconsistencies in the initial condition and the 
boundary conditions. However, for each of the following three test problems, we take the initial 
condition and the boundary conditions consistent with the exact solution. 
PROBLEM 1. We consider the linear convection-diffusion equation 
Ou Ou 02u 
0-7 + ~ = ~'oz ---~' 0 < z < 1, t .> 0, (4.1) 
80 M.M. CHAWLA et al. 
with the initial condition and the Dirichlet boundary conditions taken to be consistent with the 
exact solution (see [10]) 
1 ( _50(x - t )~)  = , s = 1 + 200vt. (4.2) it(X, t) ~ exp S 
The maximum absolute rrors in the computed solution (with v = 1), for time t = 1, by the 
four methods are shown in Table 1. Clearly, the two methods LS-ETF(0) and LS-ESR(7/20) 
outperform the other two methods as well as the Crank-Nicolson method, with the method 
LS-ESR(7/2) giving the best accuracy. 
Table 1. Maximum absolute rrors. 
C-N AS-ETF(-1) LS-ETF(0) AS-ESR( 1 ) LS-ESR ( 7 ) 
1.6(-1) 6.7(-2) 7.2(-5) 5.7(-2) 1.8(-5) 
In Figure 1, we show the AS-ESR(1/2) and the LS-ESR(7/20) approximations versus the C-N 
approximations. The Crank-Nicolson scheme gives wild oscillations in the computed solution; 
these oscillations are due to the fact that the Crank-Nicolson scheme mploys the classical trape- 
zoidal formula for time-integration. The trapezoidal formula is known to produce unwanted 
oscillations in the presence of stiffness which, in case of the present example, is due to the pres- 
ence of a steep gradient in the solution. Likewise, the AS-ESR(1/2), which has the A-stable 
Simpson rule embedded for time-integration, also gives oscillations in the computed solution, 
though of relatively smaller amplitude, due to its better accuracy. On the other hand, the LS- 
ESR(7/20), which has an L-stable Simpson rule embedded for time-integration, provides both 
stable and accurate approximations, without any oscillations, for the true solution. This example 
also shows that with a stable higher-order method, we can get away using a larger time-step. 
(Note that for the present example, r = 100 and p = 5.) 
0.2 
0.1 
0.0 
t=l 
1 / - -+-  / / A As EsR I,2  
.0. I 
0.0 0.5 x 1.0 
Figure 1. Problem 1. 
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PROBLEM 2. We consider the linear convection-diffusion equation 
Ou Ou 02u 
c3--~+-~x=O.l-~x ~, 0<x<l ,  t .>0, (4.3) 
with the boundary conditions: u(0, t) = 0, u(1, t) = 0, and the initial profile u(x, 0) = 3 sin(4~rx). 
The exact solution of the problem is given by 
c 
oo  
Bn exp (-vn2~'2t)sin ( 'nz), 
n-=l 
Bn=~ 1+( -1)  n+lexp -~-~ (c/2v) 2+(n-4) 2;r 2 -  (c/2v) 2+(n+4) 2zr 2 " 
where 
The maximum absolute rrors in the computed solutions, for time t = 1, by the four methods 
are shown in Table 2. Again, the LS-ESR(7/20) gives the best accuracy. 
Table 2. Maximum absolute errors. 
C-N AS-ETF(-1) LS-ETF(0) AS-ESR(1) LS-ES1R.(7) 
3.4(-1) 2.8(-2) 6.3(-3) 2.8(-2) 3.1(-3) 
In Figure 2, we show the AS-ESR(1/2) and the LS-ESR(7/20) approximations versus the 
C-N approximations. While, in this case, the C-N solution is wholly unacceptable, the AS- 
ESR(1/2) approximations also have oscillations in the computed solution, though of much smaller 
amplitude, it is the LS-ESR(7/20) scheme that mimics the exact solution nicely. 
0.4 
0.2 
0,0 
• 0 .2  I 
0.0 
[ ]  exact 
C-N 
.IE AS-ESR(1/2) 
LS-ESR(7/20) 
t=l  
\ 
i i 
0.5 1.0 
Figure 2. Problem 2. 
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PROBLEM 3. We consider the linear convection-diffusion equation 
Ou Ou O=u 
O--T + 7xx = 0"lax2' 0 < x < 1, t .> 0, (4.4) 
with the initial condition: u(x, 0) = exp(5x)[cos ((lr/2)x) + 0.25 sin ((lr/2)x)], and the Neumann 
boundary conditions: ux(0, t) = (5 + 7r/8) u(0, t), ux(1, t) = - (2~r - 5) u(1, t). The exact solution 
of the problem is given by 
u(x, t )=exp (5 (x -~t ) )exp  ( - -~ t) [cos (2x)+ 0.25sin (~x)]. 
The maximum absolute rrors in the computed solutions, for time t = 2, by the four methods 
are given in Table 3. For this example, it is the LS-ETF(0) that gives the best accuracy for the 
computed solution. 
Table 3. Maximum absolute errors. 
C-N AS-ETF(- 1) LS-ETF(0) AS-ESR( 1) LS-ESR( 7 ) 
6.5(-2) 5.5(-3) 2.4(-3) 5.5(-3) 4.1(-3) 
In Figure 3, we show the AS-ETF(-1) and the LS-ETF(0) approximations versus the C-N 
approximations. The C-N approximations are off the mark and slip downwards away from the true 
solution near the right-hand boundary point. The AS-ETF(-1) has some small oscillations near 
the right-hand boundary point. It is the LS-ETF(0) scheme that gives satisfactory approximations 
for the true solution. 
o21 
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0.0 
0.0 
[ ]  exact  
- - - I - - -  C-N 
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Figure 3. Problem 3. 
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A.1. Extended Trapezo ida l  Formulas  
For the first-order initial-value problem 
y' = f(t, y), y(a) = ~], (A-l) 
in order to increase the order of the classical trapezoidal formula, while retaining its A-stability, 
Usmani and Agarwal [1] had introduced an extended A-stable trapezoidal formula of order three 
by coupling two linear multistep methods. We note here a one-parameter family of such methods: 
Yn+2 - (1 + 280) y~ - 2~0Yn+l + h [80f~ + (2 + 80) f~+x], 
A 
fn+2 = f(tn+2, Yn+2), (A-2) 
yn+l  = y,~ + i2  5/~ + s/,~+~ - fn+2 • 
The extended trapezoidal formulas (ETF(8o) (A-2) are A-stable for all 8o _> -1 ,  and L-stable if 
8o = 0 (see [12]). A general class of extended one-step methods for the first-order initial-value 
problem (A-l) has been introduced and studied for A-stable and L-stable methods by Chawla et 
aL [lal. 
A.2. Extended S impson Ru les  
For the first-order initial-value problem (A-l), a one-parameter family of extended Simpson 
rules was given by Chawla et al. [2] which, compressed to a single interval of length h, is described 
as follows: 
1 3 h 
Y~+1/2 = ~Yn ÷ ~y~+l - ~fn+l ,  
"fn+I/2 = f(tn-}-i/2, Yn+l l2 ) ,  
Y'n+l/2 ---- aoyn ÷ (1 - a0) Yn+l 
h 
÷_~.~ [ ( l÷4so) fn÷8(2C~o_ l ) fn+l /2÷(4C~o_5) fn+l ] ,  (A-3) 
f.+1/2 = f(t.+l/2, ~+1/2), 
h [fn + 4fn+l/2 + fn+l] Y,~+I = Y,~ + -~ 
The extended Simpson rules (ESR(s0)) (A-3) are A-stable for all a0 <__ 1/2, and L-stable if 
s0 < 1/2. Note that for a0 = 1/2, the method in (A-3) reduces to the A-stable version of 
Simpson's rule given earlier by Chawla et al. [14]. 
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