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1. Consider the function f(x) = log x− x2 + 4 .
a) What is the domain of f? Compute the limits of f at the endpoints of its domain. Find maxima
and minima of f , if they exists. Sketch the graph of f .
b) Consider the following equation:
log x− x2 + 4 = 0 .
How many solutions does it have?
(4 points)
Solution.
a) The domain of f is (0,∞) and the limits at the endpoints are:
lim
x→0+
f(x) = −∞ and lim
x→+∞ f(x) = limx→+∞−x
2
(
− log x
x2
+ 1− 4
x2
)
= −∞ .
f is differentiable and
f ′(x) =
1
x
− 2x
therefore the stationary points of f are given by
f ′(x) = 0 ⇔ 2x2 − 1 = 0 ⇔ x = x0 = 1√
2
(x = − 1√
2
is not acceptable since it is out of the domain of f). f is increasing on (0, x0) and
decreasing on (x0,∞), therefore x0 is the maximum point of f , while f has no minimum.
b) Observe that max f = f(x0) = − 12 log 2 + 12 + 4 > 0. Recall also that the limits of f in 0+ and
+∞ are negative. Therefore, by the intermediate value theorem, f has two zeros, precisely one
zero in (0, x0) and one zero in (x0,∞).
2. Consider the function f(x) = (sinx)2 cosx and compute
a)
∫ pi/2
0
f(x) dx ;
b) the area of the region delimited by the graphs of f and −f on the interval [0, pi/2] .
(4 points)
Solution.
a) By the fundamental theorem of calculus:∫ pi/2
0
(sinx)2 cosx dx =
[
(sinx)3
3
]pi/2
0
=
1
3
.
b) The area of the region delimited by the graphs of f and −f on the interval [0, pi/2] is∫ pi/2
0
f(x)− (−f(x)) dx = 2
∫ pi/2
0
f(x) dx =
2
3
.
3. Find the solution of the following Cauchy problem
y′′ − 2y′ + 4y = 0
y(0) = 0
y′(0) = 1
.
(4 points)
Solution. The associated polynomial equation is y2 − 2y + 4 = 0 and has solutions y = 1 ± i√3.
Therefore the general solution of the differential equation is
y(t) = Aet cos(t
√
3) +B sin(t
√
3) .
Setting y(0) = 0 we find A = 0. Setting y′(0) = 0 we find B = 1/
√
3. The solution of the Cauchy
problem is:
y(t) =
1√
3
et sin(t
√
3) .
4. Consider the following linear system: 
x+ 2y − z = 3
2x− y = 2
x+ y = 1
.
How many solutions does it have? If possible, solve it using the inverse matrix method.
(4 points)
Solution. The linear system is equivalent to A~x = b where
A =
1 2 −12 −1 0
1 1 0
 , ~x =
xy
z
 , b =
32
1
 .
The determinant of A is non-zeros, for example it can be computed using Laplace algorithm with
respect to the third column:
detA = −det
(
2 −1
1 1
)
= −3 ,
therefore A is invertible and the linear system has exactly 1 solution, which is ~x = A−1b . Now:
A−1 =
1
−3
0 −1 −10 1 −2
3 1 5

therefore:
~x = A−1b =
 10
−2
 .
5. Consider the matrix
A =
(
1 3
2 1
)
a) Find the eigenvalues and eigenvectors of A
b) Choose ~v1, ~v2 two independent eigenvectors of A and compute the following dot product
(A~v1) • (A~v2) .
(4 points)
Solution.
a) λ is and eigenvalue of A if and only there exists a non-zero vector ~v 6= ~0 (eigenvector of A) such
that
A~v = λ~v .
That is (A − λI)~v = ~0. That is: the homogeneous linear system (A − λI)~x = ~0 has more than
one solution (at least ~v and ~0), actually it as infinitely many solutions. This fact is equivalent to
det(A − λI) = 0. This is the reason why we search for the eigenvalues of A by looking for the
zeros of the following polynomial:
det(A− λI) = det
(
1− λ 3
2 1− λ
)
= (1− λ)2 − 6 = λ2 − 2λ− 5 .
Therefore the eigenvalues are:
λ1 = 1 +
√
6 , λ2 = 1−
√
6 .
The associated eigenvectors are:(
1− λ1 3
2 1− λ1
)
~v1 = ~0 ⇒ ~v1 =
(
x√
6
3 x
)
, x 6= 0
(
1− λ2 3
2 1− λ2
)
~v2 = ~0 ⇒ ~v2 =
(
t
−
√
6
3 t
)
, t 6= 0
b)
(A~v1) • (A~v2) = (λ1 ~v1) • (λ2 ~v2) = −5
(
xt− 2
3
xt
)
= −5
3
xt .
Any choice of x 6= 0 and t 6= 0 was fine in this exercise.
6. We recall that a rotation of angle α on the plane is a linear transformation Rα : R2 → R2 with
associated matrix
Mα =
(
cosα − sinα
sinα cosα
)
.
Let L1 : R2 → R2 and L2 : R2 → R2 be the reflections with respect to the x-axis and the y-axis
respectively.
• Write down the matrices A1, A2 associated to L1, L2 respectively.
• Prove that the composition of transformations L2 ◦Rα ◦ L1 is a rotation of angle pi − α.
(4 points)
Solution.
a) L1(x, y) = (x,−y) and L2(x, y) = (−x, y) for any (x, y) ∈ R2. Therefore we have
L1(x, y) = A1
(
x
y
)
, with A1 =
(
1 0
0 −1
)
and
L2(x, y) = A2
(
x
y
)
, with A2 =
(−1 0
0 1
)
.
b) The composition of linear transformations L2 ◦Rα ◦L1 : R2 → R2 is a linear transformation with
associated matrix A2MαA1 . Therefore to prove that L2 ◦ Rα ◦ L1 = Rpi−α, it suffices to show
that A2MαA1 = Mpi−α. Now:
A2MαA1 =
(−1 0
0 1
)(
cosα − sinα
sinα cosα
)(
1 0
0 −1
)
=
(− cosα − sinα
sinα − cosα
)
and on the other hand:
Mpi−α =
(
cos(pi − α) − sin(pi − α)
sin(pi − α) cos(pi − α)
)
=
(− cosα − sinα
sinα − cosα
)
.
7. Consider the surface S of equation z = log(x2 + ey) .
a) Write the equation of the plane pi tangent to S at (x0, y0) = (1, 0).
b) Compute the distance between the plane pi and the point P = (0, 0, 1) .
(4 points)
Solution.
a) Let f(x, y) = log(x2 + ey). The plane pi tangent to the graph of f at (x0, y0) has equation
z − f(x0, y0) = ∇f(x0, y0) • (x− x0, y − y0) .
In this case f(x0, y0) = log 2 and
∇f(x0, y0) =
(
∂f
∂x
(x0, y0) ,
∂f
∂y
(x0, y0)
)
=
(
2x0
x20 + e
y0
,
ey0
x20 + e
y0
)
=
(
1,
1
2
)
.
Therefore the equation of pi is:
x+
1
2
y − z + log 2− 1 = 0 .
b) The distance of P from pi is:
|0 ∗ 1 + 0 ∗ 12 + 1 ∗ (−1) + log 2− 1|√
12 +
(
1
2
)2
+ (−1)2
=
√
2
5
(2− log 2) .
8. Find and classify the critical points of the function f(x, y) = x3 + 3xy − y22 .
(4 points)
Solution. Compute the gradient of f :
∇f = (3x2 + 3y, 3x− y) ,
therefore the stationary points of f are
∇f = ~0 ⇔ (x, y) = (0, 0) or (x, y) = (−3,−9) .
In order to classify the stationary points compute the Hessian matrix of f :
Hessf =
(
6x 3
3 −1
)
.
In particular:
Hessf(0, 0) =
(
0 3
3 −1
)
,
thus (0, 0) is a saddle point for f , since the Hessian matrix has negative determinant. And:
Hessf(−3,−9) =
(−18 3
3 −1
)
,
thus (−3,−9) is a local minimum point for f , since the Hessian matrix has positive determinant and
negative first entry.
9. Find the maximum of the function f(x, y) = x2 − y2 subject to the constraint x2 + 2y2 = 1 .
(4 points)
Solution. Optional motivation: the curve γ of equation x2+2y2 = 1 is closed and bounded in the plane
R2, therefore, by the Weierstrass theorem, the continuous function f has maximum (and minimum)
on γ.
The maximum point of f is a stationary point of the Lagrangian function:
L(x, y, λ) = x2 − y2 − λ (x2 + 2y2 − 1) .
We search for its stationary points:
∇L(x, y, λ) = 0 ⇔

2x+ 2λx = 0
−2y + 2λy = 0
x2 + 2y2 − 1 = 0
⇔

(1 + λ)x = 0
(2λ− 1)y = 0
x2 + 2y2 − 1 = 0
⇔

λ = −1
y = 0
x = ±1
or

x = 0
λ = 12
y = ± 1√
2
Therefore there are four candidates for maximum points: (−1, 0), (1, 0), (0,− 1√
2
), (0, 1√
2
). Compute
the corresponding values of f :
f(±1, 0) = 1 , f
(
0,± 1√
2
)
= −1
2
.
The maximum points of f subject to the constraint are (−1, 0) and (1, 0).
10. Take a fair dice with 6 faces and roll it 2 times; denote by D1, D2 the results of the first and second
roll respectively. Assume that D1, D2 are independent random variables.
a) Consider the events A =“D1 is prime” and B =“D1 +D2 is even”. Are A,B independent?
b) Take a fair coin with −1 and +1 on its faces and toss it 2 times; denote by C1, C2 the result of the
first and second toss respectively. Assume that D1, D2, C1, C2 are independent random variables.
For k = 1, 2 compute expectation and variance of the following random variable
Xk := CkDk ∈ {−6, . . . , 6}; .
c) Compute expectation and variance of the following random sum
W := X1 +X2 ,
justifying your computations.
(4 points)
Solution.
a) A = {(i, j) | i = 2, 3, 5, j = 1, . . . , 6} , therefore
P(A) =
3 ∗ 6
36
=
1
2
.
B = {(i, j) | i = 2, 4, 6, j = 2, 4, 6} ∪ {(i, j) | i = 1, 3, 5, j = 1, 3, 5} , therefore
P(B) =
(3 ∗ 3) + (3 ∗ 3)
36
=
1
2
.
A ∩B = {(2, j) | j = 2, 4, 6} ∪ {(3, j) | j = 1, 3, 5} ∪ {(5, j) | j = 1, 3, 5} , therefore
P(A ∩B) = 3 ∗ 3
36
=
1
4
.
A,B are independent events, because P(A)P(B) = P(A ∩B).
b) Clearly E[C1] = 1∗(1/2)+(−1)∗(1/2) = 0. Now, since C1, D1 are independent random variables,
E[X1] = E[C1D1] = E[C1]E[D1] = 0 .
And, since C21 = 1,
Var[X1] = E[X21 ] = E[D21] =
6∑
i=1
i2
1
6
=
91
6
.
The same computations hold for X2.
c) By linearity of the expectation:
E[W ] = E[X1] + E[X2] = 0 .
By hypothesis X1 = C1D1 and X2 = C2D2 are independent random variables, therefore
Var[W ] = Var[X1] + Var[X2] =
91
3
.
