Abstract. We present a maximal class of analytic functions. The elements of this class are uniquely determined by their asymptotic expansions. We also discuss the possibility of recovery of a function from the coefficients of its asymptotic series. In particular, we consider the problem of recovering by using Borel summation. The last published result in this direction was obtained by Alan Sokal in 1980, but his paper well known to physicists (in quantum field theory) seems to have remained unnoticed by mathematicians.
Introduction
In 1912 
. } be a given sequence of complex numbers, and let P (z) be a function satisfying the conditions (i) P (z) is analytic and single-valued in the sector S(α, β),
(ii) for all z ∈ S(α, β) and every n, n = 0, 1, . . . , |R n,P (z)| M n! a n |z| n+1 ,
where the positive constants M and a do not depend on z and n but may depend on P (z).
If the opening of the sector S(α, β) satisfies the condition β − α > π, then the function P (z) is uniquely determined by conditions (i) and (ii), i.e., two functions P 1 (z) and P 2 (z) satisfying conditions (i) and (ii) with the same sequence {p 0 , p 1 
, . . . } must coincide on S(α, β).
Here, S(α, β) stands for the sector S(α, β) = {z ∈ C : 0 < |z| < ∞, α < arg z < β}; the number β − α is called the opening of the sector.
For a given function P (z) analytic in S(α, β) and a given sequence of complex numbers {p 0 , p 1 , . . . }, we set
This expression is called the remainder.
Since the set of functions satisfying conditions (i) and (ii) is linear, it suffices to prove Watson's uniqueness theorem for the case where {p 0 , p 1 , . . . } = {0, 0, . . . }. In this situation, we have |P (z)| M n! a n |z| n+1 , n= 0, 1, . . . , z ∈ S(α, β).
For a fixed z, |z| > 1/a, let us minimize the right-hand side of (2) with respect to n to obtain the inequality
where M a = 4M √ 2πa. To complete the proof and thus to show that (3) =⇒ P (z) ≡ 0, we need the following lemma. (3) in this sector. Then P (z) ≡ 0.
Lemma 1. Suppose that P (z) is analytic in a sector S(α, β) with opening greater than π and satisfies estimate
For a proof based on the Phragmén-Lindelöf theorem, see [8, Sec. 8.11] . If the opening of the sector S(α, β) satisfies the condition β − α < π, then the above uniqueness result is indisputably false. Indeed, given δ, 0 < δ < π/2, every function P (z) of the form P (z) = ϕ(z)e −z /z, where ϕ(z) is analytic and bounded in the sector S = S(−π/2 + δ, π/2 − δ), satisfies condition (1) with M = sup S |ϕ(z)|, a = sin δ, and p k = 0 for k = 0, 1, . . . . This can easily be shown using the elementary inequalities e −|z| < n! |z| n , n= 0, 1, . . . .
Thus, the set of functions which satisfy conditions (i) and (ii) of Watson's theorem with {p 0 , p 1 , . . . } = {0, 0, . . . } is rather large. The two opposite cases, β − α > π and β − α < π, discussed above lead us to regard the situation with β − α = π as the critical case and the value π as the critical value of the opening β − α.
In fact, the assertion of Watson's uniqueness theorem remains true for this critical case as well. Although Hardy's argument in [8, Sec. 8.11] is not applicable here, it is possible to use the Phragmén-Lindelöf theorem to prove the uniqueness, and the proof can be made even simpler. Assume that inequality (3) is valid in the sector S(−π/2, π/2). Given b, b > 0, consider the function P b (z) = P (z)e bz inside the sector S(− arctan(b/a), arctan(b/a)). On the boundary of this sector we have a|Im z| − b Re z = 0, and therefore |P b (z)| M a . The standard Phragmén-Lindelöf theorem yields the same estimate inside the sector as well. Thus, for z > 0, we have |P (z)| M a e −bz . Since b does not depend on z, we let b tend to +∞ to obtain P (z) ≡ 0.
Gevrey Expansions of Order k
Watson's uniqueness theorem can be restated for any sector S(α, β) of the Riemann surface of log z with opening greater than or equal to π/k, where k is a positive number. For this, condition (ii) must be replaced by
If the opening of the sector S(α, β) satisfies the condition β − α π/k, then the function P (z) is uniquely determined by the coefficients {p 0 , p 1 , . . . }. This result is derived using (4) to obtain, in place of (3), the inequality |P (z)| M a e −a|z| k , which can be transformed to (3) using the map ζ = z k .
Comparing again the two opposite cases β − α > π/k and β − α < π/k, we say that a sector S(α, β) is critical if its opening β − α is equal to π/k.
Watson's theory, based on estimate (1), was further developed by Gevrey [5] (1918) with application to the theory of partial differential equations and, in particular, to the heat conduction equation and by F. Nevanlinna [9] (1919) whose results will be discussed below.
Watson's uniqueness theorem was extended by Carleman [3] to a more general situation. Carleman replaced n! in estimates (1) by a sequence of positive numbers m n and, under certain regularity conditions on the growth of m n as n → ∞, gave necessary and sufficient conditions for uniqueness.
Expansions satisfying conditions similar to (4) are known as Gevrey expansions of order k (see [5] , [11] , and [10] ).
Since the beginning of the previous century, it has been known that sectors with opening π/k play a special role in the asymptotic theory of systems of linear differential equations having an irregular singular point of Poincaré rank k in the complex plane. In recent times it has been found that the Poincaré asymptotic expansions associated with regular solutions of such systems are in fact Gevrey expansions (see [10] ). This property of asymptotic expansions turned out to be true not only for linear systems but also for a much larger class of analytic differential equations. This advancement in the theory of analytic differential equations is based on the following definition.
Definition. Let P (z) be analytic and single-valued in a sector S(α, β) in the z-plane and let ∞ j=0 p j /z j+1 be a formal power series with complex coefficients. Then this series is called the Gevrey asymptotic expansion of order k, k > 0, for P (z) in S(α, β) if for each proper subsector S of S(α, β), S ⊂ S(α, β), there exist positive constants M (S ) and a(S ) such that the following system of relations is satisfied:
The Main Theorem
We develop Watson's result in the following direction. We consider an analytic function P (z) which admits a Gevrey asymptotic expansion in a critical sector S with opening equal to π, and our aim is to clarify under what conditions on M (S ) and a(S ), where S is a proper subsector of S , the function possesses the uniqueness property. The most significant parameter defining the subsector S inside S is the angular deviation of its boundary from that of S , which we denote by δ. For simplicity, we assume that k = 1 and S = S(−π/2, π/2). It then suffices to consider only subsectors of the form S = S(−π/2+δ, π/2−δ), where 0 < δ < π/2. We shall denote the functions M (S ) and a(S ) by M (δ) and a(δ) and assume without loss of generality that log M (δ) > 1.
The following generalization of Watson's uniqueness theorem for the critical sector S(−π/2, π/2) is true.
Theorem 1. Assume that P (z) admits a Gevrey expansion of order 1 in S(−π/2, π/2). If M (δ) and a(δ) satisfy the conditions
then P (z) is uniquely determined by the coefficients of its Gevrey expansion. It is possible to prove that if one of conditions (6) or (7) is violated, then (generally) the uniqueness property fails to hold. Remark 1. In the situations in which P (z) and P (z), P (z) = ∞ j=0 p j /z j+1 , are solutions (regular and formal, respectively) of a given analytic differential equation, the cases
and
where the positive numbers M , b, and γ do not depend on δ, are of special interest.
Stirling's Formula
Analytic functions satisfying (1), (4) or (5) have long been known in analysis. We recall an example based on Stirling's formula for Euler's gamma function, Γ(z), which is analytic in the entire complex plane except at the points z = 0, −1, . . . on the negative half-axis, where it has simple poles. In the sector S(−π/2, π/2), the function Γ(z) has the following integral representation:
By Stirling's formula, we have
We consider the so-called Binet function
and associate with this function a sequence {p 0 , p 1 , . . . } such that relations (1) are valid for some M and a. According to the first Binet formula, we have, for z ∈ S(−π/2, π/2),
where
Since F (t) is analytic in the disc |t| < 2π, it can be represented inside the disc by its Taylor series
The substitution of this series for F (t) into (11) yields
Since F (t) is an even function, F (−t) = F (t), it readily follows that p 2k−1 = 0 for k = 1, 2, . . . , and a more detailed analysis shows that
Here B 2k , k = 0, 1, . . . , are the Bernoulli numbers, which are defined as the coefficients of the Taylor series
For example, see formulas 23.1.1-23.1.3 and 6.1.42 in [1] . Thus, P (z) can be rewritten in the form
known as Stirling's series * . Using (11) , one can show that P (z) is the Gevrey expansion for
are valid, where
(For example, see formula 6.1.42 in [1] .) * A similar expression for Stirling's series is given in [19] , but the notation B k used there refers to (−1) k+1 B 2k , where B 2k is defined as above in (13) .
In particular, formula 23.1.15 in [1] yields the asymptotic behavior for the Bernoulli numbers
and it follows that (15) is of the form given in (1) with a = 2π. Thus, the Stirling series (14) is the Gevrey expansion for P (z) in the sector S(−π/2, π/2). Remark 2. The importance of Stirling's example for this subject lies in the following observations:
(i) Using (16), it can be proved easily that estimate (15) ensures uniqueness in the sector S(−π/2, π/2) with opening π despite the fact that if z belongs to the boundary of the sector, then the value of K(z) is equal to ∞. Since the function K(z) in (15) can be rewritten as
it follows that the Binet function given by (10)) satisfies all the conditions of Theorem 1 with
For a given fixed z ∈ S(−π/4, π/4), estimate (18) provides the best possible accuracy if P (z) is replaced by the optimal finite sum of Stirling's series, and it follows from formula (17) that, for |z| > 1, the error is less than
where M = 0.94891 and a = 2π.
(iii) It also follows from (11) and (12) that P (z) is a Gevrey expansion of P (z) in the whole sector S(−π, π). However, estimate (1) with a = 2π is valid only in S(−π/2, π/2). It can be shown that, in a larger sector S(−π/2 − ε, π/2 + ε), estimates similar to (1) are valid, but the constant a in these estimates depends on ε, a(ε) = 2π cos ε.
In principle, it is possible to derive a sufficient condition for uniqueness following, for example, the technique of Ahlfors' distortion theorem in [2] and its complement and refinement by Warschawski [16] . We present a proof which, firstly, is based on a simpler argument and, secondly, allows us to reveal the role of each of conditions (6) and (7) more precisely.
The Main Lemma
Theorem 1 is derived from the following generalization of Lemma 1. Lemma 2. Assume that P (z) is holomorphic in S(−π/2, π/2). Furthermore, assume that, for every δ, 0 < δ < π/2, and for all z , z ∈ S(−π/2 + δ, π/2 − δ), the function P (z) satisfies the following estimate:
where M (δ) with log M (δ) > 1 and a(δ), δ ∈ (0, π/2), satisfy conditions (6) and (7). Then
Proof. Unfortunately, we cannot integrate the expression e zt P (z) neither along the imaginary axis nor along a line parallel to it. This obstacle is quite typical of such situations, and we shall show a way in which it can be overcome.
In what follows we shall show that (i) the function F θ (t) can be continued analytically throughout the complex plane as an entire function F (t) which does not depend on θ,
(ii) the function F (t) is bounded outside any sector S δ , 0 < δ < π/2, with angle 2δ, which has its apex at the point a(δ)/(2 sin δ), contains the interval (a(δ)/(2 sin δ), +∞), and is symmetric with respect to the real axis, (iii) on the boundary ∂S δ of the sector S δ , we have |F (t)| 2M (δ)/a(δ), (iv) the function F (t) satisfies all the conditions of Carleman's theorem, which we state below and whose application implies the identity F (t) ≡ 0.
Remark 3. V. Havin, to whom we showed our result, called our attention to the following fact. If one assumes that M (δ) in (20) satisfies the stronger condition (9) and that a(δ) is constant, a(δ) = a, then, for any c, 0 < c < a, there exists an h > 0 and an M h > 0 such that
In this case, by Lemma 1, P (z) ≡ 0. To prove inequality (22), one needs only to note that if z = x + iy and x/|y| = tan δ, then, using (9), inequality (20) can be rewritten in the form
In turn, for |y| x > 0, (23) implies the inequality
for some constant M > 0. From this inequality, after an appropriate choice of x = h, for example h = b/(a − c), (22) follows immediately. Unfortunately, this simple argument does not cover the case of faster growth of M (δ), for example, as in condition (8) .
We now return to the proof.
Region of analyticity of F θ (t).
Everywhere in the proof we use the symbol a for the function a(δ) except for the cases where we wish to emphasize the dependence on δ. To simplify the proof, we also assume without loss of generality that a(δ) is a decreasing function of δ. To find the region of analyticity of F θ (t) we set
and derive the following estimate from (20) and (21):
Since
integral (21) is absolutely convergent in the half-plane
and thus F θ (t) is holomorphic there. In fact, if, say, 0 < θ < π/2, then the line
divides the t-plane into two half-planes, and Π θ,a is the half-plane containing the origin t = 0, see Fig. 1 . Furthermore, for t ∈ Π θ,a , (24) and (25) imply the estimate
In what follows, we shall show that all functions F θ (t), |θ| < π/2, are in fact elements of a single analytic function F (t) which does not depend on θ.
Relationship between F θ (t) and F −θ (t). Given δ, 0 < δ < π/2, consider the pair of functions F π/2−δ (t) and F −π/2+δ (t) of the form (21)
, which are holomorphic in the half-planes Π π/2−δ,a and Π −π/2+δ,a , respectively,
These half-planes are symmetric with respect to the real axis in the t-plane. Figure 2 shows the two lines L π/2−δ,a and L −π/2+δ,a intersecting the positive axis in the t-plane at the point
at angles δ and −δ, respectively. These lines define two sectors, S l (δ, a) (the left-hand sector) and S r (δ, a) (the right-hand sector), both with apex at t δ,a and with angle 2δ. Set exactly S 1 (δ, a) , and the closure of the right-hand sector S r (δ, a) is the complement of S 2 (δ, a) . (See Figs. 3 and 4. ) Using representation (21) and Cauchy's theorem, we obtain
Thus, F π/2−δ (t) and F −π/2+δ (t) are in fact elements of a function F (t, δ),
and this function is holomorphic in S 2 (δ, a). Proof. Consider δ > δ > 0 and the corresponding functions F (t, δ ) and F (t, δ ).
Since the function a(δ) is decreasing on the interval (0, π/2), we have
and, consequently,
Using the same argument as above, we conclude that
and therefore F (t, δ ) can be regarded as an analytic continuation of F (t, δ ) to the larger region C\S r (δ , a). By condition (7) of Theorem 1, expression (29) for t δ,a shows that t δ,a → ∞ as δ → 0, whence
Hence, the functions F (t, δ), 0 < δ < π/2, are elements of a single entire function F (t), and thus assertion (i) has been verified.
Estimates for F (t) in the t-plane. Using estimate (28) for the region
where Π θ,a/2 and L θ,a/2 are defined by (26) and (27), respectively, with a replaced by a/2, we conclude that
Hence, it follows from (30) that
and the same estimate is true for the function F (t) in (i). Now, in the sector S 2 (δ, a/2), the function F (t, δ) and, consequently, the function F (t) are bounded, which confirms (ii). Moreover, it follows from (31) that F (t) satisfies the estimate
in the sector S 2 (δ, a/2), and hence on its boundary as well. This proves (iii). Using (7) once again, we derive the following estimate from inequality (32):
this estimate is valid for sufficiently small δ and shows that the conditions of the following theorem by Carleman are satisfied. [4] . Let M (ϕ) be a positive (finite or infinite) function on (0, 2π) such that log M (ϕ) > 1 and the integral 2π 0 log log M (ϕ) dϕ is finite.Then every entire function f (z) satisfying the inequality
Carleman's Theorem
is identically constant. * Thus, F (t) = C for some constant C . To derive (iv), it remains to note that, since, for every δ, we have
it follows that the same relation is valid for F (t), and thus F (t) ≡ 0. This proves (iv), whence P (z) ≡ 0 follows. Remark 4. Carleman's result was further developed by N. Levinson and N. Sjoberg (for details, see the survey by M. Sodin [14] ) who obtained the most general result from which, in particular, an extension of Carleman's theorem follows where the sector is replaced by a half-strip. Note, however, that, unlike Levinson's theorem, Carleman's theorem does not require any regularity of the majorant M . We believe that this extension may be useful in further investigation of the recovery problem, which we discuss below.
Watson's uniqueness theorem indicates the possibility of recovering a function P (z) satisfying conditions (i) and (ii) of the theorem from the formal power series P (z). This possibility can be realized using the Borel summation method. We refer to the corresponding result as Watson 
Watson's Recovery Theorem
Watson's recovery theorem. Assume that the function P (z) satisfies conditions (i) and (ii) of Watson's uniqueness theorem in a sector S(−π/2 − ε, π/2 + ε) for some ε, 0 < ε < π/2.
We set
which is the result of the Borel summation of P (z). Then (i) series (33) is absolutely convergent and represents an analytic function F (t) in the disk D a with radius a and center at the origin in the t-plane;
(ii) the function F (t) can be continued analytically from the disk D a to the region
see Fig. 5 , (iii) the function P (z) can be represented as the Laplace transform of F (t),
where the integral is absolutely convergent for z ∈ S(−π/2, π/2). * If the function M (ϕ) satisfies the stronger condition (8) , then this fact follows immediately from the Phragmén-Lindelöf theorem. Question (a) was answered by F. Nevanlinna in [9] (1919) who dealt in fact with a more general case of Gevrey expansions of an arbitrary order k. However, the principal difficulty lies precisely in question (a). Curiously, Hardy in his book [8] on divergent series makes no reference to this improvement of Watson's result for the half-plane.
The improvement of Watson's recovery theorem (problem (b)) was not obtained until 1980 when A. D. Sokal discovered it and applied it to the perturbation expansion in φ 4 2 -quantum field theory, see [15] . Sokal's improvement gives a necessary and sufficient characterization for a large class of Borel summable functions.
However, one of the first reappearances of Watson's theorems occurred ten years earlier in connection with the theory of anharmonic oscillators, see [7] .
Our Theorem 1 suggests a similar result for a function P (z) satisfying the conditions of Theorem 1 in the critical sector S(−π/2, π/2) with M (δ) and a(δ) satisfying (6) and (7), respectively.
Consider the simplest case in which M (δ) and a(δ) are positive constants. As was shown earlier, Watson's uniqueness theorem extends to this case, and this suggests the existence of the corresponding recovery theorem for P (z).
Let us introduce the following region in the complex plane C: Moreover, Sokal showed how the assertion of Watson's recovery theorem can be improved using Nevanlinna's theorem, and the proof is quite simple. Indeed, assuming that the conditions of Watson's recovery theorem are satisfied, let us apply Nevanlinna's theorem to each subsector of S(−π/2 − ε, π/2 + ε) with opening π. It follows that the function F (t) given by (35) is holomorphic * Sokal presents in fact a formally more general result considering, along with the right half-plane, its translations of the form Re z > b, where b is real.
in the region D a,θ = e −iθ D a , |θ| < ε, and thus, F (t) is holomorphic in the region
Region (36) is bounded by the two tangents to the circle ∂D a at angles ±ε to the positive axis of the t-plane and also by the outer arc of the circle joining these tangents. (See Fig. 7.)   Fig. 7 . The region D a (ε) Remark 5. Let us try to apply Sokal's theorem to the situation in Sec. 4. Note that the determinative region of the function F (t) in (12) is D 2π . Since F (t) has a pole at the point t = 2πi on the boundary of D 2π , this function does not satisfy the conditions of Sokal's theorem. Thus, the problem arises of how to modify Sokal's theorem to make it applicable to unbounded functions. For Stirling's example, this obstacle can be immediately overcome in the following way. Introduce the functions F 0 (t) = 1/(t 2 + 4π 2 ) and F 1 (t) = F (t) − F 0 (t). The determinative regions for these functions are D 2π and D 4π , respectively. For the associated function P 0 (z) the optimal estimate for the remainder can be evaluated directly to obtain a result close to that in (18) , and with the same function K(z). As for the contribution of the associated function P 1 (z) to (18) , using Sokal's theorem in the region D (4π−ε) yields a correction of order O(e −(4π−ε)|z| ), where ε is small, and this result could be sharpened using a further improvement of Sokal's theorem.
Our aim is to extend these results to more general uniqueness classes of functions for which M (δ) is unbounded. We conjecture that it is still possible to recover P (z) satisfying the conditions of Theorem 1 from its Gevrey expansion P (z) using, as above, the Borel summation method if (6) is replaced by the stronger condition M (δ) < M exp(b/δ).
It seems that, for classes of functions satisfying the conditions of Theorem 1 when the growth of M (δ) is faster than that indicated in (9), one should look for an alternative summation method.
For further discussion and extension of the results of Nevanlinna and Sokal, see [6] .
Conclusion
Two points have motivated this work. The first is the discovery by Ramis and Sibuya [12] , [13] that, roughly speaking, if a formal power series satisfies an analytic (not necessarily linear) differential equation, then there exists a k > 0 such that, for each sector with (critical) opening π/k, there is a regular solution of the equation for which the formal solution is a Gevrey expansion of order k. Moreover, they proved the uniqueness of such a solution, and this is what led to a reexamination of Watson's theorem for critical openings of the sector. If P (z) is the regular solution in the Ramis-Sibuya theorem, then we believe that M (δ) satisfies (8) and, probably, the stronger condition (9) . However, this is an open question. The second point relates to the calculation of the best possible estimate for the deviation of a function from finite sums of its Gevrey expansion. This can be done if one obtains the best possible estimates for M (δ) and a(δ −1 ) analogous to those in (19) 
