Vector-valued modular forms and the mock theta conjectures by Nickolas Andersen








University of California Los
Angeles, Los Angeles, CA,
United States
Abstract
The mock theta conjectures are ten identities involving Ramanujan’s ﬁfth-order mock
theta functions. The conjectures were proven by Hickerson in 1988 using q-series
methods. Using methods from the theory of harmonic Maass forms, speciﬁcally work of
Zwegers and Bringmann–Ono, Folsom reduced the proof of the mock theta
conjectures to a ﬁnite computation. Both of these approaches involve proving the
identities individually, relying on work of Andrews–Garvan. Here we give a uniﬁed proof
of the mock theta conjectures by realizing them as an equality between two
nonholomorphic vector-valued modular forms which transform according to the Weil
representation. We then show that the diﬀerence of these vectors lies in a
zero-dimensional vector space.
1 Background
In his last letter to Hardy, dated three months before his death in early 1920, Ramanujan
brieﬂy described a new class of functions which he called mock theta functions, and he
listed 17 examples [2, p. 220]. These he separated into three groups: four of third order,
ten of ﬁfth order, and three of seventh order. The ﬁfth order mock theta functions he





















Here we have used the standard q-Pochhammer notation (a; q)n:=∏n−1m=0(1 − aqm).
Themock theta conjectures are ten identities found in Ramanujan’s lost notebook, each
involving one of the ﬁfth-order mock theta functions. The identities for the four mock
theta functions listed above are (following the notation of [13, p. 206], and correcting a
sign error in the fourth identity in that paper; see also [1,14])
1While Ramanujan reused the letters f , φ, ψ , χ , and F in each group, the usual convention is to write those in the first
group with a subscript ‘0’ and those in the second group with a subscript ‘1’.
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the functions θ4(0, q) and ψ(q) are theta functions, and G(q) and H (q) are the Rogers–
Ramanujan functions (see Sect. 2 for deﬁnitions). Andrews and Garvan [1] showed that
the mock theta conjectures fall naturally into two families of ﬁve identities each (accord-
ing to Ramanujan’s original grouping), and that within each family the truth of each of
the identities implies the truth of the others via straightforward q-series manipulations.
Shortly thereafter Hickerson [15] proved the mock theta conjectures by establishing the
identities involving f0(q) and f1(q). According to Gordon and McIntosh [14, p. 106], the
mock theta conjectures together form “one of the fundamental results of the theory of
[mock theta functions]” and Hickerson’s proof is a “tour de force.”
In his Ph.D. thesis [23], Zwegers showed that themock theta functions can be completed
to real analytic modular forms of weight 1/2 by multiplying by a suitable rational power of
q and adding nonholomorphic integrals of certain unary theta series of weight 3/2. This
allows the mock theta functions to be studied using the theory of harmonic Maass forms.
Bringmann,Ono, andRhoades remark in [5, p. 1087] that their Theorem1.1, togetherwith
the work of Zwegers, reduces the proof of the mock theta conjectures to “the veriﬁcation
of two simple identities for classical weakly holomorphic modular forms.” Zagier makes
a similar comment in [22, §6]. Following their approach, Folsom [11] reduced the proof
of the χ0(q) and χ1(q) mock theta conjectures to the veriﬁcation of two identities in the
space of modular forms of weight 1/2 for the subgroup G = 1(144 · 102 · 54). Applying
a well-known theorem of Sturm [20], one would need to compute
1
24 [SL2(Z):G] = 2.16 × 10
12
coeﬃcients to verify each identity. However, such a computation is currently infeasible.
The purpose of the present paper is to provide a conceptual, uniﬁed proof of the
mock theta conjectures that relies neither on computational veriﬁcation nor on the work
Andrews and Garvan [1]. Our method proves four of the ten mock theta conjectures
simultaneously; two from each family [namely the identities (1.1)–(1.4) above]. Four of
the remaining six conjectures can be proved using the same method, and the remaining
two follow easily from the others (see Sect. 5).
To accomplish our goal, we recast the mock theta conjectures in terms of an equality
between two nonholomorphic vector-valued modular forms F and G. From the compo-
nents of the holomorphic function H :=F − G we construct a vector-valued modular
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form H of weight 1/2 on SL2(Z) which transforms according to the Weil representation2
(see Lemma 5 below). Employing a natural isomorphism between the space of such forms
and the space J1,60 of Jacobi forms of weight 1 and index 60, together with the result of
Skoruppa that J1,m = {0}, we conclude that H = 0.
2 Definitions and transformations




, θ4(0, q),ψ(q),G(q), andH (q) anddescribe












of SL2(Z). We employ the usual
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kB, but for general k we have
f
∣∣










(see [16, §2.6]). When k /∈ Z, we always take
arg z ∈ (−π ,π ]. Much of the arithmetic here and throughout the paper takes place in the








We begin by giving the modular transformations satisﬁed by the mock theta functions
f0, f1, F0, and F1 which are given in Sect. 4.4 of [23]. The nonholomorphic completions are
given in terms of the integral (see [23, Proposition 4.2])
Ra,b(z) := − i
∫ i∞
−z
ga,−b(τ )√−i(τ + z)dτ ,





We will simplify the components of G5,1(τ ) on page 75 of [23] by using the relation
ga,0(z) − ga+ 12 ,0(z) =
1
2e
−2π iag2a, 12 (z/4)
and Proposition 1.15 of [23]. As usual, q := exp(2π iz). We deﬁne
f˜0(z) := q− 160 f0(q) − ζ10
(
ζ−112 R 130 , 12 + ζ12 R 1130 , 12
)
(30z), (2.3)
2There is a close relationship between the construction of the function H and certain functions appearing in umbral
moonshine (see [7–9]).
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f˜1(z) := q 1160 f1(q) − ζ5
(
ζ−112 R 730 , 12 + ζ12 R 1730 , 12
)
(30z), (2.4)
F˜0(z) := q− 1120 (F0(q) − 1) + 12 ζ10
(
ζ−112 R 130 , 12 + ζ12 R 1130 , 12
)
(15z), (2.5)
F˜1(z) := q 71120 F1(q) + 12 ζ5
(
ζ−112 R 730 , 12 + ζ12R 1730 , 12
)
(15z). (2.6)
The following is Proposition 4.10 of [23]. The vector (2.7) below equals the vector F5,1(τ )−
G5,1(τ ) of that paper (some computation is required to see this for the ﬁfth and sixth
components).



































ζ−160 0 0 0 0 0
0 ζ 1160 0 0 0 0
0 0 0 0 ζ−1240 0
0 0 0 0 0 ζ 71240
0 0 ζ−1240 0 0 0







0 0 α β 0 0




2 0 0 0 0
β
2 −α2 0 0 0 0
0 0 0 0 β√2
α√
2






Next we deﬁne the functions on the right-hand side of (1.1)–(1.4) and give their trans-

























Clearly we have M(1 − a5 , z) = M( a5 , z) and N (1 − a5 , z) = N ( a5 , z). Bringmann and
Ono [4] also deﬁne auxiliary functions M(a, b, 5, z) and N (a, b, 5, z) for 0 ≤ a ≤ 4 and
1 ≤ b ≤ 4. Together, the completed versions of these functions form a set that is closed
(up to multiplication by roots of unity) under the action of SL2(Z) (see [4, Theorem
3.4]). Garvan [12] made the deﬁnitions of these functions and their transformations more
explicit, so in what follows we reference his paper.
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The nonholomorphic completions forM( a5 , z) andN (
a
5 , z) are given in terms of integrals
of weight 3/2 theta functions 1( a5 , z) and 1(0,−a, 5, z) (deﬁned in Sect. 2 of [12]). A
straightforward computation shows that




ζ−112 g 6a−530 ,− 12 (3z) + ζ12 g 6a+530 ,− 12 (3z)
)
.






























1( a5 , τ )√−i(τ + z) dτ . (2.11)
The completed functions M˜(a, b, z) :=G2(a, b, 5; z) and N˜ (a, b, z) :=G1(a, b, 5; z) are














ζ−1120 if a = 1,























The theta functions θ4(0, q) and ψ(q) are deﬁned by









= q− 18 η
2(2z)
η(z) ,
where η(z) = q1/24(q; q)∞ is the Dedekind eta function. The transformation properties of
these functions are easily obtained using the well-known transformation
η(−1/z) = √−iz η(z). (2.15)
The Rogers–Ramanujan functions are deﬁned by
G(q) := 1(q; q5)∞(q4; q5)∞ ,
H (q) := 1(q2; q5)∞(q3; q5)∞ .
It will be more convenient for us to use the functions
g(z) := q− 160G(q) and h(z) := q 1160H (q). (2.16)
They satisfy the transformations (see [13, p. 207])
g
∣∣
0S = α−1g + β−1h, (2.17)
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h
∣∣
0S = β−1g − α−1h. (2.18)
Using the completed functions, the mock theta conjectures (1.1)–(1.4) are implied by






























































































where we have used η(z + 1) = ζ24η(z), g(z + 1) = ζ−160 g(z), and h(z + 1) = ζ 1160 h(z) to
simplify the second terms of the ﬁfth and sixth components.
To prove that F = G we begin by showing that they transform in the same way.










5 MS G, (2.24)
where MT and MS are as in Proposition 1.
Before proving this proposition, we require two identities that will be indispensable in
the proof. Equivalent identities can be found in [13, (3.8) and (3.9)], where they are proved
using q-series methods. In Sect. 6 we provide a proof using modular forms.

















α−1g(10z) + β−1h(10z)) − 2 η
2(50z)
η(25z) (β g(10z) − α h(10z)) . (2.25)
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Wededuce the second identity immediately from the ﬁrst. Note that the right-hand side
of (2.25) is holomorphic; this implies that the non-holomorphic completion terms on the
left-hand side sum to zero. By (2.9), the coeﬃcients ofN ( a5 , z) lie inQ(ζ5+ζ−15 ) = Q(
√
5),










2α−1 if a = 1,
2β−1 if a = 2,
it follows that the coeﬃcients of both sides of (2.25) lie in Q(α). The Galois group of
Q(α) is cyclic of order 4, generated by τ = (α → β ,β → −α). Since √5 = αβ , we have
τ |Q(√5)= σ . Applying τ to Lemma 3 gives the following identity.

















β−1g(10z) − α−1h(10z)) + 2 η
2(50z)
η(25z) (α g(10z) + β h(10z)) . (2.26)
Proof of Proposition 2 The transformation with respect to T follows immediately from
(2.12).


























αG3(z) + β G4(z)
)
,
where we used Lemma 3 with z replaced by z10 in the second line. For G2, the situation is
analogous, using Lemma 4.





































S = f ∣∣ 1
2
(−I) = −if , and we obtain the transformations for G3
and G4.




















T 3ST 2S = (−ζ−350 ζ−124 )3M˜(1, 3, z)
∣∣ 1
2




= ζ−730 N˜ (0, 3, z)
∣∣ 1
2
S = ζ 77120 M˜(0, 3, z).
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β−1g(z) − α−1h(z)) . (2.28)























η( z10 + 12 )
(
β−1g(z) − α−1h(z)) − 2 η
2(5z)
η( 5z+12 )
(αg(z) + βh(z)) . (2.29)










































ζ−18 (β G5(z) + αG6(z)) .
The transformation for G6(z) is similarly obtained by using Lemma 3. 	unionsq
3 Vector-valuedmodular forms and theWeil representation
In this section we deﬁne vector-valued modular forms which transform according to the
Weil representation, and we construct such a form from the components of F − G. A
good reference for this material is [6, §1.1].
Let L = Z be the lattice with associated bilinear form (x, y) = −120xy and quadratic
form q(x) = −60x2. The dual lattice is L′ = 1120Z. Let {eh: h120 ∈ 1120Z/Z} denote the
standard basis for C[L′/L]. Let Mp2(R) denote the metaplectic two-fold cover of SL2(R);





∈ SL2(R) and φ2(z) =
cz+d. LetMp2(Z) denote the inverse image of SL2(Z) under the coveringmap; this group
is generated by
T˜ := (T, 1) and S˜ := (S,√z).
The Weil representation can be deﬁned by its action on these generators, namely








120 eh′ . (3.2)
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A holomorphic function F :H → C[L′/L] is a vector-valued modular form of weight 12
and representation ρL if
F (γ z) = φ(z)ρL(γ ,φ)F (z) for all (γ ,φ) ∈ Mp2(Z) (3.3)
and if F is holomorphic at ∞ (i.e. if the components of F are holomorphic at ∞ in the
usual sense). The following lemma shows how to construct such forms from vectors that
transform as in Propositions 1 and 2.










5 MS H ,


































+1 if h ≡ ±1,±13 (mod 60),
−1 otherwise.
Then H(z) satisfies (3.3).
Proof The proof is a straightforward but tedious veriﬁcation involving (3.1) and (3.2) that
is best carried outwith the aid of a computer algebra system; the author usedMathematica.
	unionsq
4 Proof of themock theta conjectures
Let F and G be as in Sect. 2. To prove (2.19)–(2.22) it suﬃces to prove that F = G. Let
H :=F − G. It is easy to see that the nonholomorphic parts of F and G agree, as do the
terms in the Fourier expansion involving negative powers of q. It follows that the function
H deﬁned in Lemma 5 is a vector-valued modular form of weight 12 with representation
ρL. By Theorem 5.1 of [10], the space of such forms is canonically isomorphic to the space
J1,60 of Jacobi forms of weight 1 and index 60. By a theorem of Skoruppa [19, Satz 6.1] (see
also [10, Theorem 5.7]), we have J1,m = {0} for all m; therefore H = 0. The mock theta
conjectures (1.1)–(1.4) follow. 	unionsq
5 The six remaining identities
Four of the six remaining identities, those involving the mock theta functions ψ0, ψ1, φ0,
and φ1 (see [1] for deﬁnitions), can be proved using themethods of Sects. 2–4. For suitable
completed nonholomorphic functions ψ˜0, ψ˜1, φ˜0, and φ˜1, these conjectures are (see [13,
p. 206])
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+ 2 η10,1(z)η(10z)h(z), (5.1)




+ 2 η10,3(z)η(10z)g(z), (5.2)














where ηr,t (z) is deﬁned in [18]. Here we have used that g(z)h(z) = η(5z)η(z) in the third
and fourth formulas. Following Sect. 2, we construct two six-dimensional vectors F1 and
G1 out of the functions on the left-hand and right-hand sides, respectively, of (5.1)–
(5.4). The transformation properties of F1 are given in Proposition 4.13 of [23], and the
corresponding properties ofG1 follow from an argument similar to that given in the proof
of Proposition 2. For the latter argument, we use the following identity (together with the
















α−1g(5z) + β−1h(5z))2 (α g(10z) − β h(10z))
− 2η(50z)(α η10,1(5z)h(5z) + β η10,3(5z)g(5z)
)
. (5.5)
The proof of (5.5) is analogous to the proof of Lemma 3, and requires the transformation
properties of η10,1 and η10,3, given in [18]. The proof that F 1 = G1 follows exactly as in
Sect. 4.
The two remaining identities involve the mock theta functions χ0 and χ1. Using the
relations (discovered by Ramanujan and proved by Watson [21, (B0) and (B1)])
χ0(q) = 2F0(q) − φ0(−q),
χ1(q) = 2F1(q) + q−1φ1(−q),
these mock theta conjectures (see [13, p. 206]) are implied by the identities














By (2.21), (2.22), (5.3), and (5.4), eqs. (5.6) and (5.7) follow from the identities (see [17,
(1.25) and (1.26)] for a proof using modular forms)
g2(z)h(2z) − h2(z)g(2z) = 2h(z)h2(2z)η
2(10z)
η2(5z) ,
g2(z)h(2z) + h2(z)g(2z) = 2g(z)g2(2z)η
2(10z)
η2(5z) .
This completes the proof of the remaining mock theta conjectures.
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6 Proof of Lemma 3
Let L(z) and R(z) denote the left-hand and right-hand sides of (2.25), respectively. Let 
denote the congruence subgroup









η(z)L(z), η(z)R(z) ∈ M1(), (6.1)
whereMk (G) (resp.M!k (G)) denotes the space of holomorphic (resp. weakly holomorphic)
modular forms of weight k on G ⊆ SL2(Z). The Sturm bound [20] forM1() is
1
12 [SL2(Z):] = 15.
Therefore, once (6.1) is established, it suﬃces to check that the ﬁrst 16 coeﬃcients of





β − α2β q2 − αβ2 q3 + β3 q5 − α2β q7 + 2α2β q10 − α2β q12
−αβ2 q13 + 2αβ2 q15 + · · ·
)
.
To prove (6.1), we ﬁrst note that Theorem 5.1 of [12] shows that η(25z)L(z) ∈
M!1(0(25) ∩ 1(5)); since η(z)/η(25z) ∈ M!0(0(25)) it follows that η(z)L(z) ∈ M!1().






















. By a result of Biagioli [3, Proposition 2.5] we have
g(10z)
∣∣
0γ = v14η (γ10) g(10z) and h(10z)
∣∣
0γ = v14η (γ10) h(10z) (6.2)
where vη is the multiplier system for η(z) (see [3, (2.5)]). For d odd we have







1γ = v2η(γ2)η2(2z) and η2(50z)
∣∣
1γ = v2η(γ50)η2(50z). A computation
involving (6.3) shows that
v2η(γ2)v14η (γ10) = v2η(γ50)v14η (γ10) = 1.
It follows that η(z)R(z) ∈ M!1().
It remains to show that η(z)L(z) and η(z)R(z) are holomorphic at the cusps. Using
magma we compute a set of -inequivalent cusp representatives:
{
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Given a cusp a ∈ P1(Q) and a meromorphic modular form f of weight k with Fourier
expansion f (z) = ∑n∈Q a(n)qn, the invariant order of f at a is deﬁned as
ord(f,∞) := min{n:a(n) = 0},
ord(f, a) := ord(f ∣∣kγa,∞),
where γa ∈ SL2(Z) sends ∞ to a. For N ∈ N, we have the relation (see e.g. [3, (1.7)])







We extend this deﬁnition to functions f in the set
S :={M˜( a5 , z), N˜ ( a5 , z): a = 1, 2} ∪ {M˜(a, b, z), N˜ (a, b, z): 0 ≤ a ≤ 4, 1 ≤ b ≤ 4}
by deﬁning the orders of these functions at∞ to be the orders of their holomorphic parts






















:= − 124 , (6.7)
ord
(





where k(b, 5) = 1 if b ∈ {1, 2} and 2 if b ∈ {3, 4}. Lastly, for f ∈ S we deﬁne
ord (f, a) := ord(f ∣∣ 1
2
γa,∞). (6.9)
This is well-deﬁned since S is closed (up to multiplication by roots of unity) under the





N˜ ( a5 , z), a
) ≥ min
f ∈S
ord(f,∞) = − 124 , (6.10)
from which it follows that
ord
(
η(z)N˜ ( a5 , z), a
) ≥ 0 for all a.
To determine the order of η(z)M˜( a5 , 25z) at the cusps of , we write
η(z)M˜( a5 , 25z) =
η(z)
η(25z)m(25z), wherem(z) = η(z)M˜(
a
5 , z).
The cusps of 0(25) are ∞ and r5 , 0 ≤ r ≤ 4. By (6.5) the function η(z)/η(25z) is





25 in (6.4)); there we have ord(η(z)/η(25z),∞) = −1. Since M˜( a5 , z) also










= T 6S−1T−2S, and (2.1), we have



















9 if a = 1,
6 if a = 2.
A similar computation shows that ord(m(25z), 725 ), ord(m(25z),
9
25 ) ≥ 4. Since L(z) is
holomorphic on H, we have, for each cusp a, the inequality
ord(η(z)L(z), a) ≥ min {ord (η(z)f (z), a) : f (z) = N˜ ( 15 , z), M˜( 15 , 25z), M˜( 25 , 25z)
} ≥ 0.
We turn to η(z)R(z). For this we require Theorem 3.3 of [3], which states that





60 if 5 | s and r ≡ ±2 (mod 5),
− 160 otherwise,
(6.11)





60 if 5 | s and r ≡ ±1 (mod 5),
− 160 otherwise.
(6.12)
Here we have corrected a typo in (3.2) of [3] (see (2.9) and Lemma 3.2 of that paper). By















Since the latter expression is nonnegative for all s|50, it follows that η(z)R(z) is holomor-
phic at the cusps. This completes the proof. 	unionsq
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