



2017 年 1月 30日 (月) 提出






第 1章 はじめに 1
1.1 概要 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 本論文の構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
第 2章 背景 3
2.1 自己適応システム . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 例題：自動倉庫管理システム . . . . . . . . . . . . . . . . . . . . . 4
2.3 離散制御器合成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3.1 形式的な要求 . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3.2 環境モデル . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3.3 生成される制御器 . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 環境の変化 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
第 3章 関連研究 10
3.1 自己適応システムに関する研究 . . . . . . . . . . . . . . . . . . . . 10
3.2 環境モデルの非実行時学習に関する研究 . . . . . . . . . . . . . . . 10
3.3 環境モデルの実行時学習に関する研究 . . . . . . . . . . . . . . . . 11
第 4章 従来手法による実行時学習の実現 12
4.1 離散制御器合成技術を用いた自己適応システムの構成 . . . . . . . . 12
4.2 勾配降下法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.3 勾配降下法による環境モデルの学習 . . . . . . . . . . . . . . . . . . 14
4.4 従来手法の課題 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
第 5章 環境モデルの実行時差分学習 18
5.1 確率的勾配降下法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.2 本手法の特徴 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.3 概要 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.4 実行時差分学習手法 . . . . . . . . . . . . . . . . . . . . . . . . . . 21
第 6章 評価 23
6.1 ２つの例題 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
6.2 評価方法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
i
6.2.1 評価指標 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
6.2.2 評価設定 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
6.2.3 パラメータの更新手法 . . . . . . . . . . . . . . . . . . . . . 25
6.3 研究課題１：学習の正確度 . . . . . . . . . . . . . . . . . . . . . . . 26
6.3.1 環境１から環境２へ変化した場合 . . . . . . . . . . . . . . . 26
6.3.2 環境２から環境１へ変化した場合 . . . . . . . . . . . . . . . 27
6.4 研究課題２：正確度の収束性 . . . . . . . . . . . . . . . . . . . . . 33
6.4.1 収束性の比較 . . . . . . . . . . . . . . . . . . . . . . . . . . 33
6.4.2 収束性によるシステムの実行への影響度 . . . . . . . . . . . 33
6.5 研究課題３：計算時間 . . . . . . . . . . . . . . . . . . . . . . . . . 35
6.6 評価結果のまとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
6.7 本手法の有用性と限界 . . . . . . . . . . . . . . . . . . . . . . . . . 38
第 7章 おわりに 40
7.1 まとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
7.2 今後の課題 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
付 録A パラメータ更新手法の設定 42
A.1 AdaGradのアルゴリズム . . . . . . . . . . . . . . . . . . . . . . . . 42
A.2 RMSPropのアルゴリズム . . . . . . . . . . . . . . . . . . . . . . . 42
A.3 AdaDeltaのアルゴリズム . . . . . . . . . . . . . . . . . . . . . . . 42


































































































































FSP記述の例を図 2.2に示す．MAP[‘{w, m, e}]は倉庫内のエリア wにロボ
ットが存在する状態を表しており，その状態で実行可能である制御可能な動作が
move[‘e]，move[‘w]であること，また各制御可能な動作の結果として観測可能な
動作が arrive[‘{w, m, e}]であることを表している．各観測可能な動作は，そ






LTSは，E = (S，A，∆，s0)と定義される．S は状態の集合，Aは動作の集合，
∆ ⊆ (S ×A×S)は状態の遷移関係である．また s0はEの初期状態である．各遷

















































































































































































































1: for all r ∈ R do
2: for all b ∈ r.B do
3: //r.Bは rが持つ事後条件群
4: θb = θb − η ∂MSEgd∂θb
5: end for
6: for all b ∈ r.B do
7: θb = θb/sum(r.B)
8: //sum(r.B)は θb∈Bの合計値






















































cは事前条件と動作の組，Bcは cを持つ規則 rcが持つ事後条件群，Xcは cの観測
回数，xj はXcのうち j番目に観測された事後条件，θbは事後条件 b ∈ Bcの推定
観測確率に関する比の値である．各パラメータは，式 4.3をもとに，誤差関数が収
束するまで更新される（Algorithm1，4列目）．
pt+1 = pt − η∇MSEgd(pt) (4.5)




































































































Input: R，ζ，< preo，ao，bo >(得られたアクションセット)
Output: updated R
1: for all r ∈ R do
2: if r.pre == preo and r.a == ao then
3: for all b ∈ r.B do
4: θb = θb − η ∂MSEsgd∂θb
5: end for
6: for all b ∈ r.B do
7: θb = θb/sum(r.B)

















MSEsgd(p) = (1− P (xj|Bc))2 (5.2)
上式において，P (xj|Bc)の計算には 4章の式 4.4を用いる．pの更新には，次の式
5.3を用いる．








を決定する (8から 12列目)．sum(r.B)は θb∈B の合計値である．b.ruleが trueで

















































































ある事後条件 bに関する誤差を errorb，真の観測確率を ptrue b，推定観測確率を pb
とすると，次の式で表される．この誤差が小さいほど正確度が高いとする．












































































































































































変化前　＜ arrive.m,move.w, {arrive.w, arrive.m, arrive.e}＞
変化後　＜ arrive.m,move.w, {arrive.m, arrive.e}＞























































































































































































更新式は次のように表される．今回の実験では，η = 0.01，e = 10−8として計算
を行った．
hi = hi + g
2
i (A.1)







期値＝ 0）である．今回の実験では，α = 0.001，β = 0.9，e = 10−8として計算を
行った．
hi = βhi + (1− β)g2i (A.3)







期値＝ 0）である．今回の実験では，α = 0.95，e = 10−6として計算を行った．






si = βsi + (1− β)x2i (A.7)








つ変数（初期値＝ 0），tは計算回数である．今回の実験では，α = 0.001，β1 = 0.9，
β = 0.999，e = 10−8として計算を行った．
mi = β1ri+ (1− β1)gi (A.9)
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