Abstract. We study probabilistically informative (weak) versions of transitivity, by using suitable definitions of defaults and negated defaults, in the setting of coherence and imprecise probabilities. We represent p-consistent sequences of defaults and/or negated defaults by g-coherent imprecise probability assessments on the respective sequences of conditional events. Finally, we prove the coherent probability propagation rules for Weak Transitivity and the validity of selected inference patterns by proving the p-entailment for the associated knowledge bases.
if ¬EH is true, and void if H is false. Given a finite sequence of n ≥ 1 conditional events F = (E 1 |H 1 , . . . , E n |H n ), we denote by P any precise probability assessment P = (p 1 , . . . , p n ) on F , where p j = p(E j |H j ) ∈ [0, 1], j = 1, . . . , n. Moreover, we denote by Π the set of all coherent precise assessments on F . The coherence-based probabilistic approach has been adopted by many authors (see e.g., [3, 6, 10, 13, 14, 16, 17] ); in this paper, due to the lack of space, we do not insert the basic notions on coherence. We recall that when there are no logical relations among the events E 1 , H 1 , . . . , E n , H n involved in F , that is E 1 , H 1 , . . . , E n , H n are logically independent, then the set Π associated with F is the whole unit hypercube [0, 1] n . If there are logical relations, then the set Π could be a strict subset of [0, 1] n . As is well known Π = ∅; therefore, ∅ = Π ⊆ [0, 1] n .
Definition 1. An imprecise, or set-valued, assessment I on a family of conditional events F is a (possibly empty) set of precise assessments P on F .
Definition 1, introduced in [11] , states that an imprecise (probability) assessment I on a given family F of n conditional events is just a (possibly empty) subset of [0, 1] n . Given an imprecise assessment I we denote by I c the complementary imprecise assessement of I, i.e. I c = [0, 1] n \ I.
Definition 2. Let be given a sequence of n conditional events F . An imprecise assessment I ⊆ [0, 1] n on F is g-coherent if and only if there exists a coherent precise assessment P on F such that P ∈ I. Definition 3. Let I be a subset of [0, 1] n . For each j ∈ {1, 2, . . . , n}, the projection ρ j (I) of I onto the j-th coordinate, is defined as ρ j (I) = {x j ∈ [0, 1] : p j = x j , for some (p 1 , . . . , p n ) ∈ I}.
Definition 4. An imprecise assessment I on a sequence of n conditionals event F is coherent if and only if, for every j ∈ {1, . . . , n} and for every x j ∈ ρ j (I), there exists a coherent precise assessment P = (p 1 , . . . , p n ) on F , such that P ∈ I and p j = x j . Definition 5. [11, Definition 2] An imprecise assessment I on F is totally coherent if and only if the following two conditions are satisfied: (i) I is nonempty; (ii) if P ∈ I, then P is a coherent precise assessment on F . Remark 1. We observe that:
Then, the following relations among the different notions of coherence hold: I totally coherent ⇒ I coherent ⇒ I g-coherent .
Definition 6. Let I be a non-empty subset of [0, 1] n . For each sub-vector (j 1 , j 2 , . . . , j m ) of (1, 2, . . . , n), the projection ρ (j1,j2,...,jm) (I) of I onto the coordinates (j 1 , . . . , j m ), with 1 ≤ m ≤ n, is defined as
Let I be an imprecise assessment on the sequence F = (E 1 |H 1 , E 2 |H 2 , . . . , E n |H n ); moreover, let E n+1 |H n+1 be a further conditional event and let J ⊆ [0, 1] n+1 an imprecise assessment on (F , E n+1 |H n+1 ). We say that J is an extension of I to (F , E n+1 |H n+1 ) iff ρ (1,2,...,n) (J ) = I, that is: (i) for every (p 1 , . . . , p n , p n+1 ) ∈ J , it holds that (p 1 , . . . , p n ) ∈ I; (ii) for every (p 1 , . . . , p n ) ∈ I, there exists p n+1 ∈ [0, 1] such that (p 1 , . . . , p n , p n+1 ) ∈ J . Definition 7. Let I be a g-coherent assessment on F = (E 1 |H 1 , E 2 |H 2 , . . . , E n |H n ); moreover, let E n+1 |H n+1 be a further conditional event and let J be an extension of I to (F , E n+1 |H n+1 ). We say that J is a g-coherent extension of I if and only if J is g-coherent.
Theorem 1. Given a g-coherent assessment I ⊆ [0, 1] n on F , let E n+1 |H n+1 be a further conditional event. Then, there exists a g-coherent extension J ⊆ [0, 1] n+1 of I to the family (F , E n+1 |H n+1 ).
Proof. As I is g-coherent, there exists a coherent precise assessment P = (p 1 , . . . , p n ) on F , with P ∈ I. Then, as is well known (FTP), there exists
Given a g-coherent assessment I on a sequence of n conditional events F , for each coherent precise assessment P on F , with P ∈ I, we denote by [α P , β P ] the interval of coherent extensions of P to E n+1 |H n+1 ; that is, the assessment (P, p n+1 ) on (F , E n+1 |H n+1 ) is coherent if and only if p n+1 ∈ [α P , β P ]. Then, defining the set
for every p n+1 ∈ Σ, the assessment I × {p n+1 } is a g-coherent extension of I to (F , E n+1 |H n+1 ); moreover, for every p n+1 ∈ [0, 1]\Σ, the extension I ×{p n+1 } of I to (F , E n+1 |H n+1 ) is not g-coherent. Thus, denoting by Π ′ the set of coherent precise assessments on (F , E n+1 |H n+1 ), it holds that Σ is the projection onto the (n+1)-th coordinate of the set (
We say that Σ is the set of coherent extensions of the imprecise assessment I on F to the conditional event E n+1 |H n+1 .
Probabilistic knowledge bases and entailment
The sentence "E is a plausible consequence of H," where E is an event and H is a not self-contradictory event, is a default, which we denote by H | ∼ E. Moreover, we denote a negated default, ¬(H | ∼ E), by H |∼ / E (it is not the case, that: E is a plausible consequence of H). We denote by s a default or a negated default, which are defined in terms of probabilistic assessments as follows:
Given two events E and H, with H = ⊥, by coherence p(E|H) + p(¬E|H) = 1 (which holds in general). Thus, the probabilistic interpretation of the following types of sentences H | ∼ E (I), H | ∼ ¬E (II), H |∼ / E (III), and H |∼ / ¬E (IV), can be represented in terms of imprecise assessments on E|H (Table 1 ). In this paper Table 1 : Probabilistic interpretations of defaults (types I and II) and negated defaults (types III and IV), and their respective (imprecise) assessments I on a conditional event E|H.
a knowledge base K is defined as a (non-empty) finite sequence of defaults and negated defaults.
. . , C m |D m ) and
[0, 1[ on F K . Thus, we define our probabilistic representation of the knowledge base K by the corresponding pair (F K , I K ). We now define the notion of p-consistency of a given knowledge base in terms of g-coherence.
Definition 9. A knowledge base K is p-consistent if and only if the imprecise assessment I K on F K is g-coherent.
By coherence, any (non-empty) sub-sequence S of a p-consistent knowledge base K is also a p-consistent knowledge base. We define the notion of p-entailment of a (negated) default from a p-consistent knowledge base in terms of coherent extension of a g-coherent assessment.
. Then, for every precise coherent assessment P ∈ I S on F S , if the extension (P, z) on (F S , B|A) is coherent, then z = 1 (resp., z = 1). Let P ′ ∈ I K be a coherent precise assessment on F K . For reductio ad absurdum we assume that the extension (P ′ , z) on (F K , B|A) is coherent with z ∈ [0, 1[ (resp., z = 1). Then, the sub-assessment (P, z) of (P ′ , z) on (F S , B|A) is coherent with z ∈ [0, 1[ (resp., z = 1): this contradicts
A similar approach has been developed in [6, Definition 26] . We observe that if the knowledge base K consists of defaults only, then definitions 9 and 10 coincide with the notion of p-consistency and p-entailment, respectively, investigated from a coherence perspective in [12] (see also [4, 13] ). Moreover, p-entailment of the well known inference rules of the nonmonotonic System P has been studied in this context (e.g., [6, 10] , see also [2, 7] ).
Remark 2. By Table 1 the probabilistic interpretation of
. Definitions 9 and 10 can be rewritten accordingly. 
Then, we have (see also [6, 9] 
4 Weak Transitivity: Propagation of probability bounds
In this section we compute the interval [z ′ , z ′′ ] of the coherent extensions z = p(C|A) of any coherent assessment (x, y, t) ∈ [0, 1] 3 on (C|B, B|A, A|A ∨ B) to C|A, by applying the Algorithm 2 given in [3] . The algorithm's outputs p 0 and p 0 will be denoted by z ′ and z ′′ , respectively.
Remark 3. Let A, B, C be logically independent events. It can be proved that the assessment (x, y, t) on F = (C|B, B|A, A|A ∨ B) is coherent for every (x, y, t)
Computation of the lower probability bound z ′ on C|A Input: n = 3,
Step 0. The constituents associated with (F n , E n+1 |H n+1 ) = (C|B, B|A, A|(A ∨ B), C|A) and contained in
For proving total coherence of I on F (resp., F ′ ) it is sufficient to check that the assessment {0, 1} 3 on F (resp., F ′ ) is totally coherent ( [11, Theorem 7] ), i.e, each of the eight vertices of the unit cube is coherent. Coherence can be checked, for example, by applying Algorithm 1 of [11] or by the CkC-package [1] .
AB¬C , C 3 = A¬BC , C 4 = A¬B¬C , C 5 = ¬ABC , and C 6 = ¬AB¬C. We construct the following starting system with unknowns λ 1 , . . . , λ 6 , z = p n+1 :
(2)
Step 1. We set z = 0 in System (2) and obtain
As (x, y, t) ∈ [0, 1] 3 , we observe that: yt ≥ 0, t(1 − t) ≥ 0, and x(yt + 1 − t) ≥ 0. Thus, System (3) is solvable if and only if xyt (3) is not solvable and-according to the algorithm-we proceed to Step 2. In Case (ii), System (3) is solvable and we go to Step 3. Case (i). We take Step 2 and consider the following linear programming problem: Compute z ′ = min(λ 1 + λ 3 ) subject to:
As t(1 − x + xy) > 1 − x ≥ 0, it holds that t > 0. In this case, the constraints in (4) can be rewritten in the following way
As t(1−x+xy) > 1−x ≥ 0, it holds that xy−(1−x)(1−t)/t > 0. Thus, we obtain the minimum of (λ 1 + λ 3 ) subject to (5) at (λ
Case (ii). We take Step 3 of the algorithm. We denote by Λ and S the vector of unknowns (λ 1 , . . . , λ 6 ) and the set of solution of System (3), respectively. By recalling the conditioning events H 1 = B, H 2 = H 4 = A, H 3 = A ∨ B, we consider the following linear functions and their maxima in S:
From System (3), we obtain: Step 0. The constituents associated with (B|A, C|A), contained in A, are C 1 = ABC, C 2 = AB¬C, C 3 = A¬BC, C 4 = A¬B¬C. The starting system is
(2 nd ) Step 1. We set z = 0 in System (7) and obtain
As y ∈ [0, 1], System (8) is always solvable. Thus, we go to the following: (2 nd ) Step 3. We denote by Λ and S the vector of unknowns (λ 1 , . . . , λ 4 ) and the set of solution of System (8), respectively. By recalling the conditioning events H 2 = A and H 4 = A, we consider the following linear functions Φ i (Λ):
We are in case 1 of Step 3 of the algorithm; then the procedure stops and yields z ′ = 0 as output. To summarize, for any (x, y, t) ∈ [0, 1] 3 on (C|B, B|A, A|(A ∨ B)), we have computed the coherent lower bound z ′ on C|A. In particular, if t = 0, then z ′ = 0. Moreover, if t > 0 and
Computation of the upper probability bound z ′′ on C|A. Input and Step 0 are the same as in the proof of z ′ . Step 1. We set z = 1 in System (2) and obtain
As (x, y, t) ∈ [0, 1] 3 , we observe that: yt ≥ 0, t(1 − y) ≥ 0, and (1 − x)[1 − t(1 − y)] ≥ 0. Thus, System (9) is solvable if and only if x + xyt − xt − yt ≥ 0, i.e., t(x + y − xy) ≤ x. We distinguish two cases: (i) x + xyt − xt − yt < 0; (ii) x + xyt − xt − yt ≥ 0. In Case (i), System (9) is not solvable and-according to the algorithm-we proceed to Step 2. In Case (ii), System (9) is solvable and we go to Step 3.
Case (i). We take Step 2 and consider the following linear programming problem: Compute z ′′ = max(λ 1 + λ 3 ), subject to the constraints in (4). As x + xyt − xt − yt < 0, that is t(x + y − xy) > x ≥ 0, it holds that t > 0. In this case, the constraints in (4) can be rewritten as in (5) . Since x + xyt − xt − yt < 0, it holds that x + xyt − xt < yt ≤ y. Thus, we obtain the maximum of (λ 1 + λ 3 ) subject to (5) 
The procedure stops and yields the following output : z ′′ = 1 − y − x + xy + x/t = (1 − x)(1 − y) + x/t. Case (ii). We take Step 3 of the algorithm. We denote by Λ and S the vector of unknowns (λ 1 , . . . , λ 6 ) and the set of solution of System (9), respectively. We consider the functions given in (6) . From System (9), we obtain Step 0. This is the same as the (2 nd )
Step 0 in the proof of z ′ . (2 nd ) Step 1. We set z = 1 in System (2) and obtain
As y ∈ [0, 1], System (10) is always solvable. Thus, we go to the following: (2 nd )
Step 3. Like in (the 2 nd )
Step 3 of the proof of z ′ , we obtain M 4 = 1. Thus, the procedure stops and yields z ′′ = 1 as output. To summarize, for any assessment (x, y, t) ∈ [0, 1] 3 on (C|B, B|A, A|(A ∨ B)), we have computed the coherent upper probability bound z ′′ on C|A. In particular, if t = 0, then z ′′ = 1. Moreover, if t > 0 and t(
This concludes the proof of the following: Theorem 3. Let A, B, C be three logically independent events and (x, y, t) ∈ [0, 1] 3 be a (coherent) assessment on the family C|B, B|A, A|(A ∨ B) . Then, the extension z = P (C|A) is coherent if and only if z ∈ [z ′ , z ′′ ], where
Weak transitivity involving (negated) defaults
By Remark 3, the p-consistent knowledge base (B | ∼ C, A |∼ B) neither p-entails A |∼ C nor p-entails A | ∼ / C. This will be denoted by (
Proof. By Remark 3, the knowledge base K = (B | ∼ C, A | ∼ B, A ∨ B | ∼ / ¬A) is p-consistent. Based on Remark 2, we set I K = {1} × {1} × ]0, 1] and F K = C|B, B|A, A|(A∨B) . Let P be any precise coherent assessment on F K such that P ∈ I K , i.e., P = (1, 1, t), with t ∈]0, 1]. From Theorem 3, the interval of coherent extensions from P on F K to C|A is [z ′ P , z ′′ P ] = [1, 1] . Then, by Equation (1), the set of coherent extensions to C|A from
Proof. By Remark 3, the knowledge base
. Let P be any precise coherent assessment on F K such that P ∈ I K , i.e., P = (1, y, t), with y ∈]0, 1] and t ∈]0, 1]. From Theorem 3, the interval of coherent extensions from P on
Then, by Equation (1), the set of coherent extensions to C|A from I K on F K is P∈IK [z ′ P , z , where the binary relation ⊆ denotes the well-known Goodman and Nguyen inclusion relation between conditional events (e.g., [12] ). Coherence requires that p(A|B) ≤ p(A|(A ∨ B)). Let P be any precise coherent assessment on F K such that P ∈ I K , i.e., P = (1, 1, w), with w ∈ ]0, 1]. Thus, for any coherent extension P ′ = (1, 1, w, t) of P on (F K , A|(A ∨ B)), it holds that 0 < w ≤ t. Then, K ′ = (B | ∼ C, A | ∼ B, B | ∼ / ¬A, A ∨ B | ∼ / ¬A) is p-consistent. Thus, by Theorem 4, K ′ |= p A | ∼ C. Then, for every coherent extension P ′′ = (1, 1, w, t, z) of P ′ on (F K ′ , C|A) it holds that z = 1. By reductio ad absurdum, if for some z < 1 the extension (1, 1, w, z) on (F K , C|A) of P ∈ I K on F K were coherent, thenwith 0 < w ≤ t and z < 1-the assessment (1, 1, w, t, z) on (F K ′ , C|A) would be coherent, which contradicts the conclusion z = 1 above. Thus, for every coherent extension (1, 1, w, z) of P ∈ I K on (F K , C|A) it holds that z = 1. 
Concluding remarks
Our definition of negated defaults, based on imprecise probabilities (Sect. 3), can be seen as an instance of the wide-scope reading of the negation of a conditional. It offers an interesting alternative to the narrow-scope reading, where a conditional is negated by negating its consequent [15] . Moreover, we note that
