Abstract. For 2-variable weighted shifts W (α,β) ≡ (T1, T2) we study the invariance of (joint) khyponormality under the action (h,
Introduction
Given a pair T ≡ (T 1 , T 2 ) of commuting subnormal Hilbert space operators, the Lifting Problem for Commuting Subnormals (LPCS) calls for necessary and sufficient conditions for the existence of a commuting pair N ≡ (N 1 , N 2 ) of normal extensions of T 1 and T 2 . In previous work ([CLY1] , [CLY2] , [CLY3] , [CLY4] , [CuYo1] , [CuYo2] , [CuYo3] ) we have studied the relevance of (joint) khyponormality to LPCS. In particular, one asks to what extent the existence of liftings for the powers T (h,ℓ) ≡ (T h 1 , T ℓ 2 ) (h, ℓ ≥ 1) can guarantee a lifting for T. For the class of 2-variable weighted shifts W (α,β) , it is often the case that the powers are less complex than the initial pair; thus it becomes especially significant to unravel the invariance of k-hyponormality under the action (h, ℓ) → W (h,ℓ) (α,β) (h, ℓ ≥ 1). Our aim in this paper is to shed new light on some of the intricacies associated with LPCS and k-hyponormality for powers of commuting subnormals. To describe our results we need some notation; we further expand on our terminology and basic results in Section 2. We use H 0 (resp. H ∞ ) to denote the set of commuting pairs of subnormal operators (resp. subnormal pairs) on Hilbert space. For k ≥ 1, we let H k denote the class of k-hyponormal pairs in H 0 . Clearly, H ∞ ⊆ · · · ⊆ H k ⊆ · · · ⊆ H 2 ⊆ H 1 ⊆ H 0 . The main results in [CuYo1] and [CLY1] show that these inclusions are all proper. In our previous research we have shown that detecting these proper inclusions can be done within classes of 2-variable weighted shifts with relatively simple weight structure, as we now describe.
For a sequence α ≡ {α k } ∞ k=0 ∈ ℓ ∞ (Z + ) of positive numbers, we let W α ≡ shift (α 0 , α 1 , · · · ) denote the unilateral weighted shift on ℓ 2 (Z + ) given by W α e k := α k e k+1 (k ≥ 0). We also let U + := shift (1, 1, · · · ) (the (unweighted) unilateral shift), and for 0 < a < 1 we let S a := shift (a, 1, 1, · · · ). Multivariable weighted shifts are defined in an analogous manner. For instance, on ℓ 2 (Z 2 + ) we let W (α,β) ≡ (T 1 , T 2 ) denote the 2-variable weighted shift associated with weight sequences α and β, defined by T 1 e k := α k e k+ε 1 and T 2 e k := β k e k+ε 2 (k ∈ Z 2 + ). For an arbitrary 2-variable weighted shift W (α,β) , we let M i (resp. N j ) be the subspace of ℓ 2 (Z 2 + ) which is spanned by the canonical orthonormal basis associated to indices k = (k 1 , k 2 ) with k 1 ≥ 0 and k 2 ≥ i (resp. k 1 ≥ j and k 2 ≥ 0). We will often write M 1 simply as M and N 1 as N . The core c(W (α,β) ) of W (α,β) is the restriction of W (α,β) to the invariant subspace M N . A 2-variable weighted shift W (α,β) is said to be of tensor form if it is of the form (I ⊗ W α , W β ⊗ I). The class of all 2-variable weighted shifts W (α,β) ∈ H 0 whose core is of tensor form will be denoted by T C; in symbols, T C := {W (α,β) ∈ H 0 : c(W (α,β) ) is of tensor form}.
We now consider the class S := {W (α,β) ∈ H 0 : α (k 1 ,0) = α (k 1 +1,0) and β (0,k 2 ) = β (0,k 2 +1) for some k 1 ≥ 1 and k 2 ≥ 1} and we let S 1 := S ∩ H 1 . From propagation phenomena for 1-and 2-variable weighted shifts (see [CuYo2] , [CLY4] ), we observe that, without loss of generality, we can always assume that the restrictions of each W (α,β) ∈ S 1 to the invariant subspace M (resp. N ) is of the form (I ⊗ S a , U + ⊗ I) (resp. (I ⊗ U + , S b ⊗ I)); cf. Figure 3 (i). In particular, the core c(W (α,β) ) of a 2-variable weighted shift in S 1 is always the doubly commuting pair (I ⊗ U + , U + ⊗ I); as a result, W (α,β) ∈ T C. Observe also that if W (α,β) ∈ S 1 , then W (α,β) is completely determined by the three parameters x := α (0,0) , y := β (0,0) and a := α (0,1) . Thus we shall often denote a 2-variable weighted shift W (α,β) ∈ S 1 by x, y, a .
Between S 1 and T C there is a class that provides significant information about LPCS, and we now define it. Let A := {W (α,β) ∈ T C : c(W (α,β) ) is 1-atomic}. Clearly S 1 A T C. In [CLY3] we solved LPCS within the class T C, and in particular we gave a simple test for subnormality within A.
To prove that the k-hyponormality of all powers need not guarantee the k-hyponormality of the initial pair, we build an example that uses weights related to those of the Bergman shift. The reader will recall that the moment matrix associated with the Bergman shift is the classical Hilbert matrix. Thus to deal with our situation we need to describe positivity and the calculation of determinants for generalized Hilbert matrices; we do this in Theorem 3.1. Although Section 3 has intrinsic and independent value since it deals with matrices that arise in various contexts, the main reason for including it here is that it contributes a basic tool for producing some of the examples in subsequent sections.
It is well known that for a general operator T on Hilbert space, the hyponormality of T does not imply the hyponormality of T 2 [Hal] . However, for a unilateral weighted shift W α , the hyponormality of W α (detected by the condition α j ≤ α j+1 for all j ≥ 0) does imply the hyponormality of every power W n α (n ≥ 2). It is also well known that the subnormality of T implies the subnormality of T n (all n ≥ 2), but the converse implication is not true, even if T is a unilateral weighted shift [Sta] . Since k-hyponormality lies between hyponormality and subnormality, it is then natural to consider Problem 1.1. Let T be an operator and let k ≥ 2. (i) Does the k-hyponormality of T imply the k-hyponormality of T 2 ? (ii) Does the k-hyponormality of T 2 imply the k-hyponormality of T ?
In Section 5 we establish that subclasses of the class H k (k ≥ 1) are often invariant under powers. Concretely, we prove that there exists a rich collection of 2-variable weighted shifts W (α,β) ∈ H 2 such that W (2,1) (α,β) ∈ H 2 (Theorem 5.4). Conversely, we can ask
In Theorem 4.8 we answer Problem 1.3 in the negative; that is, for each k ≥ 1 we build a 2-variable weighted shift W (α,β) ∈ H 0 \ H k such that W (h,ℓ) (α,β) ∈ H k (all h ≥ 2 and ℓ ≥ 1). Next, for k = 1, 2, we find a computable necessary condition for the k-hyponormality of W (α,β) to remain invariant under all powers (Theorem 5.1). We then show that this necessary conditions is not sufficient (Remark 5.3(ii) ).
Section 6 is devoted to the study of the class S 1 . We show that for x, y, a ∈ S 1 , all powers x, y, a (h,ℓ) are hyponormal (Theorem 6.6). Moreover, a shift x, y, a ∈ S 1 is 2-hyponormal if and only if it is subnormal.
As we mentioned before, for single operators it is an open problem whether the 2-hyponormality of T implies the 2-hyponormality of T 2 . Although this problem is intimately related to Theorem 5.4, we observe that the latter does not provide an answer to Problem 1.1 when k = 2, since our pairs consist of commuting subnormal operators. Problem 1.2 is a special case of a much more general problem, that of determining necessary and sufficient conditions for the weak k-hyponormality of a commuting pair. We say that a pair
To verify that T is weakly k-hyponormality is highly nontrivial. Thus Problems 1.2 and 1.3 can be regarded as suitably multivariable analogues of [Shi, Question 33] : If T is a hyponormal unilateral shift and if p is a polynomial, must p(T ) be hyponormal? If T is subnormal, the answer is clearly yes, but we note that polynomial hyponormality is strictly weaker than subnormality, as proved in [CuPu] .
Acknowledgement. Most of the examples and several proofs in this paper were obtained using calculations with the software tool Mathematica [Wol] .
Notation and Preliminaries
Let H be a complex Hilbert space and let B(H) denote the algebra of bounded linear operators on
is positive on the direct sum of n copies of H (cf. [Ath] , [CMX] ). The n-tuple T is said to be normal if T is commuting and each T i is normal, and T is subnormal if T is the restriction of a normal n-tuple to a common invariant subspace. For k ≥ 1, a commuting pair
Clearly, normal ⇒ subnormal ⇒ k-hyponormal. The Bram-Halmos criterion states that an operator T ∈ B(H) is subnormal if and only if the k-tuple (T, T 2 , · · · , T k ) is hyponormal for all k ≥ 1. For α ≡ {α n } ∞ n=0 a bounded sequence of positive real numbers (called weights), let W α : ℓ 2 (Z + ) → ℓ 2 (Z + ) be the associated unilateral weighted shift, defined by W α e n := α n e n+1 (all n ≥ 0), where {e n } ∞ n=0 is the canonical orthonormal basis in ℓ 2 (Z + ). The moments of α are given as
It is easy to see that W α is never normal, and that it is hyponormal if and only if 
T 2 e k := β k e k+ε 2 , where ε 1 := (1, 0) and ε 2 := (0, 1). Clearly,
In an entirely similar way one can define multivariable weighted shifts. Trivially, a pair of unilateral weighted shifts W a and W β gives rise to a 2-variable weighted shift
In this case, W (α,β) is subnormal (resp. hyponormal) if and only if so are T 1 and T 2 ; in fact, under the canonical identification of ℓ 2 (Z 2 + ) with ℓ 2 (Z + ) ℓ 2 (Z + ), we have T 1 ∼ = I W a and T 2 ∼ = W β I, and W (α,β) is also doubly commuting. For this reason, we do not focus attention on shifts of this type, and use them only when the above mentioned triviality is desirable or needed.
Given k ∈ Z 2 + , the moment of (α, β) of order k is
, if k 1 ≥ 1 and k 2 ≥ 1. We remark that, due to the commutativity condition (2.1), γ k can be computed using any nondecreasing path from (0, 0) to (k 1 , k 2 ).
We now recall a well known characterization of subnormality for multivariable weighted shifts [JeLu] , which in the single variable case is due to C. Berger (cf. [Con, III.8.16] ) and was independently established by R. Gellar and L.J. Wallen [GeWa] : W (α,β) admits a commuting normal extension if and only if there is a probability measure µ (which we call the Berger measure of W (α,β) ) defined on the 2-dimensional rectangle
2 dµ(t), for all k ∈ Z 2 + . Observe that U + and S a are subnormal, with Berger measures δ 1 and (1 − a 2 )δ 0 + a 2 δ 1 , respectively, where δ p denotes the point-mass probability measure with support the singleton set {p}. Also, a 2-variable weighted shift W (α,β) ∈ S 1 has a core with Berger measure
where
Proof. Consider the (k + 1) × (k + 1) matrix
Let us first subtract the (k + 1)-st row from each row above it. The entry in the j-th column of the i-th row becomes
The new (k + 1) × (k + 1) matrix is
, we observe that one can factor out (k − (i − 1))h from the i-th row (1 ≤ i < k) and
Next, let us subtract the last column from each of the preceding columns in the (k + 1)
As we have done before, let us factor out (k − (j − 1))h from the j-th column (1 ≤ j ≤ k) and
Then we have
is now a k × k matrix. Continuing in this way we have
In general, we see that det A k (x, h) can be expressed in terms of det A k−ℓ−1 (f ℓ+1 , h), where
Thus, by direct calculation we have
where g(h, k) is given by (3.1) and
On the other hand, careful inspection of the recursive definition of f k (cf. (3.4), (3.5)) and of the formula for f (x, h, k) (see (3.2)) shows that f k = f (x, h, k) (all x, h > 0 and k ≥ 1). The proof is now complete.
Proof. We consider two cases.
and observe, using (3.1), that
Remark 3.3. As we have mentioned before, the matrix A k (1, 1) is the classical Hilbert matrix. Specializing the above results to the case x = h = 1 in Theorem 3.1, we obtain
We now use (3.3) and we recover the classical identity
Theorem 3.4. Assume x > 0 and h, k ≥ 1. The following statements are equivalent.
For a general operator T on Hilbert space, it is well known that the subnormality of T implies the subnormality of T m (m ≥ 2). The converse implication, however, is false; in fact, the subnormality of all powers T m (m ≥ 2) does not necessarily imply the subnormality of T , even if T is a unilateral weighted shift [Sta, p. 378] . Consider for instance W α ≡ shift (a, b, 1, 1, · · · ) where 0 < a < b < 1. Clearly W α is not 2-hyponormal (and therefore not subnormal), but W m α is subnormal for all m ≥ 2. Thus it is indeed possible for a weighted shift
In the multivariable case, the standard assumption on a pair T ≡ (T 1 , T 2 ) is that each component T i is subnormal (i = 1, 2). With this in mind, comparing the k-hyponormality of a 2-variable weighted shift W (α,β) ∈ H 0 to the k-hyponormality of its powers W (h,ℓ) (α,β) is highly nontrivial. In [CLY2] we first considered this problem, for the case of 1-hyponormality. Specifically, if we let W (α,β) denote the 2-variable weighted shift whose weight diagram is given in Figure 2 is hyponormal if and only if 0 < a < a int and h 1 (a) < y ≤ h 21 (a).
In this section we extend the above mentioned result to k-hyponormality (for arbitrary k ≥ 2) and we also give a negative answer to Problem 1.3. Our main result, Theorem 4.8, gives necessary and sufficient conditions for W (α,β) as above to have the property
To study k-hyponormality of multivariable weighted shifts, we first recall that, in one variable, the n-th power of a weighted shift is unitarily equivalent to the direct sum of n weighted shifts. Something similar happens in two variables, as we will see in the proof of Theorem 4.8 below. First, we need some terminology.
Let H ≡ ℓ 2 (Z + ) = 
We now introduce a key family of examples. Given 0 < κ < 1, we let x ≡ {x n } ∞ n=0 be given by
, if n ≥ 1.
(4.2)
It is easy to see that W x ≡ shift (x 0 , x 1 , x 2 , · · · ) is subnormal, with Berger measure supported in [0, 1] and given by
Consider now the 2-variable weighted shift given in Figure 2 (i), where W x ≡ shift (x 0 , x 1 , x 2 , · · · ) and y := κ.
, 0 < κ < 1, x n as in (4.2) and y := κ, let W (α,β) ≡ (T 1 , T 2 ) be the 2-variable weighted shift given by Figure 2 
Then (i) T 1 and T 2 are subnormal; , respectively. We now recall that, by (3.6),
Using mathematical induction we can see that
in Theorem 3.4, then for h ≥ 1 and k ≥ 1,
. 
since the next-to-the-last expression is a decreasing function of h on the interval [1, +∞). We
Corollary 4.5. For h ≥ 1 and k ≥ 1,
Proof. From Lemma 4.4 we know that b(k, h) ≤ b(k, 1). Thus it suffices to establish in (4.5). A direct calculation using (4.3) shows that F
, and from (4.4) we know that
Remark 4.6. From Lemma 4.4 and Corollary 4.5 we see at once that for h ≥ 1 and k ≥ 1, the following statements are equivalent: We are now ready to prove our main result of this section. .2)). Then given k, ℓ ≥ 1 and h ≥ 2,
Proof. From Lemma 7.2, we recall that a 2-variable weighted shift W (α,β) is k-hyponormal if and only if
Observe that H (m,n) reduces T h 1 and T ℓ 2 . Thus if a 2-variable weighted shift W (α,β) is given as in Figure 2 (i), then for h, ℓ ≥ 1, we can write
Clearly, W α(h:i) = 1, and the Berger measure of W α(h:i) has an atom at 1, so by Lemma 7.4 we see
Observe that the second summand is clearly subnormal; thus, for h, ℓ ≥ 1, the k-hyponormality of (T h 1 , T ℓ 2 ) is equivalent to the k-hyponormality of the first summand, (
We consider two cases. Case 1: k = 1. To check hyponormality, by Lemma 7.1 and Lemma 7.4 it suffices to apply the Six-point Test at k = (0, 0). A direct calculation shows that
(cf. Lemma 4.7). Therefore, for all h, ℓ ≥ 1, we have
Since G(h) is an increasing function, we see that if
To check the k-hyponormality of (W α(h:0) ⊕ (I ⊗ S 1 2 ), T 2 | H (0,0) ), we observe that it suffices to apply Lemma 7.2(ii) at k = (0, 0). Now, the moments associated with (W α(h:0) 
By direct computation (i.e., interchanging rows and columns, discarding some redundant rows and columns, and multiplying by 2 κ 2 in the moment matrix of (W α(h:0) ⊕ (I ⊗ S 1 2 ), T 2 | H (0,0) )), we see that for 0 < κ < 1 and h, ℓ ≥ 1, k+3)h+1 
.
Note that det 1 1 1 2 > 0, and let
Then we have
and A k (x, h) is as in Theorem 3.1. Thus, after we apply Smul'jan Lemma (Lemma 7.6) to L k (κ, h), we show that for 0 < κ < 1 and
(4.8)
From Remark 4.6(ii), for k, h ≥ 2, we recall that
(4.9) By Theorem 4.2(iii),
Now, Remark 4.3(i) and Theorem 3.4 imply that for h ≥ 1 and k ≥ 2,
Thus, by (4.8) and (4.11), we have that for h, ℓ ≥ 1,
Therefore, by (4.8), (4.9), (4.10), (4.11) and (4.12), for ℓ ≥ 1 and h, k ≥ 2, we have
As an application of (4.12) we can establish that lim k b(k, h) exists. Recall that W (α,β) ∈ H k+1 ⇒ W (α,β) ∈ H k , so that from (4.12) we see that for each fixed h ≥ 1, b(k, h) must be a nondecreasing function of k, and therefore
(ii) We believe it is nontrivial to show that for h ≥ 1, lim k→∞ b(k, h) = 1. We now provide an operator-theoretic proof of this fact. By (4.10) and (4.12), for k ≥ 2, we have
) is a nondecreasing function of k, and lim k→∞ b(k, h) = b(h) ≤ 1, we easily see that
(4.14)
We now let M 1 (0, 0) denote the subspace of H (0,0) spanned by canonical orthonormal basis vectors
Thus, by Lemma 7.3 and a direct calculation, we see that
From (4.14) and (4.15) we see at once that b(h) = 1, as desired. (ii) for h, ℓ ≥ 1,
= 8h 4 + 24h 3 + 26h 2 + 12h + 2 8h 4 + 36h 3 + 39h 2 + 18h + 3 .
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Hyponormal Invariance Under Powers in the Class A
In this section we study a large class C of nontrivial pairs of commuting subnormals such that
The class C is a subclass of the class A, and it consists of 2-variable weighted shifts whose weight diagrams are given in Figure 2(i) . Motivated by the necessary condition for LPCS found in [CuYo2] (see Lemma 7.5), we observe that the Berger measure ξ x of the unilateral weighted shift W x ≡ shift (α 00 , α 10 , · · · ) admits a unique decomposition as ξ x ≡ pδ 0 + qδ 1 + (1 − p − q)ρ, where 0 < p, q < 1, p + q ≤ 1, and ρ a probability measure with ρ({0, 1}) = 0. As a result, a 2-variable weighted shift W (α,β) ∈ C can be parameterized as W (α,β) ≡ p, q, ρ, y, a , with 0 < a, y ≤ 1. In Theorem 5.1 below we characterize the shifts W (α,β) which remain hyponormal, 2-hyponormal or subnormal under the action (h, ℓ) → W (h,ℓ) (α,β) (h, ℓ ≥ 1). Theorem 5.1. Let W (α,β) ≡ p, q, ρ, y, a ∈ C be the 2-variable weighted shift whose weight diagram is given in Figure 2 (i). The following assertions hold.
We need an auxiliary lemma, of independent interest. Lemma 5.2. Let W x be a subnormal unilateral weighted shift, with Berger measure ξ x ≡ pδ 0 + qδ 1 + [1 − (p + q)]ρ, and recall that γ n is the n-th moment of ξ x , that is, γ n = s n dξ x (s) (n ≥ 0). Then lim n→∞ γ n = q.
Proof. For n ≥ 0, let f n (s) := s n (0 ≤ s ≤ 1). Consider the sequence of nonnegative functions {f n } n≥0 . Clearly f n ց χ {1} pointwise, and |f n | ≤ 1 (all n ≥ 0). By the Lebesgue Dominated Convergence Theorem, we have
as desired.
Proof of Theorem 5.1. For fixed h, ℓ ≥ 1, 0 ≤ m ≤ h − 1 and 0 ≤ n ≤ ℓ − 1, we recall that
, we refer to the weight diagram in Figure 2 (ii). In the decomposition ξ x ≡ pδ 0 + qδ 1 + [1 − (p + q)]ρ, we may assume, without loss of generality, that q < 1; for, the condition q = 1 and hyponormality immediately imply the subnormality of W (α,β) .
Given h, ℓ ≥ 1, we consider the moments associated with W (h,ℓ) (α,β) of order k, that is, , it suffices to apply the Six-point Test (Lemma 7.1) to W (h,ℓ) (α,β) at k = (0, 0). We then have
as desired. Observe that the function m 1 satisfies the following properties:
√ q (for all q); and
Thus near the edges of the square the hyponormality of W (h,ℓ) (α,β) for all h and ℓ forces y to be small, while along the parabola q = a 2 the values of y can reach 1.
(ii) From Lemmas 7.4 and 7.2, and the fact that
(α,β) | N 1 ∈ H ∞ , to verify the 2-hyponormality of W (h,ℓ) (α,β) (h, ℓ ≥ 1) it suffices to apply the 15-point Test to W (h,ℓ) (α,β) at k = (0, 0). By direct computation (i.e., interchanging rows and columns, and discarding some redundant rows and columns), it is straightforward to observe that the positivity of the 10 × 10 matrix M (0,0) (2)(W (h,ℓ) (α,β) ) is determined by that of the following 5 × 5 matrix:
Thus the assumption W (h,ℓ) (α,β) ∈ H 2 (all h, ℓ ≥ 1) readily implies that
Since 1is positive and invertible, we can apply Smul'jan Lemma (Lemma 7.6) to P : 
Note that
= 1 and (µ M ) X ext = (1 − a 2 )δ 0 + a 2 δ 1 . We now apply Lemma 7.3 to the 2-variable weighted shift W (α,β) and to the subspace M. It follows that the necessary and sufficient condition for W (α,β) to be subnormal is
or equivalently, (1 − a 2 )y 2 ≤ p a 2 y 2 ≤ q. Thus we have the desired result. The proof of the theorem is now complete.
Remark 5.3. (i) By a direct calculation, we note that
Thus it is always true that min q a 2 ,
(ii) For h ≥ 2 and k, ℓ ≥ 1, the necessary conditions in (i) and (ii) in Theorem 5.1 are not sufficient for power invariance. To show this, we let W (α,β) denote the 2-variable weighted shift whose weight diagram is given in Figure 2 (i), with a = 1 2 and W x is as in (4.2). Furthermore, for given small ε > 0 and h ≥ 1, we let
and lim h→∞ b(k, h) = 0, it is possible to choose κ given in (5.2)). By Theorem 4.8, we note that for h ≥ 2, k = 1, 2 and ℓ ≥ 1,
If we choose κ given in (5.2), then (5.3) is always true. Thus the 2-variable weighted shift W (α,β) given in Figure 2 (i) satisfies the necessary conditions in Theorem 5.1, but for h ≥ 2 and ℓ ≥ 1,
Throughout this section, we have focused on the question of hyponormality for shifts in the class A. We now turn our attention to 2-hyponormality, in the hope of detecting to what extent one can expect invariance under powers in this class. Along the way we will discover that there is a large subclass, S 1 , for which things work extremely well. We will show this in Section 6.
As we saw in Section 4, for a general operator T on Hilbert space and for all m ≥ 2, we know that the k-hyponormality of T m (k ≥ 2) need not imply the k-hyponormality of T . But it is still unknown whether the k-hyponormality of T (k ≥ 2) implies the k-hyponormality of T m (m ≥ 2), even when T is a weighted shift (see Problem 1.1). We now show that there exists a subclass of 2-variable weighted shifts W (α,β) ∈ A for which the 2-hyponormality of W (α,β) does imply the 2-hyponormality of W Proof. This is straightforward from Theorem 5.4(iv).
Remark 5.6. Looking at Theorem 5.4, if seems natural to conjecture that a similar result should work for k-hyponormality (k > 2). That is, perhaps one has W (α,β) ∈ H k =⇒ W (2,1) (α,β) whenever 0 < a ≤ 1 2 .
6. The Class S 1 Is Invariant Under All Powers
In Section 5 we dealt with 2-variable weighted shifts of the form W (α,β) ≡ p, q, ρ, y, a and established some results about hyponormality, 2-hyponormality and subnormality. We now restrict attention to the case ρ = 0, and assume that W (α,β) ∈ H 1 ; that is, W (α,β) ∈ S 1 . Under this assumption, we will now sharpen the hyponormality results. Recall that, without loss of generality, every 2-variable weighted shift W (α,β) ∈ S 1 is completely determined by the three parameters x := α (0,0) , y := β (0,0) and a := α (0,1) ; cf. Figure 3(i) . As before, we shall denote such a shift by x, y, a ; of course, we always assume 0 < x, y, a ≤ 1, and moreover ay ≤ x (since we need to ensure that shift (β 10 , β 11 , β 12 , · · · ) ≡ shift ( First, we wish to obtain a canonical representation for the powers x, y, a (h,ℓ) as an orthogonal direct sum of 2-variable weighted shifts in S 1 . In what follows, we abbreviate the orthogonal direct sums of m copies of a shift x, y, a by m · x, y, a .
