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Abstract
Tight integration is the rule rather than the exception in chemical and energy plants.
Despite the significant economic benefits which result from efficient utilization of en-
ergy/material resources, effective control of plants with such integration becomes chal-
lenging; the network-level dynamics emerging from process interconnections and the
model complexity of such plants limit the effectiveness of decentralized control ap-
proaches traditionally followed in plant-wide control. The development of effective
control methods for complex integrated plants is a challenging, open problem.
This thesis proposes methods to develop effective control strategies for two classes
of process networks. In the first part of the thesis, a class of process networks, in which
slow network-level dynamics is induced by large rates of energy and/or material recycle,
is considered. A graph theoretic algorithm is developed for such complex material
integrated process networks to i) identify the material balance variables evolving in
each time scale, and ii) design hierarchical control structures by classifying potential
manipulated inputs and controlled outputs in each time scale. The application of a
similar algorithm developed for energy integrated networks to representative chemical
iii
iv
processes is also presented.
The second part of the thesis focuses on generic process networks where tight inte-
gration is not necessarily reflected on a segregation of energy and/or material flows. A
method is developed to systematically synthesize control configurations with favorable
structural coupling, using relative degree as a measure of such coupling. Hierarchi-
cal clustering methods are employed to generate a hierarchy of control configurations
ranging from fully decentralized ones to a fully centralized one. An agglomerative hi-
erarchical clustering method is first developed, in which groups of inputs/outputs are
merged successively to form fewer and larger groups that are strongly connected topolog-
ically. Then, a divisive hierarchical clustering method is developed, in which groups of
inputs/outputs are decomposed recursively into smaller groups. The developed methods
are applied to typical chemical process networks.
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CHAPTER 1
Introduction
Control structure design, i.e. the selection and pairing of manipulated inputs and con-
trolled outputs, is a classic problem in control that has received a lot of attention in
the literature (e.g. [1]). In process control in particular, this problem has been studied
extensively in the context of plant-wide control design (e.g. [2]). Examples include:
• heuristic-based approaches whereby the selection and pairing are performed fol-
lowing logical rules [3–5],
• the concept of self-optimizing control for selecting controlled outputs as the basis
for control structure design [6–8],
• the concept of relative gain array (RGA) [9–11] and block RGA [12–14], and
• optimization based approaches using for example economic criteria [15–18].
1
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Process integration has been a key enabler of efficient operation of chemical plants, as
it provides significant economic benefits by minimizing consumption of energy/material
resources. However, such benefits are offered at the expense of several operational
and control challenges: energy/material recycles result in positive feedback, which is
responsible for complex dynamic behavior (e.g. non-minimum phase behavior, chaotic
behavior) [19–27] and slower network-level dynamics [28–32]; disturbances occurring at
one process unit may propagate in the network [33–36]; also there are typically reduced
degrees of freedom available for control due to the tight coupling between units.
Such challenges cannot be effectively overcome through the implementation of fully
decentralized control approaches traditionally followed in plant-wide control [37, 38].
The design of control systems for tightly integrated plants thus has become a major
problem in process control.
1.1 Hierarchical control of tightly integrated process net-
works
Process integration often leads to configurations with energy/material flows of different
orders of magnitude due to the recovery and recycle of large amounts of mass/energy.
The presence of such segregation introduces stiffness and multiple time scale dynamics
in the tightly integrated process networks, and the controllers designed on the basis of
such models are generally ill-conditioned [39]. It is thus necessary to derive non-stiff,
reduced-order models, which describe the dynamics in each time scale, to be used to
design well-conditioned controllers.
To this end, in the previous work in our group [30, 31, 40–42], the mathematical
structure of the dynamic models of several prototype networks with a single recycle
loop was analyzed. It was shown that whenever integration results in large rates of
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recovery and recycle of energy and/or material (compared to the input/output flows), a
natural time-scale hierarchy develops: individual units evolve in a fast time scale (and
are affected by the large internal and recycle flows) and slower network-level dynamics
emerge (which are affected by the small external flows). The underlying dynamic mod-
els, which were shown to exhibit a singularly perturbed form, were used as the basis for
the development of:
• a systematic singular perturbations analysis framework for the derivation of non-
stiff, reduced-order models in each time scale.
• a framework for the selection of possible manipulated inputs for addressing process
unit level control objectives and network level control objectives in the different
layers of the hierarchy.
However, industrial plants rarely involve a single recycle loop. Complex process
networks typically comprise of combinations of the above prototype networks, resulting
in multi-loop integrated configurations (e.g. [43]). Such configurations have the potential
to demonstrate multi-time scale dynamics (rather than two-time scale dynamics as
in the case of the above prototype networks), which may not be apparent by simple
observation. The development of an effective model reduction framework to analyze
such dynamics is an open problem, whose solution is key to developing effective control
strategies.
Although, in principle, a sequential application of singular perturbations can be
adopted to this end (e.g. [41, 44]), this approach becomes cumbersome and time con-
suming with increasing size of process networks. A promising approach to develop a
scalable framework is to utilize the extensive work in graph theory (e.g. [45]). A graph
is a collection of vertices and edges connecting them, which is a natural tool to represent
a wide range of networks such as citation networks [46–49], metabolic networks [50,51],
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and ecological networks [52,53].
In previous work in our group [54], a graph theoretic framework for complex energy
integrated process networks has been developed. A graph formalism, namely energy
flow graph, has been proposed, which captures the energy flow structure (including
the orders of magnitude of the different energy flows) of such networks. Then, such a
formalism has been used as the basis to develop a graph theoretic algorithm to generate
information on:
• the time scales where each unit evolves,
• the form of the reduced order models in each time scale,
• controlled outputs and potential manipulated inputs available in each time scale.
Representative examples of chemical processes will be considered in this thesis, to
illustrate the application of the above framework and develop insights on effective control
strategies for these processes. An extension of this framework will be also considered to
analyze complex material integrated process networks.
1.2 Input/output pairing through community detection
There are numerous process networks where tight integration is not reflected on a seg-
regation of energy/material flows. In such cases, tight integration results in intricate
networks of interconnections via significant (but not necessarily large) energy/material
flows. Such networks can also exhibit emerging network behavior due to interactions
between the constituent units (which is also observed in other fields as documented in
e.g. [55–59]).
Extensive research activity in process control has been devoted to develop control
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approaches that account for such a networked nature in tightly integrated process net-
works [2,16,17,60–66]. Key to the development of such approaches is the identification
of constituent sub-systems within the network that can be effectively controlled and co-
ordinated. Central to this problem is the pairing of manipulated inputs and controlled
outputs, either in the form of single-input single-output controllers (fully decentralized
control configurations) or multivariable ones (block decentralized ones).
This problem is closely related to the problem of identifying communities whose
members interact strongly among them, yet are weakly coupled to the rest of the network
members. Such a problem has been being studied extensively in network theory (e.g.
[67]). Graph partition, i.e. community detection based on graph theory, has also become
an active area of research (e.g. [68]). A typical community detection problem consists
of three main steps:
• to define the community
• to define a quantitative criterion to assess the goodness of a partition
• to develop an algorithmic procedure to identify good partitions
For the problem of the pairing of inputs and outputs, a community can be defined as
a group of inputs and outputs that are strongly connected topologically. One measure of
topological closeness is the concept of relative degree which captures the directness of the
effect of an input on an output, or the physical closeness between the two variables [69].
Then, a good partition can be defined as a partition with small intra-community relative
degrees (i.e. relative degrees between the inputs and the outputs in the same community)
and large inter-community relative degrees (i.e. relative degrees between the inputs and
the outputs of different communities).
Hierarchical clustering has a potential to be adopted in the last step mentioned
1.2 Input/output pairing through community detection 6
above, as it has been a traditional technique to address the community detection prob-
lem [70,71], especially for the cases in which a priori knowledge on the number of com-
munities is not available, which is typically the case for the control structure design.
Hierarchical clustering can be classified into two categories:
• Agglomerative hierarchical clustering is a bottom-up procedure, in which the hi-
erarchy is built by merging two clusters successively, starting with the individual
objects. At each level of clustering, two closest clusters are selected based on a
similarity measure [72] (for the problem of the pairing of inputs and outputs, the
notion of physical closeness, captured by relative degree, can be viewed as a mea-
sure of similarity), and merged. There exist several linkage criteria (e.g. single
linkage, complete linkage) to evaluate the similarity between the new cluster and
the old clusters [71].
• Divisive hierarchical clustering is a top-down procedure, in which the hierarchy is
built by recursively decomposing clusters, starting with a single cluster containing
all the objects. A compactness measure needs to be defined as a function of a
similarity measure. Then, at each level of clustering, the loosest cluster is selected,
and decomposed into more compact clusters.
The above procedures, which are complementary in nature, can be implemented
together to obtain a fully resolved hierarchy of well-separated compact clusters. Thus,
hierarchical clustering has a potential to provide a significant flexibility to the problem
of control structure design. This novel approach to this classic problem will be pursued
in this thesis.
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1.3 Thesis scope and organization
The goal of this thesis is to develop systematic control structure design methods for com-
plex process networks, which are generic and scalable. Specifically, the work presented
in this thesis aims:
• to develop a graph theory based framework to analyze multi-time scale dynamics of
complex integrated process networks, and to design hierarchical control structures
which account for the underlying time scale multiplicity.
• to develop optimization based hierarchical clustering methods to identify groups
of manipulated inputs and controlled outputs that are strongly connected topo-
logically, and are thus block decentralized control configuration candidates.
The rest of the thesis is organized as follows. Chapter 2 illustrates the application
of the graph reduction framework, which was developed previously in our group, to
analyze complex energy integrated process networks. Two different classes of such
networks, which are common in process systems, are considered: reactor-heat exchanger
networks and energy integrated distillation column networks. For representative cases
of such networks, the results from the graph reduction framework are compared with the
analytical, singular perturbations-based reduction, and some insights on the dynamic
structure of such networks, that affect their control, are provided.
In Chapter 3, a graph reduction framework for complex material integrated pro-
cess networks is developed, which identifies the time scales where each process variable
evolves, and the possible manipulated inputs in each time scale. First, a novel graph
formalism, which captures the material flow structure in complex integrated process
networks, is proposed. A graph theoretic algorithm is then developed, which essentially
mimics the steps of the singular perturbations-based analysis and reduction.
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Chapter 4 addresses the control structure design for more general complex integrated
process networks. An integer optimization problem is formulated to identify optimal
fully decentralized control configurations that minimize the overall structural coupling
captured by relative degree. Then, an agglomerative hierarchical clustering procedure
is proposed, which allows identifying groups of inputs and outputs that are strongly
connected topologically.
A divisive hierarchical clustering procedure is developed in Chapter 5. A compact-
ness measure for input/output clusters is defined as a function of relative degree. Then,
an integer nonlinear optimization problem is formulated to decompose a cluster into
smaller, more compact clusters, and the hierarchy of input/output clusters is identified
through its successive application.
Finally, Chapter 6 summarizes the main results of this thesis, and proposes future
research directions.
CHAPTER 2
Hierarchical control of complex energy integrated process networks∗
2.1 Introduction
High energy efficiency has become a critical need in modern chemical plants. Energy
integration has been an active topic of research [74,75], as it enables reduction in external
utility consumption and, thus, provides cost benefits. It involves coupling of heating and
cooling requirements of a plant to transfer energy from an energy source to an energy
sink. However, energy integrated chemical plants are difficult to operate and control,
especially in the context of transitions between different operating points.
In our previous work [31, 76], we have identified two prototype energy integrated
networks, those with large energy recycle compared to the external energy flows, and
those with large energy throughput. The disparate magnitudes of energy flows in such
∗Graph Reduction of Complex Energy-Integrated Networks: Process Systems Applications, Seong-
min Heo, Srinivas Rangarajan, Prodromos Daoutidis, and Sujit S. Jogwar, AIChE Journal, 60(3):995–
1012, 2014 [73]. Copyright c© 2014 American Institute of Chemical Engineers.
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networks were shown to be at the origin of a two-time scale behavior and a segregation
of flows that can be used as manipulated inputs in the different time scales. Exploiting
these features, we developed model reduction methods using singular perturbations
and a hierarchical control strategy wherein different control objectives are addressed in
different time scales.
In practice, complex energy integrated chemical plants consist of combinations of
energy recycle and energy throughput networks, often with large energy flows, thus
showing the potential of multi-time scale energy dynamics [43]. A detailed mathematical
analysis through successive application of singular perturbations can, in principle, be
used to analyze such networks. However, such an analysis becomes cumbersome as the
size of the network increases. To this end, we have proposed a generic and scalable
graph-theoretic framework which can be used to analyze such networks [54, 77]. The
developed framework relies on knowledge of the energy flow structure in the network
and the orders of magnitude of the different energy flows to generate information on
i) the time scales where each unit evolves, ii) the form of the reduced order models in
each time scale, and iii) controlled outputs and potential manipulated inputs available
in each time scale. Such information allows us to develop a hierarchical control strategy
for such networks.
In this chapter, we consider two different classes of such networks which are common
in process systems: reactor-heat exchanger networks and energy integrated distillation
column networks. For representative cases of such networks, we illustrate the application
of the graph reduction method, compare it with the analytical, singular perturbations
based reduction, and identify and discuss insights on the dynamic structure of such
networks that affect their control.
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2.2 Graph reduction for complex energy integrated net-
works
In this section, we describe briefly the main features of the developed graph reduction
framework (for details see [54,77]).
The energy dynamics of a generic complex energy integrated network, which consists
of N units and energy flows, hi, spanning m orders of magnitude, can be described by
the following equations:
dH
dt
=
m−1∑
i=0
1
εi
Figi(H,ui) (2.1)
where the energy flows of different orders of magnitude are indexed by i. εi are small
parameters, which are defined as ratios of nominal steady state flows (εi = h0,s/hi,s),
such that εi  1 and εi+1/εi  1. In the subsequent analyses, we assume ε0 to be
equal to 1. H is the vector of enthalpy of the N process units, gi are vectors with
contributions from the energy flows of O(1/εi), and Fi are the corresponding selector
matrices such that Fi(j, k) = 1 if the energy balance equation of the unit k includes the
j-th element of gi and 0 otherwise. ui represent scaled energy flows that can be used
as manipulated variables.
Note that Eq. (2.1) is a singularly perturbed system with multiple small parameters.
Model reduction can be performed sequentially by considering each time scale τi = t/εi
(starting from the fastest) and setting the small parameter εi to 0, to obtain reduced
models of the slow and fast dynamics in this time scale. For each time scale τi, the
description of the dynamics can be obtained in the limit εi → 0 as:
dHi
dτi
= (FTi Fi)gˆi(Hiui)
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where Hi = F
T
i H represent the unit enthalpies evolving in the time scale τi, and gˆi
represents the correspondingly adjusted vector. Quasi-steady state constraints for the
time scale τi can be identified as gˆi(Hi,ui) = 0. Differentiating these constraints with
respect to time, we obtain:
0 =
∂gˆi
∂t
=
∂gˆi
∂Hi
dHi
dt
If the constraints are linearly independent, the matrix ∂gˆi/∂Hi is nonsingular, and
we get dHi/dt = 0. This implies that the enthalpies Hi evolve only in the time scale τi,
and not in slower ones. If the constraints are linearly dependent, the matrix ∂gˆi/∂Hi
becomes singular, and the i-th time scale dynamics of Hi are accompanied by a slower
evolution in subsequent time scales. The model of the slower dynamics in this case is
an index two differential algebraic equation (DAE) system with the dynamic equations
being the differential equations, the quasi-steady state constraints being the algebraic
equations, and the limiting terms limεi→0 g˜i/εi being the algebraic variables, where g˜i
represents the linearly independent subset of the quasi-steady state constraints. Large
throughputs, splitting, and mixing structures give rise to linearly independent con-
straints [76], whereas large recycles give rise to linearly dependent constraints [31].
The above reduction can be performed in a graph-theoretic framework. The energy
flow structures of complex energy integrated process networks can be represented as
energy flow graphs with nodes corresponding to the individual units of the networks, and
directed and weighted edges corresponding to the energy flows. In this setting, energy
recycles and throughputs are energy flow cycles and energy flow paths, respectively.
Energy flows with different orders of magnitude can be distinguished by using lines of
different thickness (corresponding to different edge weights) in such graphs. Also, we use
nodes with solid borders to represent normal nodes (i.e. nodes for the process units),
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(a) Recycle
(b) Throughput
Figure 2.1: Composite units for prototype networks
and nodes with dashed borders to represent auxiliary nodes (i.e. nodes for external
energy sources/sinks).
Figure 2.1a shows an energy flow graph for a large recycle network. Such networks
can be equivalently represented as a single composite node R. Figure 2.1b shows an
energy flow graph of a network with large energy throughput. The units in such net-
works can be clustered to form a single composite node T . Such clustering reduces
the complexity in the representation of the networks and facilitates graph reduction.
In the following sections, networks with large energy recycle and networks with large
energy throughput will be referred to as prototype recycle and prototype throughput,
respectively.
The algorithm for the graph-theoretic analysis is provided below.
ComplexNetworkAnalysis(G,W )
1: Sort W in descending order
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2: for i = 1 to Size(W)=m do
3: µ = W[i]
4: gµ(uµ) = h1,s × Ebalance(G, µ);
5: Hµ = InducedSubgraph(G, µ)
6: T (τµ) = nodes ∈ Hµ
7: for each node N ∈ Hµ do
8: if N is a composite node then
9: add
∑
N [k] to Y(τµ)
10: else
11: add N to Y(τµ)
12: end if
13: end for
14: U(τµ) = Edges in Hµ
15: C = SmallestElementaryCycle(Hµ)
16: while C 6= φ do
17: GraphReduce(G,C,µ)
18: GraphReduce (Hµ,C,µ)
19: C = SmallestElementaryCycle(Hµ)
20: end while
21: if size(RecycleTimes) 6= 0 then
22: DAEµ = Cµ−Bµ−zµ−
23: Constraintµ = g˜µ−(uµ−)
24: if size(RecycleTimes) > 1 then
25: AddConstraintsµ =
∑size(RecycleT imes)
j=1 DAEj
26: end if
27: end if
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28: if degree(N) = 0 for any node N ∈ Hµ then
29: Add τµ to RecycleTimes
30: Add Nj to PureRecycles
31: All but 1 out of Nj should be controlled in this time scale
32: end if
33: if degree(N) 6= 0 for all nodes N ∈ Hµ then
34: Clear RecycleTimes, PureRecycles
35: end if
36: for all node N ∈ Hµ such that degree(N) 6= 0 do
37: if N is a composite node then
38: Remove N [k] from PureRecycles
39: end if
40: Remove N from G
41: end for
42: end for
43: Energy balance equations are
44:
dH
dt
=
W [m]∑
µ=W [1]
1
εµ
gµ(H,uµ)
45: for all µ ∈W do
46: Reduced order model in τµ is
47:
dHµ
dτµ
= g¯µ(H,uµ) +DAEµ
0 = Constraintµ +AddConstraintsµ
2.2 Graph reduction for complex energy integrated networks 16
48: end for
49: return T ,Y,U
The algorithm has been implemented as a computational tool written in C++ to
automate this graph reduction analysis and has been used in all examples studied herein.
In what follows, we briefly describe the graph reduction and analysis method and its
implementation through the algorithm.
Complex networks comprise of combinations of energy recycles and throughputs,
some of which are prototype. The developed graph reduction method begins with a user
specified classification of the energy flows in classes of distinct orders of magnitude, W.
Starting with the largest flows which correspond to the fastest dynamics, and proceeding
to all subsequent classes of flows, it first extracts a subgraph, using the subroutine
InducedSubgraph, corresponding to each time scale. It thus identifies the units evolving
in each time scale (those with nodes in that subgraph) and proceeds to identify prototype
patterns, using the subroutine SmallestElementaryCycle, and simplify them through
clustering using the subroutine GraphReduce. Throughput blocks are removed from the
original energy flow graph, before proceeding to the subsequent time scales, since the
energy dynamics of all the units of prototype throughputs evolve in a single time scale.
Next, it constructs the canonical forms of the original full order dynamic model as
well as the reduced order dynamic models for the energy balance variables (enthalpies) in
each time scale. The energy balance equations for the full order model (or the reduced
models) are derived based on the connectivity information of the energy flow graph
(or subgraph) using the subroutine Ebalance. For the reduced model, the method also
predicts the linear independency of the quasi-steady state constraints from the existence
of auxiliary nodes connected to individual composite nodes. Specifically, if there exists
no auxiliary node connected to a composite node in a subgraph, the quasi-steady state
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constraints resulting from the corresponding dynamic model of that composite node are
linearly dependent. In this case, the composite node is added to the set PureRecycles
and the corresponding time scale is added to the set RecycleTimes. For a specific
time scale, Constraint represents the linearly independent constraints obtained from
the previous time scale, and DAE represents the contribution of the previous time scale
dynamics to the current time scale dynamics.
Finally, the method classifies the control objectives and the manipulated inputs
available in each time scale. Specifically, the enthalpy of any node in a subgraph can
be controlled in the corresponding time scale using any edge in the same subgraph as
the manipulated input. Note that if a composite node does not have any auxiliary node
connected to it (i.e. a prototype recycle composite node), one cannot simultaneously
control the enthalpies of all the units, comprising that composite node, as the dynamic
equations in this case are linearly dependent. Thus, all but one of the units for such a
composite node can be controlled in the corresponding time scale, and the remaining
unit can be controlled in the subsequent time scale.
To present the results obtained from the graph-theoretic analysis, we use the follow-
ing notations:
• τi: The i-th time scale defined by t/εi, where εi is a small parameter.
• G: The original energy flow graph of the network.
• Hi: The subgraph of G corresponding to the time scale τi. It contains all and only
the energy flows of the order of magnitude i.
• T (τi): The set of nodes whose enthalpy evolves in the time scale τi.
• Y(τi): The set of nodes whose enthalpy needs to be controlled in the time scale
τi.
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• U(τi): The set of edges which can be used as the manipulated input in the time
scale τi.
In what follows, we analyze relevant example chemical process networks using this
graph-theoretic framework.
2.3 Energy integrated reactor-heat exchanger networks
For processes with high temperature reactions, there are opportunities for energy inte-
gration as the outlet stream of the reactor, which is at high temperature, can be used to
provide energy to other process streams; such integration can be achieved through heat
exchangers, thus forming reactor-heat exchanger networks. In what follows, we analyze
two typical examples of such networks.
2.3.1 Toluene hydrodealkylation process
Process description
Let us consider a design alternative (alternative 1) of the toluene hydrodealkylation
(HDA) process proposed by Terrill and Douglas [78] as shown in Figure 2.2. In this
process, the reactant mixture is preheated in a feed-eﬄuent heat exchanger (FEHE),
where the mixture is completely vaporized, and is further heated using a furnace. It is
then fed to an adiabatic plug-flow reactor where the following reactions occur:
C6H5CH3 + H2 → C6H6 + CH4 Reaction 1
2C6H6 
 (C6H5)2 Reaction 2
where benzene, which is the main product of the process, is produced through an ir-
reversible exothermic reaction (∆H1 = −41.826kJ/mol). The reactor eﬄuent is cooled
2.3 Energy integrated reactor-heat exchanger networks 19
Figure 2.2: Toluene hydrodealkylation process
using the FEHE and the cooler, and is fed to the separator. A majority of the vapor
outlet of the separator is compressed, and fed back to the reactor, while the residual
vapor stream is purged. The liquid outlet of the separator goes through a series of distil-
lation columns. In the stabilizer column, hydrogen and methane gas are removed from
the liquid stream. In the product column, benzene product is produced as the distillate.
Diphenyl is the bottoms of the recycle column, and the distillate of the recycle column,
which is the unreacted toluene, is recycled.
We first perform the detailed mathematical analysis using singular perturbations as
the model reduction tool. Then, the graph-theoretic analysis is applied, and the results
are compared. Finally, via numerical simulations, the energy dynamics of the process
is investigated to confirm the analysis results.
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Detailed analysis
In this analysis, we focus on the reaction part of the process, where we observe the
following features, which give rise to a potential of multi-time scale energy dynamics:
• The reactant mixture is completely vaporized in the FEHE, indicating that a large
amount of energy is recovered through the FEHE.
• There is a large material recycle fed back to the reactor.
Remark 2.1. Note that the separation part of the network, which consists of three
distillation columns, is not included in the analysis. The reason is that the energy
integration in that part is dominated by large energy throughputs, which do not lead to
time scale multiplicity in the energy dynamics. More detailed justification and examples
of energy integrated distillation column networks that lead to time scale multiplicity in
the energy dynamics can be found in the subsequent section.
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The governing equations of the energy dynamics of the network can be written as
follows:
dTm
dt
=
R(Tcp − Tm)
Vm
+
Ftf (Ttf − Tm)
Vm
+
Fhf (Thf − Tm)
Vm
+
Ftr(Ttr − Tm)
Vm
dTc
dt
=
F (Tm − Tc)
Vc
+
Qrec
ρCpVc
dTf
dt
=
F (Tc − Tf )
Vf
+
Qf
ρCpVf
dTr
dt
=
F (Tf − Tr)
Vr
− ∆H · r
ρCp
dTh
dt
=
F (Tr − Th)
Vh
− Qrec
ρCpVh
dTcl
dt
=
F (Th − Tcl)
Vcl
− Qcl
ρCpVcl
dTsp
dt
=
R(Tcl − Tsp)
Vsp
+
FP (Tcl − Tsp)
Vsp
+
Fl(Tcl − Tsp)
Vsp
dTcp
dt
=
R(Tsp − Tcp)
Vcp
+
W
ρCpVcp
(2.2)
with
F = R+ Ftf + Fhf + Ftr
Qrec = UA
(Tr − Tc)− (Th − Tm)
ln [(Tr − Tc)/(Th − Tm)]
where the subscripts m, c, f , r, h, cl, sp and cp are used to represent the mixer, the cold
channel of the FEHE, the furnace, the reactor, the hot channel of the FEHE, the cooler,
the separator and the compressor, respectively. Also, subscripts tf , hf and tr are used
for the toluene feed stream, the hydrogen feed stream and the toluene recycle stream,
respectively. V is the volume of the unit, and Q is the duty. F is the volumetric flow
rate, and R is the volumetric flow rate of the gas recycle. W is the power input to the
compressor. U represents the overall heat transfer coefficient and A is the heat transfer
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Figure 2.3: Energy representation of the reaction part of the HDA process
area. ∆H = [∆H1,∆H2]
T is the vector of the heats of reaction and r = [r1, r2]
T is the
vector of the reaction rates, where the subscripts 1 and 2 correspond to the reaction 1
and reaction 2, respectively.
The energy representation of the reaction part of the network is shown in Figure 2.3.
The orders of magnitude of the energy flows are determined based on the sensible heat
content of the flows as shown in Table 2.1. ε1 and ε2 are small parameters (ε2  ε1  1),
which are the ratios of the energy input through the toluene feed stream (d1a) to the
rate of energy recycle through the gas recycle (h8) and the rate of energy transferred
inside the FEHE (h5b), respectively, i.e.:
ε1 =
[FtfρCp(Ttf − Tref)]s
[RρCp(Tcp − Tref)]s
ε2 =
[FtfρCp(Ttf − Tref)]s
Qrec,s
where Tref is a reference temperature, and subscript s represents a steady state value.
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Energy flow mCpT (kW) Order of magnitude
h1 6676 O(1/ε1)
h2 33183 O(1/ε2)
h3 33746 O(1/ε2)
h4 36036 O(1/ε2)
h5 10102 O(1/ε1)
h6 8249 O(1/ε1)
h7a 4993 O(1/ε1)
h7b 1996 O(1)
h7c 688 O(1)
h8 5642 O(1/ε1)
d1a 523 O(1)
d1b 179 O(1)
d1c 331 O(1)
Table 2.1: Summary of orders of magnitude of the energy flows of the HDA process
reaction part
We define the O(1) steady state ratios:
khf =
[FhfρCp(Thf − Tref)]s
[FtfρCp(Ttf − Tref)]s ktr =
[FtrρCp(Ttr − Tref)]s
[FtfρCp(Ttf − Tref)]s
kqf =
Qf,s
[FtfρCp(Ttf − Tref)]s khr =
[∆H · rVr]s
[FtfρCp(Ttf − Tref)]s
kqcl =
Qcl,s
[FtfρCp(Ttf − Tref)]s kP =
[FPρCp(Ts − Tref)]s
[FtfρCp(Ttf − Tref)]s
kl =
[FlρCp(Ts − Tref)]s
[FtfρCp(Ttf − Tref)]s kw =
Ws
[FtfρCp(Ttf − Tref)]s
km =
[FρCp(Tm − Tref)]s
[RρCp(Tcp − Tref)]s kh =
[FρCp(Th − Tref)]s
[RρCp(Tcp − Tref)]s
kcl =
[FρCp(Tcl − Tref)]s
[RρCp(Tcp − Tref)]s ksp =
[RρCp(Tsp − Tref)]s
[RρCp(Tcp − Tref)]s
kc =
[FρCp(Tc − Tref)]s
Qrec,s
kf =
[FρCp(Tf − Tref)]s
Qrec,s
kr =
[FρCp(Tr − Tref)]s
Qrec,s
2.3 Energy integrated reactor-heat exchanger networks 24
and O(1) scaled energy flows:
utf =
FtfρCp(Ttf − Tref)
[FtfρCp(Ttf − Tref)]s uhf =
FhfρCp(Thf − Tref)
[FhfρCp(Thf − Tref)]s
utr =
FtrρCp(Ttr − Tref)
[FtrρCp(Ttr − Tref)]s uqf =
Qf
Qf,s
uhr =
∆H · rVr
[∆H · rVr]s uqcl =
Qcl
Qcl,s
uP =
FPρCp(Ts − Tref)
[FPρCp(Ts − Tref)]s ul =
FlρCp(Ts − Tref)
[FlρCp(Ts − Tref)]s
uw =
W
Ws
ucp =
RρCp(Tcp − Tref)
[RρCp(Tcp − Tref)]s
um =
FρCp(Tm − Tref)
[FρCp(Tm − Tref)]s uh =
FρCp(Th − Tref)
[FρCp(Th − Tref)]s
ucl =
FρCp(Tcl − Tref)
[FρCp(Tcl − Tref)]s usp =
RρCp(Tsp − Tref)
[RρCp(Tsp − Tref)]s
uqrec =
Qrec
Qrec,s
uc =
FρCp(Tc − Tref)
[FρCp(Tc − Tref)]s
uf =
FρCp(Tf − Tref)
[FρCp(Tf − Tref)]s ur =
FρCp(Tr − Tref)
[FρCp(Tr − Tref)]s
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The energy dynamics equations in (2.2) thus become:
dTm
dt
=
[Ftf (Ttf − Tref)]s
Vm
(
ucp − kmum
ε1
+ utf + khfuhf + ktrutr
)
dTc
dt
=
[Ftf (Ttf − Tref)]s
Vc
(
uqrec − kcuc
ε2
+
kmum
ε1
)
dTf
dt
=
[Ftf (Ttf − Tref)]s
Vf
(
kcuc − kfuf
ε2
+ kqfuqf
)
dTr
dt
=
[Ftf (Ttf − Tref)]s
Vr
(
kfuf − krur
ε2
− khruhr
)
dTh
dt
=
[Ftf (Ttf − Tref)]s
Vh
(
krur − uqrec
ε2
− khuh
ε1
)
dTcl
dt
=
[Ftf (Ttf − Tref)]s
Vcl
(
khuh − kclucl
ε1
− kclucl
)
dTsp
dt
=
[Ftf (Ttf − Tref)]s
Vsp
(
kclucl − kspusp
ε1
− kPuP − klul
)
dTcp
dt
=
[Ftf (Ttf − Tref)]s
Vcp
(
kspusp − ucp
ε1
+ kwuw
)
(2.3)
or, equivalently, in a vector form:
dT
dt
=
2∑
i=0
1
εi
Figi (2.4)
with
T = [Tm, Tc, Tf , Tr, Th, Tcl, Ts, Tcp]
T
F0 =

1 01×5
01×6
02×1 I2×2 02×3
01×6
03×3 I3×3

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g0 = [Ftf (Ttf − Tref )]s

utf + khfuhf + ktrutr
Vm
kqfuqf
Vf
−khruhr
Vr
−kqcluqcl
Vcl
−kPuP − klul
Vsp
kwuw
Vcp

F1 =

I2×2 02×4
02×6
04×2 I4×4

g1 = [Ftf (Ttf − Tref )]s

ucp − kmum
V m
kmum
Vc
−khuh
Vh
khuh − kclucl
Vcl
kclucl − kspusp
Vsp
kspusp − ucp
Vcp

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F2 =

01×4
I4×4
03×4

g2 = [Ftf (Ttf − Tref )]s

uqrec − kcuc
Vc
kcuc − kfuf
Vf
kfuf − krur
Vr
krur − uqrec
Vh

where I is the identity matrix, and 0 is a matrix with all entries equal to 0.
Note that Eq. (2.4) suggests possibly three-time scale energy dynamics. We follow
a sequential application of singular perturbations for deriving approximate models in
each time scale.
Let us define the fast time scale τ2 = t/ε2. Substituting this into Eq. (2.3) and
taking the limit ε2 → 0, we obtain the description of the energy dynamics in the fast
time scale:
dT
dτ2
= F2g2 (2.5)
We note that only the temperatures of the FEHE, the furnace and the reactor evolve
in the fast time scale (i.e. T2 = {Tc, Tf , Tr, Th}). From Eq. (2.5), we identify the quasi-
steady state constraints, g2 = 0, and it can be verified that these equations are not
linearly independent. Thus, we take a linearly independent subset g˜2, which is defined
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by g2 = B2g˜2, with:
B2 = [Ftf (Ttf − Tref)]s

1/Vc 0 0
0 1/Vf 0
0 0 1/Vr
−1/Vh −1/Vh −1/Vh

g˜2 =

uqrec − kcuc
kcuc − kfuf
kfuf − krur

Now, we take the same limit ε2 → 0 in the slow time scale t, and obtain:
dT
dt
=
1∑
i=0
1
εi
Figi + F2B2
(
lim
ε2→0
g˜2
ε2
)
0 = g˜2
which describes the energy dynamics after the fast boundary layer. The limiting terms
represent the differences between the large energy flows, which are indeterminate yet
finite. These terms can be represented by a set of algebraic variables z2 to obtain the
following DAE system:
dT
dt
=
1∑
i=0
1
εi
Figi + F2B2z2
0 = g˜2
(2.6)
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The algebraic variables z2 can be evaluated by differentiating the constraints in Eq.
(2.6):
z2 = − (LF2B2 g˜2)−1
[
1∑
i=0
1
εi
LFigi g˜2
]
(2.7)
where L represents the Lie derivative, which is defined as:
Lf(x)h(x) = Jhf
where h(x) is a vector, f(x) is a vector (or a matrix), and Jh = {∂hi/∂xj} is the jacobian
matrix of h.
Using the solution for z2 in Eq. (2.7), we can rewrite Eq. (2.6) as follows:
dT
dt
=
1∑
i=0
1
εi
Figi − F2B2 (LF2B2 g˜2)−1
[
1∑
i=0
1
εi
LFigi g˜2
]
0 = g˜2
(2.8)
or, in a slightly rearranged form:
dT
dt
=
1∑
i=0
1
εi
Fˆigˆi
0 = g˜2
(2.9)
where Fˆi and gˆi represent the correspondingly adjusted selector matrices and vectors,
respectively, given as:
Fˆ0 =

1 01×5
03×1 13×1 03×4
04×2 I4×4

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gˆ0 = [Ftf (Ttf − Tref)]s

utf + khfuhf + ktrutr
Vm
kqfuqf − khruhr − VhVm (khfuhf + ktrutr + utf )
Vc + Vf + Vr +
8FρCp
UA Vh
Vc+Vf+Vr
Vm
(khfuhf + ktrutr + utf ) +
8FρCp
UA (kqfuqf − khruhr)
Vc + Vf + Vr +
8FρCp
UA Vh
−kqcluqcl
Vcl
−kPuP − klul
Vsp
kwuw
Vcp

Fˆ1 =

1 01×5
03×1 13×1 03×4
04×2 I4×4

gˆ1 = [Ftf (Ttf − Tref )]s

ucp − kmum
V m
kmum − khuh + VhVm (kmum − ucp)
Vc + Vf + Vr +
8FρCp
UA Vh
Vc+Vf+Vr
Vm
(ucp − kmum) + 8FρCpUA (kmum − khuh)
Vc + Vf + Vr +
8FρCp
UA Vh
khuh − kclucl
Vcl
kclucl − kspusp
Vsp
kspusp − ucp
Vcp

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where 1 is a matrix with all entries equal to 1.
Note that the dynamic equations after the fast boundary layer (i.e. Eq. (2.9)) are
also in a singularly perturbed form, indicating that further model reduction can be
performed.
Let us define an intermediate time scale τ1 = t/ε1. Substituting this into Eq. (2.9)
and taking the limit ε1 → 0, we obtain the description of the intermediate energy
dynamics:
dT
dτ1
= Fˆ1gˆ1
0 = g˜2
(2.10)
Note that all the temperatures evolve in this time scale. The quasi-steady state
constraints of the intermediate time scale dynamics are identified as gˆ1 = 0, which are
linearly dependent. A linearly independent subset ˜ˆg1, defined as gˆ1 = B1
˜ˆg1, is taken,
with:
B1 =[Ftf (Ttf − Tref)]s×
1
Vm
0 0 0
−
Vh
Vm
Vc + Vf + Vr +
8ρCp
UA Vh
1
Vc + Vf + Vr +
8ρCp
UA Vh
0 0
Vc+Vf+Vr
Vm
Vc + Vf + Vr +
8ρCp
UA Vh
8FρCp
UA
Vc + Vf + Vr +
8ρCp
UA Vh
0 0
0 0
1
Vcl
0
0 0 0
1
Vsp
− 1
Vcp
− 1
Vcp
− 1
Vcp
− 1
Vcp

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˜ˆg1 =

ucp − kmum
kmum − khuh
khuh − kclucl
kclucl − kspusp

We take the same limit ε1 → 0 in the original time scale t, and obtain the description
of the energy dynamics after the intermediate boundary layer:
dT
dt
= Fˆ0gˆ0 + Fˆ1B1
(
lim
ε1→0
˜ˆg1
ε1
)
0 = g˜2
0 = ˜ˆg1
We define another set of algebraic variables z1 to represent the limiting terms, and
obtain:
dT
dt
= Fˆ0gˆ0 + Fˆ1B1z1
0 = g˜2
0 = ˜ˆg1
(2.11)
z1 can be computed by differentiating the constraints in Eq. (2.11):
z1 = −(LFˆ1B1 ˜ˆg1)−1(LFˆ0gˆ0 ˜ˆg1) (2.12)
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Using the solution of Eq. (2.12), the description of the slow energy dynamics is
obtained:
dT
dt
= Fˆ0gˆ0 − Fˆ1B1(LFˆ1B1 ˜ˆg1)−1(LFˆ0gˆ0 ˜ˆg1)
0 = g˜2
0 = ˜ˆg1
(2.13)
or in a rearranged form:
dT
dt
= F′0g
′
0
0 = g˜2
0 = ˜ˆg1
(2.14)
where F′0 and g′0 are the correspondingly adjusted selector matrix and vector, respec-
tively. The exact forms of F′0 and g′0 are not presented here for brevity.
In summary, the energy dynamics of the FEHE, the furnace and the reactor evolve
over all three time scales, while those of the mixer, the cooler, the separator and the
compressor evolve in the intermediate and slow time scales.
Graph theoretic analysis
Let us now proceed to the graph-theoretic analysis. The HDA process network can
be represented as an energy flow graph G, as shown in Figure 2.4. The node list is
provided in Table 2.2. The graph reduction framework is applied to the network using
the information in Figure 2.4 and Table 2.1 to obtain the following results.
The subgraph corresponding to the fast time scale H2, with the largest magnitude
O(1/ε2) flows, is shown in Figure 2.5a. The units evolving in this time scale are the
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Figure 2.4: Energy flow graph of the HDA process
nodes of H2, i.e.:
T2 = {2, 3, 4, 5}
This subgraph contains a prototype recycle, which can be simplified as a single
composite node R1. Figure 2.5b shows the subgraph for the intermediate time scale H1.
A subset of the units which evolve in this time scale are given by:
T1 = {1, R1, 6, 7, 8, 12, 13, 14}
This subgraph has one prototype recycle which can be clustered to form a composite
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Normal nodes Auxiliary nodes
Index Unit Index Unit
1 Mixer 18 Toluene feed stream
2 FEHE-Cold 19 H2 feed stream
3 Furnace 20 Furnace source
4 Plug-flow reactor 21 Heat of reaction
5 FEHE-Hot 22 Cooler sink
6 Cooler 23 Purge stream
7 Separator 24 Compressor power input
8 Compressor 25 S-Condenser sink
9 Stabilizer (S) 26 P-Condenser sink
10 S-Condenser 27 R-Condenser sink
11 S-Reboiler 28 S-Reboiler source
12 Product column (P) 29 P-Reboiler source
13 P-Condenser 30 R-Reboiler source
14 P-Reboiler 31 Methane product stream
15 Recycle column (R) 32 Benzene product stream
16 R-Condenser 33 Diphenyl product stream
17 R-Reboiler
Table 2.2: Node list of the HDA energy flow graph
node R2. Also, a prototype throughput is identified, which is simplified as a single
composite node T1, and it is removed from the original energy flow graph G. Lastly, the
slow time scale subgraph H0 is shown in Figure 2.5c. The units evolving in this time
scale are given as:
T0 = {R2, 9, 10, 11, 15, 16, 17}
We conclude that, based on the result above, the network is expected to exhibit
three-time scale energy dynamics, and the time scales wherein each unit evolves are
summarized in Table 2.3. Note that this result matches the outcome of the detailed
mathematical analysis.
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The full order dynamic model equations are obtained as:
dH
dt
=
1
ε0
g0 +
1
ε1
g1 +
1
ε2
g2 (2.15)
with
g0 = h18−1,s

k18−1u18−1 + k19−1u19−1 + k16−1u16−1
0
k20−3u20−3
k21−4u21−4
0
−k6−22u6−22
−k7−9u7−9 − k7−23u7−23
k24−8u24−8

g1 = h18−1,s

−k1−2u1−2 + k8−1u8−1
k1−2u1−2
0
0
−k5−6u5−6
k5−6u5−6 − k6−7u6−7
k6−7u6−7 − k7−8u7−8
k7−8u7−8 − k8−1u8−1

2.3 Energy integrated reactor-heat exchanger networks 37
Enthalpy
Evolution in each time scale
Fast Intermediate Slow
H1 X O O
H2 O O O
H3 O O O
H4 O O O
H5 O O O
H6 X O O
H7 X O O
H8 X O O
H9 X X O
H10 X X O
H11 X X O
H12 X O X
H13 X O X
H14 X O X
H15 X X O
H16 X X O
H17 X X O
Table 2.3: Summary of time scale analysis for the HDA process
g2 = h18−1,s

0
−k2−3u2−3 + k5−2u5−2
k2−3u2−3 − k3−4u3−4
k3−4u3−4 − k4−5u4−5
k4−5u4−5 − k5−2u5−2
0
0
0

where hi−j represents the energy flow from the i-th node to the j-th node. Note that
Eq. (2.15) has the same canonical form as Eq. (2.4).
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(a) with the largest energy flows
(b) with the intermediate energy flows
(c) with the smallest energy flows
Figure 2.5: Subgraphs of the HDA reaction part energy flow graph
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The dynamics of the reduced order model for the fast time scale is given as:
dH2
dτ2
= g′2 (2.16)
with
g′2 = h18−1,s

−k2−3u2−3 + k5−2u5−2
k2−3u2−3 − k3−4u3−4
k3−4u3−4 − k4−5u4−5
k4−5u4−5 − k5−2u5−2

where H2 = {H2, H3, H4, H5}. The quasi-steady state constraints, which are not linearly
independent, are given as g′2 = 0. Note that, by premultiplying Eq. (2.5) by F
T
2 , we
can rewrite Eq. (2.5) so that it is in the same canonical form with Eq. (2.16).
The intermediate time scale dynamics is given as:
dH1
dτ1
= g1 + C2B2z¯2
0 = g˜′2
(2.17)
with
B2 =
 I3×3
−11×3

C2 =

01×4
I4×4
03×3

where H1 = {H1, H2, . . . ,H8}. g˜′2, which represents a linearly independent subset of
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the quasi-steady state constraints, is given as g′2 = B2g˜
′
2. z¯2 is a vector of algebraic
variables, given as limε2→0 g˜
′
2/ε2. The linearly dependent quasi-steady state constraints
of the intermediate energy dynamics, g′1 = g1 + C2B2z¯2 = 0, are also given by the
algorithm. It can be shown that Eq. (2.17) has the same canonical form with Eq. (2.6).
Finally, the slow time scale dynamic model is given as:
dH
dt
= g0 + C1B1z¯1
0 = g˜′2
0 = g˜′1
(2.18)
with
B1 =
 I7×7
−11×7

C1 = I8×8
The linearly independent subset of the quasi-steady state constraints g˜′1 can be
defined similarly as is done in the intermediate time scale dynamics, and z¯1 are algebraic
variables, defined by limε1→0 g˜
′
1/ε1. Note that Eq. (2.18) has the same canonical form
with Eq. (2.11).
Finally, the controlled outputs and the potential manipulated inputs available in each
time scale are obtained using the algorithm. In the fast time scale (τ2), the enthalpies
of the FEHE, the furnace, and the reactor need to be controlled, i.e.
Y(τ2) = {2, 3, 4, 5}
and all but one out of four units can be controlled simultaneously, noting that H2
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contains no auxiliary node. Potential manipulated inputs in this time scale include
U(τ2) = {2− 3, 3− 4, 4− 5, 5− 2}
The enthalpies of the mixer, the cooler, the separator and the compressor as well
as the total enthalpy of the FEHE-reactor recycle loop need to be controlled in the
intermediate time scale, i.e.:
Y(τ1) = {1, R1, 6, 7, 8}
and all but one out of five can be controlled independently since, in H1, R2 does not
have any auxiliary node connected to it. The following set of potential manipulated
inputs is given:
U(τ1) = {1− 2, 6− 7, 7− 8, 8− 1, 5− 6}
Lastly, the total network enthalpy needs to be controlled in the slow time scale, and
this can be achieved using any small external flow.
Simulation study
To further validate the results obtained using the graph-theoretic framework, we now
perform numerical simulations using the equations in (2.2), along with the equations of
the material dynamics. For simplicity, we assume that there is no phase change in the
FEHE, and the holdups of all units are constant. Also, we assume constant heat capacity
and density. Reaction rates are computed using the expressions provided in [79]. The
nominal values of the state variables and the process parameters are given in Table 2.4.
We considered the open-loop responses of the system by increasing the temperature
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Parameter Value Parameter Value
FTF 0.0033 m
3/s FHF 0.0356 m
3/s
FTR 9.7× 10−4 m3/s Fq 0.0034 m3/s
R 0.3087 m3/s UA 8.24× 105 W/K
Vm 0.1 m
3 VC 14.16 m
3
Vf 8.5 m
3 VR 110 m
3
VH 14.16 m
3 Vcl 8.5 m
3
Vs 8.5 m
3 Vcp 8.5 m
3
TTF 303 K THF 303 K
TTR 457 K Tm,s 343.91 K
TC,s 881.11 K Tf,s 896.03 K
TR,s 940.60 K Tq,s 895.99 K
TH,s 384.45 K Tcl,s 317.55 K
Ts,s 317.55 K Tcp,s 348.71 K
Table 2.4: Nominal values of the state variables and the process parameters
of the furnace by 1%. Figure 2.6 shows the evolution of the furnace temperature. We
note that the furnace temperature quickly drops and then slowly goes back to the steady
state. Also, an intermediate time scale dynamics is observed as shown in Figure 2.6b.
The separator temperature increases in a slower time scale compared to the furnace,
and then returns slowly to the steady state, as shown in Figure 2.7, indicating that it
evolves in the intermediate and the slow time scales. Note that the simulation results
are consistent with the results obtained using either the detailed mathematical analysis
or the graph-theoretic framework.
Let us now proceed to the simulations of the closed-loop responses. Main control
objectives for the reaction part of this network are:
• to reject disturbances going into the reactor-FEHE recycle loop in order to prevent
the accumulation of energy. It can be done by controlling the exit temperature
of the recycle loop, i.e. the temperature of the hot channel of the FEHE, which
corresponds to T5 in the energy flow graph. Note that this objective needs to be
addressed in the time scale τ2, since T5 is included in Y(τ2). The edge 5-2, i.e.
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(a) Overall (b) Intermediate
Figure 2.6: Evolution of the furnace temperature
the duty of the FEHE, can be used as the manipulated input. We introduce the
bypass across the hot channel of the FEHE to manipulate the duty of the FEHE
indirectly.
• to control the separator temperature to indirectly control the liquid phase com-
position. Since there is no external energy source/sink for the separator, the inlet
temperature of the separator, which corresponds to T6 in the energy flow graph,
needs to be controlled. Note that this objective needs to be addressed in the time
scale τ1, since T6 is included in Y(τ1). The edge 6-22, i.e. the duty of the cooler,
can be used as the manipulated input.
• to control the reactor inlet temperature to facilitate the reactions. This objective
can be addressed in the original time scale t using the duty of the furnace as the
manipulated input.
• to control the reactor outlet temperature to prevent cocking. In order to achieve
it, we introduce a quench stream which is a part of the liquid outlet stream of the
separator. We assume that the quench stream is mixed with the reactor outlet
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Figure 2.7: Evolution of the separator temperature
stream instantaneously.
The process flow diagram with the above control loops is shown in Figure 2.8. We
implement simple proportional and integral (PI) controllers with the following control
laws:
TC1: b = bs +Kc,1
[
(Th,set − Th) + 1
τI,1
∫ t
0
(Th,set − Th)dτ
]
TC2: Qcl = Qcl,s −Kc,2
[
(Tcl,set − Tcl) + 1
τI,2
∫ t
0
(Tcl,set − Tcl)dτ
]
TC3: Qf = Qf,s +Kc,3
[
(Tf,set − Tf ) + 1
τI,3
∫ t
0
(Tf,set − Tf )dτ
]
TC4: Fq = Fq,s −Kc,4
[
(Tq,set − Tq) + 1
τI,4
∫ t
0
(Tq,set − Tq)dτ
]
where b is the bypass ratio around the hot channel of the FEHE, Fq is the volumetric
flow rate of the quench stream, and Tq is the reactor outlet temperature after quenching.
Different parameters for the controllers are provided in Table 2.5.
We first performed a set-point tracking simulation. At t = 60 min, we increased the
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Figure 2.8: Multi-loop control configuration for the HDA process
Parameter Value Parameter Value
bs 0.0574 Qf,s 2.729×105 W
Kc,1 0.03/K Kc,3 600 W/K
τI,1 10 s τI,3 240 s
Qcl,s 1.285×106 W Fq,s 3.403×10−3 m3/s
Kc,2 200 W/K Kc,4 4.5×10−6 m3/s/K
τI,2 50 s τI,4 2 s
Table 2.5: Controller parameters for the HDA process
set point of Tf by 10 K. The closed-loop responses are shown in Figure 2.8. We note
that the different control objectives are achieved in different time scales. For example,
Tf is controlled in a slower time scale compared to Th. This result is consistent with the
control hierarchy discussed above. In the second simulation, we introduced a disturbance
into the network by increasing the temperature of the hydrogen feed stream by 20 K. The
closed-loop responses are shown in Figure 2.8. Note that the proposed control structure
rejects the disturbance effectively, showing small changes in all the temperatures.
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Figure 2.9: Energy integrated SOFC system
2.3.2 Energy integrated solid oxide fuel cell system
Let us now consider an energy integrated solid oxide fuel cell (SOFC) system with an
external reformer [80], as shown in Figure 2.9. In this network, both the outlet streams
of the SOFC are fed to a catalytic burner to achieve complete combustion of methane,
carbon monoxide and unreacted hydrogen. Then, the outlet stream of the burner, which
is at high temperature, provides energy to the reformer, where endothermic reactions
occur, and the feed streams, resulting in a tightly integrated configuration. The energy
flow graph of the network is shown in Figure 2.10, and all the nodes are listed in Table
2.6. The various energy flows of the network span a wide range of values from 0.256 kW
to 49.098 kW. The orders of magnitude of the energy flows are determined following a
similar procedure used in the previous example, as summarized in Table 2.7. ε1 and ε2
are small parameters (ε2  ε1  1), which are the ratios of the energy input through
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Figure 2.10: Energy flow graph of the energy integrated SOFC system
the methane feed to the energy input through the air feed and the energy of the catalytic
burner outlet stream, respectively.
We apply the graph-theoretic reduction to the network using the information in
Figure 2.10 and Table 2.7 as inputs. The graph-theoretic algorithm checks the feasibility
of the network, based on the energy balance around all the normal nodes as well as the
composite nodes. Specifically, the highest order of magnitude among the edges entering
the node N should match with the highest order of magnitude among the edges leaving
the node N in order to have a feasible energy flow structure around the unit N . In
this case, the energy flow structure around the recycle, consisting of nodes 24-18-16-
16-12-13-7-10-9-17-19-20-22-23, is infeasible since the recycle has an energy output of
O(1/ε2), but no energy input of O(1/ε2). This infeasibility may originate from either
inappropriately determined orders of magnitude or no clear segregation of energy flows.
In order to determine which is the case, we remove the energy feasibility check, and
apply the algorithm again.
Figure 2.11a shows the subgraph corresponding to the fast time scale. The units
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Normal nodes
Index Unit Index Unit
1 HE1-Cold 14 Splitter 2
2 HE1-Hot 15 HE5-Cold
3 HE2-Cold 16 HE5-Hot
4 HE2-Hot 17 HE6-Cold
5 Mixer 1 18 HE6-Hot
6 HE3-Cold 19 Mixer 3
7 HE3-Hot 20 Splitter 3
8 Splitter 1 21 SOFC anode
9 HE4-Cold 22 SOFC cathode
10 HE4-Hot 23 Mixer 4
11 Steam reformer (SR) 24 Catalytic burner (CB)
12 SR jacket 25 HE7-Cold
13 Mixer 2 26 HE7-Hot
Auxiliary nodes
Index Unit Index Unit
27 Water feed stream 31 CB energy input
28 Methane feed stream 32 SOFC anode heat of reaction
29 Air feed stream 33 SOFC cathode heat of reaction
30 HE1 sink
Table 2.6: Node list of the energy integrated SOFC system
evolving in this time scale are:
T2 = {2, 4, 7, 9, 10, 12, 13, 14, 16, 17, 18, 19, 20, 22, 23, 24, 26}
A prototype recycle is identified, and can be simplified as a single composite node
R1. Also, a prototype throughput is identified and clustered to form a composite node
T1. The composite node T1 is then removed from the original energy flow graph. The
subgraph of the intermediate time scale is shown in Figure 2.11b. A set of units evolving
in this time scale is identified as
T1 = {1, 3, 5, 6, 8, 11, 15, 21}
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Lastly, the slow time scale subgraph is shown in Figure 2.11c. The following unit
evolves in this time scale: T0 = {25}.
We note that the composite node R1 has one energy output of O(1/ε2) (i.e. 10-26),
and several energy inputs of O(1/ε1) (e.g. 33-22, 21-24). Although none of these energy
inputs is of O(1/ε2), the sum of the energy content of the inputs is comparable to the
energy content of the flow 10-26, implying that there is no clear segregation of energy
flows in the network.
We conclude that, despite the tight energy integration throughout the network, there
is no process unit with multi-time scale energy dynamics, as summarized in Table 2.8.
The outlet stream of the burner, which has the largest amount of energy among all the
process flows, provides energy to other streams through seven heat exchangers and the
steam reformer, forming a pseudo throughput in the sense that the throughput starts at
a process unit, not an energy source. The energy dynamics of the network is dominated
by this large energy throughput, hence the absence of time-scale segregation in the
energy dynamics.
2.4 Energy integrated distillation columns
Energy integration in distillation column networks has been an active area of research,
as distillation is one of the most energy intensive processes in chemical plants, and has
resulted in various thermally coupled configurations [81]. It has been shown that the
energy flow structures of such configurations are combinations of energy recycles and
energy throughputs, showing a potential for multi-time scale dynamics [43]. However,
the time scale properties of such configurations are not clear a priori. In what follows,
we apply the graph-theoretic analysis to two different examples of such networks.
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Energy flow mCpT (kW) Order of magnitude
28→25 0.256 O(1)
25→5 0.447 O(1)
27→1 1.049 O(1/ε1)
1→3 1.313 O(1/ε1)
3→5 1.815 O(1/ε1)
5→6 2.450 O(1/ε1)
6→11 3.901 O(1/ε1)
11→15 4.997 O(1/ε1)
15→21 5.215 O(1/ε1)
21→24 6.231 O(1/ε1)
29→8 8.768 O(1/ε1)
8→9 7.891 O(1/ε1)
9→17 19.303 O(1/ε2)
17→19 27.751 O(1/ε2)
19→20 28.627 O(1/ε2)
20→22 25.764 O(1/ε2)
22→23 30.768 O(1/ε2)
24→18 49.098 O(1/ε2)
18→16 39.934 O(1/ε2)
16→14 39.722 O(1/ε2)
13→7 35.217 O(1/ε2)
7→10 33.821 O(1/ε2)
10→26 21.441 O(1/ε2)
26→4 21.163 O(1/ε2)
4→2 17.195 O(1/ε2)
2→30 16.710 O(1/ε2)
Table 2.7: Summary of orders of magnitude of the energy flows of the energy integrated
SOFC system
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(a) with the largest energy flows
(b) with the intermediate energy flows
(c) with the smallest energy flows
Figure 2.11: Subgraphs of the energy integrated SOFC energy flow graph
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Enthalpy
Evolution in each time scale
Fast Intermediate Slow
H1 X O X
H2 O X X
H3 X O X
H4 O X X
H5 X O X
H6 X O X
H7 O X X
H8 X O X
H9 O X X
H10 O X X
H11 X O X
H12 O X X
H13 O X X
H14 O X X
H15 X O X
H16 O X X
H17 O X X
H18 O X X
H19 O X X
H20 O X X
H21 X O X
H22 O X X
H23 O X X
H24 O X X
H25 X X O
H26 O X X
Table 2.8: Summary of time scale analysis for the energy integrated SOFC process
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Figure 2.12: Direct vapor recompression distillation (1: Distillation column, 2: Com-
pressor, 3: Combined reboiler-condenser, 4: Trim condenser, 5: Reflux drum, 6: Auxil-
iary cooler)
2.4.1 Vapor recompression distillation
Vapor recompression distillation (VRD) represents a typical example of energy inte-
grated distillation column networks, where the condenser and the reboiler of the same
column are thermally coupled. Let us consider the so-called direct VRD configuration,
where the recompressed vapor stream is directly used to heat the bottom liquid stream,
as shown in Figure 2.12. The top vapor stream of the distillation column is compressed
in the compressor to facilitate the heat transfer to the bottoms stream. Then, the major-
ity of the compressed vapor goes through the combined reboiler-condenser to vaporize
the bottom liquid stream. The residual vapor is condensed using a trim condenser.
An auxiliary cooler is used to regulate the temperature of the reflux. The energy flow
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Figure 2.13: Energy flow graph of direct VRD
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Normal nodes Auxiliary nodes
Index Unit Index Unit
1∼n Distillation column n+7 Column feed stream
n+1 Compressor n+8 Bottoms stream
n+2 RC-Condenser n+9 Compressor power input
n+3 RC-Reboiler n+10 Trim condenser sink
n+4 Trim condenser n+11 Distillate
n+5 Reflux drum n+12 Auxiliary cooler sink
n+6 Auxiliary cooler
Table 2.9: Node list of VRD energy flow graph
structure of this network can be transformed into an energy flow graph G as shown in
Figure 2.13. Note that the distillation column is represented by n separate nodes each
of which corresponds to each tray of the distillation column with nf being the feed tray.
All the nodes of the energy flow graph are listed in Table 2.9. The following aspects of
this process lead to the segregation in the energy flows:
• The molar flow rates of the distillate and the bottoms stream are much smaller
compared to those of the reflux and the top vapor stream (i.e. there is segregation
in the material flows), which results in a difference in the enthalpy content of these
streams.
• The partial molar enthalpy of vapor streams is much larger than the partial molar
enthalpy of liquid streams, i.e. the latent heat recovered through the combined
reboiler-condenser is much larger than the sensible heat of any other energy flow.
In the previous study [82], a detailed mathematical reduction using singular pertur-
bations was performed, and three-time scale dynamics was documented, with the energy
dynamics evolving in the fast and the intermediate time scales and the material dynam-
ics evolving in the intermediate and the slow time scales. For illustration, we consider a
column with n=95 and nf=47, and we use the order of magnitude information provided
2.4 Energy integrated distillation columns 60
Energy flow Order of magnitude Energy flow Order of magnitude
i+1→i, 1 ≤ i ≤ 94 O(1/ε2) 100→101 O(1/ε1)
1→96 O(1/ε2) 101→1 O(1/ε1)
96→97 O(1/ε2) 104→96 O(1/ε1)
97→98 O(1/ε2) 99→105 O(1/ε1)
98→95 O(1/ε2) 101→107 O(1/ε1)
i→i+1, 1 ≤ i ≤ 94 O(1/ε1) 99→100 O(1)
95→98 O(1/ε1) 102→48 O(1)
96→99 O(1/ε1) 100→106 O(1)
97→100 O(1/ε1) 95→103 O(1)
Table 2.10: Summary of orders of magnitude of the energy flows of the VRD
in [82], summarized in Table 2.10.
We apply the proposed graph reduction framework to this network, using the in-
formation in Figure 2.13 and Table 2.10, focusing on the energy dynamics only. The
resulting subgraphs are shown in Figure 2.14. Figure 2.14a shows the subgraph H2 for
the energy flows with the largest magnitude O(1/ε2) (corresponding to the fast time
scale). The units evolving in the fast time scale are:
T2 = {1, 2, . . . , 97, 98}
This subgraph contains one prototype recycle, and can be simplified to obtain a
single composite recycle node R1. Figure 2.14b shows the subgraph H1 for the energy
flow with the intermediate magnitude O(1/ε1) (corresponding to the intermediate time
scale). The units evolving in the intermediate time scale are:
T1 = {R1, 99, 100, 101}
Note that the composite node R1 is included in the intermediate time scale, implying
that the total enthalpy of the recycle (i.e. H1 + H2 + · · · + H97 + H98) evolves in the
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(a) with the largest energy flows
(b) with the intermediate energy flows
(c) with the smallest energy
flows
Figure 2.14: Subgraphs of the VRD energy flow graph
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intermediate time scale. A prototype recycle is identified, and can be clustered to form
a single composite recycle node R2. Subsequently, a prototype throughput, which can
be replaced by a composite throughput node T1, is identified, and removed from the
energy flow graph before we proceed to the slow time scale. Figure 2.14c shows the
subgraph H0 for the energy flow with the smallest magnitude O(1) (corresponding to
the slow time scale). Note that this graph contains only the auxiliary nodes and the
small energy flows, implying that no enthalpy evolves in this time scale.
Based on the above result, this network is expected to exhibit two-time scale energy
dynamics as summarized in Table 2.11. The canonical forms of the dynamic equations
of the original and the reduced models are also obtained. The original model is given
as:
dH
dt
= g0 +
1
ε1
g1 +
1
ε2
g2 (2.19)
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with
g0 = h102−48,s

0
0
...
0
k102−48u102−48
0
...
0
−k95−103u95−103
0
0
0
−k99−100u99−100
k99−100u99−100 − k100−106u100−106
0

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g1 = h102−48,s

−k1−2u1−2 + k101−1u101−1
k1−2u1−2 − k2−3u2−3
k2−3u2−3 − k3−4u3−4
...
k93−94u93−94 − k94−95u94−95
k94−95u94−95 − k95−98u95−98
−k96−99u96−99 + k104−96u104−96
−k97−100u97−100
k95−98u95−98
k96−99u96−99 − k99−105u99−105
k97−100u97−100 − k100−101u100−101
k100−101u100−101 − k101−1u101−1 − k101−107u101−107

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g2 = h102−48,s

−k1− 96u1−96 + k2−1u2−1
−k2−1u2−1 + k3−2u3−2
−k3−2u3−2 + k4−3u4−3
...
−k94−93u94−93 + k95−94u95−94
−k95−94u95−94 + k98−95u98−95
−k1−2u1−2 + k4−1u4−1
k1−96u1−96 − k96−97u96−97
k96−97u96−97 − k97−98u97−98
k97−98u97−98 − k98−95u98−95
0
0
0

ki−j in g0, g1 and g2, which are the O(1) steady state ratios, are defined as:
ki−j =
hi−j,s
h8−1,s
,
hi−j,s
h95−98,s
,
hi−j,s
h1−96,s
respectively, whereas ui−j are defined as:
ui−j =
hi−j
hi−j,s
where hi−j represents the energy flow from the i-th unit to the j-th unit, and the
subscript s denotes a steady state value. ε1 and ε2 are small parameters, which are
the ratios of the nominal energy input through the feed stream (i.e. h8−1,s) to the
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Enthalpy
Evolution in each time scale
Fast Intermediate Slow
H1 ∼ H95 O O X
H96 O O X
H97 O O X
H98 O O X
H99 X O X
H100 X O X
H101 X O X
Table 2.11: Summary of time scale analysis for the direct VRD
nominal energy flow from the distillation column to the reboiler (i.e. h95−98,s) and to
the compressor (i.e. h1−96,s), respectively.
The fast time scale dynamics is given as:
dH2
dτ2
= FT2 g2 = g
′
2
with
F2 =
 I98×98
03×98

where H2 = {H1, H2, . . . ,H97, H98} and τ2 = t/ε2 is a stretched fast time scale. The
quasi-steady state constraints, g′2 = 0, are identified as linearly dependent.
The intermediate time scale dynamics is given in DAE form as:
dH1
dτ1
= g1 + F2B2z¯2
g˜′2 = 0
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with
B2 =
 I97×97
−11×97

where H1 = {H1, H2, . . . ,H100, H101}. g˜′2 represents the subset of linearly independent
constraints given as g′2 = B2g˜
′
2. z¯2 is a vector of algebraic variables, defined by:
lim
ε2→0
g˜′2
ε2
The quasi-steady state constraints for the intermediate time scale are identified as
g1 + F2B2z¯2 = 0, which are linearly independent. This is consistent with the fact that
the energy dynamics of the network does not evolve in the slow time scale.
Note that the above equations have exactly the same canonical forms with the
equations derived using the detailed mathematical analysis within the framework of
singular perturbations in [82].
Remark 2.2. The distillation column can be represented as a single node (instead of
separate nodes for each tray) to analyze the time scale property of the dynamics of the
overall enthalpy of the column. In this case, we obtain one equation for the dynamics
of the distillation column, along with 6 equations for the other process units, instead of
a set of equations which describe the energy dynamics of each tray of the distillation
column.
Also, the controlled outputs and the potential manipulated inputs available for each
time scale can be readily identified. The enthalpies of the distillation column, the
compressor and the combined reboiler-condenser need to be controlled in the fast time
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scale (τ2), and all but one out of four units should be controlled, i.e.:
Y(τ2) = {1, 2, . . . , 97, 98}
since no auxiliary node is connected to R1 in H2. Potential manipulated inputs in this
time scale include:
U(τ2) = {1− 96, 2− 1, 3− 2, . . . , 95− 94, 96− 97, 97− 98, 98− 95}
The enthalpies of the trim condenser, the reflux drum and the auxiliary cooler as
well as the total enthalpy of R1 need to be controlled in the intermediate time scale,
i.e.:
Y(τ1) = {R1, 99, 100, 101}
The following set of potential manipulated inputs is identified:
U(τ1) = {96− 99, 97− 100, 99− 105, 100− 101, 101− 1, 101− 107, 104− 96}
The reduced models obtained above can be used for deriving nonlinear model based
controllers for each time scale, resulting in a hierarchical control strategy. Such con-
trollers are well suited for achieving robust transition performance of the overall system
(see [82] for example case studies).
2.4.2 Heat integrated network of distillation columns
Let us consider a distillation column network shown in Figure 2.15, which was proposed
as a solution to a five-component separation problem [83]. In this configuration, four
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Figure 2.15: Heat integrated distillation column network for five-component separation
distillation columns are used, and the condensers of the first and third columns are
combined with the reboiler of the fourth column through two process-to-process heat
exchangers (PPX1 and PPX2). The energy flow graph of the network is shown in Figure
2.16. The node list is provided in Table 2.12. The orders of magnitude of the energy
flows are determined following the information provided in [43], and are summarized in
Table 2.13. We note that the energy flows of the network span three different orders of
magnitude. ε1 and ε2 are small parameters (ε2  ε1  1), which are the ratios of the
nominal values of the energy input through the feed stream to the energy of the reflux
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Figure 2.16: Energy flow graph of five-component separation
of the distillation column 2, and the duty of the reboiler of the distillation column 1,
respectively:
ε1 =
h14−1,s
h6−4,s
ε2 =
h14−1,s
h20−2,s
We feed the information in Figure 2.16 and Table 2.13 to the graph reduction algo-
rithm. Figure 2.17 shows the obtained subgraphs of the network corresponding to each
time scale. In the fast time scale subgraph, three large throughputs (from the node 21
to the node 23, from the node 22 to the node 24 and from the node 20 to the node 24)
are identified, and these throughputs need to be removed from the energy flow graph
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Normal nodes Auxiliary nodes
Index Unit Index Unit
1 Distillation column 1 14 Feed stream
2 DC1-Reboiler 15 Product stream (A)
3 PPX1-Hot 16 Product stream (B)
4 Distillation column 2 17 Product stream (C)
5 DC2-Reboiler 18 Product stream (D)
6 DC2-Condenser 19 Product stream (E)
7 Distillation column 3 20 DC1-Reboiler source
8 DC3-Reboiler 21 DC2-Reboiler source
9 PPX2-Hot 22 DC3-Reboiler source
10 Distillation column 4 23 DC2-Condenser sink
11 PPX1-Cold 24 DC4-Condenser sink
12 PPX2-Cold
13 DC4-Condenser
Table 2.12: Node list of five-component separation energy flow graph
before we proceed to the slower time scales as all the units in the throughput evolve in a
single time scale (fast time scale in this case). Note that all the normal nodes are parts
of at least one of three throughputs. The intermediate time scale subgraph is empty
and thus not shown here. Also note that, in the slow time scale subgraph, we only have
the energy flows of the smallest magnitude, and the auxiliary nodes, implying that no
unit evolves in those time scales.
In summary, the energy dynamics of this network is mainly driven by the large energy
throughputs, with the energy dynamics of every process unit evolving in the fast time
scale. This implies that no time scale hierarchy in the energy dynamics exists that could
be used to address energy management. This is a common feature in such networks due
to the existence of large energy sources/sinks forming large energy throughputs.
In the cases where we do not have multi-time scale energy dynamics, we cannot
implement a hierarchical control strategy as we did for the VRD and HDA examples.
For such cases, one can seek a way to decompose the network into smaller subnetworks
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Energy flow Order of magnitude Energy flow Order of magnitude
2→1 O(1/ε2) 7→8 O(1/ε1)
1→3 O(1/ε2) 9→7 O(1/ε1)
5→4 O(1/ε2) 10→11 O(1/ε1)
4→6 O(1/ε2) 13→10 O(1/ε1)
8→7 O(1/ε2) 14→1 O(1)
7→9 O(1/ε2) 1→2 O(1)
3→11 O(1/ε2) 3→1 O(1)
9→12 O(1/ε2) 1→10 O(1)
11→12 O(1/ε2) 6→15 O(1)
12→10 O(1/ε2) 9→16 O(1)
10→13 O(1/ε2) 8→17 O(1)
4→5 O(1/ε1) 13→18 O(1)
6→4 O(1/ε1) 12→19 O(1)
Table 2.13: Summary of orders of magnitude of the energy flows of five-component
separation network
such that the units in the same subnetwork interact strongly with each other, while
the units in different subnetworks interact weakly. Then, separate controllers for each
subnetwork can be designed, resulting in a quasi-decentralized control structure.
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(a) with the largest energy flows
(b) with the smallest energy flows
Figure 2.17: Subgraphs of the five-component separation energy flow graph
CHAPTER 3
Hierarchical control of complex material integrated process networks
3.1 Introduction
Material integration is a key enabler of process efficiencies in chemical plants. Despite
the economic benefits that result from the efficient utilization of material resources, sev-
eral operational and control challenges emerge; for example, disturbances occurring at
one process unit may propagate in the plant, while there are reduced degrees of freedom
for control due to the tight coupling between units. The design of control systems for
tightly integrated plants is a major problem in process control. Tight integration limits
the effectiveness of decentralized control approaches traditionally followed in plant-wide
control [37, 38]. Alternative approaches that account for the networked nature in such
plants have also been proposed [2, 16,17,60–66].
In our previous work, we have proposed a hierarchical control framework for tightly
integrated plants that feature a segregation in the magnitude of recycle and throughput
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flows [39]. This is predicated on the fact that large recycle flowrates induce a separation
in the time scales of the response of individual units in a recycle loop (fast) and the
overall recycle network (slow) [30]. It was further shown that if in addition to recycle,
a small purge stream is present, an additional, slower time scale for the evolution of the
purged species emerges [40,41]. Furthermore, it was shown that the flowrates of different
magnitudes act in different time scales resulting in a transparent choice of possible
manipulated inputs for addressing the control objectives in the different layers of the
hierarchy. Singular perturbations was shown to be a natural mathematical framework
for documenting these facts rigorously.
The focus of this chapter is on complex material integrated plants, which may con-
sist of multiple interconnected recycle structures. Such plants may exhibit dynamics
in multiple (more than two) time scales, which may not be apparent by simple obser-
vation. Although a singular perturbation analysis is in principle possible, it becomes
cumbersome as process complexity increases. Our goal is to develop an efficient analysis
framework which identifies the time scales where each process variable evolves, and the
possible manipulated inputs in each time scale. To this end, we base our analysis on an
abstracted representation of the material flow structure in the plant using a novel graph
formalism. A graph-theoretic algorithm is then used to essentially mimic the steps of
the singular perturbation based analysis and reduction. The result is an automated
procedure that can be used efficiently for complex integrated plants. Two examples are
used to illustrate the application of this procedure.
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3.2 Analysis of multi-time scale dynamics: singular per-
turbations based framework
The mathematical structure of the dynamic models of processes with a single recycle
loop was analyzed in [30,40,41]. It was shown that, in the case of large recycle flowrate,
the material balance model takes the form:
dx
dt
= gs(x,us) +
1
ε
gl(x)ul (3.1)
where we have explicitly separated terms corresponding to the small inlet/outlet
flowrates and slow chemical reactions, from those corresponding to the large recycle
and internal flowrates. Here, x is the vector of material balance variables, gs and gl
are appropriately defined vector functions, ε is a small parameter which can be defined
as a ratio of the nominal flowrate of an external stream (e.g. feed stream, product
stream) to the nominal flowrate of a large internal stream, and us and ul are the vec-
tors of scaled input variables corresponding to the flowrates of small external streams
and large internal streams, respectively. When a small purge exists in addition, the
following description results:
dx
dt
= gs(x,us) +
1
ε
gl(x)ul + εpgp(x)up (3.2)
where gp is a vector function, εp is a small parameter defined as a ratio of the nominal
flowrate of the small purge stream to the nominal flowrate of an external stream, and
up represents the scaled flowrate of the small purge stream.
The above are singular perturbation models in non-standard form, where the differ-
ent time scales cannot be readily associated with specific variables. The fast dynamics
of the model of Eq.(3.1) can be obtained by defining a stretched time scale τ = t/ε and
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taking the limit ε→ 0:
dx
dτ
= gl(x)ul (3.3)
The quasi-steady state constraints of the above equation, i.e. 0 = gl(x)ul, are
not linearly independent, and thus specify an equilibrium manifold in which the slow
dynamics evolve. The description of the slow dynamics can be obtained by taking the
same limit in the original time scale t, to obtain the following differential algebraic
equation (DAE) system:
dx
dt
= gs(x,us) + B(x)z
0 = g˜l(x)ul
(3.4)
where 0 = g˜l(x)ul represent a linearly independent subset of the quasi-steady state
constraints, expressed as gl(x)ul = B(x)g˜l(x)ul. z are algebraic variables which repre-
sent the terms limε→0 g˜l(x)ul/ε, and correspond to the finite, yet indeterminate, scaled
differences of large flows in the limit as the recycle becomes infinite.
The above reduction framework lends itself to a hierarchical control framework:
• process unit level control is addressed in the fast time scale using ul as manipulated
inputs; the specification of ul based on a control law results in the model of Eq.(3.4)
depending only on us.
• network level control is then addressed in the slow time scale using us as manip-
ulated inputs.
In the case of a small purge stream, a similar reduction procedure can be followed
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to obtain the description of the fast dynamics:
dx
dτ
= gl(x)ul (3.5)
and the dynamics after the fast boundary layer:
dx
dt
= εpgp(x)up + gs(x,us) + B2(x)z2
0 = g˜l(x)ul
(3.6)
where τ , g˜l(x)ul, B2(x) and z2 can be defined similarly as in the previous case. With ul
being specified by a control law, the constraints in Eq.(3.6) are differentiated to evaluate
the algebraic variables z2:
z2 = −(LB2gl(x)ul)−1
{
εpLgp(x)upgl(x)ul + Lgs(x,us)gl(x)ul
}
(3.7)
where L is a compact Lie derivative notation [41]. The model of Eq.(3.6) can be rewritten
using the above solution for z2 as follows:
dx
dt
= εpg
′
p(x)up + g
′
s(x,us)
0 = g˜l(x)ul
(3.8)
where g′p and g′s are adjusted vector functions which can be obtained by collecting the
terms of the same magnitude:
g′p(x)up = gp(x)up −B2(LB2gl(x)ul)−1
{Lgp(x)upgl(x)ul}
g′s(x,us) = gs(x,us)−B2(LB2gl(x)ul)−1
{Lgs(x,us)gl(x)ul}
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By taking the limit εp → 0, the model of the intermediate dynamics can be obtained:
dx
dt
= g′s(x,us)
0 = g˜l(x)ul
(3.9)
A one-dimensional equilibrium manifold, in which a slower dynamics evolves, is
specified by the quasi-steady state constraints, 0 = g′s(x,us), which are not linearly
independent. Finally, we define a compressed, slow time scale θ = εpt, and take the
limit εp → 0 to obtain the following DAE system:
dx
dθ
= g′p(x)up + B1(x)z1
0 = g˜l(x)ul
0 = g˜′s(x,us)
(3.10)
with 0 = g˜′s(x,us) being the linearly independent subset of the constraints defined as
g′s(x,us) = B1(x)g˜′s(x,us), and z1 being algebraic variables representing the finite, yet
indeterminate terms limε1→0 g˜′s(x,us)/εp, which correspond to the scaled differences of
small flows in the limit as the purge stream becomes infinitely small.
In this case, an additional layer can be added to the hierarchical control structure
mentioned above, which regulates the inventory of the purged species in the recycle loop
in a slower time scale using up as manipulated inputs. Note that ul and us have to be
specified by a control law so that the model of Eq.(3.10) depends only on up.
Let us now consider the more general case of multiple interconnected recycle struc-
tures, where different material flows span m orders of magnitude. We assume that the
flows of the smallest magnitude are of O(1), and that t represents the time scale where
the slowest dynamics evolve (rather than the process time scale). The mathematical
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Figure 3.1: Flowchart of the analysis of multi-time scale dynamics using singular per-
turbations
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model of such structures then can be cast in a singularly perturbed form as follows:
dx
dt
=
1
ε1
g1(x,u1) + · · ·+ 1
εm
gm(x,um) (3.11)
or in a more compact form:
dx
dt
=
m∑
i=1
1
εi
gi(x,ui) (3.12)
where εi are small parameters, which can be defined as ratios of nominal flowrates of
different orders of magnitude, such that εi  1, εi+1/εi  1 and ε1 ≈ 1. ui represent
the vectors of scaled manipulated inputs which correspond to the flowrates of O(1/εi).
The reduced order dynamic models for each time scale τi = t/εi can be obtained through
a sequential application of singular perturbations. Figure 3.1 shows a flowchart which
summarizes such an analysis. We take the limit εi → 0, starting from i = m, proceeding
all the way to i = 1. In the time scale τi, we identify the following sets:
• xi: the material balance variables evolving in the time scale τi, which may/may
not evolve in the subsequent time scales.
• ui: potential manipulated inputs which can be used to address the control objec-
tives in the time scale τi.
In this case of multiple recycle loops, it is possible that the material flow structures
around some large recycles form large material throughputs, if the magnitudes of the
flowrates of the external streams are the same as those of the flowrates of the internal
streams. The quasi-steady state constraints obtained for such recycles are linearly inde-
pendent, specifying a set of equilibrium points (rather than equilibrium manifolds), i.e.
the dynamics of such recycles will not be accompanied by a slower evolution. To take this
into account, the elements of gi′ (i
′ = 1, . . . , i− 1), which contribute to the dynamics of
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such recycles, are set to zero. In the case of large material recycles, gi′ (i
′ = 1, . . . , i−1)
are adjusted accordingly as discussed in the case of a small purge stream.
The above method becomes cumbersome with increasing size of networks. To this
end, in what follows, we develop a generic, scalable graph theory based framework to
automate the major steps of the above singular perturbations based framework.
3.3 Graph theoretic analysis of multi-time scale material
dynamics
In this section, we propose a graph representation of process networks, which will be used
as the input to the graph-theoretic algorithm that will be developed in the subsequent
subsection.
3.3.1 Process flow graph
In our previous work [54,77], the time scale properties of the energy dynamics of process
networks were analyzed on the basis of the concept of an energy flow graph, which
captures the energy flow structure in such networks. This concept can be extended
to represent the material flow structure of process networks by constructing multiple
graphs each of which captures the flow structure of each chemical species. However,
the dynamics of the holdups of each species cannot be analyzed independently. For
example, in [42], it was shown that large flowrates of solvent act as carriers of solute
that exists in small quantities, affecting the time scale in which the holdups of solute
evolve. Thus, the analysis of the time scale properties of material dynamics on the basis
of multiple graphs is not straightforward.
Motivated by this, we propose a new graph representation to capture the material
flow structure in process networks. Specifically, a process network, which involves ns
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chemical species, is represented as a process flow graph, which is a weighted graph
G(V,E), where V and E represent the set of nodes and the set of edges, respectively.
In order to capture different elements of process networks (e.g. material sources/sinks,
chemical reactions) properly, we define the following subsets of V and E:
• Vnormal: the set of normal nodes which represent individual process units. There
are ns+1 material balance variables (ns species holdups and total hold up) related
to each normal node.
• Vsource: the set of auxiliary nodes which represent material sources (e.g. feed
stream sources). There are ns (at most) material balance variables related to each
source node, which have a potential to be used as manipulated inputs.
• Vsink: the set of auxiliary nodes which represent material sinks (e.g. product
stream sinks).
• Vreaction: the set of auxiliary nodes which represent chemical reactions.
• Enormal: the set of normal edges which represent material flows.
• Eauxiliary: the set of auxiliary edges which represent formation/consumption of
chemical species.
• Edge weights: each edge has ns weights.
For a normal edge, the weights represent the orders of magnitude of different chem-
ical species flowrates. For example, if the flowrates of species A and B in a certain
stream are of O(1/ε2) and O(1/ε1), respectively, the weights of the edge, corresponding
to that stream, will be (2,1). For an auxiliary edge, the weights represent the order of
magnitude of the chemical reaction rate. For example, if the rate of reaction A → B
is of O(1/ε2), the weights of the edge, corresponding to that reaction, will be (-2,2). A
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Subset Schematic representation
Vnormal Solid rectangular node
Vsource Dashed circular node
Vsink Dashed rectangular node
Vreaction Solid circular node
Enormal Solid arrow
Eauxiliary Dashed arrow
Table 3.1: Schematic representation of different types of nodes and edges
negative value is used to represent the consumption rate, while a positive value is used
to represent the formation rate.
Different types of nodes and edges will be distinguished schematically as summarized
in Table 3.1. Also, material flows of different orders of magnitude will be distinguished
using edges of different thickness (the larger the order, the thicker the edge). If m is so
large that different magnitudes cannot be distinguished pictorially using different line
thickness, other suitable indicators can be used to represent flows of different orders of
magnitude.
The graph G(V,E) is initialized (i.e. each node/edge is classified into the appropriate
subset) using Algorithm 1. Indegree and outdegree of node Vi are defined as the number
of edges going into Vi and the number of edges emanating from Vi, respectively.
Example. Let us consider the network shown in Figure 3.2, where we have a gas-phase
reactor where the reaction A → B occurs, and a condenser to separate the product B
from the other species. NA, NB and NI represent the interphase transfer rate of species
A, B and I, respectively. We assume that a small quantity of inert I is introduced
into the network at the flowrate FI,in, and removed from the network through a purge
stream of flowrate P . We also assume that the recycle flowrate R is much larger than
the feed stream flowrate Fin or the product stream flowrate L. Two small parameters
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Algorithm 1 InitializeGraph(G(V,E))
1: for j = 1 : size(E) do
2: if Any value of Ej is negative then
3: Put Ej in Eauxiliary
4: else
5: Put Ej in Enormal
6: end if
7: end for
8: for k = 1 : size(V ) do
9: if Indegree(Vi)=0 then
10: if Vk is connected to any auxiliary edge then
11: Put Vk in Vreaction
12: else
13: Put Vk in Vsource
14: end if
15: else if Outdegree(Vk)=0 then
16: Put Vk in Vsink
17: else
18: Put Vk in Vnormal
19: end if
20: end for
Figure 3.2: A simple reactor-separator network
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can be defined as below:
ε1 =
Ps
Fin,s
, ε2 =
Ps
Rs
with ε2  ε1  1. The subscript s denotes steady state value.
The network shown in Figure 3.2 can be represented as a process flow graph as
shown in Figure 3.3a. The node list is provided in Table 3.2. The edge weights are
determined based on the information provided in [41], and summarized in Table 3.3.
The graph after the initialization is shown in Figure 3.3b.
3.3.2 Graph-theoretic algorithm
Now, let us describe the graph-theoretic algorithm, which mimics the singular pertur-
bations, to extract the time scale properties of such networks, and to design hierarchical
control structures. Specifically, we present the subroutines to mimic the following steps:
• take the limit εi → 0
• identify xi and ui
• identify the linear dependency/independency of the quasi-steady state constraints
• adjust the vector functions gi(x)
Algorithm 2 outlines the procedure for simplifying a complex process flow graph and
formulating a hierarchical control design by exploiting the multi-time scale dynamics.
The input to the algorithm is the process flow graph G(V,E). Since one seeks the
evolution of the system for times t = 0 → ∞, the algorithm begins with the largest
order of magnitude material flows (i.e. material flows of O(1/εm)) and proceeds to the
smallest.
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(a) Before initialization
(b) After initialization
Figure 3.3: Process flow graph of the reactor-separator network
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Node Unit
Normal nodes
1 Reactor
2 Separator (gas phase)
3 Separator (liquid phase)
Source/sink/reaction nodes
4 Feed stream source
5 Inert source
6 Purge stream sink
7 Product stream sink
8 A→ B
Table 3.2: Node list of G of the reactor-separator network
Algorithm 2 MaterialDynamicsAnalysis(G(V,E))
1: InitializeGraph(G(V,E))
2: W = [m,m− 1, . . . , 1]
3: for i=1:m do
4: Mi=InducedSubgraph(W [i])
5: Put normal nodes of ReducedNodeListi in Ni
6: [Ti,Ui,Yi] =DynamicsAndControl(Mi)
7: Mi,reduced =GraphReduction(Mi)
8: PostProcess(G,Mi,reduced)
9: end for
10: return T ,U ,Y
Algorithm 3 describes the procedure of the subroutine InducedSubgraph. In the sin-
gular perturbations based framework, in order to obtain the description of the dynamics
in the i-th time scale, one defines a stretched time scale τi = t/εi and takes the limit
εi → 0. The resulting equations will include only the terms of O(1/εi). In the graph
theory based framework, the algorithm identifies the subset of E, ReducedEdgeListi,
which includes the edges of O(1/εi) only. Then, the nodes, which are connected to
any edge in ReducedEdgeListi, are taken to form a subset of V , ReducedNodeListi.
An induced subgraph Mi is the graph which can be defined by ReducedEdgeListi and
ReducedNodeListi. Ni is the set of nodes whose dynamics evolve in the time scale τi.
3.3 Graph theoretic analysis of multi-time scale material dynamics 89
Edge Weights (A,B, I) Edge Weights (A,B, I)
4→1 (2,0,0) 2→3 (a) (2,0,0)
5→1 (0,0,1) 2→3 (b) (0,2,0)
8→1 (-2,2,0) 2→3 (c) (0,0,1)
1→2 (3,3,1) 2→6 (1,1,1)
2→1 (3,3,1) 3→7 (2,2,1)
Table 3.3: Edge list of G of the reactor-separator network
Algorithm 3 InducedSubgraph(i)
1: Define ReducedEdgeListi
2: for j = 1 : size(E) do
3: if maxl(Ej [l]) = i then
4: Put Ej in ReducedEdgeListi
5: end if
6: end for
7: Define ReducedNodeListi
8: for k = 1 : size(V ) do
9: if Vk is connected to any edge in ReducedEdgeListi then
10: Put Vk in ReducedNodeListi
11: end if
12: end for
13: Mi = G(ReducedNodeListi, ReducedEdgeListi)
14: return Mi
The procedure of the subroutine DynamicsAndControl is described in Algorithm
4. If the equation, which describes the dynamics of a certain variable, includes any
term of O(1/εi), that variable evolves in the time scale τi. Similarly, if a certain node
appears in Mi, state variables related to that node have a potential to evolve in the
time scale τi. In order to identify the set of state variables evolving in the time scale τi,
Ti, the algorithm checks, for each node inMi, the compositions of the edges connected
to the corresponding node. As any state variable that evolves in the time scale τi can
be controlled in the same time scale, the set of controlled outputs that can be regulated
in the time scale τi, Yi, is the same as Ti. All the edges appearing in Mi (essentially,
flowrates of the streams represented by the edges) have a potential to be used as the
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Algorithm 4 DynamicsAndControl(Mi)
1: for k = 1 : size(ReducedNodeListi) do
2: if ReducedNodeListi[k] is not a partial recycle/throughput then
3: Put M(ReducedNodeListi[k]) to Ti
4: Put M(ReducedNodeListi[k]) to Yi
5: end if
6: for l = 1 : ns do
7: if l-th weight of any edge connected to ReducedNodeListi[k] is larger than 0
then
8: Put cl(ReducedNodeListi[k]) to Ti
9: Put cl(ReducedNodeListi[k]) to Yi
10: end if
11: end for
12: end for
13: for j = 1 : size(ReducedEdgeListi) do
14: Put ReducedEdgeListi[j] to Ui
15: if ReducedEdgeListi[j] is connected to a source node then
16: Let that source node be denoted by S
17: for l = 1 : ns do
18: if l-th weight of ReducedEdgeListi[j] is larger than 0 then
19: Put cl(S) to Ui
20: end if
21: end for
22: end if
23: end for
manipulated input to address the control objectives of the time scale τi. Thus, they are
included in Ui, the set of potential manipulated inputs available in the time scale τi.
Also, if an edge represents a feed stream, the composition of that stream is available as
potential manipulated input, and is included in Ui.
The subroutine GraphReduction identifies all the basic building blocks inMi, which
correspond to the prototype networks discussed in the previous section, i.e. networks
with large material recycles and networks with small purge streams. These basic build-
ing blocks will be referred to as pure recycles and partial recycles, respectively. Then,
the basic building blocks are replaced with the composite nodes to generate a reduced
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(a) G
(b) M2
(c) M2,reduced
Figure 3.4: Simple network with a pure recycle
subgraphMi,reduced. This subroutine employs a cycle detection algorithm [84] to identify
recycles in the graphs.
Figure 3.4a shows a process flow graph for a pure recycle connecting two normal
nodes 1 and 2. The pair on each edge represents the edge weights, which are assigned
as discussed in the previous subsection. The induced subgraph M2 is shown in Figure
3.4b. Note that M2 represents a closed system. Thus, the overall network variables
(e.g. M1 + M2, where Mk is the total holdup of k-th node) do not evolve in the time
scale τ2.
Figure 3.5a shows a partial recycle connecting two normal nodes 1 and 2. The
induced subgraph M2 is shown in Figure 3.5b. Note that, although M2 represents
an open system, no external flow introduces/removes species 2 from the recycle loop
consisting of nodes 1 and 2. Thus, c1,1 + c1,2 (cl,k represents the concentration of l-th
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(a) G
(b) M2
(c) M2,reduced
Figure 3.5: Simple network with a partial recycle
chemical species in k-th node), i.e. the overall holdup of species 1 in the recycle loop,
evolves in the fast time scale, while c2,1 + c2,2, i.e. the overall holdup of species 2 in the
recycle loop, does not.
All the constituents of each recycle loop are clustered into a single composite node
C. Then, the algorithm discriminates partial recycles from pure recycles by comparing
the compositions of the internal flows and the external flows. Let us define two vectors,
t and r, for a recycle loop. The l-th element of t, tl, is equal to 1 if any large external
flow contains the l-th chemical species, and 0 otherwise. Similarly, the l-th element of
r, rl, is equal to 1 if any large internal flow contains the l-th chemical species, and 0
otherwise. Using t and r, the following information can be inferred:
3.3 Graph theoretic analysis of multi-time scale material dynamics 93
• the composite node is a pure recycle if t ≡ 0. It will be labeled as R.
• the composite node is a partial recycle if tl 6= rl for some l, and t 6≡ 0. It will be
labeled as PR.
• if tl 6= rl for a certain species, the overall holdup of that species in the recycle loop
evolves in a slower time scale
Nodes 1 and 2 in Figure 3.4b can be clustered into a single composite node, and
labeled as R to obtain M2,reduced as shown in Figure 3.4c, since t ≡ 0. Nodes 1 and
2 in Figure 3.5b can be clustered into a single composite node, and labeled as PR to
obtainM2,reduced, which is shown in Figure 3.5c, as t2 6= r2. Note that, as mentioned in
the previous section, the material flow structure around a recycle loop can form a large
material throughput. In such case, tl = rl, ∀l, and the composite node will be labeled
as T .
The subroutine PostProcess removes all the constituents of throughputs from G
as the dynamics of throughputs evolve in a single time scale. For partial recycles,
the chemical species whose dynamics are accompanied by a slower evolution in the
subsequent time scales are identified. Then, the weights of the edges in G, which are
connected to the constituents of partial recycles, are modified accordingly so that the
dynamics of species for which tl = rl are not affected by the smaller flows.
Example (continued). Figure 3.6a shows the subgraph M3 of the process flow graph
shown in Figure 3.3b. The nodes evolving in the time scale τ3 are N3 = {1, 2}. One
recycle is identified in this subgraph, which is determined to be a pure recycle, and is
simplified as the composite node R1. The subgraph M2 is shown in Figure 3.6b. A
subset of nodes which evolve in the time scale τ2 is given by N2 = {1, 2, 3}. In this
subgraph, one recycle is identified, which is determined to be a partial recycle, and is
labeled as PR1. The constituents of throughputs (i.e. node 3) are removed from the
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(a) M3
(b) M2
(c) M1
Figure 3.6: Subgraphs of the reactor-separator network
original graph. For PR1, tl = rl for A and B, while tl 6= rl for I. Thus, the weights of
the edges, which are connected to PR1 in the subsequent time scale’s subgraph, need to
be changed so that the dynamics of A and B are not affected by the smaller flows. The
subgraph M1 is shown in Figure 3.6c. Note that the edge weights of the edge 2 → 6
are changed from (1,1,1) to (0,0,1). The nodes evolving in the time scale τ1 (=t) are
N1 = {1, 2}.
Based on the above result, this network is expected to exhibit three-time scale ma-
terial dynamics as summarized in Table 3.4. Note that this result matches the singular
perturbations analysis provided in [41]. Also, potential manipulated inputs and con-
trolled outputs for each time scale are listed in Table 3.5. Note that the variables in each
brace cannot be controlled simultaneously, since the quasi-steady state constraints for
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State
Evolution in
τ3 τ2 t
M1 O O
cA,1 O O
cB,1 O O
cI,1 O O
M2 O O
cA,2 O O
cB,2 O O
cI,2 O O
M3 O
cA,3 O
cB,3 O
cI,3 O
Table 3.4: Summary of the dynamics of the reactor-separator network
Time scale U Y
τ3 F1−2, F2−1
{M1,M2}, {cA,1, cA,2},
{cB,1, cB,2}, {cI,1, cI,2}
τ2
F4−1, F2−3(a), F2−3(b),
F3−7, cA,4
(M1 +M2), (cA,1 + cA,2),
(cB,1 + cB,2), M3, cA,3,
cB,3, cI,3
t F5−1, F2−6, cI,5 (cI,1 + cI,2)
Table 3.5: Potential manipulated inputs and controlled outputs in each time scale:
reactor-separator network
the variables are not linearly independent. Only all but one variables can be controlled
independently.
Remark 3.1. The proposed graph-theoretic algorithm focuses on the dynamics and
control of material balance variables only. A framework, which combines the present
work with the analysis of multi-time scale energy dynamics, will be the subject of the
future work.
In what follows, we apply the above algorithm to more realistic example process
networks to further illustrate the application of the proposed framework.
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3.4 Case study
3.4.1 HMF production process
Process description
Let us consider a process proposed in [85], in which 5-hydroxymethylfurfural (HMF)
is produced from fructose. Figure 3.7 shows the process flow diagram of the network.
A mixture of fructose and catalyst are fed to the continuously stirred biphasic tank
reactor, where a complex chemical reaction system is present. The following simplified
kinetic model was assumed:
Fructose→ HMF
Fructose→ BPA
HMF→ Levulinic acid + Formic acid
HMF→ BPB
In this model, intermediate species between fructose and HMF are neglected, and the
byproducts formed from fructose and HMF are lumped into groups BPA and BPB, re-
spectively. The main product HMF is extracted to the organic phase, which is composed
of 7:3 methyl iso-butylketone:2-butanol, from the aqueous phase where the reactions oc-
cur. In the liquid-liquid extractor, the remaining HMF is recovered from the aqueous
phase outlet stream of the reactor. The stream leaving the aqueous phase of the extrac-
tor, which mainly consists of water, is recycled back to the reactor, while a part of it is
purged to prevent the accumulation of byproducts. The organic phase outlet streams
of the reactor and the extractor are fed to the evaporator to produce the purified HMF,
and are recycled back to the reactor and the extractor. In order to maintain the inven-
tory of the solvent, a small amount of fresh solvent is fed to the organic phase of the
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Figure 3.7: Process flow diagram of the HMF production process
reactor.
The presence of a purge stream and multiple recycle loops along with the segregation
of material flows (as documented in [42]) suggests that there would be a possibility for
the network to exhibit multi-time scale material dynamics. In what follows, we apply
the proposed graph-theoretic algorithm to this process network.
Graph-theoretic analysis
The HMF production process, which is shown in Figure 3.7, can be represented as a
process flow graph as shown in Figure 3.8. Table 3.6 contains the list of the nodes. Based
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Figure 3.8: Process flow graph of the HMF production process
on the information provided in [42], the edge weights are determined, and summarized
in Table 3.7. Different chemical species are indexed as shown in Table 3.8. Using
the information in Figure 3.8 and Table 3.7, the proposed graph-theoretic algorithm is
applied to this process network.
Figure 3.9a shows the subgraphM2 obtained from the process flow graph shown in
Figure 3.8. The nodes evolving in the time scale τ2 areN2 = {1, 2, 3, 4, 5}. Three recycles
are identified in this subgraph. Two recycles (which are connected with each other
through node 5) are determined to be pure recycles, and are simplified as the composite
node R1. The other recycle is determined to be a throughput, and is simplified as the
composite node T1. All the constituents of T1 are removed from the original graph.
The subgraphM1, which corresponds to the time scale t, is shown in Figure 3.9b. The
nodes which evolve in this time scale are N1 = {2, 4, 5}.
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(a) M2
(b) M1
Figure 3.9: Subgraphs of the HMF production process
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Normal nodes Source/sink nodes
Node Unit Node Unit
1 Reactor (aq) 6 Fructose feed
2 Reactor (org) 7 Solvent feed
3 Extractor (aq) 8 Purge
4 Extractor (org) 9 Product
5 Evaporator
Reaction nodes
Node Reaction
10 Fructose → HMF
11 Fructose → BPA
12 HMF → Levulinic acid + Formic acid
13 HMF → BPB
Table 3.6: Node list of G of the HMF production process
Edge Weights Edge Weights
1→2 (0,1,0,0,0,0,0,0) 5→4 (0,1,0,0,0,0,0,2)
1→3 (1,1,1,1,1,1,2,0) 5→9 (0,1,0,0,0,0,0,0)
2→5 (0,1,0,0,0,0,0,2) 6→1 (1,0,0,0,0,0,2,0)
3→1 (1,1,1,1,1,1,2,0) 7→2 (0,0,0,0,0,0,0,1)
3→4 (0,1,0,0,0,0,0,0) 10→1 (-1,1,0,0,0,0,1,0)
3→8 (1,1,1,1,1,1,2,0) 11→1 (-1,0,0,0,1,0,0,0)
4→5 (0,1,0,0,0,0,0,2) 12→1 (0,-1,1,1,0,0,-1,0)
5→2 (0,1,0,0,0,0,0,2) 13→1 (0,-1,0,0,0,1,0,0)
Table 3.7: Edge list of G of the HMF production process
Index Species Index Species
1 Fructose 5 BPA
2 HMF 6 BPB
3 Levulinic acid 7 Water
4 Formic acid 8 Organic solvent
Table 3.8: Index list for the chemical species: HMF production process
Based on these results, the HMF production process network is expected to exhibit
two-time scale material dynamics. The state variables, which evolve in the fast and
slow time scales, are summarized in Table 3.9 and Table 3.10, respectively. Note that
this result matches the result provided in [42], which was obtained via the singular
3.4 Case study 101
State
Node
1 2 3 4 5
M O O O O O
c1 O O
c2 O O O O O
c3 O O
c4 O O
c5 O O
c6 O O
c7 O O
c8 O O O
Table 3.9: Summary of the dynamics of the HMF production process in the time scale
τ2
State
Node
1 2 3 4 5
M O O O
c1
c2 O O O
c3
c4
c5
c6
c7
c8 O O O
Table 3.10: Summary of the dynamics of the HMF production process in the time scale
t
perturbations based analysis.
The controlled outputs and the potential manipulated inputs available in each time
scale are also identified, and they are summarized in Table 3.11. On the aqueous part
of the network, all the control objectives need to be addressed in the fast time scale.
On the organic part of the network, the material balance variables of the individual
process units need to be controlled, while the network level control objectives need to
be addressed in the slow time scale. A hierarchical control structure, based on this
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U Y
τ
F1−3, F2−5, F3−1,
F3−8, F4−5, F5−2,
F5−4, F6−1
M1, M3, c1,1, c1,3, c2,1, c2,3, c3,1,
c3,3, c4,1, c3,3, c4,3, c5,1, c5,3, c6,1,
c6,3, c7,1, c7,3, {M2,M4,M5},
{c2,2, c2,4, c2,5}, {c8,2, c8,4, c8,5}
t F7−2, F5−9
(M2 +M4 +M5),
(c2,2 + c2,4 + c2,5), (c8,2 + c8,4 + c8,5)
Table 3.11: Potential manipulated inputs and controlled outputs in each time scale:
HMF production process
decomposition, was developed and simulated in [42].
3.4.2 Vinyl acetate process
Process description
Let us now consider a vinyl acetate monomer process (VAc process) proposed in [86],
whose process flow diagram is shown in Figure 3.10. In this process, acetic acid, ethylene
and oxygen are fed into the reactor where the following chemical reactions occur:
2C2H4 + 2CH3COOH + O2 → 2CH2 = CHOCOCH3 + 2H2O
C2H4 + 3O→ 2CO2 + 2H2O
It is assumed that the fresh ethylene feed contains a small amount of ethane, which
is an inert species. The outlet stream of the reactor is then cooled using a process-to-
process heat exchanger and a cooler. In the separator, the liquid phase of the reactor
outlet stream is separated from the vapor phase, and it is fed into the distillation column.
Vinyl acetate is recovered from the vapor outlet of the separator through the absorber,
and it is also fed into the distillation column. The vapor outlet of the absorber, which
consists mainly of the unreacted ethylene, is processed by the CO2 removal units, and
is recycled back into the reactor. In the distillation column, the unreacted acetic acid
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Figure 3.11: Process flow graph of the VAc process
is separated from the products, and is recycled back into the reactor. The inert species,
ethylene, and the impurity species, CO2, are removed from the process using the purge
streams.
We note the following features of the process, which give rise to a potential of multi-
time scale material dynamics:
• A large amount of unreacted reactants (i.e. ethylene and acetic acid) is recycled.
• There exist small purge streams.
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Normal nodes
Node Unit Node Unit
1 Vaporizer 6 CO2 removal unit
2 Reactor 7 FEHE-Cold
3 FEHE-Hot 8 Column
4 Separator 9 Decanter
5 Absorber 10 HAc tank
Source/sink nodes
Node Unit Node Unit
11 Ethylene feed 15 CO2 purge
12 O2 feed 16 Organic product
13 HAc feed 17 Aqueous product
14 Purge 18 Vent
Reaction nodes
Node Reaction
19 2C2H4 + 2CH3COOH + O2 → 2CH2=CHOCOCH3 + 2H2O
20 C2H4 + 3O2 → 2CO2 + 2H2O
Table 3.12: Node list of G of the VAc process
Graph-theoretic analysis
Figure 3.11 shows the process flow graph of the VAc process, and the list of the nodes is
tabulated in Table 3.12. The edge weights are determined using the steady state infor-
mation documented in [86], and summarized in Table 3.13. The index list for different
chemical species is provided in Table 3.14. The proposed graph-theoretic algorithm is
applied to this process using the information in Figure 3.11 and Table 3.13 as inputs.
The subgraph M3, with the largest magnitude O(1/ε3) flows, is shown in Figure
3.12a. The nodes evolving in the time scale τ3 are N3 = {1, 2, 3, 4, 5, 6, 7, 8, 9}. In
this subgraph, three recycles (two of which are interconnected) are identified, which
are determined to be pure recycles, and are simplified as the composite nodes R1 and
R2. Figure 3.12b shows the subgraph M2. A subset of the nodes which evolve in the
time scale τ2 is given by N2 = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}. This subgraph contains four
recycles which are determined to be partial recycles, and can be simplified to obtain the
3.4 Case study 106
Edge Weights Edge Weights
1→2 (2,1,3,3,1,1,2) 10→1 (0,0,0,0,1,1,2)
2→3 (2,1,3,3,2,2,2) 10→5 (0,0,0,0,1,1,2)
3→4 (2,1,3,3,2,2,2) 9→16 (0,0,0,0,2,1,1)
4→5 (2,1,3,3,2,1,1) 9→17 (0,0,0,0,1,2,1)
5→6 (2,1,3,3,1,1,1) 11→1 (0,0,2,1,0,0,0)
5→7 (2,1,3,3,1,1,1) 12→2 (2,0,0,0,0,0,0)
6→7 (2,1,3,3,1,1,1) 13→10 (0,0,0,0,0,0,2)
7→1 (2,1,3,3,1,1,1) 6→14 (1,1,1,1,1,1,1)
8→9 (0,0,0,0,3,2,1) 6→15 (0,1,0,0,0,0,0)
9→8 (0,0,0,0,3,1,1) 9→18 (0,0,0,0,1,1,1)
4→8 (0,0,0,0,2,2,2) 19→2 (-1,0,-1,0,1,1,-1)
5→8 (0,0,0,0,2,1,2) 20→2 (-1,1,-1,0,0,1,0)
8→10 (0,0,0,0,1,1,2)
Table 3.13: Edge list of G of the VAc process
Index Species Index Species
1 O2 5 CH2=CHOCOCH3 (VAc)
2 CO2 6 H2O
3 C2H4 7 CH3COOH (HAc)
4 C2H6
Table 3.14: Index list for the chemical species: VAc process
composite node PR1. For PR1, the internal and external compositions, i.e. r and t,
are given as r = [1, 1, 1, 1, 1, 1, 1] and t = [1, 0, 1, 1, 1, 1, 1], respectively. Thus, only the
dynamics of the species 2 (i.e. CO2) will be accompanied by a slower evolution in the
subsequent time scale. The subgraphM1, corresponding to the time scale t, is shown in
Figure 3.12c. The nodes evolving in this time scale are N1 = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}.
Note that the weights of the edges, which are of O(1), and connected to PR1, are
modified accordingly as summarized in Table 3.15.
The VAc process is expected to exhibit three-time scale dynamics based on the
results above. The state variables evolving in the time scales τ3, τ2 and t are summarized
in Table 3.16, Table 3.17 and Table 3.18, respectively.
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(a) M3
(b) M2
(c) M1
Figure 3.12: Subgraphs of the VAc process
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Edge Original weights Modified weights
9→14 (1,1,1,1,1,1,1) (0,1,0,0,0,0,0)
9→15 (0,1,0,0,0,0,0) (0,1,0,0,0,0,0)
9→18 (0,0,0,0,1,1,1) Removed
19→2 (-1,0,-1,0,1,1,-1) Removed
20→2 (-1,1,-1,0,0,1,0) (0,1,0,0,0,0,0)
Table 3.15: Original and modified weights of the edges of O(1)
State
Node
1 2 3 4 5 6 7 8 9 10
M O O O O O O O O O
c1 O O O O O O O
c2 O O O O O O O
c3 O O O O O O O
c4 O O O O O O O
c5 O O O O O O O O O
c6 O O O O O O O O O
c7 O O O O O O O O O
Table 3.16: Summary of dynamics of the VAc process in the time scale τ3
State
Node
1 2 3 4 5 6 7 8 9 10
M O O O O O O O O O O
c1 O O O O O O O
c2
c3 O O O O O O O
c4 O O O O O O O
c5 O O O O O O O O O O
c6 O O O O O O O O O O
c7 O O O O O O O O O O
Table 3.17: Summary of dynamics of the VAc process in the time scale τ2
Also, the potential manipulated inputs and the controlled outputs in each time scale
are identified as tabulated in Table 3.19. In the fast time scale, the material balance
variables of the individual process units (except for the HAc tank) need to be controlled.
The material balance variables associated with the HAc tank need to be controlled in
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State
Node
1 2 3 4 5 6 7 8 9 10
M
c1
c2 O O O O O O O O O O
c3
c4
c5
c6
c7
Table 3.18: Summary of dynamics of the VAc process in the time scale t
the intermediate time scale. Also, the network level dynamics of all the species (except
for CO2) needs to be controlled in this time scale. In the slow time scale, the total
holdup of CO2 in the network needs to be controlled.
Numerical simulations
Let us now perform numerical simulations to validate the results obtained above using
the mathematical model developed in [87]. P controllers were implemented to control
the holdups of the separator, the absorber and the decanter to ensure the stability of
the network.
We apply a disturbance to the network by increasing the flowrate of the vaporizer
inlet from 2.2 kmol/min to 2.64 kmol/min at t=10 min. Figure 3.13a and Figure 3.13b
show the evolutions of the total holdup of the vaporizer and the liquid holdup of the
separator, respectively. Note that both holdups increase very quickly and then slowly
go back to their new steady states. The evolutions of the species holdups of O2 and
CO2 in the liquid phase of the separator are shown in Figure 3.14a and Figure 3.14b,
respectively. We note that the holdup of CO2 keeps decreasing slowly even when the
holdup of O2 is at its new steady state, suggesting a slower evolution of CO2 holdup.
Note that the simulation results are consistent with the results obtained in the previous
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U Y
τ3
F1−2, F2−3, F3−4,
F4−5, F5−6, F5−7,
F6−7, F7−1, F8−9,
F9−8
{M1,M2,M3,M4,M5,M6,M7},
{c1,1, c1,2, c1,3, c1,4, c1,5, c1,6, c1,7},
{c2,1, c2,2, c2,3, c2,4, c2,5, c2,6, c2,7},
{c3,1, c3,2, c3,3, c3,4, c3,5, c3,6, c3,7},
{c4,1, c4,2, c4,3, c4,4, c4,5, c4,6, c4,7},
{c5,1, c5,2, c5,3, c5,4, c5,5, c5,6, c5,7},
{c6,1, c6,2, c6,3, c6,4, c6,5, c6,6, c6,7},
{c7,1, c7,2, c7,3, c7,4, c7,5, c7,6, c7,7, }, {M8,M9},
{c5,8, c5,9}, {c6,8, c6,9}, {c7,8, c7,9}
τ2
F4−8, F5−8, F8−10,
F10−1, F10−5, F11−1,
F12−2, F13−10,
F9−16, F9−17, c3,11,
c4,11, c1,12, c7,13
M10, c5,10, c6,10, c7,10, (M8 +M9), (c5,8 + c5,9),
(c6,8 + c6,9), (c7,8 + c7,9),
(M1 +M2 +M3 +M4 +M5 +M6 +M7),
(c1,1 + c1,2 + c1,3 + c1,4 + c1,5 + c1,6 + c1,7),
(c3,1 + c3,2 + c3,3 + c3,4 + c3,5 + c3,6 + c3,7),
(c4,1 + c4,2 + c4,3 + c4,4 + c4,5 + c4,6 + c4,7),
(c5,1 + c5,2 + c5,3 + c5,4 + c5,5 + c5,6 + c5,7),
(c6,1 + c6,2 + c6,3 + c6,4 + c6,5 + c6,6 + c6,7),
(c7,1 + c7,2 + c7,3 + c7,4 + c7,5 + c7,6 + c7,7)
t F6−14, F6−15, F20−2 (c2,1+c2,2+c2,3+c2,4+c2,5+c2,6+c2,7+c2,8+c2,9+c2,10)
Table 3.19: Potential manipulated inputs and controlled outputs in each time scale:
VAc process
subsection using the graph theory based analysis.
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(a) Vaporizer
(b) Separator
Figure 3.13: Evolution of the total holdup
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(a) O2
(b) CO2
Figure 3.14: Evolution of the species holdup in the liquid phase of the separator
CHAPTER 4
Automated synthesis of control configurations based on structural
coupling∗
4.1 Introduction
Control structure design is a classic problem in control that has received a lot of attention
in the literature (e.g. [1]). In process control in particular, this problem has been
studied extensively in the context of plant-wide control design (e.g. [2]). The problem
of control structure selection becomes particularly challenging for tightly integrated
process networks, which are the rule rather than the exception in modern chemical and
energy plants, and also in the context of smart manufacturing [89]. Integration results in
significant economic benefits, but also limits the available degrees of freedom and leads
∗Reprinted with permission from Seongmin Heo, W. Alex Marvin, and Prodromos Daoutidis, Chem-
ical Engineering Science, http://dx.doi.org/10.1016/j.ces.2015.03.049, 2015 [88]. Copyright c© 2015
Elsevier Ltd.
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to significant interactions that need to be addressed in controller design (including
the selection of the control configuration). In a series of papers [30, 31, 40], we have
documented that whenever integration results in large rates of recovery and recycle of
material and/or energy (compared to the input/output flows), a time-scale hierarchy
develops: individual units evolve in a fast time scale (and are affected by the large
internal and recycle flows) and slower network-level dynamics emerge (that are affected
by the small external flows). This particular feature can be exploited for the selection
of manipulated inputs acting in appropriate time scales to address individual process
control objectives and network level objectives, in the context of hierarchical control, as
discussed in Chapter 2 and Chapter 3.
However, integrated process networks are not necessarily characterized by a segre-
gation of material and/or energy flows. The design of control systems for such networks
is a challenging, open problem, that has been addressed, for example, using passivity-
based control (e.g. [61,66,90]), distributed control (e.g. [91–93]) and quasi-decentralized
control (e.g. [94,95]). Central to this problem is the pairing of manipulated inputs and
controlled outputs, either in the form of single-input single-output controllers or mul-
tivariable ones. A promising approach to this end is to exploit the extensive work in
network theory and graph theory towards identifying “communities” (of manipulated
inputs and controlled outputs, in our case) whose members interact strongly among
them, yet are weakly coupled to the rest of the network members (e.g. [56, 96]). This
community detection problem can be pursued using optimization of clustering param-
eters that capture the network connectivity (e.g. [97, 98]) or through spectral graph
theory (e.g. [99]). The former approaches are generally more easily scalable to larger
networks.
For the pairing of manipulated inputs and controlled outputs, which we will refer
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to as the control configuration synthesis problem, a meaningful approach is to seek po-
tential inputs and outputs that are strongly connected topologically. One measure of
topological closeness is the concept of relative degree [69]. Relative degree essentially
captures the directness of the effect of an input on an output, or the physical closeness
between the two variables, and can be used to identify input/output clusters with favor-
able “structural coupling” in the above sense [69, 100]. Its generic calculation requires
only structural information on the dynamic interactions in the network, and can be
automated on the basis of an equation graph that captures these dynamic interactions.
In this chapter, we develop a method to systematically synthesize control configu-
rations with favorable structural coupling, using relative degree as a measure of such
coupling. Initially, we formulate an integer optimization problem to identify optimal dis-
tributions of inputs and outputs (essentially decentralized control configurations) that
minimize the overall structural coupling in the network. We then propose a hierarchi-
cal clustering procedure which allows identifying groups of inputs and outputs that are
strongly connected topologically, and are thus block decentralized control configuration
candidates. The proposed approach is flexible as it allows generating control configura-
tions that span the entire gamut from fully decentralized ones to the fully centralized
one. It can also be automated for ease of implementation. Its application is illustrated
through a case study on an integrated energy system.
4.2 Relative degree as a measure of structural coupling
Let us consider a general state space model of the form:
x˙ = f(x) +
nu∑
i=1
gi(x)ui
yj = hj(x), j = 1, . . . , ny
(4.1)
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where x ∈ Rnx denotes the state variables, and ui, yj ∈ R denote the input variables
and the output variables, respectively. f , gi are vector fields on Rnx , and hj are scalar
fields on Rnx .
The relative degree between ui and yj , rij , is defined as the smallest integer that
satisfies [101]:
LgiLrij−1f hj(x) 6≡ 0 (4.2)
where L represents the Lie derivative, defined as:
Lfh(x) = ∂h(x)
∂x
f(x)
In [69], it was shown that the relative degree can be interpreted as a measure of how
direct the effect of an input is on an output, as it represents the number of integrations
needed for an input to affect an output. It was also argued that the relative degree can
be used as a measure of physical closeness between an input and an output as it captures
the sluggishness of the input/output response (in effect representing an apparent dead
time). Also, it was shown that the generic calculation of relative degree requires only
structural information of a process, i.e. knowledge of the interdependencies among the
process variables. This can be used to construct an equation graph where nodes represent
the state, input and output variables, and edges represent the interdependencies among
the process variables. Edges are added based on the following rules:
• there is an edge from node xk to node xl if ∂fl(x)/∂xk 6≡ 0
• there is an edge from node ui to node xl if gil(x) 6≡ 0
• there is an edge from node xk to node yj if ∂hj(x)/∂xk 6≡ 0
where fl(x), gil(x) are the l-th element of f(x), gi(x), respectively.
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In such a graph, a path is defined as an open walk of nodes and edges of a graph
such that no node is repeated. The length of a path is the number of edges contained
in the path. An input-to-output path (IOP) is a path which starts from an input node
and terminates at an output node. The relative degree rij is then related to the length
of the shortest IOP connecting ui and yj of the equation graph as follows [69]:
rij = lij − 1 (4.3)
Based on the above, relative degree can be used as a measure of structural cou-
pling, i.e. coupling among the input/output variables based on their structural inter-
dependencies, to provide guidelines for the design and evaluation of multi-loop control
configurations. The procedure described in [69] involves the following steps:
1. Compute the relative degrees between all the inputs and the outputs to form a
relative degree matrix (RDM) whose elements are the relative degrees between
the inputs and the outputs:
Mr =

r11 · · · r1ny
...
. . .
...
rnu1 · · · rnuny

2. Rearrange the outputs such that the minimum relative degree in each column
of the RDM falls on the major diagonal. Then, the diagonal elements of the
rearranged RDM represent the relative degrees between the input/output pairs
forming the control configuration with a favorable structural coupling. The off-
diagonal relative degrees in a row capture the coupling between a specific input
and the other outputs, while the off-diagonal relative degrees in a column capture
the coupling between a specific output and the other inputs.
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3. Evaluate the overall structural coupling for the particular input/output assign-
ment by comparing the diagonal and the off-diagonal relative degrees. Specifi-
cally, the differences between off-diagonal and diagonal relative degrees in a row
(i.e. rij−rii) and in a column (i.e. rji−rii) provide a measure of the overall struc-
tural coupling. The larger these differences are, the more favorable the control
configuration is.
The above procedure is time consuming to apply to large scale process networks as
each step needs to be executed manually. Also, only fully decentralized control config-
urations are considered. In what follows, we exploit the graph theoretic interpretation
of relative degrees to propose a generally applicable and easy to automate framework
to synthesize optimal control configurations (ranging from fully decentralized to fully
centralized) for process networks.
4.3 Control configuration synthesis based on structural
coupling
In this section, we develop an optimization-based framework to synthesize control con-
figurations based on structural coupling. We define a control configuration synthesis
problem as a distribution problem, where the inputs and the outputs are distributed
to the controllers. The assumption is that the controllers are square, i.e. the same
numbers of inputs and outputs are distributed to each controller. We define the size of
a controller as the number of inputs (or outputs) that are distributed to the controller.
Initially, we limit the size of all the controllers to 1 (i.e. we consider fully decentralized
control configurations only), and formulate an optimization problem to generate such
decentralized control configurations so as to minimize the overall structural coupling
between the different loops. Starting from such decentralized control configurations, we
4.3 Control configuration synthesis based on structural coupling 119
then describe the synthesis of block decentralized control configurations by hierarchical
clustering of the input/output pairs.
4.3.1 Synthesis of decentralized control configurations
Let us consider a system with nu inputs and ny outputs, and the corresponding RDM,
Mr. We assume that we have more inputs than outputs which is typically the case
in practical problems (i.e. nu > ny). For a given input/output assignment, consider
the RDM rearranged such that the relative degrees between the chosen input/output
pairs fall on the main diagonal. The structural coupling of this configuration can be
evaluated using the differences between the diagonal and off-diagonal relative degrees
of the first ny rows of the RDM, and noting that the relative degrees in the remaining
nu − ny rows do not affect the structural coupling of the system as they represent the
relative degrees between the unselected inputs (i.e. the inputs that are not distributed
to any controller) and the outputs. The overall structural coupling for the given control
configuration can thus be evaluated based on the value of the following term:
JDC =
ny∑
i=1
ny∑
j=1
(rij − rii) (4.4)
The larger the above term is (i.e. the smaller the diagonal relative degrees and the
larger the off-diagonal ones), the more favorable the control configuration is.
We note that the relative degrees in a column can be classified into three classes,
diagonal (rd), off-diagonal (ro) and the remaining ones (rr). The relative degree rij is:
• in rd if ui and yj are distributed to the same controller
• in rr if ui is not distributed to any controller
• in ro otherwise
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Let us now define two different sets of binary variables that will allow us to capture
this classification without rearranging the RDM:
pij =

1, if ui is distributed to the same controller with yj
0, otherwise
(4.5)
qi =

0, if ui is not distributed to any controller
1, otherwise
(4.6)
Note that, by definition, pij cannot be equal to 1 if qi is equal to 0, leaving three
possible combinations of pij and qi, corresponding to the classes of relative degrees
defined above:
rd = {rij ∈Mr|pij = 1, qi = 1}
ro = {rij ∈Mr|pij = 0, qi = 1}
rr = {rij ∈Mr|pij = 0, qi = 0}
Also note that, for systems with more outputs than inputs, qj , instead of qi, can be
defined such that qj is equal to 0 if yj is not distributed to any controller.
The optimization problem for decentralized control configuration synthesis corre-
sponds to an exhaustive search over all possible input/output distributions such that
the term in Eq.(4.4) is maximized. Using the binary variables defined in Eqs.(4.5)-(4.6),
this optimization problem can be stated as follows:
maximize JDC =
nu∑
i=1
ny∑
j=1
rijqi − ny
nu∑
i=1
ny∑
j=1
rijpij (4.7)
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where the first and the second terms of the objective function represent the correspond-
ing terms in Eq.(4.4), and the decision variables are pij and qi. We now describe a set
of constraints to complete the problem.
The number of input/output pairs needs to be equal to the number of outputs to
ensure that all the outputs are distributed to a controller:
∑
i,j
pij = ny (4.8)
The following set of constraints states that any input or output can be distributed
to one controller at most:
∑
j
pij ≤ 1 ∀i (4.9)
∑
i
pij ≤ 1 ∀j (4.10)
Finally, since any input ui can be distributed to at most one output yi:
qi ≤
∑
j
pij ∀i (4.11)
This formulation (Eqs.(4.7)-(4.11)) corresponds to a bipartite matching problem
[102], where a set of variables is divided into two disjoint subsets (in this case, the set
of inputs and the set of outputs), and the variables from each set are matched so as to
minimize/maximize the objective function. For such a problem, the existence of a global
optimum is guaranteed, although in general there does not exist a unique solution [102].
This optimization problem can be solved within the environment of GAMS using the
CPLEX Optimizer [103]. We can also find alternative solutions with the same objective
value by excluding the optimal solutions that have been already found and resolving
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Figure 4.1: A simple CSTR
the optimization problem.
The output of the optimization problem is the nu × ny matrix Popt whose i, j-th
element is pij . Note that Popt is a variant of a permutation matrix whose i-th row sum
is 1 if ui is distributed to a controller, and 0 otherwise. Using Popt, we can obtain the
optimal RDM (ny × ny), Mr,opt, as:
Mr,opt = P
T
optMr (4.12)
Note that, by premultiplying Mr by P
T
opt, we eliminate the nu−ny rows of Mr, whose
elements represent the relative degrees between the unselected inputs and the outputs,
while rearranging the remaining ny rows with respect to the optimal decentralized con-
trol configuration.
Example. For a simple illustration, let us consider a continuous stirred tank reactor
(CSTR) shown in Figure 4.1. Feed streams of A and B with molar flow rates FA, FB,
temperatures TA, TB, and concentrations cA0, cB0, respectively, are fed to the reactor,
where a reaction A+B → C +D occurs, to produce a product stream with molar flow
rate F , temperature T , and concentrations cA, cB, cC , cD. We assume that the reaction
is endothermic, and heat is supplied to the reactor at a rate Q to facilitate the reaction.
Assuming constant density ρ and heat capacity Cp, the energy/material balances of
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the system can be described by the following equations:
dM
dt
= FA + FB − F
dcA
dt
=
FA
M
(cA0 − cA)− FB
M
cA − kcAcBexp
(−E
RT
)
dcB
dt
=
FB
M
(cB0 − cB)− FA
M
cB − kcAcBexp
(−E
RT
)
dcC
dt
= −FA + FB
M
cC + kcAcBexp
(−E
RT
)
dT
dt
=
FA
M
(TA − T ) + FB
M
(TB − T ) + Q
MCp
− ∆H
ρCp
kcAcBexp
(−E
RT
)
where M is the molar holdup of the reactor, and k and E are the rate constant and the
activation energy of the reaction, respectively. ∆H represents the heat of reaction.
We define the following sets of the inputs and the outputs:
u = {FA, FB, F,Q}
y = {M, cA, cC , T}
Then, the equation graph of the system can be obtained as shown in Figure 4.2.
The RDM of the system can be computed as follows:
Mr =
M cA cC T

FA 1 1 1 1
FB 1 1 1 1
F 1 2 2 2
Q ∞ 2 2 1
and the shortest IOPs between all input/output pairs are provided in Table 4.1.
By solving the optimization problem defined by Eqs.(4.7)-(4.11), we get two optimal
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Figure 4.2: Equation graph of the simple CSTR example
solutions as follows:
Popt,1 =

0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1

Popt,2 =

0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1

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y1(M) y2(cA)
u1(FA) u1 →M → y1 u1 → cA → y2
u2(FB) u2 →M → y1 u2 → cA → y2
u3(F ) u3 →M → y1 u3 →M → cA → y2
u4(Q) No path u4 → T → cA → y2
y3(cC) y4(T )
u1(FA) u1 → cC → y3 u1 → T → y4
u2(FB) u2 → cC → y3 u2 → T → y4
u3(F ) u3 →M → cC → y3 u3 →M → T → y4
u4(Q) u4 → T → cC → y3 u4 → T → y4
Table 4.1: Shortest paths between the inputs and the outputs of the simple CSTR
example
which translate into the following optimal RDMs:
Mr,opt,1 =
M cA cC T

F 1 2 2 2
FB 1 1 1 1
FA 1 1 1 1
Q ∞ 2 2 1
Mr,opt,2 =
M cA cC T

F 1 2 2 2
FA 1 1 1 1
FB 1 1 1 1
Q ∞ 2 2 1
In both control configurations, the molar holdup and the temperature of the reactor
is controlled by manipulating the outlet flowrate and the heat input rate, respectively.
The flowrates of the feed streams of A and B are respectively manipulated to control
the concentrations of C and A of the outlet stream in the control configuration given
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by Mr,opt,1, and to control the concentrations of A and C of the outlet stream in the
control configuration given by Mr,opt,2.
4.3.2 Hierarchical clustering of input/output pairs
In this subsection, we propose a systematic way to cluster the input/output pairs hier-
archically, by considering the structural coupling between different input/output pairs
(rather than simply inputs and outputs). The goal is to generate a hierarchy of block de-
centralized control configurations with increasing controller sizes, whereby in each level
we form clusters of input/output pairs which are structurally close in a sense that will be
made precise shortly. The result of clustering can be visualized as a dendrogram where
each level of the dendrogram represents a block decentralized control configuration.
Let us consider the following optimal RDM obtained as a solution to the optimization
problem discussed above (in the case of multiple optimal solutions, each one can be
considered separately):
Mr,opt =
y1 · · · yi · · · yj · · · yny

u1 r11 · · · r1i · · · r1j · · · r1ny
...
...
. . .
...
. . .
...
. . .
...
ui ri1 · · · rii · · · rij · · · riny
...
...
. . .
...
. . .
...
. . .
...
uj rj1 · · · rji · · · rjj · · · rjny
...
...
. . .
...
. . .
...
. . .
...
uny rny1 · · · rnyi · · · rnyj · · · rnyny
(4.13)
Two input/output pairs, {ui, yi} and {uj , yj}, will be structurally close if the inputs
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ui, uj have comparable structural effect on the outputs yi, yj , i.e. the values of the off-
diagonal relative degrees rij and rji are close to the values of the diagonal relative degrees
rii and rjj . Motivated by this, we define a distance between the two input/output pairs
as the sum of the largest differences between the off-diagonal and diagonal relative
degrees:
d({ui, yi}, {uj , yj}) = (max{rij , rji} − rii) + (max{rij , rji} − rjj)
= 2max{rij , rji} − rii − rjj (4.14)
Proposition 4.3.1. The distance defined in Eq.(4.14) is a pseudo-semi-metric [104],
satisfying the following properties:
d({ui, yi}, {uj , yj}) ≥ 0
d({ui, yi}, {ui, yi}) = 0
d({ui, yi}, {uj , yj}) = d({uj , yj}, {ui, yi})
Proof. The objective function value computed from the above optimal RDM is:
JDC,opt =
ny∑
k=1
ny∑
l=1
(rkl − rll)
=[(r11 − r11) + · · ·+ (r1i − r11) + · · ·+ (r1j − r11) + · · ·+ (r1ny − r11)] + · · ·
+ [(ri1 − rii) + · · ·+ (rii − rii) + · · ·+ (rij − rii) + · · ·+ (riny − rii)] + · · ·
+ [(rj1 − rjj) + · · ·+ (rji − rjj) + · · ·+ (rjj − rjj) + · · ·+ (rjny − rjj)] + · · ·
+ [(rny1 − rnyny) + · · ·+ (rnyi − rnyny) + · · ·
+ (rnyj − rnyny) + · · ·+ (rnyny − rnyny)]
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Let us swap the i, j-th rows to get the following RDM:
M ′r =
y1 · · · yi · · · yj · · · yny

u1 r11 · · · r1i · · · r1j · · · r1ny
...
...
. . .
...
. . .
...
. . .
...
uj rj1 · · · rji · · · rjj · · · rjny
...
...
. . .
...
. . .
...
. . .
...
ui ri1 · · · rii · · · rij · · · riny
...
...
. . .
...
. . .
...
. . .
...
uny rny1 · · · rnyi · · · rnyj · · · rnyny
The objective function value computed from the above RDM is:
J ′DC =[(r11 − r11) + · · ·+ (r1i − r11) + · · ·+ (r1j − r11) + · · ·+ (r1ny − r11)] + · · ·
+ [(rj1 − rji) + · · ·+ (rji − rji) + · · ·+ (rjj − rji) + · · ·+ (rjny − rji)] + · · ·
+ [(ri1 − rij) + · · ·+ (rii − rij) + · · ·+ (rij − rij) + · · ·+ (riny − rij)] + · · ·
+ [(rny1 − rnyny) + · · ·+ (rnyi − rnyny) + · · ·
+ (rnyj − rnyny) + · · ·+ (rnyny − rnyny)]
The difference between the objective function values is:
JDC,opt − J ′DC = [(ri1 − rii) + · · ·+ (rii − rii) + · · ·+ (rij − rii) + · · ·+ (riny − rii)
+ (rj1 − rjj) + · · ·+ (rji − rjj) + · · ·+ (rjj − rjj) + · · ·+ (rjny − rjj)]
− [(rj1 − rji) + · · ·+ (rji − rji) + · · ·+ (rjj − rji) + · · ·+ (rjny − rji)
+ (ri1 − rij) + · · ·+ (rii − rij) + · · ·+ (rij − rij) + · · ·+ (riny − rij)]
= ny(rij + rji − rii − rjj)
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Recall that Mr,opt is the optimal RDM, implying that the above difference should
be greater than or equal to 0, i.e.:
ny(rij + rji − rii − rjj) ≥ 0
Then,
d({ui, yi}, {uj , yj}) = 2max{rij , rji} − rii − rjj ≥ rij + rji − rii − rjj ≥ 0
The second and third properties can be shown easily from Eq.(4.14).
The main idea behind the proposed clustering procedure is to identify the in-
put/output pairs that are structurally close (i.e. have a small distance) and merge
them to form a cluster of input/output pairs that will form a new controller block in a
block decentralized configuration. At each level of clustering, the number of controllers
is decreased by 1 (although more general formulations are possible), and the clustering
procedure stops when there is only one controller (i.e. when we have fully centralized
control configuration).
Let us first consider the merging of individual input/output pairs. Note that there
is always the possibility that there can be multiple pairs with identical distance. Let us
consider the following example RDM:
Mex =
y1 y2 y3

u1 1 5 5
u2 4 3 6
u3 3 4 3
(4.15)
Note that d({u1, y1}, {u2, y2}) = d({u2, y2}, {u3, y3}) = d({u1, y1}, {u3, y3}) = 6,
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i.e. all three input/output pairs are equally spaced in terms of the distance defined in
Eq.(4.14). However, different pairs of input/output pairs (e.g. {u1, y1}/{u2, y2} and
{u1, y1}/{u3, y3}) have different structural coupling. In such a case, we need to impose
additional criteria to determine the input/output pairs to be merged. A natural first
such criterion is to use the sum of the smallest differences between off-diagonal and
diagonal relative degrees, i.e.:
δ({ui, yi}, {uj , yj}) = 2min{rij , rji} − rii − rjj (4.16)
Additionally, we could use the actual values of the off-diagonal elements to further
discriminate between different pairs of input/output pairs. To this end, we define:
∆({ui, yi}, {uj , yj}) = max{rij , rji} (4.17)
We can now define the distance matrices, Dd, Dδ and D∆, whose i, j-th elements
are d({ui, yi}, {uj , yj}), δ({ui, yi}, {uj , yj}) and ∆({ui, yi}, {uj , yj}), respectively. We
can also define a distance triplet as (d, δ,∆). For the example in Eq.(4.15), Dd, Dδ and
D∆ take the form:
Dd =
{u1, y1} {u2, y2} {u3, y3}

{u1, y1} 0 6 6
{u2, y2} 6 0 6
{u3, y3} 6 6 0
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Dδ =
{u1, y1} {u2, y2} {u3, y3}

{u1, y1} 0 4 2
{u2, y2} 4 0 2
{u3, y3} 2 2 0
D∆ =
{u1, y1} {u2, y2} {u3, y3}

{u1, y1} 0 5 5
{u2, y2} 5 0 6
{u3, y3} 5 6 0
Note that δ({u1, y1}, {u2, y2}) > δ({u2, y2}, {u3, y3}) = δ({u1, y1}, {u3, y3}). Fur-
thermore, ∆({u2, y2}, {u3, y3}) > ∆({u1, y1}, {u3, y3}). Based on these criteria, {u1, y1}
and {u3, y3}, with the distance triplet of (6,2,5), are the input/output pairs to be merged
into a cluster.
We can now proceed to discuss the merging of input/output clusters. Let us consider
the set of all optimal input/output pairs, IOi = {ui, yi}, and denote it as IO. Any subset
of this set will be an input/output cluster, and be denoted by C(A) where A is the set of
indices of the input/output pairs in the cluster (e.g. C({k, l,m}) = {IOk, IOl, IOm}).
Note that a single input/output pair can be considered as a (trivial) cluster by itself
(e.g. C({k}) = {IOk}). The closeness between input/output clusters can be assessed
through an exhaustive search over all possible pairs of input/output pairs from the two
clusters, such that their distance is maximized. This leads naturally to the following
definition of the distance between clusters C(A) and C(A′):
d(C(A), C(A′)) = max{d(IOk, IOl)|k ∈ A, l ∈ A′} (4.18)
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Note that, in this case too, there is the possibility that there can be multiple pairs
of input/output clusters with the same distance. These can be further discriminated
using the criteria that we defined previously. Specifically, we can define:
δ(C(A), C(A′)) = δ(IOk, IOl) (4.19)
∆(C(A), C(A′)) = ∆(IOk, IOl) (4.20)
where IOk, IOl are the input/output pairs identified in Eq.(4.18). The corresponding
distance matrices, Dd, Dδ and D∆, can then be formed at each step of the procedure
and used to determine the clusters to be merged.
For the example in Eq.(4.15), the distances d, δ and ∆ between the newly formed
cluster, C({1, 3}), and C({2}) can be evaluated yielding the following distance matrices:
D
(1)
d =
C({1, 3}) C({2}) C({1, 3}) 0 6
C({2}) 6 0
D
(1)
δ =
C({1, 3}) C({2}) C({1, 3}) 0 4
C({2}) 4 0
D
(1)
∆ =
C({1, 3}) C({2}) C({1, 3}) 0 5
C({2}) 5 0
where the superscript represents the number of updates in the calculation of the distance
matrices or equivalently the number of mergings implemented. Note that at the i-th
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update, the distance matrices are of dimension (ny − i) × (ny − i), i.e. they contain
ny − i clusters.
The procedure for hierarchical clustering of the input/output pairs described above
can be summarized and generalized as follows:
1. At each level of clustering (including the initial optimal decentralized configura-
tions), compute the distance matrices, Dd, Dδ and D∆.
2. Find the smallest off-diagonal value in Dd (i.e. the shortest distance between dis-
tinct input/output clusters). If there exist multiple pairs of input/output clusters
with the smallest value, compare the following values in order:
(a) δ
(b) ∆
Choose the pair with the smallest distance triplet values and merge the clusters
to form a new cluster.
3. Repeat steps 1 and 2. Terminate when a single cluster is formed.
Remark 4.1. There is the possibility that there can be multiple pairs of the input/output
clusters with the same distance triplet values. In such case, each choice can be consid-
ered separately, proceeding to the subsequent levels to complete the clustering. Multiple
dendrograms will be generated to summarize the results in this case.
Example (continued). Let us consider one of the optimal RDMs obtained for the CSTR
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example:
Mr,opt,1 =
M cA cC T

F 1 2 2 2
FB 1 1 1 1
FA 1 1 1 1
Q ∞ 2 2 1
The initial input/output clusters are formed as follows:
C({1}) = {IO1} = {F,M}
C({2}) = {IO2} = {FB, cA}
C({3}) = {IO3} = {FA, cB}
C({4}) = {IO4} = {Q,T}
The corresponding distance matrices are:
Dd =
C({1}) C({2}) C({3}) C({4})

C({1}) 0 2 2 ∞
C({2}) 2 0 0 2
C({3}) 2 0 0 2
C({4}) ∞ 2 2 0
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Dδ =
C({1}) C({2}) C({3}) C({4})

C({1}) 0 0 0 2
C({2}) 0 0 0 0
C({3}) 0 0 0 0
C({4}) 2 0 0 0
D∆ =
C({1}) C({2}) C({3}) C({4})

C({1}) 0 2 2 ∞
C({2}) 2 0 1 2
C({3}) 2 1 0 2
C({4}) ∞ 2 2 0
The smallest off-diagonal element in Dd is Dd(2, 3) = Dd(3, 2) = 0. Thus, we merge
C({2}) and C({3}) to form a new cluster C({2, 3}). The updated distance matrices are:
D
(1)
d =
C({1}) C({2, 3}) C({4})

C({1}) 0 2 ∞
C({2, 3}) 2 0 2
C({4}) ∞ 2 0
D
(1)
δ =
C({1}) C({2, 3}) C({4})

C({1}) 0 0 2
C({2, 3}) 0 0 0
C({4}) 2 0 0
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D
(1)
∆ =
C({1}) C({2, 3}) C({4})

C({1}) 0 2 ∞
C({2, 3}) 2 0 2
C({4}) ∞ 2 0
The distance triplets between C({1}) and C({2, 3}) and between C({2, 3}) and
C({4}) are equal to (2,0,2). Therefore, we can choose to merge either, and the re-
sults can be summarized as dendrograms shown in Figure 4.3, along with the distance
triplet values between the clusters to be merged at each level of the dendrogram. Note
that these triplets are identical for both dendrograms, indicating similar coupling char-
acteristics. We can now draw a horizontal line at any height to cut the dendrogram,
resulting in a block decentralized control configuration. The number of intersections
between the horizontal line and the vertical lines represent the number of controllers.
For example, the dendrogram shown in Figure 4.3a can be cut at a height between
(2, 1, 2) and (∞, 2, 2), to generate a block decentralized control configuration with IO1,
IO2, IO3 assigned to one controller, and IO4 assigned to the other. Note that such
a control configuration is reasonable since the first controller addresses the control of
material balance variables, while the energy balance variable is assigned to the other
controller.
Remark 4.2. In the case of multiple dendrograms, the distance triplet values at each
level are not always the same for all the dendrograms. Different dendrograms can be
evaluated noting that larger distance triplet values imply more weakly coupled block de-
centralized control configurations.
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(a) (b)
Figure 4.3: Hierarchical clustering results for the simple CSTR example
4.3.3 Algorithm for automation of synthesis procedure
The proposed framework can be automated using the algorithm provided below.
Algorithm: AutomatedControlConfigurationSynthesis
1: EG = ConstructEquationGraph
2: [Mr, SIOP ] = Floyd-Warshall(EG)
3: [JDC,opt, Popt] = DesignDC(Mr)
4: Add Popt to ODC
5: P ′opt = Popt
6: while JDC = JDC,opt do
7: Exclude P ′opt
8: [JDC , P
′
opt] = DesignDC(Mr)
9: if JDC = JDC,opt then
10: Add P ′opt to ODC
11: end if
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12: end while
13: for i = 1 to Size(ODC) do
14: Mr,opt =ODC[i]
TMr
15: HC = HierarchicalClustering(Mr,opt)
16: Add HC to DEND
17: end for
18: return ODC, DEND
The input to the algorithm is the equations which describe the dynamic behavior
of the energy/material balances variables. By default, the material/energy flow rates
are marked as the manipulated inputs, and the molar holdups, temperatures and con-
centrations of the process units are marked as the controlled outputs. An additional
input can be provided to the algorithm to define specific sets of manipulated inputs and
controlled outputs. The outputs of the algorithm are the optimal decentralized control
configurations, and the dendrograms.
The subroutine ConstructEquationGraph configures the equation graph of the given
network, EG, from the input. The RDM of the network (Mr), and the shortest IOPs
between all input/output pairs (SIOP) are computed using the Floyd-Warshall algo-
rithm [102]. The Floyd-Warshall algorithm initially sets the length of the path between
different nodes to 1 if the nodes are directly connected, otherwise to a very large finite
integer, which, in our case, is chosen to be 10001, so that the relative degree of 104
represents a relative degree of infinity.
The subroutine DesignDC computes the optimal objective function value, JDC,opt,
and Popt by solving the optimization problem defined by Eqs.(4.7)-(4.11). Popt is added
to ODC, the set of optimal decentralized control configurations. The while loop is
added to find the alternative solutions. Then, for each configuration in ODC, hierarchy
4.4 Case study – energy integrated solid oxide fuel cell (SOFC) system 139
Figure 4.4: Process flow diagram of the energy integrated SOFC system
of input/output clusters HC, which is built in a form of dendrogram, is generated using
the subroutine HierarchicalClustering which automates the procedure proposed in the
previous section. HC is added to DEND, the set of dendrograms.
In what follows, we illustrate the application of the above algorithm using an example
process network.
4.4 Case study – energy integrated solid oxide fuel cell
(SOFC) system
4.4.1 Process description
Let us consider the energy integrated SOFC system with an external reformer proposed
in [80]. The process flow diagram of the system is shown in Figure 4.4. In this system,
the feed stream of water is vaporized in HE1 and HE2, and it is mixed with the methane
stream which is preheated in HE7. Then, the fuel mixture is heated in HE3 before
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entering the steam reformer to facilitate the following reactions:
CH4 + H2O
 CO + 3H2
CO + H2O
 CO2 + H2
The outlet of the steam reformer is heated in HE5, and supplied into the anode of
the fuel cell. The air feed stream is heated in HE4 and HE6, then fed into the cathode of
the fuel cell. In the fuel cell, electrochemical potential is generated through the following
redox reactions:
H2 + O
2− → H2O + 2e−
1
2
O2 + 2e
− → O2−
Both the outlet streams of the fuel cell are then fed into the catalytic burner where
methane, carbon monoxide and hydrogen are completely combusted. The outlet stream
of the catalytic burner, which is at high temperature, provides energy to the stream
reformer and the feed streams as it passes through the jacket of the stream reformer
and the heat exchangers.
Important control objectives for this system are:
• control the temperature of the fuel cell (y1) to prevent material damages while
sustaining the ionic conductivity of the electrolyte
• control the fuel utilization of the fuel cell (y2) to ensure efficient usage of fuel while
preventing fuel starvation
• control the fuel cell air inlet temperature (y3) to enhance the operation of the fuel
cell
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• control the conversion of the steam reformer (y4) to generate hydrogen-rich stream
• control the inlet temperature of the steam reformer (y5) to facilitate the reactions
Also, we have the following potential manipulated inputs:
• the flow rate of air stream entering the fuel cell (u1)
• the flow rate of fuel stream entering the fuel cell (u2)
• the duty of HE6
• the jacket flow rate of the steam reformer (u4)
• the duty of HE3
Since the duty of heat exchangers cannot be manipulated directly, the bypass ratio
around the hot channel of HE6 (u3) and the bypass ratio around the hot channel of
HE3 (u5) will be used as manipulated inputs.
4.4.2 Automated synthesis of control configurations
Let us now apply the developed graph-theoretic framework to this energy integrated
SOFC system. The original equation graph consists of 224 nodes and 529 edges, and
for brevity, only a part of the original equation graph, which contains the nodes for the
inputs and the outputs mentioned previously, and the nodes for the state variables that
are included in the IOPs, is shown in Figure 4.5. Table 4.2 shows the list of the nodes
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in this graph. The RDM is obtained as:
Mr =
y1 y2 y3 y4 y5

u1 1 1 2 7 7
u2 1 1 4 6 6
u3 3 4 2 5 5
u4 4 5 5 3 3
u5 5 6 4 4 2
Two optimal solutions are returned by the algorithm:
Popt,1 =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

Popt,2 =

0 1 0 0 0
1 0 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

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which translate into the following optimal RDMs:
Mr,opt,1 =
y1 y2 y3 y4 y5

u1 1 1 2 7 7
u2 1 1 4 6 6
u3 3 4 2 5 5
u4 4 5 5 3 3
u5 5 6 4 4 2
Mr,opt,2 =
y1 y2 y3 y4 y5

u2 1 1 4 6 6
u1 1 1 2 7 7
u3 3 4 2 5 5
u4 4 5 5 3 3
u5 5 6 4 4 2
From both solutions, we note that, for each row, the diagonal element has the
smallest value, implying that each input is paired with the output that it has the most
direct effect on. The process flow diagram with the control loops determined by Popt,1 is
shown in Figure 4.6. In this configuration, the temperature and the fuel utilization of the
fuel cell are controlled by manipulating the flow rates of the air and fuel inlet streams,
respectively, and the air inlet temperature is controlled by manipulating the bypass ratio
around the hot channel of HE6. The jacket flow rate of the steam reformer and the
bypass ratio around the hot channel of HE3 are manipulated to control the conversion
and the inlet temperature of the steam reformer, respectively. Note that this control
configuration matches the control strategy proposed and evaluated via simulations in
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Input nodes
Index Variable Index Variable
115 u5 119 u1
116 u2 123 u3
118 u4
State nodes
Index Variable Index Variable
22 THE3,cold 51 THE5,cold
26 THE3,hot 58 THE5,hot
31 THE4,cold 62 MHE6,cold
34 THE4,hot 63 THE6,cold
39 TSR 66 THE6,hot
42 cCH4,SR 71 TSOFC
46 TSRJ 73 cH2,SOFC
50 MHE5,cold 79 TCB
Output nodes
Index Variable Index Variable
153 y5 202 y1
173 y4 204 y2
194 y3
Table 4.2: Node list of the energy integrated SOFC system equation graph in Figure
4.5
[80]. By switching the manipulated inputs which are used to control the temperature
and the fuel utilization of the fuel cell in the previous configuration, we get the control
configuration determined by Popt,2. This change is reasonable since u1 and u2 have the
same structural effect on y1 and y2 (i.e. Mr(1, 1) = Mr(1, 2) = Mr(2, 1) = Mr(2, 2) = 1).
For the control configuration determined by Popt,1, we have the following initial
clusters:
C({1}) = IO1 = {u1, y1}
C({2}) = IO2 = {u2, y2}
C({3}) = IO3 = {u3, y3}
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C({4}) = IO4 = {u4, y4}
C({5}) = IO5 = {u5, y5}
and the distance matrix Dd:
Dd =
C({1}) C({2}) C({3}) C({4}) C({5})

C({1}) 0 0 3 10 11
C({2}) 0 0 5 8 9
C({3}) 3 5 0 5 6
C({4}) 10 8 5 0 3
C({5}) 11 9 6 3 0
Note that there is only one pair of clusters with the shortest distance (C({1}) and
C({2})), thus the additional criteria are not required at this level. C({1}) and C({2})
are the clusters to be merged, and Dd is updated accordingly:
D
(1)
d =
C({1, 2}) C({3}) C({4}) C({5})

C({1, 2}) 0 5 10 11
C({3}) 5 0 5 6
C({4}) 10 5 0 3
C({5}) 11 6 3 0
Again, we have only one pair of clusters with the shortest distance, C({4}) and
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Figure 4.6: Control configuration for solution 1
C({5}), which are merged yielding the following distance matrix:
D
(2)
d =
C({1, 2}) C({3}) C({4, 5})

C({1, 2}) 0 5 11
C({3}) 5 0 6
C({4, 5}) 11 6 0
We finally merge C({1, 2}) and C({3}), and then C({1, 2, 3}) and C({4, 5}) to com-
plete the clustering. Note that, in this case, the additional criteria are not used as we
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Figure 4.7: Hierarchical clustering result for the energy integrated SOFC system, solu-
tion 1
have only one pair of clusters with the shortest distance at each level of clustering. The
hierarchical clustering results obtained from Mr,opt,1 and Mr,opt,2 are shown in Figures
4.7 and 4.8, respectively.
The dendrograms shown in both figures can be cut at different heights to generate
the block decentralized control configurations summarized in Tables 4.3 and 4.4, respec-
tively. We can compare the block decentralized configurations at the same level (e.g.
solution 1-1 and solution 2-1) based on the distance triplet values shown in Figures 4.7
and 4.8. In solution 1-1 and solution 2-1, the distance triplets of the closest clusters
are (3,1,4). Thus, the block decentralized control configurations in both solutions are
equally good from a structural point of view. In solution 1-2 and solution 2-2, the dis-
tance triplets of the closest clusters are (5,5,4) and (5,3,4), respectively. Since solution
1-2 has a greater δ, it represents a more weakly coupled control configuration than so-
lution 2-2. Similarly, the control configuration in solution 2-3 is more weakly coupled
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Figure 4.8: Hierarchical clustering result for the energy integrated SOFC system, solu-
tion 2 (C({6}) = {u2, y1}, C({7}) = {u1, y2})
than the one in solution 1-3. Note that, although the additional criteria (i.e. δ and ∆)
are not used to complete the clustering, they can be used to further analyze the results.
Noting that the manipulated inputs and the controlled outputs represent physical
properties of process units and the flows connecting them, the hierarchical clustering
results can also be used to identify subnetworks of closely coupled and decoupled process
units. By identifying the process units associated with the inputs and outputs in each
cluster, different subnetworks are detected as shown in Figure 4.9. For example, as
shown in Figure 4.10, solution 1-3 suggests to address the control problem around the
fuel cell (i.e. control of the temperature, the fuel utilization and the air inlet temperature
of the fuel cell) using a MIMO controller with the flow rates of the air and fuel inlet
streams, and the bypass ratio around the hot channel of HE6 as the manipulated inputs,
while the control problem around the steam reformer (i.e. control of the temperature
and the conversion of the steam reformer) is addressed by another MIMO controller
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Solution Number of Controller Input/output clusters
1-1 4 C({1, 2}), C({3}), C({4}), C({5})
1-2 3 C({1, 2}), C({3}), C({4, 5})
1-3 2 C({1, 2, 3}), C({4, 5})
Table 4.3: Block decentralized control configurations generated from the energy inte-
grated SOFC system, solution 1
Solution Number of Controller Input/output clusters
2-1 4 C({6, 7}), C({3}), C({4}), C({5})
2-2 3 C({6, 7}), C({3}), C({4, 5})
2-3 2 C({3, 6, 7}), C({4, 5})
Table 4.4: Block decentralized control configurations generated from the energy inte-
grated SOFC system, solution 2
manipulating the jacket inlet flowrate and the bypass ratio around the hot channel of
HE3. These choices look reasonable but of course will need to be evaluated using
additional criteria as well, and ultimately via simulations.
4.4 Case study – energy integrated solid oxide fuel cell (SOFC) system 151
Figure 4.9: Subnetworks of the energy integrated SOFC system
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Figure 4.10: Subnetworks controlled by different controllers, solution 1-3
CHAPTER 5
Control-relevant decomposition of process networks based on
structural coupling
Complex process networks are ubiquitous in chemical/energy plants, and typically can-
not be controlled effectively via purely decentralized control approaches. To this end, in
Chapter 4, an agglomerative hierarchical clustering method was developed for the iden-
tification of constituent subnetworks such that the components of each subnetwork are
strongly connected whereas different subnetworks are weakly connected. In this chapter,
a divisive hierarchical clustering method is developed to generate input/output clusters
of varying modularity, using relative degree information to define appropriate notions
of distance between such clusters and compactness within clusters.
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5.1 Relative degree and structural coupling
Let us consider a general state space model of the following form:
x˙ = f(x) +
nu∑
i=1
gi(x)ui
yj = hj(x), j = 1, . . . , ny
(5.1)
where x ∈ Rnx , ui, yj ∈ R denote the state variables, the input variables and the output
variables, respectively. f , gi are vector fields on Rnx and hj are scalar fields on Rnx .
The relative degree of the output yj with respect to ui, rij , is defined as the smallest
integer which satisfies [101]:
LgiLrij−1f hj(x) 6≡ 0 (5.2)
where L represents the Lie derivative:
Lfh(x) = ∂h(x)
∂x
f(x)
In [69], it was shown that the relative degree is a meaningful measure of how direct
the effect of an input is on an output, as it represents the number of integrations required
for an input to affect an output. It was also shown that the relative degree is a measure
of physical closeness between an input and an output as captured by the sluggishness
of the input/output response.
In what follows, we develop a divisive hierarchical clustering framework to decom-
pose a large scale, interconnected system based on structural coupling. The goal is to
generate a hierarchy of block decentralized control configurations with increasing num-
ber of controllers, whereby in each level we decompose a controller block with the least
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favorable structural coupling characteristics in a sense that we will describe shortly.
5.2 Control configuration synthesis by network decompo-
sition
5.2.1 Divisive hierarchical clustering of process networks based on rel-
ative degrees
Let us consider a square system with n inputs and n outputs, whose dynamics can be
described by Eq.(5.1), and the corresponding relative degree matrix (RDM), Mr, whose
i, j-th element is the relative degree between ui and yj :
Mr =

r11 r12 · · · r1n
r21 r22 · · · r2n
...
...
. . .
...
rn1 rn2 · · · rnn

The problem of block decentralized control configuration design for such a system
corresponds to the rearrangement of the above RDM in a partitioned form as follows:
M ′r =

R11 R12 · · · R1nc
R21 R22 · · · R2nc
...
...
. . .
...
Rnc1 Rnc2 · · · Rncnc

where nc (≤ n) represents the number of controllers, and Rij represent the relative
degree matrices whose elements are the relative degrees between the inputs distributed
to the controller i and the outputs distributed to the controller j.
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One of the major challenges for such a problem is the absence of a priori knowledge
on the structure and the number of subnetworks that are weakly interacting with one
another, and thus can be effectively controlled by separate controllers. To this end, a
hierarchical clustering method can be adopted to generate block decentralized control
configuration candidates of different modularity.
Let us define an input/output cluster (corresponding to a controller), C, as a group
of input variables and output variables. We assume that all input/output clusters are
square, i.e. the same number of inputs and outputs are distributed to each cluster.
The size of the cluster, N(C), is defined as the number of inputs (or outputs) that are
distributed to the cluster. We also define Mr(C) as a submatrix of Mr, which contains
the relative degrees between inputs and outputs in C.
A divisive clustering of C can then be formulated as a bipartition into clusters Cm
and Cn, such that Cm∪Cn = C, Cm∩Cn = ∅. This leads to a rearrangement of Mr(C)
in the following partitioned form:
 Mr(Cm) Rmn
Rnm Mr(Cn)
 (5.3)
The above bipartition (i.e. block decentralized control configuration) can be eval-
uated based on the compactness of each cluster (i.e. the physical closeness among the
inputs and the outputs of each controller), captured by the relative degrees in the diag-
onal matrices, and the closeness between the clusters (i.e. the interaction between the
controllers), captured by the relative degrees in the off-diagonal matrices.
Different notions of compactness can be defined as a function of the relative degrees
in the cluster. For example, the compactness of the cluster C, γ(C), can be captured
5.2 Control configuration synthesis by network decomposition 157
by the interaction of the most weakly coupled input/output pair in C, i.e.:
γ(C) =
1
max{rij |rij ∈Mr(C)} (5.4)
or, by the average interaction among the inputs and the outputs in C, i.e.:
γ(C) =
N(C)2∑
Mr(C)
rij
(5.5)
We then define the compactness of the bipartition, γ(Cm, Cn), as follows:
γ(Cm, Cn) = min{γ(Cm), γ(Cn)} (5.6)
i.e. the compactness of bipartition is characterized by the looser cluster.
Similarly, different notions of closeness can be defined. For example, the closeness
between the clusters Cm and Cn, Γ(Cm, Cn), can be captured by the interaction of the
most strongly coupled input and output from different clusters, i.e.:
Γ(Cm, Cn) = min{rij |rij ∈ (Rmn ∪Rnm)} (5.7)
or, by the average interaction, i.e.:
Γ(Cm, Cn) =
∑
Rmn
rij +
∑
Rnm
rij
2N(Cm)N(Cn)
(5.8)
Remark 5.1. The distance between the clusters in Eq.(4.18) and the closeness between
the clusters in Eq.(5.7) are consistent with the linkage criteria which are commonly used
in the hierarchical clustering. They correspond to the complete linkage criterion and the
single linkage criterion, respectively. The complete linkage criterion is used in Eq.(4.18)
so that the distance defined therein can also be used as a measure of compactness of the
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new cluster to be formed through merging, while the single linkage criterion is used in
Eq.(5.7) so that the new clusters to be formed through decomposition are separated as
much as possible.
The problem of the optimal bipartition of C corresponds to an exhaustive search
over all bipartitions of C such that the following decentrality measure is maximized:
Γ(Cm, Cn) · γ(Cm, Cn) (5.9)
Remark 5.2. The above definitions of the compactness and the closeness are not ex-
haustive, making the proposed divisive clustering method quite flexible. γ(Cm, Cn) and
Γ(Cm, Cn) have to be selected carefully to obtain block decentralized control configu-
rations with desired structural coupling characteristics. For example, if the interaction
between every possible pair in the cluster needs to be taken into account, the compactness
measure defined in Eq.(5.5) can be used.
In what follows, a generic mathematical optimization problem to identify the optimal
bipartition is formulated.
5.2.2 Optimization problem formulation
We now proceed to formulate an optimization problem which can be used to maximize
the decentrality measure in Eq.(5.9). Let us define two different sets of binary vari-
ables which will enable us to distinguish the relative degrees in different submatrices in
Eq.(5.3) without rearrangement:
U(l, i) =

1, if ui is distributed to the cluster l
0, otherwise
(5.10)
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Y (l, j) =

1, if yj is distributed to the cluster l
0, otherwise
(5.11)
Using these binary variables, the sets of the relative degrees rmm, rmn, rnm and rnn
in Mr(Cm), Rmn, Rnm and Mr(Cn), respectively, can be defined as:
rmm = {rij ∈Mr(C)|U(m, i) · Y (m, j) = 1}
rmn = {rij ∈Mr(C)|U(m, i) · Y (n, j) = 1}
rnm = {rij ∈Mr(C)|U(n, i) · Y (m, j) = 1}
rnn = {rij ∈Mr(C)|U(n, i) · Y (n, j) = 1}
The optimization problem for identifying the bipartition of C can be stated as fol-
lows:
maximize Γ(Cm, Cn) · γ(Cm, Cn) (5.12)
subject to the following constraints:
• Any input or output can be distributed to one cluster at most:
∑
l
U(l, i) ≤ 1, ∀i (5.13)
∑
l
Y (l, j) ≤ 1, ∀j (5.14)
• The resulting clusters need to represent square controller blocks, i.e. the same
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number of inputs and outputs needs to be distributed to each cluster:
∑
i
U(l, i) =
∑
j
Y (l, j), l = m,n (5.15)
• All outputs need to be distributed:
∑
j
∑
l
Y (l, j) = N(C) (5.16)
The above constraint, with the constraint (5.15), also ensures that all inputs are
distributed.
• Finally, the following constraint is introduced to make sure that decomposition
occurs, i.e. all the outputs in C cannot be distributed to one cluster:
∑
j
Y (l, j) ≤ N(C)− 1, l = m,n (5.17)
Note that the above formulation (Eqs.(5.12)-(5.17)) is an integer nonlinear program-
ming problem with U(l, i) and Y (l, j) as the decision variables. This optimization prob-
lem can be solved within the environment of GAMS using the global optimizer BARON,
which is able to find alternative optimal solutions. The outputs of the optimization prob-
lem are the matrices U and Y , which can be used to identify the partitioned matrix in
the form of Eq.(5.3).
The divisive hierarchical clustering procedure can be summarized as follows:
1. At each level of clustering, k, find the input/output cluster with the smallest
compactness measure. Let this cluster be Ck.
2. Find the optimal bipartition of Ck by solving the optimization problem defined
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Figure 5.1: Toluene hydrodealkylation process
by Eq.(5.12)-Eq.(5.17).
3. Repeat steps 1 and 2. Terminate if all the clusters are of size 1 (i.e. fully decen-
tralized control configuration).
In what follows, using an example chemical process network, we illustrate the appli-
cation of the proposed procedure.
5.3 Case study – Toluene hydrodealkylation process
Let us consider the toluene hydrodealkylation process shown in Figure 5.1. The de-
tailed description of the process can be found in Chapter 2. Table 5.1 tabulates the
control objectives and the manipulated inputs available in this process, adopted from
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the previous studies [5, 105–107]. The RDM can be obtained as:
Mr =
y1 y2 y3 y4 y5 y6 y7 y8 y9 y10 y11 y12 y13

u1 5 3 2 2 4 2 4 5 5 7 7 9 9
u2 4 6 3 5 3 5 1 2 2 4 4 6 6
u3 4 6 3 5 1 5 2 4 4 6 6 8 8
u4 4 4 1 3 3 3 1 4 4 6 6 8 8
u5 1 3 5 4 6 2 6 7 7 9 9 11 11
u6 5 6 3 1 3 5 2 4 4 6 6 8 8
u7 8 10 12 11 13 9 13 1 3 5 5 7 7
u8 6 8 10 9 11 7 11 12 12 1 3 5 5
u9 2 4 6 5 7 3 7 8 8 10 10 1 3
u10 9 1 3 5 7 5 7 9 9 11 11 13 13
u11 6 8 10 9 11 7 11 3 1 3 3 5 5
u12 4 6 8 7 9 5 9 10 10 3 1 3 3
u13 4 6 8 7 9 5 9 10 10 12 12 3 1
We first apply the agglomerative hierarchical clustering method developed in Chap-
ter 4. Then, the divisive clustering method developed in the previous section is applied,
and the results from both methods are compared.
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Manpulated inputs
u1 Bypass ratio around the hot channel of the FEHE
u2 Separator liquid outlet flowrate
u3 Purge flowrate
u4 Separator quencher outlet flowrate
u5 Toluene feed flowrate
u6 Cooler duty
u7 S-Condenser duty
u8 P-Condenser duty
u9 R-Condenser duty
u10 Furnace duty
u11 S-Reboiler duty
u12 P-Reboiler duty
u13 R-Reboiler duty
Controlled outputs
y1 H2 to aromatic compounds ratio at the mixer outlet
y2 Furnace outlet temperature
y3 Quencher outlet temperature
y4 Cooler outlet temperature
y5 Recycle gas methane composition
y6 Furnace inlet temperature
y7 Separator liquid phase holdup
y8 Stabilizer distillate benzene composition
y9 Stabilizer bottom methane composition
y10 Product column distillate benzene composition
y11 Product column bottom benzene composition
y12 Recycle column distillate diphenyl composition
y13 Recycle column bottom toluene composition
Table 5.1: Manipulated inputs and controlled ouputs for the HDA process
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5.3.1 Agglomerative clustering
The optimization problem defined by Eq.(4.7)-Eq.(4.11) is solved for this process to
obtain the following optimal solution:
Popt =


0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1
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which translates into the following optimal RDM:
Mr,opt =
y1 y2 y3 y4 y5 y6 y7 y8 y9 y10 y11 y12 y13

u5 1 3 5 4 6 2 6 7 7 9 9 11 11
u10 9 1 3 5 7 5 7 9 9 11 11 13 13
u4 4 4 1 3 3 3 1 4 4 6 6 8 8
u6 5 6 3 1 3 5 2 4 4 6 6 8 8
u3 4 6 3 5 1 5 2 4 4 6 6 8 8
u1 5 3 2 2 4 2 4 5 5 7 7 9 9
u2 4 6 3 5 3 5 1 2 2 4 4 6 6
u7 8 10 12 11 13 9 13 1 3 5 5 7 7
u11 6 8 10 9 11 7 11 3 1 3 3 5 5
u8 6 8 10 9 11 7 11 12 12 1 3 5 5
u12 4 6 8 7 9 5 9 10 10 3 1 3 3
u9 2 4 6 5 7 3 7 8 8 10 10 1 3
u13 4 6 8 7 9 5 9 10 10 12 12 3 1
The initial clusters are:
C1 = {u5, y1}, C2 = {u10, y2}, C3 = {u4, y3}, C4 = {u6, y4}, C5 = {u3, y5}
C6 = {u1, y6}, C7 = {u2, y7}, C8 = {u7, y8}, C9 = {u11, y9}
C10 = {u8, y10}, C11 = {u12, y11}, C12 = {u9, y12}, C13 = {u13, y13}
Applying the agglomerative hierarchical clustering method results in the unique
dendrogram shown in Figure 5.2. The detailed results of the clustering are not shown
here for brevity. Different clusters, identified during the clustering, and their members
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Cluster Members Cluster Members
C14 C3+C6 C20 C3+C4+C5+C6+C7
C15 C5+C7 C21 C1+C3+C4+C5+C6+C7
C16 C8+C9 C22 C1+C2+C3+C4+C5+C6+C7
C17 C10+C11 C23 C8+C9+C12+C13
C18 C12+C13 C24 C1+C2+C3+C4+C5+C6+C7+C10+C11
C19 C3+C4+C6
Table 5.2: Cluster list for the HDA process: agglomerative clustering
are summarized in Table 5.2. Block decentralized control configurations can be obtained
by drawing horizontal lines between the adjacent levels of the dendrogram shown in
Figure 5.2, and are summarized in Table 5.3. For example, in configuration 3, we
have four MIMO controllers which address the control objectives associated with the
reaction-recycle network, the stabilizer, the product column and the recycle column
separately.
Note that, in configuration 1, the product column, which is in the middle of the
distillation column network, is coupled with the reaction-recycle network, while the
other two columns, which are separated by the product column, are coupled with each
other. Such a subnetwork structure is predicted through the clustering, since different
subnetworks are merged on the basis of the weakest interaction between them. The
product column is not coupled with the recycle column since, in order for the control
action in the recycle column to affect the control of the product column, it has to
propagate through the reaction-recycle network and the stabilizer column, implying
that the distance between the two columns (captured by the distance metric defined in
4.18) is large. Similar argument can be made for the product column and the stabilizer
column. Motivated by this, in the following divisive clustering analysis, we define the
compactness measure on the basis of the overall interactions between different clusters.
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Configuration Conroller blocks
1 C23, C24
2 C17, C22, C23
3 C16, C17, C18, C22
4 C2, C16, C17, C18, C21
5 C1, C2, C16, C17, C18, C20
6 C1, C2, C15, C16, C17, C18, C19
7 C1, C2, C4, C14, C15, C16, C17, C18
8 C1, C2, C4, C8, C9, C10, C11, C12, C13, C14, C15
9 C1, C2, C4, C5, C7, C8, C9, C10, C11, C12, C13, C14
Table 5.3: Block decentralized control configurations for the HDA process: agglomera-
tive clustering
5.3.2 Divisive clustering
In this analysis, we use the compactness measure and the closeness measure defined in
Eq.(5.5) and Eq.(5.7), respectively.
The optimization problem defined by Eq.(5.12)-Eq.(5.17) can be solved iteratively
to decompose C0 (the cluster with all the inputs and the outputs).
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Clustering level 1: C0 → C ′1 (γ = 0.19), C ′2 (γ = 0.22)
Mr(C
′
1) =
y1 y2 y3 y4 y5 y6 y7 y8 y9 y12

u1 5 3 2 2 4 2 4 5 5 9
u2 4 6 3 5 3 5 1 2 2 6
u3 4 6 3 5 1 5 2 4 4 8
u4 4 4 1 3 3 3 1 4 4 8
u5 1 3 5 4 6 2 6 7 7 11
u6 5 6 3 1 3 5 2 4 4 8
u7 8 10 12 11 13 9 13 1 3 7
u9 2 4 6 5 7 3 7 8 8 1
u10 9 1 3 5 7 5 7 9 9 13
u11 6 8 10 9 11 7 11 3 1 5
Mr(C
′
2) =
y10 y11 y13

u8 1 3 5
u12 3 1 3
u13 12 12 1
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Clustering level 2: C ′1 → C ′3 (γ = 0.199), C ′4 (γ = 1)
Mr(C
′
3) =
y1 y3 y4 y5 y6 y7 y8 y9 y12

u1 5 2 2 4 2 4 5 5 9
u2 4 3 5 3 5 1 2 2 6
u3 4 3 5 1 5 2 4 4 8
u4 4 1 3 3 3 1 4 4 8
u5 1 5 4 6 2 6 7 7 11
u6 5 3 1 3 5 2 4 4 8
u7 8 12 11 13 9 13 1 3 7
u9 2 6 5 7 3 7 8 8 1
u11 6 10 9 11 7 11 3 1 5
Mr(C
′
4) =
y2[ ]
u10 1
Clustering level 3: C ′3 → C ′5 (γ = 0.305), C ′6 (γ = 0.243)
Mr(C
′
5) =
y1 y3 y4 y5 y6 y7

u1 5 2 2 4 2 4
u2 4 3 5 3 5 1
u3 4 3 5 1 5 2
u4 4 1 3 3 3 1
u5 1 5 4 6 2 6
u6 5 3 1 3 5 2
, Mr(C
′
6) =
y8 y9 y12

u7 1 3 7
u9 8 8 1
u11 3 1 5
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Clustering level 4: C ′2 → C ′7 (γ = 0.5), C ′8 (γ = 1)
Mr(C
′
7) =
y10 y11 u8 1 3
u12 3 1
, Mr(C
′
8) =
y13[ ]
u13 1
Clustering level 5: C ′6 → C ′9 (γ = 0.5), C ′10 (γ = 1)
Mr(C
′
9) =
y8 y9 u7 1 3
u11 3 1
, Mr(C
′
10) =
y12[ ]
u9 1
Clustering level 6: C ′5 → C ′11 (γ = 0.333), C ′12 (γ = 0.5)
Mr(C
′
11) =
y1 y4 y6

u1 5 2 2
u5 1 4 2
u6 5 1 5
, Mr(C
′
12) =
y3 y5 y7

u2 3 3 1
u3 3 1 2
u4 1 3 1
Clustering level 7: C ′11 → C ′13 (γ = 0.4), C ′14 (γ = 1)
Mr(C
′
13) =
y4 y6 u1 2 2
u6 1 5
, Mr(C
′
14) =
y1[ ]
u5 1
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Clustering level 8: C ′13 → C ′15 (γ = 1), C ′16 (γ = 1)
Mr(C
′
15) =
y4[ ]
u6 1
, Mr(C
′
16) =
y6[ ]
u1 2
Clustering level 9: C ′7 → C ′17 (γ = 1), C ′18 (γ = 1)
Mr(C
′
17) =
y10[ ]
u8 1
, Mr(C
′
18) =
y11[ ]
u12 1
Clustering level 10: C ′9 → C ′19 (γ = 1), C ′20 (γ = 1)
Mr(C
′
19) =
y8[ ]
u7 1
, Mr(C
′
20) =
y9[ ]
u11 1
Clustering level 11: C ′12 → C ′21 (γ = 0.667), C ′22 (γ = 1)
Mr(C
′
21) =
y3 y7 u2 3 1
u4 1 1
, Mr(C
′
22) =
y5[ ]
u3 1
Clustering level 12: C ′21 → C ′23 (γ = 1), C ′24 (γ = 1)
Mr(C
′
23) =
y3[ ]
u4 1
, Mr(C
′
24) =
y7[ ]
u2 1
The optimal clustering result provided above is summarized in Figure 5.3. Also, one
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more optimal clustering result is obtained, and shown in Figure 5.4. The subnetworks of
closely coupled and decoupled units are also summarized in Figure 5.5 and Figure 5.6. In
these figures, the HDA process is decomposed into smaller subnetworks at each circular
node. Note that, in both solutions, the product column is decoupled from the reaction-
recycle network. Note also that the fully decentralized control configuration in both
solutions matches the one obtained in the previous subsection using the agglomerative
clustering analysis.
The major difference between the solutions obtained from both hierarchical cluster-
ing methods (other than the coupling of the reaction-recycle network and the distilla-
tion column network) lies in the subnetwork structure of the reaction-recycle network.
These structures can be analyzed further using additional process information to select
the block decentralized control configuration to be implemented.
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Figure 5.5: Subnetworks of the HDA process, solution 1
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Figure 5.6: Subnetworks of the HDA process, solution 2
CHAPTER 6
Summary and Future Research
6.1 Thesis summary
This thesis addressed the control structure design for complex integrated process net-
works. Process integration, while motivated by expensive energy resources and envi-
ronmental regulations, results in significant interactions among different process units,
making the control structure design challenging. While extensive research activity has
been being pursued to develop control approaches for such networks, a rigorous control-
oriented network decomposition framework for identifying sub-systems, which can be
effectively controlled and coordinated, is currently lacking. Motivated by this, a generic
framework was developed, which decomposes process networks into subnetworks based
on two different criteria: time scales in which process variables evolve, and topological
closeness between input variables and output variables.
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In the first part of the thesis, complex integrated process networks, featuring dif-
ferent energy/material flows spanning multiple orders of magnitude, were analyzed.
A graph theory-based model reduction framework for complex energy integrated pro-
cess networks was described, and a similar framework for complex material integrated
process networks was then developed. These essentially mimic the main steps of the
singular perturbations-based analysis; they rely on information on the connectivity of
process networks and the order of magnitude of different energy/material flows to au-
tomatically generate information on the time scales in which different process variables
evolve, and hierarchical control structures by classifying potential manipulated inputs
and controlled outputs in each time scale.
Such frameworks provide several advantages over the singular perturbations-based
analysis. First, they are scalable as they adopt efficient graph theory algorithms which
can be easily automated. Also, they are generic and have the potential to be applied
to different types of complex networks, where the degree of interaction among different
members of networks span several orders of magnitude. Moreover, they require min-
imal process knowledge, namely the connectivity and the orders of magnitude of the
energy/material flows.
The second part of the thesis focused on the control structure design for more gen-
eral complex integrated process networks. First, a method for optimal control config-
uration synthesis based on structural coupling was developed. Specifically, an integer
optimization problem was proposed to synthesize optimal fully decentralized control
configurations using the relative degree as a measure of structural coupling. An ag-
glomerative hierarchical clustering procedure was then developed to identify groups of
inputs and outputs such that the variables in the same group interact strongly with each
other, while different groups are loosely coupled. This was based on a distance metric
6.2 Future research 180
defined between input/output clusters, and additional distance measures to differenti-
ate among clusters with the same distance. A compactness measure for input/output
clusters was also defined to propose a divisive hierarchical clustering procedure. It was
shown that the proposed hierarchical clustering procedures can be used to identify not
only the groups of inputs and outputs that are strongly connected, but also the groups
of process units that are interacting strongly each other.
The results presented in the two parts of the thesis can be integrated as summarized
in Figure 6.1, to systematically decompose complex integrated process networks. The
missing links in the overall framework are highlighted using the dashed arrows, which
need to be filled in the future research. In what follows, potential research directions
are briefly discussed.
6.2 Future research
6.2.1 Complex networks combining energy and material integration
A combined model reduction framework is needed to establish correlations between the
time scales where energy balance variables evolve, and the time scales where material
balance variables evolve. The framework developed in Chapter 3 can be extended to
this end.
In this case, the process flow graph can be modified by assigning an additional
weight, which represents the order of magnitude of temperature of different flows, to
each edge. Noting that material flows act as energy carriers, the order of magnitude of
energy flow can be determined by the product of the orders of magnitude of material
flow and temperature. Pure energy flows (e.g. heat transfer in a heat exchanger) can
be represented using edges with the first ns (the number of chemical species involved in
the network) weights being zero.
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Figure 6.1: Flowchart of the control structure design framework proposed in the thesis
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In Chapter 2, we discussed that process networks with large energy throughput
exhibit two-time scale dynamics, in which energy balance variables evolve in the fast time
scale, while material balance variables evolve in the slow time scale. Thus, this building
block will play an important role in the graph theoretic algorithm to be developed.
Recall that the subroutine PostProcess of the algorithm developed in Chapter 3 modifies
the weights of the edges connected to the constituents of partial recycles. Similarly, once
large energy throughputs are identified, the last weight of the edges connected to the
constituents of large energy throughputs can be set to zero so that the energy dynamics
are not affected by smaller energy flows.
6.2.2 Analysis of input-to-output paths
In the methods developed in this thesis, only the length of the shortest input-to-output
paths (IOPs) is considered to design block decentralized control configurations, while
it is also important to closely look at the actual paths in which the inputs affect the
outputs (i.e. sets of state variables that are affected by the control actions). If a certain
clutering result contains many state variables that appear in multiple shortest IOPs, the
block decentralized control configuration given by that clustering result will be highly
interactive. Thus, different clustering results with the same decentrality measure can be
further evaluated based on the number of state variables that appear in multiple IOPs.
A graph theoretic algorithm on the basis of eqation graphs needs to be developed
to carry out such analysis in an automatic manner. For each cluster, the algorithm to
be developed will first identify the inputs and the outputs in the cluster, and then a
subgraph of the original equation graph will be formed which contains the corresponding
input nodes and output nodes, and the state nodes that are included in the shortest
IOPs. After obtaining subgraphs for all the clusters, the algorithm will identify the
state nodes that appear in multiple subgraphs.
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6.2.3 Optimal clustering
The hierarchical clustering approaches, which are developed in Chapter 4 and Chapter 5,
generate the entire hierarchy of clusters, without provisions to end the procedure before
the final level of clustering is executed. Note that, as the size of network increases, com-
pleting the hierarchical clustering becomes more computationally expensive. Stopping
rules (or clustering validation criteria) are often used to specify the conditions which,
when met, end the procedure. They can be incorporated as a form of either external
criteria (i.e. criteria specified by the user) or internal criteria (i.e. criteria inherent to
the structure of clustering); however, internal criteria are preferred as external criteria
heavily rely on the intuition/experience of the user.
In the clustering analysis literature, several internal cluster validation criteria (e.g.
Davies-Bouldin index, Dunn’s index, Calinski Harabasz index, silhouette index) have
been proposed [108–115]. Although the exact formulations may differ, their common
underlying form is:
Cluster validity index = Overall closeness measure×Overall compactness measure
In our case, a possible approach is to use the average closeness/compactness measures
as a measure of the overall closeness/compactness, which will yield the following index
to be evaluated at each level of clustering:
Cluster validity index =
[∑nC
i=1
∑nC
j=1 Γ(Ci, Cj)
2nC(nC − 1)
]
·
[∑nC
i=1 γ(Ci)
nC
]
where Γ and γ are the closeness and compactness measures, respectively, defined in
Chapter 5, and nC is the number of clusters. A clustering result with compact and
well separated clusters will give us a high value of such index, and thus the optimal
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clustering will be the clustering with the largest value of such index.
Once a proper cluster validation index is identified, an optimization problem pro-
posed in Chapter 5 can be modified to identify the optimal clusterings. In this case, the
objective function to be maximized will be the index itself, and the constraints will be
modified accordingly to allow large clusters to be split into multiple clusters instead of
just two, and the dimensions of the two sets of binary variables (i.e. U(l, i) and Y (l, j))
will be changed from 2× n to nC × n, where nC is now a free variable.
6.2.4 Clustering using aggregate topological closeness measures
The proposed hierarchical clustering methods are indeed generally applicable, i.e. the
closeness and compactness measures can be redefined by replacing (or augmenting) the
relative degrees with different measures (e.g. to account for the significance of the
interactions between inputs and outputs). This approach can be pursued, starting with
a reformulation of the equation graph used in the generic calculation of relative degrees,
by assigning the weight to each edge. The weights could include the magnitude of the
interaction (e.g. values of Jacobian elements at the nominal steady state) as well as
time constants obtained from identification experiments. Such information then can be
used to define an aggregate topological closeness measure between the input ui and the
output yj , r¯ij , which can be computed as the summation of the weights of the edges
that are contained in the shortest path between them, i.e.:
r¯ij =
∑
ei∈IOP (i,j)
w(ei)
where IOP (i, j) is the set of edges contained in the shortest path between ui and yj ,
and w(ei) is the weight of the edge ei.
The robustness of the resulting optimal clustering results with respect to different
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operating conditions can be further evaluated using sensitivity analyses. Connections
with existing measures for developing block decentralized control structures based on
static information (e.g. using the block relative gain array [14, 116, 117]) will also need
to be explored through alternative reformulations of the clustering criteria that place
more weight to the static interactions among the input/output variables.
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