Recently it has been shown that the complexity of SU(n) operator is determined by the geodesic length in a bi-invariant Finsler geometry, which is constrained by some symmetries of quantum field theory. It is based on three axioms and one assumption regarding the complexity in continuous systems. By relaxing one axiom and an assumption, we find that the complexity formula is naturally generalized to the Schatten p-norm type. We also clarify the relation between our complexity and other works. First, we show that our results in a bi-invariant geometry are consistent with the ones in a right-invariant geometry such as k-local geometry. Here, a careful analysis of the sectional curvature is crucial. Second, we show that our complexity can concretely realize the conjectured pattern of the time-evolution of the complexity: the linear growth up to saturation time. The saturation time can be estimated by the relation between the topology and curvature of SU(n) groups.
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Introduction
Recently, many concepts in quantum information theory have been applied to investigate gravity and quantum field theory (QFT). In particular, a concept named "complexity", which comes from the quantum circuit complexity in quantum information theory [1] , was introduced to study some properties of black holes, in particular for the physics inside the black hole horizon. From the perspective of holographic principle, it is expected to have a physical meaning of "complexity" in QFT.
In gravity side, the first motivation to consider the complexity was to investigate the firewalls in the black hole horizon [2] and the growth rate of the Einstein-Rosen bridge in AdS black holes [3, 4] . There are two widely studied conjectures to compute the complexity for some particular quantum states which are dual to boundary time slices of the asymptotic AdS black hole. One states that the complexity is proportional to the maximum volume of some time-like hypersurface (CV conjecture) [3, 5, 6] and the other one states that the complexity is proportional to the on-shell action in a particular spacetime region so called the wheeler dewitt (WdW) patch (CA conjecture) [7, 8] . Along these lines, there have been a lot of developments and we refer to some of them, [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] , for examples. There are also other interesting conjectures proposed in gravity, for example, subregion complexity [23] [24] [25] [26] [27] and thermodynamic volume [28] .
Because the holographic duality connects the gravity and QFT, it is important and timely to develop the theory of complexity in QFT. Compared with much progress for the complexity in gravity side, the precise meaning or a proper definition of the complexity in QFT side, is still absent. However, recently some interesting ideas have been proposed and promising preliminary results have been obtained in .
To make a progress towards the complexity in QFT we may rely on the intuitions from the circuit complexity in computer science, where the concept of the complexity is well developed. However, in the quantum circuits, the complexity is defined in discrete and finite Hilbert spaces. The intuition based on the complexity in terms of the number of quantum gates may be ideal for quantum circuits but may not be enough for QFT, of which operations are continuous. The first clue to define the complexity in continuous systems appeared in Nielsen and collaborators' works [50] [51] [52] . Here, as a continuum approximation of the circuit complexity, a kind of "complexity geometry" was introduced and the complexity is identified with the geodesic length in the geometry.
Inspired by this idea, a few proposals to define the complexity in QFT appeared in [16, [29] [30] [31] [32] 48] . Ref. [29] first introduced Nielson and collaborators's idea to the study of complexity in QFT and [30, 31] argued the conditions for the complexity geometry to satisfy. Ref. [32] obtained the complexity of the ground state of a free scalar field theory by computing the length of geodesic in a complexity geometry. See also [33] [34] [35] [36] [37] [38] for related developments. In these works it was shown that the UV divergence structures are consistent with the holographic results [12] [13] [14] . Refs. [16, 48] computed the time evolution of the complexity between thermofield double states in a complexity geometry and made a comparison with the holographic results. In [16] another proposal for QFT complexity based on the Fubuni-Study metric [39] was also investigated.
However, in all these attempts [16, [29] [30] [31] [32] 48] there are ambiguities in choosing complexity geometry. These works mostly focus on the behaviour of geodesics in an assumed geometry. For example, the geometry may be chosen to match the holographic results. However, using holographic results as a guide for the complexity geometry in field theory may have the following issues:
1. There are some ambiguities in the definition of holographic conjectures. For example, in both CV and CA conjectures we do not know what the reference states are, and in CA conjecture there is an ambiguity in choosing the parameterization on null boundaries [10] .
2. Even after fixing those ambiguities there is still a possibility that the definition of the holographic conjectures is not complete. The concept of the complexity in field theory independent of holography will be useful to identify the holographic complexity and check its consistency in the holographic duality.
Therefore, it will be more satisfactory if we can first determine the complexity geometry by some field theory principles. We addressed this issue in Ref. [49] and proposed how to determine the complexity geometry and the complexity of the SU(n) operators. The basic ideas is as follows.
1. Start with three minimal axioms that the complexity in any system should satisfy.
These axioms are extracted from the circuit complexity which is a discrete system.
2. Add a certain smoothness assumption to deal with the complexity in continuous systems.
3. From these considerations (three axioms and one assumption) the Finsler geometry is naturally emerges and the complexity is identified with the length of the geodesic between the identity and the target operator in the Finsler geometry.
4. Because we want to investigate the complexity in QFT it is natural to impose the symmetry of QFT such as unitary and CPT invariance on the complexity. By these symmetries, the structure of the Finsler geometry is more constrained. It turns out the constraints enable us to determine the metric of the complexity geometry.
5. Based on these considerations, we finally obtain the complexity of the operatorÔ in SU(n) group as follows.
In this process, there are two important features that we want to emphasize again. First, the Finsler geometry emerges naturally from three axioms and a smoothness assumption. The Finsler geomtery is not an input in our formalism but an output, which is different from other works. Second, we impose the symmetry of QFT to the complexity, so the some of our results may not be compatible with the circuit complexity. Indeed, this is not a shortcoming at all, because we want to study the complexity in QFT not of the quantum circuit.
In this paper we generalize Eq. (1.1) by relaxing one axiom (so called 'parallel decomposition rule') and a smoothness assumption. We show that the complexity of an operator O in SU(n) group is still given by the geodesic between the identity and the operatorÔ in a bi-invariant Finsler geometry. By imposing some symmetries of QFT we finally obtain
There are two changes compared to Eq. (1.1). It is generalized to the Schatten p-norm [35, 36, 53] and the overall constant is a function of additional parameter w, which may represent a penalty factor. Because w enters into the overall constant there is no essential effect of the complexity. We will present detailed explanation and motivation to introduce p and w (by relaxing one axiom and the smoothness condition) in the main text.
Another important goal of this paper is to investigate the property of the complexity (1.2) and clarify the relation to other works. It is classified as three sub-goals.
First, our work may look different from Refs. [29] [30] [31] in the sense that our Finsler geometry is bi-invariant while it is only right-invariant in Refs. [29] [30] [31] . However, we will show that two results are consistent with each other. The key point of the resolution lies on the careful analysis of the section curvature and its relation to geodesic deviations. In essence, we find that even though our Finsler geometry is bi-invariant, its sub-manifold relevant to geodesic deviation may not be bi-invariant and only right-invariant. It implies that the sub-manifold may have negative curvature in part which makes chaotic behavior of the geodesics possible.
Second, we find that our complexity (1.2) realize the pattern of the time-evolution of the complexity conjectured in [5, 31] . The linear growth in early time is explained by the geodesic generated by a constant generator, which is originated from the bi-invariance of the Finsler geometry. The complexity reaches its maximum value in the exponential time (t ∼ e O(d) ), where, d is the size of the classical phase space, due to the relation between the topology and curvature of SU(n) groups. To our knowledge, this is the first concrete realization of the time-evolution of the complexity conjectured in [5, 31] .
Third, we have investigated the complexity of the precursor operators and compare with the results in Refs. [3, 29] . We find that (i) the complexity of the precursor operator grows linearly at early time, which is similar to the result in Ref. [29] . (ii) the complexity of precursors for infinitesimal operators corresponds to the sectional curvature. This paper is organized as follows. In section 2, we first make a brief review on the principles and symmetries of complexity in QFT proposed by Ref. [49] . Here, the complexity in QFT is defined based on some axioms inspired by the circuit complexity and constraints imposed on QFT. The complexity of SU(n) operator is given by the geodesic length in a Finsler geometry. In section 3, we relax some requirements in axioms in section 2 (or Ref. [49] ) and find a Finsler geometry is still relevant. In section 4, by imposing some symmetries of QFT on the complexity, we constrain the structure of a Finsler geometry and, in section 5, determine the complexity of SU(n) group operator uniquely. In section 6, we make comments on the properties of the complexity such as i) negative sectional curvature and chaos, ii) the complexity growth, saturation, and quantum recurrence iii) complexity of precursors. We conclude in section 7.
2 Review on the complexity in quantum field theory
In this section, we review the complexity proposed in Ref. [49] . Here, we briefly summarize the main results and refer to Ref. [49] for more details.
One of the minimal requirements of the operators in complexity is the operators need to be associative to construct a composite operators (bigger quantum circuits). Therefore, at least, the operators should belong to a monoid (a semigroup with an identityÎ). Let us denote a complexity of an operatorx in an arbitrary monoid O by C(x).
Based on the essential and minimal properties of the complexity in the quantum circuit, it was proposed that the complexity should satisfy the following three axioms.
G1 [Nonnegativity]
∀x ∈ O, C(x) ≥ 0 and C(Î) = 0.
Here, in G3a, we consider the case that there is a sub-monoid N ⊆ O which can be decomposed into the Cartesian product of two monoids, i.e., N = O 1 × O 2 .Î 1 and I 2 are the identities of O 1 and O 2 . The Cartesian product of two monoids implies that
The first axiom G1 is obvious by definition. The axioms G2 and G3a states the relation between the composite operator and its component operators. In the quantum circuit, the operatorxŷ corresponds to the series circuit and (x 1 ,x 2 ) corresponds to the parallel circuit. The axiom G2 will imply the triangle inequality once the complexity is interpreted as a distance in some metric space. In G3a, we stress that we consider only the case that the operatorsx 1 andx 2 are completely independent. It may not be possible for some systems. See Figure 1 for a graphical explanation. In terms of the computer science, G3a states the relationship between the total complexity and the complexities of parallel sub-tasks.
The Cartesian product of two monoids is represented by the direct sum in a matrix representation. For example, if matrixes M 1 and M 2 are two representations of monoids O 1 and O 1 , then the representation of their Cartesian product is M 1 ⊕ M 2 rather than M 1 ⊗ M 2 . Thus, in a matrix representation, G3a says, for arbitrary operators M 1 and M 2 , Figure 1 . Schematic diagram for G3a in quantum circuits. Two operatorsx 1 andx 2 are independent so it is natural that C((
This equation can be generalized to the direct sum of more operators. For operators
The axioms G1, G2 and G3a are valid for both discrete and continuous systems. Next, we turn to the axiom for continuous systems, in particular, SU(n) groups. For a given operatorÔ ∈ SU(n), 1 as SU(n) is connected, there is a curve c(s) connectingÔ and identityÎ, where the curve may be parameterized by s with c(0) =Î and c(1) =Ô. The tangent of the curve,ċ(s), is assumed to be given by a right generator H r (s) or a left generator
As shown in Figure 2 , this curve can be approximated by discrete forms:
where s n = n/N , n = 1, 2, 3, · · · , N ,Ô 0 =Î and δÔ
δs] with α = r or l and δs = 1/N . In general, the two generators H r (s) and H l (s) at the same point of the same curve can be different, i.e.,
For an arbitrary infinitesimal operator in SU(n) group, the fourth axiom was proposed:
The complexity of any infinitesimal operator in SU(n), δÔ (α) = exp(H α δs), is a smooth function of only H = 0 and δs ≥ 0, i.e., This axiom implies C(δÔ (l) ) = C(δÔ (r) ) if δÔ (l) = δÔ (r) , which means that an infinitesimal operator will give the same complexity contribution to the complexity regardless that it is added to the left-side or right-side. All information regarding the complexity has been encoded in the functionF so the cost (L α [c]) of a curve c can be defined as
where we assume that the curve is constructed by only δÔ
n . In a geometric picture, it is the length of a given curve andF ds is considered as a line element in a geometry. Thus, a natural question is what kind of geometry can be allowed for complexity? It has been shown that it is the Finsler geometry as follows.
First, it has been proven that three axioms G1,G2, and G4a implies that the functioñ F introduced in G4a satisfies
which are the defining properties of so called Minkowski norm in mathematics literature. 2 The conditions, F1-F3, characterize properties of a norm of the vector (the generators (H α )) in the Lie algebra, the tangent space at the identity. The Finsler metric is nothing but a Minkowskia norm defined at all points on the base manifold. There are two natural but different ways to extend the Minkowski normF at the identity to every point on the base manifold: 
At this stage, any right or left invariant Finsler metric will be allowed for 'complexity geometry'. By requiring that the complexity obeys some symmetries of quantum field theory the Finsler metricF can be more constrained. Indeed, the unitary invariance and the CPT symmetry of QFT respectively impose the following constraints onF
for ∀U ∈ SU(n). It has been shown that Eq. (2.8) implies 10) so the Finsler metric is bi-invariant, which means both left and right invariant. The constraints Eq. (2.8) and Eq. (2.9) (together with the axioms G1-G4a) turn out to be strong enough to determine the complexity of SU(n) operators uniquely (up to an overall constant λ) as
where c(s) is a curve in SU(n) group and λ is a positive constant. Note that the subscript α in H α is dropped because H r or H l give the same Finsler metric (see also Eq. (2.10)). Finally, the complexity of an operator is defined by the minimal length (or minimal cost) of the curves connectingÎ andÔ: In our caseH = lnÔ, by the boundary conditionÔ = c(1) = exp(H). Therefore, 15) where 'min' is not in the sense of a variational problem. It picks up the minimal value among the multi-values of lnÔ.
Generalization of axioms
The axioms G1 and G2 are general enough but the axioms G3a and G4a may be relaxed more.
Generalized parallel decomposition rule
First, we generalize the parallel decomposition rule in the axiom G3a as follows
where p is a positive integer.
Here, the only difference from the axiom G3a is the existence of a positive integer number p. If p = 1, G3b becomes G3a. This new parallel decomposition rule may look less natural if p = 1 because we assumed thatx 1 andx 2 are totally independent ( Figure. 2). However, this p-deformed rule will open an interesting possibility that realize the Schatten norm Eq.
( 1.2). If we use the matrix representation for the monoid, then the axiom G3b can be presented as
When we take p = 1, this equation just recovers into the Eq. (2.1). Note again that 1) p = 1 is the most natural choice intuitively and 2) we may 'explain' what the Schatten norm really means from the axiomatic point of view.
Generalized smoothness
In the axiom G4a, it is assumed that the complexity of any infinitesimal operator depends only on this infinitesimal operator itself. However, in principle, the complexity may depend on other factors, which are independent of any specific operator. In order to take into account this possibility we introduce w α in the smoothness axiom G4a.
G4b
The complexity of any infinitesimal operator in SU(n), δÔ (α) = exp(H α δs), satisfies,
where
Here, the quantities with the index α = r, l are related to the right generator H r or left generator H l respectively. We use the left subscript p to distinguish a difference choice of p in the axiom G3b. The difference from the axiom G4a is the existence of w α = {w
α , · · · }. They stand for all the other possible variables defined at the Lie algebra su(n). For example, w α may stand for penalty or weight in the previous works [29, 31, 32, [50] [51] [52] . In general w r = w l so it is possible p C(δÔ, w r ) = p C(δÔ, w l ). It means that an infinitesimal operator δÔ can contribute to the complexity differently depending on whether it is added to the left-side or right-side. It is one difference compared with the axiom G4a.
(See the comment below Eq. (2.5).)
Emergence of the Finsler metric
where α = r or l denoting the curve constructed by only δÔ
n or only δÔ
n respectively. Similar to the case p = 1 and w α = 0 in Ref. [49] , we can prove that pF satisfies three defining properties of the Minkowski norm by using G1, G2 and G4b:
Roughly speaking, F1 is equivalent to G1, F3 is equivalent to G2, and F2 can be read from G4b. A detailed proof is essentially the same as the case of p = 1 and w α = 0 and provided in appendix A in Ref. [49] , where we only need to replaceF (H) → pF (H α , w α ). The Finsler metric is a Minkowski norm defined at all points on the base manifold. Similarly to the case p = 1, w α = 0, there are two natural ways to extend the Minkowski normF at the identity to every point on the base manifold:
where we introduce a standard notation for the Finsler metric ' p F α (c,ċ)'. Thus, we conclude the complexity is still given by a Finsler geometry with generalized axioms: G3.G4 → G3b, G4b. Note also that p F r (c,ċ, w r ) is right-invariant, because pF is invariant under the righttranslation c → cx for ∀x ∈ SU(n). Similarly p F l (c,ċ, w l ) is left-invariant. Finally, the left or right complexity of an operatorÔ is identified with the minimal cost of the curves connectingÎ andÔ:
Constraints on the Finsler metric
So far, any Finsler metric will be allowed for the complexity geometry. In this section, we give constraints on the Finsler metric by taking into account some physical requirement or symmetry properties of quantum field theory. First, we propose that the Finsler metric should be invariant under a adjoint transformation H α →Û H αÛ † , i.e.,
which we call 'adjoint invariance'. We provide two arguments: i) (mathematical/geometric reason) independence of left/right generators in subsection 4.1.1 ii) (physical reason) gauge invariance in subsection 4.1.2. As a corollary, it will be shown that the adjoint invariance leads to the bi-invariance of the Finsler geometry. Next, by requiring the CPT symmetry of QFT we propose that the Finsler metric should satisfy
which is called 'reversibility'. When it comes to the final results (4.1) and (4.2), this subsection generalizes the result in Ref. [49] to the case with p = 1 and w α = 0. However, the supporting arguments here are different from Ref. [49] . The arguments in Ref. [49] and this paper are complementary and strengthen each other.
Adjoint invariance
Adjoint invariance from the independence of left/right generators
If the complexity is an intrinsic property of an operator in a given physical system, the length (cost) of the curve c(s) should depend on the curve itself for given w α .
However, as discussed in section 2 and Ref. [49] , at an arbitrary point c(s 0 ) on an arbitrary curve c, there are two different ways to compute the length between c(s 0 ) and c(s 0 + δs):
In the Nielsen's original works, it is argued that the right-invariance is a natural condition. It is based on an operator (in discrete circuits) constructed as U n ·U n−1 · · · U 1 . However, this is not the only possible way. For example, if we construct the operator as U 1 · · · · U n−1 U n , by the same reason as Nielsen's, the left-invariance will be the natural condition. Because, there is no a priori reason to choose among U n · U n−1 · · · U 1 and U 1 · · · · U n−1 U n we just open both possibilities. See appendix A for more details. Because, there is no a priori reason to choose either the right-invariance or left-invariant complexity, we require they give the same physics, which means
At first sight, it looks that Eq. (4.4) is a very weak condition, because, for a given pF (H r , w r ), we can always choose w l so that Eq. (4.4) holds. However, we will show that, because the operators form a group, Eq. (4.4) leads to Eq. (4.1). Let us start with the following relation implied by Eq. (2.2)
Here, becauseÛ is arbitrary, Eq. (4.5) can be written as
(4.6) with arbitrary operatorsÛ 1 andÛ 2 . In other words, the left generator corresponding to a given right generator H r is not unique. This fact also can be interpreted for the generators on the curves in the Fig 3. A right generator H r can appear atÛ 1 andÛ 2 in SU(n) group. Depending on the positionsÛ 1 andÛ 2 there will be different left generators 3 . Finally, Eq. (4.6) yields H
whereÛ is an arbitrary operator in SU(n) becauseÛ 1 andÛ 2 are arbitrary. By using Eq. (4.7) in Eq. (4.4) we obtain
Similarly, pF r (H r , w r ) is invariant under the adjoint transformation too. Eq. (4.1) or (4.9) also implies the bi-invariance of our Finsler metric. Under the left translation c(s) →Û c(s)
where we used the adjoint-invariance for equality. Eq. (4.10) means that the right-invariant Finsler metric is also left invariant so it is bi-invariant. Similarly, the left-invariant Finsler metric is also bi-invariant. Furthermore, if the Finsler metric is bi-invariant we can show that the Finsler metric is adjoint-invariance. For example, let us consider the right-invariant form of the Finsler metric, pF (H r (s), w r ). In the left-translation, it becomes pF (Û H r (s)Û −1 , w r ) and because it must be invariant we conclude pF (H r (s), w r ) = pF (Û H r (s)Û −1 , w r ). In summary we have the following equivalence. left or right invariance + adjoint invariance ⇔ bi invariance (4.11)
Adjoint invariance from symmetric transformations
Let us consider a time evolution operator c(t) of which generator is given by H α := −iH with a Hamiltonian H (not the Hamiltonian density). We set = 1 for convenience. Suppose that two seemingly different Hamiltonians are related by a transformation S and both Hamiltonians give the same physical properties (except complexity yet). Now the question is "do they give the same complexity or not?" It will be natural to expect they also give the same complexity. Mathematically it means 12) where S(H) denotes the Hamiltonian related to H by the transformation S. w α does not change because it is the parameter which is introduced in the definition of the complexity, not related with a Hamiltonian H or a generator H α . Since the Hamiltonians S(H) and H are supposed to describe equivalent physics, they have the same observables such as energy and have the same eigenvalues. This means S(H) =Û HÛ † with a unitary operatorÛ . 4 The adjoint invariance (4.1) or (4.12) is a sufficient condition to insure that the complexities given by H and S(H) are the same. We now want to show that the adjoint invariance is also the necessary condition to have this symmetry (the invariance of complexity under the stransformation S). The main idea in following proof has three steps:
(1) start with the generators for two simple symmetric transformations; (2) by adding their commutators and linear combinations, construct more symmetric transformations; (3) show that almost all the unitary transformations can be obtained by the above way.
(1) Without loss of generality, we will consider a one-particle quantum mechanical system as an example 5 . In appendix B, we obtain two kinds of special symmetric transformations, which are given by the following Lie algebras
The first is associated with the fact that we have a freedom to add divergent terms to a Lagrangian. The second is associated with some canonical transformations. 4 We distinguish this from 'representation/bases transformations.' In representation/bases transformations, we fix the Hamiltonian operator but change its matrix components by choosing different bases in a Hilbert space. Here we change the Hamiltonian operator itself but do not change the bases in a Hilbert space. For example, we refer to the transformationsÛϕ andŴ f in Eqs. (B.7) and (B.32). 5 Strictly speaking, this Hamiltonian may not have a finite dimensional representation, which cannot be covered by this paper. However, we expect that the general symmetries of the complexity should hold for both finite and infinite dimensional cases.
(2) Let us now consider the following series based on two special symmetric transformations defined in Eqs. (4.13) and (4.14) 15) and g (n)
for n ≥ 1. Here, the commutator [g s are all anti-Hermit operators generating symmetric transformations of pF (−iH, w α ). For example, in one-dimensional case,
18) and
for all n ≥ 0 so the set g (n) s will be bigger and bigger when we increase n. In the limit n → ∞, we define g 21) which is closed under the commutators and forms a Lie algebra. (3) In appendix C we have shown
H(x, p) is smooth and has a Taylor's expansion with respective to p at p = 0} .
Interestingly, g (∞) s
contains almost all the possible anti-Hermit operators of a particle in one-dimensional space, although our starting point only contains two kinds of very special generators, Eqs. (4.13) and (4.14). It can be generalized to higher dimensional cases so we obtain one symmetric group for pF (−iH, w α ):
H( x, p) is smooth and has a Taylor's expansion with respective to p at p = 0} .
This is enough to show that the Finsler metric should be invariant under all unitary transformation. Recently, Ref. [60] provided a different supporting argument for the adjoint symmetry (4.1) based on the symmetry of the partition function/generating functional of quantum systems.
Reversibility from the CPT symmetry
Let us consider the effect of the CPT symmetry 6 of the quantum field theory on the Finsler metric. For a quantum field Φ, the time evolution is given by Φ( x, t) := c(t) † Φ( x, 0)c(t), where c(t) is an arbitrary curve in the SU(n) group. By denoting the CPT partner of Φ( x, t) byΦ( x, t) we haveΦ
where c(t) does not have charge and spatial variables x. Thus, the evolution of the CPT parter is c(−t) =:c(t). Given the CPT symmetry of the theory, it is natural to expect that the costs of c(t) andc(t) is also the same, i.e.,
Because the generator ofc(s) is given byH α (t) = −H α (t) 7 , Eq. (4.23) yields
Because it is valid for arbitrary generators we havẽ
Strictly speaking, our argument here applies for SU(∞). We use the intuition from the SU(∞) case to give a plausibility argument for the 'reversibility' (4.23) of the SU(n) case with finite n.
Path-reversal symmetry By using the adjoint invariance Eq. (4.1) and the reversibility Eq. (4.2) we can prove the "path-reversal symmetry" of the cost for an arbitrary curve: 
It is valid for arbitrary H α and c so we have Eq. (4.1). As a result, we have the following equivalence between the path-reversal symmetry of the cost and the adjoint invariance plus reversibility of the Finsler metric:
(4.29)
5 Finsler metric and complexity of SU(n) operators
Finsler metric of SU(n) operators
So far, we have found, for the complexity geometry, we need the Finsler metric satisfying two constraints Eqs. (4.1) and (4.2). It turns out that these constraints with G3b are strong enough to determine the Finsler metric in the operator space of any SU(n) groups uniquely (up to an overall constant λ)
where H(s) = H r (s) or H l (s) for the curve c(s) and λ := λ r (w r ) = λ l (w l ) is arbitrary constant. The proof is similar to the the case with p = 1 and w α = 0 in Ref. [49] and consists of the following four steps.
1 Note that, by using a unitary matrixÛ , H α always can be diagonalized and the position of eigenvalues can be exchanged. Thus, the adjoint invariance (4.1), pF (H α , w α ) = pF (Û H αÛ † , w α ), implies that pF (H α , w α ) is only a function of eigenvalues of H α and independent of the permutations of these eigenvalues. Therefore, without loss of generality, we can say
where H α is anti-Hermitian and we separate i from the eigenvalues iγ j with γ j ∈ R. There is no index for α in the eigenvalues because H r and H l is related by a unitary matrixÛ (see Eq. (4.5)) and their eigenvalues are the same.
2 G3b or Eq. (3.1) implies that if
With the generator (5.2), Eq. (5.3) reads
where f α is a function of the eigenvalues independent of their order. In the second equality, the reversibility (4.2) pF (H α , w α ) = pF (−H α , w α ) was used.
3 Using the positive homogeneity F2 below Eq. (3.3), pF (βH α , w α ) = β pF (H) for
, where λ α (w α ) is an overall constant. Thus, Note that our final results (5.1) does not depend on α = r, l as expected from Eq. (4.4). Thus, from here, we will omit the indexes r, l and the symbol w α in the Finsler metric. Without loss of generality, we may set 6) so that pF (Î) = 2F (Î) 9 . The unimportant factor √ 2 was introduced for future convenience. For example, by this factor, Eq. (5.11) becomes simplified.
There are two values of p of special intrest in Eq. (5.1). For p = 1 we obtain the result in Ref. [49] ,
Interestingly enough, it turns out that the p = 2 case gives just the bi-invariant Riemannian metric ('standard' metric) of SU(n) group. To show it, let us consider two tangent vectors V 1 and V 2 at the pointÛ can be written as
where H k := iH a k T a is generator for V k , H a k is a real number, and {T a , a = 1, 2 · · · , n 2 − 1} are bases of Lie algebra su(n) in the fundamental representation. The basis satisfy
where f ab c are the structure constants antisymmetric in all indices and the d-coefficients are symmetric in all indices. The metric tensor at the identity is given bỹ
(5.11) 8 A penalization of different generator directions for other groups than SU(n) may be possible in principle.
For example, for non-unitary representations of some groups, as they are not related to quantum mechanical processes, there is no physical principle to restrict the complexity for them and their penalties may be chosen arbitrarily. 9 This choice is just one convention.
We may compare the metric (5.11) with the Killing form of su(n). For semi-simple Lie algebra, the bi-invariant metric must be proportional to its Killing form. The su(n) Lie algebra is semisimple and the Killing form of su(n) is [61] 
Noting that it is a unique candidate of the metric near identity up to proportionality constant [61] , we conclude that our metric Eq. (5.11) is consistent with the Killing form and fixes the proportionality constant.
Complexity of SU(n) operators
Now we have the precise Finsler metric, the next step is to compute the complexity by finding the path of minimal cost (length) as shown in Eq. (3.5). This minimization becomes straightforward thanks to the bi-invariance proven in Eq. (4.10). It has been shown that, in bi-invariant Finsler geometry, the curve c(s) is a geodesic if and only if there is a constant generator H(s) =H such that [58, 59] c(s) =Hc(s) or c(s) = exp(sH) .
With the boundary conditionÔ = c(1) = exp(H),H = lnÔ, which is the same as Ref. [49] . BecauseH is constant, Eqs. (3.3) yields
where λ is defined in Eq. (5.6). Finally, the complexity ofÔ in Eq. (3.5) is given by
Here 'min' means the minimal value among multi-values of lnÔ, which corresponds to the possibility that the geodesic is not unique. Note that the geodesics are independent of the value of p. It is because the geodesic is determined only by the constant generator in the bi-invariant Finlser geometry, no matter what specific metrics are given. The value of p only affects the metric so the numerical value of the length of the geodesics. Therefore, all different choices of p will give the same qualitative results for the complexity apart from the numerical values of the complexity. Thanks to this property, it is enough to choose a specific value of p to investigate the property of the complexity of SU(n) operators. We choose p = 2 because in this case the Finsler metric becomes the 'standard' bi-invariant Riemannian metric in SU(n) groups and we can use a well-developed mathematics for the Riemannian geometry. In the following, we will mostly focus on p = 2 but all the conclusion are still valid for arbitrary p > 0.
It is well known that the 'standard' bi-invariant Riemannian metric in SU(n) groups is given uniquely by the Killing form of su(n) up to overall constants. However, this is not true if we allow the geometry to be general Finsler geometry. For SU(n) groups, there are infinitely many inequivalent Finsler geometries. For example, we refer to Ref. [62] for the way to construct a series of infinite inequivalent Finsler geometries.
Properties of operator complexity
In this section, we discuss some properties which can be derived from our results, Eq. (5.15). First, we investigate the geodesic deviation and chaos and compare our results with previous works based on "k-local" metrics in Refs. [29] [30] [31] . Next, we show that the pattern of the time-evolution of the complexity conjectured in [5, 31] can be concretely realized in our formalism of the complexity. Finally, we study the complexity related properties of the precursor operators and compare with the results in Refs. [3, 29] .
Geodesic deviation and chaos
Refs. [29] [30] [31] considered the geodesic deviation of two geodesics generated by the generators H and H +∆δθ respectively, where δθ is an infinitesimal parameter and [H, ∆] = 0 10 . It was argued that, in order to reflect the quantum chaos, the geodesics generated by H and H + ∆δθ must diverge exponentially in a exponential time region. Whether the geodesics diverge or converge has been quantified by the 'sectional curvature': if the sectional curvature is negative (positive) the geodesics diverge (converge). We justify this criteria by using the Jacobi field (a vector quantifying geodesic deviation) in appendix E. It has been argued in Refs. [29] [30] [31] that because the sectional curvatures of the bi-invariant metric are all nonnegative the bi-invariant geometry cannot exhibit any chaotic behavior. However, in this subsection we provide an argument for the possibility that even a bi-invariant geometry may allow the diverging geodesics and so "chaotic" behaviours.
The key point of our argument is the careful analysis of the 'sectional curvature' quantifying the geodesic deviation. Let us consider a Riemannian manifold M with a metric g(·, ·) and two linearly independent tangent vectors {X, Y } at the same point in M . The sectional curvature (k M (X, Y )) is defined as
where R M is the Riemannian curvature tensor of M with the metric g(·, ·). However, the evolution of the geodesic deviation between two neighboring geodesics ξ 1 (s) = exp(Hs) and ξ 2 (s) = exp[(H + ∆δθ)s] is not determined by this sectional curvature Eq. (6.1). Instead, it is determined by the sectional curvature (k M (X, Y )) of a two dimensional manifold M ⊂ M where two geodesic ξ 1 (s) and ξ 2 (s) belongs to:
Here R M is the Riemannian curvature tensor of M andg(·, ·) is the induced metric in M. Let us denote two orthonormal vector fields by {e , e ⊥ } tangent to M embedded in an N -dimensional manifold M . Let us also denote N − 2 independent orthonormal vector fields perpendicular to M by e i where i = 1, 2, · · · , N − 2. By the Gauss-Codazzi equation we have the following relation between k M (e , e ⊥ ) and k M (e , e ⊥ ),
where K i (·, ·) is the second fundamental form associated with the normal vector field e i . For more details for Eq. (6.3), we refere to Chapter 11.4c of Ref. [63] . As shown in appendix E it is k M (e , e ⊥ ) that governs the geodesic deviation, not k M (e , e ⊥ ). Note that it is possible 4) in some regions of a special M, if K i is not positive definite. As a result, it is possible that k M (e , e ⊥ ) is negative even if k M (e , e ⊥ ) > 0. For example, it is known that, for a bi-invariant metric, k M (X, Y ) is always nonnegative for any pair of tangent vectors {X, Y } [61] , but even in this case, it is possible that the neighboring geodesics converge in a region where k M (e , e ⊥ ) is positive and diverge in a region where k M (e , e ⊥ ) is non-positive. We may understand this possibility in a different way. For a general H and ∆, the 2-dimensional sub-manifold M may not form a subgroup so in this caseg(·, ·) is no longer a bi-invariant metric of M. Thus, the bi-invariant metric g(·, ·) can insure k M (e , e ⊥ ) ≥ 0 but cannot insure k M (e , e ⊥ ) ≥ 0. For some particular choices of H and ∆, it is possible that the sectional curvature of M is negative in some regions along ξ 1 (s).
In particular, for a SU(n) group with large n, there are many linear independent generators to choose, so there are more possibilities to find two generators {H, ∆} such that two geodesics exp(Hs) and exp[(H + ∆δθ)s] can lay in a 2-dimensional sub-manifold M of which sectional curvature is negative along ξ 1 (s) for some range of s. For finite n, it is not so easy to find an example to support our claims explicitly because the group manifold is high dimensional and its metric is very complicated. However, for SU(∞) representaion, Ref. [60] has shown an AdS 3 spacetime (rather than only a time slices in AdS 3 ) emerges as a complexity geometry, which implies the negative sectional curvature.
Comparison with "k-local" metrics
In this subsection, we compare physics of the geodesic deviations from our Finsler metric with the ones from the "k-local" metrics [29] [30] [31] First of all, let us start with an important statement which has not been clarified in previous works. "It is impossible to make the curve ξ 1 (s) = exp(Hs) (where H is constant) to be a geodesic completely lay in a negatively curved space no matter what metric we choose." The reason is as follows. i) The geodesic in a negatively curved 2-dimensional space will never approach to the original point again as s increases as we explained in section 6.1, ii) exp(Hs) can approach arbitrarily to the original point again and again as s increases due to the quantum recurrence. 11 iii) Therefore, exp(Hs) cannot be a geodesic 11 This point can be understood as follows. Supposed iγ1, iγ2, · · · , iγn are the eigenvalues of H. Then
can be made arbitrarily small for a large enough time t, which follows from the existence of large t such that 0 < (γ l t mod 2π) < δ for all γ l with arbitrary small δ.
which completely lays in a negatively curved space. Thus, the correspondence between the complexity geometry and hyperbolic geometry argued in Ref. [30] will be valid only locally in some regions of ξ 1 (s).
As a corollary, the sectional curvature can be negative only in some regions of ξ 1 (s) rather than in the whole ξ 1 (s) in both our bi-invariant metric and the "k-local" metric case, where the geodesic is also given by constant generators. The "k-local" metric with some suitable penalties can insure some sectional curvatures to be negative near the identity [31] but positive sectional curvature must appear somewhere else; the bi-invariant metric makes the sectional curvature positive near the identity 12 but the negative sectional curvature can appear somewhere else. In this sense, the bi-invariant metric and "k-local" metric have no essential difference on the aspect of geodesic deviation.
Compared with the negative sectional curvature discussed in Refs. [29] [30] [31] , the negative sectional curvature appearing in our bi-invariant metric is determined intrinsically by the SU(n) group itself rather than caused by some artificial penalties. The same SU(n) group can appear in many different physical systems. Thus, the "chaos" appearing in the biinvariant complexity can be seen as the universal property of complexity geometry across the various different physical systems. On the contrary, the "chaos" discussed by Refs. [29] [30] [31] is not universal, as it depends on how to give the penalties to different generators. For example, in Ref. [31] , the sectional curvature at the identity can be negative only if we choose penalty I 2 = 1 "2-local" generators and I n > 4/3 for all other generators.
Finally, the main motivation of Refs. [29] [30] [31] to require the negative sectional curvature for the complexity geometry is to reflect the chaos of a time dependent quantum state. In our opinion, this quantum chaos should be achieved by the combination of the Hamilton and initial state rather than by the Hamiltonian itself. For example, for chaotic nonlinear systems, the evolutions may be chaotic for some initial conditions but may not for other initial conditions. Therefore, also in quantum chaos, it seems to be better to focus on the trajectories in the Hilbert space rather than the trajectories of SU(n) group operators. From this perspective, the quantum chaos can be read from the complexity between the states rather than operators, for example between two states: |ψ(t) := exp(Ht)|ψ 0 and initial state |ψ 0 or a small perturbation |ψ (t) := exp((H + δH)t)|ψ 0 . Indeed, in Ref. [64] , we show that the chaos can be presented by the exponential growth of the complexity between |ψ(t) = exp(Ht)|ψ 0 and |ψ 0 rather than exp(Ht) and exp((H + δH)t). To obtain this result, we first defined the complexity between states based on the complexity of operators in this paper, which is an important result developed in Ref. [64] .
Linear growth and quantum recurrence
In this section, we show how the complexity of "time-dependent" operatorÛ (s) = exp(Hs) evolves as time "s" goes on. It was argued that the complexity of exp(Hs) should show the property in the Fig. 4 based on the quantum circuits. The complexity of exp(Hs) first grows linearly until it saturates the maximum value. Such a linear growth time in general
Fluctuation region Figure 4 . The conjectured schematic diagram for the complexity evolution of the operator exp(Hs), where H is a constant generator in su(n). The complexity first grows linearly when s < s c and reaches its maximum at the time
), where d is proportional to the classical degree of freedom of the system i.e., the size of classical phase space. At a very large time s = s r ∝ O(exp(e d )), the quantum recurrence occurs and the complexity goes down to zero.
is of order e d , where d is the number of the classical degrees of freedom. After then there appears some fluctuations until s = s r ∼ exp(e d ). At s ∼ s r the quantum recurrence occurs , i.e, exp(Hs r ) ≈Î and C ≈ 0. [5, 31] Let us show that our complexity based on the Finsler metric (5.1) can realize these properties. First, because of the bi-invariance, the curve exp(Hs) with constant H is a geodesic. Thus, naively we may conclude
where we relaxed the range of our parameterization s, which is s ≥ 0. Any value of s can be the ending point of the path, where our target operator is located at. However, it turns out that this linear growth behavior of the complexity will be valid only for s < s c as shown in Fig. 4 , where s c is some critical time scale to be estimated below. For s = s 0 > s c , exp(Hs) is still the geodesic connectingÎ to O 0 = e Hs 0 but will not be the shortest geodesic due to the multi-valuedness of log O. In general, there may be a shorter geodesic e H s connectingÎ and O 0 , which gives the complexity.
In the case p = 2, the geometry is bi-invariant Riemannian geometry and the existence of the maximum complexity can be anticipated by the relation between the topology of a manifold and curvature of SU(n) groups. According to the Bonnet-Myers theorem the largest distance between two arbitrary points is given by (see the theorem 2.19 in Ref. [61] .)
where Ξ is defined by the following relation between the Ricci tensor Ricc(·, ·) and metric g(·, ·):
Here n 2 −1 is the dimension of SU(n) group. By using the relation between the Ricci tensor and the Killing form [61] Ric(·, 8) and the relation between the metric and the Killing form in Eqs. (5.11) and (5.12)
we obtain Ξ = n 4(n 2 − 2)
. (6.10)
Thus we have
The critical time s c is proportional to the maximum complexity as follows.
where we used the fact that if the classical phase space has size of order d the corresponding quantum Hilbert space have dimension:
After s = s c the complexity will stop grow and may decrease or oscillate. After a long enough time, the quantum recurrence can appear as argued in [5, 31] . The quantum recurrence theorem says that, for large n, the recurrent time is of order exp(n). Thus, there is a time s = s r ∝ exp(n) to make exp(Hs) ≈Î: 13) which is the recurrent region in the Fig. 4 . For systems with large degrees of freedom, the dimension of Hilbert space will be the exponential of entropy S (n ∼ e S ) so 14) which is consistent with the conclusions in Ref. [3] .
Complexity of precursors
It is also worth while to investigate the "complexity of precursors" studied in Refs. [3, 29] and make some comparisons. For a unitary operatorŴ 0 and a time-dependent unitary operator U (t), a precursor operatorŴ (t) is defined aŝ
where note thatŴ 0 is a unitary operator rather than a Hermitian observable. A geometrical explanation ofŴ (t) on a group manifold is shown in Fig. 5 .
To quantify the time-dependent property ofŴ (t) related to complexity, the complexity p C(Ŵ (t)) itself is not a good quantity because p C(Ŵ (t)) may not change because of the adjoint invariance even ifŴ (t) changes. See the right panel of Fig. 5 for a schematic Figure 5 . Left panel: geometric explanation ofŴ (t) =Û (t)Ŵ 0Û (−t) and distance d(t) (relative complexity). Right penal: c 0 (s) and c t (s) are two geodesics connecting fromÎ toŴ 0 andŴ (t) respectively. It is possible that two geodesics c 0 (s) and c t (s) have the same length even thougĥ
example. A better one to characterize the evolution of precursor operatorŴ (t) is the distance d(t) betweenŴ 0 andŴ (t) defined as 16) which is the minimal length of the geodesic connectingŴ 0 andŴ (t). We may call this 'relative complexity' fromŴ 0 toŴ (t). Because of the right-invariance of the Finsler metric, Eq. (6.16) is equivalent to 17) which is just the complexity ofŴ (t)Ŵ −1 0 . By takingŴ 0 = exp(H w ) and U = exp(Ht) we have
While it is not easy to write down the explicit function of d(t) in term of t, for t 1 the expression may be written as
where Λ = Λ 1 + Λ 2 and Λ 1 and Λ 2 are given by the Baker-Cambell-Hausdorff formula
According to Eq. (5.15), we obtain
which means the difference betweenŴ (t) andŴ 0 will increase linearly in time at the beginning. This result is similar to the result in Ref. [29] when the time satisfies t 1. In particular, for H w = H , whereH and H are two generators and ∼ t 1, we have
The distance (relative complexity) becomes
On the other hand, ifH and H are orthonorml generators, the sectional curvature spanned by H andH in a bi-invariant Finsler geometry can be expressed as [59] 
Conclusion
In this paper we generalize the result in Ref. [49] in two ways. First, we generalize the parallel decomposition rule: G3a → G3b. It opens a possibility to consider the p-norm. Second, we allow the complexity of the infinitesimal operator can depend on other factors w α than the generator itself: G4 → G4a. For example, w α (α = r, l) may represent the penalty factors. We showed that the, even with two generalizations, the complexity geometry is still Finsler geometry. We further constrain the Finsler geometry by these two properties. For ∀Û ∈ SU(n) and ∀H α ∈ su(n) ,
The first is implied by the geometric idea of the complexity (i.e. independence of the curve length on the left-right generator) and supported by the physical symmetric transformations of the complexity. The second is supported by the CPT invariance of the complexity. The complexity of an operator is given by minimal geodesic length in the Finsler geometry satisfying the constrints (7.1). Note that the adjoint invariance implies the Finsler metric is bi-invariant. Thanks to this bi-invariance the geodesic is given by constant generators and can be computed easily. We have shown that the complexity of SU(n) operator, O, is given by Eq. (5.15):
where we choose the minimal value among multi-values of lnÔ. Note that Eq. (7.2) depends on w = w r = w l and p. If w = 0 and p = 1 it becomes the result in Ref. [49] . A new ingredient w affects the complexity but only as an overall constant, so it is not essential. Note that even though different p gives different complexity, the geodesics are the same for all ps. i.e. the qualitative geometric and topological properties of the complexity based on the geodesic will not be changed for different ps. Note that if p = 2 the complexity geometry is given by the bi-invariant Riemannian metric and easier to handle. Thus, by analyzing p = 2 case, we can figure out qualitative properties of the complexity for p = 2.
We have also discussed a few interesting properties of (7.2). First, we investigated the geodesic deviation and chaos. In a manifold M with a bi-invariant metric, the sectional curvature k M (X, Y ) is always nonnegative for any pair of tangent vectors {X, Y }, which may imply that the geodesics converge and there cannot be any chaotic behavior [61] . However, we pointed out that the geodesic deviation is determined by the sectional curvature (k M (X, Y )) of a two dimensional submanifold M ⊂ M where two geodesic ξ 1 (s) and ξ 2 (s) belongs to. Therefore, even in a manifold M with a bi-invariant metric, it is possible that the neighboring geodesics diverge in a region where k M (X, Y ) is non-positive, which may lead a chaotic behavior. As another supporting argument, we note that the induced metric in M may not be bi-invariant even though the metric in M is bi-invariant.
We also showed that if the geodesic is given by a constant generator, the sectional curvature can be negative only in some part of ξ 1 (s), not in the whole ξ 1 (s) 13 . This statement is applied to both our bi-invariant metric and the "k-local" metric case, because the geodesics are given by constant generators for both cases. Therefore, the bi-invariant metric and "klocal" metric have no essential difference on the aspect of geodesic deviation. Furthermore, because the geodesics both in "k-local" metric of Refs. [29] [30] [31] and in a Finsler geometry of this paper (also Ref. [49] ) are generated by a constant generator, most properties in Refs. [29] [30] [31] will also appear in our Finsler geometry and the predictions given by two theories have no contradictions. In particular, all the results given by "k-local" subspace in Ref. [31] will also appear in our bi-invariant Finsler geometry.
Next, we have shown that the pattern of the time-evolution of the complexity conjectured in [5, 31] is concretely realized in our complexity. i) the complexity grows linearly because the generator is constant thanks to the bi-invariance of Finsler geometry ii) the complexity reaches its maximum value in the exponential time (t ∼ e d/2 ) because of the compactness of SU(n) group and the relation between the topology and curvature of SU(n) groups. Finally, we have investigated the complexity of the precursor operators and found (i) the complexity of the precursor operator grows linearly at early time (ii) the complexity of precursors for infinitesimal operators corresponds to the sectional curvature.
In this paper we considered the complexity of the operator in the SU(n) group with finite n. This result is extended to the case of SU(∞) and a non-compact group Sp(2N ,R) in [60] . To study the complexity of operators in quantum mechanics, we need to choose Hamiltonians for the generators in unitary representations. Non-compact groups have 'infinite' dimensional unitary representations. Therefore, to study non-compact groups we need to generalize our method in this paper to deal with 'infinite' dimensional unitary groups, which is a main technical achievement in Ref. [60] . Interestingly, Ref. [60] has shown an AdS 3 spacetime (rather than only a time slices in AdS 3 ) emerges as a complexity geometry for Sp (2, 1) or SU(1,1) operator.
Another important future research direction is about the complexity between states. Based on our work in this paper we have developed the way to compute the complexity between states [64] , where we have found a good agreement with the holographic results.
Note added: In our series of works including this paper [49, 60, 64] , we claimed that the complexity geometry must be bi-invariant by several arguments. Readers may ask if this is contradictory to some properties based on the only-right invariance claimed in other literatures such as [29] [30] [31] . The answer is no and we have explained why. See, for example, section 6 in this paper and section 7 in [49] .
Being asked by many colleagues on the necessity of the bi-invariance, we want to add one more argument for the bi-invariance here, answering one of the questions we have received.
Let us start with the following obvious statement for a complexity geometry.
i) One may choose a metric to be either right invariant or left-invariant but not necessarily bi-invariant.
This statement is obvious because 'right' or 'left', being dual to each other, is just matter of convention. The non-obvious point we want to make clear in this paper is
ii) The metric is necessarily bi-invariant.
At first, one may argue, iii) If one chooses a right-invariant metric as a convention, one can use the isomorphism between the dual spaces to find the appropriate left-invariant metric.
Thus, it seems that i) works naturally by iii). However, the story may go further than that. For example, let us consider two curves c(s) andÛ c(s). We can compute their lengths L r [c] and L r [Û c] by a right-invariant metric. As far as the statement (iii) is valid, there should be a left-invariant metric and the corresponding lengths 
2 Right-order R: a new operator can appear only at the right-side of old operators.
For the left-order the complexity is right-invariant while for the right-order the complexity is left-invariant. Let us recall that both the left-order and right-order naturally appear in quantum mechanics. For example, the Schrödinger's equation can be written as 14
which yields the evolution operator c(t) given by the left-order product:
This shows that the time order corresponds to the left-order. However, it is just a convention to write the Schrödinger's equation in terms of "ket" state |ψ . We can equally use "bra" state ψ| to express the Schrödinger's equation:
which gives that evolution operator [c(t)] −1 given by the right-order product:
This shows that the time order corresponds to the right-order. Although we usually use the left-order to present the time-order in quantum theories, we can also use the right-order. The physics should not depend on our choice of the left or right order. Therefore, it is natural to expect this is the case also for complexity:
which is shown to be true if the complexity is bi-invariant, in this paper.
Furthermore it was shown in Ref. [49] that the symmetry between a "ket-world" and a "bra-world" is enough to insure the bi-invariance of the complexity. If c(t), the curve in SU(n) group, presents the time evolution of a system in a "ket-world", then c(t) −1 presents the time evolution of the same system in a "bra-world". Because all physics should be 14 Here H(s) is anti-Hermitian. independent of our formalism between "ket-world" and "bra-world" it is natural to expect that the "length(cost)" of c(t) and c(t) −1 are also the same 15 :
This is just the path reversal symmetry in Eq. (4.26), from which one can derive the biinvariance of the compleixity as explained in the main text.
B Two kinds of special symmetric transformations
In this appendix we will introduce two kinds of special symmetric transformations for the complexity, which are used in section 4.1.2.
B.1 Adding a divergent term
Let us consider a Lagrangian for a particle in flat space
the canonical momentum p is defined by
from which we can obtain˙ x as a function of x, p,and t, i.e.˙ x =˙ x( x, p, t) . The corresponding Hamiltonian reads
with an arbitrary smooth scalar field ϕ( x), the Hamiltonian H Eq. (B.3) is transformed as
This transformation S ϕ does not change physics such as the Feynman propagator and has a unitary representation
Any composition of S ϕ also gives a new Hamiltonian yielding the same physics:
The symmetry Eq. (A.10) can be understood also in an alternative way. Suppose ρ0 is an initial density matrix and ρ(t) is its time evolution:
Once we want to compute the cost between two states, ρ0 and ρ(t) by the cost of the relevant operator, which one should we choose? c(t) or c(t) −1 ? It is natural to have the same cost for both.
Thus, S ϕ and their products (defined by the composition of maps) form a symmetric group G s for pF (−iH, w α ). G s is an infinite dimensional Lie group with the following representation for its Lie algebra g s
B.2 Canonical transformation
Next, let consider another kind of symmetric transformations, special canonical transformations. For example, let us take one-dimensional case:
We will show that if (X, P ) and (x, p) are transformed by a constant linear transformation
then two Hamiltonians H(x,p) and
describes the equivalent physics so should give the same complexity 16 . First, these two Hamiltonians describe the same classical systems. This can be understood by noting that a symplectic structure is invariant under the transformation dx ∧ dp = dX ∧ dP .
(B.14)
which is equivalent to
Thus, two Hamiltonians H and S f (H) are transformed by a canonical transformation so describe the same physics in classical mechanics. Next, in order to show that two Hamiltonians H and S f (H) are equivalent in quantum level, let us consider the "phase-space formulation of quantum mechanics" [65, 66] . In this formulation, the quantum state is described by a quasi-probability distribution: the Wigner quasi-probability distribution W (x, p) [67] , which is the Wigner transform of the density matrixρ Let us define the star product " " and the Moyal bracket "{{·, ·}}" as follows 18) and {{h, g}} := − 1 i (h g − g h) = − 2 h sin 2
The eigenvalue a and the eigenstate distribution W a (x, p) of the observableÂ are given by the following -eigenvalue equation Now let us show that the transformation S f does not change physics in quantum level. The proof consists of the following three steps:
(1) The expectation values of observables: An observableÂ and a state distribution W (x, p) will be transformed as S f (Â) =Â(X(x,p), P (x,p)), S f (W )| (x,p) = W (X(x, p), P (x, p)) .
(B.23)
The expectation value Â in Eq. (B.17) is transformed as S f ( Â ) = S f (A)S f (W )dxdp = A(X(x, p), P (x, p))W (X(x, p), P (x, p))dxdp = A(X, P )W (X, P ) det J dXdP = A(X, P )W (X, P )dXdP = A(x, p)W (x, p)dxdp = Â . Before starting let us first make a clarification on our terminology. The words "nonlocality/locality" appear in many different areas of physics and may stand for various different meanings. To avoid misunderstanding, we emphasis that the "nonlocality/locality" we discuss here are only about the interactions in a given Hamiltonian. The "nonlocality/locality" of quantum states and quantum correlations do not have any relationship to the following discussions.
Let us consider a Hamiltonian for N -lattices in 3-dimensional space
f nl q n q l , (D.1)
where {q n , p n } (with n = 1, 2, · · · , 3N ) are the canonical coordinates of lattices, m n are the masses of the lattices, f nl are the components of a symmetric non-diagonal matrix which does not have negative eigenvalues. It seems that the Hamiltonian H 1 is "non-local" in the sense that every lattice has interactions with all others. However, we know that there is a unitary transformation making Hamiltonian H 1 "local" as follows
where λ n are the eigenvalues of the matrix of f nl . The "locality" looks changed when we transform H 1 to H 2 , although they are the same systems. Thus, the "nonlocality" in Hamiltonian H 1 should not be "intrinsic".
To make this concept clear, we will call a Hamiltonian is apparently nonlocal (local) if it contains nonlocal (only local) interactions in a given canonical variables. However, we will call this Hamiltonian intrinsically local if there is a unitary transformation which renders it local. Thus, H 1 is apparently nonlocal, H 2 is apparently local and both are intrinsically local.
Notice again that H 1 and H 2 describe the same physical system and the apparent locality will not be physical. Thus, we may expect that the complexity is also invariant under the unitary transformation.
E Jacobi field and sectional curvature
In this subsection, we review on the Jacobi field and sectional curvature in Riemannian geometry. We will be brief and restrict ourselves to the only relevant part to this paper, referring to some textbooks, for example, Refs. [63, 68] for more details.
In a N -dimensional Riemannian manifold (M, g(·, ·)) let us consider two neighboring geodesics ξ 1 (s) and ξ 2 (s) laying in a 2-dimensional sub-manifold M. Locally, such a 2-dimensional sub-manifold is determined uniquely by the neighboring geodesics ξ 1 (s) and ξ 2 (s). They start at the same point s = 0, i.e. ξ 1 (0) = ξ 2 (0), and the angle δθ between their tangent vectors at s = 0 is infinitesimal. The Jacobi field along the geodesic ξ 1 (s) (or the geodesic deviation vector) is defined as and k M (e , e ⊥ ) :=g (R M (e , e ⊥ )e , e ⊥ ) g(e , e )g(e ⊥ , e ⊥ ) − [g(e , e ⊥ )] 2 .
(E.10)
