The classical chi-square test for independence in a two-way contingency table often rejects the independence hypothesis at an extremely small significance level, particularly when the sample size is large. This paper proposes some alternative distributions to independence, to help interpret the x 2 statistic in such situations. The uniform alternative, in which every possible contingency table of the given dimension and sample size receives equal probability, leads to the volume test, as originally suggested in a regression context by H. Hotelling. Exponential family theory is used to generate a class of intermediate alternatives between independence and uniformity, leading to a random effects model for contingency tables.
1. Introduction. The chi-square test for independence in a two-way contingency table is an important accomplishment of early twentieth-century statistics. Tables 1and 2 show the test in action, in both cases rejecting the hypothesis of independence. The main disadvantage of the chi-square test is apparent: when the independence hypothesis is strongly rejected, the actual significance level obtained by x2 conveys almost no additional information. For example, X:2 = 568.57 is much more significant than xi = 138.29, but it will turn out that Table 2 lies much nearer to independence than does Table 1 .
The objection here is really a general complaint against pure tests of significance. Significance tests are easy to use because we need only consider the null hypothesis family of distributions, in this situation the independence distributions for two-way tables; but, if the test strongly rejects the null hypothesis, the statistician receives little guidance as to what distribution actually generated the data.
This paper proposes some alternative distributions to independence, to help interpret X 2 in situations like those of Tables 1 and 2 . For example, Section 2 considers the distribution of x2 under the uniform distribution, in which every possible contingency table of the given dimension and sample size receives equal probability. For dimension 4 x 4 with sample size n = 592 there are ( 6P57) = 3.59 . 1029such tables. We will show that about 10% of these tables have X 2 5 138.29. In other words, the value of x2 observed in Table 1 is not overwhelmingly unusual assuming the uniform distribution. Why we might be interested in the uniform distribution is discussed in Sections 2 and 5, but in an obvious sense it is an antagonistic alternative to the independence hypothesis, for which the marginal probabilities of the table determine all the interior probabilities. Hotelling (1939) used exactly the same idea to generate a class of tests for nonlinear regression problems. The procedure just described will be called a volume test: in the simplex of 16 dimensions, each point of which corresponds to a 4 x 4 table of proportions or probabilities, the value 10% is essentially the ratio of volumes between the set of points having x 2 r 138.29 and the entire simplex. The set of perfectly independent tables is a six-dimensional curved surface inside the simplex. The usual chisquare test says that Table 1 lies too far away from this surface to have been generated by chance multinomial variation from a probability table lying on the surface. The volume test says that Table 1 does not lie particularly near the surface, under sampling from the uniform distribution.
The situation is different for Table 2 . Here the observed table lies too far away from the surface of independence, in terms of multinomial variation, but also it lies too near the surface to have been chosen uniformly. If we could look at the simplex in 20 dimensions describing all 5 x 4 tables, we would see that Table 2 lies very near the seven-dimensional curved surface of independence. As a matter of fact, the set of tables lying nearer the surface than Table 2 , in terms of distance as measured by the X2-statistic, is only about 2.1 -lop7the volume of the entire simplex.
The decisive rejection of both independence and uniformity for Table 2 leaves us with little information still about what distribution actually generated the data. Sections 4 and 5 discuss a class of intermediate models. Roughly speaking, the class is a one-parameter exponential family passing through the independence and uniform distributions, and having x 2 as its sufficient statistic.
The natural parameter of this family can be interpreted as "effective sample size," say v. We imagine that Table 2 has observed proportions as indicated, for example, 2163125263 in the upper left category, but that the sample size has been reduced from n = 25263 to some smaller number v. Smaller sample size allows the observed table to lie further from the surface of independence under the hypothesis of independence. We will see that for Table 2 a 90% confidence interval for v, consonant with the independence hypothesis, is (1.1) v E [232, 9351. Sections 4 and 5 show that these considerations relate to a random effects model for contingency tables.
All of the significance levels and confidence intervals suggested in this paper are functions of X 2 (or of its close cousin, the Kullback-Leibler distance), mostly very simple functions which can be calculated on a hand calculator. The goal is to extend the usefulness of x2, not to dissect the table using more elaborate structural models. Needless to say, this is not an argument against structural models, which often can give deeper insights into the data; x2 is an effective device for preliminary data analysis, particularly when the statistician has many two-way tables under review. This paper tries to refine its powers of explanation. The literature contains other such refinements, for example, the mean square contingency, x2/n, see Cram& (1946) .
None of the statistical ideas presented here are new. Hotelling's seminal paper of 1939 has already been mentioned. The basic defect of pure tests of significance, that the results may depend more on sample size than on the true state of nature, was forcefully pointed out by Berkson in 1938. Bayesian solutions have been proved by Jeffries, Savage, Lindley, Hald and many others (see Shafer, 1982) . What we call the "volume test," following Hotelling's original terminology, was considered in the context of two-way tables by Good (1976) , and at some points, which will be indicated as they occur, we will be closely following Good's line of thought. The interesting series of articles by Good (1976 Good ( , 1983 , and Good and Crook (1980) are particularly relevant to our Sections 2, 3, and 7.
Components of variance approaches to categorial data, as used in Sections 4 and 5, date back to Lexis in the nineteenth century. These are nicely described in Chapter 3 of Heyde and Seneta (1977) . Recent Bayesian work on the analysis of contingency tables gives a class of random effects models. This work is surveyed in Chapter 12 of Bishop, Fienberg and Holland (1975) . More recent work is in papers by Dickey (1983) , Laird (1978) or Leonard (1977) . Section 9 gives a more thorough discussion of related literature.
2. Volume tests f o r independence. This section motivates and describes volume tests for independence in a two-way contingency table. A simple formula is given which approximates the significance level of the volume test, for example, 10% in Table 1 , as a function of the usual x2-statistic. A more careful discussion, including proofs and details, appears in Sections 6, 7, and 8.
Let Ibe the number of rows and J be the number of columns in the contingency 
There are distinct lattice points in 92. Figure 1 gives a schematic representation of the volume test: (1) The independence surface YI,j, which is the set of probability tables a having a, = a,+a+,for all i and j (the plus indicating summation over the missing subscript), is a manifold of dimension I + J -2 curving through the ( I J -1)-dimensional flat space PIJ. The hypothesis of independence, called HI in this paper, is the hypothesis a E (2) The x2-statistic is n times the Mahalanobis squared distance between the observed table p and the point ?; on YZsJ nearest p, "nearest" meaning maximizing the likelihood. The inner product for the Mahalanobis distance is determined by the covariance matrix of the multinomial distribution having ?r = ?;. (3) The set of tables having chi-square statistic equal or less than the observed value of x2 is an elliptical tube 8 ( x 2 ) surrounding Yz, J. (4) The achieved significance level c(x2) for the volume test is the ratio of the number of lattice points inside 8 ( x 2 ) to the total number of lattice points NZ). Roughly speaking, c(x2) is the ratio of volumes of 27(x2) to HJ. A careful description of the geometry will be given later. Section 2.7 of Bishop, Fienberg and Holland (1975) As a first approximation for &(x2), we develop the following expression:
where and (The notation x! stands for I'(x + 1)even if x is not an integer.) A small tabulation of CI,J appears in Table 3 . Stirling's formula can be used to approximate the product in the denominator of (2.5)' leading to the slightly handier expression Formula (2.5) is based on the approximation Number of points in 8 ( x 2 ) (2.8) i (Volume of B(x2))(Density of lattice points in 9g').
DIACONIS AND EFRON
Since the lattice is perfectly regular, density is unambiguously defined as the ratio of number of points in a cube to the volume of the cube as volume goes to infinity. It is shown in Section 6 that the density is (2.9) n I J -l / m .
The following theorem is proved in Section 6: THEOREM 1. The ( I J -1)-dimensional volume of 8 ( x 2 ) equals Formula (2.5) is just (2.10) x (2.9)/(2.4). Because of edge effects, described in Section 7, (2. The flat prior (2.11) is a useful alternative to HI, the hypothesis of independence. Good and Crook (1980) consider several other alternatives. Under HI, the marginal probabilities of the true table a completely determine the interior of a, by multiplication. Under Ho, the margins of a say very little about the interior: given the margins, the interior of a is uniformly distributed over all possible tables consistent with those margins (see Formula (7.3)). A different argument for the uniform appears in Section 5. It is seen to be the approximate end point of a one-parameter exponential family starting at H1, and having X 2 as sufficient statistic.
How far separated are the hypotheses HO and HI? Is it easy or difficult to distinguish between them by means of a significance test based on x 2 ? This depends on n, I, and J in a way which can be understood using (2.5). For two-bytwo tables, I = J = 2, Table 4 shows that it is difficult to distinguish HI from Ho substantial probability, e(3.841) = .14 even for n = 640. The situation is different for I = J = 4. Table 5 shows that in this case H1and Ho are far separated, even for sample sizes as small as n = 80. Sections 4 and 5 describe a family of alternatives which interpolate between Hl and Ho.
Conditional volume tests.
The problem of testing for independence in a two-way table becomes easier, from an inferential point of view, if we condition our inferences on the observed margins of the table. This section develops the conditional volume test. Proofs and details are deferred to Sections 6, 7, and 8. We begin with a more careful description of the chi-square test.
The row and column marginal proportions for the observed table p will be denoted and likewise for the marginal probabilities of the true table a ; we also write r = (rl, r2, . . . ,
CZ, .,CJ)', P = (PI, PZ, a ., PI)', and 7 = (71, YZ, . ., YJ)'.
a
Having observed p -MultIJ(n, ~) / n , the maximum likelihood estimate of T assuming the hypothesis of independence HI:rG = piyj is
The chi-square test of HI, significance level a , rejects for values of (3.4) X 2 = nS, (S = C:=1 CjJ,i (pii-7;ij)2/7;i) larger than the upper 100 a percentile point of a standard xi-distribution,
. Zero values of Gij correspond to zero values of pi,, and contribute nothing to S.
It is sometimes notationally convenient to think of p as a vector in IJ-dimensional Euclidian space 91J with its elements ordered lexicographically, p = (pll, p12, .-.,p1 J, pzl, . . ., p2J, . . .,pll, .. ., pIJ)', and likewise for a and 7;.
Let 2 -I be the IJ x IJ diagonal matrix with Ij'th diagonal element l/Gij. Then, we see that the squared Mahalanobis distance between p and 7;, with inner product matrix i -l . The advantage of considering S, rather than the equivalent statistic x 2 , is that S has a clear geometric interpretation, not depending upon the sample size n.
The table 7; has the same margins r and c as the observed table p. This means that p -7; has all margins zero. In other words p -7;, thought of as an IJ-dimensional vector, lies in a certain D-dimensional linear subspace of 91J, say _E: described explicitly in Section 6. The orientation of T in 9 "is fixed, and does not depend on p or 7; in any way. 
D-dimensional hyperplane. T h e ellipsoid r ( S ( r,c)consists of those vectors i n the same hyperplane having Mahalanobis squared distance from ?; no greater than the observed value S. T h e achieved significance level for the conditional volume test is the number of lattice points inside P(S I r, c) divided by the number of lattice points i n 7 (r,c).A n obvious aproximation for this is the ratio of volumes of B(S I r, c) to 7 (r,c).
ellipsoid, Notice that r , c, and S completely determine Z ( S I r , c ) and Y ( r , c), with no dependence on the sample size n. Essentially e ( S I r , C) does not depend on n, except for minor effects relating to the granularity of the lattice points. (Section 8 briefly discusses the granularity question.) Large values of n do not necessarily produce extremely small significance levels for the volume test, as is usually the case with the standard chi-square test.
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The numerator of (3.10) can be approximated by the volume-times-density argument (2.8). The following two theorems are proved in Section 6: THEOREM The D-dimensional volume of 8(S r , c) equals
where (Notice that rS = rX2/n,SO (3.11) is closely related to (2.10).)
THEOREM 3. The density of lattice points in ~( " ' ( r , c) is
points per unit of D-dimensional volume.
REMARK. In Diaconis and Efron (1983) , Theorem 3 is used to calculate the generalized variance of the Fisher-Yates distribution (3.7).
Computing the denominator of (3.10) is a well-known unsolved combinatorial problem. Good (1976 Good ( ), (1983 and Good and Crook (1977) give a nice review of the available results. We will approximate N(")(r, c ) by the volume-times-density argument, using (3.13) and the following approximation for the volume of V ( r , c),
The notation 11 indicates the vector of ones in I dimensions. (Formula (3.14)
includes a correction for edge effects which deliberately overestimates the volume of V ( r , c), for reasons discussed in Section 7.) Section 7 discusses approximation (3.14) and also an exact formula for the volume. The approximation is quite satisfactory for the cases a t hand. Table 2, for instance, has Q A 5.9 . 10-l7 while the actual volume, obtained by laborious Monte Carlo calculation, is 5.7 (+ .2) . 10-17.
The volume-times-density approximation here, using 5.7 f 2.10-l7 for volume, and (3.13) with I = 5, J = 4, D = 12, n = 25263 for density gives 2.14 (f.l) .
for the number of arrays with the same margins as Table 2 . Formula (B2.24) of Good (1976) gives 2.63 for this number. Good (1976, 6.6 ) also offers an improved, though somewhat ad hoc, approximation 1.91 .
In applying (3.14), the choice of which factor is called "row" rather than "column" can be interchanged, giving a different numerical approximation. If one of the margins includes very small proportions, for example "Number of children" in Table 2 , then this factor should be chosen to be the rows.
Assuming that $' is approximating the true volume correctly, (3.14) x (3.13) gives an excellent approximation to N'")(r, c). For instance with I = J = 3, n = 30, and r = c = (Y3, l/3, 'A)', the approximation is N'")(r, c ) = 2080 using (3.14) x (3.13), and 2186 using true volume X (3.13), compared to the actual value 2211.
As a first approximation to the significance level of the conditional volume test, we have The density (3.13) has cancelled out, so, as in the unconditional case, the approximate significance level is just the ratio of volumes of the ellipsoid to the slice, as shown in Figure 2 .
Formula (3.13) looks unnecessary, but it turns out to be a crucial fact in proving (3.11).
Formula (3.17), like (2.5), is usually an overestimate of c(S I r , c). The reason is that (3.11) applies to the entire D-dimensional volume of kY(S I r , c), including the part of E ( S I r , c ) protruding outside of T ( r , c). For Table 1 , (3.17) gave c(S I r , C) .41 compared to an actual value of .09, computed by Monte Carlo. The corresponding numbers for Table 2 were E(S I r , C) -1 4.3 . compared to an actual value of 1.2 .
Corrections for "protrusion" are discussed in Section 8.
Notice that for Table 2 , (3.17) gives a quite different answer from (2.5), c(S I r , C) = 4.3 -compared to c (~~) 2.6 -
The reason for this = difference has to do with conditional versus unconditioned inference. The hypothesis of uniformity Ho implies that the margins r and c will be roughly uniform, r equalling about (111, 111, . . ., 111) and c equalling about ( l / J , -.., 1/J). In Table 2 the r margin is markedly nonuniform. The unconditional volume test interprets this as evidence in favor of H I . By conditioning on ( r , c), the conditional volume test guarantees that the margins furnish no evidence for either Ho or H I . Good and Crook (1980) discuss the question of marginal information in 2 x 2 tables. They do not observe a large difference between conditional and unconditional inferences. This is because they use a variant of the uniform prior (2.11) which eliminates most of the supposed information in the margins.
Partial Conditioning. There is an intermediate position between using the unconditional volume test of Section 2 and the fully conditional test we have been discussing here. Conditioning on just one set of margins, say r , instead of both r and c, leads to a partially conditioned achieved significance level E(S I r) The random effects model can be restated in a way which will be useful when we pursue the analogy for two-way tables. Define The interpretation of these results can be pictured in terms of Figure 2: under the independence hypothesis H I , the observed distance of p from .li for Table 1 is most typical of sample sizes around 38; the observed distance would not be unreasonable for sample sizes in range (4.13).
We can get a more familiar interpretation of these results by referring back to the normal situation (4.1)-(4.10). For values of r near .li, the multinomial distribution p -MultIJ(n, r ) / n , conditioned on ( r , c ) , has an approximate normal distribution where ( l / n ) 5 is the covariance matrix of the Fisher-Yates distribution (3.7). Here "ND" indicates that the distribution is confined to the D-dimensional space Notice that (4.14), (4.15) combine with (4.10) to give This is just the normal approximation for the Fisher-Yates distribution (3.7), with sample size reduced from n to v.
( r ,C ) containing T ( r , c ) .A rough analogy of (4.3) for two-way tables is the partial Bayesian model
The confidence interval (4.13) for v transforms into a confidence interval for a$ via relationship (4.10), and likewise for the M L E , 6; = .0243. How big are these random effects? A measure comparing the amount of random effects variation in (4.14), ~$ 5 , relative to the size of the slice Y ( r ,c ) , is This is just the average standard deviation of (4.13) along a single dimension of the D-dimensional space 9 ( r , c ) , compared to the side of a D-cube having the same volume as Y(r,c ) .
It is shown in Section 6 that Table 1 , the random effects must be quite substantial.
The same analysis applied to Table 2 shows that although the random effects cannot be zero, or else the usual chi-square test would not have rejected independence, they are in fact very small. The MLE of the effective sample size is C = 533, with central 90% confidence interval This gives G, , 1 = .0051, confidence interval
The maximum likelihood estimates and confidence intervals for v, and for a,,l, depend on the observed table p only through the statistic S. (Even the sample size n is not used.) The inferences they provide relate only to a corresponding feature of the true table T, its gross overall distance from the independence surface. Of course, a more incisive analysis of how T deviates from independence can be based on other features of p. This is the point of log-linear modelling, correspondence analysis, and other structural models. The methods suggested in this paper are well-suited to quick preliminary analyses of two-way tables, but are not intended to replace a careful structural investigation.
5. Random effects f o r exponential families. Most of the results of the last section, in particular the components of variance calculations beginning at (4.14), are familiar ideas in the theory of overdispersion of binomial proportions. There is an immense literature on overdispersion, going back a century to Lexis.
A good review appears in Chapter 3 of Heyde and Seneta (1977) .
This section is devoted to a more exact analogue of the normal-theory random effects model (4.1)-(4.10), applying to general multiparameter exponential families. Our goal is to justify approximation (4.12), which was used to interpret intermediate values of S for two-way tables. The idea of effective sample size turns out to play a basic role in this development.
Suppose then that x is the observed sufficient vector for a D-parameter exponential family i7, and that 8 is the expected value of x. In our previous context, x = p and p = T. The vector P indexes the family and we can write the density function for a typical member of i @ ' as where a = a @ ) is the natural (or canonical) parameter vector and #(P) is a normalizing constant. The constant n is the sample size, assuming as usual that x is actually the average of n original observed vectors yl, yz, . . Yn -i.i.d. gp).
a ,
The sufficient vector x = ELl ykln takes its values in some sample space z'"'.
Its expectation vector p takes values in a space 9 , both 9 and 2""' being subsets of sD. In the context of Section 3, where we condition on (r, c), we have
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9 = Y(r, c) and 2""'= ~' " ' ( r , c). We will assume z'"' C A? to simplify the discussion. Now suppose that there is some member of 9, say Dl, of particular interest. We wish to test the hypothesis versus the general alternative P E 9. In Section 3, Dl = 7;. A well-known result of Hoeffding (1965) shows that the maximum likelihood ratio test statistic is where T is twice the Kullback-Leibler information for one original observation, For the normal model (4.1), (4.2), T(x, 0) = 11 x 11" Efron (1978) gives a review of exponential family theory, including Hoeffding's result and the technical details omitted from our brief discussion here.
By Wilks' theorem, 2 log[g?'(x)/gg'(x)] will be asymptotically distributed as xi under HI, so we have (5.5) HI: nT(x, PI) + xi. We can test H1 at approximate level a by rejecting for nT(x, Dl) > x31-") . Often, as we have seen, this test will reject at extremely small a levels, in which case it is helpful to have an interpretive theory like the normal random effects model. The crucial step in that theory is (4.4), which replaces the full D-parameter family (4.1) with a one-parameter exponential family of alternatives, having T(x, Dl) as sufficient statistic. This same program will now be carried out for general exponential families.
Let Hg be the hypothesis that x is distributed according to the following density fs (x), Here 4(B) is a normalizing constant. The one-parameter exponential family 9 = ifg,0 < B 5 1)has sufficient statistic T(x, Dl). As shown at (5.13), (5.14) below, 4(B) can be approximated by Notice that for B = 1, fl(x) = gx'(x), so Hl can also be There is another way to express K Suppose that n$ = v is an integer. By The structure of F can be understood in terms of (5.10), which we now state more carefully. The densities (5.1) produce the probability distributions of 9by integration with respect to some common carrier measure on P'"', say G'"', and fH(x) is also a density with respect to G'"'. Let HH be the hypothesis that x is generated from f,. Then (5.10) says that the probability content of an infinitesimal region d x around x , under H,, is
For large values of n, the central limit theorem says that the distribution of x under gg' will approach a multivariate normal distribution, say Applying the central limit theorem locally, as in Stone (1965) , with , f 3 = x , gives (If G'"' is discrete, then d x is not allowed to become small too quickly in (5.13); taking d x a cube of side O(npU3) is allowable.) The convergence in (5.13) tends to be rapid, because we are applying the CLT at the center of the limiting distribution, , f 3 = x. Edgeworth calculations show that the bracketed term in (5.13) equals 0 -~/~[ 1
If the bracketed term in (5.11) is approximated by 8-"", then and we see that 4 (8) as stated in (5.7). More importantly, (5.11) then gives fo(x)Gcn'(dx) = gcnoJ(dx)G'""'(dx), verifying that fH is approximately the same 4 1 as gS:'"': the hypothesis H" amounts to setting ,f3 = Dl, but reducing the sample size from n to v = no. This interpretation of 9is exactly correct for the normal random effects model, and gives excellent approximations in general exponential families.
As a simple example consider the case where x is real, D = 1, and F is the normalized binomial family x -Bi(n, /3)yn; that is, /3 is a probability, and x is an The family 5 of particular interest in this paper is that of Section 3, g,(p I r, c), the conditional distribution of p -MultrJ(n, ~) / n given (r, c). For this example we will work backwards, from the reduced sample size interpretation of SZ to the form (5.6). With the sample size reduced from n to n8, (3.7) becomes
The factor BD would not appear in (5.16) if we restricted p to be in ~'~' ( r , c), since then we would have only changed the sample size in (3.7) from n to v = no. However the density of lattice points in T")(r, c) is KDtimes the density in y c & ) ( r , c), formula (3.13), so the factor oD is necessary to make (5.16) sum, approximately, to one.
Stirling's approximation x! = &xxe-", applied to the formula for fe(p I r , c) in (5.16), gives, without any further approximation, where This is form (5.6), (5.7) for except for one additional approximation: (5.18) is twice the Kullback-Leibler distance for the unconditional multinomial family, rather than for the multinomial family conditioned on (r, c). Starting from (5.16), which doesn't involve these last two approximations, standard asymptotic calculations give (4.12), the key result in Section 4. Going back to general exponential families, consider the approximation to (5.6) obtained using (5.7), Differentiation w.r.t. 8 gives the approximate maximum likelihood estimates This is an improved version of the formula ;= D/S used in Section 4. A standard Taylor series expansion shows that so S approximates T for x near Dl. In the context of Section 3, = &', so for the two-way table situation S has the same meaning in (5.21) as in (3.5).
In Table 2 We could have gotten the asymptotic scaling property (5.23) for other definitions of for example, replacing T by S in (5.6). However, definition (5.6) has another property which helps justify calling 9 a random effects model for the maximum likelihood ratio test statistic for H1versus the full family, considered as a function of x, has the same contours of equal value in either 9 or % namely the contours of equal value of T(x, Dl). In this sense, two values of x which provide equal evidence against Hl in the family also provide equal evidence against HI in the family E It is easy to verify this property. First of all notice that i, the MLE of 0 obtained from (5.6), depends on x only through the statistic T(x, PI), say 6 = 6 (~) , since T(x, PI) is sufficient for 0 in (5.6). The maximum likelihood ratio test statistic in 9 is How does the uniform distribution go(p I r, c) considered in Section 3 relate to the family 9? For values of p near .I;, and large values of n, it turns out that go(pI r, c) is the limit as 0 + 0 of fo(p I r , c). These results are easy to verify frorp (5.9), (5.12), which give
For values of x near B1 (e.g., p near .I;),we see that limo4fa(x) is asymptotically constant in x.
6. Volume a n d density calculations. We will now prove Theorems 1, 2, and 3 of Sections 2 and 3. These give the volume of 8(x2) in Figure 1 and 8 ( S I r , c ) in Figure 2 , and the density of lattice points in 9 : ' and in ~' " ' ( r , c). This transformation is often used when I = J = 2, where it has the form q2 in this case being just the last coordinate of q.
For a probability Formula (6.6) defines a linear mapping from ( i , i5) to ( q~, q~) , and we need to know its Jacobian. The density results (2.9) and Theorem 3 are obtained by Jacobian calculations.
--..Consider for example the vector p = (pl, ., PI,J-~)', which is the table of observed proportions p without its last coordinate:
Notice that 9 : ' is a lattice of points in (IJ-1)-dimensional space, with the points set in a regular cubic array having density nIJ-l. The ma ping p 4 p takes &J into 8ãnd &$' into 9:). The Jacobian dpldfi = P IJ used in the proof of Lemma 2, which is the factor by which volumes multiply in mapping fi to p, shows that 9;;'must have lattice density n I J -l / m , formula (2.9).
We can now prove Theorem 3. The vector (3, 5) takes its values in a lattice of points in (I+ J -2)-dimensional space, with the points set in a regular cubic array of density n'+J-2. By Lemma 2, the lattice points for (qI, q~) have density dens(qI, q~) = The (IJq2), n('+J-2)I(J-2'/2J('-2)/2.
1)-dimensional vector (qI, q~, with q2 as in (6.7), has dens(q1, q~, q2) = nIJ-'/fl~, as in (2.9), since q is an orthogonal rotation of p. However, if we let dens(q2) represent the density of lattice points q2 with (qI, W) held fixed, then dens(q1, q~, q2) = dens(%, qJ)dens(q2) by the orthogonality of the coordinates (qI, qJ) to q2, so verifying Theorem 3. U We can use (6.11) to evaluate the volume of iY(SI r, c), by letting x = -7;). Definition (3.8) of iY(SI r, c) does not involve n, so we can take n to be as large as we wish. Asymptotically, p has a conditional normal distribution in T ( r , c) under HI, as in (4.15), -7;) 1 (r, c) + ND(0, 2). The pseudoinverse of 2 is the matrix i-'in (3.5), see Bishop, Fienberg and Holland (1975) , Section 14.9.2. It remains only to compute the quantity gx(0).
Consider the Fisher-Yates density (3.7), with (r, c) fixed, p = 7;, and n tending toward infinity. Stirling's formula gives
The limiting density at the center of the Fisher-Yates distribution is gl(G I r, c) times the lattice density (6.10), Substituting gx(0) into (6.11) gives (3.11). O Theorem 1 is an easy consequence of Theorem 2. We make the orthogonal transformation (6.7), and notice that for ql fixed, equivalently for (qr, q~) fixed, the corresponding slice of 8 ( x 2 ) is the ellipsoid iY(SI r, c), with volume (3.11). The change of coordinates (qr, qJ) + (i;, 6) allows us to evaluate $ g ( S I r, c ) d(qI, qJ) using a standard Dirichlet integral and Jacobian (6.9). This gives (2.10). This proof uses the fact that the ellipsoids B(S I r , c) are in parallel subspaces for all (r, c), so that the integration is easy to perform.
T h e volume of t h e slice T ( r , c).
The volume of the slice T ( r , c) played an important role in the conditional volume test of Section 3. Here, we will motivate approximation (3.14) and give an exact formula for the case min(I, J ) 5 3.
LEMMA 3. The D-dimensional volume of T ( r , c ) is where g(6 I r ) is the density function evaluated at 6 = (el, . . ., cJ-,) of a mixture, PROOF.Suppose that the vector p E PzJis drawn according to the flat Dirichlet distribution DIj(1zj),which is to say that the first I J -1 coordinates of p have the distribution described immediately after (2.11). The orthogonal rotation (6.7) makes q uniformly distributed over a rotated simplex. Using the notation of Section 6, we see that q2given ( q z , qJ) has a uniform distribution over a rotated version of T ( r ,c ) , and therefore the conditioned density of q2 must be
The density of the uniformly distributed vector ( q~, q2)is I'(IJ)/<J, q~, one over the volume of PzJ, so According to Lemma 2, g(q1, q~) see Wilks (1962)result 7.7.5 
. O
The density g(6 11) is difficult to calculate exactly. It seems reasonable to approximate g(6 I 1)with a symmetric Dirichlet distribution since unconditionally c -Dj(I, I, . . .,I). The approximation c I r -Dj(k,, . . . , k,) where has the same mean vector and covariance matrix as the mixture C riDJ (l, . . , 1 ) in (7.2) . Substituting in (7.1) the density of Dj(k,, .--,k,) a t 6 for g(6 I 1)gives the approximation Some numerical evidence on the accuracy of (7.6) appears in Table 6 . The worst results are for the 2 x 2 case, where we do not need to use an approximation since there is a simple exact formula for (7.1), see (7.8) . Overall, the accuracy is quite satisfactory. (Note: Good's, 1976, (6.5) approximation is closely related to our (7.6). The difference amounts to using the unconditional distribution of c rather than the moment-matching distribution Dj(k,, -.., k,) to approximate g(6 1 r ) in (7.1).) Approximation (3.14) incorporates one further improvement on (7.6) having to do with edge effects occurring a t the boundaries of T r ,c ) .As a simple example of edge effects, consider a line segment of length L = NA having N + 1 points   869   TESTING FOR INDEPENDENCE IN A 2-WAY TABLE   TABLE 6 Accuracy of approximation (7.6) for V(r, c).
formula (7.6) t r u e V(r, C ) Table 1 7.2 . lo-' 6.5 t .3 . lo4 Table 2 5.9 . 10-l7 5.7 t .2 . 10-1~ placed regularly along it at equal intervals A. The density of points is l/A, so length-times-density is L . (l/A) = N, rather than the correct number of points N + 1. The reason, of course, is that the line segment has a lattice point at each end, so its effective length as far as the length-times-density argument is concerned is obtained by adding half an interval, A/2, at each end: then
The same type of adjustment substantially improves the volume-times-density approximation for the number of lattice points in T ( r , c). Let %(r, c) be T ( r , c) as defined in (3.6) except with the constraint T,, r 0 replaced by rijI -1/(2n), for all i and j. This is the equivalent of adding A/2 at each end of the line segment. It is easy to show that (7.7) volume %(r, c) = (1 + . volume T(E, c), with r, c defined as in (3.15). Formula (3.14) is obtained from (7.6) via (7.7). Formulas (2.5) and (3.18) incorporate similar corrections.
From formulas like A1.4 in Good (1976) , it can be shown that correcting for edge effects in this way produces the right second-order asymptotic expansion for N'")(r, c). The correction is often quite substantial, being about 20% in Table  1 ,for instance.
Exact formulas for V(r, c) are possible if min(I, J ) = 2 or 3. The approach is through the exact evaluation of g(6 I r ) in (7.1). For J = 2 (or equivalently, by interchanging rows and columns, for I = 2), 6 = cl, and an argument based on Laplace transforms gives 8. G r a n u l a r i t y a n d protrusion effects. The volume-times-density argument used to calculate the number of points in the numerator of the volume test significance level ignores two things: that we are dealing with a discrete lattice of points rather than with a continuous uniform distribution (granularity); and that the ellipsoid in Figure 2 or the elliptical tube in Figure 1does not stay within the boundaries of the simplex (protrusion). This section gives a brief discussion of those two effects, in the conditional testing framework of Section 3.
Granularity by itself has little effect on our calculations. Suppose that the ellipsoid iY(S I r , c ) of Figure 2 lies entirely within Y ( r , c), so that protrusion can be ignored. A great deal of mathematical effort has gone into verifying the accuracy of the volume-times-density approximation; see, for example, Leveque (1971) Section 1, page 24; and Kendall and Moran (1963) Section 5. Under reasonable conditions, the asymptotic error of the approximation will be o,(l/&), which is to say smaller than typical statistical variation. From another perspective, granularity produces no error a t all. Suppose that in Figure 2 we make the continuity correction of spreading the mass l/N'"'(r, c) a t each lattice point p uniformly over the small hexagon of planer points nearest to p: (a:m i n , * ,~( n )~~,~, Il p* -T 11 = 11 p -a 11 ). Then by definition the volumetimes-density argument gives exactly the continuity-corrected probability content of B(S I r , c). (The correction for edge effects in the denominator of (3.17), formula (7.7), can be motivated by this same argument.)
Protrusion is the most serious source of error in (3.17), often causing considerable overestimates of the actual vdlume test significance level. This was unimportant in Table 2 , where (3.17) itself gave an extremely small number, but was troublesome in Table 1 .The following result, which will not be derived here, improves on Theorem 2 and gives a diagnostic for the existence of large outsideness effects. The factor wD in (8.1) reduces (3.11) to allow for the amount of B(S I r , c) outside one of the boundaries of T(r, c). The reason for stating the boundary condition as pij > -l/zn rather than as pij > 0 has to do with edge effects, as in (7.7). Table 7 shows wD for every choice of (i, j ) in Tables 1 and 2, correctly indicating the large outsideness effects. The smallest of these factors times (3.17) still tends to be an overestimate of e(S I r, c): .25 compared to the true value .09
in Table 1 ; 2.5 . compared to true value 1.2 .
in Table 2 .
The actual values of e(S I r, C) for Tables 1 and 2 were calculated by an inexpensive Monte Carlo method:
(1) Choose a reduced sample size v = nfl near the MLE value i = D/S (e.g., v = 40 for Table 1 Except for edge effects, this method gives an unbiased estimate of the numerator of (3.10), with n = v. (Between 250 and 500 Monte Carlo repetitions were sufficient to give 10% accuracy for Tables 1and 2.) The corresponding denominator N(")(r, c) was approximated by (3.13) x (3.14), n = v. A simple geometric analysis of the edge effects indicates that e,, (3.10) with n = v, satisfies e, + a -blv, b > 0. Trying the Monte Carlo analysis for different values of v Tables 1and 2. For example in Table 1we computed The value c(S I r, C) = .093 was obtained by extrapolating in l / v to the actual sample size v = 592.
9. Review of the literature. Connections between goodness of fit, small p-values and large sample sizes have been made many times before. Berkson (1938) raised the issue by noting that with small sample sizes we can often find models to give a satisfactory fit. With large samples, no model fits. Hodges and Lehmann (1954) suggest a cure for the problem: test to see if the data are compatible with a model that is close to the null hypothesis. In testing for independence, they regard an observed table of counts as a point in the simplex and accept independence if the distance between the observed point and the surface of independence is smaller than a cutoff c. They do not suggest an explicit way to choose c. To tie their test to the usual 5% level, they suggest that if the distance is larger than c, then a 5% test of "distance = c" be performed. In a sense, our paper suggests ways to choose and interpret values of c.
Martin-Lof (1974) also suggests supplementing the usual test with a quantitative measure of the size of the discrepancy between the statistical model and observed data. The aim is to see if the discrepancy, although highly significant, is so small that the model must be considered as providing a satisfactory approximation of the data.
In testing for independence in a two-way table, Martin-Lof's discrepancy is (approximately) the chi-square statistic divided by n times the sum of the entropies of the marginal distributions of the table. Martin-Lof gives several justifications for this choice: the discrepancy can be interpreted as the relative decrease in the number of bits needed to specify the table, given the margins and the value of the usual test, as compared with the number of bits necessary to specify the margins only. An alternative interpretation comes from considering an exponential family through the test statistic parametrized in such a way that the null hypothesis corresponds to some of the parameters being zero. The discrepancy is then (approximately) minus the relative entropy distance between the maximum likelihood member of the family and the maximum likelihood member of the family subject to the null hypothesis being true. Martin-Lof calculates a number of examples in an effort to calibrate a discrepancy scale. One of the examples is our Table 2 . He finds that the discrepancy falls nicely between a good fit and a bad fit on the scale he suggests. Our analysis states the same conclusion in terms of the relative sample size. Hald (1971) treats the testing problem decision-theoretically with both prior and loss function specified. He suggests that an "indifference-zone" can be introduced around the null hypothesis by having zero, or small, loss there. He investigates the asymptotic properties of such tests in one-dimensional problems. Hald is mainly concerned with the widely perceived intuitive feeling that significance
