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============

This paper assesses the Granger causality between government spending and the gross domestic product (GDP) in the United States at multiple horizons. In addition, this paper analyses the effect of the real exchange rate on the causality measure during the zero lower bound (ZLB) period. During the 2007 financial crisis and the recession that followed, the nominal interest rate reached its lower bound and remained at a very low level for a long period. As we can see in Fig. [1](#Fig1){ref-type="fig"}, in 2007 the Federal Reserve Bank started to progressively cut the federal fund rate until it reached a very low level, where it remained until 2015. This paper refers to this period of crisis (from 2007 to 2015) as the ZLB period. When the nominal interest rate reached the lowest level, the Federal Reserve Bank lost its monetary policy, which consisted of lowering the nominal interest rate to increase the GDP. The government of the United States then started to increase government spending to grow the GDP.

Many researchers have shown that the elasticity between government spending and the GDP is very large when the nominal interest rate is binding (see for example, Christiano et al. [@CR6]; Woodford [@CR34]). Their results are due to the fact that there is no longer a crowding out effect via the interest rate in a closed economy. In Christiano et al. ([@CR6]) the multiplier in their dynamic stochastic general equilibrium (DSGE) model in a closed economy can be close to 4. In a simple new Keynesian model in a closed economy, that can be solved analytically, Woodford ([@CR34]) showing that the multiplier is greater than 1, without specifying the value of the multiplier. The author suggests that the reason for having a multiplier greater than 1 is due to the fact that fiscal expansion causes the real interest rate to fall.

The textbook framework that explains the rule of the exchange rate in the relationship between the government spending and GDP is the Mundell--Fleming model (see Mundell [@CR27]). In a context of perfect capital mobility in a small open economy with flexible exchange rates, the Mundell--Fleming model predicts that increasing government spending is ineffective. The model shows that an increase in government spending financed by borrowing creates an excess demand for goods and services, which tends to increase the GDP. This triggers the increase of the demand for money and interest rate increases. Interest rate increases, in turn, attract foreign capital. Exchange is thus appreciated and leads to an equivalent decrease of GDP.

Extensive literature shows that an increase in government spending also appreciates the real exchange rate. Using panel data from 48 industrial countries and emerging markets, Ricci et al. ([@CR30]) found that increasing government spending is associated with appreciating real exchange rates. Miyamoto et al. ([@CR26]) used panel data on military spending for 125 countries to show that an increase in government purchases triggers a real exchange rate appreciation.

Other researchers have found that the government spending multiplier may not be as large as presented by Christiano et al. ([@CR6]), especially for open economies (see for example, Zubairy [@CR36]; Mao Takongmo [@CR20]; Ramey and Zubairy [@CR29]; Miyamoto et al. [@CR25]; Chodorow-Reich [@CR4]). Using US data, Ramey and Zubairy ([@CR29]) and Chodorow-Reich ([@CR4]) estimated the government spending multiplier in the US to be 1.5 and 1.8, respectively. Using Japan data, Miyamoto et al. ([@CR25]) estimated the value to be 1.5. In their DSGE model, Zubairy ([@CR36]) obtained a multiplier of 1.07. Using a DSGE model in an open economy, Mao Takongmo ([@CR20]) found the government spending multiplier to be 1.03. In Mao Takongmo ([@CR20]), the result in an open economy was due to appreciation of the real exchange rate after an increase in government spending. The author called this a crowding-out effect via the exchange rate.

In this paper, we measure the Granger causality during a normal period (1959Q1 to 2006Q4) compared with the same measure during the ZLB period (2007Q1 to 2015Q4). We put more emphasis on the role played by the real exchange rate. Our empirical results provide evidence that the Granger causality measures between government spending and GDP are very high and persistent in the ZLB period, but only if the exchange rate is not taken into account. When the exchange rate is taken into account, our measure of Granger causality between government spending and GDP becomes very small and non-persistent.

Many researchers have empirically compared the link between government spending and the GDP. Using a vector auto regressive (VAR) method and annual panel data from 1951 to 2007 for 62 developed and developing countries, Karras ([@CR18]) showed that an increase in trade openness by 10% of the GDP reduces the fiscal multiplier by 5% . However, this research was done using data from a normal period. Ilzetzkiet al. ([@CR17]) used panel data from 1960Q1 to 2007Q4 from 44 developed and developing countries and the structural VAR (SVAR) method to show that fiscal multipliers are usually lower for open economies. Ilzetzkiet al. ([@CR17]) also did not cover the ZLB period. Zhang et al. ([@CR35]) used the same methodology presented in this paper to measure the causality between exchange rates and commodity prices. To our knowledge, this is the first time the Granger causality measure is used to assess the link between government spending and GDP at multiple horizons. Moreover, we discuss the role played by the real exchange rate.

The impact of government spending on the aggregate production has been one of the main concerns for economists, taxpayers and policymakers. The general consensus, summarized by the Rhan curve (see , Mitchell et al. [@CR24], page 4), suggests that, if government spending is too low, there will be little economic growth because of negative externalities faced by private agents, in the absence of the government, and the lack of infrastructures. On the other hand, when government spending is too high, it will also lead to little growth because of the lack of incentive for the private sector to produce. In the relevant literature, many researchers have found that, in normal periods, government spending is correlated with negative growth (see for example, Ahmed [@CR1]; Fölster and Henrekson [@CR11]; Barro [@CR3]; Lee [@CR19]; Grier and Tullock [@CR15]). As explained by Mitchell et al. ([@CR24]), government spending crowds out the private sector; moreover, government decisions are generally less efficient than private decisions. Government spending is also associated with extraction costs.

Some researchers and policymakers have argued that government spending multipliers are larger in difficult economic conditions (e.g., period of slack, financial crisis, and recently the coronavirus crisis \[COVID-19\]). For example, Auerbach and Gorodnichenko ([@CR2]), using US data and cross-country data, found that the multiplier was close to zero during expansions and about 1.5 during recessions. Gordon and Krenn ([@CR13]) also obtained a larger multiplier before 1941 compared to that after 1941, using United States data from 1919 to 1953.

Even in periods of severe slack, some researchers have reported a very small government spending multiplier. For example, Crafts and Mills ([@CR7]) used data from the UK from 1922 to 1938 and obtained multipliers less than 0.8. Note that 1922--1938 is known as a period of extreme slack. Owyang et al. ([@CR28]) did not find any difference in terms of the value of multipliers when comparing periods of slack with normal periods using newly constructed historical US data.

Researchers usually measure the link between government spending and GDP using VARs models. In that case, authors usually assume some restrictions in order to identify the government spending shock, that will make the interpretation of their estimator causal. They then compute the effect of that shock to the GDP. There are many restrictions in the literature. Each restriction leads to a different estimator. In the causality measure used in this paper, we do not have to use those restrictions. The method of this paper also provides a different way to assess the impact of government spending on DGP.

Compared to the existing empirical literature that mostly uses controversial restrictions in the VARs in order to identify the effect of government spending shocks[1](#Fn1){ref-type="fn"}, we use the Granger strategy to measure the causality between government spending and GDP. We contribute to the literature by comparing the measures of causality between government spending and GDP during the ZLB period versus that during the normal period. Our second contribution is to assess the role of the exchange rate on the measure of the causal link between government spending and the GDP in the ZLB period compared to that in normal periods. Additional tests of comparison are also presented in the paper.

The paper is organized as follows: "[The Framework](#Sec2){ref-type="sec"}" presents the theoretical framework. "[Empirical Analysis](#Sec8){ref-type="sec"}" presents the data used and the results. "[Conclusion](#Sec20){ref-type="sec"}" concludes the paper.Fig. 1Effective federal funds rateSource: Graph based on economic data from the Federal Reserve Bank of St. Louis (US). The figure presents the effective federal fund rate from 2006 to 2019.
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Causality Measures {#Sec3}
------------------

Causalities may exist from X to Y or from Y to X. As Dufour and Taamouti ([@CR9]) pointed out, a statistical test cannot achieve that goal as it is only informative of the existence or non-existence of causality and statistical significance usually depends on available data and power. As McCloskey and Ziliak ([@CR22]) and Dufour and Taamouti ([@CR9]) argued, at a given level, a large effect may not be statistically significant and a statistically significant effect may not be relevant from an economic point of view. This is why the magnitude of forecasting improvement based on a loss function is preferred.
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                \begin{document}$$h>0$$\end{document}$ are based on the ratio of the restricted and unrestricted forecasting error. These causality measures are non-negative, cancel only when the causality does not exist, and increase with the strength of the causality. Definition 4.1 in Dufour and Taamouti ([@CR9]) defines the causality measure as follows.

### Definition (*Causality Measures at Horizon h*). {#Sec4}
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                \begin{document}$$C({X\overset{h}{\longrightarrow }Y\,|\,}I)$$\end{document}$) measures the degree of the causal effect from *Y* to *X* (resp. *X* to *Y*) given *I* and the past of *Y* (resp. *X*).
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Causality Measure Based on VARMA Models in Terms of Impulse Response Functions {#Sec5}
------------------------------------------------------------------------------

Consider three second-order stationary time series variables: *X*(*t*), *Y*(*t*), and *S*(*t*). Let $\documentclass[12pt]{minimal}
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Under a VARMA representation in ([6](#Equ6){ref-type=""}) and invertibility, Theorem 5.1 in Dufour and Taamouti ([@CR9]) shows that the causality measure from Y to X at horizon $\documentclass[12pt]{minimal}
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If *S* is not taken into account in the measure, Eq. ([9](#Equ9){ref-type=""}) is a measure of unconditional causality from *Y* to *X*.

Estimation and Inference {#Sec6}
------------------------

Assume that for each variable we have *T* observations. Also assume that our *ARMA*(*p*, *q*) model is equivalent to a *VAR* model with infinite order, $\documentclass[12pt]{minimal}
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An estimator of the causality measure from Y to X at horizon $\documentclass[12pt]{minimal}
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Proposition 8.1 of Dufour and Taamouti ([@CR9]) shows that, under some regularity conditions,$$\documentclass[12pt]{minimal}
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Bootstrap {#Sec7}
---------

The bootstrap method to build confident intervals was proposed by Dufour and Taamouti ([@CR9]). Let $\documentclass[12pt]{minimal}
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Empirical Analysis {#Sec8}
==================

Data {#Sec9}
----

Our main objective is to assess empirically the causality measure between government spending and real GDP in the case of ZLB and analyse that causality measure when the exchange rate is taken into account. The data are quarterly observations from 1959Q1 through 2015Q4 United States macroeconomic time series from McCracken and Ng ([@CR23]). This is an updated version of Stock and Watson ([@CR31]). The main source of data is the database of the Federal Reserve Bank of St. Louis. Outliers have been removed, and the series have been transformed by the authors to induce stationarity. We use data from the panel data created by those authors to facilitate the replication of this paper. The US real GDP is expressed in billions of chained 2009 dollars, as is the real government consumption. We also use the exchange rate between Canada and the United States. All three times series have been transformed by the authors by applying the first difference of the log in the original data.

It is well known that, when univariate processes contain a unit root, the asymptotic distribution and rate of convergence of estimators are different than for stationary variables (Hamilton [@CR16], page 475). In fact, the asymptotic distribution of the estimators is functional of Brownian motion. We plot the data used in this paper in Fig. [2](#Fig2){ref-type="fig"}. We also verify that the variables are stationary.Fig. 2Data. This graph represents government spending, gross domestic product, and exchange rate, transformed to induce stationary variables. Data span from Q1 1959 to Q4 2015

### Coefficient Stability at the Break Point 2007Q1 {#Sec10}

We use the Chow ([@CR5]) test to assess the possibility of structural change during the ZLB period compared to the normal periods. The explanatory variables are government spending and exchange rate, and the dependent variable is the GDP. The break point chosen is the beginning of the crisis, i.e., 2007Q1. The result of the test presented in Table [1](#Tab1){ref-type="table"} suggests that we can reject the null hypothesis of the stability of the coefficients at the 1% confidence level (i.e., there is a significant structural change when comparing the normal periods to the ZLB period).Table 1Chow testStatp-valueChow test5.6490.000Test is for stability of coefficients of $\documentclass[12pt]{minimal}
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### Unit Root Tests {#Sec11}

We perform the Phillip--Perron (PP) test and the augmented Dickey--Fuller (ADF) tests. The Phillip--Perron test adjusts the statistics for the serial correlation of data in difference. The Dickey--Fuller tests adds the lags of difference data to the auto-regression.

For the Phillips--Perron unit-root tests, the null hypothesis and the alternative are:$$\documentclass[12pt]{minimal}
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Empirical Results {#Sec12}
-----------------

This section presents the estimated conditionals and unconditional causality measures between the variables of interest for ZLB periods and the normal period. This section also presents the results for test statistics that compare the obtained causality measures.

### Conditional Causality Versus Unconditional Causality Between Government Spending and GDP in the ZLB Period {#Sec13}

Figure [3](#Fig3){ref-type="fig"} presents the unconditional and conditional causalities between government spending and GDP in ZLB. In ZLB, we observe that, when the exchange rate is taken into account (see panels c and d of Fig. [3](#Fig3){ref-type="fig"}), the causality measures between government spending and GDP are lower than the causality when the exchange rate is not taken into account (see panels a and b). In addition, the causality lasts less time (no longer than h = 1 period ahead when the bootstrap confidence's lower value starts to take the value of zero). This suggests that the exchange rate may be a channel that reduces the causality between government spending and gross domestic product.

To test for stochastic inequality between the sets of causality measures, we also report the p-values of both the Wilcoxon signed-rank test[2](#Fn2){ref-type="fn"} and the Welch test.[3](#Fn3){ref-type="fn"}

The second column of Table [3](#Tab3){ref-type="table"} presents the result for the tests comparing the conditional causality and the unconditional causality from government spending to GDP in ZLB periods. The p-values reported for the Wilcoxon rank test (0.00) and Welch test (0.04) are both less than 5%. This suggests that we can reject the null hypothesis that the population's conditional causality and the population's unconditional causality are the same in the ZLB period at the 5% confidence level.

### Conditional Causality Versus Unconditional Causality Between Government Spending and GDP in Normal Periods {#Sec14}

Figure [4](#Fig4){ref-type="fig"} presents the unconditional and conditional causalities between government spending and GDP in normal periods. Even in normal periods, we observe that the conditional causalities between government spending and GDP are lower than the conditional causalities. The exchange rate may thus be a channel that reduces the causality between government spending and gross domestic product. However, in normal periods the differences between the conditional causalities and unconditional causalities do not seem to be substantial.

The last column of Table [3](#Tab3){ref-type="table"} presents the results of the tests comparing the conditional causality and unconditional causality from government spending to GDP in normal periods. The p-values reported for the Wilcoxon rank test (0.07) and Welch test (0.99) are both greater than 5%. This suggests that we cannot reject the null hypothesis that the population's conditional causality and the population's unconditional causality are the same in normal periods at the 5% confidence level.

### Unconditional Causality in ZLB Versus Unconditional Causality in Normal Periods, Between Government Spending and GDP {#Sec15}

Panel a of Fig. [3](#Fig3){ref-type="fig"} presents the unconditional causality from government spending to GDP in ZLB. Panel a of Fig. [4](#Fig4){ref-type="fig"} presents the same measure in normal periods. We observe that the unconditional causality in ZLB is very large compared to normal periods. The unconditional causality is also more persistent in the ZLB period. To test for stochastic inequality between the sets of unconditional causality measures (ZLB versus normal), we also report the p-values of both the Wilcoxon signed-rank test and Welch test.

The second column of Table [4](#Tab4){ref-type="table"} presents the result for the tests of difference between unconditional causality in the ZLB period and normal periods (from government spending to GDP). The two p-values reported for the Wilcoxon rank test (0.000) and Welch test (0.007) are both less than 1%. This suggests that we can reject the null hypothesis that the population's unconditional causality in ZLB versus normal periods is the same at the 1% confidence level.

### Conditional Causality in ZLB Versus Conditional Causality in Normal Periods, Between Government Spending and GDP {#Sec16}

Panel c of Fig. [3](#Fig3){ref-type="fig"} presents the conditional causality from government spending to GDP in ZLB. Panel c of Fig. [4](#Fig4){ref-type="fig"} presents the same measure in normal periods. We observe that the conditional causality in ZLB is a little bit greater than in normal periods. The difference is not substantial. The conditional causality is also a little bit more persistent in the ZLB period.

The last column of Table [4](#Tab4){ref-type="table"} presents the result for the tests comparing the conditional causality from government spending to GDP in ZLB periods, with the corresponding conditional causality in normal periods. The p-values reported for the Wilcoxon rank test (1.00) and Welch test (0.115) are both larger than 5%. This suggests that we cannot reject the null hypothesis that the population's conditional causality in ZLB and the population's conditional causality in normal periods are the same at the 5% confidence level.Fig. 3Unconditional (**a**, **b**) and conditional (**c**, **d**) causality measures between government spending and real gross domestic product in ZLB period (Q1 2007 to Q4 2015). Note: This figure presents the unconditional and conditional causalities between government spending and the exchange rate during the ZLB period. The unconditional causalities **a**, **b** are measured without taking into account the real exchange rate whereas the conditional causalities **c**, **d** take into account the real exchange rate. **A** presents the unconditional causality from G to GDP while **b** presents the unconditional causality from GDP to G. **c** represents the conditional causality from G to GDP, and **d** represents the conditional causality from GDP to G. In ZLB, the causality measures are lower when the exchange rate is taken into account than when the exchange rate is not taken into account (see **a**, **b**). In addition, the causality lasts less time (no longer than h = 1 period ahead when the bootstrap confidence's lower value starts to take the value of zero). Data used in this graph span from Q1-2007 to Q4-2015. The model for the unconditional causalities is $\documentclass[12pt]{minimal}
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                \begin{document}$$W(t)=\left( GDP(t)',G(t)',S(t)'\right) '$$\end{document}$Fig. 4Unconditional (**a**, **b**) and conditional (**c**, **d**) causality measures between government spending and real gross domestic product in normal periods (Q1 1959 to Q4 2006). Note: This figure presents the unconditional and conditional causalities between the government spending and the exchange rate during normal periods. The unconditional causalities **a**, **b** are measured without taking into account the real exchange rate whereas the conditional causalities **c**, **d** take into account the real exchange rate. **a** Presents the unconditional causality from G to GDP; **b** indicates the unconditional causality from GDP to G. **c** Represents the conditional causality from G to GDP, and **d** shows the conditional causality from GDP to G. Both the conditional and unconditional causalities are lower in normal periods than in ZLB periods. Moreover, as shown in this graph, the conditional causality is lower and lasts less than the unconditional causalityTable 3Comparing unconditional causality from G to GDP and the corresponding conditional causalityZLB periodNormal periodsTests comparing conditional versus unconditional causalities p-value of the Wilcoxon test0.00000.0731 p-value of the Welch test0.04250.9947This table shows results obtained for the Wilcoxon rank test and Welch test that compare the unconditional causality from G to GDP and the corresponding conditional causality. The p-values for these tests are reported for the ZLB and normal periodsTable 4Comparing causalities from G to GDP in ZLB versus normal periodsUnconditionalConditionalTests: causality from G to GDP in ZLB versus normal periods p-value of the Wilcoxon test0.00001.0000 p-value of the Welch test0.00730.1154This table shows results obtained for the Wilcoxon rank test and Welch test that compare, in the second column, the unconditional causality in ZLB versus the unconditional causality in normal periods, from G to GDP. The table also compares, in the last column, the conditional causality in ZLB versus the conditional causality in normal periods, again from G to GDP. The p-values for these tests are reported

Discussion {#Sec17}
----------

### Comparing the Results with those from the Theoretical Literature {#Sec18}

This paper shows empirically that the measure of causality from government spending to GDP is significantly larger in the ZLB period than the normal period when the exchange rate is not taken into account (unconditional causality). However, the causality measure is not significantly larger in the ZLB period than in the normal period when the exchange rate is taken into account (conditional causality). These results are consistent with those obtained by Christiano et al. ([@CR6]) as well as Mao Takongmo ([@CR20]) using DSGE models.[4](#Fn4){ref-type="fn"} In their respective theoretical models, Christiano et al. ([@CR6]) and Mao Takongmo ([@CR20]) both used the government spending multiplier as an indicator of the link between the government spending and the gross domestic product. In this paper, we use a causality measure.

Christiano et al. ([@CR6]) showed that, in a closed economy (i.e., when the exchange rate is not relevant), the government spending multiplier can be very large because in the ZLB period of such an economy, when the government increases spending, there is no crowding out effect through a nominal interest rate, as is usually the case in normal periods.[5](#Fn5){ref-type="fn"} The mechanism that led to a large government spending multiplier in Christiano et al. ([@CR6]) can be summarized as an increase in government spending leading to an increase in production, the marginal cost, and the usual expected inflation. This causes a decrease in the real interest rate[6](#Fn6){ref-type="fn"} (because the nominal interest rate is bound \[approximately constant\] in ZLB periods). Households then consume more.[7](#Fn7){ref-type="fn"} The increase in household spending increases GDP, marginal costs, and expected inflation, leading to another decrease in the real interest rate; thus, the multiplier process continues. This leads to a large increase in the government spending multiplier. Christiano et al. ([@CR6]) showed that the government spending multiplier can be four.[8](#Fn8){ref-type="fn"}

Mao Takongmo ([@CR20]) also provided more information about the link between government spending and the GDP in ZLB periods and in an open economy (i.e., when the exchange rate is taken into account). The author showed that, in an open economy, while increased government spending in the ZLB period increases the aggregate demand, it also leads to an appreciation of the real exchange rate, which reduces the aggregate demand, thereby leading to a lower government spending multiplier than what Christiano et al. ([@CR6]) presented. As presented in Table 3 of Mao Takongmo ([@CR20]), the government spending multipliers are larger in ZLB periods than in normal periods, when the economy is closed (i.e., the exchange rate is not relevant). Table 3 of Mao Takongmo ([@CR20]) also indicates that, in an open economy (i.e., when the exchange rate matters), even if the government spending multiplier is greater in ZLB than in normal periods, the difference is not as large as in a closed economy.

### Role Played by the Exchange Rate {#Sec19}

We saw that the causalities between government spending and GDP when the exchange rate is taken into account (conditional causality) is lower than the causality when the exchange rate is not taken into account (unconditional causality). This suggests that the exchange rate might be absorbing the link between government spending and gross domestic product. To see this, we estimate the causality between the exchange rate and government spending and the link between the exchange rate and GDP.

Panels c and d of Fig. [5](#Fig5){ref-type="fig"} present the conditional causality measures between the exchange rate and gross domestic product in ZLB, conditional on government spending. Panels c and d of the figure show a direct causality between exchange rate and gross domestic product as well as vice versa, up to horizon 2. Thus, any impact on exchange rate is likely to spread out into an impact on GDP and any impact of GDP is likely to spread out into an impact on the exchange rate.

Panels a and b of Fig. [5](#Fig5){ref-type="fig"} present the causality measure between the exchange rate and government spending in ZLB, conditional on the gross domestic product. The figure shows that the exchange rate affects the government spending up to horizon 2 and government spending affects the exchange rate up to horizon 3. Once again, any impact on government spending will have an impact on the exchange rate, and any impact on the exchange rate will have an impact on government spending. The unconditional causality between government spending and the exchange rate is even very strong and persistent (see panels a and B of Fig. [6](#Fig6){ref-type="fig"}).

A plausible mechanism driving the results in this paper is the strong direct causality between government spending and the exchange rate. In other words, when a government increases spending, it affects only the real exchange (which represents the main real price of goods and services in an open economy). Increasing government spending does not significantly directly affect the GDP. It has to go through a multiplier process---in this case, the exchange rate. If the exchange rate did not significantly affect the GDP, we would observe a low direct causality between government spending and the exchange rate. The plausible picture is that increasing government spending only changes the real international price of goods and services (the real exchange rate) and does not significantly affect the production.

This fact is also visible in panels a and b of Fig. [6](#Fig6){ref-type="fig"}, which plot the unconditional causality between the exchange rate and government spending. These panels show a large and persistent unconditional causality measure between the exchange rate and government spending in the ZLB period. This result is consistent with the DSGE literature, which shows that an increase in government spending affects the real exchange rate (the real international price of goods and services). Thus, this strong causality between government spending and the exchange rate absorbs the direct causality between government spending and the GDP.Fig. 5Conditional causality measures between the exchange rate and government spending and between the exchange rate and GDP in the ZLB period (Q1 2007 to Q4 2015). Note: This figure presents the conditional causalities between the exchange rate and government spending, conditional on GDP (**a**, **b**). The figure also shows the causality measures between the exchange rate and GDP, conditional on government spending (**c**, **d**). Data used in the estimation process span from Q1 2007 to Q4 2015Fig. 6Unconditional causality measures between the exchange rate and government spending and between the exchange rate and GDP in the ZLB period (Q1 2007 to Q4 2015). Note: This figure presents the unconditional causalities between the exchange rate and government spending and between the exchange rate and GDP in the ZLB period

Conclusion {#Sec20}
==========

The aim of this paper is to assess, for the United States, the Granger causality measure between government spending and real GDP and to compare the value obtained in ZLB to that obtained in normal periods. We used quarterly data from 1959Q1 to 2015Q4 for the United States. Variables used included the real GDP, government spending, and the real exchange rate between the United States and Canada. Many researchers have used a theoretical model in a closed economy to show that the elasticity between government spending and the GDP might be very large in the ZLB period compared to normal periods. Meanwhile, in an open economy in general, other researchers have built theoretical models to show that the elasticity between government spending and the GDP in the ZLB period might not be very large. The same conflicting results are reported in the empirical literature that mostly used VARs, with different restrictions. This paper uses a different approach to measure the link between government spending and GDP. The new approach has the advantage of not relying on any restrictions, as is usually the case with VARs when researchers are identifying the government spending shock in order to provide an estimator that can be viewed as causal. Moreover, our approach is not related to the way the model is built, as is the case with DSGE types of models. In this paper, the Granger causality is used to compare the measure of causality for a normal period with the measure of causality obtained for ZLB periods. We emphasize the role played by the real exchange rate. Our results present evidence that, in ZLB, the Granger causality measure is stronger and more persistent if the exchange rate is not taken into account, but it becomes lower and does not last very long if the real exchange rate is taken into account.

Note that each restriction method in the VARs leads to its own results.

Wilcoxon ([@CR33]) and Fay and Proschan ([@CR10]).

The null hypothesis stipulates that the two data sets come from the same distribution (Fay and Proschan [@CR10]).

Mao Takongmo ([@CR21]) provides a theory and a quantitative description of DSGE models.

The crowding out effect is a situation in which we observe an increase in the real interest rate and a reduction of private investments due to the increase in government spending.

The real interest rate is approximately equal to the nominal interest rate minus the expected inflation.

Because lending does not provide large real interest.

i.e., an increase of \$1 of government spending leads to an increase of approximately \$4 of GDP.
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