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Introduction
Let G be a group. This paper is concerned with the cardinality of the product set A B = {ab | a ∈ A, b ∈ B}, where A and B are finite subsets of G. In particular, given integers 1 r, s |G|, we want to compute μ G (r, s) = min |AB|: A, B ⊂ G, |A| = r, |B| = s as defined in [3] . The earliest such result is due independently to Cauchy [1] and Davenport [2] , who computed μ G (r, s) in the case that G is cyclic of prime order.
Eliahou, Kervaire, and Plagne [8] have generalized the Cauchy-Davenport theorem to compute μ G (r, s) for all finite abelian groups G. In particular, they define a function κ G (r, s) that depends only on r, s, and the orders of subgroups of G, such that μ G (r, s) = κ G (r, s) for all finite abelian G. We discuss the function κ G formally later in this paper.
In [6] , Eliahou and Kervaire explore the extent to which the relationship μ G (r, s) = κ G (r, s) holds for G finite but nonabelian. In many nonabelian groups, this relationship holds for all r and s. In [5] , Eliahou and Kervaire mention an unpublished result that μ G (r, s) always equals κ G (r, s) when G is a dihedral group. However, they prove by computer search that μ G (6, 9) > κ G (6, 9) when G is the nonabelian group of order 21 [6] . At the time, this was the only known group for which the relation μ G (r, s) = κ G (r, s) does not always hold.
In this paper, we study μ G (r, s) when G is a nonabelian group of order pq, where p and q are distinct odd primes. The smallest such group, the nonabelian group of order 21, is the group mentioned in [6] We believe that our methods can be extended to completely determine μ G (r, s) for all nonabelian groups G of order pq.
Definitions and supporting results
We begin with a formal definition of the product set of two subsets of a group.
Definition. Let G be a group, and let A and B be finite subsets of G. Then their product set is
If G is abelian and written additively, we may also use the notation
and call it the sumset of A and B.
We are concerned with the minimum cardinality of the product set A B given the sizes of A and B. As mentioned in the introduction, we use the following definition from [3] .
Definition. Let G be a group, and let r and s be integers with 1 r, s |G|. The function μ G (r, s) has been extensively studied for certain groups. One of the earliest such results, the Cauchy-Davenport theorem, provides the minimum sumset size when G is cyclic of prime order. Written in terms of μ G , the Cauchy-Davenport theorem can be stated as follows. [1] , Davenport [2] .) Let The function μ G (r, s) has been studied in [3] [4] [5] [6] [7] [8] . The authors of these papers introduce an arithmetic function κ G (r, s) that depends only on r, s, and the orders of subgroups of G. They then compare μ G (r, s) to κ G (r, s) and describe several cases where these quantities are equal. We now define κ G (r, s) and two variants of this function, following the papers referenced above.
Theorem 1. (Cauchy
Definition. Let d, r, and s be positive integers. We define Definition. Let G be a finite group. Let D(G) be the set of divisors of |G|, let H(G) be the set of orders of subgroups of G, and let N (G) be the set of orders of normal subgroups of G. Let r and s be integers between 1 and |G|, inclusive. We define
Notice that for all finite groups G and all 1 r, s |G|, we have
In [8] 
In this paper, we study the structure of groups of order pq in order to analyze small product sets. The main tool for this approach is the following theorem of Zemor, which restricts the subsets that we must consider when examining small product sets. Zemor's theorem provides information about the structure of sets A and B that realize μ G (r, s).
The following theorem, due to Kemperman, gives us information about the structure of the product set A B given that |AB| is small. In particular, it formalizes the notion that in order for A B to have low cardinality, each element of A B must be representable in many different ways as a product of an element of A and an element of B. [9] .) Let C = A B be the product of two finite sets in G. If there exists an element c ∈ C which can be written uniquely as c = ab with a ∈ A and b ∈ B, then |C| |A| + |B| − 1.
Theorem 7. (Kemperman
We now use the above theorems to analyze μ G (r, s) for G a nonabelian group of order pq.
Nonabelian groups of order pq
We begin with a description of nonabelian groups of order pq, where p > q are distinct odd primes. Such a group exists if and only if p ≡ 1 (mod q). There is only one nonabelian group of this order, up to isomorphism. It has the following presentation:
where n is a fixed integer such that n ≡ 1 (mod p) and n q ≡ 1 (mod p). (While there might be more than one choice for n, all groups of order pq formed by this construction are isomorphic.) We notice that G is solvable, and that it contains p subgroups of order q. Let H be the subgroup of order q generated by x. All subgroups H of order q are conjugate to H and are of the form y l H y −l where Notation. For the rest of this paper, we will assume G is a nonabelian group of order pq. We will continue to use n for the integer in the definition of G such that n ≡ 1 (mod p), n q ≡ 1 (mod p), and xyx −1 = y n . We will let H refer to the subgroup of G generated by x, and we will let N be the subgroup generated by y.
Since all proper nontrivial subgroups of G are cyclic of prime order, we will frequently apply Theorem 2 in our analysis, and thus we will need to examine arithmetic progressions in cyclic groups of prime order. The following lemma proves that most arithmetic progressions in Z/pZ have a unique common difference up to negation. Proof. We may assume that S = {0, 1, 2, . . . , |S| − 1} by shifting the elements of S appropriately and then factoring out a common difference. We know that S is an arithmetic progression of difference d if and only if the equation s ≡ t + d (mod p) has exactly one solution with s ∈ S and t / ∈ S. Our goal is to show that 2 |S| p − 2 implies d ≡ ±1. We see that s and t also satisfy the equation
However, due to the uniqueness of s and t, it must be the case that either
We now have four cases. If s + 1 / ∈ S and s − 1 / ∈ S, then |S| = 1 (as S is a set of consecutive elements of Z/pZ and s ∈ S). If t + 1 ∈ S and t − 1 ∈ S, then |S| = p − 1 since t / ∈ S. If s + 1 / ∈ S and t − 1 ∈ S, then it must be the case that s is the largest member of S (in other words, S = {0, 1, . . . , s}) and furthermore t ≡ s + 1 (as this is the only possibility for t / ∈ S and t − 1 ∈ S). Thus, d ≡ −1. Similarly, if t + 1 ∈ S and s − 1 / ∈ S, then s ≡ 0 (by the construction of S) and t ≡ p − 1. Therefore d ≡ 1.
We therefore see that if 2 |S| p − 2, then S has a unique common difference (up to negation) in Z/pZ. 2
When we analyze product sets in groups of order pq, we will need to obtain lower bounds on the sizes of particular sumsets in cyclic groups. Lemma 9 uses Theorem 6 and Lemma 8 to obtain a lower bound on a particular sumset in Z/pZ, which is stronger than the bound obtained by using the Cauchy-Davenport theorem alone. 
Proof. We may assume that 
This concludes the case u = 1. The case v = 1 is analogous.
We now consider the case u, v 2. Without loss of generality, assume that N u has minimum cardinality among all N i and N j . Let
We now claim thatĀ B is a union of cosets of N. It suffices to show that for all 1 i u − 1 and for all 1 j v, it is true that N i N j = N. Notice that 
Therefore the only remaining possibility is that |ĀB/N| = u + v − 2 and that u + v − 2 < q. By applying the Cauchy-Davenport theorem to A B/N, we conclude We now obtain the bound
We therefore conclude that |AB| min{ f 1 (r, s), f p (r, s), pq}. 2
We are now ready to begin computing μ G (r, s) in nonabelian groups of order pq. We first obtain a lower bound on μ G (r, s), using the results of [5] . For all 1 r, s pq, μ G (r, s) κ G (r, s) We are now at the main theorem of this paper. We will prove that μ G (r, s) = N κ G (r, s) for r and s that satisfy several conditions. The proof centers on obtaining a stronger lower bound on μ G (r, s) than that of Lemma 11. In particular, we perform a careful case analysis to prove that when r and s meet specified criteria, the inequality μ G (r, s) N κ G (r, s) G (r, s) = N κ G (r, s) . μ G (r, s) N κ G (r, s) . All that remains is to prove that μ G (r, s) N κ G (r, s). If μ G (r, s) f 1 (r, s) , then we are done since f 1 (r, s) N κ G (r, s) We now count the number of left cosets of H that are contained in A B. We define sets
Lemma 11.

Proof. We know from Theorem 4 that
. . , C q−1 , and D, which are subsets of Z/pZ: 
We see that |D| = > f 1 (r, s) N κ G (r, s) .
We now analyze the case |H B| < q + s − 1. Since s is either 0 or q − 1 modulo q, it is possible to insert at most one additional element to B and obtain a union of right cosets of H . Thus, for somē H ⊆ H with |H| q − 1, it is the case that We now define the following two subsets of Z/pZ:
Consider first the case s ≡ 0 (mod q). ThenH = H , and hence > f q (2q, 3q) . Therefore N κ G (2q, 3q) > κ G (2q, 3q), and thus μ G (2q, 3q) > κ G (2q, 3q) (r, s) . r, s) . 
