Como reconocer y encontrar una aproximación optima para una función by Mateus, Hernando
Bole tin de Matemiticas
Vol um en X (1976). pigs. 48.·60
COMO RECONOCER Y ENCONTRAR UNA APROXIMACION OPTIMA'
PARA UNA FUNCION (*)
HERNANDO MATEUS
Lt. Para el problema de aproxirnacion de funciones trabajaremos con los si-
guientes in strume ntos :
X, N, S, .f, /) }
donde :
1. X es tipicarnente un subconjunto de funciones continuas en [a,b 1,0 Xes
un su be spaci o de R" .. en general X sera un espacio lineal sobre los rea-
les 0 complejos.
11. N es una norma definida en X
III. S es un su bespacio no vacio de X.
IV. I es un elemento de X.
V. P es un elemento de S.
1.2. Diremos que N es una sern inorrn a definida en X si
iN .. X 'I?
II. N('j j) = I y I N(I) V-I,gc:X
iii. N(j+ g) ~f N (IJ -t N (g) V- )' t: I?
{I} 'l'eXlt> tit' l a rou lu ren cin dil'lad'l not' 4,1 «utor e n t-,I \' Cul'1qllio Coln!lIlJiano de Mntelll.1li(';]::;, vl e del l in
1975. N. del li.
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Us ar ern os de ahora en adelante la notacion N (I) 0 II I II se giin la conveniencia
del problema.
Definicion 1. N es una norma si N es una seminorma y adem as N(j) = 0 <=>
1=0.
Ejemplos de seminormas.
a) Sea X = C [a. b ] = conjun to de todas las funciones continuas en [a, b J .. de-
fin amos N ( I) = II I II = I I (a) I . Par definicion vemos que:
i. N: X ~R
11. para )ER
111. II 1+ gil = I (1+ g) I =1 I (a) + s (a) I .s i I( a) I -] i s (a) I = II I II -+ i I g II
luego N as! definido es una s eminorrn a ; podemos ver que N no es una norma ya
que li/ll=ll(a)I=O no implica que l(x)=O -\I-xc: [a,h1
b) Sea X = C [n,b J , [a,b J = I. Definimos N(I) = mdx I [t x) I . Por la de-
x fl
fin ic ion de N vemos que la primera co ndicion se cumple .
ii, Sea ')' E'~, entonces
N() I) = max I f) I )(x) I max
xE I x E I
I ') [tx) \ = h; I max
.v E I
I [L«) I I )' I N(I)
iii., N(j+g) = mdx I I+g) (x) 1= ma : 1/r.\) t- g(x) I '5.. max (I I(x) 1+ I g(\) I)
x(:; I x E I x E I
'S.. 111 (1\ I I (\) I + max 1 s h) 1
xEI xEI
N(j-l g) <, N(j) -l N(g) .
Podemos ver que N as! definida p~ una norma, pue s :
I = 0 < ,.. > max : I (x) I = 0 = N (j)
xel
4')
Propiedades de toda seminorrna.
a) II I II ~ O. Basta ver que
II 0 II '" II 0./ II '" I 0 I x II I II '" 0
ahora
IIOII=II/~ (·I)IIs: 11/11-1 11-/11=211/Ii=>O~11/11
b) 111/11-llgIII:s III-gil
Prueba: ilill = 11/-1g-gl!:s III-gil + ll s ll => li/il-ilgil 50 III-gil (i).
Por otro lado ,
II s II = II 1-1 s - I II ::: II I I ! -1Ii e - I II = II I II + I! I - s II => II s II - II I II s II 1- s II = >
-(ll/il -llgll::: Il/-gll=>-II/-glls: II/II-ligil (ii)
Por(i)y(ii) - il/-gii<: 11/11-llgII:s II/-gll=>III/II-llglll:s III-gil
t.3. Tomemos {X.N.s.I. 1'1 ~ . Definimos dU,S) = in] II P- I II .~ PES
Si existe P* t S tal que i 11'1*-1 II = dU.S) entonces diremos que P'
una aprox irnac ion optima para I partiendo de S.
es
E1 conjunto de todas las aproximaciones optirnas para I partiendo de S
sera denotado por j(I). Podemos ahora preguntarnos :
i) es j(l) f¢?
ii) es j(j) unitario
ii i) como podemos reconocer y encontrar I' e J (j)
';0
La contestacion de estos interrogantes se encuentra en la teor ia de la aprox irna-
cion.
1.4. Definicion. 5 es convexo si: para todo i.s E 5 => [r /1 (1- y)gJ ES,
donde r E (0,1) ,
Definicion. Sea
con ue xo¢: C C X__ R. Definimos
-t » (f .b ) = Ii TIl. ¢(/ +th) - ¢( j) / l (''f' "E_
t - 0
t > 0
y la Ilamaremos la derivada direccional de ¢ en / con respecto a h.
Sea ¢: C ~I<.. Suporigamos que exi s.te /0 l C tal que 1(/0) es minimo,es-
to es :
¢ (l ) '> ¢ (f 0) para todo l en ('
entonces para t > 0
= > ch((ol thY - ¢ (lo) > 0
I
= -, lim ¢ (10 + th) - ¢(10) -, 0
t :: 0
I > 0
=' ¢, (fa,b) ?:.. 0 para todo b (: C
Dirernos que cf: C C X '7 I~ es una func ion que satisface la cond ici on de Lips-
chitz, si existe M > 0 tal que
i of (j) - ¢ (g) S. Mil / - s II
donde II/ II = N( l) es una norma definida en X. 0 mas sen ci l larnen te diremos
que ,{ es t1 Lipschitz.
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D f· .. ' S A- convexoe rm cion. ea cp : C C X-. R .
¢ es convexa si para todo I,g E C, "1 E (0, I) => ¢ ("1 I+(l-))g)~y ¢(I) +
(1- "1) ¢(g). Por ejernplo, sea:
¢:SCX.-.R
donde ¢(P)=IIP-/ll ,PES, lEX y N(I) =11/11 es una normadefini-
da en X. Podemos ver que ¢ asi definida es conv exa.
Sea "1 E(0, I), PIE S , P2 E S
1.5. Teorema 1. Sea ¢: SC X- R. Asurnimos :
(i) ¢ es convexa
(ii) ¢ es -M Lipschitz
entonces ~ ¢, (j,h) V IE S Y 11h tal que (j+ tb ) E S para algiin t > O.
¢ (j + tb ) - d: (I)
Prueba: Definamos w tt) = . t t E (0, to) entonces
I ()I I cp(/+th)-¢(j) L 1 hi . .. I () 1< Mllthllw t = . y par a ipotes is 11 vern os que w t _ ---
t
Mil h II entonces wet} e s una func ion acotada .
Ahora pr o bar emos que w (t) es una funcion creciente y como w es acotada
entonces podemos conc1uir que lim wet) existe; pero este limite es precisa -
t-o+
mente d:' (f ,b), Entonces : sea t, se (0,1) Y t < s ; probaremos que wet) <o
w(s).
Prueba: Podemos expresar a 1+ th como una combin ac ion lineal de 1+ sh
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'y de I; basta hacer :
I + th = ')' I + (l - , ) (j + sh )
resolviendo para, encontramos, ,=1 - !.- => 0 < , < 1 => ¢ (I+th)
s
¢(,I+(l-,) (I+sh)) ~ ,¢(/) +(l-,)¢(j+sb) por la h ip. (i)
=>
¢ (j + th ) - ¢(/) <
t
, ¢(j) + (l -,) ¢ (I + shY - ¢(/)
t
< (1 -, ) ¢ (I + sh) - (1 -, ) ¢ (I)
(1 - Y< -:---!- [ ¢ (j + sb ) - ¢ (j) ]
t
pero ,= 1 -.i =>~ 1
s t s
=> ¢ (j + tb ) - ¢ (j) < ¢ (I + sb ) - ¢ (j)
t s
= > IV (t) ~ IV (s) lue go w (t) es una func icn creciente y acotada, entonces




es una func ion conve xa- Adernas para PI' P2 E S
luego I ¢ (PI) - ¢ (P2) I ~ II PI - P211 entonces ¢ es I Lipschitz,
En base a 10 anterior podemos probar el siguiente teorema que sera [undamen-
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tal para la teoria posterior.
Teorema 2. Sea S un subespacio de X .. N( I) una norma en X.
Sea PES Y I E X, entonces P E J(I) < => N' (P-I,b) ~. a Vb E S.
Pru eba : (i) Sea P E J (j); definamos ¢ (P) = N(P -I), luego si P EJ(I) =>
¢(P) es min irno.
=> ¢, (P,M~. 0 => N' ((P-I), n > 0 v » E S
(ii) <\sumamos N' (P- f, b) ::>. 0 para todo b E S. Sea QE S , entonces tendre-
mos que pr obar que N(Q-I)-N(P-I)::> o.
Pru eba : hagarnos
¢: SC X-d~ donde ¢(P) = N(p·l) = liP-III
entcnces 4· es convexa (como se probe anteriormente) y 1 Lipschitz.
Sea
wet) = ¢ (P + tb) . ¢(P)
entonces por teorema 1 /L.(t) es creciente.
Tomemos h =Q-P.hES (S es un su bespacio de X)
= > N (Q.jJ - N (P - I ) = ¢( Q - ¢ (P) = ¢ (P + h) - ¢(P) = w (I) ,
pero w (I) > lim ui! t)-- t-o :
= > tui l } ::>- ¢, (P,h) = N' ((P-I ),b) >_ 0 (Por nuestra h ipotesi s)
=> N(Q-I)_N(P_j)::>-O VQES
= > I' E J (] ) .
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1.7. Teorema 3. Sean I ~0 , h c C [a, b) con la norma definida :
N(f) '" max I [Lx) I
x e [a,b]
Definimos R [ I ] {x c [a, b] : I I t x ) I = II I II }
Sea L = max [signa f(x) ] hex) entonces N' (f,h) = L
x e F. [tJ
I f(x)- tbt x) I - M
Prueba: tomemos M = II I II > 0 ,y qt x ,t) =..:....:----~-
I
podemos darnos cuenta que N' (f, h) = lim max q( x , I) .. tornamos I tal
I~a+xc[ah]
M 'I I '11que 0 < I ~ '» donde 'o IIh II ~ 2' para este I si [tx) 2."2 vemos que:
I I(x) + t bt x) I = I I(x) I + I [signa f(x) ] h (x)
=> q t x , I) = [signa I(x)] hex) + I I(x) 1- M
entonces
max q (x , I ):::.- max at x , I) = L
xda,b] xEP,[/]
Por otro lado tomando c > 0 formemos
A = { xE[a,b] : 1·I(x) I 2. ~ y [signa I(x)] hex) 2. L + c }
este conjunto es disyunto de P, [I] puesto que
L = max [signa I(x)] h (x)
xEE [I] .
tomemos M' max I I(x) I => M' < M •
xEA
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Si A = ¢ tomarernos M' = 0 .
De ahora en adelante escogeremos t tal que 0 < t < min (to' t 1) donde t 1
es 10 suficientemente pequefio para que
(M' -M+t11Ihl!
t1
para este t y x E A tenernos
<L
_.II(x)+th(x)I-M< II(x)!+tlh(x)!-M M'-M+tllhll <L~x,~ ~
t
Sin embargo existe x E E 0) tal que q(x,~ = L .
Hagarnos A' =0 r a. b] \ A 0 sea el complemento de A entonces usando (i)
vernos que
L < max q ix ,0
x da,b]
max q(x, t ) < L + E
x E A'
haciendo t ~ 0 + vemos que:
L < N' (I, h) < L + E
Si hacemos E ~ 0 tendremos completa la prueba.
En base a los teorernas 2 y 3 podemos concluir 10 siguiente: Dado PES,
lEX.
Sea eix) = P(x) . I(x) (funcion error) entonces P E J{I) si y solo si
N' (e .b ) > 0 V h E S. 0 expresado en otra forma,
PEj(l)siysolosi max [signoe(x)]h(x) >0 VhES
xEE(e)
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Veamos como podemos aplicar esta teoria en el caso de que deseemos aproximar
una funcion con tinua en un intervalo por medio de una funcion po linornica.
Sean: X = C [ a,h ]
S = gen erado por {1, x, x2, x 3, ... r xn'}
Definimos sobre X la norma :
N(f) max I lex) I '/ EX
X E [a,h]
Sea un elemento p" E S diremos que P" es una aproximacion optima para / EX,
o que P·EJ(/) s i :
II p. - / II in/ II P - / II dr/,S) (1)
tomemos eix) Pt x) - lex) (funcion error)
E(e) {xE[o,b] I el x) I II e II } .
'\ partir de este ultimo conjunto forrnaremos uno nuevo que ll amaremo s AR (e) el
cual e stara formado por elementos de E (e) escogidos de la siguiente forma:
AE(e) donde min E( e) = x 1
habiendo escogido YJ escogeremos Y
J
+1 como el minimo del conjunto:
Para aclarar esto dibujemos 10 que podria ser una curva tipica de la funcion
error = e [x} •









o sea que 4E(e) es el conjunto de los puntos extremos alternos de la funcion
eix},
Probaremo s que :
P E HI) < => card (AF(e) ) >_ n +2 dim S + J
Pru eba : (i) Sea P E J(f) Y card (AF(e» r < 11 +2
tomemos 4E(e) = {Yi}' i=J"",r escojamos ziE(Yi'Yi+l) tal que
le(x) 1< Ilell';XE(zi'Yi+/) elultimodeestospuntospertenecer~a l yr s b }•
r- 1
Con struyarnos hex) = ± I1 (x -zi) = > hex) E S .
i= J
Escojamos el signo de h (») de tal manera que:
Signo hex 1) = - s igno e(x 1) = - signa e(y 1)
por la forma como escogimos los Z,
t
='> signa bi«) = - si gno et x) V x E E(e)
luego max [signo et x) ] bt x) < 0 , entonces por 10 que habiarnos concluido
E(e)
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de los teorem as 2 y 3
= > P ~ [if) 10 cual eontradiee la hipotes is
P E /(1) =:> card (A E (e) I,:::.. n + 2
En ton ce s "si
(ii) Paraeompletarlapruebasea r > car d IAiit e) :::"n+2 tenemos que
probar que P E / (f ) , para esto basta probar que max (s igno e(xl) h( x) > 0
E(e) -
¥hES. .
Tomemos .un h E S Y supongarnos 10 contrario, es deeir, que
max . [signo e(x) ] h (x) < 0 pero esto impliea que hex) altern a de signo por
xEE(e)
10 menos n+2 veees ya que card (AE(e) ~ 1/ +2 => h(x) tiene por 10 menos
11+1 raices pero como b « S = g en {1, x, •..• xn} => h(x) '" 0 10 cu al es
una contradiccion.
Portiltimo probaremos que / (f) es unitario.
< 11IPr!!1+11IPr!II=llell
=> P3 -I tiene por 10 menos n + 2 puntos extremes alternos. Sea AE(Prf)=
{ Y i} '. para uno de esos puntos
=> 1IP3(Yi)-I(Yi) 11=llell




<\hora si torn amos D(x) = PI (x) - P2(x) => Dt x ) tiene por 10 menos n+2
raices, perocomo PI,P2 E S => DES => Dtx) ~() => PI [x} = P2(x).
Uno de los algoritmos conocidos para en contrar este elemento de J( [) es el
debido a Remes el cuaI es ta explicado en [1].
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