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I. INTRODUCTION AND NOTATION 
In this paper we shall consider the asymptotic behavior of oscillatory 
solutions of the equation 
y’(x) = m(x) y(x - n(x)) (1.1) 
where nz, n, y are real valued functions of a real variable x and ““I denotes 
the right hand derivative with respect to x. We shall also assume that 71 and ?n 
are defined for x > 0, and, with the possible exception of a finite number of 
points in any closed interval, are continuous. We further asssume that there 
exists a 4 > 0 such that 0 < n(x) ,( 4 for N > 0. The case in which m 
satisfies the bound 0 < / nz(x)j < 1 for all x 3 0 shall be referred to as the 
equation of mixed type. The case in which we have -1 < TB(X) < 0 for al1 
x > 0, will be referred to as the stable equation. The case in which we have 
0 < ?~(a) < 1 for all x 3 0, will be referred to as the unstable equation. 
We note that had we set nz, = l.u.b.,&,, 1 m(x)] then this bound could be 
altered by a change of the independent variable of the form 21 = Ax. However, 
the product nz,4 is not altered by such a change of variables. Thus we have 
chosen to set m, = 1 and consider 4 as a parameter. 
We shall also consider the equation 
y’(x) = J)x - s) dcc(x, s) 
where for a fixed x > 0, 01(x, S) is of bounded variation in S, oI(x, 0) = 0, and 
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CX(X, d) = 01(x, s) for s 3 d (where s denotes a R.S. integral). A point ,v, is 
said to be a point of mean continuity for cr(x, S) if 
m lim 
s t-q o 
1 cd(xo , s) - a(t, s)I ds = 0. 
We shall restrict ourselves to the case in which 01(x, s), with the possible 
exception of a finite number of points in any closed interval, is continuous 
in the mean for all x > 0. If for every x 3 0, the total variation of ol(x, S) is 
bounded by 1 we say that (1.2) is a equation of mixed type. The case in which 
01(x, s) for every x > 0 is a nondecreasing function of s and its total variation is 
bounded by 1 will be referred to as the unstable equation. The case in which 
01(x, s), for every x > 0, is a nonincreasing function of s and its total variation is 
bounded by 1 will be referred to as the stable equation. Equations of the 
form (1.2)[(1.1)] have been studied extensively by Myskis [3] under the 
additional restriction that 01(x, S) be continuous in the mean [m, n are contin- 
uous] for all x > 0. These special cases will be denoted by (1.2~) and (1.1~). 
Let v be a continuous function defined on [--d, 0] and m, , n, as in equation 
(1.1). Then a continuous function y defined for x > -4 will be called the 
solution of (1.1) associated with [v, nzr , n,] if y(x) = g)(x) for x E [O, --d] 
and satisfies equation (1.1) at the common points of continuity of n, and m, 
for x > 0. The fact that corresponding to any such triple [y, ml , %] there 
exists a unique solution y is well known [I], [3]. Here after, the statement 
that for a given value of d the equation (1.1) possesses a solution y with a 
given property shall mean that there exists a triple [v, 1rzr , nJ, as described 
above, such that nr(~) < A for all .Y > 0 and the associated solution y has 
the given property. For equations of the form (1.2) we have similar definitions 
with the triple [v, m, , nl] replaced by the pair [IJJ, ~yr(x, s)]. A solution y of 
(1.2) will be called oscillatory if y assumes both positive and negative values 
for arbitrarily large values of X. 
Myskis [3] has shown for the stable equation (1.2~) that if A < 3/2 then all 
oscillatory solutions tend to zero as x + co and if A = 3/2 then all oscillatory 
solutions are bounded. For A > 3/2 one may construct unbounded oscillatory 
solutions of (1.1~). In Section III we show that this result is true for equations 
(1.2) of stable type. We shall further show that for A = 3/2 there exists a 
class C of solutions of (1.1) of a very simple form such that any oscillatory 
solution of (1.2) which does not tend to zero is asymptotic to a solution in C. 
We further show that every periodic solution of the stable equation (1.2) for 
d = 3/2 is in fact a solution of (1.1) but not of (1.1 c). This fact, along with 
what appears to be a similar behavior for the unstable equation, was the reason 
for considering the larger set of equations (1.2). 
It has been conjectured [3] for the unstable equation (1.1~) that if 
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4 < 11/4 + In 2 = 4, then all oscillatory solutions are bounded. In 
Sections IV, V, and VI of this paper we shall establish this conjecture for the 
unstable equation (1.2). In Section II we shall show that if for a given value 
of 4 the unstable equation (1.2) h as an oscillatory solution which does not 
tend to zero, then for all larger values of 4, it has an unbounded oscillatory 
solution. Thus for 4 < 4, all oscillatory solutions of the unstable equation 
(1.2) tend to zero as x -+ co. For 4 = 4, there exists a periodic function g 
which is a solution of the unstable equation (1.1) but not of the equation (1.1 c). 
The results obtained in Sections IV, V, and VI suggest that all oscillatory 
solutions for 4 = 4, of the unstable equation (1.2) which do not tend to 
zero as x + 00 will be asymptotic to a scalar multiple of g. As we shall note 
later, this result has been established by Buchanan [2] for a special subclass 
of solutions of the unstable equation (1.1) but it is not known for the general 
case. 
Finally we note that using the results of Myskis ([3], pp. 77 and 41) it is 
easy to show [2] that for 4 < l/e every oscillatory solution of the equation 
(1.2) of mixed type must tend to zero. Again using the results of Myskis 
([3], p. 67) one may construct [2] for every value of 4 > l/e an unbounded 
oscillatory solution for the equation (1.1) of mixed type. 
II. GENERAL REDUCTION THEOREMS 
For any solution y of (1.2) let y(a) = limr.a sup / y(x)l. In this section 
we shall show that if for a given value of 4 the unstable equation (1.2) possesses 
an oscillatory solution y, y( co) f 0, then for all larger values of 4 the unstable 
equation (1.2) possesses an oscillatory solution x, x(c0) = CG. We shall also 
show that if the unstable equation (1.2) possesses an oscillatory solution Z, 
Z( 03) = to, then the unstable equation (1. l), for the same value of 4, possesses 
an oscillatory solution ru, w(co) = co satisfying the following conditions: 
(2.1) 
(24 
12.3) 
(2.4) 
The zeros of w, for x > 0, form a countable set of points ZLJ~ , 
wi < wi+r for i = 1,2 ,..., and limi+orj wi = co. The solution .u? 
changes sign at each wi . 
W(X) = max[l + X, -11 for x E [0, -41 andw, = max[-4, -I]. 
Each interval (TV = [ZLT~ , wi+J, i 3 0, contains a unique point -rp 
at which / w(xi)] = max3c00i / W(X)] = Mi and x,, = 0. 
The solution w is strictly monotone (written s.m.) on every 
interval Si = [xi , xi+J, i > 0. 
If x E Si , i > 0, let y(x) = rnaxgGsGd W(X - s) for i odd and 
74~) = minoGsGd w(x - s) for i even. If m and A are the functions 
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associated with w by equation (I. 1) then for all x > 0, HZ(X) = 1 
and n(x) > 0 is the smallest number for which w(x - n(x)) = y(x). 
We shall in Sections IV, V, and VI need a slight modification of condition 
(2.4) which we shall now state. 
(2.4a) If s E ai , i > 0, let y(x) = max w(x - s) for i odd and 
y(x) = min w(x - s) for i even where 0 < s < A and 
x - s E (Si v 6,-,). If m and n are the functions associated with w 
by equation (1.1) then for all x > 0, m(x) = 1 and n(x) > 0 is 
the smallest number for which w(x - n(x)) = y(-x). 
We note that although the results of this section are stated for the unstable 
equation (1.2) it will be clear from the proofs that analogous results are valid 
for the stable equation (1.2) and the equation of mixed type, assumming of 
course the appropriate modification of Condition (2.4). We also note that 
we shall refer to any solution y of (1.2) f or which y( co) = co as an unbounded 
solution. 
THEOREM 2.1. If for A = A, , the umtable equation (1.2) has an oscillatory 
solution w, w(m) # 0, then for any E > 0 if A = A,, + E the unstable equation 
(1.2) has an unbounded oscillatory solution y. 
Proof. Let {a.J be any sequence of zeros of W(X) such that a,+l - ai > 24,) 
i = 0, 1, 2 ,.... We may assume that a, = 0. We now define al(x, s) in terms 
of 01(x, s) as follows: 
c~r(x, s) = 01(x, s) for s > 0 and N < a, or x E (ai + A,, , a(+l) 
i = 1, 2,..., 
o(r(x, s) = 01(x, s) for s < x - ai and x E [ai , ai + A,] 
i = 1, 2,..., 
ar(x, s) = (1 + c/A,) OL(X, s) for s > N - ai and x’ E [ai , ai + A,] 
i = 1, 2,.... 
Let y(x) = W(X) for x < a, and y(x) = (1 + c/A,y w(x) for x E [an, a,+& 
It then follows from the definition of ar,(x, s) that y is a solution of (1.2) with 
the kernel c+(x, s). If VF a!(~, s) and Vr 011(,x, s) denote the total variation of 
01(x, s) and 01r(x, s), respectively, for fixed x and s E [0, 001 then we have 
Vf ar(x, s) < (1 + C/A) Vz a(x, s). It is also clear that for all x > 0, ar(x, s) 
is a nondecreasing function of s and ~r(x, A) = q(x, s) for s 3 A. Finally 
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we note that if x,, is a point of mean continuity of o~(x, S) then x0 is also a point 
of mean continuity of a,(%, s). For if x,, E [ai , a, + 41 and t > x0 we have 
+,+I 
J 0 
1 cll(xo, s) - OIJt, s)I ds < Jyaf j c?L(xo , s) -- a(t, s)l ds 
+ j”” 1 ka(x,, s) - ol(t, $1 ds 
T+zf 
+ h j;‘+l 1 a(xO > s) - ct(t, s)l ds 
< (1 + k) sb’“” j ct(xo , s) - a@, s)[ ds 
+ I t - x0 I@ + 1) 
where k = (1 + c/d,). A similar argument holds for t < x0 . For x0 and t in 
(ai + 4 ,, , ai+J we have 
j;+l j c&z0 , s) - q(t, s)l ds = j;+’ / m(x,, , s) - CL(~, s)/ ds. 
Thus we have obtained an unbounded oscillatory solution y of the equation 
y’(x) = J-ry(x - s) dol,(x, s), where [Vz ol,(x, s)] 4, < (1 + C/O,) 4, = 4, + E. 
Now in view of the comments in section I the change of variable 
u = (1 + c/4,) x gives us our desired result. This completes the proof of 
Theorem 2.1. 
The proof of the fact that if for a given value of 4, the unstable equation 
(1.2) possesses an unbounded oscillatory solution then unstable equation (1 .l) 
possesses an unbounded oscillatory solution satisfying conditions (2.1)-(2.4) 
will be done in two steps. Thus in Theorem 2.3 we shall establish the existence 
of an unbounded oscillatory solution of the unstable equation (1.1) satisfying 
condition (2.1). Theorem 2.4 then establishes the rest of our assertion. In 
preparation for the proof of Theorem 2.3 we shall first state and prove an 
approximation lemma. The proof of this lemma, and consequently the proof 
of Theorem 2.3 and 2.4 only requires that a solution x of equation (1.2) be a 
continuous function. Thus our results are in fact valid in any class of equations 
of the form (1.2) w h ere sufficient restrictions are imposed on 01(x, S) to assure 
continuous solutions. 
LEMMA 2.2. If for a givelt value of 4, the unstable equatiofz (1.2) has an 
unbounded oscillatory solution x, then for any E > 0 and M > 0 tlzere exists a 
solution y of the unstable equation (1.1) deJned for x E l-4, M] such that 
y(x)-X(W)~OYXE[--d,O]andjy(x)-z(x)/ <~forx~[O,M]. 
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Proof. Since z is continuous on [-A, M], for any or > 0 there exists 
a, > 0 such that j x(x1) - z(~s)I < or, for any xr , xs in [-A, M] if 
1 Xl - xg 1 < 01 . We further insist that aI is chosen so small that 
a, max,,[,,,l / x(x)/ < G, , and (1 + C#“I < 2.5. Now select an integer K 
so large that M/k = u2 < q and define the partition points pi = ius, 
4==0 ,..., k, of [0, M]. Divide [-A, 0] ’ t m o subintervals of length at most a, 
and denote the corresponding partition points by 
0 = p, > p, > -*- > p-, = -A. 
We define Y(X) = Z(X) f or x E [-A, 01. Now assume that Y(X) has been 
defined for x E [-A, pi] and that ai = maxjGi 1 y(pJ - a&J/. Let p,+[p,-] 
denote any pi such that 
P,E[P~--~ +02,~,1 and 4pd = Ma 4p,Jbin ~P,JI 
for p, E [pi - A + u2 , piI. We then have that 
If 4Pi+1> - 4Pi> b 0 we set n(x) = -pi+ + x for x E [pi , p,+l] and select 
0 < m(x) < 1 and continuous on [pi , p,+r] so as to minimize q+r . If 
x(p,+r) - s(p,) is negative we set n(x) = x -pi- for x E [pi , pi+J and 
again select 0 < m(x) < 1 and continuous on [pi ,p,,] so as to minimize 
ai+r . Thus we obtain for u,+r the estimate ui+r < ui + (ui + EJ a2 . However 
m(x) may be multivalued at pi and in addition we want y to be s.m. on every 
interval [pi , pi,], i > 0, and y(p,) f 0 for i > 1. By allowing an error term 
c2 = EMU, we may assume that m is continuous for all x E [0, M] and y has the 
indicated properties. Thus we have 
u,+I < ai(l + ~2) + 2~1~2 = AUK + B for i > 1. 
Since a, = 0 we have that 
a, < [(An - 1)/A - l] B for i > 1. 
Setting n = k = M/u2 we have that 
Uk < ((1 + U2)(l~~~)~ - 1) 2Er < (2”@ - 1) 2Er . 
Thus if 2%?2~, < E we will have that I y(x) -Z(X)/ < uk + 2~ < E for all 
x E [-A, M]. This completes the proof of Lemma 2.2. 
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We note that the solution y which was constructed above had the property 
that it had only a finite number of zeros in [0, M] and at each of these zeros 
y(x) changed sign. 
THEOREM 2.3. If for a given valzce of A the unstable equation (1.2) possesses 
an unbounded oscillatory solution w then, for the same value of A, the unstable 
equation (1.1) possesses an unbounded oscillatory solution satisfying condition (2.1). 
Proof. Since zu is unbounded we may assume that after an appropriate 
translation and scalar multiplication we have zu(Oj = 1, j w’(x)1 < 1, 
/ w(x)1 < 1, for x E [-A, 01. Since W(X) is an oscillatory solution, at any X, 
for which 1 ZU(N,,)/ > 0 the interval [x,, - A, x0] must contain points x for 
which W(X) = -w(x,)/A. Th us we may assume that there exists u > 8A 
such that Z(U) < -M, = -max[8A + 1, 91. Set M = zc + 24 and let y 
denote the solution of (1 .l) defined on [-A, M] by Lemma 3.2 corresponding 
to 0 < E < min[l, maxzEIU,U+a~dlj W(X)]. Thus we have y(a) < -max[SA, 8]. 
Let X~ denote the first x > u for which y(x) = y(u)/2 and ~a the first x > u 
for which Y(X) = 0. Then “~a - u < A and there is an x: E [x1 , X, - A] 5~ 
which y(x) > -y(u)/(2A) > 4. Let ~a denote the last value of x before ze at 
which y(x) = -2. Starting at sa we redefine n(x), m(x) for .E* E [x~ , x1] as 
follows. Let m(x) = 1 and n(x) = x -pi , where pi is such that 
Y(Pi> = m=%ljE[3C,“-dI Y(PA Let xq denote the first value of x in [~a , XJ for 
which the new solutiony(x) = 2. Then we have for x E [~a , NJ that y’(x) 3 4. 
We now set p,” = X, and let p”I E [~a, xg] be such that y(p”,) = 2y(&). 
We now redefine n(x) and m(x) for x 3 xq . For all x > xq we set 
m(x) = nz(x - x4). For x > xq if (X - xq) - n(.y - x1) = pmi for i 3 1 we 
set n(x) = x - pzi and if (X - x4) - n(x - XJ > 0 we set Z(X) = n(.y - x~). 
The corresponding solution y of (1.1) then for all x > xq satisfies the identity 
y(x) = 2y(x - xJ. It is also clear from the construction that y satisfies 
Condition (2.1). This completes the proof of Theorem 2.3. 
THEOREM 2.4. If for a given value of A, the unstable (1.2) possesses an 
urzbounded oscillatory solution then the utzstable equatiolz (1.1) has an unbounded 
oscillatory solution satisfy’ng conditions (2.1H2.4). 
Proof. In the proof of Theorem 2.3 we may assume that if zur is the first 
positive zero of W(X) then for x E (0, wi) we have w(x) < zu(Oj = 1. Thus 
we shall assume that the solution y obtained by the construction given in 
Theorem 2.3 possesses the additional property that if yr denotes the first 
positive value of x for which y(x) = 0 then y(x) < y(O) for x E (0, yJ. Let yr 
denote the zeros of y as indicated in condition (2.1) and ikfi corresponding 
to y be as defined in condition (2.2). For x E [-A, O] we define the function 
U(X) = max[l + X, - 11. We then let z(x) denote the solution of (1 .l) 
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corresponding to the initial function u for x E r-4,0], and satisfying con- 
ditions (2.1)-(2.4) with the successive maxima and minima (--I); A& . With 
the initial function G and the il& specified it is clear that the solution x of (1.1) 
along with its associated functions n, and VZ~ are completely determined by 
conditions (2.1t(2.4) so long as 2: may be continued. Thus we now show 
that x may be continued for all x 3 0 and assumes all the successive extreme 
values (-l)i A& . Let ai , i > 1 denote the positive zeros of x as defined in 
condition (2.1) and set Do = [xi , xitl] ui(y) = [yi , yi+J for i > 1. Let 
xi(y) be such that x,(y) E oi(y) and y(x,(y)) = Mi( -1)i. Let xi(z) be 
similarly defined. Let Iml = [- 1, I] and Ii = [( -l)i Mi , (-l)i+l nir,,,] for 
i 3 0. Then for 5 E Ii we define the function vi(y) as follows 
We now assume that x has been defined on r-4, xi+&)] and that for all 
.$,qEIi,i<j,wehave 
and establish the result for j + 1. Consider the case in which j + 1 is odd 
(the argument for j + 1 even is similar). Then it follows from the induction 
hypothesis and the definition of 2: that y’(x,+,(y) + 0) < x’(xj+&) + u) and 
y(xj+l(y> + 4 < x@j+&) + 0) for all 
However, the last inequality along with the definition of x and the induction 
hypothesis implies that y’(~~+i(y, .$)) < z’(~~+~(z, E)- for all 6 g.Ij+r . Thus 
I vj+dY, 5) - vi+l(Y, v>l 3 I Pj+l(x3 63 - R+&, 81 for all 7% 6 E 4+1 - It now 
follows that x may be continued to X&Z) for every i. However, X&Z) > ln Mi 
and since for every integer WE there exists an i such that Mi > m we have 
that x is defined for all x: 3 0. It is also clear that every interval [0, M], 
M any integer, can contain only a finite number of the points xi(z). Thus n, 
is continuous in [0, n/r] with the possible exception of a finite number of 
points. This completes the proof of Theorem 2.4. 
In Section V we shall need a result which is an immediate consequence of 
the above proof. This result is contained in Corollary 3.5 below. To simplify 
its statement we introduce the following definitions and notation. Let Bl 
denote the set of all solutions, satisfying (2.1)-(2.4), of all unstable equations 
(l.l)ford =A,.If~zu~B,let 
m+(w, i) = ogyccA w(xi - s) and m-(w, i) = ,I&II~ w(xi - s) 
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and define 
if i is odd and for c E [m-(w, i), 0] ‘f 1 i is even. Finally we note that if y, w E B, 
then Y&V), w((w) will denote the zeros of y and w, respectively, as described 
in condition (2.1). Similar conventions will be used for the -Vi and other 
constants associated with solutions in B, . 
COROLLARY 2.5. Let y E B, and z dejined on C--d, , xj(x)] be such that it 
satis-es conditims (2.1)-(2.4) restricted to this interval’. If lWj(z) = Mk(y), 
M&) = lu,,(y), 
#j(z, E) d +k(Y, 5) for SE domain of #k(y, 0, 
L(~, 0 < kl(y, 5) for & domain of &--1(37, 0, 
then x may be extended to a solution in B, such that 
fifj+i(x) = nfk+i(Y)t I Vj+dx~ E) - Vj+dxt T)l 
< I n&, 0 - F,+~(Y, 4 for 5, rl ~b+dy) and i > 0. 
Proof. The argument is completely analogous to that given in the proof 
of the previous theorem. 
We now define the periodic function g referred to in Section I. 
g(x) = 1 - x XE [O, IQ] 
g(x) = 1 - 9/S - !I-“*g(s) ds x E [9/S, 181 
g(x) = -l/2 exp[X - 161 x E [lQt 15 + In 21 
g(x) = (-l)g(x - 16 - In 2) x > 1Q + In2 
x < 0. 
It is clear that g is a periodic function of period 3 + l/4 + 2 In 2. It is also 
clear that g is a solution of (1.1) for A = d, satisfying conditions (2.1)-(2.4) 
with A& = 1 for i 3 1. The function g also satisfies all but the first line of 
condition (2.2). 
III. THE STABLE EQUATION 
In this section we consider the equation (1.2) of stable type. In Theorem 3.1 
we shall establish a comparison result for solutions of (1.2) when A = 312. 
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It then follows that d = 3/2 is the critical value of d for the stable equation 
(1.2). A result that is well known [3] for the equation (1.2~). Our proof 
however, allows us to describe the asymptotic behavior of all oscillatory 
solutions for d = 3/2 of the stable equation (1.2). 
We first define the periodic function f as follows: 
f(x) = 1 -x x E [0, 3/2] 
f(x) = 1 - 3/2 - S:“” (1 - s) ds x E [3/2, 5/2] 
fk + 512) = -fw x > 512, x < 0. 
We are now ready to state and prove Theorem 3.1. 
THEOREM 3.1. Let y denote any solution of the stable equation (1.2) for 
A = 312. For any M > 0 let xi > 34 be such that y(x,) < -M/2, 
ma=,E~,i,zi-3d] I r(x)I < M, andfor every E > 0 there exists an x E [xi - E, xi] 
such that y(x) > y(x,). Then y(xi) 3 -M and equality holds only if 
y(x) = Mf (x - xi + 5/2) for x E [xi - 5/2, xi]. 
Proof. If x* = l.u.b.{x / x < xi , y(x) = -M/2} then 1 x* - xi 1 < A 
since for any E > 0 the interval [xi - A - E, xi] must contain points x at 
which y(x) > 0. If $(x) = Mf (x - x* + 3/2), then zj -y is monotone 
nonincreasing for x E [x * - 312, x*] since for such x we have 
y’(x) > (-1) yrzy(x - a) 3 -M. 
But since $(x*) - y(x*) = 0 this implies that # - y is monotone non- 
increasing in [x*, x* + 11. Thus --M <y(x) < 0 for x E [x* - l/2, xi]. 
Since for every E > 0, [xi - A - E, xi] contains x at which y(x) > 0 it follows 
that x< < x* + 1 and so y(x!) > #(xi). Now if 
z/(x* - 3/2) - y(x* - 3/2) > .Mu > 0 
then 
y(x* - 3/2 + a) < M(l - a/2) for aE p:o, 41 
and so 4(x* + u/2) - y(x* + a/2) < -u2M/8. Since # - y is nonincreasing 
this implies that y(xJ > -M(l - G/8). Thus if y(x,) < -M + E then 
1 y(x) - Z/(X) 1 < (8cM)lj2 for x E [x* - 3/2, x*1. If y(xJ < -M + E then 
sincey(x) 3 #(x) for xin [x*, x* + I] we have that xi > x* + 1 - (24M)““. 
Thus for:x E [x* , x* + l] we have 
1 y(x) - #(x)1 < E + ~M(~E/M)~‘~ = E + (8M~)l’~. 
OSCILLATORY SOLUTIONS 11 
Collecting these results we have that if y(~,) < -44 + E then for all 
x E [x* - 3/2, N* + I] 
I i)(x) -y(x)/ < E + (8EM)l’2. (3.1) 
Setting E = 0 completes the proof of Theorem 3.1. We note that by con- 
sidering z = -y we have an analogous result for the case y(x,) > M/2. 
COROLLARY 3.2. For A = 3/2 all oscillatory solutiorrs of the stable equation 
(1.2) are bounded. 
Proof. Assume there exists an oscillatory solution y, y(co) = co. Select 
x0 , x,, > 34, such that 1 y(~a)/ > 1 y(~)[ for all x E F-312, ~$1 where ~0” is the 
first x > x0 for which y(x) = 0. But it then follows from Theorem 3.1 that 
j y(x)1 < 1 y(~Ji for all x: >, x0 which contradicts y(co) = co. 
In order to describe the asymptotic behavior of oscillatory solutions of the 
stable equation (1.2) for A = 3/2 we introduce the following definitions 
(3.2) Let {xi-}, (xi+} denote two increasing sequences of real numbers 
such that 
x,,- = -312, xi- E [& ) xi+] for i3 1, 
and lim,,, xi+ = co. Let {MJ be a nonincreasing sequence of 
positive real numbers for which lim,+, n/r # 0. Let y denote any 
solution of the stable equation (l.l), d = 3/2, such that for all 
i > 0, y(x) = Mi( - l)< for x E [xi-, xi+] and 
y(x) s (- l)iMJ(r - Xi+) for x E [Xi’, “;+,I. 
The set of all such solutions corresponding to all possible choices 
of the sequences {x1->, (xi+}, (MJ, will be denoted by C. 
(3.3) A solution z of (1.2) is asymptotic to a solution y of (1.2) if for 
every E > 0 there exists a k > 0 such that / X(X) -y(x)! < E 
for all x: > k. 
Since y(x) = 1 for x E [ -3/2,0] and Y(X) =f(~) for x > 0 belongs to C 
we have that C is not empty. 
THEOREM 3.3. For A = 312 every oscillatory solution y, y( 00) f 0, of the 
stable equation (1.2) is asymptotic to a solution in class C. 
Proof. It follows from Corollary 3.2 that y( co) is a finite positive number 
M. Since y is an oscillatory solution it follows from Theorem 3.1 that 
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limz.m sup y(x) = --lim,,, infy(3) = M. Thus we may select an ~a such 
that y&J = IU and I y(x)1 < M(1 + 1/S3) for all x > x0 - 34 > 0. Let X~ 
denote the first value of x > x,, such that y(zci) = -M and for i > 1 let jsi 
denote the first value of x > xi-i for which Y(X) = (-i)i M, Setting 
Ma = M(l + 1/S3) and Mi = max,.[,i,zi+l] / Y(X)/ for i 3 1, we define 
x? = lub; . . ZE12i,zi-lj [x : y(x) = &&-i(-l)i/2], x-1 + = x: - 3/2, and 
xl- E [z&F, X? + l] such that &!&-(x~- - X: + 3/2) = -.k& . Let z E C 
correspond to the three sequences {xi+>, (xi-}, and {MJ defined above. We 
assert that y is asymptotic to z. Since il!& - M > 0 and lim,,o, il& = M 
given any E > 0 we may select k such that 0 < il& - M < min[.G/64M, e/2] 
for i 3 k. It then follows from (3.1) that / y(x) - Z(X)/ < E for 
x E [x? - 3/2, X? + 11, i 3 k + 1. If X? + 1 < xi+, then 1 Z(X) -y(x)] is 
monotone nondecreasing for x E [x? + I, xi+] and so is bounded by its value 
at xi+ = x$+~ - 3/2. Thus for x > x;;“,~ - 3/2 we have /y(x) - Z(X)] < E. 
This completes the proof of Theorem 3.3. 
In preparation for the statement and proof of Corollary 3.4 we introduce 
the following definitions 
(3.4) A solution y of equation (1.2) will be called periodic if there 
exists T > 0 such that y(~ + T) =y(x) for all x > -A. The set 
of all periodic solutions of the stable equation (1.2) for A = 3/2 
will be denoted by P. 
(3.5) If y and x are solutions of (1.2) and if for some a > 0, 
X(X - a) = y(x) for all x 3 CT - A, then x is called a translate ofy 
and will be denoted by y, . 
COROLLARY 3.4. If y E P then for some (T > 0, y,, E c andy is not a solution 
of (MC). 
Proof. Let y E P and let z E C be the solution defined in Theorem 3.3 
which is asymptotic to y. It is clear from the definition of .z and the fact that 
y E P that there exists M > 0 such that for x > A!!, x is periodic. Thus after 
an appropriate translation we may assume that x E P n C and z is asymptotic 
toy0 for some u > 0. Thus yO(x) = z(x) for x > -A and yD E C. Let (xi+>, 
{xi->, (MJ be the sequences associated withy, . Since Mi = Mii, for i > 0 
we have that x;+~ - xi+ = 26 for i > 0 and y,(x) = M,,f (x - .q+)( -l)i for 
all x E (xi+, x;+J. If x;+i = xz+i then the n associated with yD is dis- 
continuous at ~;+i . If xz+i > ~;+i then m(x) = 0 for x E (x;+~, $+J 
since minoGoGd 1 y(zc - a)1 > 0 for any x E (zf;i , x:+~). Since m(x) = 1 for 
x E (xi+, x~+i), m has a discontinuity at xi+1 . This completes the proof of 
Corollary 3.4. 
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IV. THE ASYMPTOTIC BEHAVIOR OF SOLUTIONS IN B, 
In this section we shall consider a special subclass B, of solutions of the 
unstable equation (1.1) for A = A, . This subclass was studied by Buchanan 
[Z] and the results contained in Theorem 4.1 appeared in his Ph.D. Thesis. 
Since this result has not been published we shall, for the sake of completeness, 
give a proof of it here. Theorem 4.1 asserts that in the given subclass there 
can not exist any unbounded oscillatory solutions. In Sections Y and VI we 
then show that if for d = A, the unstable equation (1.2) possesses an un- 
bounded oscillatory solution then the class B, contains an unbounded 
oscillatory solution. Thus for A = A, all oscillatory solutions of the unstable 
equation (1.2) are bounded. Theorem 2.1 now assures that for A < A, all 
oscillatory solutions tend to zero. The results of Section II also assure us that 
for A < 4, the unstable equation (1.1) possesses unbounded oscillatory 
solutions. It should be noted that in the subclass B, one may show that all 
oscillatory solutions y, y(W) f 0, are asymptotic to a scalar multiple of 
g(x + cr) where g is as defined in Section II and 0 E 10, 1314 + 2 la 23. While 
this result is probably true for any oscillatory solution y, y(m) f 0, of the 
unstable equation (1.2) for A = A, we shall not consider this question. Thus 
we refer the reader to Buchanan’s Thesis for a precise statement and proof 
of this fact for the class B, . 
Before defining the class 3, me first introduce some additional definitions 
and notation. Let B, denote the set of all solutions y of the unstable equation 
(1.1) for d = A, which satisfy conditions (2.1)-(2.3, (2.4a) and the additional 
requirement that 1 X~+~ - xi / < A, for all i 2 0. If y E B, set zcel = -2, 
iZ;r_ = 1, S-, = L-2,0]. Then for i 3 0 let 
Ai = min(x,, - xi ) A, - (Xi - Xi-l)), 
and let ci denote the first point x in 8, for which y’(x) = y(x) or 
if no such point exists let ci = x.~+~ . Next we set b, = x?+~ - 6.; and 
a, = x”itl - xi - bz - A, _ Thus .A,@, , ai) denotes the length of the interval 
in 8, for which x - ~z(x) = ~,-~(n(x) = 0, pz(xj = A,). We now define B3 
as the set of all solutions y E B, which satisfy the additional condition 
We are now ready to state and prove Theorem 4.1. 
THEOREM 4.1. If y E B, , tlzen y( co) is finite. 
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Proof. It follows from the definitions of Ai, 6, , and ci that for i > 2 
Mu + Mi+le-bi = A$&-, + lui j JJ(~+1 + x)1 dx (4.2) 
0 
Ai + ai + 6, + Ai,, = A, - ci , Ei >, 0. (4.3) 
Solving equation (4.2) for Ai we obtain 
Ai = 
[ 
n/l, + e-biMi+l - (4.4) 
Summing (4.3) from 2 to n we have 
A,, + A, + 2 f Ai + f (bi + ai) = (n - 1) A, - i es . (4.5) 
i=3 &p i=2 
Thus we have that 
,g [2M&-, + (2e-biMi+l/M-l + bi) 
+ (% - 2 sai I Ye%-1 + x)1 dX/&l)] < (?z - 1) A, . (4.6) 
0 
We first minimize with respect to bi the expression 2ecbiM,,/Mi, + 6, . 
Setting its derivative equal to zero and solving for bd one obtains 
6, = ln[2Mi+,/M-l]. Thus 
bi + 2e-bMi+JMg, > ln[2M&W,,] + 1. (4-T 
Next we minimize the expression ai - 2 j:’ / y(xi-r + x)1 dx/Miel with 
respect to ai . Now if a, < AimI then 
.ai 
J 
/ y(Xi-1 + X)1 dx = Me-la< - Mi-za,2/2 
0 
and the minimum is assumed for ai = Mi-r/(2M+s) and is -M,.J(4Mi-,). 
If ai > Aiel then since y E B3 we have that MC-,A,-, > Mi-J2 and SO if 
x E [Ai-, , CZJ then 1 y(Xi-r + x)] < Mi-J2. Thus 
-2 Jai A,_1 1 y(xi-l + x)1 dx/M-, > -hi - -&l) 
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and so in all possible cases we have 
czi - 2 
s 
1’ 1 y(~+~-~ + x)1 d,v k --17/1,,/(4%-,) 
Using (4.6), (4.7) we have 
(n - 2) + i [2&!!~/&I. r-l -+ ln(2M~+,/Mi-r) - M,_,/(4M+,)] < (n - 1) d, . 
i=3 
(4.8) 
Since 
i ln(2&&,,/M~-, = (n - 2) In 2 + In M,,, - In Ma + In A& - In n/l, 
i=3 
and 
we obtain from (4.8) the following inequality 
(n - 2)[1 + In 21 + (n - 3) 7[MJMJ11(n-3)/4 + In .Mn+, 
< (n - 1) A, + In fVz + In Ma + MJ(4M,). (4.9) 
However if M n+l 3 MzAC2 then iI&, > Al, and since d, = 2 + 314 + in 2 
we have from (4.9) that 
In 21/r n+l < d, - [l + In 21 + In(MJLl,) + A,/4 < 5% + ln(-WfiJ3). 
Thus for all n > 4 we have that A& < max(MzdCa, A&Ma exp(2AJ). This 
completes the proof of Theorem 4.1. 
We note that a slight modification of the above proof will suffice to estabhsh 
for A = A, < A, that all solution satisfying the conditions of B, tend to zero 
as x -+ CO. Finally we note the following corollary of Theorem 4.1. 
COROLLARY 4.2. Let y denote any solution of (1.1) for d = d, which satisfies 
conditions (2.1)-(2.3) d t an z s restriction to the interval [0, x%+.J satisfies the 
conditions defining B, . Then for any j < n one has that 
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V. THE SET B, 
In this section we shall show that if B, contains an unbounded solution 
then the set B, also contains an unbounded solution. This result is contained 
in Theorem 5.3. Here the set B, consists of all the solutions y E B, of (1.1) 
which satisfy the following condition 
For all x > X, and i 3 1 if x E S,(y) then x - n(x) E $(y) u &r(y). (5.1) 
If z E B, then we say that z E B, / j if condition (5.1) is satisfied for all i such 
that 1 < i < j. The proof of Theorem 5.3 is by induction argument. Each 
step in the induction corresponds to a modification of a solution in the set Bl . 
Thus we introduce the following definition. Let ;z, y E Bl , then we say that z 
is a modification of y at (i, k) if there exists i, k, i < K, such that 
W,lW = Mk,dY) for all 1 2 0, 
I TJi+r(? 5) - %+1(X, r>l G I %4+1(g, 5) - %+dY, 01 
for any 5, rl E &+1(Y) and 1 > 0. 
(5.2) 
(5.3) 
(5.4) 
Before considering Theorem 5.3 we first establish the following lemmas. 
LEMMA 5.1. If y E Bl , y( co) = 00, then there exists x E Bl , x a modifi- 
cation of y at (3, 3 + 2k) where k > 0, and x E B, 1 3. 
Proof. Since y E B, we have since y(x) < 1 for x < 0 that y E B, j 2. If 
y E B, ] 3 we are finished, thus we shall assume that y $ B, ] 3. We consider 
first the case in which Ma(y) < Al,, . Now if m+(y, 2) = Mz < M,, or 
m-(y, 1) = -ill, then y E B, 1 3 which is a contradition. Let j denote the 
first even integer greater than 2 for which M$ > M, or M+, > Ml . If 
Mjel > Ml then we define z E Bl such that z(x) = y(x) for x < q(y) and 
M,+&z) = Mji-l+i for i > 0. Since j was the first even integer for which 
M-i > Ml , we have, since H-(y, 1) < --Al, andy(m) < Ms for x E (x,(y), 
+-dr)), that A@, El < #J-~(Y, E) for all 5 E LO, m+(y,j - 111. Since 
x1(x) < xjeI(y) and y(x) > -~If~-~(y) f or x E [0, Xj-l( y)), it then follows that 
#a(~, 5) < &(y, f) for all f E [f~(y,j), 01. By Corollary 2.5 it follows that z 
is a modification ofy at (1,j - l),j > 2. 
Next we consider the case in which Mj < Ma. In this case we set 
Mz+&) = lllj+i(y) for i > 1. Since m+(y, 2) > MJy) and M+..ni-l < Ml 
for 0 < 2i < j - 1, we have that &(x, f) < &(y, 6) for 6 E [m-(y, j), 01. 
Since Mjpzi < Mz , 0 < 2i < j, we then have that #a(.~, 5) < #j+r(y, 5) for 
5 E [0, m+(y, j + l)]. By Corollary 2.5 it follows that z is a modification ofy at 
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(2,j). Since y is unbounded and M, < [maxUgk-.lMk-~+zj)] * A, it is clear 
that after a finite number of steps we must have A!?, > A!&, or z E B, j 3. 
Thus we consider the case in which M, 3 M,, . Let M* > M,(y) denote 
] m-( y, 2)! and let x(x) = y x ( ) f or x < x,(y), M&x) = M*, n&(z) = 14&(y) 
for i 3 2. Since M* < MO and 1 y(x)] < Ms for x < 0 it follows that 
z’(x) > MO for x E [x1(z), x2(x)] an z is well defined for x < x2(x). Thus d 
h(z, 0 < MY, 5) for CT EL--M*, 01 and since M* = .rnm-(z, 2) = -Ml(z) 
we have that I A~, E) - P~(z, 41 G I v2(yj E) - PRY, dl for 5, pi ~h(r‘i- 
It then follows from Corollary 2.5 that x is a modification of y at (2, z) and 
clearly z E B, j 3. This completes the proof of Lemma 5.1. 
LEMMA 5.2. If y E B, / p, p >, 3 and y(a) = 60, then theFe grists a 
modification z of y at (p, p + m), m 3 2, and x E B, I p or at (p, p) and 
x~Bzlp+2. 
Proof. We may assume without loss of generality that p is odd and when 
no confusion is possible we write Mi and xi for M,(y) and xi(y). If 
iWP-, > MP--5 then sincey E B, I p we would have that mf( y, p - 1) = M,, 
and so y E B, ] p + 1. Thus we shall assume that MS, < MD+. We next 
note that we may assume that M, > MP-, . For we assume M, < MD-, and 
let m denote the first even integer such that MP+,,& > MP or Msfm-l > M,.-, . 
Since y( co) = co such an integer exists. In the first case we define z(x) = y(x) 
for x < q,(y) and M,+,(z) = MD+m+i for all i > 0. In the second case we 
define z(x) = y(x), x < x,-r , and M,,+,(x) = MDfmti-l for all i > 0. The 
argument used to show that z is a modification of y at (p, p + m) in the first 
case and at (p - 1, p + m - 1) in the second case is completely analogous to 
that given in the proof of Lemma 5.1 and will not be repeated. Since y E B, I p 
it is clear in both cases that x E B, I p. 
Thus we are reduced to the case in which MD-, < iUP-, and M, > M,, s 
Since y E B, 1 p and y 6 B, I p + 1 we have that m+(y, p) E [MP--3 , M,,). 
Then if 
[m+b PI + 2M,-Jll+~ - F+-~(Y~ NY, PII e MD-z (5.5) 
we definez(x) = y(x) for x < x9-r , M,-,(x) = m+( y, p), M,.&) = M,+&) 
for i > 0. Since M, > MD,_, and y E B, ) p it is clear that x,( y) - xDel( y) > 1 
and since m+(y, p) = A&,-,( z we also have that xD-r(z) - x,-.,(y) < 1. ) 
From (5.5) we have 
b+(r, PI + M,-GG.-2 + [G-I(Y) - x,-Z(Y)] + P&-I + %-zWL 
+ W4W,-J G 4 (54 
from which it follows, since xP&) - x&y) < 1, that 
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This last statement implies thatx,(z) - X,-~(Z) < &from which it follows that 
A@, 0 < vb(y, S> for t E P:o, ~+(Y,P)I. Since M, > M,-, ad Y E & I P 
this in turn implies that &,+1(z, 5) < &+i(y, I) for 5 E [nz-(y,p + I), 01. 
Thus by Corollary 2.5 2: is a modification of y at (p, p). It is clear since 
y E B, 1 p and MD-,(z) = m+(z, p) that x E B, ( p + 2. 
Thus we may assume that 
rm+tx PI + J%+il/hl-2 - %I--3(Y, m+(y, PM > Mp2 - (5.7) 
We shall consider first the cases in which M,, > M,, . We introduce 
the following notation (Figure 1): 
k = M,-,/n/r-, , h = M,-,/Mp, , M = m+(y, P) = (1 +g) MM , 
a = TJH(Y, M> - +s(Y), b = %-2(Y) - %-3(Y) - 4 
c = %-l(Y) - %-2(Y), d = X,(Y) - X,-I(Y)- 
FIG. 1 
Now if k > 1 then d > 2 and so b < 314 + In 2 < 1 + l/2. In this case set 
X(X) = y(x) for x < 5-s and Mp--p+i(z) = M,+,(y) for i > 0. Translating 
the curve Z(X) so that X,-~(Z) = xp(y) ( confer Figure 2) denote their point of 
intersection by q. Since b < 1 + l/2 and xg(y) - yp = 1 it is clear that 
yP - q < l/2. Then the area C bounded by the curves y(x), Z(X) and the 
x-axis is less than the area E bounded by the curves y(x), Z(X) and 
the line y = MD-, since y9 - xPP1(y) > 1. It then follows that 
I YJAY, 0 - ~0, dl > I R&, 0 - 9)B-2(z, 41 for & rl E&,(Y). Since 
MD > MD-, and y E B, 1 x,(y) it is clear for s E S,,(y) that 
x - 44 E h,(Y) ” %(Y)- 
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This fact along with the preceeding inequality gives that 
for all E, 17 E 1,.+J y). Since M,,, , > M3..., it then follows by Corollary 2.5 that 
z is a modification of y at (p - 2, p) and z E B, / p. We note that if 
G-2 - ysVa < 1 then the point of intersection 4 in Figure 2 lies to the right 
of the intersection of the curves with the x axis. In this case c is zero and we 
M ,_ __--.-----~. 
P-3 
M _ __----- i 
M 
yz(xJ 
w- 
__----- 
/ 
M / 
P-z’- ---------- 
MP ----------- 
FIG. 2 
again obtain a solution z which is a modification of y at (p - 2, p) and 
x E B, 1 p. In fact in this case the restriction M9+1 > M, is not necessary. 
Thus we shall assume that k < 1 and b > 1. We next note that 
if g < l/2 then we set z(x) = y(x) for x < x3&y), X$,-,(a) = A!l> and 
M,+i(x) = Al,,,(y) for i > 0. Since b > 1 we have that xB&z) - x& y) < l/2 
and since k < 1 we have that x,(z) - x&z) < x,(y) - A&Y) + l/2. 
Since b 3 1 we then have that y(x,(y) - s) = X(X&) - s), for 
0 < s < X,(Y) - x,~(Y). Thus MY, 5) > &A~, 0 for au 5 E i%+(y, ~I,01 
and I (P&, 0 - y&, dl < I PAY, 5) - P~(Y, 41 for au f, 77 E&(Y). Since 
Mr, > MD-, we also have $g+l(y, E) 2 &+d~, 5) for all t E [m-(Y, p + I), 05 
It now follows from Corollary 2.5 that x is a modification of y at (p, p). It is 
clear that x E B, 1 p + 2. 
We now show that if k < I, g < l/2, b > xgPz - ynmz > 1 then we may 
define z(x) = y(x) for x < xPe2 , fil,-&) = J44~) and n/i+&) = Mn+i(~l 
for i > 1. Referring to Figure 1 and the discussion in the case k > 1 it will 
s&ice to show that C > B + B where C and B are the areas of thk indicated 
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rectangles and A the area of the indicated triangle. But C = gkM,-,(c + d) 
and A + B < (k2M,-J/2 + [ZJ - (1 + k)] kMez . Furthermore 
[b - (1 + k)] < [M - M,,]/MD-, = (1 + g) k - k = gk 
and so A + B ,< k2M,-,/2 + gk2M,-, . For c and d we have the estimates 
c 2 M,-,(I + k)/(hM,,) = (1 + k)/h and d = 1 + k. Thus we have 
C - [A + B] b kMD-,[g[l + (k + 1)/h] - k/2] > 0 since k < 1 and 
g > l/2. It then follows as before that x is a modification of y at (p - 2, p) 
andxEBs(p. 
In the preceeding discussion the restriction M,, 2 MD-, was neces- 
sary to assure us that for x > x,+r , x - n(x) # [x-r , y,]. Thus if 
m+(y, P + 2) G M~+I the discussion for the case M,, > MD-, is valid for 
the case MD, < iI&+, . Thus we may assume that m+(y, p + 2) > MD, . 
We also note that we may assume that MSf2 > n/r. For if this is not the case 
we select the first even integer such that MDtgtK > MS+, or MP+I+rc > MD, 
and obtain a solution x which is a modification of y at (p + 2, p + 2 + k) in 
the first case and (p + 1, p + 1 + k) in the second. The argument is the same 
as in the case M, < MPmS, MPP1 < MPmS and will not be repeated. Since 
y(oo) = co, we must after a finite number of steps have that either 
Jkl > JG-1 or Ma+, < M, . Since the case ill,, > MS-, has been con- 
sider earlier we shall assume MD+, >MD.LetM*=m+(y,p+2)>MD+,. 
Then define x(x) = y(x) for x < x3+1 , MD+,(z) = III*, MT+i(.z) = M,+( for 
i > 2. Since y E B, j p and n/r+, > M, > MD-, we have that x, - yl, > 1 
and %+2 -YY21+2 > 1. Thus x’(x) 2 Mr” for x E [xP+,(y), x,+Jx)] and so 
x~+~(x) - ~,+~(y) < 1. Since 
A 2 M*/Mz,-2 + 1 + q,+l -x, + K+IIM, + 1 +Wh+2IW 
we have that 
5+2(4 --xl@) 
G 5+1 - x, + 1 + M*ln/r, + M,,IMD + 1 + ln(M,+2/MD> < A. 
Thus m+(y, P + 2) = m+(z, P + 2) = MD+&), m-(r, P + 2) = n/r,+, = 
M,+&) = m-(x, P + 2) and &+2(z, t> < &+s(Y, 5) for E E [O, M*l. It then 
follows that z is a modification of y at [p + 2, p + 21. But now 
m+(z, p + 2) = M,,(z) and we are reduced to the discussion for the 
=se MD, > MD, . But if z is a modification of y at (p - i, p + m - i), 
i = 1,2, then it is also at (p, p + m). This completes the proof of Lemma 5.2. 
THEOREM 5.3. If there exists y E BI , y(m) = CO, then there exists a 
XEB~, X(W) = 03. 
OSCILLATORY SOLUTIONS 21 
Proof. Let x0 denote the modification of y at (3,3 + 2k) such that 
z E B, 1 3. If x, E B, 1 p(i), i > 0 and p(i) maximal, let xi, denote the 
modification of Zi as given in Lemma 5.2. Since y(a) = co, for an infinite 
number of i we have p(i + 1) > p(i) + 2. Thus p(i) is a monotone non- 
decreasing function of i and lim,,,p(i) = 00. Since y(o0) = 03 the 
max iHi(zi) forj <p(i) tends to co with iand we have that lii,.+~ x,li)(zd) = co. 
We note however in the proof of Lemma 5.2, that z(x) = y(x) for x < +s(y). 
Thus the xi converge on [-d, co) to a solution x E Bs , x(00) = co. This 
completes the proof of our theorem. 
VI. THE SET B, 
In this section we shall show in Theorem 6.3 that if there exists a solution 
y E B, , y( co) = to, then there exists for every M > 0 a solution w E B, such 
that for some j > 0 one has M,+,(w) > M and w E B, 1 j. If w E B, we say 
that y E B, 1 j if condition 4.1 is satisfied for 1 < i < j. For IM sufficiently 
large, the existence of such a solution w E B, gives a contradiction of Corollary 
4.2. Thus we show in Theorem 6.5 that if A = d, then every oscillatory 
solution of the unstable equation (1.2) is bounded. Finally we note in 
Theorem 6.6 that if there exists a solution y E B, , y(a) = co, then there 
exists a solution w E B, , w( 03) = 00. The construction of such a w is similar 
to the construction given in Theorem 2.3 using of course the results of 
Theorem 6.3. 
We introduce the following definition. If y, z E B, we shall say that x is a 
modification of y at [i, j], i < j, if: 
J&+,(4 = IMj+7c(Y) for k 2 1, 61) 
44 = Y(X) for XEC--LI,,Ol (6.2) 
We now note the following modification of Corollary 2.5 for solutions in B, I 
COROLLARY 2.5a. Let y E B, and z defined 01t [-A,, x~+~(z)] be such 
that it satz$ies the conditions defining B, restricted to this interzral and 
~44 = W+dr), W+&4 = W+dyh If i G i and h+&, E) G t4&(~, t) 
for all 4 in the domain of +j+z( y), th en x may be extended to be a modi$cation of y 
at [i, j]. 
To simplify the proof of Theorem 6.3 we shall first prove the following two 
lemmas. For i >, 1 let Q(Y) = lim,,, y(x, - E) and a<(y) = minEa 1 y’(x)!. 
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Throughout this section, except where confusion might arise, we shall write 
pi ) 1~i ) Mi 3.m. for Q(Y), 4~)~ MAY),.... We now have the following results. 
LEMMA 6.1. I’y E B, and 
I(i + 1) = [(I + Mi/st+l)(l/ui+l- l/W min(&1Mi9 J&+1 - ui+Al > A+, 
then there exists u > 0 and x E B, such that Mi,(x) = Mg+l - u, and x is a 
mtwdiJicatior1 of y at [i + 1, i + 11. If f or any j > 0 y satisfies Condition (4.1) 
for i = j then x also sati.$es Condition (4.1) for i = j. 
Proof. We shall assume that i is odd, the argument for i even 
is the same. For x < pi(y, Mi, - o) we define z(x) = y(x). Setting 
Mi+&) = Mi,, - G, Mi+&(z) = Mi+, (k = 2,3) we extend the definition 
of x to x = xi+&). Since xi+s(z) - xI+$$) < X&y) - xi+I(y) it will follow 
from Corollary 2.5a that x is a modification of y at [i + 1, i + l] if we can 
show that 
h+& 0 d #i+dY, 0 for 5 E [-Mi+B 3 01. (6.4) 
After an appropriate translation we may assume that xi+s(z) = x<+s(y). We 
first note for any 0 < (T < Mi, that z(x) >, y(x) for x E 8,+&z). This 
is an immediate consequence of the definition of x and the fact that 
Y) 
FIG. 3 
Mi+d4 = M~+I - a. Referring to Figure 3, the desired inequality (6.4) 
will follow if we can show that the area B exceeds the area A. However 
A = [&+I + u/(n/r2)1 (T and B = bw - wz/2Mi where 
b = min(A,,rMt , Mi,, - ui+J 
and 
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If we can show that w = ~(1 + M,/s,,)(l/u,, - l/&.fJ + O(a2) it will then 
follow from the hypothesis of our lemma that for u sufficiently small, B > A. 
To obtain the desired estimate for w first note that by decreasing MS+1 by G 
one increases A,, by u/s~+~ + O(a) an so traverses a segment of length d 
WNd~i,,) + qJ211 in [Mi+l(z), -M,+,(z)] at the rate Mi instead of 
ui+r + O(o). Thus the decrease in &+a(~, Mi,, - u) as compared 
to #i+2(~, Mi, - 4 is 
-W”(l/%&~ - l/Mi)/si+l + O(uz)* 
In addition we have that Mz+,(z) = Mi, - u so that z covers a segment of 
length r~ in [Mi+l - u, -Mf+2] at the rate Mi as compared to the rate 
uifl + O(u) for y. The resulting decrease in q&(x, Mj, - u) is 
a(l/u,+, - l/Mi) + O(u2). Thus for a sufficiently small B > A and x is a 
modification of y at [i + 1, i + 11. Th e second asserti.on of the lemma then 
follows for j > i + 3. But since A,+&) > ~4,~~ , q+s(z) < CQ+~, 
ai+3(X) < %+3 9 L&+~(z) Mi+&) > A,&&, the result follows for 
j = i + 1, j = i + 2. For j < i it follows from the fact that z(x) = y(x) for 
x < x~+~(z) and ajJy) > u~+~(,z). This completes the proof of our lemma. 
LEMMA 6.2. If 
YE&, %+3 3 l/2, Mi,, = 1 and Ai+3 > %+3(1 -i- &,)/ui+2 
for some i > 0, then there exists u > 0 and z E B, such that Mf+l(z) = Mi+I - u, 
nfj+2(z) = q2 + u and z is a modiJication of y at [i $- 2, i + 23. If y satisfies 
Condition 4.1 for any integer j > 0, j f i + 1, i + 2, i + 3, then x will also 
satisfy Condition 4.1 for the integer j. 
Proof. We may without loss of generality assume that i is even. For any 
small positive u we define z(x) = y(x) for x < ~~(y, -nlr,, + u), 
%+2(4 = nrr,,2 + CT, M,,(Z) = M,,(y) - U, lL!f&) = n/r, for j > i + 3. 
We first note that 1 x~+~(z) - xi(z)1 < 1 xi+1 - xi 1 and so Ai+s(z) > A,+:! . 
Since x is a modification ofy at [i + 2, i + 21 the last statement of our lemma 
will then follow for j > i + 4. For j < i + 1 the result follows from the 
definition of x along with the fact that CQ+~(X) < as+, . Thus we must establish 
that for u sufficiently small x is a modification of y at [i + 2, i f 21. Since 
/ ~~+~(a) - x&,z)/ < 1 xi+2 - xi+1 1 we have that 
Pi+z(Z, -@i+, - 4+2u - 4) - %&) 
= Pi+z(Y, -%+2) - %+2 + O(u2) 
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and so 
%+2(? -%+2) - %+2(Z) 
= @?%+2(Y, -%+2) - xi+2 + 41 + 4+,)/%+2 + w?. 
Thus Ai+e - 4+,(z) = 41 + 4+2)/%+2 + WY. 
Consulting figures 4 and 5 (where we have set x~+~(z) = xf+J we see 
that if the area A exceeds the area C and also exceeds the area B then 
FIG. 4 
%+&I >%+2(Y), andA+&, f) < t4+dy, 0 for E in the d0ma.b of Y&+~(Y). 
Here A = Ai+,o + O(G), C = q+J(l + Ai+s)/ui+J a + O(u2) and 
B = [(I - ui+J(l + 4+2h+zll Q + %J? < bi+2(1 + &+2)h+iI u + O(u21- 
Thus for u sufficiently small we have by Corollary 2.5a that z is a modification 
of y at [i + 2, i + 21. This completes the proof of Lemma 6.2. 
We are now ready to state and prove Theorem 6.3. 
FIG. 5 
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THEOREM 6.3. If there exists y E B, ) y(m) = co, thm for any M > II 
th~eexistszEB,,xEB,Ii-l,M,(x) >M. 
Proof. Ifj = 0, 1,2,... we denote by B,(M, i) the set of all solutions x E Bi 
for which Mk(z) > M for some k < i. Let i(Il4, B,) denote the smallest 
positive integer for which B,(M, i) is not empty. It follows from the hypothesis 
of our theorem that B,(M, i) is not empty for i sufficiently large. Let 
y E B&U, i> then if y $ B&M, i) we may construct a x E B,(M, i). For let 
k < i be the first integer for which nir,(y) > M. We then construct the 
solution z E B, having the following M&j. We set M&j = M,(y) and 
for i < k we set M&j = m+(y, i + 1) f i i is even and M&j = m-(y, i + I). 
if i is odd. Assuming that the M;(z) have been defined for i < 1, I > k, we 
define Mrfl(x) so that &?r&+,(z) = 3/2M,,(z). Since 2: E B,(M, i) we have 
that i(M, B,) < i(M, B,). One could in fact show that i(M, Bj) = i(M, B,+l) 
for j = 0, 1. However for our purposes it suffices to know that B,(IM, i> is 
non-empty for i sufficiently large. Thus if j = i(M, B,) we now prove by 
induction that given any y E B,,(M, j), for every k < j - 1, there exists 
x E B&M, j) such that z is a modification of y at [k, k] and x E B, 1 k. Let 
y E B,(M, j) then since A, > 1 we have that y E B, IO. Since A, > 1 
it also follows that p” y(x + U) da < l/2 so if MI > 1 we must have 
A,&&, > M,/2. But if”M, < 1 then A, > 918 and so in every case y E B3 1 1. 
We now consider our induction step. We assume that for every y E B,,( M, j) 
and k < 1 < j - 1 there exists a z E B,(m, j) such that x is a modification ofy 
at fk, k], z E B3 1 k, and if for any j > k y satisfies condition (4.1) then x also 
satisfies condition (4.1) for this value of j. We then establish this result for 
k = 1. The proof proceeds as follows. Let y E B,(M, j) then by our induction 
hypothesis there is a z E B, / 2 - 1 which is a modification ofy at [Z - 1, k - l]. 
Now using Lemmas 6.1 and 6.2 we obtain a modification w of z at [I, 6]. 
This w will satisfy condition (4.1) f or i = 1 and for all other values of i at 
which x does with the possible exception of I - 3, I- 2. Then applying our 
induction hypothesis we obtain a w, which is a modification of y at [Z, I] and 
wr E B3 1 1. The exceptions I- 3,1- 2 result from an application of Lemma 
6.2 in cases IId, IIe described below. Thus we shall also show that these cases 
cannot arise for I < 3. We now proceed with our proof. For notation.al 
convenience we shall take I = 4. We note that the discussion at the beginning 
of IIc assures us that if Ms > (3/2) M, then Asi& > Ms. Thus it follows 
that after applying Lemma 2.2 in IIe and IId the modified solution z still 
satisfies condition (4.1) for i = 3 (written z E (4.1, 3)). This is why E - 1 
was not one of the exceptions noted above. Thus we assume that we have a 
solution y E B3 1 3 and show that by repeated application of Lemmas 6.1 and 
6.2 we may obtain a solution z which is a modification of y at [4,4] and 
satisfies condition (4.1) for i = 4. In order to apply these lemmas the neces- 
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sat-y inequatities must be obtained. It should be noted that inobtaining these 
inequalities the independent variables (usually M, , Mi,) will be restricted 
to closed domains and both sides of the inequalities considered will be 
continuous functions of these variables. Thus for example in all applications 
of Lemma 6.1, u~+~ and Mi will be bounded away from zero. This means that 
for a given y the a in Lemma 6.1 and 6.2 could be chosen uniformly and our 
modified solution z is thus obtained after a finite number of applications of 
Lemma 6.1 and 6.2. 
For the sake of clarity we shall divide the discussion into the following cases. 
I. M,>Ma; 
IIa. Mz<M4,Ms<M2; 
IIb. lb?, < Xl4 , M, Z M, , us < MJ2; 
11~: M, < MJ , Mz < MS < 3M,/2, us > M,/2; 
IId. Mz < M4, MS > 3M,/2 and us > 2M,/3 or us > M,/2 and 
u2 3 3/2M, ; 
IIe. MS 3 3/2Mz, M,/2 < us < 2M,/3, us < 3/2M,, M, < M4. 
Before discussing each of the above cases we first prove the following lemma. 
LEMMA 6.4. If y E B,,(M,j), j = i(M, B,) then for i + 1 -=c j eithev 
y(xi + Ai + ui) = Y(x~-~ + ui) or Mi, = I y(xi + Ai + ui)l > 3M,/7. 
Proof. Assume Mi+l < 3lWJ7 and 1 y(~.~ + Ai + ui)l < /y(~.~-~ + a,)] 
Thus 1 y’(x)] > Mi+l for x E [xi , xi+J. Letj denote the first even integer for 
which M,+i > #Ii or Mz+,, > i&, . If j = 2 and Mi,z < Mi or if j > 2 
we may obtain a solution z which is a modification of y at [z’ + 2, i + j] or 
[i + 1, i + j + l] which would contradict the fact that j = i(M, B,). Thus we 
may assume that A&+, > Mi . We now show that the condition Mi, < 3Mi/7 
gives a contradiction. If we set Mi+l = yil& , y < 317, we have that 
xi+2 - xi+1 > 1 + y and so ,$+a < d, - (1 + y). Thus we have that 
+ ,: wi, - uMi) du < Mi,,[d, - l] - y”/2M, 
< P + WJ - YVI Mi. 
However, for y < 317 the quantity in brackets is less than 1 and we obtain a 
contradiction. This completes the proof of Lemma 6.4 and we return to our 
proof of Theorem 6.3. 
Case I. &GM,. 
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In discussing this case we shall assume that n/r, = 1. Because of the 
linearity of our equation this is possible. We consider two possibilities. If 
A4Ms < M$2 and b, < In 2 we show that y E (4.1,4) or there exists a 
modification x ofy at [3, 51. This however contradicts the fact thaty E B,(M, j) 
wherej = i(M, B,) and so this possibility cannot occur. If bs 3 In 2 then we 
show that we may use Lemma 6.1 to decrease Ms until A&1$ > M$2 or 
until b, < In 2. Thus in both cases we get that y or a modification x of y 
obtained by use of Lemma 6.1 satisfies condition (4.1) for i = 4. 
We consider first the case b, = In c < In 2. If MS < 1 /d/z then since 
ua > l/2 we have p j y(x3 + u) do < s”” (l/d2 - o/2) do < l/2 and so 
MsA, > l/2 = l&/2! We next note !hat vs(y, -A&) - &y, l/c) = 
ln c + A, . But ify $ B3 ] 4 we have that A&$ < Ma/2 and so -4, < l/Zi%fs . 
Thus the average slope of y for x: E [&y, l/c), &y, -MS)] is 
(MS + l/c)/(ln c + l/2&) b M,(i& + 1/2)/(Ma ln c + l/2) > -Ms. 
Thus y’(x) < -A& for x E [&y, Ms), &y, l/c)] and it follows for 
1/2/z < M3 < 1 that y’(x) > 1 for XE [&y, -MS), rp3(y, 0)J. For if 
M, > l/d/2 and A,M, < l/2 then A, < l/d2, aa + A, 2 A, - ln2 - l/d, 
and so 
(a, - l/d) + A, > 2 + 314 - ~‘2 > 1. 
But then sI* 1 y(~a + u)I da < Mz2/2 < l/2 if Ms < 1 which gives a contra- 
diction. Thus we may assume that MS > 1. But then if y $ (4.1,4) we 
have that A, < l/2 and so A, + a3 > 2 + l/4. Since y’(x) > Mz for 
x E [9~~(y, M2), &y, l/c)] it then follows that je3y(x2 + a) da + A,M, >, 
(3/S) + 7/4 and so MS > 2 + l/8 - l/2 = 13/8 (l?ere we have used Ml = I, 
MS = 1, b, = In 2, for larger values of M, , MS or smaller values of 6, the 
estimates for MS increase). Then replacing MS > 1 by n/l; > 13/8 we find 
by the above arguments that M3 2 13/8 + 5/26. However in this case 
since A& < l/2 we have that A, < 3 and In 2 + A, < 1. Thus 
v2(y, -W - v2(y, 0) < 1 and for my * E b2(y, O>, AY, -%>I we have 
that y(x)/[x - y2(y, 0)] < -n/r, and for any x E h(y, fif2), QJ~(Y, a>1 we 
have y’(x) < -Ms. Then if we define Z(X) = Y(X) for x < ~l~(y, A&) and 
Ilir,+dz> = Mb+i(Y) f or i > 0 we will have that x is a modification ofy at [Z, 4]- 
This however contradicts the fact that y E B,(M,j), j = i(M, B,). Thus if 
y E B&M,,), j = i(M, B,) > 4, and y E (4.1,3) then if M2(y) > Me(y) and 
u3 > Mk/2 it follows that y E (4.1,4). 
We now consider the case 6, = ln c > In 2, If A4Ma < l/2 then A, < 1/2M3 
and 1,/2 < s,“” 1 y(xs + o)] da < Mg, . Thus 
a4 > l/2& and &I-~ - u4 > M,/2Ms for MS .a 1. 
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Denoting the left side of the inequality in Lemma 6.1 by I(i + 1) we 
then have for Ma > 1 since ua < l/2 and Me > 1 the estimate 
I(3) 3 (1 + M&s) . 1 . 1/(2M,). Th us we may apply Lemma 6.1 a finite 
number of times until the modified solution z E (4.1,4), or z+ > l/2 which 
was treated earlier, or Ms 2 1. Now if Me < 1 then since us < l/2 we have 
that s, = n/r, < 1 and so (1 + M2/sJ > 2. Since a4 > l/2 and y E (4.1,3) 
we have I(3) > 2(1/u, - 1) M,/2 2 1/2M, if MS2 > l/2. Here the first 
equality holds only if M, = 1 and the last only if Ms2 = l/2. Thus if 
M3 E [I/&?, l] we may apply Lemma 6.1 to reduce MS . Since y E (4.1,3) 
we have that 3Ms2/8 + M,x/4 > p I y(x3 + CT)! do 3 l/2 where 
x = a, - M,/2. But for M3 < l/2/2 this’gives x > 5/4Mz . But then if s 
denotes the average slope of y for x E [&y, -M,/2), &y, 0)] we have 
that s < (M,/2)/(l/x) < 2Ms2/5. Thus 
x4 - x3 > 1 + h 2 + In 5/(4Ma2) + M3/2 + 5/(4M3) 
and for M, 6 l/l/2 this expression assumes its minimum value for 
M3 = l/l/2 which exceeds A, which contradicts y E B, . This completes the 
proof for the case in which M4 < M, . 
Case II. M2 eM4. 
As noted earlier we shall divide the discussion of this case into five subcases. 
In each of these cases we may assume without loss of generailty that M, = 1. 
Case IIa. M3 < 1. 
We first note that M3 > l/2 for otherwise the average slope of y for 
x E [tp3(y, -M,), v3(y, 0)] would have to be less than 1/4(M,) since 
] py(~e + cr) da ] > l/2 if A,M, < M4/2. But then x4 - X, > 3 + 2 In 2 
whaich contradicts y E B, . We also note that since y E (4.1, 3) we may 
assume that A3M2 > M3/2. Otherwise a4 < A, < l/2 and 
r(x4 + A4) - y(x4 + A4 + a4) < 3/8 < M4/2 
which is impossible if A4M3 < M4/2. From the fact that A,M2 > M,/2 it 
follows that M, - A,M, < ] py(zc3 + u) da I < 3/4. To see this we note 
that if b = p3(y, -M,/2) - z3 then ( f”y(~a + u) do I < 3Ms2/8 < 3,/8. 
Then if I s,“‘y(x3 + 0) da I 3 3/4 the aver:ge slope ofy on [x3 + b, X, + a;l 
must be less than M3/3. This in turn would inply that 
x4 - x3 2 M,/2 + 1 + 3/2 + ln(3/M,) > A, for l/2 < Ma < 1 
which contradicts y E B, . Thus there exists E > 0 such that if M3 < 1 
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then A,Ms > M4( l/4 + E). Al so as a consequence of the fact that 
AsMs > Ms/2 we have that uq < M-J4 or Mj < uq and M, < M,/4. 
The last case is however ruled out by Lemma 6.4. If M, 3 MJ4 then 
since 1 c”y(x, + u) du / > l/8 + uq it follows that zl, < MS/4 (i.e. for 
uq = MS/4 the average slope ofy for x E [&y, -MS/Z), ~(y, -M3/4)] must 
be less than M,/4 which would contradict x4 - xa < A,). 
We now have the necessary estimates to apply Lemma 6.1 to M, if 
A, < 312. For in this case we have 
If A, > 312 then since M4 - A4Mz < 3/4 and y $ (4.1,4) we must have 
that MS > 314. But since u, < M,/4 we have that 
AY, -J&i) - PRY, -l/4) 2 In 2 -I- l/4 
and since Ma > 1, MS < 1, we also have that 
%(Y> -l/4) - %(Y, n/l-,) z 1 + 114. 
Thus 312 < A5 < A, - [2 + l/2 + In 21 = 1 + l/4 a contradiction. Since 
our inequality is valid for all values of Ma > 1 we may after a finite number 
of applications of Lemma 6.1 obtain a solution I for which M,(x) < M,(z) 
(case 1) or x E (4.1,4). 
Case IIb. Ms 2 1 and u, < l/2. 
In this case we will show that one may decrease M3 by use of Lemma 6.1 
until either M,(z) < 1 (case IIa), or x E (4.1,4), or U&Z) > l/2 and 
1 < n&(z) < 3/2. The last possibility is considered in case IIc where we 
shall show that M4 may be reduced until ~Vr,(x) < M,(x) (case I), or 
z E (4.1,4). 
Thus we now proceed to obtain the necessary estimates needed to 
apply Lemma 6.1. Since A&f, < Ma/2 we have that a, > A, and so 
Mz - uq 3 min(A,Ma , A&&) = min(A, , As). We consider the two cases 
ss>Msands,=Ms.Ifs,>M,thenxs-x2<2andA,>A,-2>5/4. 
Now if A, 2 1 then M4 > 2M, 3 2 and since zca < 112, Mz = 1, it follows 
that x, - xs 2 312 + 2 In 2. But then A, = A, - [x4 - xa] < 314 and we 
have a contradiction. Thus min(Ms - zc, , A,M,) = A, and we have 
estimate 1(3) > (1 + l/ss) -4, > A, and we may apply Lemma 6.1. For the 
case s, = Ma we note that if 8% 3 A, , then min(Ma - u4 , A,M,) > A, 
and we have the above estimate for I(3). Thus we shall assume that A, < A, . 
Now if A, < MS/2 then since y E (4.1, 3) we have that a4 < 9, < A, 
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which we saw earlier was impossible. Thus A, > MS/2 and we have 
I(3) > (1 + l/n/r,) A,(l/u, - 1) > (Ms + 1)/2 3 1. But as we saw earlier 
A, < 1 (in fact A, < 1 - E for some E > 0). Thus we may in this case also 
apply Lemma 6.1 as indicated. This completes the discussion of case IIb. 
Case IIc. 1 G ~~ G 312, 243 > l/2. 
In this case we shall show that we may always decrease M4 or MS until 
z E (4.1,4) or nl,(z) < M,(x) ( case I). We first note that if h denotes the 
average slope of y for x E [xa , vs(y, ~a)] then h > 3/4 and if MS > 5/4 then 
h>l.Forifh<3/4then 
R(Y, l/2) - P~(Y, l/2) 3 1/(2h) + 1 + W/h) + 3/2 > 4 
for 12 < 314 which contradicts us > l/2. For M, > 514 we have 
&y, l/2) - v2(y, l/2) b 1/(2h) + 1 + 1@/(4h)l + 7/4 > 4 for h < 1 
which again contradicts us > l/2. Since we have that h < MI it follows that 
j;Y(x2 + 4 da G 1, (1--us)‘h (1 - ho) do = (1 - us2)/(2h) < 3/(8h) < l/2 . 
Since us > l/2 and M2 = 1 this implies that A, > MS . 
We consider first the case M, E [l, 5/4]. Then in order to reduce M, if 
we denote M,A, by x&f, it will suffice to show that 
C = (1 + M,/M,)(l/zc, - l/M,) cJ& > A, for a < l/2 
since if M4 - us < aMd we will have y E (4.1,4). We first show that 
A, < 23/10. By Lemma 6.4 we may assume that either MS > l/4 or 
u, < l/4. Now if MS > 1/4thenx, - 4 > (l/2)(4/5) + u4. But if Us 2 l/4 
then 
3/4 < 1 j;y(xs - u) do j < j- a4 (514 - u) do = 5a,/4 - a,212 
0 
and we have a4 > 1 and A, = A, - x, - xq < 23110 (we have considered 
here the case a: = l/2, for a! < l/2 the estimate for xs - x4 increases). 
If u, < l/4 then taking Mz = 514, Ma = 1 we have a4 > 1 and so 
qc~~(y, 0) - xq > (l/4)(4/5) + 1 > 6/5. For MS < 5/4 and M4 > 1 one may 
obtain the estimate r&y, 0) - x, > 6/5 + [(5/4)2 - Mz2]/8. Thus in every 
case we have A, < A, - 615 < 23/10. We also note that a! < 7132 since 
(1 - CX) < (1 - a) M4 < i” (Mz - u) do < (5/4)2(1/2) = 25/32. 
0 
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We next note that 
aClaM = (l/up - l/A&) (y. - (M4 + MJ a $/zQ > 0, 
4 
since for MS and (II fixed we have au,/aM, < 0. Thus it will suffice to establish 
our desired inequality for M, = 1 and oz, Ml in the allowable range. For 
7132 < a! < 11/32 we have that u4 + 21/32 < fM3-U4 (Ma - a) da = 
(A&s - @)/2 and so u4 < l/8 and C > 2 -@7 - (7/32) > 3. For 
1 l/32 < 01 < 13132 and 13132 < 01 < l/2 one obtains by the above proce- 
dure the estimates Us < 3/16, C > llj4, and uq < l/4, C > 39j16 > 24jlO. 
Thus in case we have C > 24jlO > 23/10 > A, and we may apply Lemma 
6.1 a finite number of times to obtain I E (4.1,4) or M4(x) < Mz(z) (case I). 
We now consider the case where M3 E [5/4, 3121. We first note that if 
il!ta 2 Ms then we may decrease A/r, . Since for Mz < 312 we have 
jzM3’4 (Ms - u) do < 3M,j4 it follows from Lemma 6.4 that u4 < Ms and so 
Thus (A& + &&)(ljud - l/A&) (Y > (5/2)(2/3)(1/a - l/4) - 1) z which 
assumes its minimum value 2 + l/2 for 01 = l/2. But since M4 > MS we 
have that A, < A, - 1 < 2 l/2 and we may decrease &l, = 
It remains to consider for MS E [5/4, 3/2] the case in which M4 < MY . 
We consider first the case 21s E [l/2, 3/4]. It again follows from Lemma 6.4 
that MS > M4/4 or u4 < Ms. 
J”” (hf3 - u) do < 3M,j4. Th 
However if x = 9M4@OMJ then 
akd 
us if A4-&& < hf4j2 we have that il/& - 2cq > m 
(1 + M&&)(l/u3 - l/J!4)(% - u.1) > (5/3)(1/3)(9i~~j10~~5) 
= M4/2M, > A, . 
Thus after a finite number of applications of Lemma 6.4 we will have 
us(z) > 3j4 or n/r,(z) < n/r,(z) which was considered earlier. 
We now show that if us > 314 then we may decrease .M4 . We first note that 
since It/r, > 5j4, us 3 314 we have that vs(y, 314) - xs < n/r, + 314 f l/32 
and in general cps(y, 314 - a) - X, < M, + 3j4 $ l/32 - u for any 
0 < u < 314. Thus if M4 < 2(3/4 - l/32) we have 
AY, M4> - x3 < 2 + l/4 -I- In 2 and so A, > l/2. 
Since M4 < M3 we would then have y E (4.1,4). Thus we have that 
2 3116 < A!14 < M, < 312. Since M4 
Since A, > M3 we have that 113’12 
< 312 we also have that A, > 15132. 
(M, - U) da ,( 299/288 < 5j12 + 23j32 
and so by Lemma 6.4 we havt that u4 < 5112. Thus if A, < 3/2 we have 
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(1 + M,/MJ(l/z+ - l/M,) A,M, > 2((12/5)(5/4) - 1) A, > 7/4 > A,. If 
A, > 312 then since Md - M,A, < 312 - 751128 < 1 and MeA, > 69132 
we have that MS > 37/32 (otherwise a5 = 0 and y E (4.1,4). But then 
~~-~~>(M~+M~)/M~>l+33/4andsoA,=d,-(x,-x~)<l+3/4. 
We may now apply Lemma 6.1 to decrease Ma . Thus after a finite number of 
applications of Lemma 6.1 we have that our modified solution z E (4.1,4) or 
Mk(.z) < M,(x) and we are in case I. 
Case IId. ~~ b 312, 213 < u, < 1. 
We first note that if A, 3 2 + l/4 and MS 3 312 then we may apply 
Lemma 6.2 to increase n/r, . For in this case we have 
A, < A, + a2 < A, - a/4 - ln(3/(2zc,)) = l/2 + ln(4/(3u,)). 
Thus we consider the expression 
The maximum value of the left side is obtained for u2 = 3e-1/2/4 and is less 
than 2.2. Thus we have (1 + A,) u3/ua < 2.2 < 914 < A, and we may 
apply Lemma 6.2 to increase M2 . 
We consider first the case u, > .79. We first note that we may restrict 
ourselves to the case us > 3/5. For if we let 
h = r% + %l/MY~ -4 - %(Y, %)I 3 679 + ~J/[4 - (4 + .Wl 
> E.79 + uajlL.46 + h(4~,/3)1 
then for us < 315 we have h > 5.3. But then a, < .21/h < .4 and so 
A, > MS + 314 > 2 + l/4 and by the previous result we may increase 
Ma. If us E [3/5,3/4] then we have 
h > 3.34 and A, > 1.5 + (.79 - .063) = 2.227. 
We also have that (1 + A,@, < (1.523 + ln[(4u,)/3])/u, < 2.17. Thus for 
us E [3/5,3/4] we may use Lemma 6.2 to increase Mz . By similar rea- 
soning one finds for us E [3/4, I] that h > 2.38, A, > 2.20, and 
(1 + A&/u, < (1 + .55 + ln(4u,/3))/u, < 2.068. For us E [I, 3/2] one has 
h > 1.97, A, > 2.183 and (1 + A&/u2 < (1 + .57 + ln(4u,/3)) < 1.87. 
Thus in both these cases we may increase M, . Finally we note that if ua > 312 
and us > l/2 then A, > MS + ua - (1 - ‘5) 213 and 
~~(1 + A&, < 2u,( 1 + 2M,/3 + 2/3)/3 < Ma + 5~~13 - 213 - l/6. 
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Thus if uQ >, .79 or us >, 312 and us 3 l/2 then we may use Lemma 6.2 
to increase M, . 
We now consider the case in which 213 < us < -79 < 415 and again show 
that Lemma 6.2 may be used to increase M2 . As noted above we may restrict 
ourselves to the case in which us < 312. As before we obtain estimates for A, 
and ~a(1 + A,)ju, . We again let 
k = p.5 + ZL,I/[~,(Y, -4 - R(Y, 4 > ~213 + +]ir7/12 + ln(4+/31. 
Then if up < 3/5 we have Iz > 2, a3 < l/6, and A, > 1 + l/2 + l/2 = 2. In 
fact if we consider A, as a function of uaA&,) > 2 + @a - 2/3) = 01(~s) for 
[us E 2/3,4/5]. We also have .&(~a) < Li - &(~a) - In 3/(2u,). Thus we 
shall show that 
for us E [2/3,4/5]. However, an easy computation for ua fixed gives 
that the masimum in the expression defining a(~~) is assumed for 
ua = 3 exp[-3/4 + (us - 2/3)]/4 and is ~a4 exp[+3/4 - (us - 2/3)]/3. 
However, since &(~~)/clzt, < 1 and d~~(zcs)/dus = 1 for ua E [2/3, 4151 our 
desired inequality follows from the fact that for zig < 3/5 
Aa(2j3) > 2 > 1.89 > u(2/3) 3 M(2/3). 
We next consider up E [3/5, 3/4]. For zca E [2/3, 3/4] we have Iz > 1717 and 
A, > 1.5 $ 2/3 - (l/3)(17/7) > 2.02. For ~~(1 + k&J/u, we have the upper 
bound 
3(1 + 7/5) + 7/12 + ln(4u,/3))/zl, < 1.9 
For 21s E [3/4,4/5] we have F, 3 17/7, A, > 2.11 and ~~(1 + -Q/U, < 2. 
For ua E [3/4, 11, zla E [2/3,4/5], we have Jr > 1.8, A, > 1.96 and 
~~(1 + A,)/u, < 1.92. For zig E [l, 3/2], us E [2/3,4/5] we have h > 13/S: 
n3 < .21, A, > 1.95 and us(1 + A,)/u, < 1.68. Thus in all these cases 
we may apply Lemma 6.2 to increase M2 until MS > Me (case I) or Con- 
dition (4.1) is satisfied for i = 4. 
Case He. Ma 3 312, us E [l/2,2/3]. 
We first note that if &IS > 2 then since us > l/2 we have that h as defined 
in case IId exceeds 2 + l/2 and so A, > 914. But as seen in case IId then M2 
may be increased. Thus we shall assume that n/l, < 2 and as noted in case IId 
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we may assume that ss = Ms . Thus in order to apply Lemma 6.1 to decrease 
MS it will suffice to show that (1 + 1/M3)(I/u3 - 1) a, > 3a,/4 > A, . 
However if ) JJ(Q + A, + a,)1 3 3MJ7 then we have that 
and a, > 13MJ(14Ms) > 13A,/7 > 4A,/3. Thus we may assume that 
a, = Ms - u, and uq < 3M,/7. Now if Ma < Ms then 
a, > M8 - 317111, > 4M,/7 > 213 3 4MJ(3 -2MJ 3 4/3A, . 
If MJ > Ms then since Ms > 312 we have X, - xs > 2 + l/2 + In 312 
and so A, < 3/5. Thus it will suffice to show that a, > 415. Since 
M, - a4 = us = Mxa4 - aa2/2 - M&, 
where c < 2 we have a4 > 3MJ[2(Ms + 1 - a,/2)]. Since M1 3 312, 
a4 < Ms < 2 this expression assumes its minimum value at Ms = 3/2 and 
we have a4 3 9/10 > 415. Thus in every case we may either decrease MS 
until x E (4.1,4) or we are in an earlier case, or we may increase Mz until 
condition (4.1) is satisfied or we are in an earlier case. 
This completes the proof of the induction step except to observe that the 
cases in which it was necessary to apply Lemma 6.2 can not arise if 2 < I < 3. 
We first note that if M1 < .695 then A$[,, = A, > 1.7. This is clear since 
A,, = 314 + In 2 > 1.44 and letting a,, = .3 one has that y(A,, + as) < --.695. 
Then if b, = 0 one has that A, = 1.7. Thus we shall assume that Ml > .69. 
Now if n/r 3 3/2 then x1 - z,, > 7/4 + In 2, A, < 1, c y(o) do < 112 and 
we have a contradiction. Thus M1 < 3/2M0 and so cases IId and IIe can not 
arise for 1 = 2. We next note that if n/r, < 312 then A, > .87. But then 
if 1 < M, < 312 and M, > 3M1,/2 > 312 we have setting M1 = 1 + a, 
that xs - x1 > (T + 7/4 + In 2 and so A, < 1 - C, A,M1 < 1 < n/r, . 
Thus c’ / ~(G-x+ + D)I do > &I1 if us 3 MJ2. But so”” 1 y(zcl + u)I da > n/r 
if u2 >, M,/2. But Ji’ I y&r + o)I du > M1 implies that a, > 1 which in turn 
implies that u, < MJ2. Thus if M1 E [l, 3/2] cases IId, He can not arise 
for I = 3. If M, E [.69, l] then u, < 1 < 3MJ2. We also note that if 
us 3 2M,/3 then a2 < Ml/3 and MIA, > Ms + M,/3 or A, > 1.83. But 
A, = d, - (~a - x1) < 3.5 - 1.7 = 1.8 and so us < 2MJ3. Finally we 
note that if M2 > 2M1 then A, < 312 and u2 < M,/2. Thus the cases in 
which it was necessary to use Lemma 6.2 can not arise for 1 = 3. This 
completes the induction step and the proof of Theorem 6.3. 
THEOREM 6.5. If A = A, then every oscillatory solution of the unstable 
equation (1.2) is bounded. 
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Pnmf. Assume (1.2) has an unbounded oscillatory solution. Then by 
Theorem 2.4 there is a solution y E B, , y(c0) = CO. It then follows from 
Theorem 5.3 that there is a solution y E B, , y(a) = 00. Then setting 
M = AC9 exp(2A,) in Theorem 6.3 let z E B, 1 i - 1, Mz(x) > M. Then 
Ms(z) < A,s, MS(z) < A,3 and by Corollary 4.2, Mj(a) < AC5 exp(2AJ for 
j < i - 3. However, since x E B, , we have that M+s(z) < A,sMf for every 
j > 0. Thus we have that M < Mi < A,3Mii-3 < A-l&f and so it follows 
that (1.2) for A = A, may not have unbounded oscillatory solutions. 
Finally we note that using Theorem 6.3 one could construct an unbounded 
solution ZL’ E B, if there existsy E B, , y( co) = 03. Thus the result in Theorem 
6.5 would follow from Theorem 4.1. 
THEOREAI 6.6. If there exists y E B, , y( CQ) = co, then there exists w E B3 , 
w(c0) = co. 
Proof. In Theorem 6.3 select n/1 > 8Ac5 and let a E B, j i - 1 be such that 
Mi(z) > 114. Then if M-, > Mi--4 we have that either A,-,&&-, > M&2 
or Ai--4Mi-5 > MJ2. In any case there exists a j < i - 3 such that 
Mj > JT/Ac” and RiMj-1 > 11412. STOW for x < yjP1(x, 2 sgn[a(Xj)]) we let 
W(X) = Z(X). We then set Mj(w) = 2, &lj+l(w) = 2, and M+,(w) = 2. Since 
LVjj-l(z) > 8 and M,(Z) > 84, we have that x~+~(w) - Xj@) < 112 and 
1 W’(X); = 2 for x E [x~+~(w), 9Cj+8(zO)]. We ROW define 
z&(x) = ((-1)j’” 2)” w(x - kzcj+&u)) 
for x E [%x@$ (k + 1) %+?@)I 
It is clear that w E B, and ZO( co) = ~3. 
and k > 1. 
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