Introduction

11
Individual or Agent Based Models (IBMs and ABMs, respectively) are widely used in ecology to under- 
We are most interested in a discrete time stochastic version of this model [5] . To arrive at this 71 model, time is first discretized into short steps of length ∆t. Integrating Equations (1)-(2) over the 72 time increment t to t + ∆t, holding the numbers of sporangia and zoospores fixed at the values at the 73 beginning of the time step (S i (t) and Z(t)) approximates the mean of our stochastic process, which we 74 choose to model as Poisson, since the numbers of sporangia and zoospores are counts. Specifically, the 75 number of sporangia S i (t + ∆t) on individual i (if it is still alive) at time t + ∆t, given the sporangia 76 and zoospore levels at the previous time (S i (t) and Z(t)), follows
77
S i (t + ∆t) ∼ Pois(λ i (t + ∆t)), where
λ i (t + ∆t) ≡ E[S i (t + ∆t)] = S i (t)e c∆t + βZ(t) cV e c∆t − 1
Individuals die between t and ∆t if the number of sporangia on the frog exceeds the lethal threshold,
78
so that S i (t) > s max , at which point all of the sporangia on the individual frog die as well (so that the 79 sporangia load is defined to be zero).
80
The zoospore level at time t+∆t depends on the zoospore level in the pool and the sum of sporangia 
Likelihood-based approach
86
Many mechanistic models in ecology are formulated as deterministic differential equation models, which 87 are frequently fit using non-statistical techniques, such as non-linear least squares [19, 43] . The use of
88
Approximate Bayesian Computation has also been proposed for deterministic models [42] . 
94
In the classical or Bayesian statistical frameworks, the approach is to first find the analytic form of 95 the likelihood, which is defined as the probability of observing the data under a parameterized model.
96
Parameter inference, given data, then proceeds by finding maximum likelihood estimators (MLEs) or 97 by sampling from the posterior distribution under particular priors. Each of the two approaches has its 98 benefits. We find the Bayesian posterior summaries of uncertainty to be more intuitive compared to the 99 classical approach of reporting confidence intervals, and so this is the approach we present here. MLEs 100 and confidence bands could also be obtained using alternative computational approaches.
101
To infer the posterior probabilities of a vector of parameters θ = [γ, µ, β, c, g, conditional independence of observations on individual frogs and the zoospore pool at a given time. By 111 conditional probability, the likelihood can be re-written as:
In our case the new zoospore levels in the pool and sporangia loads on the individual frogs depend only 113 on the levels and loads at the previous time step. In other words, the process exhibits a Markov property,
, and so the likelihood can 115 be re-written as
If we look at the dynamic of the process over a single time step (Equations (3) -(6) ), we can see that,
117
given the information about the state of the system at time t − 1, the zoospore load in the pool at time t 118 is independent of the sporangia loads observed on frogs at time t. That is
Moreover, the observed levels on each frog are conditionally independent of each other. In other words,
120
given the state of the system and parameters at time t − 1, (S, A) t and Z t are conditionally independent,
121
as are any pairs (S, A) i,t and (S, A) j,t where i = j. Furthermore, the state of individual i at time t only 122 depends on the parameters, its own state, and the reservoir at the previous time step (i.e. (S, A) i,t is 123 independent of (S, A) j,t−1 for i = j) so we can write the likelihood as
The second term in the above product is the Poisson distribution described in Equation (5) with mean
125
given by Equation (6). Then the likelihood can be written as
We can reverse the ordering of the products over i and t in the first term of the above expression, and 127 write things more compactly as
where
is the probability of observing the data on the i th frog at time t conditional on the data at the previous 130 time step and the parameters. By conditional probability, we can write this as
The probability that the individual is in state A i,t = {0, 1} is distributed as a Bernoulli random variable,
132
conditional upon the parameters, and all the data at time t − 1,
where the probability of a success, p i,t , defined as the frog being alive at time t (A i,t = 1), is the 134 probability that the number of sporangia on the frog will less than s max , i.e.,
where F x (q) denotes the cumulative distribution function up to x for the Poisson distribution with pa-136 rameter q. Conditional on A i,t , then, the probability of observing the sporangia load on the frog is given
where δ (S i,t ,0) is the Kronecker delta function. Note also that, for completeness, we can specify that
139
Pr(A i,t = 0|A i,t−1 = 0) = 1, although the data we observe ensure this. Let T i be the last time that the 140 frog is observed alive. Using this together with Equations 14 and 16, we can then re-write the expression
Incorporating the expression for D i,t into Equation 11, we arrive at an expression for the full likelihood:
Simulation Experiment
144
Once the likelihood has been derived, various approaches could be used for parameter inference. As an 145 example of how this can proceed, we seek to infer parameters using a single stochastic realization of Table 1 . This data realization is shown in Figure 2 . we correctly identify uninfected individuals as having zero fungal load (S i = 0).
159
The likelihood is a sufficiently complicated function of the data and parameters that analytical meth-160 ods are not feasible. Thus we turn to numerical methods, specifically Markov chain Monte Carlo
161
(MCMC) methods in the Bayesian context. We specify weak priors on all parameters (see Table 1 ) 162 and sample from the posterior distribution of the parameters using a variation of the random walk 
168
We begin with inference for the system without observational error. Figure 3 shows the samples from the we can see that the prior distributions for the parameters in the regions of high posterior probability were 174 very uninformative (i.e. the priors are low and flat in these regions).
175
Next we examine the two cases where additional observation error is added to the data, but the model consider simpler or non-heuristic version of the model that is amenable to a likelihood based analysis.
229
For the IBM described in this paper the most important simplifying assumptions are: 1) that transitions 230 are described by parametric distributions; 2) that individuals are conditionally independent at the current 231 time step, so that their current state only depends on the states of other individuals at previous times;
232
3) the system exhibits a Markov property (the state at time t only depends on the state at time t − 1). proposes new values with a user-specified probability related to the location of the parameters relative 271 to the original sample, evaluates the posterior probability density of the new sample, then "accepts"
272
the new sample probabilistically, where this probability is proportional to the posterior of the last and
273
proposed samples and the probability of the proposed samples. In particular, the acceptance ratio for the
274
MH algorithm is defined to be
where θ l is the last accepted draw of the parameters, θ * is the proposed parameter set, p(·) denotes the 276 distribution we are trying to sample from, in our case the posterior distribution, and J(θ 2 |θ 1 ) the jump
277
(or proposal) distribution, which gives the probability of proposing parameters θ 2 given that the current 278 parameters are θ 1 . More specifically, the algorithm is as follows:
279
• Choose an initial setting of the parameter vector θ (0)
2. propose a new value of the parameters θ * remains fixed at θ (τ ) )
287
The Metropolis-within-Gibbs algorithm is a variant of the MH algorithm which allows one to update were tuned in preliminary runs so that an appropriate balance of acceptance and mixing was achieved.
304 Figure 3 shows the samples from the joint posterior distributions plotted for pairs of parameters obtained 305 using this method. Although most pairs of parameters are fairly independent, the exceptions are the 306 strong correlations between c and β (or in the plot ln β) and between g and γ (or log 10 γ). Thus we 
