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Abstract—Data driven methods for time series fore-
casting that quantify uncertainty open new important
possibilities for robot tasks with hard real time constraints,
allowing the robot system to make decisions that trade off
between reaction time and accuracy in the predictions.
Despite the recent advances in deep learning, it is still
challenging to make long term accurate predictions with
the low latency required by real time robotic systems.
In this paper, we propose a deep conditional generative
model for trajectory prediction that is learned from a
data set of collected trajectories. Our method uses an
encoder and decoder deep networks that maps complete or
partial trajectories to a Gaussian distributed latent space
and back, allowing for fast inference of the future values
of a trajectory given previous observations. The encoder
and decoder networks are trained using stochastic gradi-
ent variational Bayes. In the experiments, we show that
our model provides more accurate long term predictions
with a lower latency that popular models for trajectory
forecasting like recurrent neural networks or physical
models based on differential equations. Finally, we test
our proposed approach in a robot table tennis scenario
to evaluate the performance of the proposed method in a
robotic task with hard real time constraints.
I. INTRODUCTION
Dynamic high speed robotics tasks often require
accurate methods to forecast the future value of a
physical quantity based on previous measurements while
respecting the real time constraints of the particular
application. For example, to hit or catch a flying ball
with a robotic system we need to predict accurately
and fast the trajectory of the ball based on previous
observations that are often noisy and might include
outliers or missing observations. Note that the time it
takes to compute the predictions, called latency, is as
important for the application as the accuracy in the
prediction. In our previous example, the prediction of the
future ball positions are only useful if the computation
time is significantly faster than the ball itself.
Both physics based [18] and data-driven [1] models
are used for trajectory forecasting. Physical models
based on differential equations have been typically pre-
ferred to model and predict trajectories in high speed
robotic systems [11], because they are relatively fast
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for predictions and are well studied models known to
provide reasonably good predictions for many problems.
However, in some applications like pneumatic muscle
robots [2], the best known physic based models are
not accurate enough to be useful for control. Even
in cases where the physics are relatively well known,
estimating all the relevant variables to model the system
can be difficult. In table tennis, for example, estimating
the spin of the ball in real time from images is hard.
In addition, small lens distortion on the vision system
makes the position estimates not equally accurate in all
the robot work space, rendering the estimation of the
initial position and velocity less accurate. A data-driven
approaches, on the other hand, may have the potential
to estimate the spin from its effect on the trajectory and
ignore the lens distortion as long as it is present both
at training and test time. However, popular data-driven
methods for time series modeling like recurrent neural
networks [13] and auto-regressive models [1] suffer
from cumulative errors that render trajectory forecasting
inaccurate as we predict farther into the future.
In this paper, we propose a novel method for trajectory
prediction that mixes the power of deep learning and
conditional generative models to provide a data-driven
approach for accurate trajectory forecasting with the
low latency required by real time applications. We
Fig. 1: Robot table tennis setup used to evaluate the
trajectory forecasting methods. The ball is tracked using
four VGA resolution cameras attached to the ceiling
with a sampling frequency of 180 frames per second.
The robot arms are Barrett WAM capable of high speed
motion, with seven degrees of freedom like a human
arm.
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Fig. 2: Example of a ball trajectory in X, Y and Z (in meters) with respect to time (in seconds) and the respective
prediction using LSTMs and the proposed method (TVAE). The observed ball trajectory is depicted in red, the
prediction using a LSTM is depicted in green, and the prediction using the proposed model is depicted in blue.
The shaded area corresponds to one standard deviation. Both models are given input observations until t = 0.25 s,
and are asked to predict the rest of the ball trajectory. Note the cumulative error effect in the LSTM forecasting,
the error grows very large as we predict farther into the future. The proposed method is more accurate for long
term predictions than the LSTM.
follow a similar approach to conditional variational auto-
encoders [15], using a latent variable z to represent
an entire trajectory, as well as an encoder and decoder
network to map trajectories to and from the latent
representation z. Our model is trained to maximize
the conditional log-likelihood of the future observations
given the past observations, using stochastic gradient
descent and reparametrization for the optimization [10]
of the variational objective. In addition, we introduce
strategies to make the model robust to missing observa-
tions and outliers. We evaluate the proposed approach
on a robot table tennis setup in simulation and in the
real system, showing a higher prediction accuracy than a
LSTM recurrent neural network [9] and a physics based
model [3], while achieving real time execution perfor-
mance. An open-source implementation of the method
presented in this paper is provided [14]. Figure 1, shows
an image of the robot system used in the experiments,
consisting of two Barrett WAM robot arms capable of
high speed movement, and a vision system [7] using four
cameras with a frequency of 180 frames per second.
II. TRAJECTORY PREDICTION
The term trajectory is commonly used in the robotics
community to refer to a realization of a time series or
Markov decision process. Formally, we define a trajec-
tory τn = {ynt}Tnt=1 of total length Tn as a sequence of
multiple observations ynt, where the index t represents
time and n indexes the different trajectories in the data
set. For example, for the table tennis ball prediction
problem, the observation ynt is a 3 dimensional vector
representing the ball position at time index t of the ball
trajectory n.
Each trajectory τn ∼ P (τ) is assumed to be indepen-
dently sampled from the trajectory distribution P (τ).
For trajectory prediction, we need to be able to predict
the future trajectory based on previous observations. Let
us use yt to denote the random variable representing
the observation indexed by time t in any trajectory. For-
mally, the goal of trajectory forecasting is to compute the
conditional distribution p(yt, . . . ,yT |y1, . . . ,yt−1),
representing the distribution of the future values of
a trajectory {yt, . . . ,yT } given the previous obser-
vations {y1, . . . ,yt−1}. From this point on, we will
use y1:t to denote the set of variables {y1, . . . ,yt}
compactly.
Trajectory or time series forecasting methods is an
active research area of machine learning. Examples
of popular approaches for time series forecasting in-
clude recurrent neural networks [13], auto-regressive
models [1], [16] and state space models [4]. Some
of which include real time performance considera-
tions [12]. All these approaches share in common that
they model p(yt |y1:t−1), and use the factorization
property of probability theory
p(yt:T |y1:t−1) =
T∏
i=t
p(yi |y1:i−1),
to model and predict the entire future trajectory from
past observations. Note that these models predict directly
only one observation into the future yvi given the
past y1:i−1. To make predictions farther into the future,
the predictions of the model are fed back into the
model as additional input observations. We will call an
approach for trajectory forecasting “recursive” if it uses
its own predictions as input to predict farther into the
future.
An advantage of the recursive approaches is that they
can model sequences of arbitrary length by design.
It is always possible to make predictions with any
given number of observations for any arbitrary number
of time steps into the future. On the other hand, the
recursive approaches have the disadvantage that errors
are cumulative. Note that the predictions of the recursive
approaches are fed back into the model. As a result, early
small prediction errors can cause big forecasting errors
as we try to predict farther into the future. For problems
with high stochasticity like traffic [17], weather or stock
market price prediction [1], where some of these models
are commonly applied, it is reasonable to assume that
no method will ever make almost exact long term
predictions based only in previous observations.
However, for trajectory prediction in physical sys-
tems, where we are measuring all the relevant variables,
we would expect long term prediction to be more
accurate. For example, we know that the model used to
generate the table tennis ball trajectories in simulation
is deterministic once the initial state is set. However, the
long term prediction error using an LSTM [9] recurrent
neural network is about twice as large as using the
physics based model. Figure 2 shows an example ball
trajectory and the model predictions using an LSTM,
depicted in green. The cumulative error effect for the
LSTM model is easy to notice, specially in the Y
coordinate, where the predictions deviates early from
the ground truth ball trajectory depicted in red.
III. DEEP CONDITIONAL GENERATIVE
MODELS FOR TRAJECTORY FORECASTING
We have discussed how recursive methods like recur-
rent neural networks suffer from cumulative errors that
render long term predictions less accurate. Therefore,
our goal is to find a way to represent the conditional
distribution p(yt:T |y1:t−1) directly, in a way where the
model predictions are not fed back into the model. In
addition, we want to use a powerful model that can
capture non linear relationships between the future and
the past observations.
Note that for a fixed value t, we could
model p(yt:T |y1:t−1) directly as a regression problem.
To deal with an arbitrary number of input observations t,
we could train T different regression models
{p(y2:T |y1), p(y3:T |y1:2), . . . , p(yT |y1:T−1)}
for all possible number of input observations, using
at test time the model for the particular number of
observations t given as input. Such an approach would
not be able to exploit the correlation and redundancy
between all the different regression models that are
performing so similar tasks. In addition, this approach
requires to train and store a large number of models.
A. Deterministic Regression Using Input Masks
We propose a simple solution using a single regression
model for any cut point t. We use two auxiliary input
variables xt and xˆt that represent a zero-padded input
observations and an observation mask. Given a set of
observations y1:t−1 we set x
t
1:t−1 = y1:t−1, x
t
t:T = 0,
µz
σz
gφ(xt, xˆt)
(a) Encoder network
(xt, xˆt)
z
fθ yˆ
(b) Decoder network
Fig. 3: Encoder and decoder networks for the proposed
approach. The encoder network takes as input the past
observations encoded in the variables (xt, xˆt) and pro-
duces a Gaussian distribution for the latent variable z
with mean µz and standard deviation σz . The decoder
network takes a sample z and the past observations
and produces a trajectory estimate yˆ including both the
future yˆt:T and the past yˆ1:t−1.
xˆt1:t−1 = 1 and xˆ
t
t:T = 0. The variable x
t, represents the
observations seen so far, padding the non-observed part
of the trajectory with zeros. Similarly, the variable xˆt
represents a {0,1} mask indicating which values were
observed and which values were not. Using the auxiliary
variables xt and xˆt we can make predictions with any
number of input observations t ∈ {0, 1, . . . , T} using
a single regression model even if we have missing
observations.
The proposed approach assumes a fixed duration
horizon T for all trajectories. This is a limitation for
our approach compared to all the recursive models, that
can model trajectories of any duration. We trade the
flexibility of being able to model trajectories of arbitrary
duration for higher accuracy in the predictions and faster
computation times.
B. Capturing Uncertainty and Variability
Quantifying the uncertainty of the trajectory predicted
by the model is important for decision making. A self-
driving car, for example, could reduce the speed if there
is high uncertainty about the trajectory of a pedestrian
crossing the street. For real time systems, the ability to
quantify uncertainty allows the agent to make decisions
that compromise between accuracy and time to react. In
robot table tennis, for example, the robot could wait for
more ball observations if there is high uncertainty about
the ball trajectory, but waiting too long will result in
failure to hit the ball.
We capture uncertainty in our model using a latent
variable z, that can be mapped to a trajectory using
a complex non-linear function, similarly to other deep
generative models approaches [6] like variational auto-
encoders. We assume that the future observations yt:T
are independent given the latent variable z and the
previous observation y1:t−1, and are distributed by
p(yt:T |y1:t−1, z) =
T∏
i=t
N (yi | yˆi,Σy ) , (1)
where yˆ is the estimated trajectory produced by the
decoder network fθ from and Σy represents the ob-
servation noise.
The decoder network, depicted in Figure 3b, takes
as input the previous observations y1:t−1 represented
by (xt, xˆt) as well as the latent variable z that encodes
one of the possible future trajectories. The output of
the decoder network yˆ contains the predicted value
for the future observations yt:T . We also use an en-
coder network gφ that produces the variational distribu-
tion qφ(z |y1:t). The encoder network encodes a partial
trajectory with observations y1:t to the latent space z.
C. Inference
At prediction time, we typically want to draw several
samples of the future trajectory conditioned on the
previous observations p(yt:T |y1:t−1). To do so, we
compute first the latent space distribution p(z |y1:t−1)
by passing the given observations through the encoder
network gφ. Figure 3a shows a diagram of the encoder
network. Given the previous observations, the encoder
provides us with a mean µz and standard deviation σz
vector for the latent variable z. Subsequently, we sample
several values zl ∼ N (z |µz,σz ). Each sample zl and
the previous ball observations are passed through the
decoder network to obtain a sample future trajectory.
The inference process at prediction time is therefore
very efficient. It requires a single pass through the
encoder and the decoding process for every sample zl
can be done in parallel. In contrast with recurrent
neural networks, the prediction process can be easy
parallelized, allowing fast execution even for relatively
large deep learning models.
D. Training Procedure
The conditional likelihood using the latent variable z
is given by
p(yt:T |y1:t−1) =
∫
p(yt:T |y1:t−1, z)p(z |y1:t−1)dz,
(2)
with p(yt:T |y1:t−1, z) given by (1). We use the de-
coder network gφ to compute p(z |y1:t−1). The inte-
gral required to evaluate the conditional likelihood is
intractable. We follow the approach used for Conditional
Variational Auto-Encoders [15] (CVAE), optimizing in-
stead a variational lower bound on the conditional log
likelihood given by
log pθ(yt:T |y1:t−1) ≥ −KL(qφ(z |y1:T )‖qφ(z |y1:t−1))
+ Eqφ(z |y1:T )[log p(yt:T |y1:t, z)],
(3)
where qφ(z |y1:T ) is the variational distribution given
by
qφ(z |y1:T ) =
K∏
k=1
N (zk ∣∣µkz , σkz ),
with µz and σz produced by the encoder network and K
is the size of the latent vector z. The first term of the
objective keeps the distributions of z for partial trajec-
tory and complete trajectories close. The second term
forces the latent representation to be a good predictor
for the future trajectory. The KL divergence term can
be computed in closed form since both qφ(z |y1:T )
and q(z |y1:t−1) are Gaussian distributions. The expec-
tation is approximated with Montecarlo by sampling z
from the variational distribution qφ(z |y1:T ). Note that
the only difference between optimizing the second term
on (3) and optimizing (2) is that the expectation is
computed over a complete or a partial trajectory respec-
tively. This difference is key to compute the expectation
using Montecarlo. The distribution over z using partial
trajectories is typically too broad to be efficiently and ac-
curately approximated using Montecarlo, specially when
the cut point t is small.
Similarly to other deep generative models like vari-
ational auto-encoders, the lower bound on (3) can
be optimized using stochastic gradient descent. The
“reparametrization trick” [10] is used to compute gra-
dients. We provide an open source implementation of
the proposed method available in [14]. The training set
consists of a set of trajectories τn each of a possibly
different length Tn. When we sample mini-batches to
train our model, we randomly select a cut point t for
the trajectory τn with 0 < t ≤ τn, and compute the
lower bound for p(yt:T |y1:t−1) using the particular cut
point t. That way, our model will learn to make predic-
tions for any number of given observations, including
an empty set of observations. Finally, to make our
model more robust to missing observations or outliers,
we can randomly generate missing observations and
outliers for the previous observations y1:t−1 in each of
the trajectories included in the training mini-batch. To
generate outliers we simply replace an observation with
a random value within the domain of the input.
IV. EXPERIMENTS
We evaluate the proposed method to predict the trajec-
tory of a table tennis ball in simulation and in a real robot
table tennis system. Predicting accurately the trajectory
of a table tennis ball is difficult mostly because the spin
is not directly observed by the vision system [7], but is
significant due to the low mass of the ball.
We measure the prediction error and the latency,
both important factors for real time robot applications.
We use “TVAE” (Trajectory Variational Auto-Encoder)
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Fig. 4: Distribution of the error in the test set for simulated data and real data as a function of the number of
observation to predict into the future. The error is measured as the distance between the predicted trajectory and
the ball trajectory measured with the cameras. For each model, the thick line represents the mean error and the
shaded area is one standard deviation. Note that in simulated data our model performs as well as the differential
equation based prediction, which was the model used in simulation and therefore is the best we can get. In real
data, our model outperforms both the LSTM and differential equation models, specially as we predict farther into
the future.
to abbreviate the name of the proposed method. We
compare the results with an LSTM and the physics-
based differential equation prediction. For the differen-
tial equation method, we use the ball physics proposed
in [11]. This physics model considers air drag and
bouncing physics but ignores spin. To estimate the initial
position and velocity, we use the approach proposed
in [3], that consists on fitting a polynomial to the
first n observations and evaluating the polynomial and
its derivative in t = 0. We tried different values of n
and chose the one with better results.
A. Prediction Accuracy in Simulation
The simulation uses the same differential equation
we used by on physic based model. The results should
be optimal for the physics-based model on simulation,
where the only source of error is the initial position
and velocity estimation from noisy ball observations.
To simulate the average position estimation error of
the vision system [7] in simulation, we added Gaussian
white noise with a standard deviation of 1 cm.
We generated 2000 ball trajectories for training, and
another 200 for the test set. Figure 4a shows the predic-
tion error (mean and standard deviation) in simulation
over the test set. Note that the error distribution of
the proposed method and the physics based model is
almost identical, which is remarkable provided that the
physics model used for the simulator and the differential
equation predictor are the same. The results of the LSTM
are slightly better than the proposed model for the first
10 observations into the future, but the error for long
term prediction is about three times as large as the error
for the physics or the proposed model.
B. Prediction Accuracy in the Real System
The real system consists of four RGB cameras taking
180 pictures per second attached to the ceiling. The
images are processed with the stereo vision system
proposed in [7], obtaining estimations of the position
of the ball. There are several issues that make ball
prediction harder on the real system: There are missing
observations, the error is not the same in all the space
due to the effects of lens distortion, and the ball spin
can not be observed directly. We used the vision system
to collect 614 trajectories for the training set and 35
trajectories for the test set.
Figure 4 shows the prediction error on the test set
as a function of the number of observations to predict,
feeding the model the first 30 observations. For each
model, we present the average error as a thick line and
shade the area around one standard deviation. Note that
in the real system, our model outperforms the long term
prediction accuracy of the other models. The LSTM, as
expected, is very precise at the beginning but starts to
accumulate errors and becomes quickly less accurate.
The physics based system is less accurate that the
proposed model, but is more accurate than the LSTM.
The reason is that the physics model without spin is a
good approximation in cases where the spin of the ball
is very low.
0 50 100 150 200
0
0.2
0.4
0.6
0.8
Number of given observations
A
vg
.e
rr
or
lstm
diff. eq
dcgm
Fig. 5: Prediction error and likelihood on simulated data
as a function of the number of given observations. The
error for the proposed model and the physics based
model converge with between 30 and 50 observations,
whereas the LSTM model needs between 100 and 150
observations to obtain a similar error rate.
C. Number of Input Ball Observations
The trajectory prediction task consists on estimat-
ing the future trajectory yt:T given the past observa-
tions y1:t−1. Accurate predictions with a relatively low
number of input observations t is important to allow
for reaction time for the robot. Figure 5 shows the
average prediction error over the entire ball trajectories
as we vary the number of input observations t. Note that
the prediction error converges for the proposed model
with t between 40 and 50 observations. Similarly for the
physics based model. On the other hand, the LSTM error
converges after approximately 150 input observations,
allowing a very low reaction time for the robot.
D. Robot Table Tennis
The robot table tennis approach presented in [8]
consists of learning a Probabilistic Movement Primitive
(ProMP) from human demonstrations, and subsequently
adapt the ProMP to intersect the trajectory of the ball. To
use [8], the trajectory of the ball must be represented as a
probability distribution for three main reasons: First, the
initial time and duration of the movement primitive are
computed by maximizing the likelihood of hitting the
ball. Second, the movement primitive is adapted to hit
the ball using a probability distribution by conditioning
the racket distribution to intersect the ball distribution.
Third, to avoid dangerous movements, the robot does
not execute the ProMP if the likelihood is lower than a
certain threshold. All these operations would not work
if only the mean ball trajectory prediction is available.
We modified the ProMP based policy to use the
proposed ball model. To compute the ball distribution
we took 30 trajectory samples from our model and com-
puted empirically its mean and covariance. We obtained
a hitting rate of 98.9% compared to a 96.7% reported
in [8] obtained using a ProMP as well for the ball model.
One important difference between the adapted table
tennis policy and [8] is that we do not need to retrain the
ball model every time the ball gun position or orientation
changes. Using a ProMP as a ball model is only accurate
if all the trajectories are very similar. Whereas our
approach can accurately predict ball trajectories with
high variability. This experiment also shows that the
presented approach can be used in a system with hard
real time constraints. Our system can infer the future
ball trajectory from past observations with a latency
between 8 ms and 10 ms.
V. CONCLUSIONS
This paper introduces a new method to make pre-
diction of time series with neural networks. We use
a Gaussian distributed latent variable that encodes dif-
ferent trajectory realizations, allowing us to draw tra-
jectory samples from the learned trajectory distribution
conditioned on any arbitrary number of previous ob-
servations. The proposed method is suitable for real
time performance applications such as robot table tennis.
We discussed why our method does not suffer from
the cumulative error problem that popular time series
forecasting methods such as LSTM have, and showed
empirically that our method provides better long term
predictions that other competing methods on a ball
trajectory prediction task.
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