Abstract-We prove that for any modulation, demodulation, and coding schemes and under general assumptions on the wireless channel model, the optimal power-efficient policy for transmit power assignment is necessarily of threshold nature. Although detailed features of this policy are quite complicated, it admits a simple and practical suboptimal version. Since both the optimal and suboptimal policies may have poor location-fairness characteristics, we introduce novel performance metrics (e.g., the average downtime and uptime), which quantify the short-term behavior of these policies, and develop analytical methods for their evaluation. Using these methods, we show that, although threshold policies may be extremely power efficient, users in poor locations relative to the base station may have unacceptable short-term performance characteristics. To alleviate this deficiency, we introduce an adaptive threshold policy, in which the threshold is adjusted to the user's location, and show that it is both relatively power efficient and location fair.
I. INTRODUCTION
T HIS paper is devoted to the analysis and design of threshold policies for power-efficient operation of wireless networks. According to these policies, a user transmits a packet if its channel conditions are good enough and abstains from transmission otherwise. Since poor channel conditions often require large transmit power, this leads to an improvement in power efficiency. However, this may also cause long time delays for users experiencing bad channel conditions. Thus, there are pros and cons in using threshold policies.
The current literature contains two lines of research on threshold policies in wireless networks. The first one can be referred to as information theoretic. It focuses on the problem of maximizing the capacity of a fading channel with side information, subject to an average power constraint [1] - [5] (see [6] for a comprehensive review). This research has shown that the optimal power allocation is characterized by "water-filling" over the fading states, implying that a user must remain silent when its fading state falls below a certain threshold.
The second line of research can be referred to as operational. It is centered on designing specific threshold policies and analyzing their performance characteristics. Namely, [7] investigates the performance of a constant-power threshold policy in terms of how the threshold affects the average power consumption, transmission rate, and time delay. In [8] , a threshold-based dynamic power management algorithm is developed from the solution to a power allocation problem. This algorithm, which takes advantage of time-varying interference, is shown to be power efficient but delay prone. It is then modified in [9] to make it backlog sensitive and less delay prone. In [10] , a variable-rate variable-power -ary quadrature amplitude modulation (MQAM) technique with truncated channel inversion is proposed for fading channels. Spectral efficiency of this technique is calculated, shown to outperform nonadaptive schemes, and compared to theoretical bounds. Reference [11] evaluates the performance of truncated power control in both single-and multiple-cell code-division multiple-access (CDMA) systems, including the resulting power efficiency, capacity gain, and outage probability. Finally, [12] suggests a threshold-based, combined power/code rate adaptation for Reed-Solomon coded frequenct-hopped spread-spectrum multiple-access (FH/SSMA) systems and demonstrates its power efficiency.
Although the existing literature has provided considerable understanding of the fundamental properties of threshold policies in wireless networks, there are a number of open questions, which fall between the information-theoretic and operational approaches. These include the following. a) Given a communication system defined by its modulation, demodulation, coding, and channel, will the transmission policy that maximizes its power efficiency, subject to a desired average throughput, be necessarily of threshold nature? If so, what is the optimal power allocation? b) What are the short-term performance characteristics of threshold policies? For instance, how does the short-term average throughput depend on the mobile user's location vis-à-vis the base station? What is the variability of shortterm average throughput? c) What are the tradeoffs among long-term power efficiency, long-term average throughput, and short-term performance? d) If threshold policies have poor short-term performance, how could they be modified so that it is improved? This paper is devoted to answering the above questions. Specifically, we prove that the transmission policy, which solves the problem stated in a) is always threshold in nature. In addition, the optimal power allocation is explicitly obtained under some assumptions. We address b) by introducing several novel metrics, which we believe are important for quantifying short-term behavior of threshold policies. They include: conditional expectation of short-term average throughput given location, variance of short-term average throughput, and expected number of consecutive time slots without, and with, a transmission. These metrics are referred to as location fairness, 1 throughput variability, downtime, and uptime, respectively. We also develop analytical methods for evaluating these performance metrics, since such methods are valuable in gaining insights as well as for design purposes. Using these methods, we quantitatively study the tradeoffs stated in c). Finally, to answer d), we first analytically verify that threshold policies indeed have undesirable short-term performance. We then design an adaptive threshold policy that adjusts its threshold dynamically and show that it yields good power efficiency and excellent short-term behavior.
The outline of this paper is as follows: In Section II, the wireless network model is described. Performance measures are introduced in Section III. In Section IV, the optimal transmission policy is proved to be of threshold nature and derived explicitly. In Section V, we consider a simple threshold policy, develop analytical methods for evaluating its performance, and use these methods to quantify various tradeoffs. Section VI presents an adaptive threshold policy and illustrates how it enhances shortterm performance, while being reasonably power efficient. Finally, the conclusion is formulated in Section VII. The proofs are included in Appendixes I and II.
II. MODELING
The wireless network considered in this paper consists of a mobile user, a channel, and a base station. Assumptions on each of these elements are as follows.
A. User
At each time slot , the user sends an information packet to the base station with transmit power . If , no transmission takes place.
B. Channel
The channel affects the transmissions so that the received signal-to-noise ratio (SNR) at time slot , , is given by (1) where is the channel gain, which combines path loss, shadowing, thermal noise power, and other radio-wave propagation effects, and is the log-channel gain. The sequence of log-channel gains is assumed to be a random process, rather than a sequence of independent and identically distributed random variables as in [1] - [5] , [7] - [12] , in order to capture the fact that channel conditions are correlated in time. Several additional assumptions will also be imposed. The first one, given below, is the most general one and will be used in the derivation of the optimal transmission policy. 1 In many situations, users at locations close to the base station experience better channel conditions. However, this is not always the case. Reference [13] shows that users at the same distance from the base station but different locations may experience dramatically different propogation losses. Therefore, in this research we use the term location fairness rather than distance fairness.
Assumption A1: Process is such that each is a continuous random variable with probability density function satisfying .
Remark 1:
Although the assumption that seems somewhat artificial, it is introduced here to simplify the analysis.
The second assumption, more restrictive than the first, will be used to analyze the performance of transmission policies investigated in this work. 
Remark 2:
Typically, path loss is slow varying relative to time-slot duration, and shadowing is lognormally distributed. Hence, the channel gain, being a product of path loss and shadowing, may be modeled as a lognormal random process as stated in Assumption A2.
Note that in the second assumption, no specific form for is given. For performance comparison, we assume below a particular expression for . By a suitable choice of , , and , the third assumption allows the process to be viewed as a sum of two independent, WSS Gaussian random processes with distinct characteristics: 1) A slow process with autocovariance function that captures slow-varying phenomena, such as path loss, and 2) a fast process with autocovariance function that captures fast-varying phenomena, such as shadowing. See Fig. 1 for an illustration.
C. Base Station
If a packet is sent at time slot , i.e., if , the base station attempts to decode the packet. Otherwise, i.e., if , no attempt is made. The (normalized) throughput at time slot , , is assumed to be a function of the SNR
where depends on the modulation, demodulation, and coding schemes employed, as well as the channel.
Several assumptions on will be introduced. The first one will be used to derive the optimal transmission policy. Assumption B1: Function is strictly increasing, satisfies , and has a continuous, bounded derivative .
The second assumption, used in performance analysis, does not require to be differentiable.
Assumption B2:
Function is strictly increasing and satisfies .
The third assumption, used in performance comparison, requires a specific . To derive this , suppose the network operates in a Rayleigh-fading channel using binary frequency-shift keying (BFSK) modulation, noncoherent demodulation, and the Reed-Solomon codes with and with symbols from a Galois field of elements. Suppose the throughput is defined as a product of the code rate and the probability of correct decoding , i.e., . A packet sent at time slot would then have a bit-error probability of [14] (which accounts, in particular, for fast fading) and a given by [15] 
Thus, if is fixed at some desired value , it follows from (2), (3) that If is selected to maximize for each [16] , another is obtained These 's are illustrated in Fig. 2 . The preceding discussion is valid if a packet is sent at time slot , i.e., (see (1) To summarize, the network considered in this paper is modeled by (1), (2), with specified by Assumption A1, A2, or A3, and by Assumption B1, B2, or B3.
III. PERFORMANCE MEASURES
Typically, performance metrics considered in wireless networks are the average throughput and, perhaps, the average transmit power, defined on the infinite time interval. Unfortunately, these averages may be deficient in delay-sensitive applications. The reason is that, even if, for example, the average throughput is high, it does not imply that a reliable communication has taken place at every relatively short time interval. To account for this deficiency, in this work we consider averages defined on finite time intervals: the finite-time average transmit power (5) and the finite-time average throughput (6) For the sake of brevity, we omit below the term "finite time." The averages (5), (6) are random variables. In this work, a number of their statistical properties are examined and treated as performance metrics. Under the assumption of ergodicity, P1 and P2 coincide with the infinite-time averages. Measure P2 reflects only the "average" behavior of . It does not tell how would depend on the user's location relative to the base station, nor does it describe the variability of . As a result of the latter, little can be said about the probability that exceeds a certain level and, hence, about whether communications are reliable. These shortcomings are alleviated by a pair of measures introduced next.
Performance Measure P3: Conditional mean of given , i.e., .
Since a large (small) typically corresponds to the user being in a good (bad) location at time slot , P3 expresses the dependency of on location and, thus, characterizes short-term location fairness of the network.
Performance Measure P4: Variance of , i.e., .
Measure P4 represents throughput variability and, together with , provides bounds on the probability that exceeds a certain level (via the Chebyshev inequality). Two additional measures, intended to describe the regularity of transmissions, are the number of consecutive time slots without, and with, a transmission, referred to as the downtime and uptime, respectively. To formalize these measures, let denote the set of positive integers and let and be expressed as in (7) and (8) at the bottom of the page. Then, whenever , a period without a transmission begins at time slot and lasts for time slots, i.e., the downtime is ; analogously, whenever , a period with consecutive transmissions begins at time slot and lasts for time slots, i.e., the uptime is . Here, we are interested in the following values.
Performance Measure P5: Mean downtime, i.e., .
Performance
Measure P6: Mean uptime, i.e., .
IV. THRESHOLD NATURE OF OPTIMAL TRANSMISSION POLICY
In this section, we prove that, to communicate information in the most power-efficient manner, the user must remain silent whenever the channel condition is worse than some threshold, and must transmit otherwise. Also, such threshold exists regardless of the modulation, demodulation, and coding schemes employed, as well as the channel, provided that they satisfy some mild assumptions.
We begin with the definition of a transmission policy and a threshold policy, followed by the formulation of an optimization problem.
Definition 1:
A transmission policy is a function that, at each time slot , maps the log-channel gain to the transmit power , i.e.,
if and otherwise (7) if and otherwise.
Thus, a transmission policy at each time slot decides whether the user would send a packet, i.e., , or remain silent, i.e., , and, in the former case, with what power to transmit. (9) is not physically realizable since needs to be determined before the beginning of time slot but is not available until the end of time slot . This issue can be dealt with, at least partially, using, for instance, a predictor for . We shall ignore this issue here, however, for simplicity.
Remark 3: Transmission policy

Definition 2:
A transmission policy is a threshold policy if there exists such that if and if .
Hence, a threshold policy at each time slot instructs the user to send a packet if , i.e., the channel condition is better than some threshold , and remain silent otherwise.
Problem 1: Consider a network described by (1), (2), with specified by Assumption A1 and by Assumption B1. Given , , and , find a transmission policy that minimizes the mean of the average transmit power from time slot to , i.e., , subject to the mean of the average throughput over the same time slots, i.e., , being equal to , i.e., subject to
Remark 4:
The inequality ensures that Problem 1 is feasible, and exists because is strictly increasing and bounded from above.
Clearly, a network operating under the optimal transmission policy, i.e., the solution to Problem 1, may be regarded as having the most power-efficient operation.
Theorem 1:
If is a solution to Problem 1, then is a threshold policy.
Proof: See Appendix I.
Theorem 1 guarantees neither the existence of a solution to Problem 1 nor its uniqueness. It merely says that, if a solution exists, it is a threshold policy. The value of Theorem 1 comes from its contrapositive and generality: if a transmission policy is not a threshold policy, it is not the most power efficient, irrespective of the type of modulation, demodulation, coding, and channel, as long as they satisfy mild assumptions (Assumptions A1 and B1).
A result stronger than Theorem 1-the analytical solution to Problem 1-but valid only for a specific class of is stated next.
Theorem 2:
If, in addition to Assumption B1, is strictly concave, then Problem 1 has a unique solution given by if otherwise (10) where is the inverse of and is the unique solution to (11) Under the optimal transmission policy , the throughput is if otherwise.
(12) Moreover, is strictly increasing with respect to for , and . Proof: See Appendix I.
In Theorem 2, the threshold can be evaluated numerically via, for example, the bisection method, using the fact that the left-hand side of (11) strictly decreases from to as increases from to (see the proof of Theorem 2), and the right-hand side lies strictly between and (see Remark 4) .
Utilization of the of Theorem 2 requires the knowledge of and probability density functions , , as well as the strict concavity of . These requirements are seldom met in practice, for a variety of reasons. First, the channel, and hence , is often uncertain. Second, even if the channel is known, analytical expression for may still be unavailable for certain codes, such as convolutional or turbo codes, for which performance usually cannot be evaluated analytically. Consequently, in (10) and (11) may only be computed numerically with limited accuracy. Third, the 's depend on the user's mobility and, thus, are prone to modeling errors. Finally, may not be concave, as was the case in (4). Due to these reasons, the of Theorem 2 is of limited applicability. Nevertheless, this theorem leads to a suboptimal but practical transmission policy derived next.
V. SIMPLIFIED AND SUBOPTIMAL THRESHOLD POLICIES
A. Policy Formulation
According to Theorem 2, the throughput under the optimal transmission policy is related to the log-channel gain qualitatively as shown in Fig. 3 by the solid curve. The exact nature of this curve depends on the term , which is fairly complicated and sensitive to modeling errors, as mentioned above. To avoid these problems, we consider a simple approximation of this curve by a step function, as shown in Fig. 3 by the dashed curve, i.e., if otherwise (13) where is the desired throughput and is the threshold. If is defined by (13) , it follows from (2) that the SNR must be of the form if otherwise (14) where is the desired SNR defined by . Equation (14), together with (1), implies that if otherwise (15) Equation (15), which instructs the user to regulate at if and remain silent otherwise, defines a class of transmission policies, referred to as the simplified threshold policies, each of which depends on the two parameters and . These policies are rather practical since they do not depend on or the 's. When and are set to a specific pair of values, we refer to (15) as a realization of the simplified threshold policy. When and are chosen to minimize subject to some desired , we refer to (15) as the suboptimal threshold policy. Note that this suboptimal threshold policy is in fact optimal in the class of simplified threshold policies (15) but, of course, is only suboptimal in the class of all possible threshold policies.
B. Performance Analysis
The following theorem characterizes the performance of the simplified threshold policy (15) .
Theorem 3: Consider a network described by (1), (2), with specified by Assumption A2 and by Assumption B2. Suppose it operates under the simplified threshold policy (15) . Then, for any , , and any , Performance
Measures P1-P6 are given by (16)- (21) at the bottom of the page, where ,
Proof: See Appendix II.
In Theorem 3, we use Assumption A2, rather than A1, since A2 allows us to obtain closed-form expressions (16) The performance of the simplified threshold policy (15) will be compared to that of the conventional constant SNR policy [17] - [20] , defined as (24) where is the desired SNR. This policy, as its name suggests, instructs the user to always transmit and maintain a constant SNR despite the channel conditions. Its performance is characterized as follows.
Theorem 4: Consider a network described by (1), (2), with specified by Assumption A2 and by Assumption B2. Suppose it operates under the constant SNR policy (24 and . Yet, unlike Theorem 3, and here are independent of and . Furthermore, and are not computed since the events and never occur as the user is always transmitting (see (7), (8)). For this reason, the constant SNR policy (24) has zero downtime and infinite uptime.
Theorems 3 and 4 are used next to compare the performance of policies (15) and (24) . For comparison purpose, we adopt Assumptions A3 and B3 (special cases of Assumptions A2 and Fig. 1 ).
C. Power Efficiency and Throughput Comparisons
Fig . 4 illustrates the performance of policies (15) and (24) in terms of and , i.e., Performance Measures P1 and P2. Each point in the gray region is feasible in the sense that it corresponds to a specific and of the simplified threshold policy, referred to as a realization of the policy for that point. For example, points -and -correspond to realizations listed in Table I . Each point on the dash-dot curve corresponds to a realization of the suboptimal threshold policy, where and are selected so that is minimized subject to some desired ; e.g., and . Each point on the solid curve corresponds to a realization of the constant SNR policy; e.g., corresponds to . (The meaning of the thin solid curves in Fig. 4 will be explained in Section VI-C.)
Analyzing Fig. 4 (and the subsequent Figs. 5 and 6) we observe the following. a) To achieve , the suboptimal threshold policy needs 1.09 dB (point ), whereas the constant SNR policy needs 12.14 dB (point ). Thus, the former policy is 11.05 dB more power efficient than the latter. b) Observation a) is valid for and . For other values of and , the power-efficiency improvement is shown in Fig. 5 (point " " corresponds to  observation a) ). Note that this improvement increases as increases or as decreases. Since is proportional to the variability of channel conditions, the suboptimal threshold policy is especially power efficient if the channel conditions have large variability. This is also true if a small is desirable.
c) With 12.14 dB, the suboptimal threshold policy achieves (point ), whereas the constant SNR policy achieves (point ). Hence, the former policy yields 92% throughput improvement over the latter. d) Observation c) is valid for and 12.14 dB. For other values of and , the throughput improvement is shown in Fig. 6 (point " " corresponds to observation c)). Analogously to observation b), the suboptimal threshold policy yields especially large throughput improvement if the channel conditions have large variability or if a small is desirable.
e) Depending on the choice of and , the simplified threshold policy may slightly (e.g., points and ) or significantly (e.g., and ) outperform the constant SNR policy (e.g., ). It may also underperform, if and are not chosen properly (e.g., any point below and to the right of ). f) Observations a)-e) are independent of , , , and because , , and do not affect and , and a change in shifts the dash-dot and solid curves as well as the gray region in Fig. 4 horizontally at the same rate.
From these observations, we conclude that the simplified and suboptimal threshold policies provide remarkable improvements in power efficiency and throughput over the constant SNR policy. These improvements take place because the user is not forced to transmit whenever channel conditions are bad, thereby saving a substantial amount of transmit power that can be allocated for more aggressive transmissions whenever channel conditions are good. The simplified and suboptimal threshold policies, however, are inferior to the constant SNR policy in terms of location fairness, throughput variability, and downtime, as shown in below.
D. Lack of Location Fairness
Recall from Section III that location fairness is characterized by or , i.e., Performance Measure P3, and that a large (small) corresponds to a good (bad) location. Clearly, if is roughly the same for all , location fairness is ensured. Figs. 7 and 8 represent as a function of for realizations of the simplified threshold policy for points -and -(suboptimal threshold policy for points and ) and realization of the constant SNR policy for point . From these figures we observe the following.
a) The suboptimal threshold policy has the worst location fairness, while the constant SNR policy has the best. The simplified threshold policy lies somewhere in between, depending on the realizations. b) Realizations for points yield ever-improving location fairness (see Fig. 7 ), ever-increasing (see Fig. 4 ), and the same . Hence, for a fixed , the more "uniform" is, the larger would be, i.e., there is a tradeoff between location fairness and power-efficiency improvement. c) Realizations for points yield ever-improving location fairness (see Fig. 8 ), ever-decreasing (see Fig. 4 ), and the same 12.14 dB. Thus, for a fixed , the more "uniform" is, the smaller would be, i.e., there is a tradeoff between location fairness and throughput improvement.
E. Large Throughput Variability and Long Downtime
Recall from Section III that throughput variability is represented by or , i.e., Performance Measure P4, mean downtime by or , i.e., P5, and mean uptime by or , i.e., P6. Clearly, small and are desirable, particularly in delay-sensitive applications, whereas is usually not restricted. Table II lists  ,  ,  , and for realizations of the simplified threshold policy for points -and -(suboptimal threshold policy for points and ). From Table II we observe the following. TABLE II  THROUGHPUT VARIABILITY, MEAN DOWNTIME, AND MEAN UPTIME  OF THE SIMPLIFIED THRESHOLD POLICY a) The suboptimal threshold policy has the largest throughput variability, longest downtime, and shortest uptime, while the constant SNR policy has the exact opposite, i.e., zero throughput variability, zero downtime, and infinite uptime. The simplified threshold policy again lies somewhere in between, depending on the realizations.
b) Realizations for points result in ever-decreasing throughput variability, ever-decreasing mean downtime, and ever-increasing mean uptime. Along with Fig. 4 , they imply that, for a fixed , decreasing increases , , and decreases , i.e., tradeoffs exist between power-efficiency improvement and throughput variability, downtime, and uptime. c) Realizations for points exhibit the same trends as . Along with Fig. 4 , they imply that, for a fixed , increasing increases , , and decreases , i.e., tradeoffs exist between throughput improvement and throughput variability, downtime, and uptime. d) For each of the realizations for points -and -,
. Indeed, we found that as , i.e., ergodicity takes place.
As it follows from the preceding observations, a network operating under the suboptimal threshold policy is very power efficient but suffers from lack of location fairness, large throughput variability, and long downtime, relative to the constant SNR policy. The same can be said, although to a lesser extent, about the simplified threshold policy. Therefore, the simplified and suboptimal threshold policies may be suitable only for delay-insensitive applications and are inadequate otherwise. This necessitates the development of an adaptive threshold policy discussed next.
VI. ADAPTIVE THRESHOLD POLICY
A. Policy Formulation
The simplified threshold policy (15) is location unfair because the threshold is independent of the user's location relative to the base station. Obviously, while the user is in a good location, the log-channel gain is on the average large and the condition is more likely to be satisfied than when the user is in a bad location. Thus, to compensate for this "built-in" unfairness, the threshold level should be adjusted to location, for instance, according to (29) where is the moving average of the log-channel gain over the past time slots, i.e.,
When , the averaging in (30) eliminates the location dependence of ; when , there is no averaging. Therefore, there must be an such that fading dips are averaged out but the location dependence of is preserved. With this , as it follows from (29) and (30), the new threshold is large when the user is in a good location and small otherwise. This implies that the user has approximately equal probability to transmit, regardless of its location vis-à-vis the base station, and (29) where is the desired SNR and is the threshold. The performance of this policy is analyzed next.
Remark 5:
It should be pointed out that the existing literature offers other schemes to improve location fairness [21] - [24] . However, these schemes are not threshold based and are developed under different modeling assumptions. Furthermore, they let a poorly located user transmit whenever it has built up a long queue or "starved" for a long time, whereas the adaptive threshold policy (30)-(32) lets this user transmit whenever its channel gain is sufficiently large relative to its moving average.
B. Performance Analysis
The following lemma describes the statistical properties of . 
The performance of the adaptive threshold policy (30)-(32), analyzed using Lemma 1, is characterized in the following theorem.
Theorem 5: Consider a network described by (1), (2) Proof: See Appendix II.
In Theorem 5, parameter is the normalized threshold since the user would transmit if and only if , and is a Gaussian random variable with zero mean and unit variance. As in Theorem 3, parameter is the number of time slots between and , and the notations , , , , , and are utilized to emphasize their independence with respect to , , , and dependence on . Notice that although does not appear explicitly in (38)-(43), it affects them through , , and (see (35)- (37)).
Theorem 5 is used next to compare the performance of the adaptive threshold policy (30)-(32) with the simplified threshold policy (15) and the constant SNR policy (24) .
C. Power Efficiency and Throughput Comparisons
Recall from Section V-C that each point in the gray region of Fig. 4 corresponds to a realization of the simplified threshold policy. It turns out that each of these points also corresponds to at least one realization of the adaptive threshold policy, since both policies are identical when . Hence, both policies have identical achievable performance, in terms of and . This implies that the adaptive threshold policy also provides remarkable improvements in power efficiency and throughput over the constant SNR policy, if , , and are chosen appropriately.
The thin solid curves in Fig. 4 are used to illustrate the effect of on performance. The curve labeled " " is such that, if a realization of the adaptive threshold policy has , the resulting and must lie on or to the right of this curve, irrespective of and . The curves labeled " ," " ," and " " are obtained similarly. Hence, a relatively large is necessary for power-efficiency and throughput improvements to be substantial.
D. Improvements in Location Fairness, Throughput Variability, and Downtime
Recall from Sections V-D and -E that the simplified threshold policy is location unfair and has large throughput variability and long downtime, relative to the constant SNR policy. Here, we demonstrate that these drawbacks can be alleviated to a certain extent using the adaptive threshold policy. Specifically, for points , , , and of Fig. 4 , we construct realizations of the adaptive threshold policy, which ensure excellent location fairness, smaller throughput variability, and shorter downtime. Table III lists realizations of the adaptive threshold policy  for points  ,  , , and of Fig. 4 . Fig. 9 represents the resulting location fairness, and Table IV lists the resulting throughput variability, mean downtime, and mean uptime.
Comparing Figs. 7 and 8 with Fig. 9 , we observe that, for points , , , and , realizations of the adaptive threshold policy ensure excellent location fairness not achievable by realizations of the simplified threshold policy. Comparing Table II (38) (39) TABLE III  REALIZATIONS OF THE ADAPTIVE THRESHOLD POLICY   TABLE IV  THROUGHPUT VARIABILITY, MEAN DOWNTIME, AND MEAN UPTIME  OF THE ADAPTIVE THRESHOLD POLICY with Table IV , we see that, for points , , , and , realizations of the adaptive threshold policy, on the average, reduce throughput variability associated with realizations of the simplified threshold policy by 68%, mean downtime by 12%, and mean uptime by 89%. Although realizations of the adaptive threshold policy for points -and -can also be constructed, the resulting improvements in location fairness, throughput variability, and downtime are insignificant. Therefore, the adaptive threshold policy is superior to the simplified threshold policy when the power-efficiency and throughput improvements over the constant SNR policy are moderate, i.e., around or less than 3.6 dB and 30%, respectively.
VII. CONCLUSION
In this paper, power-efficient operation of wireless networks is studied. Under general assumptions, it is proved that the optimal transmission policy, which ensures a desired throughput, is necessarily of threshold nature. Unfortunately, detailed properties of this policy are quite complicated and sensitive to communication system models. Therefore, we consider a simplified threshold policy defined by the desired SNR, , and threshold, . We show that this policy, optimized with respect to and , offers up to 11 dB power-efficiency or 90% throughput improvement, compared to the constant SNR policy. Further analysis reveals that this policy lacks location fairness and leads to large variance of the finite-time average throughput and to long downtime. Although this behavior may be acceptable in data communications, voice and other delay-sensitive applications may not tolerate these deficiencies. Therefore, we propose and analyze an adaptive threshold policy, according to which is adapted using a moving average of the log-channel gain. We show that this policy is location fair and reduces throughput variability and downtime. In this case, 3.6 dB power efficiency or 30% throughput improvement can be achieved. Based on the above, this policy may be recommended as an alternative to the constant SNR policy for delay-sensitive applications.
Future work on threshold policies will focus on implementing the results of this paper in the framework of practical systems. This includes designing and analyzing adaptive threshold policies for multiple-cell multiple-user uplink code-/time-division multiple-access (CDMA/TDMA) systems and IEEE 802.11 wireless local-area networks (WLANs).
APPENDIX I PROOFS OF THEOREMS 1 AND 2
Using (1), (2), (5), (6), (9) 
Proof of Theorem 2
By duality, Problem 1 as described by (44) Proof: For the sake of brevity, we write " " as " " and "
" as " ," where ; e.g., For each , by the total probability formula Continuing in this fashion, we obtain which is true for every . By assumption of the lemma as . Hence,
Next, note that for each , is a random variable taking values in . Its conditional expectation is Since by assumption we get the equation at the bottom of the page. By the total probability formula, we get (56) at the top of the next page. Since process is SSS, for each due to independence with respect to time shift. This implies that the numerator of (56) is equal to the right-hand side of (55) and, thus, to .
Proof of Theorem 3
It follows from Assumption A2 that (56) and from Assumption B2 that . Using these properties, (1), (2), (15), (50), (52), and (54), it is easy to verify that (57) (58) (59) (60) where . Equations (16) and (17) follow from (5), (57) and (6), (58), respectively. To prove (19) , observe from (58)-(60) that process is WSS. Applying Lemma A7 (with ), (6) , and (58)-(60), we obtain (19) . Equation (18) can be derived using the properties and , as well as (1), (2), (6), (15) , and (51). To prove (20), we construct a process that allows us to use Lemma A8. Let be such that if and otherwise. This process is SSS since process , being WSS Gaussian, is SSS. Since , we have Moreover, as and , being jointly Gaussian, have nonzero probability over any nonempty region. Hence, the conditions of Lemma A8 are met. Now notice from (15) that (7) can be written as the expression at the bottom of the page. Thus, Lemma A8 then implies that From (50), (54), we see that (20) holds. Analogously, (21) can be derived.
Proof of Theorem 4
By Assumption A2, is a Gaussian random variable with mean and variance . This, along with (5), (24), and (52), results in and, hence, in (25). Substituting (24) into (1) and then into (2) gives . Thus, from (6), we have which proves (26)-(28).
Proof of Lemma 1
By Assumption A2, and
Using these properties, (30), and (31), it is straightforward to obtain and prove (33) and (34 
where . Equations (38) and (39) follow from (5), (61) and (6), (62), respectively. To prove (41), observe from (62)-(64) that process is WSS. Applying Lemma A7 (with ), (6) , and (62)-(64), we obtain (41). Equation (40) can be derived using the properties and as well as (1), (2), (6), (32), and (51). To prove (42), we construct a process that allows us to use Lemma A8. Let be such that if and otherwise. This process is SSS since process , being WSS Gaussian (by Lemma 1), is SSS.
Since
, from (36), we have , and so Moreover, , as and , being jointly Gaussian, have nonzero probability over any nonempty region. Hence, the conditions of Lemma A8 are met. Now notice from (32) that (7) can be written as the expression at the top of the page. Thus, Lemma A8 then implies that From (50), (54), we see that (42) holds. Analogously, (43) can be derived.
