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Kurzreferat
Das Software Product Line Engineering (SPLE) ist ein ganzheitlicher Ansatz zur
Entwicklung und Vermarktung von Software-Produktlinien auf Basis von Software-
Systemfamilien. Eine in frühen Phasen des SPLE durchzuführende Aktivität ist das
Scoping, bei dem die zu realisierenden Produkte mit den zwischen ihnen bestehen-
den Wiederverwendungspotentialen identifiziert werden. Bei der Durchführung des
Scopings steht der Produkt-Manager vor dem Problem einen Ausgleich zwischen
den Bedürfnissen der Kunden und dem Aufwand der Entwicklung zu finden. Durch
die bestehenden Wiederverwendungspotentiale bei Software-Systemfamilien wird die
Entscheidung zusätzlich erschwert. Aufgrund der bestehenden Komplexität der Ent-
scheidung, wird in Literatur und Praxis eine Unterstützung in Form einer statistisch-
mathematischen Optimierung gefordert.
Dieser Forderung nimmt sich die vorliegende Arbeit an. In ihr werden mit der Kon-
struktion eines Modells gewinnbeeinflussender Faktoren, einer Methode zur wertba-
sierten Portfolio-Optimierung und eines Prototyps zur Unterstützung der wertbasier-
ten Portfolio-Optimierung und der anschließenden Evaluation dieser Artefakte zwei
Fragen adressiert. Erstens wird geprüft, ob die Optimierung von Produkt-Portfoli-
os bei Software-Produktlinien mit statistisch-mathematischen Verfahren unterstützt
werden kann. Zweitens wird geprüft, ob die statistisch-mathematische Optimierung
von Produkt-Portfolios eine akzeptierte Unterstützung von Software-Anbietern sein
kann. Die Arbeit ordnet sich mit ihren Fragen in die Forschung zum Produkt-Mana-
gement bei Software-Produktlinien ein und trägt die vorgenannten Artefakte bei.
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1 Einleitung
Inhalte dieses Kapitels wurden in [Müller, 2010a] und [Müller, 2011c] vorgestellt.
Die Software-Branche wächst wie kaum eine andere und ist in vielen Bereichen durch
intensiven Wettbewerb geprägt [Gruman u. a., 2007, S. 8 ff.]. Um in ihr zu bestehen,
sind Software-Anbieter zunehmend gezwungen, einerseits Effizienzpotentiale in ihrem
Unternehmen zu heben und andererseits neue Kunden zu akquirieren. Neue Kunden-
segmente können oft nur durch ein verändertes Angebot angesprochen werden [Kotler
u. Armstrong, 2006, S. 231]. Bestehende Produkte müssen dafür um neue Merkmale
erweitert oder ganz neue Produkte müssen entwickelt werden. Beides führt zu einer
Diversifikation des Produkt-Portfolios. Dabei verursachen die Software-Produkte im
Portfolio zum einen Aufwand bei der Erstellung und zum anderen Aufwand für die
Wartung über den gesamten Lebenszyklus des Produkts hinweg. Je mehr Produkte
im Portfolio enthalten sind, umso mehr Unternehmens-Ressourcen werden dauerhaft
gebunden. Effizienzsteigerungen werden so erschwert.
Einen Ausweg verspricht die systematische Wiederverwendung von Software-Ent-
wicklungsartefakten über Produktgrenzen hinweg [Schmid u. Verlage, 2002, S. 51].
Doch dafür muss das Produkt-Portfolio proaktiv gestaltet werden und einer syste-
matischen Planung unterliegen, die der Unternehmensstrategie folgen muss, um so
die verfolgten Unternehmensziele zu erreichen [Porter, 1998, S. xxi].
Von Unternehmen vorrangig verfolgte Ziele sind Rentabilitätsziele (Gewinn, Um-
satz, Return on Investment (ROI)), Mengen- und Wachstumsziele (Absatzmen-
ge, Marktanteil, Marktführerschaft, Umsatz), finanzielle Ziele (Liquidität, Kredit-
würdigkeit, Selbstfinanzierungsgrad) oder soziale Ziele (Schaffen oder Erhalten von
Arbeitsplätzen, hohe Arbeitszufriedenheit der Mitarbeiter). Unternehmen verfolgen
nicht nur ein Ziel alleine, sondern verschiedene Ziele, die sie unterschiedlich gewich-
ten [Simon u. Fassnacht, 2009, S. 25]. Die Verfolgung von Rentabilitätszielen ist
dabei für die meisten Unternehmen essentiell, um am Markt zu bestehen und so
überhaupt erst die nachgelagerten Ziele verfolgen zu können.
Das Software Product Line Engineering (SPLE) ist eine Methode, um systemati-
sche Wiederverwendung bei Software-Anbietern mit diversifizierten Produkt-Portfo-
lio zu realisieren und so Effizienzpotentiale zu heben [Clements u. Northrop, 2007].
Es sieht die Aufteilung der Unternehmensaktivitäten in verschiedene Prozesse vor,
welche die Basis für eine systematische Wiederverwendung legen und diese dann
auch nutzen, um die Produkte des Portfolios zu realisieren. Es realisiert die den
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Produkten zugrunde liegenden Software-Systeme auf Grundlage einer gemeinsamen
Wiederverwendungsinfrastruktur, wodurch die Software-Systeme zu einer Software-
Systemfamilie (SSF)1 werden [Czarnecki, 2005, S. 326]. Die Methode überträgt
damit den in der fertigenden Industrie schon lange verfolgten Plattform-Ansatz [Lin-
demann u. Baumberger, 2006] auf die Software-Entwicklung [Krueger, 2006].
Ein integraler Bestandteil des SPLE ist die systematische Planung des Produkt-
Portfolios und der für das Portfolio möglichen Wiederverwendung, die im Scoping
durchgeführt wird [Schmid, 2003]. John u. Eisenbarth [2009, S. 38] stellen in einer
aktuell durchgeführten Studie zum Scoping fest, dass die Optimierung des Produkt-
Portfolios bisher unzureichend bis gar nicht adressiert wird. Dies ist problematisch,
da mannigfaltige Interdependenzen zwischen den Produkten eines Portfolios beste-
hen, die systematisch bei Entscheidungen hinsichtlich der Gestaltung eines Portfolios
einbezogen werden müssen. Eine mögliche Unterstützung die die Autoren nennen
sind statistisch-mathematische Optimierungsansätze. Jedoch wurde bisher nicht un-
tersucht, ob sich diese für die Gestaltung von Produkt-Portfolios bei SSF eignen.
Dieser Frage geht die vorliegende Arbeit nach. Sie untersucht, ob es möglich ist,
die Optimierung des Produkt-Portfolios bei SSFs durch statistisch-mathematische
Verfahren zu unterstützen.
Da die Optimalität eines Produkt-Portfolios immer nur vor dem Hintergrund des
verfolgten Ziels bewertet werden kann, ist ein allgemein gültiger Ansatz zur Optimie-
rung nicht möglich. Vielmehr ist ein Optimierungsansatz immer auf ein bestimmtes
Ziel ausgerichtet. Er kann aber anpassbar gestaltet werden, um als Basis für anders
ausgerichtete Optimierungsansätze zu dienen.
Um die Möglichkeit zu untersuchen, statistisch-mathematische Verfahren bei der
Portfolio-Optimierung einzusetzen, muss ein exemplarisches Ziel gewählt werden.
Wie eingangs festgestellt, sind Rentabilitätsziele die wesentlichen Ziele vieler Unter-
nehmen. Die in der vorliegenden Arbeit zugrunde liegende Zielgröße soll deshalb der
Gewinn (G) sein, der mit einem Produkt-Portfolio möglich ist.
Definition 1 Der Gewinn ist definiert als die Differenz aus realisiertem Erlös (E) und
verursachten Kosten (K):
G = E −K.
Die Gewinnmaximierung ist ein wesentliches Ziel wertbasierter Ansätze, bei denen
Entscheidungen ausgehend vom Wert der Produkte für Kunden getroffen werden,
1Die Begriffe Software-Systemfamilie und Software-Produktlinie werden oft synonym gebraucht.
In der vorliegenden Arbeit wird es aber wichtig sein, sie zu unterscheiden. Unter einer Software-
Produktlinie (SPL) werden von Kunden als ähnlich wahrgenommene Produkte bezeichnet, SSF sind
auf Basis einer gemeinsamen Wiederverwendungsinfrastruktur realisierte Software-Systeme. Die Un-
terscheidung wird auch in verwandten Arbeiten [Helferich u. a., 2006b; Withey, 1996] so getroffen
und in Kapitel 3 im Detail diskutiert.
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um so Gewinnsteigerungen zu erzielen [Nagle u. a., 2011, S. 6]. Der Wert ist ei-
ne wesentliche Einflussgröße bei der Preisgestaltung [Nagle u. a., 2011, S. 6] und
beeinflusst Entscheidungen bei der technischen Umsetzung der zugrunde liegenden
Software-Systeme [Boehm u. Sullivan, 2000; Boehm, 2003, 2005; Boehm u. Jain,
2005]. Die Wertbasierung bietet sich deshalb als Grundlage der Gewinnmaximierung
an.
Da der Gewinn die Differenz aus Erlös und Kosten ist, müssen beide Seiten bei der
Optimierung berücksichtigt werden. Der Erlös ist die primär interessierende Größe des
Marketings, wohingegen die entstehenden Kosten wesentlich durch die eingesetzte
Produktionstechnologie bestimmt sind. Bei der Gewinnmaximierung muss deshalb
sowohl das Marketing als auch die Produkt-Entwicklung berücksichtigt werden.
In bisheriger Forschung wurden Ansätze für die Gestaltung des Produkt-Portfolios
im Rahmen des Scopings des SPLE entwickelt. Diese sollen nachfolgend diskutiert
werden und darauf überprüft werden, inwieweit sie eine statistisch-mathematische
Optimierung des Produkt-Portfolios vorsehen und ob sie für die Gewinnmaximierung
geeignet sind.
1.1 Stand der Forschung
Die Frage nach der Portfolio-Optimierung ist nicht nur in der Forschung zum SPLE
[John u. a., 2010], sondern auch in andere Bereichen Thema [Belloni u. a., 2008].
In der Literatur zu SPLs ist Product Line Software Engineering (PuLSE)-Eco v2.0
[Schmid, 2003] der erste vollständige Scoping-Ansatz, der umfassend beschrieben ist.
Er ist eine technische Komponente von PuLSE, schließt aber das Product Portfolio
Scoping (PPS) weitestgehend aus der Betrachtung aus. Trotzdem verknüpft Schmid
[2003] PPS mit SPLE und stellt ein ökonomisches Modell von SPLs vor, das als Basis
für die Optimierung von Produkt-Portfolios dienen kann. PuLSE-Eco v2.0 wurde
jüngst von John u. a. [2006] und John u. a. [2010] aktualisiert und erweitert.
Im Rahmen einer Literaturanalyse haben John u. Eisenbarth [2009] folgende fünf
Ansätze des PPS identifiziert:
Ein Ansatz des PPS, der auf der Kano-Methode [Kano u. a., 1984] beruht, wur-
de von Niehaus u. a. [2005] eingeführt. Dieser Ansatz identifiziert attraktive und
unverzichtbare Merkmale aus Kundensicht. Damit ist die Gestaltung von SPLs kun-
denorientiert, maximiert deren Nutzen, fokussiert aber nicht die Rentabilität.
Der Ansatz des Quality Function Deployment Product Portfolio Planning (QFD-
PPP) [Helferich u. a., 2005; Helferich, 2010] verwendet Techniken des Quality Func-
tion Deployment (QFD), um benötigte Merkmale von Produkten einer SPL zu iden-
tifizieren. Auf Grundlage von Fragebögen versieht es Merkmale mit Prioritäten und
stellt die technische Realisierbarkeit durch Befragung von Entwicklern sicher. Ba-
sierend auf den Prioritäten der Kunden, werden Kundensegmente identifiziert. Der
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Ansatz hilft bei der Identifikation und Priorisierung von Merkmalen. Er berücksichtigt
aber weder Kostenaspekte, noch gibt er Hinweise auf eine statistisch-mathematische
Optimierung. QFD-Techniken für das PPS werden auch von Ereño u. a. [2005] ein-
gesetzt. Ihr Vorgehen ähnelt dem QFD-PPP, ist aber nicht so detailliert ausgeführt.
Ein anderer Ansatz wird mit Cope+ verfolgt [Ullah u. a., 2010]. Dieser versucht die
Entscheidung zu optimieren, ob die Aufteilung eines Produkts in mehrere Produkte,
also ein Produkt-Portfolio, sinnvoll ist. Er optimiert die Abwägung zwischen den
benötigten Änderungen innerhalb eines Produkts und den nachgefragten Merkmalen
der Kunden. Damit minimiert der Ansatz den Entwicklungsaufwand durch selektives
Einführen von Wiederverwendung. Der Ansatz bezieht bei der Optimierung nur den
Entwicklungsaufwand ein, ohne den Kundennutzen zu berücksichtigen.
Noor u. a. [2008] präsentieren einen Ansatz des PPS, der auf Methoden der agilen
Software-Entwicklung beruht. Kern ist die starke Einbindung aller Interessenbeteilig-
ten und die wertbasierte Priorisierung ihrer Interessen. Sie verwenden das Konzept
der thinkLets – geprüfte Muster der Gruppen-Kollaboration [S. 869] –, um die In-
teressenbeteiligten in geeigneter Weise interagieren zu lassen, die so ein mögliches
Produkt-Portfolio definieren. Der Ansatz führt eine Art Portfolio-Optimierung durch,
die sich aus dem Abwägen einzelner Interessen ergibt. Sie kann je nach beteiligten
Personen, sowohl Kosten- als auch Nutzeraspekte berücksichtigen. Die Optimierung
ist informell und verwendet keine statistisch-mathematischen Verfahren.
Taborda [2004] verwendet eine Release-Matrix, um die Entwicklung von Kompo-
nenten und die sie verwendenden Produkte zu koordinieren. Mit diesem Werkzeug
identifiziert er die Abhängigkeiten zwischen Komponenten und Produkten, kann so
erste Kosten- und Erlösabschätzungen für ein Portfolio durchführen. Sein Ansatz lässt
aber die Optimierung des Produkt-Portfolios außen vor. Hier müssen dann andere,
von ihm nicht diskutierte Ansätze verwendet werden.
Keiner der recherchierten Ansätze des PPS für das SPLE verwendet statistisch-
mathematische Verfahren für die Portfolio-Optimierung, weshalb der Fokus auf an-
grenzende Forschungsbereiche ausgeweitet wird.
Statistisch-mathematische Ansätze zur Portfolio-Optimierung werden vor allem
in der Literatur zum Operations Research und der Management Science kommu-
niziert. Hier gibt es neben Ansätzen, die ausschließlich nach den Kosten oder dem
Kundennutzen optimieren, eine große Anzahl von Ansätzen, die beide Seiten in die
Optimierung einbeziehen. Nachfolgend werden Beispiele vorgestellt.2
Georgiopoulos u. a. [2002] stellen einen kostenorientierten Optimierungsansatz vor,
bei dem sie ausgehend von Unternehmenszielen den Entwurf der Produkte des Pro-
dukt-Portfolios so optimieren, dass die Entwicklungskosten minimiert werden. Sie
2Eine umfassende und fokussierte Diskussion der Arbeiten aus diesem Bereich erfolgt in Ab-
schnitt 6.2, in Hinblick auf die konkrete Umsetzung einer Optimierung.
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nehmen die zu produzierenden Produkte als gegeben und minimieren die verursach-
ten Kosten, lassen also den Kundennutzen und damit die Erlösseite außen vor.
McBride u. Zufryden [1988] beschreiben einen kundennutzenorientierten Ansatz
zur Optimierung einer Produktlinie, der das Ziel verfolgt, den Nutzen der enthal-
tenen Produkte für die Kunden zu maximieren, also diejenigen Produkte aus einer
Menge von Alternativen auszuwählen, die den Nutzen über alle Kunden maximieren.
Der Ansatz berücksichtigt bei der Optimierung keine Kostenaspekte, der Gewinn der
Produktlinie wird damit nur indirekt berücksichtigt.
Der überwiegende Teil der Publikationen, die sich mit der Portfolio-Optimierung
befassen, beziehen aber sowohl die Kosten als auch den Erlös in die Betrachtung ein
(etwa [Kohli u. Krishnamurti, 1989; Luo, 2011; Michalek u. a., 2011]). Die Ansätze
basieren auf Methoden der mathematischen Programmierung und sind computer-
gestützt zu lösen. Da diese Ansätze aber nicht für das SPLE konzipiert wurden,
berücksichtigen sie nicht die besondere Kostensituation und die durch die Wiederver-
wendung hervorgerufenen Abhängigkeiten und Verbindungen zwischen den einzelnen
Systemen einer SSF. Tabelle 1.1 zeigt die identifizierten Ansätze.
1.2 Forschungsbedarf
Tabelle 1.1 ist zu entnehmen, dass bisherige Arbeiten zum PPS eine wertorientierte
Portfolio-Optimierung nicht unterstützen, da sie Erlös und Kosten getrennt betrach-
ten. Außerdem umfassen sie keine statistisch-mathematische Optimierung. Ansätze
des Operations Research und der Management Science beziehen zwar Kosten- und
Erlöse ein, berücksichtigen die Besonderheiten bei SSFs aber nicht.
Eine mangelnde Integration der technischen und ökonomischen Seite bei SPL und
ein Fehlen statistisch-mathematischer Optimierungsansätze bemängelt schon Schmid
[2003, S. 103]. In ihrer aktuellen Literaturanalyse stellen John u. Eisenbarth [2009,
S. 38] fest, dass dieser Mangel noch immer besteht. Die theoretische Relevanz eines
wertorientierten Optimierungsansatzes, der auf statistisch-mathematischen Verfah-
ren beruht, ist damit gegeben. Es stellt sich aber die Frage nach der praktischen
Relevanz eines solchen Ansatzes. Diese Frage wurde mit einer Expertenbefragung,
von Praktikern die beruflich mit SPL zu tun haben, untersucht.
Insgesamt wurden zehn Experten im Bereich SPL angeschrieben, wovon fünf den
Fragebogen bis zum Schluss ausfüllten. Damit sind fünf auswertbare Fragebögen
vorhanden. Die Ergebnisse der Befragung sind in Anhang A.1 zusammengefasst. Die
Befragten sind im Management oder der Forschung und Entwicklung beschäftigt und
haben dort vorwiegend direkt mit SPLs zu tun. Sie sehen im bisherigen Vorgehen zur
Gestaltung von Produkt-Portfolios Schwierigkeiten beim Abwägen der verschiedenen
Faktoren und fänden eine technische Unterstützung dafür hilfreich.
1. Einleitung 6
Tabelle 1.1: Publizierte Arbeiten zur Portfolio-Optimierung
Orientierung
Kosten Beides Nutzen
Generell [Georgiopoulos
u. a., 2002]
[Kohli u.
Krishnamurti, 1989;
Luo, 2011; Michalek
u. a., 2011]
[McBride u. Zufryden,
1988]
SPL [Taborda, 2004;
Ullah u. a., 2010]
Ereño u. a. [2005],Hel-
ferich u. a. [2005],Hel-
ferich [2010],Niehaus
u. a. [2005],(Noor u. a.
[2008])
Die Analyse bisheriger Forschung hat gezeigt, dass Ansätze zur Optimierung von
Produkt-Portfolios bei SPL vorhanden sind. Diese konzentrieren sich aber meist nur
auf einen Aspekt, lassen andere gewinnbeeinflussende Faktoren außer Acht und setzen
keine statistisch-mathematische Optimierung ein. Ansätze aus anderen Disziplinen
sind hier schon wesentlich ausgereifter. Sie berücksichtigen aber nicht die komplexe
Kostensituation und die vielfältigen wirtschaftlichen Abhängigkeiten bei SPLs.
Bisher gibt es keine Arbeiten, die zeigen, wie das Produkt-Portfolio unter Verwen-
dung statistisch-mathematischer Verfahren beim Einsatz von SSFs optimiert werden
kann. Wie die Umfrage zur praktischen Relevanz jedoch ergab, ist ein Bedarf an
Methoden zur Unterstützung der Portfolio-Gestaltung bei den Befragten vorhanden.
Ziel der Arbeit ist es daher, zu untersuchen, ob statistisch-mathematische Verfahren
für die Optimierung von Produkt-Portfolios bei SPLs eingesetzt werden können und
ob diese von Unternehmen akzeptiert werden.
Die Arbeit wird deshalb folgende Hypothesen prüfen:
Hypothese 1 Es gibt eine Methode zur statistisch-mathematischen Optimierung von
Produkt-Portfolios bei SPL.
Hypothese 2 Die Akzeptanz einer solchen Methode ist bei Unternehmen vorhanden.
Durch die Prüfung beider Hypothesen kann geklärt werden, wie die von John u.
Eisenbarth [2009, S. 38] aufgestellte Forschungsfrage, nach der Art und Weise der
Produkt-Portfolio-Optimierung, weiter verfolgt werden sollte.
Die Hypothesen sollen durch das nachfolgend beschriebene Forschungskonzept ge-
prüft werden.
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1.3 Forschungskonzept
Die Prüfung der Hypothesen verlangt ein problemadäquates Vorgehensmodell. Ein
anerkannter Ansatz wissenschaftlich fundiert Artefakte, wie beispielsweise Vorge-
hensmodelle oder Prototypen, zu entwickeln und mit ihnen einen wissenschaftlichen
Beitrag zu leisten, ist die Design Science. Hevner u. a. [2004] haben diesen Ansatz
herausgearbeitet und in einem ganzheitlichen Forschungsparadigma zusammenge-
fasst, dessen Bedeutung und Eignung durch eine aktuelle Diskussion in jüngster Zeit
noch einmal überprüft, konkretisiert und bestärkt wurde [Österle u. a., 2010a,b].
Die Design Science verlangt die Konstruktion und Evaluation von Artefakten nach
anerkannten Methoden, die bestimmten Kriterien genügen müssen. Dazu gehört, dass
die Forschung für einen Problemraum relevante Artefakte hervorbringt und diese im
Hinblick auf Nützlichkeit, Effizienz und Qualität evaluiert. Dabei leistet sie klar defi-
nierte Beiträge, bezieht rigoros bisherige Ergebnisse aus dem Fachgebiet und Nach-
bargebieten ein und kommuniziert Ergebnisse so, dass sie sowohl von technisch- als
auch von management-orientiertem Publikum nachvollzogen werden können [Hevner
u. a., 2004, S. 12 ff.].
Zentrale Artefakte der vorliegenden Arbeit sind ein Prototyp zur statistisch-mathe-
matischen Optimierung eines Produkt-Portfolios bei SSF und ein Vorgehensmodell
für dessen Nutzung. Doch um diese zu entwickeln, müssen Fragen geklärt und weitere
Teil-Artefakte erstellt werden. Die grundlegende Frage, die sich stellt ist:
Frage 1 Welche Einflussfaktoren wirken auf die Gewinnoptimalität eines Produkt-
Portfolios bei SPLs und wie sind diese zu berücksichtigen?
Hierzu werden die ökonomischen Grundlagen zu Software allgemein und zu SPL im
Besonderen aus vorhandener Literatur argumentativ-deduktiv abgeleitet und daraus
ein Modell gewinnbeeinflussender Faktoren bei SPL erstellt.
Auf dieser Grundlage wird anschließend eine Methode der wertbasierten Portfolio-
Optimierung erstellt. Die Entwicklung der Methode der wertbasierten Portfolio-Op-
timierung erfolgt unter Verwendung des Method Engineerings [Brinkkemper, 1996].
Die wertbasierte Portfolio-Optimierung (WB-PO) soll als Prozess-Komponente
[OMG, 2008] entworfen werden, damit sie im Rahmen eines umfassenden Scoping-
Prozesses eingesetzt werden kann. Erst so ist es für Unternehmen gewinnbringend
einsetzbar. Die Frage ist deshalb:
Frage 2 Wie kann die WB-PO im Scoping von SPL berücksichtigt werden?
Zur Klärung der Frage wird beschrieben, wie die WB-PO in einem umfassenden
Scoping-Prozess, etwa PuLSE-Eco, integriert werden kann.
Die WB-PO wird aus verschiedenen Aufgaben bestehen, in denen unterschiedliche
Techniken zur Analyse von Daten und zur Optimierung eingesetzt werden. Deshalb
stellt sich die Frage:
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Frage 3 Welche Techniken und Ansätze können die WB-PO unterstützen?
Die Techniken werden durch eine systematische Literaturstudie [de Almeida Biolchi-
ni u. a., 2007] identifiziert und an die Anforderungen bei SPLs angepasst. Wie der
Literaturüberblick in Abschnitt 1.1 zeigt, basieren viele der vorhandenen Techniken
zur Optimierung von Produkt-Portfolios auf rechenintensiven mathematischen Ver-
fahren. Damit solche Methoden für die Optimierung von Produkt-Portfolios bei SPLs
eingesetzt werden können, wird Software-Unterstützung benötigt. Es stellt sich also
die Frage:
Frage 4 Wie können die Techniken und Ansätze zur effizienten Anwendung als Soft-
ware implementiert werden?
Zur Beantwortung wird ein Software-Prototyp [Wilde u. Hess, 2007] entworfen und
implementiert. Er soll als Durchstichprototyp den Ansatz vom theoretischen Modell
bis zur Benutzungsoberfläche abbilden und damit die prinzipielle Umsetzbarkeit de-
monstrieren. Er dient außerdem als Präsentationsmedium des entwickelten Ansatzes
in einer Akzeptanzevaluation.
Die bei der Beantwortung der Teilfragen entstehenden Artefakte sind überblicks-
artig in Abbildung 1.1 dargestellt.
Frage 1 Frage 2
Frage 3 Frage 4
Einflussfaktoren auf
Produkt-Portfolio
Methode der 
WB-PO
Scoping mit 
WB-PO
Analysetechnik <<supports>>
<<uses>>
<<implements>>
<<implements>>
<<uses
>>
vorhanden
Ökonomik von
SPL
Scoping im
SPLE
Optimierungstechnik
Software-Prototyp
benötigt<<uses>><<uses>>
Abb. 1.1: Artefakte der Arbeit (UML-Klassendiagramm)
Die Arbeit liefert damit einen Beitrag zur Forschung zum Produkt-Management
von SPLs, insbesondere dem PPS durch:
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1. einen analytischen Nachweis, dass Preisspielräume bei SPL bestehen und die-
se durch Preisdifferenzierung mit Selbstselektion ausgenutzt werden können
(Abschnitte 2.3.3 und 2.5.3),
2. ein Modell gewinnbeeinflussender Faktoren bei SPL (Abschnitt 3.6) und dessen
Realisierung als Ecore-Meta-Modell (Abschnitt 7.4),
3. eine Verknüpfung der SPL mit der Forschung zu hybriden und angereicherten
Produkten (Abschnitt 3.4),
4. eine Methode der WB-PO mitsamt SPEM-Modell (Kapitel 4),
5. einen Ansatz zur Abbildung von Merkmaldiagrammen auf Conjoint-Studien
(Kapitel 5),
6. eine Formulierung eines mathematischen Programms zur Optimierung von Pro-
dukt-Portfolios bei SPL (Abschnitt 6.3) und eines Simulationsmodells (Ab-
schnitt 8.2.1.2),
7. Lösungsprozeduren für das Optimierungsproblem von Produkt-Portfolios bei
SPL (Abschnitte 6.4 und 6.6) und
8. einen Software-Prototyp, der die WB-PO unterstützt (Kapitel 7).
Mit den Artefakten werden im Rahmen der Arbeit zwei Ziele verfolgt. Erstens,
sollen sie die prinzipielle Machbarkeit statistisch-mathematischer Optimierung bei
Produkt-Portfolios im SPLE zeigen und so die bestehenden Möglichkeiten in diesem
Bereich ausloten. Sie tragen damit zur Beantwortung der von John u. Eisenbarth
[2009, S. 38] aufgestellte Forschungsfrage bei. Zweitens, sollen die im Rahmen der
Arbeit entstehenden Artefakte als Basis für zukünftige Entwicklungen im Bereich
der statistisch-mathematischen Optimierung von Produkt-Portfolios im SPLE dienen
können.
Die Hypothese 1 wird simulationsbasiert [Wilde u. Hess, 2007] evaluiert. Die Hy-
pothese 2 durch eine Szenariopräsentation des entwickelten Prototyps vor Experten
[Palvia u. a., 2004] und einer anschließenden Befragung.
1.4 Verwendete Methoden und Notationen
Die Wirtschaftsinformatik kann bei der Bearbeitung ihrer Fragestellungen auf ein
breites Methodenspektrum zurückgreifen [Wilde u. Hess, 2007, S. 280]. Für die Pro-
blemstellung der vorliegenden Arbeit werden, wie in Abschnitt 1.3 diskutiert, drei
Methoden benötigt: die systematische Literaturstudie [de Almeida Biolchini u. a.,
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2007, S. 135 f.] für die Strukturierung und Aufarbeitung des bisherigen Wissensstan-
des und dessen Adaption an SPLs, das Method Engineering für die systematische
Herleitung des Prozessmodells der WB-PO [Brinkkemper, 1996, S. 275] und das
Prototyping [Sommerville, 2007, S. 409] für die Entwicklung des Software-Prototyps
zur Unterstützung der Anwendung der WB-PO. Sowohl die Literaturstudie als auch
das Prototyping sind weit verbreitete Methoden, über deren Durchführung ein brei-
ter Konsens besteht. Das Method Engineering ist jedoch weniger scharf umrissen.
Insbesondere variieren die Begriffsverwendungen oft. Für ein eindeutiges Begriffsver-
ständnis wird das Method Engineering deshalb kurz vorgestellt.
Für eine exakte Kommunikation sind wohldefinierte Sprachen und Notationen hilf-
reich. In der Arbeit soll deshalb, soweit möglich, auf die Unified Modeling Language
(UML) [OMG, 2007] für dynamische- und Strukturmodelle, auf Merkmaldiagramme
[Czarnecki u. a., 2005] für Variabilitätsmodelle und auf das Software & Systems Pro-
cess Engineering Meta-Model (SPEM) [OMG, 2008] für Methodenbeschreibungen
zurückgegriffen werden. Die UML als lingua franca des Software-Engineerings [Rupp
u. a., 2007, S. 1] kann als bekannt vorausgesetzt werden, wohingegen das SPEM
und Merkmaldiagramme spezielle Sprachen sind, die nicht durchgehend bekannt sind.
Deshalb werden das SPEM und Merkmaldiagramme nachfolgend erläutert.
1.4.1 Method Engineering
Beschreibung von Vorgehensmodellen werden im Rahmen des Software-Engineerings
oft in Form von Methoden formuliert [Brinkkemper, 1996, S. 275].
Definition 2 „[A] method can be defined as an approach to perform a software/-
systems development project, based on a specific way of thinking, consisting, inter
alia, of guidelines, rules and heuristics, structured systematically in terms of develop-
ment activities, with corresponding development work products and developer roles“
[Henderson-Sellers u. Ralyté, 2010, S. 426].
Eine Methode kann in einem Modell beschrieben werden.
Die Begriffe Methode und Prozess werden oft synonym gebraucht, obwohl eine
Unterscheidung angebracht ist.
Definition 3 „[T]he process describes what is actually done in real time with a real
team on a real project. [...] There is both a static and dynamic aspect to such a
notion of process i.e. the process (static enactment) whereby real developer’s names,
deadlines, deliverables replace the generic placeholders in the process model and the
dynamics of the process as it is actually enacted“ [Henderson-Sellers u. Ralyté, 2010,
S. 426].
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Dem Begriffsverständnis folgend, besteht zwischen Methode und Prozess eine Typ-
Objekt-Beziehung. Eine Methode definiert eine Klasse von Prozessen, die in kon-
kreten Projekten umgesetzt werden (Abbildung 1.2). Die Methode wird mit einem
Meta-Modell
Methode
Prozess
folgt
folgt
M1
M0
M2
Abb. 1.2: Beziehung zwischen Meta-Modell, Methode und Prozess
bestimmten Vokabular beschrieben. Dieses Vokabular ist in einem Meta-Modell3 de-
finiert. Ein mögliches Meta-Modell für die Beschreibung von Methoden wird in Ab-
schnitt 1.4.2 mit dem SPEM vorgestellt.
Die Definition von Methoden und deren Beschreibung in Modellen wird im Rahmen
des Method Engineerings durchgeführt.
Definition 4 „Method engineering is the engineering discipline to design, construct
and adapt methods, techniques and tools“ [Brinkkemper, 1996, S. 276].
Die interessierenden Methoden können dabei speziell auf die Entwicklung von Infor-
mationssystemen ausgerichtet sein [Brinkkemper, 1996], aber auch einen breiteren
Fokus haben und sich etwa mit der Gestaltung von ganzen Organisationen [Braun
u. a., 2005] oder der Risikobewertung [Sunyaev u. a., 2010, S. 653] befassen.
Eine Methode besteht aus Methodenkomponenten (engl. method components)
[Greiffenberg, 2003, S. 958]. Sie sind die kleinste abgeschlossene sinntragende Einheit
[Sunyaev u. a., 2010, S. 650]. Sie ermöglichen die Wiederverwendung von Methoden-
bestandteilen (engl.method fragments), die situationsbedingt angepasst werden kön-
nen. Methodenbestandteile sind Arbeitsprodukte, ausführende Rollen und Aufgaben.
Arbeitsprodukte sind die Eingangs- und Ausgangsobjekte von Aufgaben. Aufgaben
werden von Rollen ausgeführt.4
3Es ist anzumerken, dass in der Forschung zum Method Engineering der Begriff Meta-Modell
auf mehreren Ebenen gebraucht wird. So wird eine Methode auch als Meta-Modell für die statische
Prozessbeschreibung gesehen [Henderson-Sellers u. Ralyté, 2010, S. 428], da sie das Vokabular für
die Prozessbeschreibung vorgibt. In der vorliegenden Arbeit wird mit Meta-Modell aber das Vokabular
zur Methodendefinition bezeichnet.
4Sunyaev u. a. [2010, S. 649] klassifizieren Methodenbestandteile weiter nach ihrer Perspektive
und Granularität. Das detaillierte Vokabular für eine Methodenbeschreibung wird in Abschnitt 1.4.2
vorgestellt, weshalb diese Unterteilung hier nicht vorgenommen wird.
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1.4.2 Software & Systems Process Engineering Meta-Model
Das SPEM ist ein Meta-Modell für die Beschreibung von Methoden5, vor allem Ent-
wicklungsmethoden. Neben Anwendungen in der Kerndomäne Software- und Sys-
tementwicklung gibt es Anwendungen in anderen Domänen, beispielsweise der Fi-
nanzwirtschaft [Gau, 2006, S. 45]. SPEM ist mit dem Ziel einer möglichst guten
Wiederverwendung von Methoden- und Methodenbestandteilen konstruiert worden,
wodurch es beispielsweise möglich ist, Methoden miteinander zu neuen Methoden zu
verschmelzen [McGregor, 2008, S. 10].
SPEM liegt aktuell6 in der Version 2.0 vor und ist eine Überarbeitung der Ver-
sion 1.1, die auf das UML 2.0 Meta-Modell aktualisiert wurde und in das Erfah-
rungen mit der praktischen Implementierung eines solchen Meta-Modells auf Basis
der Unified Method Architecture (UMA) eingeflossen sind [Gau, 2006]. Es wurde
von der Object Management Group (OMG) als Industriestandard verabschiedet, um
bestehende, zueinander inkompatible Beschreibungssprachen zu vereinheitlichen. Es
verwendet weitere Standards der OMG, wie die Meta Object Facility (MOF) und die
UML. Dadurch integriert sich SPEM in die Modell-Hierarchie mit der MOF als Me-
ta-Meta-Model. SPEM gibt also das Vokabular für die Beschreibung von Methoden,
beispielsweise den Rational Unified Process (RUP), vor. Diese definieren mit dem
vom SPEM vorgegebenen Vokabular Aufgaben, Rollen, Arbeitsergebnisse und weite-
res, welche dann in einer konkreten Projektsituation an die dortigen Gegebenheiten,
etwa verfügbare Mitarbeiten, Zeitrahmen, erwartete Arbeitsergebnisse und andere,
angepasst werden (Abbildung 1.3).
MOF
SPEM, UML
Rational Unified Process
An ein Projekt angepasste
RUP-Instanz
folgt
M3
M2
M1
M0
Meta-Meta-Modell
Meta-Modell
Methoden-Modell
Instanzierter Prozess
folgt
folgt
Abb. 1.3: SPEM in der Meta-Modell-Hierarchie
5Der Standard spricht auch auf der Ebene der Methode teilweise von Prozessen. Nachfolgend
wird ausschließlich der Begriff Methode, so wie er in Abschnitt 1.4.1 definiert wurde, verwendet.
620.09.2011.
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Für die Verwendung von SPEM existieren mit dem Rational Method Composer 7
und dem Eclipse Process Framework8 Werkzeuge für die Methoden-Modellierung.
Methoden können mit diesen Werkzeugen an konkrete Unternehmensgegebenheiten
angepasst werden. Auf diese Weise werden projektspezifische Prozesse abgeleitet.
Außerdem bewirken sie eine einheitliche Darstellung, die die Diffusion des Wissens zu
den Zielgruppen erleichtert. Da die Kommunizierbarkeit der entwickelten Artefakte
auch in nichtwissenschaftlichen Kreisen durch die Design Science nachdrücklich ge-
fordert wird [Hevner u. a., 2004, S. 83], bietet sich der Einsatz von SPEM für die
Modellierung an.
Methodenbestandteile (method content) sind die Elemente, die an einem Prozess
beteiligt sein können, also im Wesentlichen Rollen, Aufgaben und Arbeitsprodukte
sowie die Beziehung zwischen Aufgaben, den ausführenden Rollen und den konsu-
mierten und produzierten Arbeitsergebnissen. Sie sind hierarchisch organisiert. Pro-
zessinhalte verwenden die modellierten Methodenbestandteile und fügen sie zu einem
Prozess zusammen. Prozesse können instanziiert und die darin verwendeten Metho-
deninhalte an konkrete Bedingungen angepasst werden. Das SPEM liefert damit eine
Möglichkeit, Prozessfamilien zu realisieren [Thränert u. Werner, 2007].
Da SPEM eine Erweiterung des UML-Meta-Modells ist, können die Diagramm-
typen der UML zur Visualisierung eines Prozessmodells verwendet werden. Für die
spezialisierten Elemente des SPEM existieren eigene Notationsmittel. Sie sind über-
blicksartig in Tabelle 1.2 dargestellt.
Tabelle 1.2: Notationselemente des SPEM
Notation Bezeichner
Rolle (engl. role)
Arbeitsergebnis (engl. work product)
Aufgabe (engl. task)
Hilfestellung (engl. guidance)
Aktivität (engl. activity)
Prozess (engl. process)
7URL: http://www-01.ibm.com/software/awdtools/rmc letzter Abruf am 06.05.2011.
8URL: http://www.eclipse.org/epf/ letzter Abruf am 06.05.2011.
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1.4.3 Merkmaldiagramme
Merkmaldiagramme wurden erstmals in der Feature-Oriented Domain Analysis (FO-
DA) [Kang u. a., 1990] eingeführt und in nachfolgenden Arbeiten, wie etwa in [Czar-
necki u. Eisenecker, 2000, S. 38] und [Czarnecki u. a., 2005], erweitert. Sie stellen
Konzepte einer Domäne mit ihrer Variabilität dar. Merkmaldiagramme eignen sich,
die Gemeinsamkeiten und Unterschiede von Systemen einer Domäne zu charakte-
risieren, weshalb sie im Rahmen des Domain Engineerings für das Definieren von
Domänenmodellen gebraucht werden. Merkmale werden in diesem Zusammenhang
wie folgt verstanden:
Definition 5 Ein Merkmal ist eine unterscheidbare Eigenschaft eines Konzepts, wel-
ches für einen Interessenbeteiligten relevant ist [Czarnecki u. Eisenecker, 2000, S. 38].
Merkmaldiagramme beschreiben ein Konzept näher. Überlegungen dazu, was ein
Konzept ausmacht, werden auch in der linguistischen Semantik vorgenommen. Hier
wird unter einem Konzept ein gedankliches Phänomen verstanden, welches für eine
Klasse gleichartiger Erscheinungen steht. Ein Konzept hat hier eine Intension und eine
Extension. Die Intension beschreibt den Sinn [Saeed, 2003, S. 323] eines Konzepts,
also seine mentale Repräsentation [Cruse, 2000, S. 22]. Die Extension eines Konzepts
bezeichnet Aspekte der realen Welt, die damit referenziert werden [Cruse, 2000,
S. 21]. Ein Merkmaldiagramm repräsentiert in diesem Sinne die Intension des damit
beschriebenen Konzepts. Die Menge der Instanzen, die mit dem Merkmaldiagramm
beschrieben werden, ist seine Extension [Czarnecki u. Eisenecker, 2000, S. 86].
Merkmaldiagramme sind deshalb auch sehr gut geeignet, Klassifikationen von be-
liebigen Konzepten vorzunehmen. Beispielsweise haben Czarnecki u. Helsen [2006]
Merkmaldiagramme dazu verwendet, um Gemeinsamkeiten und Unterschiede ver-
schiedener Modell-Transformationsansätze im Rahmen des Model Driven Software
Development (MDSD) zu identifizieren. Merkmaldiagramme sollen in der vorliegen-
den Arbeit als Hilfsmittel zur Begriffsbestimmung und Klassifikation verwendet wer-
den, weshalb sie schon hier in der Einführung vorgestellt werden.
Die ursprüngliche Notation der FODA wurde in nachfolgenden Arbeiten erwei-
tert und ergänzt. Von Czarnecki u. a. [2004] wird die kardinalitätsbasierte Merkmal-
modellierung (engl. cardinality-based feature modeling) vorgestellt. Sie wird in der
vorliegenden Arbeit verwendet.
Ein kardinalitätsbasiertes Merkmaldiagramm besteht aus Knoten, Kanten, Kanten-
dekorationen und Kardinalitäten. Das Diagramm ist eine Hierarchie von Merkmalen,
die mit Kanten verbunden sind. Die Wurzel der Hierarchie wird von einem Kon-
zeptknoten gebildet. Er ist über Kanten mit weiteren Knoten, den Merkmalknoten,
verbunden. Diese sind mit weiteren Merkmalknoten oder Merkmalgruppen verbunden.
Jedem Merkmal und jeder Merkmalgruppe ist eine Kardinalität zugeordnet. Eine
Kardinalität ist ein Intervall der Form [m..n] mit m ∈ Z∧n ∈ Z∪{∗} und 0 ≤ n ≤ m
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wobei gilt: ∀m ∈ Z : m < ∗. Eine Kardinalität gibt an, wie oft ein Merkmal mit seinen
Untermerkmalen in einer Ausprägung des Konzepts vorhanden sein kann. Ist die obere
Grenze des Intervalls größer als Eins, so ist das Merkmal in einer Ausprägung verviel-
fältigbar. Die vervielfältigten Merkmale können unabhängig voneinander ausgeprägt
werden. Ein Merkmal mit der Kardinalität ∗ ist unbeschränkt oft vervielfältigbar.
In der früheren Notation von Czarnecki u. Eisenecker [2000] existieren obligatori-
sche (engl. mandatory), optionale (engl. optional), alternative und Oder-Merkmale.
Ein obligatorisches Merkmal hat die Kardinalität [1..1] und ein optionales Merk-
mal hat die Kardinalität [0..1]. Alternative Merkmale und Oder-Merkmale sind in
Merkmalgruppen organisiert. Diesen Gruppen ist eine Kardinalität zugeordnet, die
aussagt, wie viele Merkmale der Gruppe in einer Ausprägung vorhanden sein kön-
nen. Eine alternative Merkmalgruppe hat die Kardinalität [1..1]. Es ist also genau
ein Merkmal aus der Gruppe auszuwählen9. Eine Gruppe von Oder-Merkmalen hat
die Kardinalität [1..k ], wobei k der Anzahl der Merkmale in der Gruppe entspricht.
Neu hinzugekommen ist eine Merkmalgruppe mit einer Kardinalität [i ..j ], wobei i > 0
und j < k . Merkmale können ein Attribut besitzen oder als Referenz auf ein ande-
res Merkmalmodell verwendet werden. In Abbildung 1.4 ist ein Merkmaldiagramm
mit Merkmalsgruppen dargestellt. Hier ist ein obligatorisches Merkmal f1 enthalten,
welches zwei Merkmalgruppen als Untermerkmale besitzt. Aus den Merkmalen f2, f3
C
1f
2f 3f 4f 5f 6f 7f
<1..1> <1..3>
Abb. 1.4: Arten von Merkmalgruppen [Czarnecki u. Eisenecker, 2000, S. 88]
und f4 wird genau ein Merkmal ausgewählt. Aus den Merkmalen f5, f6 und f7 können
ein, zwei oder drei Merkmale ausgewählt werden, wobei bei der Auswahl zwingend f5
enthalten sein muss, da es ein obligatorisches gruppiertes Merkmal ist. Eine Ausführ-
liche Vorstellung der Notationselemente und ihrer Verwendung wird in [Czarnecki u.
Eisenecker, 2000; Czarnecki u. a., 2005] vorgenommen.
9Eine alternative Merkmalgruppe hat somit eine xor -Semantik.
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1.5 Aufbau der Arbeit
Schematisch ist der Aufbau der Arbeit in Abbildung 1.5 dargestellt.
Einführung
Software-Ökonomie Software-Produktlinien
Methode zur wertbasierten
Portfolio-Optimierung
Merkmalbasierte Konfiguration
von Conjoint-Studien
Algorithmus zur
Portfolio-Optimierung
Software-Werkzeug
zur WB-PO
Evaluation
Zusammenfassung und Ausblick
Skizzieren von Problemstellung 
 und Forschungsansatz
Erläuterung eingesetzter 
 Forschungsmethoden
Erarbeiten eines theoretischen 
 Modells zur Gewinnmaxi-
 mierung bei SPL und dessen 
 analytische Evaluation
Auf Grundlage des theoretischen 
 Modells Aufgaben, Arbeitser-
 gebnisse und Rollen zu einer  
 Methode zusammenstellen
Durch existierende Ansätze 
 nicht adäquat abdeckbare Ak-
 tivtäten mit Eigenentwicklungen 
 abdecken 
Entwurf und Implementierung 
 eines Software-Prototyps, der 
 die Aufgaben der WB-PO 
 unterstüzt 
Demonstration
Simulation
Evaluation der Akzeptanz der 
WB-PO
Abb. 1.5: Schematischer Aufbau der Dissertation
Nachdem in der Einleitung Ziel, Vorgehen und Methoden der Arbeit dargelegt wur-
den, wird in Kapitel 2 ein Modell der Einflussgrößen auf den Gewinn bei Software
erarbeitet, welches in Kapitel 3 für SPL und SSF konkretisiert wird. Das Modell ist
Grundlage der in Kapitel 4 vorgestellten WB-PO. In der WB-PO wird die Conjoint
Analyse (CA) verwendet, für die in Kapitel 5 ein merkmalbasierter Konfigurations-
ansatz vorgestellt wird. Die zentrale Aufgabe der WB-PO ist die Optimierung. Ihre
Durchführung ist in Kapitel 6 beschrieben. Die in Kapitel 5 und 6 entwickelten Tech-
niken bedürfen zur Evaluation eines Prototyps, der in Kapitel 7 vorgestellt wird. Die
nun zusammengetragenen Artefakte werden in Kapitel 8 verwendet, um die eingangs
vorgestellten Hypothesen 1 und 2 zu prüfen. Eine Zusammenfassung und ein Ausblick
schließen die Arbeit in Kapitel 9 ab.
Teil I
Modell
2 Software-Ökonomie
Inhalte dieses Kapitels wurden in [Müller, 2009b] und [Müller, 2010c] vorgestellt.
Der Begriff Software wurde erstmalig von Tukey [1958, S. 2] gebraucht, um „carefully
planned interpreted routines, compilers, and other aspects of automative program-
ming“ zu benennen und sie von der Hardware, also den elektronischen Komponenten,
die die Software ausführen, zu unterscheiden. Seit dieser Zeit hat sich die Begriffsver-
wendung konkretisiert. Heutzutage bezeichnet der Begriff Software die Menge von
Programmen, zugehörigen Informationen und notwendiger Dokumentation, die es zu-
sammengefasst erlauben, mit Hilfe eines Computers Aufgaben zu erledigen [Balzert,
2009, S. 4]. Diesem Verständnis wird auch in der vorliegenden Arbeit gefolgt.
Software ist aus kaum einem Lebensbereich mehr wegzudenken. Mittlerweile ist es
selbstverständlich geworden, eine E-Mail zu versenden, anstatt einen Brief zu schrei-
ben, aktuelle Information aus dem Internet zu beziehen, anstatt die Tageszeitung zu
konsultieren oder die Unternehmenssteuerung nicht mit Bleistift und Papier, sondern
durch komplexe Software-Anwendungen zu unterstützen. Der Bedarf an Software für
verschiedenste Einsatzzwecke wird von Unternehmen der Software-Branche gedeckt,
die eine erhebliche Relevanz besitzt [Buxmann u. a., 2011, S. 3]. Damit ist Software
von einem rein abstrakten Konstrukt zu einem Produkt geworden.
Damit stellen sich aber nicht mehr nur rein technische Fragen, wie Software am
besten entwickelt und betrieben wird, sondern vermehrt auch Fragen, wie Software-
Produkte am besten zum unternehmerischen Erfolg beitragen können. Diese Frage
stellt sich auch für Produkte anderer Branchen. Eine einfache Adaption der dort
verwendeten Ansätze auf Software und die Software-Branche ist jedoch nicht ohne
weiteres möglich, da sich die Eigenschaften von Software als Produkt und der Wett-
bewerb insgesamt wesentlich von den Eigenschaften herkömmlicher Industriegüter
unterscheiden [Buxmann u. a., 2011, S. 1].
Doch was macht Software so besonders und wie kann mit diesen Besonderhei-
ten umgegangen werden? Diese Frage soll das nachfolgende Kapitel erörtern. Dabei
soll schrittweise ein Modell der Einflussfaktoren auf den ökonomischen Erfolg eines
Software-Anbieters entwickelt werden und dabei die relevanten Begriffe eingeführt
werden.
Porter [1998, S. 4] hat mit dem Fünf-Kräfte-Modell (Abbildung 2.1) generelle
Einflussfaktoren auf Unternehmen einer Branche identifiziert.
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Brancheninterne
Konkurrenz
Konkurrenz be-
stehender Firmen
Zulieferer
Verhandlungsmacht
Potentielle Konkurrenten
Kunden
Substitute
Gefahr neuer Konkurrenz
Verhandlungsmacht
Gefahr durch branchen-
fremde Konkurrenz
Abb. 2.1: Fünf-Kräfte-Modell nach Porter [1998, S. 4]
Die fünf Einflüsse, potentielle Konkurrenten, Zulieferer, Kunden, Substitute und die
Konkurrenz innerhalb der Branche, bestimmen die potentiellen Gewinnmöglichkeiten
und wirken in unterschiedlicher Weise auf Unternehmen ein [Porter, 1998, S. 5 ff.].
Die fünf Einflüsse können zu drei Gruppen zusammengefasst werden, die den öko-
nomischen Erfolg eines Unternehmens beeinflussen. Die Konkurrenz innerhalb einer
Branche, die potentielle Konkurrenz und Anbieter von Substituten bieten alle Pro-
dukte an, die von Kunden anstatt des eigenen Produkts gekauft werden können. Sie
können als Konkurrenz zusammengefasst werden. Die Kosten eines Unternehmens
werden zum einen vom Unternehmen selbst, also seiner eingesetzten Technologie,
seinen Mitarbeitern und Prozessen, und zum anderen durch die Preise der Zulieferer
bestimmt. Sie sind wesentlich, um zu entscheiden, ob bestimmte Produkte über-
haupt ökonomisch erfolgreich hergestellt werden können. Die Kunden fragen Pro-
dukte nach, aus denen sie einen ganz bestimmten Nutzen ziehen, für den sie eine
bestimmte Zahlungsbereitschaft haben. Erst die Bedürfnisse der Kunden macht das
wirtschaftliche Handeln eines Unternehmens möglich und erlaubt die Generierung von
Erlös. Die drei Gruppen werden in den folgenden Abschnitten charakterisiert.
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2.1 Unternehmen und ihre Produkte
Wie eingangs festgestellt, kann Software sowohl aus einem technischen, als auch aus
einem wirtschaftlichen Blickwinkel betrachtet werden.
Die technische Sicht auf Software wird vom Software-Engineering eingenommen
und befasst sich mit
Definition 6 „(1) [t]he application of a systematic, disciplined, quantifiable approach
to the development, operation, and maintenance of software; that is, the application
of engineering to software. (2) The study of approaches as in (1)“ [IEEE std 610.12,
1990, S. 67].
Das Software-Engineering befasst sich sowohl damit, systematisch Software zu ent-
wickeln, zu betreiben und zu warten, als auch damit, Methoden und Ansätze dafür
zu entwickeln. Software wird beim Software-Engineering als System betrachtet. Ein
System ist
Definition 7 „[a] collection of components organized to accomplish a specific func-
tion or set of functions“ [IEEE std 610.12, 1990, S. 73].
Wird nachfolgend von einem Software-System gesprochen, dann liegt dieses Ver-
ständnis zugrunde. Der Begriff zielt also darauf ab, wie eine Software realisiert ist,
um bestimmte geforderte Funktionen zu erfüllen.
Demgegenüber nimmt das Software-Produkt-Management die wirtschaftliche Sicht
auf Software ein. Es befasst sich mit dem Management von Software-Produkten über
deren gesamten Lebenszyklus unter Beachtung der Unternehmensziele. Sein Ziel ist
Definition 8 „to achieve sustainable success over the life cycle of the software pro-
duct [...]. This generally refers to economic success, which is ultimately reflected by
the profits generated“ [Kittlaus u. Clough, 2009, S. 40].
Beide Sichtweisen sind nicht losgelöst voneinander zu sehen, sondern stehen mit-
einander in Beziehung. So ist beispielsweise eine erhöhte Effizienz der Softwareent-
wicklung ein wesentliches Ziel des Software-Engineerings. Dies trägt zu einer ver-
besserten Kostensituation eines Unternehmens bei. Auf der anderen Seite erfasst
das Software-Produkt-Management Anforderungen relevanter Kundengruppen, die
durch Anwendung von Methoden des Software-Engineerings in ein Software-System
überführt werden. Die vorliegende Arbeit untersucht genau diese Interdependenzen,
weshalb eine klare Trennung beider Sichten angebracht ist.
Beim Software-Produkt-Management wird Software als Produkt aufgefasst, das
zum wirtschaftlichen Erfolg eines Unternehmens beiträgt. Dem Produkt-Verständnis
des Marketings folgend, dass Produkte aus Kundenperspektive als „complex bundles
of benefits that satisfy their needs“ [Kotler u. Armstrong, 2006, S. 234] versteht,
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bestehen Produkte aus den in Abbildung 2.2 dargestellten drei Ebenen Kernnutzen,
tatsächliches Produkt und angereichertes Produkt. Der Kernnutzen adressiert das
eigentliche Problem, das Kunden durch den Erwerb eines Produkts lösen wollen.
Beispielsweise erwerben Kunden ein Textverarbeitungsprogramm, um Texte schneller
und möglichst fehlerfrei zu erstellen. Der Kernnutzen wird vom tatsächlichen Produkt
an die Kunden kommuniziert und geliefert.
Das tatsächliche Produkt ergibt sich aus den Faktoren, die für die Kunden relevant
sind. Dazu gehören beispielsweise Produktfunktionalitäten, das Design, der Name
oder die Verpackung. Diese Faktoren sind die Merkmale eines Produkts.
Definition 9 Ein Merkmal ist eine unterscheidbare Eigenschaft eines Konzepts, wel-
ches für einen Interessenbeteiligten relevant ist [Czarnecki u. Eisenecker, 2000, S. 38].
Die Merkmale müssen klar kommunizieren, dass das Produkt die eigentlichen Pro-
bleme der Kunden lösen kann. Bei einem Software-Produkt sind dies vor allem die
funktionalen und nicht-funktionalen Merkmale.
Definition 10 Funktionale Merkmale benennen spezifische Funktionen eines Soft-
ware-Produkts [Kang u. a., 1998, S. 151].
Definition 11 Nicht-funktionale Merkmale bezeichnen bestimmte Qualitäten1 eines
Software-Produkts [Kang u. a., 1998, S. 153].
Voll zufrieden werden Kunden durch die Elemente der dritten Ebene gestellt, die das
tatsächliche Produkt um komplementäre Angebote, wie etwa zusätzliche Dienstleis-
tungen oder flexible Zahlungsbedingungen, anreichert (etwa [Böhmann u. Krcmar,
2007, S. 241], [Kotler u. Armstrong, 2006, S. 236] und [Withey, 1996, S. 15]).
Beispielsweise könnte für eine Textverarbeitung ein einjähriges Abonnement für eine
Support-Hotline angeboten werden. Angereicherte Produkte werden auch als hybride
Produkte bezeichnet [Böhmann u. Krcmar, 2007, S. 241].
Damit kann der Begriff Produkt wie folgt definiert werden.
Definition 12 Ein Produkt ist eine Kombination aus materiellen und immateriellen
Leistungen, die von einer Partei, dem Anbieter aus kommerziellem Interesse zusam-
mengestellt werden, um definierte Rechte daran einer anderen Partei, dem Kunden,
meist gegen Entgelt zu übertragen [Kittlaus u. Clough, 2009, S. 6].
Dabei bezeichnet der betriebswirtschaftliche Begriff Leistung die gezielte Hand-
lung, die zu einem Wertzuwachs (Ertrag) durch den eigentlichen Betriebszweck ei-
nes Unternehmens führt. Die Leistungserstellung benötigt einen Werteinsatz, eine
Kombination aus den Produktionsfaktoren Arbeit, Betriebsmittel und Werkstoffe,
1Im Sinne der ISO/IEC 9126-1 [2001].
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Abb. 2.2: Ebenen eines Produkts [Kotler u. Armstrong, 2006, S. 234]
die Kosten verursachen. Kosten sind in diesem Sinne der in Geldeinheiten bewertete
Verzehr von Gütern und Dienstleistungen [Wöhe u. Döring, 2002, S. 830 f.].
Zwei spezielle Arten von Leistungen sind zu unterscheiden [Wöhe u. Döring, 2002,
S. 14 f.].
• Eine Dienstleistung liegt vor, wenn der Ersteller seine Leistung dauerhaft an-
bietet, der externe Faktor (Kunde oder seine Objekte) bei der Erbringung der
Leistung in hohem Maße beteiligt ist und die Leistung zum überwiegenden Teil
immateriell ist.
• Eine Sachleistung liegt vor, wenn die materielle Komponente überwiegt.
Der Definition des Begriffs Produkt folgend, kann ein Software-Produkt wie folgt
definiert werden.
Definition 13 Ein Software-Produkt ist ein Produkt, dessen Hauptbestandteil Soft-
ware ist [Kittlaus u. Clough, 2009, S. 6].2
2Aber sind Software-Produkte nun Sachleistungen oder Dienstleistungen? Software ist immateri-
ell, ein Software-Produkt kann daher niemals eine Sachleistung alleine sein. Nachdem eine Software
erstellt wurde, wird der Ersteller nicht mehr benötigt damit sie Nutzen stiftet, damit ist Software keine
Dienstleistung. Ein Software-Produkt somit auch nicht. Software-Produkte sind also eine besondere
Form neben Sach- und Dienstleistungen.
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Das Software-Produkt enthält damit das Software-System, welches im Rahmen des
Software-Engineerings erstellt wurde. Die Begriffszusammenhänge sind in Abbild-
ung 2.3 dargestellt.
Software-Produkt
Software-Produkt-Bestandteil
Software-System Dienstleistung Hardware
1
1..*
Merkmal 1..*1..*
Abb. 2.3: Software-Produkte und ihre Bestandteile als UML-Klassendiagramm
2.1.1 Eigenschaften von Software-Produkten
Die im Rahmen des Software-Engineerings erstellten Software-Systeme sind vorweg-
genommene geistige Arbeit. Sie beschreiben Lösungswege für Probleme, die ein Be-
nutzer nicht mehr selber finden muss, wenn er die Software verwendet. Software-
Systeme liegen während der Entwicklung in Form von Software-Entwicklungsartefak-
ten vor.
Definition 14 Ein Software-Entwicklungsartefakt ist die Spezifikation einer physi-
schen Informationeinheit, die von einem Software-Entwicklungsprozess genutzt oder
erzeugt wird [OMG, 2007, S. 197].
Dazu gehören Modelle, Quelltexte, Konfigurationsdateien, Testfallbeschreibungen,
Dokumentationen und mit diesen Artefakten in Verbindung stehende Artefakte. Quell-
texte enthalten in einer Programmiersprache abgefasste Anweisungen – das Pro-
gramm –, deren Hauptzweck es ist, von einem Computer ausgeführt zu werden. Dazu
müssen sie von einem Compiler in Maschinenanweisungen – in Binärform – übersetzt,
oder von einem Interpreter interpretiert werden [von Engelhardt, 2008, S. 8]. Einen
weiteren Zweck erfüllen die Artefakte mit der Dokumentation des Software-Systems,
welches erst dadurch wartbar wird.
In Publikationen, die Software aus ökonomischer Perspektive betrachten, wird kein
einheitliches Vokabular verwendet. So sprechen die einen von Software als Informa-
tionsgut [von Engelhardt, 2008; Shapiro u. Varian, 1998; Varian u. a., 2005], die
anderen von Software als digitales Gut [Buxmann u. a., 2011; Quah, 2003; Shy,
2001]. Die beiden Begriffe unterscheiden sich in ihrer Bedeutung aber kaum. Shapiro
u. Varian [1998, S. 3] verstehen unter einem Informationsgut
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Definition 15 „anything that can be digitalized—encoded as a stream of bits“.
Auf der anderen Seite definiert Quah [2003, S. 6] ein digitales Gut als
Definition 16 „a payoff-relevant bitstring, i.e., a sequence of binary digits, 0s and
1s, that affects the utility of or payoff to some individual in the economy.“
Ein Informationsgut ist demnach ein Gut, das digitalisierbar ist. Ein digitales Gut, ein
Gut, das digital, also als Kette von Bits, vorliegt.
Aus diesem Grund wird der Begriff Informationsgut in der vorliegenden Arbeit ver-
wendet, wenn von einem Gut gesprochen wird, dass potentiell digitalisiert werden
kann. Von einem digitalen Gut wird gesprochen, wenn das Gut digital vorliegt. Da-
mit ist den verschiedenen kursierenden Begriffen Rechnung getragen, ohne dass es
zu Begriffsüberschneidungen kommt. Da Software – zumindest in binärer Form –
digital, also in Form von Bits3 vorliegt, kann Buxmann u. a. [2011, S. 23] gefolgt und
Software als ein digitales Gut aufgefasst werden.
Software ist immateriell und damit auf ein Trägermedium angewiesen, das Infor-
mation in Form von Bits aufnehmen kann. Beispiele sind magnetisierbare Scheiben
wie bei Festplatten, reflektierende Oberflächen wie bei CDs oder DVDs, zustands-
erhaltende Schaltkreise wie beim Random Access Memory (RAM)-, Read-Only Me-
mory (ROM)-Speichern aber auch Papier, wie es zu Beginn der Computertechnik
mit Lochkarten verwendet wurde.
Da Software immateriell ist und durch Bits repräsentiert wird, kann sie beliebig oft
ohne Qualitätsverlust kopiert werden [Buxmann u. a., 2011, S. 24]. Die erzeugten
Kopien sind perfekte Kopien. Es besteht kein Unterschied zwischen Original und
Kopie. Dies ist sogar eine essentielle Eigenschaft. Könnte Software nicht beliebig oft
ohne Qualitätsverlust kopiert werden, könnte sie auch nicht vom Festspeicher eines
Computers in den Arbeitsspeicher und von da in den Prozessor geladen werden.
2.1.2 Vom Software-System zum Geschäftsmodell
Software wird in zahlreichen Bereichen eingesetzt, erfüllt verschiedene Funktionen
und ist mehr oder weniger fest mit der darunter liegenden Hardware verknüpft. Die
Steuerung eines Motors wird genauso von Software unterstützt wie das Verfassen
von Texten. Obwohl die Einsatzbereiche so unterschiedlich sind, spricht man dennoch
in allen Fällen von Software. Für eine strukturierte Betrachtung bietet sich daher ei-
ne Klassifikation an. Da der Hauptbestandteil eines Software-Produkts ein Software-
System ist, werden zunächst Software-Systeme klassifiziert. Anschließend wird ge-
zeigt, welche Geschäftsmodelle mit welchen Software-Produkten möglich sind.
3Kleinste Informationseinheit mit den Ausprägungen 0 und 1.
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2.1.2.1 Klassifikation von Software-Systemen
Software-Systeme können verschiedene Merkmale besitzen, die sie charakterisieren
und verschiedene Ausprägungen haben. Ein Merkmaldiagramm von Software-Syste-
men ist in Abbildung 2.4 dargestellt.
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Abb. 2.4: Merkmaldiagramm von Software-Systemen
Beim Merkmal Funktionalität kann typischerweise in Systemsoftware, systemnahe
Software und Anwendungssoftware unterschieden werden. Systemsoftware ist für die
prinzipielle Verwendung eines Computers erforderlich. Hierzu zählt insbesondere das
Betriebssystem, das Basisdienste zur Verwendung eines Computers und Infrastruktur
für andere Systemsoftware wie beispielsweise Gerätetreiber bereitstellt. Systemnahe
Software dient der Bereitstellung zusätzlicher Dienste, die aber noch keinen direkten
Nutzen für den Benutzer generieren. Beispiele hierfür sind Datenbanksysteme oder
Middleware. Anwendungssoftware dient dem Benutzer zur eigentlichen Erledigung
seiner Aufgaben [Mertens u. a., 2005, S. 20 ff.]. Sie stiftet ihm direkt Nutzen.
Software ist unterschiedlich stark mit Hardware verbunden. Eingebettete Software
ist direkt mit der Hardware verbunden und meist direkt in einem Speicherbaustein
abgelegt. Nicht eingebettete Software wird erst auf einem Computer installiert, bevor
sie genutzt werden kann.
Weiterhin sind unterschiedliche Vorgehensweisen bei der Herstellung von Softwa-
re möglich. Standardsoftware wird einmal für einen anonymen Markt erstellt und
anschließend vervielfältigt. Individualsoftware wird nach spezifischen Kundenanfor-
derungen für einen bestimmten Kunden erstellt. Standardsoftware kann weiterhin
unterteilt werden in branchenspezifische und branchenübergreifende Standardsoftwa-
re [Mertens u. a., 2005, S. 21 ff.]. Eine Mischung beider Herstellungsmöglichkeiten
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ist die kundenindividuelle Massenfertigung (engl. Mass Customization) [Kratochvil
u. Carson, 2005; Piller, 2006; Pine, 1993] von Software. Hier wird ein hochange-
passtes System, das nahezu alle Kundenanforderungen genau erfüllt, auf Grundlage
von systematischer Wiederverwendung hergestellt, sodass Kosten vergleichbar zur
Herstellung von Standardsoftware auftreten [Krueger, 2006; Helferich, 2010].4
Liegen Software-Systeme binär als fertige Installationspakete vor, kann ihr inne-
rer Aufbau nicht mehr ohne weiteres nachvollzogen werden. Dem Benutzer eines
Software-Systems ist es damit nicht mehr möglich, Fehler selbst zu lokalisieren oder
eigene Anpassungen vorzunehmen. Deshalb wird in einigen Fällen der Quelltext einer
Software mitgeliefert. Bei quelloffener Software (engl. Open Source Software) liegt
der Quelltext vor. Bei geschlossener Software (engl. Closed Source Software) liegt
dem Benutzer ausschließlich das Software-System in Binärform, also in übersetzter
Form, vor [Grassmuck, 2004].
Neuere Entwicklungen, insbesondere die Service Oriented Architecture (SOA) [Jo-
suttis, 2008], das Cloud Computing – hier vor allem das Software as a Service (SaaS)
[Koch, 2009] –, aber auch ältere Modelle für die Realisierung verteilter Anwendungen,
wie Distributed Component Object Model (DCOM) oder Common Object Request
Broker Architecture (CORBA), lassen eine Unterscheidung nach dem Ausführungsort
zu. Ein Software-System kann entweder vollständig lokal auf einem Rechner ausge-
führt werden oder zumindest zum Teil entfernt auf einem Server. Wird ein Teil des
Software-Systems auf einem entfernten Rechner ausgeführt, dann kann weiter der
Grad der Persistenz unterschieden werden. Persistente Systeme sind nach Beenden
einer Sitzung wieder aufrufbar, nicht-persistente Systeme sind inklusive ihrer Daten
und ihres Zustands nach einer Sitzung nicht mehr vorhanden. Diese Unterscheidung
kann für Unternehmen wichtig sein, die bestimmten Nachweispflichten nachkommen
müssen.
Die hier vorgestellte Charakterisierung des Begriffs Software-System ist auf einem
hohen Abstraktionsniveau angesiedelt und kann beliebig weiter konkretisiert werden.
Beispielsweise könnten die verwendete Programmiersprache, Datenspeichertechnolo-
gie und weiteres mehr für eine weitere Konkretisierung sorgen. Da die Arbeit Software
aber vor allem als Produkt betrachtet, genügt die vorgestellte Granularität.
2.1.2.2 Mögliche Software-Produkte
Aus den möglichen Software-Systemen lassen sich verschiedene Software-Produkte
formen. Nach Herzwurm u. Pietsch [2008, S. 32] können drei elementare Produkt-
typen unterschieden werden: das materielle Kaufobjekt, das materielle Kaufobjekte
inklusive substanzbezogener Dienstleistung und das am weitesten gefasste Verständ-
4Dieses Konzept ist zentrales Thema der Arbeit und wird in Kapitel 3 im Detail vorgestellt.
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nis eines Produkts, das von Unternehmen angebotene Eigenschafts- und Leistungs-
bündel.
Dient Software als Teil eines materiellen Kaufobjekts, werden gezielt Eigenschaften
digitaler Güter unterdrückt, indem die Software an einen physischen Träger gekoppelt
wird. In dem Sinne sind Massenprodukte, wie beispielsweise Betriebssysteme oder
Office-Anwendungen ebenfalls physische Kaufobjekte, da sie an einen Träger mit
einem Lizenzaufkleber gebunden sind [Herzwurm u. Pietsch, 2008, S. 31].
Beim zweiten Produktverständnis, das Software als materielles Kaufobjekt inklusive
substanzbezogener Dienstleistungen sieht, ist eine Dienstleistung erforderlich, damit
das eigentliche Produkt – das Software-System – verwendet werden kann. Beispiels-
weise muss ein Enterprise Resource Planning (ERP) System durch Customizing erst
an bestehende Unternehmensprozesse angepasst oder bestehende Unternehmenspro-
zesse an ein ERP-System angepasst werden, damit dieses gewinnbringend eingesetzt
werden kann.
Ist Software nur noch Mittel zum Zweck, um eine bestimmte Dienstleistung zu
erbringen, dann verstehen Herzwurm u. Pietsch [2008, S. 32] das von Unterneh-
men angebotene Eigenschafts- und Leistungsbündel als das Produkt. Hier tritt das
Software-System in den Hintergrund. Ein Beispiel ist Berater-Software, wie etwa
Xtext [Behrens u. a., 2010], die von Beratungshäusern quelloffen der Allgemeinheit
zur Verfügung gestellt und intensiv betreut wird. Die Unternehmen generieren dann
ihren Erlös durch das Anbieten von Beratungsleistungen rund um das zur Verfügung
gestellte Produkt.
2.1.2.3 Geschäftsmodelle
Auf Grundlage der möglichen Software-Produkte haben sich in der Software-Branche
verschiedene Geschäftsmodelle etabliert. Dabei kann grundsätzlich zwischen Softwa-
re-Anbietern im engeren Sinne und Software-Anbietern im weiteren Sinne unterschie-
den werden [Buxmann u. a., 2011, S. 5]. In dieses generelle Klassifikationsschema
lassen sich die fünf von Käkölä [2003, S. 186] identifizierten Geschäftsmodelle in der
Software-Branche einordnen. Software-Anbieter im engeren Sinne entwickeln Soft-
ware als Standard- oder Individualsoftware.
Software-Anbieter im weiteren Sinne bieten Dienstleistungen rund um Software
in späteren Phasen des Software-Lebenszyklus an. Hierzu zählt insbesondere das
Customizing- und Beratungsgeschäft, das Software an konkrete Unternehmensbe-
dürfnisse anpasst, aber auch die Vermietung von Software im Rahmen des SaaS
über das Internet. Ein fünftes Geschäftsfeld lässt sich mit eingebetteter Software
identifizieren, die zusammen mit dazugehörigen Dienstleistungen, wie Wartung und
Anpassung, angeboten wird.
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Eine von Käkölä [2003, S. 186] nicht identifiziert Form der Software-Entwicklung,
ist die kundenindividuelle Massenfertigung von Software-Produkten [Krueger, 2006;
Helferich, 2010]. Standard-Software-Anbieter können so Kosten senken und vorher
nicht lukrative Kundensegmente adressieren.
In Hinblick auf das Ziel der Arbeit, einen Ansatz zu entwickeln, mit dem das Pro-
dukt-Portfolio eines Software-Anbieters optimiert werden kann, sind nachfolgend aber
nur die Geschäftsmodelle relevant, bei denen tatsächlich ein Software-Produkt her-
gestellt und vertrieben wird. Reine Anpassungsleistungen oder die Herstellung von
Software, die als Teil eines anderen Produkts, beispielsweise eines Kraftfahrzeugs,
eingesetzt wird, werden nicht betrachtet.
2.1.3 Kosten
Aufgrund der besonderen Eigenschaften von Software5 ergibt sich eine spezielle Kos-
tensituation, die nachfolgend beschrieben wird. Zuvor werden aber kurz benötigte
Begriffe der Kostenrechnung eingeführt.
Jede Aktivität der Wertschöpfungskette (engl. value chain) eines Software-An-
bieters verursacht Kosten [Porter, 1985, S. 33 ff.]. Primäre Aktivitäten verursa-
chen Einzelkosten. Sie können einem Kostenträger, im Fall von Software-Produkten,
einem Software-Produkt zugeordnet werden. Sekundäre Aktivitäten können einem
Kostenträger nicht direkt zugeordnet werden und verursachen deshalb Gemeinkos-
ten. Gemein- und Einzelkosten ergeben die Gesamtkosten (Kges) [Coenenberg u. a.,
2009, S. 58].6
Die Gesamtkosten können nach ihrer Abhängigkeit von einer Bezugsgröße – der
Beschäftigung oder der Ausbringungsmenge – aufgeschlüsselt werden. Variable Kos-
ten Kv ändern sich mit einer Bezugsgröße, beispielsweise der Anzahl gefertigter Ein-
heiten oder der Anzahl bedienter Kunden. Fixkosten Kf sind Kosten, die innerhalb
einer Periode unabhängig von einer Bezugsgröße sind. Sie bleiben bei Änderung der
Bezugsgröße konstant [Coenenberg u. a., 2009, S. 65 f.].
Damit ergeben sich zwei weitere Begriffe, nämlich die Grenzkosten (K ′) und die
Durchschnittskosten (kd). Die Grenzkosten sind die Kosten, die die Produktion einer
zusätzlichen Einheit verursacht. Mathematisch ausgedrückt ist dies die erste Ablei-
tung der Kostenfunktion nach einer Bezugsgröße, beispielsweise der Anzahl produ-
zierter Einheiten (x):
Definition 17 K ′(x) = ∆K
ges(x)
∆x
.
5Vgl. dazu Abschnitt 2.1.1.
6Dies gilt im Rahmen einer Vollkostenrechnung.
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Die Durchschnittskosten sind die insgesamt angefallenen Kosten pro Bezugsgröße,
beispielsweise die Kosten pro produzierter Einheit [Coenenberg u. a., 2009, S. 73 f.]:
Definition 18 kd(x) = K
ges(x)
x
Der Deckungsbeitrag (DB) ist der Teil des Erlöses (E), der zur Deckung der Fix-
kosten bleibt, wenn die variablen Kosten von ihm abgezogen wurden. Er ist definiert
als
Definition 19 DB = E −Kv
und gibt in kurzfristigen Entscheidungssituationen – ein Zeitraum in dem die Fix-
kosten nicht geändert werden können – Auskunft darüber, ob sich eine Transaktion
lohnt oder nicht [Coenenberg u. a., 2009, S. 224 f.].
2.1.3.1 Kostenverteilung bei Software
Für die Herstellung eines Software-Systems fallen fixe Kosten an, die Kosten der
ersten Kopie (engl. first copy cost) genannt werden [Buxmann u. a., 2011, S. 24]7
Für den Vertrieb, Beratung oder Support fallen variable Kosten. Diese sind bei Soft-
ware oft gering im Vergleich zu den anfallenden Fixkosten [Shapiro u. Varian, 1998,
S. 3]. Das bedeutet, dass sogar sehr geringe Erlöse (E > Kv) noch einen positiven
Deckungsbeitrag erwirtschaften.
Die für die erste Kopie angefallenen Kosten können nicht mehr beeinflusst werden.
Sie sind versunken. Sie können nur durch den Verkauf der Software-Produkte gedeckt
werden. Eine alternative Möglichkeit existiert nicht.
Durch die spezifische Konstellation zwischen hohen Fixkosten und geringen varia-
blen Kosten entsteht eine Fixkostendegression und somit unterliegt Software starken
positiven Skaleneffekten (engl. economies of scale) [Shapiro u. Varian, 1998, S. 25].
Skaleneffekte allgemein bezeichnen die Auswirkung der Ausbringungsmenge zu den
entstehenden Produktionskosten. Positive Skaleneffekte liegen vor, wenn bei steigen-
der Ausbringungsmenge die Durchschnittskosten sinken, negative Skaleneffekte im
umgekehrten Fall. Konstante Skaleneffekte liegen vor, wenn sich die Durchschnitts-
kosten bei steigender Ausbringungsmenge nicht ändern [Porter, 1998, S. 8].
Tritt eine Fixkostendegression auf, dann bedeutet dies, dass die Durchschnitts-
kosten bei einer gegebenen Ausbringungsmenge x immer größer sind als die Grenz-
kosten. Abbildung 2.5 stellt den Zusammenhang graphisch dar und zeigt, das die
Durchschnittskosten zu den Grenzkosten konvergieren.
7Bei genauer Betrachtung sind die Kosten nicht für die erste Kopie, sondern für das Original
angefallen. Da sich der Begriff aber eingebürgert hat, soll er auch in der vorliegenden Arbeit verwendet
werden.
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Abb. 2.5: Entwicklung der Durchschnitts- und Grenzkosten bei Software
Formal gilt
Kd(x) →
x→∞
kv = K
′(x).
Daraus folgt, dass Preise in Höhe der Grenzkosten einen Verlust für das Unternehmen
bedeuten [Shy, 2001, S. 54]. Aus diesem Grund ist die kostenorientierte Preissetzung,
also die Orientierung an den Grenzkosten bei der Preissetzung, bei Software nicht
adäquat.
2.1.3.2 Kostenmodell
Kosten fallen für alle Bestandteile des letztlich angebotenen Produkts an. Insbeson-
dere für das Software-System wurden verschiedene Kostenschätzmodelle entwickelt,
um den Aufwand der Herstellung eines Software-Systems abschätzen zu können.
Abbildung 2.6 stellt das Kostenmodell von Software-Produkten überblicksartig dar,
wobei der Fokus auf dem Software-System liegt.
Im Rahmen des COnstructive COst MOdel (COCOMO) II haben Boehm u. a.
[1995] auftretende Software-Kosten und die auf sie wirkenden Faktoren identifiziert.
Danach treten Kosten für die Entwicklung und Testen [S. 68 ff.], sowie Kosten für
die Wartung [S. 77] eines Software-Systems auf. Wie hoch diese Kosten sind, hängt
vom verursachten Aufwand ab, der im Rahmen der Softwareentwicklung meist in
Personenmonaten gemessen wird. Der Aufwand wiederum ist durch verschiedene
projektspezifische Faktoren determiniert. Beispielhafte Faktoren sind der Projektum-
fang, die Erfahrung der Projektmitarbeiter oder die geforderte Zuverlässigkeit des
entwickelten Software-Systems.
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Abb. 2.6: Kostenmodell von Software-Produkten
Welche Faktoren in eine Kostenschätzung einfließen und wie diese miteinander
verrechnet werden, um letztlich den Gesamtaufwand abzuschätzen, hängt von der
verwendeten Schätzmethode ab [Boehm u. a., 2000, S. 179].
2.1.4 Erlös
Software-Produkte sollen zum wirtschaftlichen Erfolg eines Unternehmens beitragen.
Dafür muss mit ihnen Erlös generiert werden, um die entstandenen Kosten zu decken
und Gewinn zu realisieren. Der Erlös ist das Produkt aus dem realisierten Preis P
und einer Bezugsgröße, etwa der abgesetzten Menge X:
Definition 20 E = P ·X.
Dabei stellen sich die Fragen, auf welcher Grundlage mit einem Software-Produkt
Erlös generiert werden kann.
2.1.4.1 Rechtliche Grundlagen
Da Software immateriell ist, kann sie nicht als physisches Objekt verkauft wer-
den. Vielmehr sind spezielle Rechte – beispielsweise Nutzungsrechte oder Verviel-
fältigungsrechte – Gegenstand des Verkaufs. Diese Rechte werden in Lizenzverträ-
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gen bestimmt, die den rechtlichen Bestimmungen des maßgeblichen Landes folgen
müssen. In Deutschland existiert der Begriff Lizenzvertrag im Zusammenhang mit
dem Kaufrecht nicht. Das deutsche Recht kennt hierfür den Kauf-, Miet-, Werk-
und Dienstvertrag. Welcher Typ vorliegt, hängt von der konkreten Ausgestaltung ab
[Dreier u. Vogel, 2008, S. 55 ff.].
Wie in Abbildung 2.3 dargestellt, besteht ein Software-Produkt aus einem Softwa-
re-System, zusätzlichen Dienstleistungen und anderen materiellen Leistungen. Jede
dieser Komponenten ist für sich eine Quelle für den Erlös. Software-Verträge umfas-
sen deshalb alle Bestandteile des Software-Produkts.
2.1.4.2 Erlösmodell
Bei Software-Produkten besteht das Problem zu entscheiden, auf welcher Grundlage
und in welcher Form Erlös generiert werden soll. Es reicht nicht, eine Antwort auf die
Frage zu finden: Was soll der Preis für eine Einheit eines Produkts sein? Vielmehr
muss zunächst einmal festgelegt werden, was als Bepreisungsgrundlage verwendet
wird. Erlösmodelle beschreiben, wie mit Software-Produkten Erlöse erzielt werden.
Abbildung 2.7 zeigt die Struktur eines Erlösmodells.
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Abb. 2.7: Struktur des Erlösmodells als UML-Klassendiagramm
Ein Erlösmodell beschreibt eine Menge von Erlöskomponenten, die jeweils aus einer
Erlösquelle und der dazugehörigen Erlösform bestehen. Die Erlösquelle bezeichnet
dabei die Herkunft des Erlöses und die Erlösform beschreibt die Art und Weise der
Abrechnung einer Leistung.
Erlösformen
Zerdick u. a. [2000, S. 26] unterscheiden für digitale Güter die in Abbildung 2.8 dar-
gestellten Erlösformen, wobei ihr Fokus auf der Kommunikations- und Medienbranche
liegt. Da Software ein digitales Gut ist, eignet sich die Klassifikation auch für Softwa-
re, wie Cusumano [2007] darlegt. Grundsätzlich unterscheiden sie zwischen direkten
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Abb. 2.8: Mögliche Erlösformen bei Software-Produkten (Merkmaldiagramm)
und indirekten Erlösformen. Bei den direkten Erlösformen ist die Kompensation un-
mittelbar mit der eigentlichen Leistung verknüpft, wobei hier nutzungsabhängig und
nutzungsunabhängig abgerechnet werden kann. Eine nutzungsabhängige Abrechnung
erfolgt entweder nach der Dauer oder nach ihrem Umfang. Beispielsweise können die
Anzahl der Transaktionen bei einem Aktiendepot-Management-System als Grund-
lage der Abrechnung dienen. Nutzungsunabhängige Abrechnung kann einmalig oder
regelmäßig wiederkehrend erfolgen. Der Kauf eines Software-Produkts mit einmaliger
Zahlung einer Lizenzgebühr ist ein Beispiel einer einmaligen Abrechnung, wohinge-
gen beim Abschluss eines Wartungsvertrags die Abrechnung wiederkehrend erfolgt.
Die indirekten Erlösformen können äußerst vielgestaltig sein und sind mit den in Ab-
bildung 2.8 aufgeführten Merkmalen keineswegs erschöpfend charakterisiert. Häufig
werden Kundendaten für die Erlösgenerierung verwendet. Massiv ist dies etwa beim
Anbieter Google, beispielsweise Google Mail, zu beobachten. Hier werden Mail-Client,
Mail-Server und die benötigte Infrastruktur für Kunden kostenfrei zur Verfügung ge-
stellt. Kunden müssen im Gegenzug ihre Daten für die Analyse durch Google frei-
geben [Google, 2007]. Das Produkt wird bei indirekten Erlösformen durch Dritte –
beispielsweise Unternehmen die Interesse an Kundendaten besitzen oder Werbung
schalten wollen oder dem Staat, der das Angebot einer bestimmten Leistung für
gesellschaftlich wünschenswert erachtet – kompensiert. Eine reine Anwendung einer
der genannten Erlösformen ist eher untypisch. Vielmehr werden diese kombiniert an-
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gewendet, wodurch eine große Vielfalt möglicher Erlösformen entsteht [Zerdick u. a.,
2000, S. 29].
Die Erlösformen werden auf Erlösquellen eines Produkts angewendet. Bei Software-
Produkten dominieren zwei Arten von Erlösen: Lizenzerlöse und Dienstleistungser-
löse [Buxmann u. a., 2011, S. 18]. Die Quelle der Lizenzerlöse ist die Übereignung
wohldefinierter Rechte, beispielsweise Nutzungs- oder Vervielfältigungsrechte an ei-
nem Software-System. Die Erlösquelle bei Dienstleistungen ist das Bereitstellen oder
Ausführen einer bestimmten Dienstleistung für den Kunden, meist im mittelbaren
oder unmittelbaren Zusammenhang mit dem Software-System. Ein Beispiel ist das
zur Verfügung stellen einer Support-Hotline.
Erlösquelle
Zur Bezeichnung der Erlösquelle bei Software-Produkten hat sich der Begriff Lizen-
zierungsmodell eingebürgert [Bürkner, 2003; Buxmann u. a., 2011].
In einer Studie der SIIA [2006] wurden typische Lizenzmodelle von Software-An-
bietern vorgestellt. Die Lizenzmodelle sind allesamt direkte Erlösformen, da der Erlös
direkt durch den Kunden generiert wird. Es kann nach nutzungsabhängigen- und
nutzungsunabhängigen Lizenzmodellen unterschieden werden.
Nutzungsunabhängig sind folgende Varianten: Bei der Lizenzierung pro Installation
liegt für die Abrechnung die Anzahl der Nutzer zugrunde, die gleichzeitig ein Software-
System verwenden. Dieses Lizenzmodell wird deshalb auch concurrent user genannt.
Bei der Abrechnung pro Arbeitsplatz (engl. per seat) ist die Abrechnungsgrundlage
die Anzahl der Arbeitsstationen oder Server auf denen ein Software-System instal-
liert ist, egal ob es genutzt wird oder nicht. Eine Abwandlung dieses Modells ist die
Abrechnung pro Benutzer (engl. named user). Es zählt also nicht der Computer auf
dem eine Software installiert ist, sondern der Benutzer.
Nutzungsabhängige Lizenzmodelle (engl. usage metric) rechnen die Software nach
ihrem tatsächlichen Gebrauch ab. Für die Messung der Höhe des tatsächlichen Ge-
brauchs kommen verschiedene Parameter in Betracht. Beispiele sind die Anzahl
der verwalteten Kunden-Konten eines ERP-Systems, die Anzahl der durchgeführ-
ten Kampagnen eines Customer Relationship Management (CRM)-Systems oder die
Anzahl geplanter Routen bei einem Supply Chain Management (SCM)-System. Eine
Sonderform sind die Lizenzmodelle, bei denen eine finanzbasierte Metrik (engl. finan-
cial metric) zugrunde liegt. Hier wird auf Grundlage von Unternehmenskennzahlen,
beispielsweise dem Umsatz, abgerechnet. Eine eher technische Möglichkeit, den Nut-
zen eines Software-Systems zu bestimmen, ist die Anzahl der verwendeten Prozes-
soren oder die Größe des verwendeten Arbeitsspeichers zu messen. Diese Parameter
liefern einen Richtwert für die Einsatzintensität eines Software-Systems und damit
für den Nutzen den es stiftet.
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2.2 Kunden
Neben den Anbietern und deren Produkten sind die Kunden die zweite Komponente
der Software-Ökonomie. Sie möchten mit den angebotenen Produkten ihre Bedürf-
nisse befriedigen und kompensieren direkt oder indirekt den entstandenen Aufwand
der Hersteller, die erst dadurch Erlös generieren können.
2.2.1 Nutzen und Wertvorstellung
Kunden ziehen einen bestimmten Nutzen (u)8 aus einem Produkt, indem es ih-
re Bedürfnisse befriedigt. Die Bedürfnisse können ganz verschiedener Natur sein,
beispielsweise physiologischer oder sozialer Natur [Maslow, 1943]. Der Nutzen, den
Kunden aus einem Produkt ziehen, bestimmt den Nutzwert (w nutzen, engl. use va-
lue), den sie einem Produkt beimessen, welchen sie monetär ausdrücken können
[Nagle u. a., 2011, S. 18]. Da Kunden in den meisten Fällen nicht alleine einem An-
bieter gegenüberstehen und ihre Produktwahl damit nicht alternativlos ist, ist der
Nutzwert nicht die Grundlage wirtschaftlicher Austauschbeziehungen. Hierfür ist der
Tauschwert (w tausch, engl. exchange value) wesentlich. Dieser richtet sich nach den
Alternativen, die der Kunde wahrnimmt. Da diese aber in den seltensten Fällen genau
gleich sind, sondern sich in einigen Merkmalen unterscheiden, muss der Tauschwert
um den dadurch entstehenden Differenzierungswert (w dif f erenz , engl. differentiati-
on value) bereinigt werden [Nagle u. a., 2011, S. 19]. Der Tauschwert, den Kunden
einem Produkt zuweisen, hängt von den äußeren Umständen ab, unter denen das
Produkt angeboten wird [Balderjan, 2003, S. 389], wobei ähnliche Kunden in Kun-
densegmenten zusammengefasst werden können [Nagle u. a., 2011, S. 19].
2.2.2 Zahlungsbereitschaft
Die Zahlungsbereitschaft (engl. willingness to pay) der Kunden ist durch den Wert
eines Produkts oder einer Dienstleistung bestimmt. Die Zahlungsbereitschaft opera-
tionalisiert den Wert eines Produkts oder einer Dienstleistung monetär [Dobson u.
Kalish, 1988, S. 110]. Parallel zu den bereits angesprochenen Wertbegriffen existieren
in der Literatur zwei Preiskonzepte [Breidert, 2005, S. 25]: Der Maximalpreis [Nagle
u. a., 2011, S. 18 ff.] und der Reservationspreis [Varian, 2009, S. 4 ff.].
Der Maximalpreis (pmax) spiegelt den Tauschwert eines Produkts wieder. Der
Tauschwert eines Produkts ist der wahrgenommene Preis eines Referenzprodukts
plus Differenzierungswert des Produkts vom Referenzprodukt (Abbildung 2.9). Das
Referenzprodukt ist das Produkt, welches der Kunde als die beste Alternative zum
8Die hier gebrauchte betriebswirtschaftliche Verwendung des Begriffs Nutzen darf nicht mit der
volkswirtschaftlichen Verwendung in der neoklassischen Theorie verwechselt werden, in der der Begriff
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Abb. 2.9: Maximalpreis eines Produkts (vgl. [Nagle u. a., 2011, S. 20])
interessierenden Produkt wahrnimmt. Der Differenzierungswert bestimmt sich durch
die Werte der Eigenschaften, in denen sich das interessierende Produkt vom Refe-
renzprodukt unterscheidet:
Definition 21 pmax = pref + wdif f erenz
Der Maximalpreis ist der Preis, den ein vollständig informierter Kunde zahlen wür-
de. Sind Kunden nicht vollständig informiert, dann ist ihr wahrgenommener Wert
niedriger als bei vollständiger Information. Ihre Zahlungsbereitschaft entspricht dann
nicht dem Maximalpreis [Nagle u. a., 2011, S. 20].
Der Reservationspreis (pres) drückt Budget und Präferenzen von Kunden aus. Es
ist der Preis, bei dem ein Kunde indifferent zwischen dem Erwerb und dem Nicht-
Erwerb eines Produkts ist [Varian, 2009, S. 4]. Der Reservationspreis hängt damit
nicht von den dem Kunden zur Verfügung stehenden Alternativen ab, sondern spiegelt
einzig den Nutzwert eines Produkts wieder.
Auf einem Markt stellt sich aber oft ein Preis unterhalb des Reservationspreises
ein. Die Differenz zwischen dem Reservationspreis und dem Marktpreis ist die Kon-
sumentenrente (RKonsument) [Varian, 2009, S. 4], die den Nettonutzen widerspiegelt:
Definition 22 RKonsument = pres − pmarkt .
Existiert kein Konkurrenzangebot, dann ist die Zahlungsbereitschaft eines Kunden
tatsächlich der Reservationspreis. Gibt es jedoch Alternativangebote, dann ist die
Zahlungsbereitschaft eines Kunden der Maximalpreis [Breidert, 2005, S. 29]. Wenn
Nutzen lediglich eine Aussage über die Präferenzen eines Individuums über eine Menge von Güterbün-
deln macht [Varian, 2009].
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ein Kunde ab einem bestimmten Preis vom Kaufen eines Produkts zum Nicht-Kaufen
eines Produkts wechselt, kann meist aus der Perspektive des Unternehmens nicht
festgestellt werden, ob ein Kunde nicht mehr kauft, weil ein Alternativangebot güns-
tiger ist oder weil der Preis des Produkts seinen Nutzenwert übersteigt. Deshalb wird
nachfolgend ganz allgemein von der Zahlungsbereitschaft gesprochen, wenn es um
die beobachtete Höhe möglicher Preise geht.
Die Zahlungsbereitschaft wird auch von dem Vertrauen der Kunden in das Vorhan-
densein geforderter Produkteigenschaften beeinflusst. Bei Software-Produkten kann
oft erst nach Gebrauch festgestellt werden, ob geforderte Eigenschaften tatsächlich
vorhanden sind. Damit unterliegen sie dem Informations-Paradoxon [Arrow, 1962,
S. 615]. Ein Grund ist, dass der Nutzen vieler Software-Produkte in hohem Maße
vom angesammelten Humankapital abhängt [Pasche u. von Engelhardt, 2004, S. 3].
Unsicherheiten werden von Software-Anbietern durch Maßnahmen, wie beispielswei-
se dem Anbieten von Testversionen, der Nennung von Referenzkunden und einer
detaillierten Angabe der Produkteigenschaften reduziert [Buxmann u. a., 2011, S. 8].
2.2.3 Kundenmodell
Schematisch können die Kunden eines Software-Anbieters wie in Abbildung 2.10 mo-
delliert werden. Ein Unternehmen sieht sich einer Vielzahl von Kunden gegenüber,
Kundenmodell
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Abb. 2.10: Kundenmodell als UML-Klassendiagramm
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wobei einige ähnliche Eigenschaften haben. Dazu gehört vor allem die Zahlungsbe-
reitschaft, aber auch die verschiedenen Nutzenwerte der einzelnen Merkmale eines
Produkts. Ähnliche Kunden können in Kundensegmenten zusammengefasst werden,
wobei ein Kunde genau einem Kundensegment zugeordnet ist. Kunden eines Kun-
densegments haben ähnliche Nutzenniveaus und Zahlungsbereitschaften, wohingegen
Nutzenniveaus und Zahlungsbereitschaften zwischen Kundensegmenten verschieden
sind. Kunden eines Kundensegments sind vom gleichen Kundentyp. Die Eigenschaften
der in einem Kundensegment aggregierten Kunden müssen geeignet zusammenge-
fasst werden, etwa durch Mittelwertbildung.
2.3 Konkurrenz und Markt
Ein Software-Anbieter agiert meist nicht alleine auf einem Markt, sondern ist Kon-
kurrenz ausgesetzt, die Substitute für seine Produkte anbietet. Je nachdem wie viele
Anbieter und Kunden auf einem Markt aktiv sind, unterscheidet man verschiede-
ne Marktstrukturen. Steht ein Anbieter einer Vielzahl von Kunden gegenüber, spricht
man von einem Monopol. Stehen eine Vielzahl von Anbietern einer Vielzahl von Nach-
fragern gegenüber, spricht man von einem Polypol. Im Monopol kann der Anbieter die
Preise in der Höhe der Zahlungsbereitschaft der Kunden setzen. Im vollkommenen
Wettbewerb9 stellt sich im Polypol der Preis bei den Grenzkosten ein, da die An-
bieter ihre Absatzmenge dadurch ausdehnen können, dass sie mit ihrem Preis etwas
unter der Konkurrenz liegen [Varian, 2009, S. 3 ff.]. Ist der Wettbewerb unvollkom-
men, weil beispielsweise die Kunden verschiedene Präferenzen besitzen, stellt sich
auch im Polypol ein anderer Preis ein. In dem Fall spricht man von monopolistischem
Wettbewerb [Chamberlin, 1956].
Aufgrund der oft hohen Diversität der Eigenschaften von Software-Produkten auf
einem Markt [Käkölä, 2003] ist daher anzunehmen, dass der Wettbewerb auf Softwa-
re-Märkten nicht vollkommen ist. In Abschnitt 2.3.2 werden Besonderheiten genannt,
deren Auswirkung in Abschnitt 2.3.3 diskutiert werden. Zuvor wird in Abschnitt 2.3.1
geklärt, was in der vorliegenden Arbeit unter Konkurrenz zu verstehen ist.
2.3.1 Konkurrenzmodell
In der vorliegenden Arbeit ist Konkurrenz wie folgt charakterisiert.
Definition 23 Konkurrenten bieten Produkte zu bestimmten Preisen am Markt an,
welche die Produkte eines anderen Unternehmens substituieren können. Die Produk-
9Vollkommene Transparenz, homogene Produkte, unendlich schnelle Reaktion der Marktteilneh-
mer und keine Präferenzen der Kunden [Varian, 2009, S. 2 ff.].
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te müssen dabei nicht absolut identisch sein, sondern teilen sich einige Merkmale,
können sich aber in anderen Merkmalen unterscheiden.
Abbildung 2.11 stellt die Definition im Konkurrenzmodell grafisch dar.
Konkurrenzmodell
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Abb. 2.11: Konkurrenzmodell als UML-Klassendiagramm
Ein Konkurrent wird nachfolgend durch seine angebotenen Produkte, deren Merk-
male und Preise vollständig beschrieben.
2.3.2 Ökonomische Besonderheiten von Software-Produkten
Neben der Fixkostendegression können bei einigen Typen von Software-Produkten
weitere Effekte eintreten.
Software-Produkte sind für ihren Gebrauch auf andere Produkte angewiesen. So
wird zunächst einmal Hardware benötigt, um ein Software-System auszuführen, eine
Anwendungssoftware ist zusätzlich noch auf ein bestimmtes Betriebssystem ange-
wiesen, um ausgeführt zu werden. Software-Produkte sind damit auf Komplemente
– Produkte, deren Vorhandensein den Nutzen eines anderen Produkts steigert – ange-
wiesen. Komplementäre Software oder Hardware muss kompatibel zu einem Software-
Produkt sein, was durch Standards erreicht wird [Shy, 2001, S. 2].
Weiterhin sind Software-Märkte in vielen Fällen durch Netzwerk-Externalitäten
geprägt. Das bedeutet, die Anzahl der Kunden eines Software-Produkts hat Auswir-
kungen auf dessen möglichen Nutzen. Beispielsweise steigt der Nutzen von E-Mail
je mehr andere Benutzer mit einer E-Mail erreicht werden können [Arthur, 1989;
Buxmann u. a., 2011; David, 1985; von Engelhardt, 2008]. Netzwerk-Externalitäten
sind ein Grund für Standardisierung. Je mehr Software-Produkte kompatibel zuein-
ander sind, umso höher ist deren Nutzen. Anbieter mit wenigen Kunden müssen
deshalb möglichst kompatibel zu anderen Software-Produkten sein. Anbieter mit vie-
len Kunden versuchen im Gegenteil sich durch gezielte Nicht-Kompatibilität einen
Wettbewerbsvorteil zu verschaffen [Shapiro u. Varian, 1998, S. 229].
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Auf Software-Märkten treten in vielen Fällen hohe Wechselkosten (engl. switching
costs) und damit einhergehende Lock-In-Effekte auf. Sie werden durch getätigte
Investitionen verursacht und binden Kunden an ein Software-Produkt. Investitionen
müssen bei einem Software-Wechsel abgeschrieben werden [Shy, 2001, S. 4]. Bei-
spiele sind Abschreibung von Anschaffungen (Lizenzen oder Hardware), von Human-
kapital oder der Verlust von Datenbeständen [Shapiro u. Varian, 1998, S. 117].
Die genannten Effekte beeinflussen den Nutzen eines Software-Produkts für Kun-
den und damit ihre Zahlungsbereitschaft.
2.3.3 Struktur von Software-Märkten
Werden Software-Produkte bei vollkommenem Wettbewerb auf einem Markt mit
Konkurrenz gehandelt, stellen sich Preise bei Grenzkosten ein, wodurch kein Gewinn
mehr möglich ist. Wäre dem so, würde eine wertbasierte Portfolio-Optimierung bei
Software nicht funktionieren. Zahlreiche praktische Beispiele zeigen aber, dass po-
sitive Gewinne in der Software-Branche möglich sind [Buxmann u. a., 2011, S. 14].
Wann und warum dies so ist, wird in Anhang B.1 analytisch untersucht.
Für die Untersuchung des Zustandekommens der Struktur von Software-Märkten
wird auf das Modell von Hotelling [1929] zurückgegriffen, welches Grundlage zahl-
reicher analytischer Untersuchungen zu unvollkommenem Wettbewerb [Pfähler u.
Wiese, 2008] ist und für angrenzende Fragestellung weiterentwickelt wurde [Schma-
lensee, 1978; Salop, 1979; Geisler u. Wiese, 2006]. In Hotellings Modell wird ein
Markt als ein Raum modelliert, in dem jedem möglichen Produkt ein Punkt zuge-
ordnet ist. Kunden auf dem Markt haben Präferenzen für genau ein Produkt in dem
Produktraum. Können sie dieses Produkt konsumieren, ist ihr Nutzen maximal. Der
Konsum von Produkten mit abweichenden Merkmalen reduziert ihren Nutzen. Auf
dem Markt agieren zwei Unternehmen, die zunächst entscheiden müssen, welches
Produkt sie anbieten sollen – sie wählen einen Punkt im Produktraum – und an-
schließend entscheiden müssen, welchen Preis sie verlangen sollen, um ihre Gewinne
zu maximieren. Die Analyse des Modells zeigt, welche Marktstruktur sich einstellt und
welche Produkte zu welchen Preisen von Unternehmen angeboten werden. Insbeson-
dere zeigt das Modell ob Preise oberhalb der Grenzkosten möglich sind. Die Analyse
des Modells erfolgt mit Hilfe der Spieltheorie [Shy, 1996; Tirole, 2003]. Dabei sind
die Unternehmen die Akteure, die eine optimale Strategie suchen, die aus der Wahl
des optimalen Produkts und der Wahl des optimalen Preises besteht.
Das Modell besteht aus zwei Anbietern, die entscheiden, welche Produkte sie ein-
führen und zu welchen Preisen sie diese Produkte anbieten. Die Analyse zeigt, dass
es immer besser ist sich so weit wie möglich von der Konkurrenz abzugrenzen. Da-
durch ist ein Preis oberhalb der Grenzkosten möglich und der Markt lukrativ. Zur
Illustration kann man den Betriebssystemmarkt bemühen. Nach den Ergebnissen des
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Modells ist es besser, sich auf Server-Betriebssysteme zu spezialisieren, wenn ein
anderer Anbieter sich auf Desktop-Betriebssysteme spezialisiert hat.
Das Modell hat gezeigt, dass in Märkten, auf denen Kunden ganz bestimmte Prä-
ferenzen für Produkte haben, ein monopolistischer Wettbewerb eintritt, so wie er von
Chamberlin [1956] charakterisiert wurde. Unternehmen können hier durch preispoliti-
sche Maßnahmen den Gewinn positiv beeinflussen, was in einem Markt mit vollkom-
menem Wettbewerb nicht möglich wäre, bei dem Unternehmen als reine Preisnehmer
auftreten [Varian, 1995, S. 1].
Möglichkeiten der Preisgestaltung werden im nächsten Abschnitt diskutiert.
2.4 Preis
Der Preis gleicht das Angebot von Unternehmen und die Nachfrage von Kunden
aus. Er ist eines der wichtigsten Elemente, mit dem sich die Marketing-Forschung
befasst, da er das Einzige ist, das direkt Erlös generiert [Monroe, 2002, S. 8]. In der
Marketing-Forschung wird der Begriff Preis allgemein definiert als:
Definition 24 „[T]he amount of money charged for a product or service, or the sum
of the values that consumers exchange for the benefits of having or using the product
or service“ Kotler u. Armstrong [2006, S. 371]
Die Definition versteht den Preis als Ausdruck des Werts eines Produkts. Diesem
Verständnis wird auch in der vorliegenden Arbeit gefolgt. Anzumerken ist, dass ein
Gesamtpreis aus Komponenten bestehen kann, die Zahlungsströme zum Anbieter zu
verschiedenen Zeitpunkten des Produktlebenszyklus auslösen. Der Gesamtpreis ist
deshalb immer die Summe seiner Komponenten [Simon u. Fassnacht, 2009, S. 6].
Da der Preis wesentlichen Einfluss auf den ökonomischen Erfolg eines Unterneh-
mens hat, bedarf es einer sorgfältigen Planung der Preise der Produkte eines Unter-
nehmens [Nagle u. a., 2011, S. 5 f.]. Dabei wirken Preisänderungen verschieden auf
den Gewinn. Die Zusammenhänge sind in Abbildung 2.12 überblicksartig für einen
Monopolanbieter im einperiodischen Fall dargestellt. Der Preis wirkt über verschiede-
ne Pfade auf den Gewinn: zum einen über den Erlös direkt und zum anderen indirekt
über seine Auswirkung auf die Absatzmenge, die wiederum den Erlös und die Kosten
bestimmt. Die Wirkzusammenhänge werden komplexer, wenn nicht mehr nur der Fall
des Monopols, sondern mehrere Konkurrenten und eventuell auch mehrere Perioden
betrachtet werden. Dann wirken Änderungen am Preis beispielsweise auf den Kon-
kurrenzpreis, der wiederum den Marktanteil, somit die Absatzmenge und damit Erlös
und Kosten bestimmt [Simon u. Fassnacht, 2009, S. 14].
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Abb. 2.12: Wirkungen der Preisgestaltung [Simon u. Fassnacht, 2009, S. 13]
2.4.1 Preisbeeinflussende Faktoren
Auf den Preis haben sowohl ökonomische, als auch psychologische Faktoren Einfluss.
Die ökonomischen Faktoren bestimmen den Preisspielraum eines Unternehmens. Die-
sen beeinflussen wiederum verschiedene Faktoren, die in Abbildung 2.13 dargestellt
sind. Der Preisspielraum ist dabei der Bereich, in dem der Preis variiert werden kann,
ohne einen negativen Deckungsbeitrag für das Unternehmen zu verursachen. Die
Zahlungsbereitschaft der Kunden oder der Preis des Wettbewerbs bilden die Preis-
obergrenze. Die Kosten des Unternehmens bilden die Preisuntergrenze. Die Grenzen
können durch rechtliche Vorschriften oder durch die verfolgte Unternehmensstrategie
angehoben werden. Die Preisobergrenze ist meist nicht scharf definiert, da Produkte
beispielsweise nicht exakt vergleichbar sind.
Um den Preisspielraum zu bestimmen müssen die Kosten des Unternehmens, die
Zahlungsbereitschaften der Kunden sowie das Konkurrenzangebot und dessen Preise
bekannt sein [Simon u. Fassnacht, 2009, S. 89].
Neben den eben dargestellten quantifizierbaren Wirkungen des Preises gibt es viel-
fältige psychologische Effekte, die nur schwer oder gar nicht in einen funktiona-
len Zusammenhang mit dem Preis gebracht werden können. Dazu gehören Effekte
wie Preisschwellen, Ankerpreise, Snob-Effekte und viele andere mehr. Sie sind bisher
schwach erforscht und für einen systematischen Zugang nicht erschlossen [Homburg
u. Koschate, 2005]. Sie auszunutzen bedarf es nach wie vor erfahrenen Praktikern,
wie Simon u. Fassnacht [2009, S. 14] und umfassend auch Kailing [2006] ausführen.
2.4.2 Verfahren der Preisbildung
Mit dem Wissen über die Wirkzusammenhänge von Preisänderungen und den Ein-
flussfaktoren auf den Preis stellt sich nun die Frage, welche Faktoren bei Preisent-
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Abb. 2.13: Preisgrenzen eines Unternehmens [Simon u. Fassnacht, 2009, S. 82]
scheidungen einbezogen werden sollen. Grundsätzlich gibt es, wie Nagle u. a. [2011,
S. 2 ff.] ausführen, drei Faktoren: Kosten, Kundennutzen und Konkurrenz.
Bei der kostenorientierten Preisbildung wird der Preis auf Grundlage der Kosten,
welche für die Erstellung eines Produkts anfallen, gebildet. Mit diesen werden Zu-
schläge kalkuliert, die schlussendlich den Verkaufspreis ergeben. Um dieses Verfahren
anzuwenden, müssen die exakten Einzelkosten der angebotenen Produkte bekannt
sein. Gerade bei Software ändern sich diese aber mit der Anzahl abgesetzter Einhei-
ten10. Die Anzahl abgesetzter Einheiten kann erst abgeschätzt werden, wenn auch der
Preis bekannt ist, da er wesentlich die Kaufentscheidungen der Kunden beeinflusst.
Damit werden auf schwachen Märkten zu hohe, auf starken Märkten zu niedrige
Preise gesetzt [Nagle u. a., 2011, S. 2 f.].
Bei der kundennutzenorientierten Preisbildung wird der Preis auf Grundlage des
wahrgenommenen Nutzens der Kunden gebildet. Je höher der Nutzen eines Pro-
dukts für die Kunden ist, desto höher kann der Preis ausfallen. Dadurch werden die
Probleme der kostenorientierten Preissetzung vermieden, gleichzeitig aber das Pro-
blem eingeführt, dass ausschließlich die Absatzzahlen als Messgröße für den Erfolg
verwendet werden, ohne auf die Rentabilität zu achten. Preise werden zu niedrig
gesetzt, um so hohe Verkaufszahlen zu erreichen [Nagle u. a., 2011, S. 3 f.].
Bei der konkurrenzorientierten Preisbildung wird der Preis so gesetzt, dass die
Konkurrenz unterboten und so ein möglichst hoher Marktanteil erreicht wird. Dieses
10Vgl. Abschnitt 2.1.3.1.
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Vorgehen provoziert einen Preiskampf mit den Konkurrenten, sodass schlussendlich
der Markt für keinen der Anbieter mehr rentabel ist [Nagle u. a., 2011, S. 4 f.].
Alle drei Ansätze weisen in ihrer reinen Form Nachteile auf, die zu suboptimalen
Preisen führen [Bliemel u. Adolph, 2003, S. 141]. Wie in Abschnitt 2.1.3.1 gesehen
und von Shapiro u. Varian [1998, S. 3] hervorgehoben, ist insbesondere die kostenori-
entierte Preisbildung bei Software-Produkten nicht adäquat möglich. In der Literatur
wird deshalb die wertorientierte Preisbildung als Lösung vorgeschlagen [Nagle u. a.,
2011; Bliemel u. Adolph, 2003; Simon u. Dolan, 1997; Monroe, 2002; Lehmann
u. Buxmann, 2009; Simon u. Fassnacht, 2009]. Sie sieht vor, den Preis am Wert
den ein Software-Produkt für einen Kunden hat, auszurichten, wobei sie sowohl die
Konkurrenzpreise und die Zahlungsbereitschaften der Kunden als limitierende Preiso-
bergrenze wie auch die Kosten als limitierende Preisuntergrenze berücksichtigt. Ziel
der wertorientierten Preisbildung ist es, den Preis nicht isoliert, sondern das Angebot
ganzheitlich zu betrachten. Dazu gehört beispielsweise, dass angebotene Produkte
genau die Merkmale aufweisen, die von den Kunden gewünscht werden und jeder
Kunde möglichst den Preis zahlt, der den Wert des Produkts für ihn am besten
widerspiegelt [Nagle u. a., 2011, S. 6].
2.4.3 Preismodell
Welche Preise Produkte eines Unternehmens haben und worauf sich diese beziehen,
wird im Preismodell eines Unternehmens festgelegt ([Skiera u. a., 2005, S. 289 ff.]
und [Lehmann u. Buxmann, 2009, S. 521]11). Es weist einem Produkt einen be-
stimmten Preis für eine Kundengruppe zu. Ein Preis kann dabei aus mehreren Preis-
komponenten bestehen, die einer Erlöskomponente eines Produkts einen monetären
Wert zuweisen. In Abbildung 2.14 sind die Bestandteile eines Preismodells und ihre
Zusammenhänge dargestellt.
2.5 Produkt- und Preisdifferenzierung
Wenn alle Kunden eines bestimmten Marktes die gleiche Zahlungsbereitschaft haben,
wäre die Entscheidung, welcher Preis für den maximalen Gewinn zu wählen ist, ein-
fach. Es wäre der Reservationspreis, also der Preis, der dem Wert entspricht, den alle
Kunden dem Gut zusprechen. Gewöhnlich ist die Situation eine andere. Die Wertvor-
stellungen der Kunden schwanken. Setzt ein Anbieter den Preis hoch, dann kaufen
nur wenige Kunden, ist der Preis niedrig, dann kaufen mehr Kunden, jedoch sinkt der
11Die Autoren fassen das Erlösmodell und das Preismodell als Preismodell zusammen. Hier ist
ausschließlich der für das Preismodell relevante Teil gemeint.
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Abb. 2.14: Struktur des Preismodells als UML-Klassendiagramm
Stückerlös. Gut wäre es deshalb, wenn ein Anbieter seine Produkte zu kundenspezi-
fischen Preisen anbieten könnte [Varian, 1995, S. 2].
Da Software durch ihre spezielle Kostenstruktur einen großen Spielraum bei der
Preisgestaltung zulässt, muss ein Anbieter genau abwägen, welche Preisstrategie er
verfolgt. Wie in Abschnitt 2.4.2 diskutiert, soll der Preis am Wert eines Produkts
für einen Kunden festgemacht werden. Da verschiedene Kundengruppen aber unter-
schiedlichen Nutzen aus einem Software-Produkt ziehen, kann nicht ein Preis fest-
gesetzt werden. Vielmehr müssen die Preise differenziert werden. Dieser Ansatz ist
bekannt als Preisdiskriminierung [Pigou, 1920] oder auch Preisdifferenzierung [Sha-
piro u. Varian, 1998; Skiera u. Spann, 2002]. In betriebswirtschaftlich orientierten
Publikationen wird der Begriff Preisdifferenzierung gebraucht, auf den auch in der
vorliegenden Arbeit zurückgegriffen werden soll.
Definition 25 Preisdifferenzierung bedeutet, dass zwei oder mehr Exemplare eines
Produkts vom gleichen Anbieter an zwei oder mehr Kunden zu unterschiedlichen
Nettopreisen verkauft werden. Der Nettopreis ist dabei der vom Käufer bezahlte, um
die Kosten der Produktdifferenzierung korrigierte Preis (vgl. [Phlips, 1983, S. 6]).12
12Oft wird Preisdifferenzierung einfach definiert als ein Vorgehen, bei dem für gleiche Produkte
unterschiedliche Preise verlangt werden. Jedoch ist es meist so, dass eben nicht die gleichen, sondern
differenzierte und damit ähnliche Produkte zu verschiedenen Preisen angeboten werden [Belleflamme,
2006, S. 203]. Deshalb wird der hier gegebenen Definition von Phlips [1983, S. 6] gefolgt, der diesem
Umstand durch die Verwendung des Konzepts des Nettopreises Rechnung trägt.
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2.5.1 Typen der Preisdifferenzierung
Je nach Informationsstand eines Anbieters über seine Kunden, unterscheiden Skiera
u. Spann [2002] drei verschiedene Typen von Preisdifferenzierung. Abbildung 2.15
zeigt drei Arten der Preisdifferenzierung, ihre unterschiedlichen Bezeichnungen in
verschiedenen Publikationen und verschiedene Arten ihrer Umsetzung.
Möglichkeiten zur Preisdifferenzierung
Ohne Selbstselektion Mit Selbstselektion
individuell gruppen-
bezogen
personen-
bezogen
regionen-
bezogen
mengenbezogen
nutzungsbezogen
zeitbezogen
leistungsbezogen
Preis-
diskriminierung
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Preis-
diskriminierung
dritten Grades
Preisdiskriminierung
zweiten Grades
versioning
[Skiera u. 
Spann, 2002]
[Pigou, 1920]
[Shapiro u.
Varian, 1998]
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Abb. 2.15: Arten der Preisdifferenzierung (ähnlich [Skiera u. Spann, 2002])
Bei der individuellen Preisdifferenzierung ohne Selbstselektion hat der Anbieter voll-
ständige Information über die Präferenzen seiner Kunden. Damit ist es ihm möglich,
für jeden Kunden und jede verkaufte Einheit einen individuellen Preis zu verlangen und
so die Konsumentenrente vollständig abzuschöpfen. Shapiro u. Varian [1998] nennen
diese Art der Preisgestaltung personalisierter Preis. Wie Belleflamme [2006, S. 176]
herausstellt, ist sie praktisch nicht umsetzbar, da die benötigten Informationen nicht
verfügbar sind. Jedoch können Unternehmen unter Zuhilfenahme von Informations-
technologie (IT) ihr Wissen über ihre Kunden verbessern [Ulph u. Vulkan, 2000] und
so dieser Form der Differenzierung näher kommen.
Hat der Anbieter keine vollständige Information über seine Kunden, kann aber
einige ihrer Merkmale – zum Beispiel Alter, Beruf oder Wohnort – erkennen, die mit
ihren Präferenzen korrelieren, kann er mit der gruppenbezogenen Preisdifferenzierung
ohne Selbstselektion einen Teil der Konsumentenrente abschöpfen. Shapiro u. Varian
[1998] nennen diese Form gruppenorientierte Preisbildung (engl. group pricing).
Wenn Kundenmerkmale nicht beobachtbar sind, kann ein Anbieter Kunden selbst
aus einer Palette von Produkten wählen lassen. Für jede Kundengruppe ist ein speziel-
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les, nutzenmaximierendes Produkt enthalten. Bei der Preisdifferenzierung mit Selbst-
selektion ist die Schwierigkeit, Produkte und Preis so zu gestalten, dass sie Kunden-
gruppen voneinander trennen. Shapiro u. Varian [1998] nennen diese Art versioning.
Varian [1995, S. 3] sieht zwei Probleme bei der praktischen Umsetzung:
1. Wie die Zahlungsbereitschaft der Kunden ermitteln?
2. Wie Kannibalisierung zwischen Kundensegmenten verhindern? Wie also verhin-
dern, dass Kunden mit hoher Zahlungsbereitschaft Produkte kaufen, die für
Kunden mit geringer Zahlungsbereitschaft gedacht sind?
Da Kunden ihre wahre Zahlungsbereitschaften nicht offen legen, müssen Preise an
etwas festgemacht werden, dass mit der Zahlungsbereitschaft korreliert. Dies können
Eigenschaften des Kunden oder Eigenschaften des Produkts selbst sein [Varian, 1995,
S. 3]. Eigenschaften des Kunden werden bei Verfahren ohne Selbstselektion und
Eigenschaften des Produkts werden bei Verfahren mit Selbstselektion verwendet.
Korreliert die Zahlungsbereitschaft mit einer beobachtbaren Eigenschaft der Kun-
den, können durch gruppenbezogene Differenzierung ohne Selbstselektion für Kun-
dengruppen mit eben solchen erkennbaren Eigenschaften besondere Preise gesetzt
werden, beispielsweise besondere Studentenpreise oder Rabatte für die öffentliche
Verwaltung. Oft ist dies technisch oder rechtlich nicht realisierbar ([Nagle u. a., 2011,
S. 305 ff.] und [Varian, 2000, S. 192 f.]). Haben Unternehmen aber dennoch Infor-
mationen über die Zahlungsbereitschaft der Kunden, kann die Preisdifferenzierung
mit Selbstselektion eingesetzt werden.
2.5.2 Preisdifferenzierung mit Selbstselektion
Bei der Preisdifferenzierung mit Selbstselektion differenziert ein Anbieter nicht nur
die Preise, sondern auch die Produkte, um so die Kunden dazu zu bringen, ihren Kun-
dentyp offenzulegen. An diesem Typ kann ein Anbieter dann den Preis ausrichten,
der sich an den Zahlungsbereitschaften der Kunden mit diesem Kundentyp orientiert.
Der Anbieter hat damit nicht mehr nur ein Produkt, sondern eine ganze Produktlinie
in seinem Produkt-Portfolio. Den Produkten der Produktlinie müssen Preise zuge-
wiesen werden, welche die Kunden dazu bringen, ihres Kundentyps entsprechende
Produkte zu kaufen [Shy, 2008, S. 327].
Für die Produktdifferenzierung können ganz verschiedene Merkmale zum Einsatz
kommen. Die Möglichkeiten reichen von der Benutzbarkeit, der Flexibilität und der
Qualität der graphischen Benutzungsoberfläche einer Software. Daneben kann aber
auch die Zeit als Abgrenzungskriterium herangezogen werden. So kann beispielsweise
eine ältere Version einer Software günstiger vertrieben werden, als eine aktuelle. Auch
die Menge ist ein mögliches Charakteristikum. Beispielsweise können Mengenrabatte
beim site licensing vergeben werden [Meurer, 2001, S. 14].
2. Software-Ökonomie 48
Eine extreme Form der Differenzierung ist das absichtliche Beschädigen von Teilen
eines angebotenen Produkts, um zwischen Käufergruppen zu diskriminieren [Den-
eckere u. McAfee, 1995; McAfee, 2007].13 Diese Taktik der beschädigten Güter
(engl. damaged goods) wird häufig bei Software eingesetzt, bei der eine vollständige
Version entwickelt wird, der anschließend einige Merkmale entfernt werden [Belle-
flamme, 2006, S. 184]. Dabei entstehen bei der Herstellung des beschädigten Guts
höhere Kosten als für das vollständige Gut. Durch differenziertere Preise können diese
Kosten aber überkompensiert werden [Belleflamme, 2006, S. 185].
2.5.3 Gewinnoptimalität
Die Preisdifferenzierung mit Selbstselektion kann durchgeführt werden, ohne zusätz-
liche Merkmale an Kunden zu beobachten. Einzig ihr Verhalten beim Kauf dient der
Identifikation von Kundensegmenten. Sie ist deshalb im Gegensatz zu den anderen
Differenzierungsverfahren im Allgemeinen durchführbar. Doch ist sie in der Lage,
zur Gewinnmaximierung eines Software-Anbieters beizutragen? Dieser Frage wird in
Anhang B.2 in einer analytischen Untersuchung nachgegangen.
In der Untersuchung wird ein Marktmodell, ähnlich dem in Abschnitt 2.3.3, verwen-
det. Stellt sich in Abschnitt 2.3.3 die Frage, wie sich zwei Unternehmen auf einem
Markt mit ähnlichen Produkten verhalten, soll nun aber untersucht werden, ob es
bei Software eine Produktlinie geben kann, die bei geeigneter Wahl der enthaltenen
Produkte und Preise höheren Gewinn ermöglicht, als das Angebot nur eines Produkts
zu gewinnoptimalem Preis.
Solche Fragen können mit den Mitteln der Mechanismus-Design-Theorie beantwor-
tet werden [Dutta, 1999, S. 350], die an verschiedenen Stellen für solche und ähnliche
Fragen eingesetzt wurde [Anderson u. Dana, 2009; Belleflamme, 2006; Bhargava u.
Choudhary, 2001, 2008; Ghose u. Sundararajan, 2005; Wei u. Nault, 2005]. Sie stellt
die Frage, wie eine Entscheidungssituation gestaltet sein muss, damit sich Akteure
in einer bestimmten Art und Weise verhalten.14 Im Fall der Preisdifferenzierung mit
Selbstselektion umfasst die Entscheidungssituation das Produktangebot und dazuge-
hörige Preise aus denen Kunden ein Produkt kaufen. Produkte und Preise müssen so
gestaltet sein, dass Kunden ihre wahre Wertschätzung für ein Produkt offenbaren,
sie also genau das Produkt zu dem ihnen zugedachten Preis kaufen.
Wegweisende Arbeiten auf dem Gebiet der Preisdifferenzierung mit Selbstselek-
tion bei Informationsgütern haben Bhargava u. Choudhary [2001] geleistet, deren
Ergebnisse in weiteren Arbeiten aufgegriffen [Belleflamme, 2006] und erweitert wur-
den [Anderson u. Dana, 2009; Bhargava u. Choudhary, 2008; Jones u. Mendelson,
13Auch Shy [2001, S. 70 ff.] liefert eine mathematische Untersuchung zu damaged goods.
14Die Mechanismus-Design-Theorie kehrt die Fragestellung der Spieltheorie um, die nach dem
Verhalten von Akteuren in bestimmten Situationen fragt.
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2011]. Die nachfolgende Diskussion stützt sich auf das Ausgangsmodell von Bharga-
va u. Choudhary [2001] und die Erläuterungen von Belleflamme [2006]. Es wird für
die Software-Ökonomie spezialisiert und in ihrem Rahmen interpretiert. Die genann-
ten anderen Arbeiten fokussieren spezielle Aspekte der Preisdifferenzierung, die für
die gegebene Fragestellung nicht relevant sind. Sie werden nicht weiter betrachtet.
Die Untersuchung zeigt, dass, wenn ein Markt heterogene Kundentypen aufweist
und mindestens ein Merkmal identifiziert werden kann, an dem ihre Präferenzen für
ein Produkt verschieden sind, es bei Software-Produkten optimal ist, die Strategie
Preisdifferenzierung mit Selbstselektion zu verfolgen, wenn die Kosten für eine zu-
sätzliche Variante nicht die zusätzlichen Gewinne überschreiten.
Um die Strategie Preisdifferenzierung mit Selbstselektion zu verfolgen, muss ein
Unternehmen die Wertschätzung ihrer Kunden für Merkmale ihrer Produkte und
deren Verteilung kennen und wissen, welche fixen und variablen Kosten für ihre Be-
reitstellung anfallen. Durch eine geeignete Abwägung der Faktoren kann ein Unter-
nehmen ein optimales Produkt-Portfolio entwerfen, das den Gewinn steigern kann.
Gelingt es dem Unternehmen, die Fixkosten für weitere Produktvarianten sehr nied-
rig zu halten, erhöht sich der Preisspielraum bei der Portfolio-Definition und damit
der mögliche Gewinn. Da die meisten Märkte keine reinen Monopole sind, sondern
monopolistischer Wettbewerb herrscht, kann ein Anbieter auch nur in einem gewis-
sen Rahmen sein Angebot und seine Preise festlegen. Beim Entwurf eines Produkt-
Portfolios muss deshalb auch immer noch der umliegende Wettbewerb berücksichtigt
werden (Abschnitt 2.3.3).
2.6 Zusammenfassung
Im vorliegenden Kapitel wurde ein Modell der Einflussfaktoren auf den Gewinn eines
Software-Anbieters argumentativ-deduktiv aus der Literatur abgeleitet und in Teil-
modellen dargelegt. In einer analytischen Untersuchungen wurde gezeigt, dass durch
differenziertes Produktangebot Gewinne auf Software-Märkten möglich sind (Ab-
schnitt 2.3.3). In einer weiteren Untersuchung wurde gezeigt, dass durch Preisdiffe-
renzierung mit Selbstselektion eine Gewinnsteigerung möglich ist (Abschnitt 2.5.3),
wenn die Kosten der Produktdifferenzierung niedrig gehalten werden können.
Eines der Ziele des SPLE ist die Kostenreduktion bei der Entwicklung von Produkt-
varianten durch Wiederverwendung. Aus diesem Grund ist die Preisdifferenzierung mit
Selbstselektion beim Einsatz des SPLE eine aussichtsreiche Strategie.
Im folgenden Kapitel wird deshalb zunächst das SPLE und damit in Beziehung
stehende Konzepte eingeführt und anschließend das Modell der Einflussfaktoren auf
den Gewinn für SPL spezialisiert, um im Kapitel 4 dann eine Methode zur WB-PO
vorzustellen, die Anbieter von SPL bei der Umsetzung der Preisdifferenzierung mit
Selbstselektion bei der Portfolio-Definition unterstützt.
3 Software-Produktlinien
Inhalte dieses Kapitels wurden in [Müller, 2011b] und [Müller, 2010c] vorgestellt.
Kunden eines Unternehmens unterscheiden sich immer mehr durch ihre Anforderun-
gen an Produkte und ihren Zahlungsbereitschaften für Produkte. Aus diesem Grund
diversifizieren Unternehmen ihr Angebot immer weiter [Heese u. Swaminathan, 2006,
S. 206] und bieten statt einzelnen Produkten ganze Produktlinien an, so auch bei
Software-Produkten [van der Linden u. a., 2007, S. VII].
Definition 26 „A product line is a group of products sharing a common, managed
set of features that satisfy the specific needs of a selected market. These features
provide a core benefit to customers in the market. Individual products in the line,
however, differ along attributes that affect the buying behavior of different sets of
customer in the market; for example, quality, price, reputation, auxiliary features,
look and feel, and distribution channels“ [Withey, 1996, S. 15].
Produkte einer Produktlinie ähneln sich in einigen Merkmalen. Sie werden deshalb
auch als Varianten bezeichnet [Böckle, 2005, S. 13].
Unternehmen haben mit einer SPL die Möglichkeit, verschiedene Kundensegmen-
te anzusprechen und durch geschickten Einsatz von Preisdifferenzierung mit Selbst-
selektion kundengruppenspezifische Preise zu realisieren und damit den Gewinn zu
steigern. Beispielsweise bietet Microsoft seine Windows-Betriebssysteme in verschie-
denen Ausstattungsvarianten und zu unterschiedlichen Preisen an, die mit ihren Merk-
malen unterschiedliche Kundensegmente ansprechen [Microsoft, 2011].
Unternehmen können auch verschiedene Markte adressieren und entsprechend meh-
rere SPLs anbieten. Die Gesamtheit aller Produkte, die ein Unternehmen anbietet,
wird als Produkt-Portfolio bezeichnet. Es subsummiert möglicherweise auch mehrere
SPLs.
Die Bereitstellung mehrerer, ähnlicher Produkte verursacht zusätzliche Kosten.
Im Extremfall ist für jedes Produkt ein Einzelsystem-Entwicklungsprojekt nötig. Für
jedes Produkt fallen dann die kompletten Entwicklungskosten an. Die Fixkostende-
gression1 kann damit nicht mehr in dem Maße eintreten, wie es beim Anbieten nur
eines Produkts der Fall wäre.
1Vgl. Abschnitt 2.1.3.1.
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Eine weidlich diskutierte Möglichkeit, die Kosten parallel entwickelter Software-
Produkte zu reduzieren, ist die Wiederverwendung von Softwareentwicklungs-Arte-
fakten [Schmid u. Verlage, 2002; Clements u. Northrop, 2007; van der Linden u. a.,
2007; Böckle u. a., 2005]. Eine Möglichkeit ist es, projektweise vorhandene Arte-
fakte auf ihre Wiederverwendbarkeit hin zu untersuchen und diese dann an die pro-
jektspezifischen Bedürfnisse anzupassen. Entwicklungsmethoden, die dieses Vorgehen
verfolgen, sind beispielsweise das Component Based Software Engineering (CBSE)
[Szyperski, 2002] oder dieModel Driven Architecture (MDA) [OMG, 2010]. Die Wie-
derverwendung auf diese Weise ad-hoc durchzuführen, weist einige Nachteile auf. So
ist das Wiederverwendungspotential der Artefakte ungewiss. Aufgrund des schwach
umrissenen Einsatzzwecks der Artefakte werden sie zu komplex gestaltet, wodurch
Entwicklungs- und Wiederverwendungskosten steigen (etwa [Weiss u. Chi, 1999, S.
2], [Czarnecki, 2005, S. 326] und [van der Linden u. a., 2007, S. 5]).
Eine andere, die genannten Probleme vermeidende Möglichkeit, ist die systemati-
sche Wiederverwendung [Czarnecki, 2005, S. 326]. Bei diesem, erstmalig von McIlroy
[1968] geforderten Vorgehen, wird der Fokus vom einzelnen System weg hin zu ei-
ner ganzen Familie von Software-Systemen gerückt, wobei in systematischer Weise
die Gemeinsamkeiten und Unterschiede zwischen den Systemen der Familie berück-
sichtigt werden. Ein Entwicklungsansatz, der die systematische Wiederverwendung
realisiert, ist die Systemfamilienentwicklung (engl. system family engineering) [Czar-
necki, 2005, S. 326]. Unter einer SSF wird hier verstanden:
Definition 27 „A [system family]2 is the group of [systems] that can be built from
a common set of assets. [Systems] in a family typically share a design, components,
and norms for system integration [Withey, 1996, S. 16]“.
Bei der Systemfamilienentwicklung wird die Software-Entwicklung in zwei wohlunter-
schiedenen aber miteinander in Beziehung stehenden Prozessen durchgeführt. Der
eine Prozess, das Domain-Engineering, deckt die Entwicklung der Wiederverwen-
dungsinfrastruktur ab, die aus wiederverwendbaren Artefakten, den Assets3 [IEEE-
Std-1517, 2010, S. 3] besteht. Diese werden im zweiten Prozess, der Anwendungs-
entwicklung, verwendet, um konkrete Systeme zu erstellen.
Je mehr Systeme ein Asset verwenden, auf desto mehr Systeme können die für die
Entwicklung des Assets entstandenen Kosten aufgeteilt werden. Die relativen Kosten
für die Assets pro System sinken damit. SSF führen damit Verbundeffekte (engl. eco-
nomies of scope) bei Software ein [Withey, 1996, S. 17]. Die Fixkostendegression
2Withey [1996, S. 16] spricht von product family. Da in der vorliegenden Arbeit aber eine Un-
terscheidung zwischen Produkt und System vorgenommen wird (vgl. Abschnitt 2.1), bezieht sich die
Definition auf das System. Demzufolge wird der Begriff Systemfamilie gebraucht.
3Der Begriff Asset hat sich auch im deutschen Sprachgebrauch zur Bezeichnung wiederverwend-
barer Artefakte eingebürgert. Er wird deshalb nicht übersetzt.
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kann so über Produktgrenzen hinweg realisiert werden. In Abbildung 3.1 ist der Effekt
dargestellt. Durch den Einsatz von SPLE sinkt der Gesamtaufwand – und damit die
Gesamtkosten – mit der Anzahl der Produkte, die mit einer SSF realisiert werden.
Das Eintreten des Effekts ist mit Risiko behaftet, da zukünftige Entwicklungen bei-
spielsweise am Markt oder der eingesetzten Technologie nicht sicher vorherbestimmt
werden können. Neben den positiven Kosteneffekten haben SSFs weitere positive
Wirkungen. So können sie die Qualität der Software-Systeme durch die Verwendung
geprüfter Komponenten erhöhen, helfen Mitarbeiter effizienter im Unternehmen ein-
zusetzen sowie schneller auf Marktereignisse zu reagieren (etwa [Decker u. Dager,
2007, S. 275] und [van der Linden u. a., 2007, S. 4]).
Aufwand
Einzelsystementwicklung
Erstinvestition 
Break even Anzahl Produkte
Software Product Line Engineering
Risiko
Abb. 3.1: Wirkung von Verbundeffekten [Schmid u. Verlage, 2002, S. 51]
Eine SPL kann auf Grundlage einer SSF realisiert sein, muss dies aber nicht zwin-
gend tun. Genauso ist es möglich, dass eine SSF mehrere SPLs bildet oder mehrere
SSFs eine SPL formen. Aber nur, wenn eine SPL auf einer oder mehreren SSFs
basiert, können die positiven Kosteneffekte realisiert werden. Abbildung 3.2 veran-
schaulicht den Zusammenhang zwischen den beiden Begriffen SSF und SPL, so wie
er in der vorliegenden Arbeit gebraucht wird.
Ein Software-Unternehmen bietet eine oder mehrere Software-Produktlinien an, die
jeweils ein oder mehrere Software-Produkte umfassen, die wiederum verschiedene
Merkmale besitzen. Der Hauptbestandteil des Software-Produkts ist ein Software-
System4. Dieses wird auf Grundlage einer SSF entwickelt, wobei ein oder mehrere
Assets eingesetzt werden. Durch die Assets kann ein Software-System funktionale
und nicht-funktionale Merkmale eines Software-Produkts realisieren.
Das SPLE [Clements u. Northrop, 2007; van der Linden u. a., 2007] ist ein Soft-
wareentwicklungsansatz, der die Konzepte SPL und SSF miteinander verbindet. Er
4Vgl. Abschnitt 2.1.
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Abb. 3.2: Produktmodell im SPLE (UML-Klassendiagramm)
ermöglicht es, verschiedene Kundensegmente mit verschiedenen Produkten einer SPL
zu adressieren und durch den Einsatz von SSF die Entwicklungskosten zu reduzieren.
Der Begriff SPLE bezeichnet die vollständige Methode von der Erstellung, über die
Verwendung, bis hin zur Vermarktung einer SPL. Aktivitäten zur Implementierung
einer SSF werden als Systemfamilienentwicklung bezeichnet. Sie ist damit ein Teil
des SPLE. Das SPLE umfasst zusätzlich noch Aktivitäten zum Management und zur
Vermarktung einer SPL.
In vielen Publikationen im Bereich SPLE [Böckle u. a., 2005; Clements u. Northrop,
2007; van der Linden u. a., 2007] wird nicht zwischen den beiden Konzepten SSF
und SPL unterschieden, obwohl dies, wie bereits diskutiert, angebracht ist, da SSFs
die technische Seite und SPLs die ökonomische Seite repräsentieren. Die beiden
Konzepte werden auch von Helferich u. a. [2006b] identifiziert und die Relevanz ihrer
Unterscheidung wird herausgestellt. Im Gegensatz zu den in der vorliegenden Arbeit
verwendeten Bezeichnung, verwenden sie die Begriffe Engineered Software Product
Line bei einer SSF und Marketed Software Product Line bei einer SPL.
3.1 Prozesse des Software Product Line Engineerings
Das SPLE umfasst die drei Prozesse Domain Engineering, Anwendungsentwicklung
(engl. application engineering) und Management. Die Prozesse Domain Engineering
und Anwendungsentwicklung werden iterativ durchlaufen, wobei ein Austausch von
Artefakten und Informationen zwischen ihnen stattfindet. Die Ergebnisse des Do-
main Engineering – die Assets – werden bei der Anwendungsentwicklung verwendet,
um ein konkretes System abzuleiten. Treten bei der Anwendungsentwicklung An-
forderungen auf, die bisher nicht durch die wiederverwendbaren Einheiten aus dem
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Domain Engineering abgedeckt sind, aber auch bei anderen Systemen der Familie
auftreten können, werden sie im Domain Engineering aufgenommen und verarbei-
tet. Das Management koordiniert die beiden vorgenannten Aktivitäten und bildet die
Schnittstelle zu Lieferanten, Kunden und Mitbewerbern (Abbildung 3.3) [van der Lin-
den u. a., 2007, S. 7]. Welche Produkte eine SPL enthalten soll, wird im Rahmen des
Domain Engineering
Management
Anwendungsentwicklung
Scoping
Abb. 3.3: Überblick über die Prozesse des SPLE (UML-Aktivitätsdiagramm)
Scopings vom Management ermittelt. Hier wird die Struktur der SPL, so wie sie am
Markt angeboten wird, definiert. Dieses Wissen ist die Grundlage für die Gestaltung
von SSFs und der Identifikation von Wiederverwendungspotentialen, einer weiteren
Form des Scopings, in den Aktivitäten des Domain Engineerings [van der Linden
u. a., 2007, S. 13]. Das Scoping ist damit eine querschneidende Aktivität, die auf
mehreren Ebenen ausgeführt wird.
3.1.1 Domain Engineering
Bevor im Detail auf das Domain Engineering eingegangen wird, soll zuvor kurz ge-
klärt werden, was unter dem Begriff Domäne zu verstehen ist, da er in verschiedenen
Disziplinen mit verschiedenen Bedeutungen belegt ist. Nach Czarnecki u. Eisenecker
[2000, S. 32 f.] kann zwischen zwei grundsätzlichen Begriffsverständnissen unter-
schieden werden. Einmal das Verständnis einer Domäne als die reale Welt und ein-
mal als eine Menge von Software-Systemen. Beim ersten Verständnis ist mit einer
Domäne das Wissen über einen bestimmten Ausschnitt der Welt – einen Problembe-
reich – zusammengefasst. Nicht enthalten ist hier Wissen über die Implementierung
von Systemen für diesen Problembereich. Im Gegensatz zur eben vorgestellten Be-
griffsverwendung, umfasst der Begriff Domäne im Rahmen des Domain Engineering
auch das Wissen über die Implementierung von Systemen in einem bestimmten Pro-
blembereich. Dabei sind Domänen keine festen Entitäten, sondern werden durch die
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Übereinstimmung verschiedener Interessenbeteiligter gebildet. Nachfolgend wird der
Begriff Domäne im Sinne der zweiten Begriffsverwendung gebraucht.
Das Domain Engineering ist die Entwicklung zur Wiederverwendung (engl. develop-
ment for reuse). Hier wird die Wiederverwendungsinfrastruktur mit den Assets, wie
etwa Komponenten, Generatoren, Domain Specific Languages (DSLs) und Modellen,
erstellt [Czarnecki, 2005, S. 329]. Wie auch bei der Entwicklung von Einzelsystemen
werden beim Domain Engineering die Aufgaben Analyse, Entwurf, Implementierung
und Test durchgeführt. Im Gegensatz zur Einzelsystementwicklung geschieht dies
nicht für einzelne Systeme, sondern für eine Klasse von Systemen [Czarnecki, 2005,
S. 329]. Dies wird durch Voranstellen des Präfix Domänen- an die Aktivitätsbezeich-
nungen ausgedrückt. Es werden also eine Domänenanalyse, ein Domänenentwurf,
eine Domänenimplementierung und Domänentests durchgeführt (Abbildung 3.4).
Domänenanalyse
Domänen-
modell
Domänenentwurf
Domänen-
architektur/
Produktionsplan
Domänenimplementierung Domänentest
Assets getestete
Assets
Abb. 3.4: Aktivitäten des Domain-Engineerings (UML-Aktivitätsdiagramm)
Bei der Domänenanalyse werden der Umfang (engl. scope) der Systemfamilien
(engl. system families) festgelegt und relevante Informationen aus der Domäne ge-
sammelt und in einem stimmigen Domänenmodell zusammengefügt. Als Quellen
dienen existierende Systeme, Literatur der Domäne, Domänenexperten und schon
bekannte Anforderungen an zukünftige Systeme.5
Das Domänenmodell ist eine explizite Repräsentation der gemeinsamen und va-
riablen Eigenschaften der Systeme aus der Domäne und definiert die Semantik der
identifizierten Merkmale und Konzepte. Ein Domänenmodell enthält folgende Be-
standteile [Czarnecki u. Eisenecker, 2000, S. 38]:
• Domänendefinition: Enthält Definition und Charakterisierung einer Domäne.
• Domänenlexikon: Enthält die Definitionen des Vokabulars der Domäne.
5Das Scoping als querschneidende Aktivität des SPLE kann nicht einem Prozess alleine zugeordnet
werden. Die hier beschriebenen technischen Belange werden im Domain Engineering durchgeführt,
wobei die wirtschaftlichen Belange vom Produkt-Management durchgeführt werden. Da der Scope
aber sowohl von wirtschaftlicher, als auch von technischer Seite betrachtet werden muss, ist das
Scoping als gesonderte Aktivität aufgeführt.
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• Konzeptmodelle: Die Semantik der Konzepte einer Domäne werden durch ge-
eignete Ausdrucksmittel – beispielsweise mit Diagrammen – definiert.
• Variabilitätsmodelle: Halten gemeinsame und variable Merkmale einer Domäne
fest. Mögliche Formen sind Merkmalmodelle [Czarnecki u. a., 2005], Merk-
maltabellen [Schmid, 2003], orthogonale Variabilitätsmodelle (engl. orthogonal
variability models) [Pohl u. a., 2005, S. 72] und Entscheidungstabellen oder
-bäume [Reiser u. a., 2008; Schmid u. a., 2011]. Auf Basis der Variabilitätsmo-
delle können gezielt Variabilitätspunkte – Stellen in Assets, an denen wohlde-
finierte Anpassungen vorgenommen werden können – während des Domänen-
entwurfs vorgesehen werden.
Die gemeinsame Architektur der Systemfamilie wird bei dem Domänenentwurf
entwickelt. Neben der Architektur wird beim Domänenentwurf ein Produktionsplan
definiert, der vorgibt, wie Mitglieder der Systemfamilie aus der Wiederverwendungsin-
frastrukur abgeleitet werden können. Die Erzeugung von Mitgliedern einer SSF kann,
Cohen [1999] folgend, in drei Automationsstufen erfolgen:
• Bei der manuellen Montage werden Komponenten nach einer vorgegebenen Ar-
chitektur manuell montiert. Dies kann durch beigefügte Prozessbeschreibungen
zur Verwendung eines Assets [McGregor, 2010] unterstützt werden.
• Die Produkterstellung wird bei der durch Automatisierung unterstützten Mon-
tage durch Werkzeuge begleitet, welche etwa die Auswahl von Komponenten
vereinfachen.
• In der höchsten Stufe, der automatischen Montage, wird nach einer Spezifika-
tion des Systems durch einen Kunden die gesamte Anwendung erzeugt.
Ein Produktionsplan ist Ausgangspunkt zur Entwicklung von Prozessen und Werk-
zeugen zur Produktableitung. Die Domänenarchitektur bildet die gemeinsame Ar-
chitektur einer SSF ab. In der Domänenimplementierung werden die software-sys-
temspezifischen Assets implementiert [Czarnecki, 2005, Seite 329]. Sie bilden die
Wiederverwendungsinfrastruktur.
Bei dem Domänentesten werden die software-systemspezifischen Assets mit mög-
lichen Softwaretests geprüft. Die Aktivität soll sicherstellen, dass die Wiederverwen-
dungsinfrastruktur keine Fehler enthält [van der Linden u. a., 2007, S. 64].
3.1.2 Anwendungsentwicklung
Im Prozess der Anwendungsentwicklung werden einzelne Mitglieder einer SSF unter
Zuhilfenahme der Wiederverwendungsinfrastruktur erstellt (Abbildung 3.5).
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Abb. 3.5: Aktivitäten der Anwendungsentwicklung (UML-Aktivitätsdiagramm)
Wie auch bei der Einzelsystementwicklung werden die Anforderungen aufgenom-
men und analysiert, um damit ein System zu spezifizieren. Im Unterschied zur Einzel-
systemfertigung charakterisieren die Anforderungen aber die Abweichung des Systems
von einer generischen Systemspezifikation [Czarnecki, 2005, S. 329].
Auf Grundlage der analysierten Anforderungen wird das System mit Hilfe der Wie-
derverwendungsinfrastruktur für die Assets spezifiziert. Bisher nicht durch die SSF
abgedeckte Anforderungen werden gesondert behandelt.
Bei der Systemkonfiguration wird auf Basis der Systemspezifikation das System aus
der SSF abgeleitet. Hier kommt der Produktionsplan zum Einsatz, der vorgibt, ob das
System manuell, semi-automatisch oder automatisch aus Assets zusammengesetzt
wird. Bei der manuellen Montage gibt ein Anwendungsentwicklungsprozess vor, wie
die Assets zusammenzufügen sind. Bei der semi-automatischen Montage wird die
Konfiguration der Assets beispielsweise durch Konfiguratoren unterstützt. Bei der
automatischen Montage übernehmen Generatoren das Zusammenfügen der Assets.
Sind Anforderungen nicht mit den vorhandenen Assets der SSF umzusetzen, müs-
sen sie manuell implementiert werden. Dies kann beispielsweise durch Anpassung
vorhandener Assets geschehen.
Zum System gehört auch eine Dokumentation, die auf Basis der Assets erstellt
wird. Die Dokumentation kann entweder manuell zusammengestellt oder semi-auto-
matisch oder automatisch generiert werden [Müller u. Eisenecker, 2008].
Nachdem das Software-System konfiguriert wurde, muss es getestet werden. Die
Tests können teilweise aus den Domänentests des Domain Engineerings abgeleitet
werden. Manuell implementierte Bestandteile des Systems bedürfen manuell erstellten
Tests [van der Linden u. a., 2007, S. 54].
3.1.3 Management
Das Management findet auf zwei Ebenen statt: Auf der Ebene der Organisation und
auf technischer Ebene (Abbildung 3.6). Auf organisatorischer Ebene werden Stra-
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Abb. 3.6: Ebenen des Managements (UML-Aktivitätsdiagramm)
tegien festgelegt, Ressourcen zugewiesen, überwacht und geplant. Die technische
Ebene übernimmt produktspezifische Management-Aufgaben. Beispielsweise steuert
und überwacht sie die Entwicklung von Assets [Clements u. Northrop, 2007, S. 160
ff.]. Die technische Ebene des Managements bei SPL wird auch als Produkt-Manage-
ment bezeichnet [Ebert, 2009; Niehaus u. a., 2005; Helferich u. a., 2006a, 2010]. Eine
wesentliche Aufgabe des Produkt-Managements ist das Scoping von SPLs [Clements
u. Northrop, 2007, S. 189 ff.].
3.1.4 Scoping
Ganz allgemein ist Scoping der Prozess, in dem entschieden wird, bei welchen Pro-
duktbestandteilen systematische Wiederverwendung rentabel ist und damit durch eine
Wiederverwendungsinfrastruktur unterstützt werden sollte. Soll eine neue SPL auf-
gesetzt werden, ist Scoping die erste Aktivität, die durchgeführt werden muss, um so
viel Information über die geplanten Produkte und die Möglichkeiten der Wiederver-
wendung zu sammeln, dass andere Aktivitäten des SPLE begonnen werden können.
Scoping ist aber auch ein kontinuierlicher Prozess, der die Entwicklung in adressier-
ten Märkten und Domänen überwacht und auf Kundenanforderungen reagiert [John
u. a., 2006, S. 3]. Im Gegensatz zu den bisher vorgestellten Aktivitäten des Domain
Engineerings, die eine ungefähre Entsprechung auch in der Einzelsystementwicklung
haben, ist Scoping eine Aktivität, die exklusiv bei SPLs durchgeführt wird.
Die erste umfassende Beschreibung des Scopings als Methode wurde von Schmid
[2003] mit PuLSE-Eco v2.0 vorgenommen. Die Methode kann als De-Facto-Standard
gesehen werden, da sie im Referenz-Framework für SPL des Software Engineering
Institute (SEI) explizit als die Methode für das Scoping aufgeführt wird [Clements u.
Northrop, 2007, S. 189 ff.] und in zahlreichen Praxisprojekten erfolgreich eingesetzt
und erprobt wurde [John u. a., 2006, 2010].
Scoping findet auf folgenden drei Ebenen statt [Schmid, 2003, S. 14]:
Produkt-Portfolio Auf der Ebene des Produkt-Portfolios werden die Produkte mit
ihren Merkmalen identifiziert, die von einem Unternehmen angeboten werden.
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Auf der Ebene sind vor allem Marktpotentiale und Kundenanforderungen rele-
vant.
Domäne Hier werden die Domänen, die durch die identifizierten Produkte des Pro-
dukt-Portfolios tangiert werden, identifiziert und nach ihrer Eignung für die
Realisierung von Wiederverwendung bewertet.
Asset Hier werden die Assets und deren Variabilitätspunkte identifiziert, die für die
Wiederverwendungsinfrastruktur implementiert werden müssen.
Die drei Ebenen stehen miteinander in Beziehung. Das identifizierte Produkt-Port-
folio bestimmt die tangierten Domänen, die wiederum die Assets ausmachen, die
entwickelt werden müssen [Schmid, 2002a, S. 595]. Die Dichotomie von SSF und
SPL spiegelt sich auch in den Ebenen des Scopings wieder. Während beim PPS die
Marktsicht eingenommen wird und der Umfang der SPLs definiert wird, wird beim
Domain Scoping (DS) und Asset Scoping (AS) die technische Sicht eingenommen
und die SSFs ausgestaltet. Der generische Scoping-Prozess ist in Abbildung 3.7 dar-
gestellt.
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Abb. 3.7: Generischer Scoping-Prozess (basierend auf [John u. Eisenbarth, 2009, S. 32])
(UML-Aktivitätsdiagramm)
In der Vorbereitungsphase werden die Ziele des Scopings festgelegt, die Interes-
senbeteiligten identifiziert, Projektmitarbeiter festgelegt und die im Detail durch-
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zuführenden Aktivitäten festgelegt. Anschließend erfolgen Aktivitäten des PPS, bei
dem Produkte identifiziert werden, die in das Produkt-Portfolio eines Unternehmens
aufgenommen werden sollen. Diese werden nach ihrem möglichen Beitrag zum öko-
nomischen Erfolg eines Unternehmens bewertet.
Mit dem Wissen über die geplanten Produkte können im Rahmen des DS die tan-
gierten Domänen und Sub-Domänen identifiziert und nach ihrem Potential für syste-
matische Wiederverwendung bewertet werden. Innerhalb der identifizierten Domänen
können nun gezielt variable und gemeinsame Merkmale identifiziert und hinsichtlich
verschiedener Faktoren, beispielsweise Realisierungsaufwand, bewertet werden.
Zur Realisierung der Merkmale werden im AS benötigte Assets identifiziert, für die
dann die Aufwände für die Realisierung abgeschätzt werden. Mit diesen Informationen
kann fakultativ eine Optimierung des Produkt-Portfolios vorgenommen werden, bei-
spielsweise hinsichtlich der Rentabilität. Das Scoping wird mit einer Release-Planung
und einer Abschlussphase beendet. In der Abschlussphase werden die erarbeiteten Er-
gebnisse zusammengetragen und darauf aufbauend die nächsten Schritte des SPLE
vorbereitet [John u. Eisenbarth, 2009, S. 32].
Wie Helferich u. a. [2006a, S. 67] anmerken, ist das Produkt-Portfolio primär ein
Ergebnis des Marketings, das die Erlösseite maximieren möchte. Die systematische
Wiederverwendung, die in den beiden darunter liegenden Ebenen erreicht werden soll,
dient primär der Kostenreduktion. Zwischen dem Scoping des Produkt-Portfolios und
der Domänen muss daher eine Abstimmung stattfinden, um einen Ausgleich zwischen
Erlös und Kosten zu ermöglichen, der schlussendlich den Gewinn maximiert. Die
Vernachlässigung der Optimierung im PPS kann daher den Erfolg des SPLE mindern
und das Risiko für ein Scheitern erhöhen.
3.2 Methoden des Software Product Line
Engineerings
Im Rahmen der vorliegenden Arbeit soll eine Methode zur Portfolio-Optimierung bei
SPL entwickelt werden. Die Optimierung des Produkt-Portfolios ist nur eine Aktivität
des SPLE. Sie muss deshalb in das umfassende Vorgehen des SPLE eingebettet
werden. In der Literatur sind einige Methoden für das SPLE insgesamt oder Teile
davon beschrieben. Im nachfolgenden Abschnitt werden die publizierten Methoden
genannt und es wird diskutiert, inwieweit sie sich als Grundlage für die Einbettung der
zu entwickelnden Methode zur Portfolio-Optimierung bei SPL eigenen. Die Methoden
wurden durch eine Recherche der publizierten Fachbücher zum Thema SPLE und der
Beiträge der Software Product Line Conference und ihrer Vorgänger identifiziert.
Einen Überblick über Methoden des Domain Engineerings, welche der Ausgangs-
punkt für die Systemfamilienentwicklung sind, geben Czarnecki u. Eisenecker [2000,
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S. 44 ff.]. Auf dieser Grundlage haben sie die in den Ansätzen gemeinsam vorkommen-
den Aktivitäten identifiziert und mit der Domain Engineering Method for Algorith-
mic Libraries (DEMRAL) eine generische Methode erstellt [Czarnecki u. Eisenecker,
2000, S. 20 ff.]. Das beschriebene Vorgehen umfasst das Domain Engineering der
Systemfamilienentwicklung. Marketing-Belange werden nicht berücksichtigt.
Praktiken zur Umsetzung von SPLs haben Clements u. Northrop [2007] zusam-
mengetragen. Sie beschreiben die Einführung und Umsetzung des SPLE aber nicht
als einen Prozess, sondern in Form von Handlungsfeldern (engl. practices areas), die
bei der Umsetzung von SPLs beachtet werden müssen. Ihre Ausführungen beruhen
auf dem Software Product Line Practices Framework des SEI [SEI, 2009], das als
lebendes Dokument ständig erweitert wird. Die Beschreibung des SPLE integriert
die Ergebnisse der Forschung auf diesem Gebiet, gibt aber kein explizites Prozess-
modell vor. Vielmehr wird in Form von Mustern (engl. patterns) beschrieben, wie die
Aktivitäten der Handlungsfelder so miteinander ausgeführt werden, dass spezifische
Ziele erreicht werden.
Eine konkrete Methode der Systemfamilienentwicklung stellen Weiss u. Chi [1999]
mit Family-Oriented Abstraction, Specification, and Translation (FAST) vor. Sie de-
finieren explizit Rollen, Aufgaben und Arbeitsergebnisse, beschränken ihre Beschrei-
bungen aber primär auf die Entwicklung und Nutzung einer SSF. So dokumentieren
sie beispielsweise kein Vorgehen für das PPS.
Das Feature Oriented Product Line Engineering (FOPLE) [Kang u. a., 2003] be-
ruht auf der Feature Oriented Reuse Method (FORM) [Kang u. a., 1998], die wie-
derum eine Erweiterung der FODA [Kang u. a., 1990] ist. FOPLE bezieht explizit
Ergebnisse des Marketings bei der Definition wiederverwendbarer Einheiten ein. Der
Marketing- und Produktplan [Leffingwell u. Widrig, 2003, S. 165] ist hier der pri-
märe Treiber für die Produktlinie [Kang u. a., 2002b, S. 368]. Die Beschreibung von
FOPLE liegt in einer prozessualen Form vor. Obwohl FOPLE den Marketing- und
Produktplan als Ausgangspunkt für die Entwicklung einer SSF nennt, gibt sie aber
keine Hinweise darauf, wie dieser erstellt wird. Stattdessen wird auf das Marketing
verwiesen, das solche Daten liefert [Kang u. a., 2002a, S. 59]. PPS wird in FOPLE
nicht berücksichtigt.
Böckle u. a. [2005] stellen mit dem Framework for Product Line Engineering (FPLE)
eine umfassende Beschreibung des SPLE vor. Ihr Framework umfasst sowohl eine de-
taillierte Beschreibung der beiden Entwicklungsprozesse Domain Engineering und An-
wendungsentwicklung, als auch eine Diskussion der Management-Aspekte des SPLE
[Niehaus u. a., 2005]. Auf das Scoping insgesamt gehen die Autoren nur überblicks-
artig ein. Detailliert beschrieben ist hingegen das PPS, das auf der Kano-Methode
beruht [Kano u. a., 1984].
PuLSE [Bayer u. a., 1999] ist eine Methode zur Entwicklung von SPLs. Für diese
Methode sind nur einzelne Bestandteile vollständig publiziert, sodass ein vollständiges
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Prozessmodell nicht verfügbar ist. Insbesondere PuLSE-Eco [Schmid, 2003], als Me-
thode zum Scoping, ist aber dokumentiert und publiziert [DeBaud u. Schmid, 1999;
John u. a., 2006; John u. Eisenbarth, 2009; John u. a., 2010; Schmid, 2000, 2002a,
2003].
Eine generische Beschreibung der Prozesse des SPLE stellen van der Linden u. a.
[2007, S. 47 ff.] vor. Sie gehen explizit auf durchzuführende Aktivitäten, beteiligte
Rollen und deren Verantwortlichkeiten ein. Sie beziehen sich in ihren Ausführungen
aber vor allem auf das Vorgehen von Böckle u. a. [2005] und PuLSE [Bayer u. a.,
1999], sodass man hier nicht von einer eigenständigen Methode sprechen kann.
In Tabelle 3.1 sind die recherchierten Methoden für das SPLE zusammengefasst
dargestellt. Die Beschreibung des Scopings wird bei PuLSE [Bayer u. a., 1999] mit
der Methode PuLSE-Eco am detailliertesten vorgenommen. Sie geht auf alle drei
Ebenen ein, setzt diese in Beziehung, gibt detaillierte Vorgaben für die Umsetzung
des Scopings und ist in eine umfassende SPLE-Methode integriert. PuLSE-Eco wird
in anderen Quellen [Clements u. Northrop, 2007] als de facto Vorgehen für das
Scoping genannt und wird aktiv gepflegt und weiterentwickelt [John u. a., 2006; John
u. Eisenbarth, 2009; John u. a., 2010]. Eine Einbettung des in Kapitel 4 entwickelten
Optimierungsansatz in PuLSE-Eco liegt deshalb nahe.
3.3 Szenarios des Einsatzes von
Software-Systemfamilien
Setzt ein Software-Anbieter SSFs ein, ist er mit verschiedenen Entscheidungssitua-
tionen konfrontiert. Böckle u. a. [2004, S. 25] haben eine Strukturierung möglicher
Szenarios vorgenommen, die beim Einsatz von SSFs auftreten können und Ent-
scheidungen seitens des Anbieters verlangen. Grundlage ist ein generisches Szenario
mit folgenden Eigenschaften: Ein Unternehmen hat n (0 ≤ n < N) SSFs und s1
(0 ≤ s1 < S1) Einzelsysteme. Es plant die Einführung von m (0 ≤ m < M) SSFs
mit jeweils einer Menge von Software-Systemen und die Einführung einer Menge s2
(0 ≤ s2 < S2) von Einzelsystemen. Bei diesem Vorgang entfernt das Unternehmen d
(0 ≤ d < D) Produkte aus seinem Portfolio und fügt k (0 ≤ k < K) Produkte hinzu
[Böckle u. a., 2004, S. 24]. Das generische Szenario ist Ausgangspunkt für sieben
typische Szenarios [Böckle u. a., 2003, 2004].
1. Im ersten Szenario, dem Grüne-Wiese-Szenario, plant ein Anbieter k1 verschie-
dene Software-Produkte auf den Markt zu bringen. Er zieht in Erwägung, die
zugrunde liegenden Software-Systeme in m SSFs zu entwickeln.
2. Im zweiten Szenario plant ein Anbieter wieder k1 Produkte einzuführen, rechnet
nun aber damit, dass k2 weitere Produkte in näherer Zukunft hinzukommen.
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Tabelle 3.1: Methoden des Software Product Line Engineerings
Methoden Marketing Scoping Beschreibung Integriert
DEMRAL nein AS, DS ja nein
SPL Practices ja AS,DS,(PPS) nein ja
FAST nein AS, DS ja nein
FOPLE ja AS,DS teilweise nein
FPLE ja AS, DS, PPS ja ja
PuLSE ja AS, DS, (PPS) teilweise ja
PuLSE-Eco ja AS, DS, (PPS) ja ja
Er stellt sich die Frage, ob er eine oder mehrere SSFs für die geplanten und die
erwarteten Produkte aufsetzen soll.
3. Im dritten Szenario bietet ein Anbieter einige Produkte mit unabhängig von-
einander entwickelten Software-Systemen (s1) an. Er zieht in Erwägung, die
Systeme zu refaktorisieren und m SSFs zu erstellen.
4. Das vierte Szenario bildet den Fall ab, dass ein Anbieter schon mehrere teilweise
überlappende SSFs einsetzt. Es zieht in Betracht, die SSFs miteinander zu
verschmelzen, wenn dies ökonomisch sinnvoll ist, und die bisherigen Produkte
des Produkt-Portfolios auf Grundlage der neuen SSF erneut zu erstellen.
5. Im fünften Szenario setzt ein Anbieter eine oder mehrere SSFs ein und plant die
Erstellung eines neuen Software-Systems. Er möchte wissen, ob es ökonomisch
sinnvoll ist, das System auf Basis der bisherigen SSFs zu entwickeln oder ob er
das Software-System besser als Einzelsystem erstellen soll.
6. Im sechsten Szenario plant ein Anbieter, mehrere neue Systeme zu erstellen,
besitzt aber schon eine oder mehrere SSFs. Er stellt sich die Frage, ob er die
bestehenden SSFs so erweitern soll, dass die neuen Systeme abgedeckt werden,
oder ob er eine oder mehrere neue SSFs aufsetzen soll.
7. Das siebte Szenario deckt den Fall ab, dass ein Anbieter eine SSF besitzt
und plant ein System auf ihrer Grundlage zu erstellen. Nun ändern sich die
Marktbedingungen und er fragt sich, ob es immer noch lohnend ist, das System
zu entwickeln.
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Die Szenarios Eins, Zwei, Fünf, Sechs und Sieben betreffen Entscheidungen auf
der Ebene des Produkt-Portfolios. Die Szenarios Drei und Vier sind auf der Ebene
der Domäne und der Assets angesiedelt und betreffen die technische Ausgestaltung
der Wiederverwendungsinfrastruktur. Deshalb sind für die Arbeit die Szenarios Eins,
Zwei, Fünf, Sechs und Sieben relevant.
3.4 Angereicherte Software-Produktlinien
In Abschnitt 2.1 wurde diskutiert, dass ein Software-Produkt nicht nur aus einem
Software-System allein besteht, sondern für die Kaufentscheidung des Kunden zu-
sätzliche Bestandteile wie zum Beispiel Dienstleistungen relevant sind. Da diese Merk-
male vor allem aus ökonomischen Gründen beachtet werden müssen, sollen sie nach-
folgend – und in Analogie zu den funktionalen und nicht-funktionalen Merkmalen –
ökonomische Merkmale genannt werden. Werden sie bei der Definition einer SPL mit
berücksichtigt, wird nachfolgend von einer angereicherten SPL gesprochen.
In der bisherigen Forschung zu SPLs werden vor allem die funktionalen und nicht-
funktionalen Merkmale der Produkte beachtet. Für diese wurden verschiedene Ansät-
ze zur Modellierung [Czarnecki u. a., 2005; Etxeberria u. a., 2007; Kang u. a., 1990;
Pohl u. a., 2005; Schmid, 2003] entwickelt und diskutiert. Die ökonomischen Merk-
male sind aber eine weitere Quelle für die Variabilität in Software-Produkten. Sie kön-
nen den Nutzen von Software-Produkten für bestimmte Kundensegmente stark be-
einflussen. Beispielsweise ist das Lizenzierungsmodell ein wichtiges Kriterium bei einer
Kaufentscheidung [Buxmann u. a., 2011, S. 109] oder bei einigen Geschäftsmodellen
die zusätzlich angebotenen Dienstleistungen die eigentliche Erlösquelle [Herzwurm
u. Pietsch, 2008, S. 32]. Soll eine SPL aus Marketing-Sicht umfassend charakteri-
siert werden – und das ist Voraussetzung, um das Produkt-Portfolio zu optimieren –,
müssen auch die ökonomischen Merkmale mit berücksichtigt werden.
Die ökonomischen Merkmale ergeben sich aus dem Geschäftsmodell6 eines Softwa-
re-Anbieters, seinen zusätzlich angebotenen Leistungen7 und dem für die Leistungen
gewählten Erlösmodell8. So gehen einige Software-Anbieter dazu über, Standard-
software nicht mehr nur zu entwickeln, sondern diese im Rahmen des SaaS für ihre
Kunden zu hosten, so wie dies beispielsweise Salesforce [Buxmann u. a., 2011, S. 9]
tut. Hier variiert das Produkt nicht mehr nur in den funktionalen und nicht-funktio-
nalen Merkmalen, sondern auch im Umfang der Hosting-Leistung, der Dienstgüte
[Ludwig u. Franczyk, 2008] und der Abrechnungsmodelle [Lehmann u. Buxmann,
2009, S. 521]. Die Variabilität der SPL steigt und mit ihr die Möglichkeiten zur
Preisdifferenzierung.
6Vgl. Abschnitt 2.1.2.3.
7Vgl. Abschnitt 2.1.
8Vgl. Abschnitt 2.1.4.2.
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Um eine systematische Verwaltung der durch die ökonomischen Merkmale ein-
geführte Variabilität zu erreichen, müssen auch diese Merkmale in einer geeigneten
Form modelliert und strukturiert werden. Merkmalmodelle ermöglichen die Model-
lierung von gemeinsamen und variablen Merkmalen von Instanzen eines Konzepts.
Sie bieten sich deshalb auch für die Modellierung ökonomischer Merkmale an. In Ab-
bildung 3.8 ist ein Merkmalmodell mit beispielhaften ökonomischen Merkmalen der
Software-Branche dargestellt.
Ökonomisches Merkmal
Merkmalkardinalität
Merkmalgruppe Requires
Excludes
<n..n'>
[n..n']
Ausführungsort Dienstleistung
Optionales Merkmal
Obligatorisches Merkmal
Benötigt
Schließt-Aus
NutzenbasiertInstallation SaaS
<1..1>
Lizenzmodell
Anzahl Nutzer
wert:int
Transaktionen
wert:int
Schulung Support
<1..2>
Requires
Requires
<1..1>
Abb. 3.8: Merkmaldiagramm ökonomischer Merkmale bei Software-Produkten
Für die wertbasierte Optimierung von Produkt-Portfolios bei SPL muss das gesam-
te Produkt, so wie es für die Kaufentscheidung des Kunden relevant ist, berücksichtigt
werden. Grundlage der Optimierung bildet deshalb eine angereicherte SPL.
3.5 Kostenmodell bei Software-Systemfamilien
In Abschnitt 2.1.3.2 wurde ein allgemeines Kostenmodell für Software-Produkte vor-
gestellt, das insbesondere die Kosten der Softwareentwicklung und -wartung zum
Software-Produkt in Beziehung setzt. Aufgrund seiner geringen Spezifität gilt es
für eine große Klasse von Softwareentwicklungs-Methoden. Durch den Einsatz einer
speziellen Methode ergibt sich auch eine spezielle Kostensituation. Beim SPLE wird
diese insbesondere durch die Aufteilung auf die drei Prozesse Domain Engineering,
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Anwendungsentwicklung und Management hervorgerufen [Mili u. a., 2000, S. 157].
Im folgenden Abschnitt wird deshalb ein für das SPLE spezialisiertes Kostenmodell
erarbeitet.
Kostenmodelle dienen bestimmten Zwecken, beispielsweise der Kostenschätzung
bei Softwareentwicklungsprojekten [Boehm u. a., 2000] oder für Rentabilitätsabschät-
zungen von SPLs [Böckle u. a., 2004]. Für diese Zwecke sind Kostenmodelle in um-
fassende ökonomische Modelle eingebettet. Welche Kosten in einem Kostenmodell
für SPL berücksichtigt werden, hängt vom anvisierten Detaillierungsgrad des umfas-
senden ökonomischen Modells ab.
Schmid [2002b] hat drei Stufen von ökonomischen Modellen identifiziert. Modelle
der ersten Stufe beziehen die Besonderheiten der Software-Entwicklung beim SPL
ein, leiten daraus entstehende Kosten und möglichen Nutzen ab. Sie beziehen explizit
unternehmensexterne Faktoren – insbesondere Kunden und Konkurrenz – mit ein.
Modelle der zweiten Stufe führen zusätzlich eine Abzinsung monetärer Größen ein.
Beispielsweise würde der Erlös, der in fünf Jahren generiert wird, zu einem Marktzins
auf die Einführung einer SPL abgezinst [Matsumoto, 2007]. Modelle der dritten
Stufe berücksichtigen zusätzlich noch Risiken. Bei der Modellierung werden also nicht
mehr nur deterministische Werte, sondern Wahrscheinlichkeitsverteilungen beachtet
[Ganesan u. a., 2006].
Das nachfolgende Kostenmodell bei SSFs orientiert sich an Böckle u. a. [2003,
2004] und ist ein Modell der ersten Stufe. In Abbildung 3.9 ist das Kostenmodell als
Spezialisierung des allgemeinen Kostenmodells aus Abschnitt 2.1.3.2 dargestellt.
Entwicklungskosten Evolutionskosten
Software-Kosten
...
Kwin Ksys
Kwied Kes
Korg Kevo, win Kevo, es
Kwin : Kosten Wiederverwendungsinfrastruktur
Ksys : Kosten ein System zu Implementieren
Kwied : Kosten Assets wiederzuverwenden
Kes : Kosten Einzelsystementwicklung
Korg : Restrukturierungskosten
Kevo, win : Evolutionskosten Assets
Kevo, es : Evolutionskosten 
  Einzelsystem
Abb. 3.9: Kostenmodell bei Software-Systemfamilien (UML-Klassendiagramm)
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Analog zu den Prozessen des SPLE entstehen Kosten bei der Umstrukturierung
des Unternehmens (Korg), bei der Erstellung der Wiederverwendungsinfrastruktur
(Kwin) und bei der Erstellung konkreter Systeme unter Verwendung der Wiederver-
wendungsinfrastruktur (Ksys), die ihrerseits wieder verschiedene Zeithorizonte haben
[Mili u. a., 2000]. Den längsten Zeithorizont haben die Umstrukturierungsmaßnah-
men, bei denen die Aufteilung der Entwicklungsprozesse in das Domain Engineering
und die Anwendungsentwicklung umgesetzt wird. Erst dadurch kann das Domain
Engineering Kosten für die Realisierung der Wiederverwendungsinfrastruktur verur-
sachen. Die Realisierung der Wiederverwendungsinfrastruktur kann nicht als ein ab-
geschlossenes Projekt gesehen werden, sondern teilt sich seinerseits wieder in viele
kleine Projekte auf, in denen die Assets erstellt werden. Parallel dazu läuft die Er-
stellung konkreter Systeme, bei der die Assets der Wiederverwendungsinfrastruktur
verwendet werden. Hier fallen Kosten für die Wiederverwendung der Assets (Kwied)
und die Entwicklung individueller Bestandteile (Kes) an.
Die Kosten Kwin sind die Gesamtkosten der Erstellung der Wiederverwendungsin-
frastruktur. Da die Entwicklung der Assets jeweils ein eigenes Entwicklungsprojekt
ist, kann Kwin als aggregierte Größe gesehen werden, welche die Projektkosten (kwin)
der Entwicklung der Assets o zusammenfasst. Es gilt also
Kwin =
o∑
i=1
kwini .
Die Anwendungsentwicklung verursacht Kosten für die Entwicklung von Software-
Systemen (Ksys), die sich zum einen aus Kosten für den Einsatz der Wiederverwen-
dungsinfrastrukur (Kwied) und zum anderen aus Kosten für möglicherweise gesondert
entwickelte Bestandteile (Kes) zusammensetzen,
Ksys = Kwied +Kes .
Für die Weiterentwicklung und Wartung der Wiederverwendungsinfrastruktur fallen
Kosten (Kevo, win) an. Da die Assets der Wiederverwendungsinfrastruktur aber in den
Systemen der Systemfamilie verwendet werden, erhalten die Systeme die Neuerungen
ohne selbst gewartet oder weiterentwickelt werden zu müssen. Einzig die individuell
entwickelten Bestandteile eines Software-Systems, wozu beispielsweise auch der Glue
Code gehört, müssen gesondert gewartet und weiterentwickelt werden und verursa-
chen so auch eigene Evolutionskosten (Kevo, es).
Die bisher aufgeführten Kosten sind Kosten, die für die Entwicklung, Wartung und
Weiterentwicklung anfallen. Daneben verursacht aber auch der Vertrieb der ange-
botenen Software-Produkte Kosten, die variabel für jede verkaufte Produkt-Einheit
anfallen (Kv).
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Die softwareseitigen Gesamtkosten (Kges) eines Unternehmens können damit wie
folgt zusammengefasst werden:9
Kges = Kv +Korg +Ksys +Kwin +Kevo, win +Kevo, es .
Den angefallenen Gesamtkosten stehen die realisierten Gesamterlöse gegenüber.
Wird ein Produkt-Portfolio wertbasiert geplant, muss der Abstand der beiden Größen
maximiert werden. Erlöse und Kosten hängen von zahlreichen, in Kapitel 2 identifi-
zierten Einflussgrößen ab. Nachfolgend werden diese überblicksmäßig in einem Ge-
samtmodell gewinnbeeinflussender Faktoren beim SPLE zusammengeführt.
3.6 Modell gewinnbeeinflussender Faktoren
Nachfolgend werden die Teilmodelle aus Kapitel 2 und das Kostenmodell bei SPLE
aus Abschnitt 3.5 zu einem einzigen Model (Abbildung 3.10) verschmolzen.
Das synthetisierte Modell ist in unternehmensinterne Einflüsse und in unterneh-
mensexterne Einflüsse unterteilt. Unternehmensinterne Einflüsse sind solche, die un-
ter der direkten Kontrolle eines Unternehmens stehen. Beispielsweise die eingesetzte
Software-Entwicklungsmethode, die wiederum die Kosten beeinflusst. Unternehmen-
sexterne Einflüsse sind solche, die nicht unter direkter Kontrolle eines Unternehmens
stehen. Dazu gehören insbesondere die Kunden und die Konkurrenz, die vom Un-
ternehmen unkontrolliert agieren und auf die sich das Unternehmen entsprechend
einstellen muss.
3.6.1 Interne Einflüsse
Ein Unternehmen steht vor zwei grundsätzlichen Entscheidungen: Es muss entschei-
den, was es anbietet und es muss entscheiden, wie es sein Angebot bereitstellt. SPL
sind das softwarebezogene Angebot eines Unternehmens, wohingegen der Einsatz
von SSFs ein Weg ist, diese bereitzustellen.
Eine SPL besteht aus mehreren Software-Produkten, die durch ihre Merkmale
charakterisiert sind und den gleichen Markt bedienen. Sie werden jedoch aufgrund
verschiedener Merkmale und Preise von den Kunden verschieden wahrgenommen.10
SPLs decken damit die Marketing-Perspektive des SPLE ab. Eine SPL umfasst n Pro-
dukte, die durch eine Menge von gemeinsamen und variablen Merkmalen gekennzeich-
net sind. Diese Merkmale charakterisieren die Fähigkeiten der Produkte einer SPL
auf einer Ebene, welche für die Kunden relevant sind, stellen also keine Details zur
9Für ein Kostenmodell der zweiten Stufe müssten hier die Kosten für die Weiterentwicklung und
Wartung abgezinst werden.
10Vgl. Definition 26 auf Seite 50.
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Intern Extern
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Abb. 3.10: Modell gewinnbeeinflussender Entitäten
Implementierung dar. Dieses Verständnis korrespondiert mit dem Verständnis von
Merkmalen des capability layers bei der FORM [Kang u. a., 1998]. Beispielsweise ist
ein Betriebssystem nicht durch den implementierten Scheduling-Mechanismus des
Prozess-Schedulers charakterisiert, vielmehr ist für den Kunden relevant, dass das
System Multi-Tasking bietet.
Eine Menge von Systemen bilden eine SSF, wenn sie auf Basis einer gemeinsamen
Wiederverwendungsinfrastruktur mit o Assets realisiert werden. Einige der Assets
der Wiederverwendungsinfrastruktur werden von allen Systemen der SSF benötigt,
wohingegen einige nur von wenigen Systemen gebraucht werden. Jedes System be-
nötigt eine Anzahl an Assets, um realisiert zu werden. Dies ist eine Möglichkeit, wie
Wiederverwendung Kosten zu reduzieren hilft. Im Rahmen des Modells wird Einzel-
systementwicklung als Sonderfall der Systemfamilien-Entwicklung gesehen, bei der
die SSF aus nur einem System besteht. Dies hilft, das Modell kompakt zu halten und
im weiteren Verlauf unnötige Fallunterscheidungen zu vermeiden.
Weiterhin wird im Modell angenommen, dass ein Asset nur dann erstellt wird, wenn
es für mindestens ein System benötigt wird. Wenn ein Asset hergestellt wird, um in
einem System der SSF verwendet zu werden, verursacht es einmalige Erstellungskos-
ten (Kwin) und bei jeder Wiederverwendung Kosten Kwied . Gesondert implementierte
Teile eines Systems verursachen Kosten Kes . Durch Evolution einer SSF fallen Kos-
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ten Kevo, win an. Wurden einzelne Systeme der SSF nicht vollständig auf Basis einer
Wiederverwendungsinfrastruktur erstellt, dann fallen für diese Einzelsystementwick-
lungen bei der Evolution gesonderte Kosten (Kevo, es) an.11
Jedes Produkt einer SPL ist durch ein System einer SSF realisiert. Welche Assets
für die Realisierung eines Systems benötigt werden, wird durch die Merkmale vorge-
geben, die ein Produkt besitzen soll. Sobald ein Merkmal der SPL für ein Produkt
benötigt wird, müssen die realisierenden Assets erstellt werden und verursachen Kwin.
Wird das einem Produkt zugrunde liegende System erstellt, fallen Kosten Kwied an.
Die Menge der angebotenen Produkte eines Anbieters ist sein Produkt-Portfolio,
mit dem er Kunden gewinnen will und sich gegen Konkurrenten behaupten muss.
3.6.2 Externe Einflüsse
Vom Unternehmen nicht direkt kontrollierbare Einflüsse sind vor allem die Kunden
und die Konkurrenz. Kunden kaufen x Produkte bei einem Unternehmen, wenn sie
diese nicht bei einem Konkurrenten kaufen. Jedes Produkt stiftet einem Kunden einen
bestimmten Nutzen. Kunden bevorzugen Produkte, die einen höheren Nutzen stif-
ten vor Produkten, die einen geringeren Nutzen stiften. Kunden beurteilen Produkte
anhand ihrer Merkmale. Deshalb trägt jedes Merkmal einen bestimmten Betrag zum
Nutzen eines Produkts bei. Dieser Beitrag wird als Teilnutzen bezeichnet [Orme,
2002].
Kunden haben einen Maximalbetrag, den sie bereit sind, für ein Produkt zu zahlen.
Diese maximale Zahlungsbereitschaft wird durch den Nutzen bestimmt, den ein Pro-
dukt stiftet und ist damit ein monetäres Maß des Nutzens eines Produkts. Weiterhin
wird im Modell angenommen, dass die Merkmale einer SPL ein Produkt einer SPL
vollständig charakterisieren und dass die Teilnutzen eines jeden Merkmals für jeden
Kunden bekannt sind. Diese Annahmen sind Vereinfachungen der realen Situation,
helfen aber, die Problembeschreibung nachvollziehbar zu halten.
Konkurrenten bieten gleiche oder ähnliche Produkte an. Ihre Produkte können
die Produkte des Unternehmens substituieren. Konkurrenzangebote können höhere
oder niedrigere Preise aufweisen und höheren oder niedrigeren Nutzen stiften, als die
Angebote eines Unternehmens. Stiften die Produkte eines anderen Unternehmens für
potentielle eigene Kunden keinen Nutzen, dann ist dies keine Konkurrenz.
Im Modell wird die First Choice Rule (FCR) angenommen. Das bedeutet, Kunden
versuchen ihren Nettonutzen zu maximieren. Also die Differenz zwischen der Zah-
lungsbereitschaft und dem zu zahlenden Preis. Kunden kaufen nach der Regel also
bei dem Anbieter, der ihren Nettonutzen maximiert [Schön, 2010b].
Um eine feingranulare Preisstrategie verfolgen zu können, müssen Preise Kun-
densegmenten zugewiesen werden. Aufgrund der FCR hat jedes Segment genau ein
11Vgl. Abschnitt 3.5.
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Produkt, das präferiert wird. Dieses Produkt wird nach der Zahlungsbereitschaft des
Segments bepreist. Damit wird eine Preisdifferenzierung mit Selbstselektion12 ver-
folgt. Die SPL definiert ein Basisprodukt mit allen obligatorischen Merkmalen, wel-
ches durch zusätzliche Merkmale entsprechend den Bedürfnissen der identifizierten
Kundensegmente aufgewertet wird. Wie in Abschnitt 2.4.2 diskutiert, ist bei Softwa-
re-Produkten die wertorientierte Preisbildung ein aussichtsreicher Kandidat für eine
gewinnmaximale Preisbildung. Für die Preisentscheidung sind deshalb die Zahlungs-
bereitschaften der Kunden und Preise existierender Konkurrenzangebote relevant.
Kosten fließen nur insoweit in die Preisbestimmung ein, als dass sie vorgeben, ob ein
Produkt überhaupt angeboten werden soll.
3.7 Zusammenfassung
Das vorliegende Kapitel hat das SPLE mit seinen Prozessen eingeführt und die Kon-
zepte SSF und SPL vorgestellt und voneinander abgegrenzt. Es wurde gezeigt, dass
für eine WB-PO nicht nur funktionale und nicht-funktionale Merkmale, sondern auch
ökonomische Merkmale von Software-Produkten in SPL berücksichtigt werden müs-
sen. Auf Grundlage der eingeführten Konzepte wurde das Kostenmodell von Software-
Produkten spezialisiert und anschließend in einem Modell mit den übrigen gewinnbe-
einflussenden Größen beim SPLE zusammengeführt.
Damit ist die Grundlage für die Entwicklung einer Methode zur WB-PO bei SSF
gelegt. Die Methode soll sich in den generischen Scoping-Prozess (Abschnitt 3.1.4)
des SPLE (Abschnitt 3.1) integrieren und insbesondere die Aktivität der Portfolio-
Optimierung ausfüllen. Die Methode wird im nächsten Kapitel vorgestellt.
12Vgl. Abschnitt 2.5.
Teil II
Vorgehen
4 Methode zur wertbasierten
Portfolio-Optimierung
Inhalte dieses Kapitels wurden in [Müller, 2010b] und [Müller, 2011b] vorgestellt.
In den letzten beiden Kapiteln wurde gezeigt, dass Anbieter von SPLs durch den Ein-
satz von Preisdifferenzierung mit Selbstselektion ihren Gewinn steigern können. Das
Gewinnoptimum hängt dabei von den angebotenen Produkten und den dafür verlang-
ten Preisen ab und wird durch die anvisierten Kundensegmente und die entstehenden
Kosten beeinflusst. Produkt-Manager, die das Produkt-Portfolio eines Software-An-
bieters verantworten, müssen daher entscheiden, welche Produkte zu welchen Preisen
angeboten werden sollen. Sie müssen bei ihrer Entscheidung die potentiellen Kunden
mit ihren Bedürfnissen und Zahlungsbereitschaften, die entstehenden Kosten und die
Konkurrenz einbeziehen. Da durch das Angebot mehrerer ähnlicher Produkte nicht
nur Ausdehnungseffekte, sondern auch Kannibalisierungseffekte eintreten können,
müssen alle Interdependenzen zwischen den Produkten berücksichtigt werden. Durch
das SPLE treten Verbundeffekte ein, welche die Entscheidung zusätzlich erschweren.
Gewinnoptimale Entscheidungen sind deshalb nur mit einem systematischen Vorge-
hen zu treffen, das geeignet durch Software unterstützt wird.
Im nachfolgenden Kapitel wird eine Methode für die wertorientierte Optimierung
des Produkt-Portfolios eines Software-Anbieters entworfen, das explizit die eintre-
tenden Verbundeffekte durch den Einsatz von SPLE und die Preisdifferenzierung
mit Selbstselektion einbezieht. Die Methode der WB-PO wird flexibel entworfen und
umfasst die grundsätzlich nötigen Aufgaben, die entsprechenden Rollen und die in
Beziehung stehenden Arbeitsprodukte. Die Aufgaben müssen durch Techniken un-
terstützt werden. Um eine breite Akzeptanz der WB-PO zu gewährleisten, werden
– soweit vorhanden – in der Praxis überprüfte und bewährte Techniken eingesetzt.
Möglicherweise passende Kandidaten werden für jede Aufgabe recherchiert. Liefert
die Recherche für eine Aufgabe keine adäquaten Techniken, werden passende Tech-
niken oder Erweiterungen entwickelt.
Die Methode wird in Abschnitt 4.1 im Überblick vorgestellt. Anschließend werden
in den Abschnitten 4.2 – 4.5 die einzelnen Aufgaben beschrieben, recherchierte Tech-
niken vorgestellt und abschließend konzeptionell mit bestehenden Scoping-Ansätzen
verbunden. Für den Industrietransfer ist die Methode in SPEM verfügbar1.
1URL: http://code.google.com/p/gilbreth/ (letzter Abruf am 24.09.2011).
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4.1 Die Methode im Überblick
In Abschnitt 2.4.2 wurde diskutiert, dass die wertbasierte Preisbildung bei Softwa-
re am ehesten geeignet ist, gewinnoptimale Preise zu setzen. Bei der wertbasierten
Preisbildung wird vom Wert ausgegangen, den Kunden Produkten beimessen, und
den Zahlungsbereitschaften, die sie für die Produkte besitzen. Entscheidend für eine
erfolgreiche Umsetzung ist deshalb ein genaues Verständnis des Werts eines Pro-
dukts und der vorliegenden Zahlungsbereitschaften. Die Zahlungsbereitschaft wird
durch am Markt verfügbare Substitute beeinflusst. Diese können zum einen im ei-
genen Produkt-Portfolio zu finden sein, dann sind die Substitute vom Unternehmen
beeinflussbar und können gegebenenfalls entfernt werden. Sie können aber auch von
Konkurrenten angeboten werden, dann müssen die Preise der Konkurrenzangebo-
te als Referenzpreise für eigene Preise dienen. Eigene Produkte können dann nur
noch um den Wert der Differenzierungsmerkmale von dem Referenzpreis abweichen.
Der Aufbau eines Produkt-Portfolios ist eine langfristige Investition, die rentabel sein
muss. Beim SPLE entstehen die wesentlichen Kosten während des Aufbaus der Wie-
derverwendungsinfrastruktur und der Entwicklung einzelner Produkte für eine SPL.
Bei der Entscheidung für ein Produkt-Portfolio muss demnach nicht nur bekannt sein,
ob es das Produkt-Portfolio mit dem höchsten erwarteten Erlös ist, sondern auch,
ob die erwarteten Erlöse die verursachten Kosten decken. Die Methode muss also
Daten über Kunden, Kosten und Konkurrenz zusammentragen.
Mit den gesammelten Daten über die Wertvorstellungen und Zahlungsbereitschaf-
ten der Kunden, dem Konkurrenzangebot und den erwarteten Kosten können ver-
schiedene Portfolio-Konfigurationen in Hinblick auf den erwarteten Gewinn mitein-
ander verglichen und die Konfiguration gewählt werden, die den höchsten Gewinn
verspricht. Formal gesprochen spannen die Daten einen Raum möglicher Investitio-
nen und erwarteten Gewinns auf, aus dem die Investition – das Produkt-Portfolio –
gewählt wird, die den höchsten Gewinn verspricht.
Der erwartete Gewinn aus einem Produkt-Portfolio hängt von ganz verschiedenen
Faktoren ab. So werden die Kosten wesentlich durch die mögliche Wiederverwendung
bestimmt und die realisierten Erlöse durch die verhinderte Kannibalisierung von Kun-
densegmenten. Die Hinzunahme eines Produkts in das Produkt-Portfolio kann des-
halb schwer vorhersagbare Effekte auslösen. Aufgrund der zahlreichen Beziehungen
zwischen den Einflussfaktoren ist eine Portfolio-Optimierung deshalb nicht manuell
möglich, sondern muss rechnergestützt erfolgen. Die so generierten Vorschläge von
Produkt-Portfolios können aber nicht direkt übernommen werden, da psychologische
Effekte der Preise oder andere Besonderheiten von Märkten nicht in einem mathema-
tischen Optimierungsmodell abgebildet werden können. Sie müssen von erfahrenen
Produkt-Managern auf ihre Realisierbarkeit hin geprüft und gegebenenfalls angepasst
werden. Erst dann kann das Produkt-Portfolio realisiert werden. Software-Entwickler
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erstellen die Software-Produkte, die von Beratern und anderen Vertriebsmitarbeitern
vermarktet werden.
Die WB-PO setzt das eben skizzierte Vorgehen um. Sie nutzt Daten über Kun-
den, Kosten und Konkurrenz, um sowohl die abgedeckten Merkmale der Produkte
eines Produkt-Portfolios als auch die Preise der Produkte des Produkt-Portfolios zu
optimieren. Abbildung 4.1 stellt die WB-PO im Überblick vor.
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Abb. 4.1: Wertbasierte Portfolio-Optimierung im Überblick
Der Ansatz ist als Methoden-Komponente ausgelegt. Er wird nicht eigenständig
durchgeführt, sondern ist in eine umfassende Scoping-Methode, wie etwa PuLSE-
Eco [Schmid, 2003], zu integrieren. Die WB-PO benötigt Arbeitsergebnisse von der
umschließenden Methode und gibt Arbeitsergebnisse an diese weiter.
Die WB-PO benötigt eine in Merkmale dekomponierte Beschreibung der Produkte
eines Produkt-Portfolios, so wie sie beispielsweise durch das Product Line Mapping
von PuLSE-Eco [Schmid, 2003, S. 67], QFD-PPP [Helferich u. a., 2005] oder der
Kano-Methode [Niehaus u. a., 2005] vorliegen. Weiterhin benötigt sie eine grobe
Abschätzung der Realisierbarkeit der Produkte. Hier müssen Assets identifiziert wer-
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den, die für die Realisierung der einzelnen Merkmale benötigt werden und es muss
geprüft werden, inwieweit ein Wiederverwendungspotential zwischen den Produkten
des initialen Produkt-Portfolios besteht. So ist es möglich, eine erste Abschätzung
der Aufwände zur Entwicklung der Wiederverwendungsinfrastruktur zum einen und
den einzelnen Systemen zum anderen durchzuführen. Diese Information wird beim
Asset Scoping [Schmid, 2003, S. 116 ff.] erarbeitet. Die WB-PO benötigt damit eine
Instanz des Produkt-Modells bei SPLs, das in Abbildung 3.2 dargestellt ist.
Mit diesen Daten kann mit der WB-PO begonnen werden, in der nun für das
initiale Produkt-Portfolio Daten zu den Kunden, den Kosten und der Konkurrenz
gesammelt werden. Diese Daten werden verwendet, um das Produktangebot und
die Preise des Portfolios zu optimieren. Dabei werden Kundensegmente identifiziert
und Preise für Produkte und Kundensegmente gesetzt. Die Kundensegmente werden
durch Preisdifferenzierung mit Selbstselektion voneinander getrennt. Das Ziel der
Optimierung ist es, die Rentabilität eines Produkt-Portfolios zu erhöhen. Die WB-
PO hat eine Auswertung der Optimierung als Ergebnis, die den Produkt-Manager
bei der Produktwahl, der Release-Planung und der Preisbildung unterstützt.
In den nun folgenden Abschnitten werden die einzelnen Aufgaben der WB-PO be-
schrieben. Für jede Aufgabe werden die benötigten Arbeitsergebnisse, die beteiligten
Rollen, die eingesetzten Techniken und die erstellten Arbeitsergebnisse zusammen-
getragen.
4.2 Kundenanalyse
Die WB-PO geht vom Wert aus, den Kunden den Produkten eines Portfolios beimes-
sen. Wesentlich für den Ansatz ist deshalb die Messung des Wertes von Produkten
eines Portfolios für Kunden. Um den Wert in Relation zu den Kosten zu setzen,
muss eine vergleichbare Maßeinheit gefunden werden. Das Konzept der Zahlungsbe-
reitschaft operationalisiert das abstrakte Konzept Wert durch eine monetäre Größe.2
Die Zahlungsbereitschaft dient deshalb als Metrik für den Wert.
Im Rahmen der Kundenanalyse werden die Zahlungsbereitschaften der Kunden für
Produkte des geplanten Produkt-Portfolios ermittelt. Die Aufgabe resultiert in einer
Instanz des Kundenmodells aus Abschnitt 2.2.3 und wird durch einen Kundenanalys-
ten durchgeführt, der in der Anwendung von Techniken zur Kundenanalyse geschult
sein muss. Abbildung 4.2 zeigt die Aufgabe im Überblick.
Für die Durchführung dieser Aufgabe wurde in der Marketing-Forschung ein breites
Spektrum an Techniken entwickelt, die nachfolgend auf ihre Eignung für die Aufgabe
Kundenanalyse bei WB-PO untersucht werden.
2Vgl. dazu Abschnitt 2.2.2.
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Abb. 4.2: Aufgabe Kundenanalyse der WB-PO (SPEM)
4.2.1 Techniken
Nach Nagle u. a. [2011, S. 270] können existierende Techniken zur Messung der Zah-
lungsbereitschaft anhand zweier Dimensionen klassifiziert werden. In der Dimension
gemessene Variablen wird danach unterschieden, ob die Zahlungsbereitschaften an-
hand aktueller Verkäufe oder durch die explizite Untersuchung gemessen werden. In
der Dimension Messbedingung wird danach unterschieden, ob die Zahlungsbereit-
schaften kontrolliert oder unkontrolliert erfasst werden.
Techniken zur Messung aktueller Verkäufe sind für WB-PO nicht anwendbar, da
die interessierenden Software-Produkte noch nicht am Markt vorhanden sind. Denn
WB-PO soll gerade bei der Gestaltung oder Anpassung eines Produkt-Portfolios hel-
fen. Zudem sind Software-Produkte keine Gebrauchsgüter sondern Investitionsgüter.
Versuchsweise Preisvariationen für die Messung sind nicht möglich.3
4.2.1.1 Anforderungen
Damit kommen nur die Techniken zur Messung der Präferenzen der Kunden und ihrer
Zahlungsbereitschaften in Frage, die grundlegende und erweiterte Anforderungen er-
füllen müssen, um für die WB-PO eingesetzt werden zu können. Die Anforderungen
werden im folgenden erläutert.
Als grundlegende Anforderung muss eine Technik die Zahlungsbereitschaft offen-
legen. Außerdem soll sie den Wertbeitrag einzelner Merkmale zum Gesamtwert eines
Produkts ermitteln. Damit ist es möglich, die Produkte des eigenen Portfolios und
die Produkte der Konkurrenz flexibel zu modellieren sowie eine Segmentierung des
Marktes vorzunehmen. Um letzteres zu erreichen, muss eine Technik die Daten über
die Zahlungsbereitschaften auf Ebene der Kundensegmente ermitteln. Denn mit ag-
gregierten Daten ist eine Preisdifferenzierung mit Selbstselektion nicht mehr möglich.
Nagle u. a. [2011, S. 270 – 290] diskutieren in ihren Ausführungen zur Messung
der Zahlungsbereitschaften Vor- und Nachteile verschiedener Techniken. Aus ihren
3Ähnlich argumentieren auch Nagle u. a. [2011, S. 282]. Sie beziehen sich aber nicht auf Software-
Produkte sondern auf Kraftfahrzeuge.
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Ausführungen lassen sich erweiterte Anforderungen an eine Technik ableiten. Erstre-
benswert ist, dass eine Messung von Zahlungsbereitschaften und Präferenzen nicht
verzerrt ist. Das bedeutet, dass eine Technik die wahren Werte nicht systematisch
über- oder unterschätzt. Einige Techniken zur Messung der Zahlungsbereitschaft und
der Präferenzen bilden reale Kaufsituationen nach. Je realer dies erfolgt, desto wahr-
scheinlicher ist es, dass die Messung nicht verzerrt ist. Bei einigen Techniken müssen
Probanden komplexe Fragen beantworten. Eine Technik muss deshalb sicherstellen,
dass Probanden auch noch die Fragen zu komplexen Produkten – also Produkten mit
vielen Merkmalen – beantworten können. Da die Durchführung der Kundenanalyse
schlussendlich dazu dienen soll, die Rentabilität zu erhöhen, dürfen ihre Kosten ihren
Nutzen nicht übersteigen.
Zusammenfassend muss eine Technik folgende Anforderung erfüllen. Sie
1. misst Zahlungsbereitschaft der Kunden (ZB),
2. misst Wert des Produkts für Kunden (Präferenz),
3. erhebt Daten zumindest auf Ebene des Kundensegments (Granularität),
4. verzerrt Messung nicht (Verzerrung),
5. imitiert natürliche Entscheidungsprozesse (Szenario),
6. erlaubt eine hinreichend große Anzahl an Merkmalen (Merkmale) und
7. ist preiswert durchzuführen (Kosten).
4.2.1.2 Studie
Um geeignete Techniken zu identifizieren, wird eine Literaturstudie durchgeführt. Ziel
ist es, etablierte Techniken zu identifizieren, über deren Verlässlichkeit ausreichend
Daten zur Verfügung stehen. Bei der Recherche soll auf gesichertes Wissen der Mar-
keting-Wissenschaft zurückgegriffen werden. Da Lehrbücher den gesicherten Stand
von Wissensgebieten zusammengefasst darstellen, wird wie folgt vorgegangen: Die
einflussreichsten Lehrbücher aus den verschiedenen Bereichen der Marketing-Wissen-
schaft werden nach möglichen Techniken durchsucht. Es werden alle Techniken in
Betracht gezogen, die durch die Begriffe Kundenanalyse, Marktanalyse, Messung der
Zahlungsbereitschaft beziehungsweise deren englischsprachigen Pendants charakteri-
siert werden. Zu den identifizierten Techniken werden anschließend die maßgeblichen
Originalpublikationen recherchiert, an denen die Bewertung erfolgt. Die Werke [Kot-
ler, 2003; Kotler u. Armstrong, 2006; Meffert, 1994; Nagle u. a., 2011; Wilson, 2005]
dienten als Ausgangspunkt der Recherche.
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Die Recherche liefert fünf Techniken, die eine Messung der Präferenzen und der
Zahlungsbereitschaft von Kunden ermöglichen. Identifiziert wurden die direkte Kun-
denbefragung, das Price Sensitivity Meter (PSM), das Tiefeninterview, die Simul-
taneous, Multi-Attribute, Level Trade-Off (SIMALTO) und die Conjoint Analyse
(CA). Die CA umfasst eine ganze Familie von Techniken, die in ganz verschiedenen
Kontexten eingesetzt werden. Für die Messung von Präferenzen und Zahlungsbereit-
schaft bieten sich die Full Profile Conjoint Analysis (FPCA), die Adaptive Conjoint
Analysis (ACA) und deren Spezialisierung, die Adaptive Conjoint Analysis with Price
Estimation Scene (ACA-PE) an. Nachfolgend werden die identifizierten Techniken
kurz vorgestellt und anschließend anhand der Anforderungen bewertet.
Direkte Kundenbefragung
Bei der direkten Kundenbefragung werden Kunden direkt nach ihrer Zahlungsbereit-
schaft für bestimmte Produkte befragt. Das Produkt wird mit seinen wesentlichen
Merkmalen beschrieben. Die Probanden sollen dann den Preis angeben, den sie ma-
ximal bereit sind dafür zu zahlen. Die direkte Befragung führt oft dazu, dass Kunden,
bewusst oder unbewusst, anfangen zu feilschen und deshalb zu geringe Zahlungsbe-
reitschaften angeben. Auch der entgegengesetzte Fall ist möglich. Probanden geben
zu hohe Preise an, um dem Interviewer zu imponieren. Außerdem kann es passieren,
dass Probanden Probleme haben, ihre Wertschätzung für einzelne Merkmale von
Produkten anzugeben, da sie sich in einer künstlichen Entscheidungssituation befin-
den, die mit ihrem natürlichen Kaufverhalten wenig gemein hat. Die so gesammelten
Daten sind deshalb eher zufällig und korrelieren nicht mit den wahren Zahlungsbe-
reitschaften [Nagle u. a., 2011, S. 283].
Price Sensitivity Meter
Das PSM ist eine Weiterentwicklung der direkten Befragung. Hier wird nicht mehr die
Zahlungsbereitschaft für ein Produkt direkt abgefragt, sondern verschiedene Eckprei-
se, aus denen die wahre Zahlungsbereitschaft rekonstruiert wird. Probanden werden
zu einem interessierenden Produkt gefragt, zu welchem Preis sie es als zu teuer, zu
billig, teuer und billig einschätzen würden. Um hier zu feilschen, müssten Probanden
die Konsistenz ihrer Antworten sicherstellen, was den meisten schwer fällt. Die pro
Proband gesammelten vier Eckpreise werden über alle Probanden aggregiert, um so
eine Preis-Absatzfunktion für ein bestimmtes Produkt zu erhalten [van Westenthorp,
1976]. Damit liefert die Technik ausschließlich eine aggregierte Aussage über die Zah-
lungsbereitschaft der Kunden und erlaubt keine Rückschlüsse auf den Beitrag einzel-
ner Merkmale auf die Zahlungsbereitschaft. Außerdem imitiert die Technik nicht die
natürlichen Entscheidungsprozesse beim Kauf [Müller, 2008, S. 13 ff.].
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Tiefeninterview
Bei einem Tiefeninterview wird versucht, durch eine semi-strukturierte Befragung,
die tiefere Struktur hinter den Zahlungsbereitschaften der Kunden zu erkennen. Die
Befragung soll offenlegen, warum Kunden ein Produkt kaufen und was ihnen die
Merkmale eines Produkts bringen. Ein Tiefeninterview wird deshalb mit Experten
durchgeführt, die eine besondere Expertise in einem bestimmten Markt besitzen und
fundiert über die Hintergründe Auskunft geben können.
Die Befragung soll offenlegen, wodurch Geschäftskunden beispielsweise mit dem
Einsatz eines Software-Produkts Kosten sparen können oder zusätzlichen Gewinn
erzielen können [Anderson u. Narus, 1998, S. 7]. Die Befragung ergibt, welche Merk-
male für welche Kunden besonders wichtig sind, welche Vorteile Kunden durch ein
Produkt erlangen und welche Zahlungsbereitschaft ein Kunde für ein Produkt besitzt.
Da Tiefeninterviews semi-strukturiert sind, muss ein Interviewer sehr erfahren sein,
um an die benötigten Daten zu gelangen [Nagle u. a., 2011, S.286 ff.].
SIMALTO
Im Gegensatz zu den bisher vorgestellten Ansätzen, werden bei SIMALTO Produk-
te bei der Befragung in einzelne Attribute dekomponiert und Einschätzungen der
Probanden auf der Grundlage dieser Attribute vorgenommen. Im ersten Schritt sol-
len Probanden angeben, welche Attribute ihnen bei einer Kaufentscheidung wichtig
sind. Dies sind die für die weitere Befragung relevanten Attribute. Für diese wird im
zweiten Schritt gefragt, wie bei bisherigen Käufen das Attribut bedient wurde. Im
dritten Schritt werden die Probanden gebeten anzugeben, wie sie sich die Attribute
wünschen würden. Im abschließenden vierten Schritt erhalten die Probanden eine be-
grenzte Anzahl an Punkten, die sie den Attributen zuweisen müssen. Mit den Punkten
geben sie an, wie wichtig ihnen eine Verbesserung ihrer bisherigen Lage wert ist. Sie
sind damit gezwungen, zwischen den verschiedenen Attributen abzuwägen, womit sie
implizit den Wert der Attribute für sich offenlegen [Hague u. Harrison, 2009, S. 5].
Die Technik liefert die Wertschätzung von Kunden für einzelne Merkmale eines
Produkts. Sie legt damit offen, welche Attribute mehr oder weniger wichtig sind.
Zahlungsbereitschaften können aber nur sehr begrenzt aus den vergebenen Punk-
ten abgeleitet werden. Die vergebenen Punkte sind damit nur grobe Richtgrößen.
Auch müssen die Probanden die Attribute isoliert voneinander betrachten, wodurch
die Entscheidungssituation nicht der natürlichen Kaufentscheidung entspricht. Diese
Technik wird vor allem in der Service-Marketing-Forschung eingesetzt, was sich auch
daran zeigt, dass der Schwerpunkt der Technik auf der Verbesserung der Service-
qualität liegt. Für Investitionsgüter ist die Technik damit nur begrenzt einsetzbar.
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Conjoint-Analyse
Einen breiteren Fokus haben Techniken, welche auf der Conjoint-Analyse4 (CA) ba-
sieren. Die CA ist eine Befragungstechnik, bei der Probanden Produktkonzepte prä-
sentiert werden, für die sie ihre Präferenzen offen legen sollen. Produktkonzepte
sind Charakterisierungen von Produkten anhand relevanter Attribute und ihren Aus-
prägungen. Den Probanden werden verschiedene Produktkonzepte präsentiert, von
denen sie angeben sollen, welche sie im Vergleich präferieren. Bei der Entscheidung
müssen sie alle präsentierten Attribute zusammen berücksichtigen, was einer realen
Kaufentscheidung nahe kommt. Ihre Präferenzen drücken sie beispielsweise durch das
Sortieren oder das Bewerten von Produktkonzepten aus, wobei ein abstrakter Nutzen
gemessen wird. Dieser ist eine Zahl, die Vergleiche zwischen den Produktkonzepten
einer Befragung erlaubt. Durch eine Weiterverarbeitung der gemessenen Nutzenwer-
te ermöglicht die CA beispielsweise Aussagen über die Zahlungsbereitschaft oder
optimale Produktgestaltung zu treffen [Hair u. a., 1998, S. 392].
Da bei der CA Attribute gemeinsam ausgewertet werden, kann nicht direkt auf
ihren Beitrag zum Gesamtnutzen geschlossen werden. Sie müssen geschätzt werden.
Für die Schätzung werden bekannte Verfahren der Statistik, wie beispielsweise die
Methode der kleinsten Quadrate oder die Varianzanalyse (engl. Analysis of Variance,
ANOVA) eingesetzt. Das zugrunde liegende Modell ist dabei
U = Fβ + .
Der wahre, aber unbekannte Nutzen (U) ist die abhängige Variable, die von den At-
tributausprägungen F abhängt, die alle einen bestimmten Einfluss β auf den Nutzen
haben.5 Die Beobachtungen unterliegen einem bestimmten Fehler, den der Fehler-
term  aufnimmt. Das Modell besteht aus einem Vektor U, mit den in der Befragung
gesammelten Nutzenwerten und einer Matrix F. Ihre Spalten repräsentieren die Attri-
butausprägungen und ihre Zeilen die Beobachtungen, das heißt, die vom Probanden
abgegebenen Bewertungen der Produktkonzepte.
Um Aussagen über die Präferenzen der Kunden zu machen, muss bei der CA aber
nicht jede mögliche Kombination von Attributen und Attributausprägung von den
Kunden bewertet werden, meist reicht eine begrenzte Auswahl, was die kombinato-
rische Explosion verhindert [Green u. Krieger, 1997, S. 347].
Die genaue Ausgestaltung einer CA-Studie hängt von dem eingesetzten CA-Verfahren
ab, bei denen folgende drei Typen existieren [Green u. Krieger, 1997, S. 347].6
4Das deutsch-englische Kompositum ist etabliert [Backhaus u. a., 2009] und wird beibehalten.
5Das hier beschriebene Teilnutzenmodell ist das flexibelste, da jede Attributausprägung einen
eigenen Term im Schätzmodell erhält. Daneben gibt es weitere Modelle [Hair u. a., 1998, S. 412].
6Auswahlbasierte Verfahren werden von Green u. Krieger [1997] nicht zu den CA-Verfahren ge-
zählt. Da sie nur aggregierte Aussagen zulassen, werden sie nachfolgen auch nicht betrachtet.
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Abwäge-Tabellen
Beim Einsatz von Abwäge-Tabellen (engl. trade-off tables) wird den Probanden ei-
ne Serie von Tabellen präsentiert, in denen immer zwei Attribute gegenübergestellt
werden. In den Zeilen sind die Ausprägungen des ersten, in den Spalten die Ausprä-
gungen des zweiten Attributs abgetragen. In den Zellen der Tabelle soll der Proband
seine Präferenz als eine Bewertung zum Beispiel auf einer Skala von 1–10 abtragen.
Der für ihn besten Kombination aus Attributausprägungen gibt er den höchsten, der
schlechtesten Kombination den niedrigsten Wert [Hair u. a., 1998, S. 399].
Vollprofil-Conjoint-Analyse
Bei der Vollprofil Conjoint Analyse (FPCA) müssen Probanden Produktkonzepte in
eine Reihenfolge bringen, die ihre Präferenzen repräsentiert. Das beste Konzept an die
erste Position, das schlechteste an die letzte Postion. Sie werden demzufolge nicht
direkt über ihre Präferenzen hinsichtlich einzelner Attribute befragt, sondern drücken
diese indirekt über die Reihenfolge aus. Die Technik kann dahingehend abgewandelt
werden, dass nicht die Produktkonzepte in eine Reihenfolge gebracht, sondern die
Produktkonzepte bewertet werden. Das beste Produktkonzept erhält dann die meis-
ten Punkte, das schlechteste Produktkonzept die wenigsten. Die Wertschätzung und
Zahlungsbereitschaften werden bei der FPCA für jeden Probanden gesondert gemes-
sen. Da die FPCA Produkte mit allen relevanten Merkmalen darstellt, nimmt die
Anzahl der abgefragten Produkte in einer Befragung mit jedem zusätzlich aufge-
nommenen Merkmale exponentiell zu. Das begrenzt die Anzahl möglicher Merkmale
auf sechs [Hair u. a., 1998, S. 404].
Adaptive Conjoint-Analyse
ACA ist eine Weiterentwicklung der FPCA und gehört zu den hybriden Conjoint-Tech-
niken. Bei ihr wurde die Anzahl möglicher Attribute auf 30 mit maximal möglichen 15
Ausprägungen pro Attribut erhöht. Sie kann also bis zu 450 Merkmale eines Produkts
abbilden. Die Technik erreicht dies mit Hilfe einer Reduktion der einbezogenen Attri-
bute pro Entscheidung, indem nicht alle Attribute auf einmal gezeigt werden. Damit
die Technik funktioniert, müssen aber komplexere Berechnungen schon während der
Befragung durchgeführt werden. Sie kann deshalb nur rechnergestützt erfolgen. Der
Fragebogen wird interaktiv an die Antworten der Probanden angepasst und so ein
höherer Informationsgehalt pro Frage gewonnen. Ein gravierender Nachteil von ACA
ist die systematische Unterschätzung des Preises [Breidert, 2005, S. 87].
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Adaptive Conjoint-Analyse mit Preismessung
Dieser Nachteil wird von einer Weiterentwicklung, der adaptiven Conjoint-Analyse
mit Preismessung (ACA-PE), aufgehoben. Sie ist in Preisuntersuchungen robuster
als ihre Vorgängerin. Erreicht wird dies durch die Aufteilung der Messung in zwei
Teile. Im ersten Teil werden, wie bei der ACA, die Präferenzen gemessen. Im zweiten
Teil wird dann die Messung der Zahlungsbereitschaften vorgenommen und mit der
Messung des ersten Teils verknüpft. Im zweiten Teil werden den Probanden iterativ
Produktkonzepte mit Preisen präsentiert. Die Probanden müssen entscheiden, ob
sie das Produktkonzept zu dem angegebenen Preis kaufen würden. Wenn sie es
kaufen würden, wird der Preis für das nächste präsentierte Produktkonzept nach
oben gesetzt. Wenn sie es nicht kaufen würden, dann wird der Preis nach unten
gesetzt [Breidert, 2005, S. 93].
Zusammenfassung
Das Ergebnis der Studie ist in Tabelle 4.1 dargestellt. Wie zu sehen ist, schneiden
die conjoint-basierten Techniken am besten ab, wobei von den untersuchten CA-
Ansätzen ACA-PE die geeignetste Technik für die WB-PO ist. Einzig die Kosten für
die Durchführung der Befragung mindern ihre Einsatztauglichkeit. Können die Kosten
für den Einsatz der ACA-PE reduziert werden, erhöht sich ihre Einsatztauglichkeit.
Bei den direkten Befragungstechniken, schneidet das Tiefeninterview am besten
ab, obwohl die hier erzielbaren Ergebnisse massiv von den Fähigkeiten der Interviewer
abhängen. Stehen Referenzkunden oder Branchenexperten zur Verfügung, mit deren
Hilfe die Wertstruktur und damit die Zahlungsbereitschaften ermittelt werden können,
dann kann dieser Ansatz aufschlussreichere Ergebnisse liefern als ACA-PE. Dies ist
vor allem dem Umstand geschuldet, dass geschulte Interviewer das Interview steuern
können und so auf unvorhergesehene Informationen reagieren können.
4.2.2 Einsatz
Da ACA-PE und das Tiefeninterview am geeignetsten für die WB-PO sind, werden
beide für die Verwendung in der Aufgabe Kundenanalyse vorgeschlagen. Sie werden
nachfolgend näher vorgestellt.
4.2.2.1 Adaptive Conjoint Analyse mit Preismessung
Die ACA-PE ist eine Weiterentwicklung der ACA, die für die Messung der Zahlungs-
bereitschaften besser geeignet ist. Die ursprüngliche ACA besteht aus fünf Stufen
[Sawtooth Software, 2007], die von ACA-PE um eine weitere Stufe zur Messung
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Tabelle 4.1: Vergleich recherchierter Techniken zur Kundenanalyse
Technik ZB Pr
äf
er
en
ze
n
Gr
an
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rit
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rz
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ng
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io
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er
km
ale
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st
en
Direkte Kundenbefragung ++ −− ++ −− −− + ++
Tiefeninterview + + ++ / −− ++ −
PSM ++ −− −− − −− + ++
SIMALTO − + ++ + − + −
Trade-Off Table ++ ++ ++ + −− −− −
FPCA ++ ++ ++ + ++ −− −
ACA + ++ ++ − + + −−
ACA-PE ++ ++ ++ + + + −−
Erfüllung: voll (++), nahezu (+), nicht anwendbar (/), schwach (−), nicht (−−)
der Zahlungsbereitschaft ergänzt werden [Breidert, 2005, S. 93]. Die Funktion von
ACA-PE wird detailliert in Müller u. Lillack [2011b] beschrieben.
In den ersten drei Stufen gibt der Proband direkt Auskunft über seine Präferenzen
hinsichtlich bestimmter Attribute oder Attributausprägungen. Die hier gesammelten
Daten dienen der Initialisierung der vierten Stufe, in der der Proband Abwägeent-
scheidungen zwischen zwei Produktkonzepten treffen muss. Sie werden ihm neben-
einander auf dem Bildschirm präsentiert, wobei er auf einer Skala auswählen kann,
welches der beiden Konzepte er bevorzugt. Die Skalenwerte repräsentieren die Nut-
zenwerte U. Die der linken Seite sind positiv, die der rechten Seite negativ. Die
unabhängigen Variablen der Schätzgleichung sind die in den Konzepten enthaltenen
Attributausprägungen. Erscheint eine Attributausprägung auf der linken Seite, erhält
die dazugehörige Variable eine 1, erscheint sie im Konzept auf der rechten Seite,
erhält die dazugehörige Variable eine −1. Die durch den Skalenwert ausgedrückte
Präferenz für ein Konzept geht damit immer auch als Entscheidung gegen das Kon-
zept der anderen Seite ins Modell ein.7 Dem Probanden werden wiederholt neue
Produktkonzepte präsentiert, bis die gefundene Modellschätzung hinreichend genau
ist. Die Genauigkeit kann beispielsweise durch das R2 gemessen werden. In der nächs-
7In Abschnitt 5.3 ist eine explizite Darstellung einer solchen Gleichung enthalten.
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ten Stufe werden basierend auf den gemessenen Nutzenwerten drei Produktkonzepte
generiert, die nach dem ermittelten Schätzmodell einen geringen, einen mittleren und
einen hohen Nutzen darstellen. Für diese muss der Proband Kaufwahrscheinlichkei-
ten angeben. Damit wird das Modell kalibriert [Sawtooth Software, 2007]. In der
letzten Stufe werden dem Probanden nun wiederholt Produktkonzepte und Preise
präsentiert, für die er angeben soll, ob er sie kauft oder nicht. Iterativ wird ein Fak-
tor geschätzt, der eine Relation zwischen dem Nutzen der Produktkonzepte und des
Preises herstellt [Breidert, 2005, S. 93].
Bevor eine ACA-PE-Studie durchgeführt werden kann, muss sie zunächst kon-
figuriert werden. Bei der Konfiguration sind die Attribute, dazugehörige Attribut-
ausprägungen und eventuell bestehende Ausschlussbeziehungen zwischen Attributen
und Attributausprägungen anzugeben. Eine Konfiguration folgt damit einem Me-
ta-Modell, welches in Abbildung 5.3 in Abschnitt 5.1.2 dargestellt ist. Wurde die
Konfiguration angelegt, kann die ACA-PE-Studie mit den ausgewählten Probanden
durchgeführt werden.8 Nach dem Abschluss der Studie liegen die Rohdaten vor, die
aufbereitet werden müssen, um als Kundenmodell zu dienen.
Aufbereitung der Daten
Die ACA-PE liefert für jeden Probanden einen Teilnutzenwert pro Attributausprä-
gung und aufgrund der letzten Stufe das Verhältnis von Nutzen zu Zahlungsbereit-
schaft. Bei der WB-PO interessieren aber nicht die Zahlungsbereitschaften einzelner
Probanden, vielmehr soll ein Bild vom Zielmarkt erstellt werden. Von Interesse sind
Gemeinsamkeiten von Probanden, die Rückschlüsse auf bestehende Kundensegmente
auf einem Markt zulassen.
Das Forschungsgebiet des Data-Mining hat hier verschiedene Verfahren entwickelt,
wobei die Clusteranalyse bei der Segmentierung von CA-Daten dominiert [Green u. a.,
2001, S. 61]. Die Clusteranalyse bezeichnet eine Familie von Verfahren zur Identifi-
kation von homogenen Gruppen in heterogenen Gesamtheiten. Sie können in partitio-
nierende und hierarchische Verfahren untergliedert werden, wobei die hierarchischen
Verfahren im praktischen Gebrauch dominieren [Backhaus u. a., 2009, S. 492].
Für die Identifikation von Kundensegmenten anhand von CA-Daten eignen sich
agglomerative hierarchische Cluster-Verfahren. Sie führen die Elemente schrittweise
zu Clustern zusammen, bis schlussendlich nur noch ein Cluster übrig bleibt. Der
Analyst kann entscheiden, welche Cluster-Anzahl optimal ist, wobei ihm beispielsweise
ein Dendrogramm helfen kann. Es zeigt die Unähnlichkeit der Elemente in Clustern
abhängig von der Cluster-Anzahl [Backhaus u. a., 2009, S. 520 ff.].
8Eine detaillierte Beschreibung der Durchführung von Conjoint-Studien ist bei Hair u. a. [1998,
S. 410 ff.] zu finden.
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Die in der ACA-PE-Studie gesammelten Daten müssen für die selektierten Cluster
aggregiert werden. Dies kann beispielsweise durch Schätzen der aggregierten Nutzen-
und Zahlungsbereitschaftsfunktion aus der Gesamtheit der gesammelten Daten ge-
schehen. Die mit den geschätzten Funktionen ermittelten Zahlungsbereitschaften für
die identifizierten Kundensegmente aller Produktkonzepte ergeben das Kundenmo-
dell.
Werkzeugunterstützung
Kann die FPCA noch per Hand durchgeführt werden, können adaptive Verfahren,
wie die ACA-PE, nur mit Hilfe entsprechender Software durchgeführt werden. Das
marktdominierende System für ACA vertreibt Sawtooth Software.9 Es bietet aber
keine Unterstützung für die ACA-PE, die aus einem universitären Forschungsprojekt
hervorgegangen ist [Breidert, 2005]. In dem Projekt wurde eine zu dieser Zeit frei
erhältliche Nachimplementierung von ACA java Adaptive Conjoint (jAC) durch die
zusätzliche Stufe erweitert. Weder das System jAC noch die Weiterentwicklung von
Breidert [2005] sind öffentlich verfügbar.10 Um dennoch den Einsatz von ACA-PE
für WB-PO zu testen, wurde eine öffentlich zugängliche Nachimplementierung von
ACA-PE am Institut für Wirtschaftsinformatik der Universität Leipzig erstellt.11
Eine CA-Studie muss intensiv vorbereitet werden. Diese komplexe Aufgabe verlangt
tiefgreifendes Wissen über die CA beim Analysten. Es stellt sich daher die Frage, ob
ein Software-Werkzeug die Erstellung einer Umfrage erleichtert.
Diese Frage wurde am Institut für Wirtschaftsinformatik der Universität Leipzig ex-
perimentell untersucht. Ziel des Experiments war es herauszufinden, ob die Erstellung
einer CA durch ein Werkzeug beschleunigt werden kann. Im Untersuchungsdesign wird
diese Frage mit einer Variable Anzahl absolvierter Schritte operationalisiert. Die Va-
riable misst die Schritte für die Erstellung einer CA-Studie, die die Probanden in einem
fest vorgegebenen Zeitrahmen von 80 Minuten absolvieren können. Maximal sind 14
Schritte durchzuführen, die detailliert in einer Fallstudie beschrieben sind. Insgesamt
nahmen sechs Probanden an dem Experiment teil, die sich aus Master-Studierenden
der Wirtschaftsinformatik zusammensetzten. Die Probanden wurden randomisiert
der Treatment-Gruppe mit Werkzeugunterstützung oder der Kontrollgruppe ohne
Werkzeugunterstützung zugewiesen. Die Gruppe mit Werkzeugunterstützung erhielt
einen funktionalen Prototyp12, der die Erstellung der Befragung unterstützte, die
Kontrollgruppe erstellte die Studie von Hand.
Abbildung 4.3 zeigt die Boxplots der Verteilung der Variable Anzahl absolvierter
Schritte getrennt nach der Gruppenzugehörigkeit. Die Verteilung der Anzahl absol-
9URL: http://www.sawtoothsoftware.com/products/aca/ (letzter Abruf am 16.06.2011).
10Auch eine Kontaktaufnahme des Autors blieb erfolglos.
11URL: Verfügbar unter http://code.google.com/p/gilbreth/ (letzter Abruf 16.06.2011).
12Verfügbar unter http://code.google.com/p/gilbreth/ (letzter Abruf 16.06.2011).
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Abb. 4.3: Boxplots der Variable absolvierte Schritte im Experiment
vierter Schritte beider Gruppen legt nahe, dass die Aufgabe mit einer Werkzeugunter-
stützung effizienter durchgeführt werden kann. Um die Signifikanz dieser Vermutung
zu prüfen, wird ein Mann-Whitney-Test durchgeführt. Er prüft folgende Hypothesen.
H0: Die Kontrollgruppe absolviert gleichviel oder mehr Schritte als die Treatment-
Gruppe.
H1: Die Kontrollgruppe absolviert weniger Schritte als die Treatment-Gruppe.
Mit einem p-Wert von 0.0361 kann H0 zu einem Signifikanzniveau von 5% verwor-
fen werden. Es kann also davon ausgegangen werden, dass Werkzeugunterstützung
eine positive Wirkung auf die Effizienz hat. Durch die geringe Anzahl und die Aus-
wahl der Probanden ist die externe Validität des Experiments gefährdet. Da in der
Untersuchung aber eine signifikante Wirkung des Werkzeugeinsatzes nachgewiesen
werden konnte, kann das Ergebnis zumindest als Indikator für die Nützlichkeit heran-
gezogen werden. Der im Experiment eingesetzte funktionale Prototyp wird deshalb
weiterentwickelt. Die zugrundeliegende Technik dafür wird in Kapitel 5 abgehandelt.
Ihre Implementierung ist Teil des Werkzeugs, das in Kapitel 7 vorgestellt wird.
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4.2.2.2 Tiefeninterview
Die vorgestellte CA ist ein quantitatives Verfahren, für das die Befragung zuvor voll-
ständig definiert sein muss. Sie kann deshalb nicht auf vorher nicht bedachte Situa-
tionen reagieren. Beispielsweise kann eine Befragung nicht geändert werden, wenn ein
Proband eine Frage nicht versteht. Genauso wenig kann ein Proband Informationen
weitergeben, die vorher nicht im Untersuchungsdesign berücksichtigt wurden.
Dies ist bei qualitativen Verfahren wie dem Tiefeninterview anders. Hier ist die Be-
fragung nur semi-strukturiert und lässt somit viel Raum zur individuellen Ausgestal-
tung. Der Interviewer muss deshalb auch in der Lage sein, adäquat auf die Antworten
des Probanden zu reagieren. Obwohl ein Tiefeninterview semi-strukturiert ist, folgt
es dennoch einem Prozess, der von Legard u. a. [2005, S. 145 f.] beschrieben wird.
Im Rahmen der WB-PO soll ein Tiefeninterview offenlegen, welchen Wert Pro-
dukte für Kunden haben und wie sich einzelne Merkmale auf den Wert auswirken.
Probanden können dies meist nicht selbst artikulieren, weshalb ein Tiefeninterview da-
zu dient, die Umstände zu erfragen, in denen ein Software-Produkt genutzt wird und
welche Vorteile dadurch für Kunden entstehen [Nagle u. a., 2011, S. 286]. Durch die
Befragung ergibt sich so ein Bild vom Wert des Software-Produkts für einzelne Kun-
densegmente. Nach der Durchführung der Tiefeninterviews, müssen die gewonnenen
Informationen ausgewertet und interpretiert werden. Erst jetzt kann eine konkrete
Bewertung der Teilnutzen der einzelnen Merkmale für Segmente erfolgen und die
Zahlungsbereitschaften können bestimmt werden.
Plant ein Anbieter beispielsweise die Einführung eines Hotel Management Systems
könnte er durch ein Tiefeninterview erfahren, dass durch die Möglichkeit, Notizen
über Gäste zu hinterlegen, ein Hotel der Premiumklasse in der Lage ist, über die
Vorlieben der Gäste Buch zu führen. Das führt zu besseren Services, die höhere
Zimmerpreise ermöglichen [Kobjoll, 2003, S. 199 ff.].
Das Ergebnis des Tiefeninterviews ist ein Kundenmodell der identifizierten Kun-
densegmente und der Zahlungsbereitschaften.
4.2.3 Zusammenfassung
Im vorliegenden Abschnitt wurde die Aufgabe Kundenanalyse vorgestellt. Mit ihr soll
ein Bild über den Nutzenbeitrag der Merkmale von SPLs erstellt und die Zahlungsbe-
reitschaften der Kunden ermittelt werden. Sie benötigt dazu eine erste Auswahl von
Merkmalen geplanter Produkte und liefert dazu Nutzenwerte und Zahlungsbereit-
schaften von Kundensegmenten. Dies kann durch den Einsatz verschiedener Tech-
niken geschehen, wobei ACA-PE und das Tiefeninterview als besonders geeignete
Kandidaten identifiziert wurden. Die Aktivität wird je nach eingesetzter Technik von
Analysten ausgeführt, die geschult im Umgang mit ACA-PE oder der Durchführung
von Tiefeninterviews sind.
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4.3 Kostenanalyse
Mit dem Wissen über die Zahlungsbereitschaften der Kunden können die möglichen
Erlöse geschätzt werden. Um aber über die Rentabilität einer Investition in eine Wie-
derverwendungsinfrastruktur entscheiden zu können, müssen die entstehenden Kos-
ten bekannt sein. Die Aufgabe Kostenanalyse soll hierfür Daten, also eine Instanz
des Kostenmodells bei SPL aus Abschnitt 3.5, liefern. Insbesondere sind Daten über
die Kosten der Entwicklung wiederverwendbarer Assets der Wiederverwendungsinfra-
struktur relevant, da auf dieser Grundlage die Bewertung der Rentabilität einzelner
Produkte des Portfolios erfolgt. Sie bilden die technische Sicht auf die Kosten ab.
Die marktorientierte Sicht auf die Kosten stellen die variablen Kosten dar, die für den
Vertrieb eines einzelnen Produkts anfallen.
Beide Sichten müssen erfasst werden, weshalb zwei Rollen an der Aufgabe beteiligt
sind. Der Domain Engineer verantwortet die technische Sicht und schätzt die Ent-
wicklungskosten und die Verwendungskosten der Wiederverwendungsinfrastruktur.
Die Marktsicht auf die Kosten verantwortet der Produktanalyst, der die Vertriebs-
kosten der geplanten Produkte schätzt. Abbildung 4.4 stellt die Aufgabe im Überblick
dar.
Kostenanalyse
Domain Engineer
Vorläufige 
Merkmale &
Assets
Kosten für Assets
und Systeme
benötigt ermittelt
führt aus
Produktanalyst
führt aus
Abb. 4.4: Aufgabe Kostenanalyse der WB-PO (SPEM)
Der Produktanalyst erfasst die Kosten für den Vertrieb aus unternehmensinternen
Quellen, wie dem Controlling. Mit diesen vergangenheitsbezogenen Daten können
Schätzungen der anfallenden Kosten für den Vertrieb vorgenommen werden. Der
Domain Engineer muss für eine Kostenschätzung beide Entwicklungsprozesse des
SPLE getrennt betrachten.13
Bei der Entwicklung von Software-Systemen entstehen die meisten Kosten für den
Einsatz personeller Ressourcen. Sachkosten, beispielsweise für die Bereitstellung von
Rechentechnik und Büroräumen, fallen demgegenüber eher gering aus [Herzwurm
u. Pietsch, 2008, S. 286]. Bei der Kostenanalyse ist deshalb eine möglichst genaue
Abschätzung des Personalaufwands für die Realisierung eines Projekts entscheidend.
Aufgrund der beiden Entwicklungsprozesse des SPLE gibt es auch zwei Arten von
13Vgl. dazu Abschnitt 3.5 über das Kostenmodell bei SPL.
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Software-Entwicklungsprojekten. Zum einen Projekte, bei denen Assets der Wieder-
verwendungsinfrastruktur entwickelt werden, und zum anderen Projekte, bei denen
Systeme auf Grundlage der Wiederverwendungsinfrastruktur entwickelt werden.
Die Aufwandsschätzung bei Software-Projekten ist schon seit den Anfängen des
Software-Engineerings ein relevantes Thema, denn erst die Fähigkeit, den Projekt-
aufwand vor Beginn eines Software-Projektes abzuschätzen, ermöglicht seine öko-
nomische Bewertung [Mills, 1999, S. 192]. Aus diesem Grund wurden in den letz-
ten 40 Jahren eine ganze Reihe von Verfahren entwickelt. Nach Sommerville [2007,
S. 526 ff.] sind hier vor allem die Expertenurteile, die Analogieschätzung, Parkin-
sons Gesetz, Price to win und algorithmische Aufwandsmodelle zu nennen. Die algo-
rithmischen Aufwandsmodelle lassen die genauesten Ergebnisse erwarten, wenn eine
reliable und valide Datenbasis zur Verfügung steht [Mills, 1999, S. 182]. Sie sollen
nachfolgend betrachtet werden.
Die meisten der entwickelten Verfahren liefern den Aufwand, in Personenmonaten
gemessen, von dem anschließend die anfallenden Kosten und die Projektdauer abge-
leitet werden. Der Aufwand wird meist auf den Umfang eines geplanten Software-
Systems und weiterer Einflüsse zurückgeführt. Welche Einflüsse in die Messung neben
dem Umfang einfließen, hängt vom gewählten Verfahren ab. Beispielsweise können
Qualitätsanforderungen, die Erfahrung der Projektmitarbeiter in einer Domäne oder
der Grad der Wiederverwendung dazugehören [Boehm u. a., 1995].
Der Umfang eines Software-Systems muss mit einer Metrik bestimmt werden.
Durchgesetzt haben sich die (Source Lines of Code (SLOC)) und Punktmaße. Die
Metrik SLOC ist in frühen Phasen eines Projekts sehr ungenau, da noch keine prä-
zisen Daten vorhanden sind. Außerdem variiert ihre Relation mit dem Aufwand der
eingesetzten Programmiersprache [Mills, 1999, S. 184]. Diese beiden gravierenden
Nachteile der SLOC waren ein Grund, Punktmaße für die Aufwandsmessung einzu-
führen. Hier sind beispielhaft die Function Points (FP) und die Object Points (OP) zu
nennen [Boehm u. a., 1995; Mills, 1999]. Bei den Punktmaßen dient nicht die Anzahl
der Quelltextzeilen als Maß, sondern ein anderes Attribut eines Software-Systems,
beispielsweise die erwartete Funktionalität, die durch weitere Komplexitätsmaße jus-
tiert wird. Der Vorteil ist, dass der Umfang des geplanten Software-Systems schon
berechnet werden kann, sobald seine Eckdaten bekannt sind [Mills, 1999, S. 185].
Mit einem Wert für den Umfang des geplanten Software-Systems kann nun der
Aufwand abgeleitet werden. Hierfür wird das Umfangsmaß mit verschiedenen Ska-
lierungsfaktoren verrechnet, die zumeist empirisch erhoben wurden. Wie das Um-
fangsmaß verrechnet wird, hängt vom verwendeten Aufwandsmodell ab [Charles u. a.,
2010, S. 5]. Boehm u. a. [1995, S. 88] schlagen vor, in frühen Projektphasen die Um-
fangsmessung mit FP durchzuführen, in späteren Phasen, wenn die Feinspezifikation
vorliegt, auf SLOC zu wechseln.
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4.3.1 Techniken
Im folgenden Abschnitt werden Anforderungen an Techniken formuliert, bestehende
Techniken in der Literatur recherchiert, kurz vorgestellt und auf ihre Eignung für
WB-PO bewertet.
4.3.1.1 Anforderungen
In der Forschung zum Management von SPLs wurden zahlreiche Kostenmodelle und
Techniken für die Kostenanalyse entwickelt [Nolan u. Abrahão, 2010, S. 122], die im
Wesentlichen den eben vorgestellten Ansatz der algorithmischen Aufwandsschätzung
aufgreifen und für das SPLE anpassen. Wie aus der einführenden Definition der
Aufgabe Kostenanalyse hervorgeht, müssen für die WB-PO verwendbare Techniken
folgende Anforderungen erfüllen. Sie
1. können die Ergebnisse des Scopings verwenden (Einsatz im Scoping),
2. liefern eine valide und reliable Abschätzung des Aufwands in Personenmonaten
für das Domain Engineering (Schätzung DE),
3. liefern eine valide und reliable Abschätzung des Aufwands in Personenmonaten
für die Anwendungsentwicklung (Schätzung AE) und
4. halten durch verfügbare Software-Werkzeuge den Durchführungsaufwand ge-
ring (Werkzeug).
4.3.1.2 Studie
Nolan u. Abrahão [2010] haben in jüngster Zeit eine umfassende Recherche exis-
tierender Ansätze der Aufwandsanalyse bei SPLE vorgestellt, wobei sie aber punkt-
basierte Verfahren [Kiebusch u. a., 2006] nicht berücksichtigt haben. Nachfolgend
werden deshalb die von Nolan u. Abrahão [2010] recherchierten Ansätze aufgegrif-
fen, um den punktbasierten Ansatz von Kiebusch u. a. [2006] ergänzt, kurz vorgestellt
und für ihre Eignung bei der WB-PO bewertet.
Poulin-Modell
Poulin [1997] hat eines der ersten Kostenmodelle für den Einsatz von SPLE vor-
gestellt, auf dessen grundlegenden Annahmen die meisten der nachfolgend entwi-
ckelten Modelle beruhen. Zu den grundlegenden Annahmen gehört die Aufteilung
der Software-Entwicklungskosten in Kosten für die Wiederverwendung und Kosten
für die Entwicklung für Wiederverwendung. Sein Modell nutzt diese Größen, um die
aufgrund des Einsatzes von Wiederverwendung vermiedenen Kosten und die durch
Wiederverwendung zusätzlich verursachten Kosten zu berechnen.
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COCOMO-basierte Techniken
Dass die Entwicklung für Wiederverwendung höhere Kosten für Analyse, Entwurf, Im-
plementierung, Test und Dokumentation verursacht, als die Einzelsystementwicklung,
wurde schon in COCOMO II erkannt und mit dem Multiplikator Required Reusability
(RUSE) berücksichtigt [Boehm u. a., 1995, S. 81]. Die Beachtung der Wiederver-
wendung ist beim COCOMO II aber grobgranular, weshalb mit dem COnstructive
Product Line Investment MOdel (COPLIMO) eine Erweiterung entwickelt wurde. Sie
baut auf COCOMO II auf, ist aber an die Besonderheiten des SPLE angepasst [Boe-
hm u. a., 2004]. Insbesondere beruhen die höheren Kosten der Wiederverwendung
hier auf den Kostenfaktoren der Zuverlässigkeit und dem Grad der Dokumentati-
on. Diese steigen durch die Entwicklung für Wiederverwendung [Boehm u. a., 2004,
S. 161]. Die Kosten der Entwicklung mit Wiederverwendung hängen im Modell von
der Art der Wiederverwendung ab. Wiederverwendung ohne zusätzliche Anpassung
verursacht geringere Kosten als Wiederverwendung mit Anpassung. Der Grad der
Anpassung kann im Modell durch einen Faktor bestimmt werden. Beide Kostenarten
werden durch einen Faktor ausgedrückt, der den Referenz-Aufwand bei Einzelsystem-
entwicklung nach oben oder unten korrigiert. COPLIMO wurde in nachfolgenden Ar-
beiten um die Berücksichtigung von Qualitätsaspekten erweitert [Boehm u. Chulani,
1999; In u. a., 2006]. Das quality-based Constructive Product Line Investment Mo-
del (qCOPLIMO) [In u. a., 2006] ist dabei der Nachfolger des COnstructive QUALity
MOdel (COQUALMO) [Boehm u. Chulani, 1999] und bezieht mögliche Qualitäts-
steigerungen von Software-Produkten durch den Einsatz von SPLE in das Modell ein
[In u. a., 2006]. COPLIMO und seine Nachfolger führen keine neue Schätztechnik für
den Aufwand ein, sondern verwenden die von COCOMO II ursprünglich vorgeschla-
genen Schätzansätze und passen die damit ermittelten geschätzten Projektumfänge
mit speziellen Faktoren an die SPLE an. Der Haupteinsatzzweck der Modelle ist die
Quantifizierung des Vorteils von SSF im Gegensatz zur Einzelsystementwicklung. Mit
diesen Modellen ist also eine Aussage über die generelle Sinnhaftigkeit des Einsatzes
von SPLE in einem bestimmten Unternehmenskontext möglich. Trotzdem können mit
den Modellen die Aufwände für die Entwicklung von Assets der Wiederverwendungs-
infrastruktur und für die Entwicklung eines Systems in der Anwendungsentwicklung
geschätzt werden, da diese Werte auch die Basis für die Bewertung der Investition in
das SPLE sind [Charles u. a., 2010]. Für COPLIMO existiert ein Software-Werkzeug,
mit dem der Aufwand berechnet werden kann14.
14URL: http://csse.usc.edu/tools/SERC/coplimo.php (letzter Abruf am 20.06.2011).
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Prozess-Familien-Punkte
Bis auf COCOMO II liefern die bisher genannten Ansätze keine eigenen Methoden zur
Aufwandsprognose, sondern verweisen auf COCOMO II oder setzen eine Schätzung
des Aufwands voraus. Der Ansatz der Prozess-Familien-Punkte (PFP) [Kiebusch u.
Franczyk, 2006; Kiebusch u. a., 2006] unterscheidet sich deshalb auf zweierlei Weise
von den bisher genannten. Zum einen liefert er einen Ansatz zur Aufwandsprognose,
zum anderen, basiert er, im Gegensatz zu COCOMO II, vollständig auf FP. Die PFP
erweitern den Ansatz der FP so, dass er die Eigenschaften des SPLE berücksichtigt.
Der Ansatz adressiert insbesondere stark prozess-lastige Domänen, sieht aber explizit
die Adaption an andere Domänen vor. Bisher wurden die PFP schon an die Domänen
eBusiness- und Automotive angepasst [Kiebusch u. Franczyk, 2006, S. 224].
Jedoch sind die PFP nur geeignet, um den Aufwand der Wiederverwendung aus
einer bestehenden Wiederverwendungsinfrastruktur zu schätzen [Kiebusch, 2004,
S. 62]. Die Autoren haben ein Werkzeug für die Berechnung entwickelt, das bei
ihnen erfragt werden kann [Kiebusch u. a., 2006, S. 445].
Weitere Modelle
Das Software Cost Estimation for a Product Line Engineering Approach (SoCoEMo-
PLE) basiert auf dem Modell der Investitionszyklen von Mili u. a. [2000]15 und dient
der Berechnung des ROI für den Einsatz von SPLE. Es stellt keine gesonderten
Schätzansätze für den Entwicklungsaufwand bereit, sondern verbindet die entste-
henden Kosten der Investitionszyklen, um so den ROI zu ermitteln [Lamine u. a.,
2005a,b]. Eine ähnliche Zielstellung verfolgt auch das Structured Intuitive Model for
Product Line Economics (SIMPLE) [Clements u. a., 2005], das auf früheren Arbeiten
zu Kostenmodellen [Böckle u. a., 2003, 2004] aufbaut und die hier entwickelten Kos-
tenfunktionen für ein Modell der Vorteile und Kosten des Einsatzes von SPLE nutzt.
Gesonderte Messverfahren für den Umfang von Entwicklungsprojekten werden keine
vorgeschlagen. Hier muss auf vorhandene Ansätze, beispielsweise des COCOMO II
[Clements u. a., 2005, S. 6], zurückgegriffen werden. Im Gegensatz zu SoCoEMo-
PLE werden die Investitionszyklen nur indirekt in den Funktionen berücksichtigt. Für
SIMPLE wurde ein Software-Werkzeug entwickelt, mit dem konkrete Daten zu Auf-
wänden eingetragen und Kostenverläufe für verschiedene Szenarios berechnet wer-
den können.16 Auch das Modell von Tomer u. a. [2004] stellt keine Verfahren für
die Schätzung des Umfangs von Entwicklungsprojekten von Assets und von Einzel-
systemen zur Verfügung, schlüsselt aber, ähnlich den zuvor genannten Modellen, die
Verursacher von Kosten auf und zeigt an verschiedenen Szenarios, welche Kosten
durch Wiederverwendung entstehen und vermieden werden können.
15Vgl. dazu Abschnitt 3.5.
16URL: https://simple.sei.cmu.edu/ (letzter Abruf am 20.06.2011).
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Zusammenfassung
Die Ergebnisse der Untersuchung sind in Tabelle 4.2 zusammengefasst. COCOMO
II und seine Nachfolger für das SPL können die gestellten Anforderungen größten-
teils erfüllen, obwohl insbesondere die Werkzeugunterstützung bei COQUALMO und
qCOPLIMO nicht gegeben ist und COCOMO II die Wiederverwendungszenarios bei
SPLE nicht vollständig beachtet. Obwohl der Fokus von COPLIMO auf dem Ver-
gleich von SPLE und Einzelsystementwicklung liegt, können seine Ergebnisse dennoch
für die Schätzung des Aufwands verwendet werden. Außerdem existiert ein frei zu-
gängliches Werkzeug, das die Anwendung von COPLIMO erleichtert. Es ist daher
ein guter Kandidat, um die Entwicklungsaufwände zu prognostizieren. Mit den PFP
steht ein zweiter aussichtsreicher Kandidat zur Verfügung. Da die PFP bisher aber
nur die Domänen eBusiness und Automotive adressieren, können sie adäquat auch
nur dort eingesetzt werden. Da sie zudem die Prognose der Aufwände im Domain
Engineering nicht erlauben, sind sie für die WB-PO nicht geeignet.
Zusammenfassend kann festgestellt werden, dass mit COPLIMO ein Ansatz exis-
tiert, der auf COCOMO II aufbaut und für Investitionsanalysen bei SPL konzipiert
ist. Da er aber für die Investitionsbewertungen Zwischenergebnisse zu den Kosten
der Wiederverwendungsinfrastruktur und der Wiederverwendung liefert, kann er ge-
nutzt werden, um die Aufwände der Entwicklung im Domain-Engineering und in der
Anwendungsentwicklung zu prognostizieren. Da er nicht auf eine bestimmte Domäne
fokussiert ist, wird sein Einsatz für WB-PO nachfolgend kurz vorgestellt.
4.3.2 Einsatz
COPLIMO basiert auf COCOMO II, verwendet das dort vorgeschlagene Vorgehen
zur Aufwandsschätzung von Software-Projekten, passt die Ergebnisse aber durch
die von Poulin [1997] identifizierten zwei Umrechnungsfaktoren an die Entwicklung
für- und an die Entwicklung mit Wiederverwendung an. Die relativen Kosten für die
Entwicklung für Wiederverwendung (Relative Cost of Writing for Reuse (RCWR)),
zeigen an, um wie viel aufwändiger die Entwicklung für Wiederverwendung im Ge-
gensatz zur Einzelsystementwicklung ist. Die relativen Kosten für die Entwicklung
mit Wiederverwendung (Relative Cost of Reuse (RCR)), zeigen an, um wie viel
weniger aufwändig die Entwicklung mit Wiederverwendung im Gegensatz zur Einzel-
systementwicklung ist. Beide Umrechnungsfaktoren werden auf die von COCOMO
II genutzten Parametern abgebildet [Boehm u. a., 2004, S. 156].
So beeinflussen nach Boehm u. a. [2004, S. 157] die Faktoren RUSE, Degree
of Documentation (DOCU) und Required Reliability (RELY) den Aufwand bei der
Entwicklung für Wiederverwendung, wobei die Faktoren im Modell voneinander ab-
hängen. Beispielsweise verursacht ein umfangreich dokumentiertes System, an das
hohe Zuverlässigkeitsanforderungen gestellt werden, auch höhere Aufwände, wenn
4. Methode zur wertbasierten Portfolio-Optimierung 95
Tabelle 4.2: Vergleich recherchierter Techniken zur Kostenanalyse
Technik Einsatz im
Scoping
Schätzung
DE
Schätzung
AE
Werkzeug
Poulin / −− −− −−
COCOMO II ++ + + ++
COPLIMO ++ ++ ++ ++
COQUALMO ++ ++ ++ −−
qCOPLIMO ++ ++ ++ −−
SoCoEMo-PLE / + + −−
SIMPLE / + + ++
Tomer et al. / + + −−
PFP ++ −− ++ +
Erfüllung: voll (++), nahezu (+), nicht anwendbar (/), schwach (−), nicht (−−)
es wiederverwendbar gestaltet wird. Empirisch geschätzte Größen für die Parameter
sind in [Boehm u. a., 2004, S. 158] verzeichnet.
COCOMO II bildet den Entwicklungszyklus von Softwareentwicklungsprojekten
durch drei Projekttypen ab, die je nach Fortschrittsgrad für eine Schätzung gewählt
werden müssen [Boehm u. a., 1995, S. 64]. Für die WB-PO ist insbesondere das
Early Design Model von Interesse, da es eine Schätzung erlaubt, bevor die gesamte
Architektur definiert wurde. Hier wird als Metrik vor allem FP verwendet [IFPUG,
2010], es können aber auch SLOC herangezogen werden [Boehm u. a., 1995, S. 64].
In [IFPUG, 2010] ist detailliert beschrieben, wie FP in konkreten Projektsituationen
bestimmt werden. Boehm u. a. [1995, S. 71 ff.] fassen das Vorgehen überblicksartig
zusammen: Auf Grundlage einer Systemspezifikation werden Funktionen eines geplan-
ten Software-Systems bewertet und je nach Komplexität ihrer Umsetzung gewichtet.
Daraus ergeben sich die unjustierten FP17, die als Umfangsmetrik für COCOMO
17In der FP-Analyse werden unjustierte FP durch die Anpassung mit Umweltfaktoren an bestimmte
Projektbedingungen angepasst. Dadurch ergeben sich justierte FP. Wie Boehm u. a. [1995, S. 72]
schreiben, sind diese Messungen nicht mit den Messungen durch COCOMO II konsistent, weshalb bei
COCOMO II auf die unjustierten FP zurückgegriffen wird, die anschließend im Rahmen von COCOMO
II an Projektbedingungen angepasst werden.
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II verwendet werden können und als Grundlage für eine Aufwandsschätzung dienen
[Boehm u. a., 1995, S. 72 ff.].
Der Aufwand wird bei COCOMO II durch folgende Funktion definiert:
Auf wand = A · (Umf ang)B. (4.1)
A ist dabei ein Faktor, der die Komplexität des Projekts widerspiegelt. Oft wird
hierzu der Wert 2, 94 angenommen [Charles u. a., 2010, S. 5]. Boehm u. a. [1995]
haben beobachtet, dass der Aufwand eines Projekts nicht linear mit seinem Umfang
wächst. Faktor B drückt dies aus. Durch Justierung der beiden Größen A und B ergibt
sich eine erste Schätzung des Aufwands in Personenmonaten. Um die Entwicklung
mit Wiederverwendung abzudecken, bietet COCOMO II die Möglichkeit, durch Auf-
wandsmultiplikatoren die Schätzung des Aufwands zu justieren und so den justierten
Aufwand zu ermitteln [Boehm u. a., 1995, S. 72 ff.]. Dieses Vorgehen verfolgt auch
COPLIMO, um Aufwandsschätzungen für die Wiederverwendungsinfrastruktur und
die darauf aufsetzenden Systeme zu erhalten [Boehm u. a., 2004; Charles u. a., 2010].
Da COPLIMO die Werte für die Investitionsanalyse direkt weiter verrechnet, WB-PO
die Werte aber benötigt, erfolgt die Berechnung der Kosten abweichend.
Für jedes Asset der Wiederverwendungsinfrastruktur sind die Kosten für die Ent-
wicklung (kwin) und die Kosten für die Wiederverwendung (kwied) abzuschätzen. Für
jedes geplante System sind weiterhin noch die zusätzlichen Kosten für die Entwicklung
individueller Bestandteile abzuschätzen. Dabei muss die Formel von COCOMO II für
den Aufwand jeweils angepasst werden. Der Aufwand für die Entwicklung von Assets
wird durch das Anheben der Faktoren RUSE, DOCU und RELY erreicht. Welche
Werte hier eingesetzt werden, hängt von unternehmens- und projektspezifischen Fak-
toren ab. Boehm u. a. [2004, S. 158] nennen hier beispielsweise einen Wert von 1, 15
für RUSE, bei einer Wiederverwendung innerhalb einer SSF, einen Wert von 1, 23 für
eine besonders hohe Anforderung an die Dokumentation (DOCU) und einen Wert
von 1, 10 für eine hohe Anforderung an die Zuverlässigkeit (RELY ). Der Aufwand
wird dann beispielsweise berechnet als
Auf wandwin = 2, 94 · (Umf ang)1,1 · 1, 15 · 1, 23 · 1, 10
Die Kosten für die Wiederverwendung der Assets wird durch die Multiplikation des
Umfangs mit einem Assessment and Assimilation (AA) Faktor bestimmt, der an-
gibt, wie viel Aufwand für die Integration eines Assets in ein System anfällt [Boehm
u. a., 2004, S. 158]. Der Aufwand für die Wiederverwendung eines Assets kann dann
beispielsweise wie folgt berechnet werden.
Auf wandwied = 2, 94 · (AA · Umf ang)1,1 · 1, 0 · 1, 0 · 1, 0
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Die Kosten für die Entwicklung individueller Bestandteile eines Systems werden wie
bei der Einzelsystementwicklung geschätzt. Die Aufwandsmultiplikatoren erhalten
deshalb eine neutrale Wichtung. So erhält der RUSE etwa einen Wert von 1, 0.
Der Aufwand würde sich dann beispielsweise berechnen als
Auf wandes = 2, 94 · Umf ang1,1 · 1, 0 · 1, 0 · 1, 0.
Schlussendlich müssen noch die Aufwände für die Evolution der Assets und der daraus
entwickelten Systeme berechnet werden. Dafür werden die relativen Aufwände der
Anpassung (ACT) um das Verständnis der Entwickler für die Software (SU) und ihrer
Vertrautheit mit dem System (UNFM) korrigiert, mit dem Umfang des interessieren-
den Assets multipliziert und die errechneten Aufwände mit den Aufwandsmultiplika-
toren justiert. Das Ergebnis wird auf die Einsatzjahre des Assets (I) hochgerechnet
[Charles u. a., 2010, S. 6].
Auf wandevo,win = I ·(2, 94 ·(Umf ang ·ACT (1+SU ·UNFM))1,1 ·1, 15 ·1, 23 ·1, 10).
Ähnlich stellt sich auch die Berechnung der Evolutionsaufwände der individuellen
Bestandteile dar, wobei hier die Aufwandsmultiplikatoren angepasst werden.
Auf wandevo,es = I · (2, 94 · (Umf ang · ACT (1 + SU · UNFM))1,1 · 1, 0 · 1, 0 · 1, 0).
Die so ermittelten Aufwände werden mit einem Lohnsatz L multipliziert, um die
Kosten für die Entwicklung zu erhalten. Hier kann beispielsweise ein durchschnittlicher
Lohnsatz verwendet werden [Boehm u. a., 2004, S. 156]. Damit ergibt sich eine
Instanz des Kostenmodells aus Abschnitt 3.5, die eine Schätzung der Kosten für die
Wiederverwendungsinfrastruktur und der auf ihrer Grundlage realisierten Systeme
enthält.
4.3.3 Zusammenfassung
Im vorliegenden Abschnitt wurde die Aufgabe Kostenanalyse beschrieben und es wur-
den Techniken untersucht, die für die Kostenanalyse eingesetzt werden können. Die
Untersuchung ergab, dass COPLIMO in Verbindung mit dem dahinter liegenden CO-
COMO II der vielversprechendste Ansatz ist, um die Kosten für die Realisierung von
Assets einer Wiederverwendungsinfrastruktur und die Kosten für ihre Wiederverwen-
dung zu schätzen. Der breite Fokus von COPLIMO birgt aber die Gefahr, in einigen
Domänen nicht valide zu sein. Hier sind eventuell Anpassungen am Modell, durch
geeignete Wahl der Parameter, vorzunehmen.
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4.4 Konkurrenzanalyse
Nachdem in den vorherigen beiden Aufgaben die Kunden und die Kosten analysiert
wurden, fehlt nun noch die Analyse der Konkurrenz für eine wertbasierte Optimie-
rung eines Produkt-Portfolios18. Dies ist die Aufgabe der Konkurrenzanalyse. Auf
Basis der vorläufig bestimmten Merkmale der Produkte des Produkt-Portfolios müs-
sen von einem Konkurrenzanalysten relevante Konkurrenzangebote, deren Merkmale
und Preise identifiziert werden. Der Konkurrenzanalyst muss in der systematischen
Untersuchung der Konkurrenzsituation geschult sein und Erfahrung in der interessie-
renden Branche haben. Seine Aufgabe ist es, eine Instanz des Konkurrenzmodells aus
Abschnitt 2.3.1 zu erstellen. Abbildung 4.5 stellt die Aufgabe schematisch dar.
Konkurrenzanalyse
Konkurrenzanalyst
Vorläufige 
Merkmale
Merkmale und
Preise der 
Konkurrenzangebote
benötigt ermittelt
führt aus
Abb. 4.5: Aufgabe Konkurrenzanalyse der WB-PO (SPEM)
Das Teilgebiet Corporate Intelligence (CI)19 des Marketings befasst sich mit der
systematischen Analyse der Konkurrenz- und Marktsituation eines Unternehmens
[Michaeli, 2006, S. 1]. Dieses Gebiet des Marketings ist bisher wenig beschrieben
[Michaeli, 2006, S. 26]. Die Art der Durchführung der CI hängt stark von der inter-
essierenden Branche ab, weshalb es keine vollständig ausformulierte Technik geben
kann. Michaeli [2006] hat aber allgemeine Abläufe und Tätigkeiten des CI zusam-
mengetragen, die als Leitfaden dienen können.
Die Durchführung der CI erfolgt in den sechs Phasen „Bedarfsbestimmung, Pla-
nung, Datenerhebung, Datenaufbereitung, Analyse und Berichterstellung“ [Michaeli,
2006, S. 117], wobei die Ausgestaltung der Phasen von der gewählten Durchführungs-
form abhängt. Für die WB-PO liegt die Durchführung eines CI-Recherche-Projekts
nahe, da ein definiertes Ziel verfolgt wird [Michaeli, 2006, S. 118].
In der Phase Bedarfsbestimmung wird festgelegt, was mit einem CI-Recherche-
Projekt erreicht werden soll. Für die WB-PO ist die Phase schon implizit durchlau-
fen, da eben Daten über Konkurrenzangebote und -preise für die vorläufigen Produkte
18Vgl. dazu Abschnitt 2.4.2.
19Der aus dem militärischen Jargon stammende Begriff Intelligence bedeutet so viel wie Feind-
aufklärung [Michaeli, 2006, S. 1]. Im Bereich des Marketings werden häufig Analogien zum Militär
gezogen, um prägnante Begriffe zu finden. Kriegerische Handlungen werden mit den Begriffen aber
nicht impliziert [Michaeli, 2006, S. 33].
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des Produkt-Portfolios benötigt werden. Die Recherche soll aufzeigen, welche Kon-
kurrenten mit welchen Produkten zu welchen Preisen existieren. Für die Recherche
wird ein detaillierter Untersuchungsplan aufgestellt.
In der Planungsphase werden anschließend zur Erreichung der identifizierten Ziele
relevante Quellen zusammengetragen, ein Zeitplan aufgestellt, verantwortliche Per-
sonen bestimmt und gegebenenfalls Meilensteine für die Durchführung der Untersu-
chung definiert. Der Untersuchungsplan muss sicherstellen, dass ein kritisches Infor-
mationsvolumen erreicht wird. Der Plan muss dabei flexibel gestaltet sein, da even-
tuell zur Planungszeit getroffene Annahmen, beispielsweise aufgrund einer verbes-
serten Datenlage, während der Untersuchung verworfen werden müssen. Zur Umset-
zung umfangreicher Untersuchungen sollten deshalb etablierte Projekt-Management-
Techniken eingesetzt werden, um auf sich ändernde Randbedingungen kontrolliert
reagieren zu können. Mögliche Quellen sollten schon vor Beginn der Untersuchung
identifiziert und katalogisiert werden. Für die Verwaltung eignen sich beispielsweise
Werkzeuge, wie das Mind-Mapping, die relevante Quellen etwa nach Porters Fünf-
Kräfte-Modell [Porter, 1998, S. 4] katalogisieren helfen [Michaeli, 2006, S. 121–123].
Michaeli [2006, S. 132] schlägt für die systematische Identifikation von Quellen das
Zwiebelprinzip vor. Ausgehend von der innersten Schale, den Quellen innerhalb eines
Unternehmens, geht man bei der Identifikation der Quellen über das lokale, nationale
bis hin zum internationalen Umfeld. In den Schalen werden primäre und sekundäre
Quellen verarbeitet. Primäre Quellen sind direkte Kontakte zu Auskunftspersonen,
sekundäre Quellen sind beispielsweise Printmedien, Internet-Seiten und Datenbanken.
In der Phase der Datenerhebung werden die identifizierten Quellen ausgewertet.
Dabei dienen die Quellen auch der gegenseitigen Validierung. Sind Quellen vorläufig
als valide eingestuft worden, werden die extrahierten Informationen archiviert [Mi-
chaeli, 2006, S. 135, 136].
Die so zusammengetragenen Informationen müssen in der nun folgenden Phase
der Informationsaufbereitung in eine einheitliche auswertbare Form überführt wer-
den. Dazu werden die Informationen grob gesichtet und möglichst automatisiert eine
erste Bewertung hinsichtlich der Relevanz vorgenommen. Dies kann beispielsweise
schlüsselwortbasiert erfolgen. Die so extrahierten Informationen werden anschließend
kommentiert und in einer Datenbank gespeichert [Michaeli, 2006, S. 140–142].
Abschließend können die aufbereiteten Informationen in der Phase der Analyse und
Interpretation ausgewertet und ein Bericht erstellt werden[Michaeli, 2006, S. 152–
154]. Im Fall von WB-PO muss der Bericht eine Instanz des Konkurrenzmodells
aus Abschnitt 2.3.1 umfassen. Viele Unternehmen legen Wettbewerberprofile an, die
unter anderem das Produkt-Portfolio der Konkurrenten enthalten [Michaeli, 2006,
S. 271]. Die Wettbewerberprofile dienen in der WB-PO der Konstruktion des Kon-
kurrenzmodells.
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4.5 Optimierung und weitere Schritte
Die zuvor beschriebenen Aufgaben dienen einzig dazu, eine Datenbasis für die nun
folgende zentrale Aufgabe der Optimierung des Produkt-Portfolios bereitzustellen.
Ziel ist es, aus dem vorläufigen Produkt-Portfolio diejenigen Produkte und Preise zu
identifizieren, die den Gesamtgewinn des Produkt-Portfolios maximieren. Von den
Produkten kann dann auf die Merkmale geschlossen werden, die ihrerseits wiederum
einen Rückschluss auf die benötigten Assets der Wiederverwendungsinfrastruktur er-
möglichen.20 Die Optimierung wird vom Produkt-Manager initiiert, der die Ergebnisse
auch weiterverwendet. Abbildung 4.6 stellt die Aufgabe schematisch dar.
Optimierung
Produkt-Manager
Information über
Kunden, Kosten &
Konkurrenz
Vorschlag zu
Produkten & Preisen
benötigt ermittelt
startet
Abb. 4.6: Aufgabe Optimierung der WB-PO (SPEM)
Dem vorliegenden Optimierungsproblem ähnlich ist das Produktlinien-Entwurfspro-
blem (Product Line Design Problem (PLD)) [Belloni u. a., 2008; Chen u. Hausman,
2000; Dobson u. Kalish, 1988, 1993; Fruchter u. a., 2006; McBride u. Zufryden,
1988; Nichols u. a., 2005; Luo, 2011; Schön, 2010a,b]. Im Gegensatz zum Softwa-
re-Produkt-Portfolio-Optimierungsproblem (Software Product Portfolio Design Pro-
blem (SPPD)) werden hier nur ein- bis zweistufige Kostentreiber berücksichtigt. Die
Wiederverwendung, so wie sie beim Einsatz von SSFs eintritt, wird nicht berücksich-
tigt. Die vorgestellten Ansätze sind aber nicht für die Optimierung von Produkt-Port-
folios bei Software-Produkten entworfen und beziehen nicht die eintretende Fixkos-
tendegression (Abschnitt 2.1.3.1) durch die realisierten Verbundeffekte (Abschnitt 3)
in dem Maße ein, wie sie bei SSFs eintreten. Dies ist fatal, da Assets die einmal reali-
siert wurden , mit sehr geringem Aufwand wiederverwendet werden können. Sind die
Entwicklungskosten für bestimmte Assets einmal durch ein Produkt gedeckt, können
sie auch für die Realisierung von Produkten für Segmente eingesetzt werden, die
vorher nicht mit einem positiven Deckungsbeitrag bedient werden konnten. Durch
Einsatz dieser Modelle können deshalb im SPLE keine treffenden Aussagen über die
optimale Gestaltung von Produkt-Portfolios getroffen werden.
20Vgl. dazu Abschnitt 3.6.
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Da bisher keine geeignete Technik für die Optimierung von Produkt-Portfolios im
SPLE existiert, wird eine Technik in der vorliegenden Arbeit entwickelt. Sie ist im
Detail in Kapitel 6 beschrieben.
Die AufgabeOptimierung hat als Ergebnis einen Vorschlag über die gewinnoptimale
Auswahl von Produkten und Preisen eines Produkt-Portfolios und eine Abschätzung
der Auswirkungen des Anbietens von Produkten auf den Gewinn. Der Vorschlag dient
als Entscheidungsunterstützung für die folgenden Schritte.
Nachdem die Optimierung durchgeführt wurde, besitzt der Produkt-Manager eine
Informationsgrundlage, mit der er entscheiden kann, welche Produkte in welcher Rei-
henfolge realisiert werden sollen. Der initiale Scope, der im PPS, im DS und im AS
festgelegt wurde, kann nun feinjustiert werden. Die nächste Aufgabe ist die Release-
Planung, wie sie beispielsweise in PuLSE-Eco beschrieben ist [Schmid, 2003, S. 71].
Anschließend kann das geplante Produkt-Portfolio umgesetzt werden. Dazu gehören
die Durchführung des Domain Engineerings für die Wiederverwendungsinfrastruktur
und der Anwendungsentwicklung für die im Release-Plan festgelegten Produkte.
4.6 Zusammenfassung
Im vorliegenden Kapitel wurde eine Methode für die WB-PO vorgestellt. Die zentrale
Aufgabe der Methode ist die Optimierung, wofür in vorgelagerten Aufgaben Daten
über Kunden, Kosten und Konkurrenz zusammengetragen werden müssen. Das Er-
gebnis der Optimierung besteht in einem Vorschlag über die Produkte des Produkt-
Portfolios und deren Preise. Außerdem werden die Auswirkungen von Produkten auf
den Gewinn aufgezeigt, womit eine Release-Planung unterstützt wird. Für die Auf-
gaben wurden Techniken recherchiert, die in ihrer Umsetzung Verwendung finden.
Die Methode ist flexibel gestaltet. Durch die eindeutige Beschreibung der benötig-
ten Arbeitsprodukte können die Aufgaben beispielsweise auch durch andere Techniken
ausgeführt werden, solange sie in der Lage sind, die geforderten Arbeitsprodukte zu
liefern. Passt sich die Optimierungsfragestellung an, dann ist es möglich, die Auf-
gaben entsprechend anzupassen, zu ergänzen oder zu entfernen. Soll beispielsweise
nicht mehr der Gewinn maximiert werden, sondern der Kundennutzen, dann werden
keine Daten mehr über die Kosten benötigt. Diese Aufgabe kann dann aus der Me-
thode entfernt und anschließend die Technik für die Optimierung angepasst werden.
Bei der Technik ACA-PE der Aufgabe Kundenanalyse stellte sich heraus, dass ei-
ne Unterstützung bei ihrer Konfiguration helfen kann, ihre Akzeptanz zu steigern.
In Kapitel 5 wird deshalb eine Technik für die Unterstützung der Konfiguration von
ACA-PE-Studien entwickelt. Auch für die Aufgabe Optimierung konnte keine Tech-
nik recherchiert werden, die für das SPPD adäquat ist, weshalb in Kapitel 6 eine
entsprechende Technik entwickelt wird.
5 Merkmalbasierte Generierung
adaptiver Conjoint-Studien
Inhalte dieses Kapitels wurden in [Müller u. Lillack, 2011a] vorgestellt.
In Kapitel 4 wurde die ACA-PE als eine aussichtsreiche quantitative Technik zur Mes-
sung des Nutzens und der Zahlungsbereitschaft von Kunden identifiziert. Gleichzeitig
ließ sich aber auch feststellen, dass ihre Durchführung teuer und zeitaufwändig ist.
Dies liegt zum Teil an der aufwändigen Definition und Konfiguration einer Umfrage,
bei der für Kunden relevante Attribute und Attributausprägungen einer SPL identi-
fiziert werden müssen, um daraus die Konfiguration einer Umfrage zu erstellen. Der
initiale Aufwand kann dazu führen, dass die Technik nicht eingesetzt wird.
Attribute und Attributausprägungen beschreiben die Gemeinsamkeiten und Unter-
schiede von Produkten einer SPL aus Kundenperspektive. Die Gemeinsamkeiten und
Unterschiede der Produkte einer SPL werden auch beim PPS identifiziert, welches
im gesamten Scoping-Prozess der WB-PO vorausgeht1. Auf Grundlage dieser Be-
obachtung, stellt sich die Frage, ob und wie die Arbeitsergebnisse des PPS für die
Unterstützung der Definition einer auf ACA-PE basierenden Studie verwendet werden
können.
Nachfolgendes Kapitel stellt einen Ansatz vor, der das im PPS erstellten Merk-
malmodell nutzt, um daraus einen Vorschlag für eine ACA-PE-Studie zu erzeugen.
Dafür ist ein exaktes Verständnis der Syntax und Semantik von Merkmalmodellen
und Konfigurationen von ACA-PE-Studien nötig. Die in den Abschnitten 1.4.3 und
4.2.1.2 vorgenommenen Einführungen von Merkmalmodellen und ACA-PE werden in
Abschnitt 5.1 deshalb zunächst konkretisiert. Mit dem so gewonnenen Verständnis
kann in Abschnitt 5.2 untersucht werden, in welchem Zusammenhang die Elemente
eines Merkmalmodells mit denen einer ACA-PE-Konfiguration stehen und wie diese
geeignet aufeinander abgebildet werden können. Die dabei entwickelte Prozedur wird
mit einem Beispiel in Abschnitt 5.3 illustriert.
1Vgl. dazu Abschnitt 4.1.
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5.1 Meta-Modelle
Für die Entwicklung einer Prozedur zur Abbildung von Merkmalmodellen auf ACA-
PE-Konfigurationen ist ein exaktes Verständnis der Bedeutung einzelner Elemente
und der Beziehung zwischen Elementen beider Modellarten zwingend. Die Bedeutung
von Elementen eines Modells ist seine Semantik, in welcher Beziehung die Elemente
zueinander stehen ist seine Syntax. Syntax und Semantik eines Modells sind durch sein
Meta-Modell vorgegeben. Die Syntax kann mit UML-Klassendiagrammen dargestellt
werden, die Semantik intensional durch verbale Beschreibung.
5.1.1 Merkmalmodelle
Wie in Abschnitt 1.4.3 beschrieben, stellen Merkmalmodelle die Gemeinsamkeiten
und Unterschiede von Konzepten dar. Die Merkmalmodellierung als explizite Metho-
de für die Charakterisierung von Produkten zu verwenden, wurde erstmals bei der
FODA vorgeschlagen [Kang u. a., 1990] und anschließend in verschiedenen Arbei-
ten erweitert [Czarnecki u. Eisenecker, 2000; Czarnecki u. a., 2004]. Insbesondere
für die kardinalitätsbasierte Merkmalmodellierung [Czarnecki u. a., 2004] existieren
Modellierungswerkzeuge [Antkiewicz u. Czarnecki, 2004; ProS, 2010], weshalb sie
nachfolgend verwendet und ihr Meta-Modell vorgestellt wird.
Merkmalmodelle bestehen aus Merkmaldiagrammen, die um zusätzliche Informa-
tionen angereichert werden. Dabei handelt es sich um Bäume mit einem Konzeptkno-
ten als Wurzel. Die Eigenschaften des Konzepts werden mit darunter angeordneten
Merkmalen beschrieben und das Konzept damit konkretisiert. Merkmale können zu-
dem übergeordnete Merkmale konkretisieren, womit ein Baum entsteht. Merkmale
besitzen Kardinalitäten. Sie geben die Anzahl des Auftretens eines Merkmals in ei-
ner gültigen Konfiguration an. Des weiteren können sie gruppiert sein, das heißt,
eine Merkmalgruppe besitzt eine Kardinalität, die angibt, wie viele Merkmale einer
Merkmalgruppe in einer gültigen Konfiguration enthalten sein dürfen. Sind Merkmale
einer Merkmalgruppe Blätter eines Baums, dann wird die Merkmalgruppe Dimension
genannt [Czarnecki u. Eisenecker, 2000]. Abbildung 5.1 zeigt die Syntax des Meta-
Modells der kardinalitätsbasierten Merkmalmodellierung. Die Abbildung beruht auf
dem von Czarnecki u. a. [2004] eingeführten Meta-Modell. Aus dem beschriebenen
Meta-Modell wurde das Konzept Merkmalmodellreferenz entfernt. Eine Merkmalm-
odellreferenz verweist auf einen Konzeptknoten eines anderen Merkmalmodells, um
das referenzierte Merkmalmodell einzubinden. Merkmalmodellreferenzen werden aus
zwei Gründen nicht einbezogen. Erstens können Referenzen durch Dereferenzieren
aufgelöst werden. Eine gesonderte Betrachtung von Merkmalmodellreferenzen ist
deshalb nicht nötig. Zweitens werden Merkmalmodellreferenzen in bisherigen Werk-
zeugen zur Merkmalmodellierung nicht vollständig unterstützt.
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Merkmal
name:String
beschreibung:String
*1 Attribute
Typisierter Wert
1
1
KonzeptEinzelmerkmal
kardinalität
* 1Untermerkmal
Merkmalgruppe
kardinalität
Gruppenmerkmal
1
*
Beschränkung
* *
1
1
Abb. 5.1: Meta-Modell kardinalitätsbasierter Merkmalmodelle [Czarnecki u. a., 2004] (UML-
Klassendiagramm)
In Abbildung 5.2 ist ein Beispiel eines kardinalitätsbasierten Merkmalmodells ent-
halten. Es zeigt eine SPL von Web-Shops.
Web Shop
Produktkatalog Forum Kundenverwaltung
VorschlagssystemAutentifizierungKatalogverwaltung
Ausweis Passwort
<1..1>
Zahlungsabwicklung
Zahlungsmethode
Kreditkarte EC-Karte
Nachnahme
<1..3>
require
exclude
Betrugserkennung
require
Abb. 5.2: Kardinalitätsbasiertes Merkmalmodell einer Web-Shop-SPL
Ein Web-Shop besitzt einen Produktkatalog, eine Katalogverwaltung und eine
Möglichkeit zur Authentifizierung per Ausweis oder per Passwort. Zusätzlich unter-
stützt ein Web-Shop die Zahlungsmethoden Kreditkarte, EC-Karte und Nachnahme,
wobei die Zahlungsmethoden Kredit- und EC-Karte eine Betrugserkennung benöti-
gen. Ein Web-Shop kann weiter mit einem Forum und einer Kundenverwaltung aus-
gestattet sein. Besitzt ein Web-Shop eine Kundenverwaltung, dann kann zusätzlich
noch ein Vorschlagsystem angeboten werden, das aber ein Forum ausschließt.
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5.1.2 ACA-PE-Konfigurationen
Eine ACA-PE-Konfiguration beschreibt die Ausgestaltung einer ACA-PE-Umfrage.
Eine Umfrage wird beschrieben durch die möglichen Attribute, ihre Attributausprä-
gungen, eventuell bestehende Beschränkungen zwischen Attributen oder Attribut-
ausprägungen und der Preisspanne, in der Zahlungsbereitschaften abgefragt werden
können. Attribute, ihre Ausprägungen und bestehende Beschränkungen spannen einen
Attributraum auf, aus dem alle gültigen Produktkonzepte zusammengesetzt werden
können [Sawtooth Software, 2007]. Die beschriebene Syntax von ACA-PE-Konfigu-
rationen kann durch das Meta-Modell in Abbildung 5.3 dargestellt werden.
Beschränkungsart
Benötigt
Schließt-Aus
<<Enumeration>> Beschränkung
art: Beschränkungsart
Entität
name
beschreibung
AttributausprägungAttributAttributraum 1..15
AttributPreisspanne
min:double
max:double
1
1 1
1..30 1
*
*
1
1
Abb. 5.3: Meta-Modell von ACA-PE-Konfigurationen (UML-Klassendiagramm)
In Listing 5.1 ist ein Auszug einer mögliche Konfiguration einer ACA-PE-Studie
dargestellt, die sich am Ausgangsszenario der Web-Shop-SPL orientiert.
1 Attribute(a1):
2 name: Payment with Fraud Detection
3 Attribute(a2):
4 name: Payment Method
5 Level(cc):
6 name: Credit Card
7 attribute: a2
8 RequiresConstraint(RSrCM ):
9 object: cc
10 subject: a2
11 PriceSettings(price ):
12 minimumPrice: 100
13 maximumPrice: 1000
Listing 5.1: Beispiel einer ACA-PE-Konfiguration
Eine ACA-PE-Konfiguration besteht aus einer Liste von Attributen und zugeord-
neten Attributausprägungen, einer Liste von Beschränkungen und einem Element zur
Festlegung der Preisspanne.
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5.2 Abbildung von Merkmalmodellen auf ACA-PE
Mit den vorliegenden Meta-Modellen kardinalitätsbasierter Merkmalmodelle und ACA-
PE-Konfigurationen ist es möglich, eine Abbildung zwischen beiden zu finden. Bei der
Entwicklung einer Abbildung müssen zwei konzeptionelle Hürden genommen werden.
Die erste Hürde stellt die Struktur beider Meta-Modelle dar. Merkmalmodelle sind
Bäume, wohingegen ACA-PE-Konfigurationen aus mehreren Listen bestehen. Die
zweite Hürde stellen die verschiedenen zugrunde liegenden Konzepte dar. Merkmalm-
odelle enthalten ausschließlich Merkmale, wohingegen ACA-PE-Konfigurationen aus
Attributen und Attributausprägungen bestehen.
Die Aufgabe besteht demnach darin, diejenigen Merkmale eines Merkmalmodells zu
identifizieren, die Attribute in einer ACA-PE-Konfiguration sein sollen und diejenigen
zu identifizieren, die als Attributausprägungen dienen. Dadurch wird die Baumstruk-
tur eines Merkmalmodells aufgelöst und in eine Liste transformiert.
Wie in Abschnitt 4.2.1.2 ausgeführt, sind Attribute die organisierenden Elemen-
te einer ACA-PE-Studie. Sie vereinen ein großes Stück der Variabilität des Attri-
butraums auf sich. Attributausprägungen sind Attributen zugeordnet und sind als
Instanzen eines Attributs zu sehen. Merkmale in Merkmalmodellen können sowohl
Attribute als auch Attributausprägungen sein.
5.2.1 Erste Überlegungen
Ein erster Ansatz, Merkmale auf Attribute und Attributausprägungen abzubilden,
wäre, jedes optionale Merkmal zu einem Attribut zu machen und ihm die beiden
Ausprägungen vorhanden und nicht-vorhanden zuzuordnen. Ausschlussbeziehungen
zwischen Merkmalen werden auf Ausschlussbeziehungen in der ACA-PE-Konfigurati-
on abgebildet. Damit könnte die gesamte Variabilität eines Merkmalmodells auf eine
ACA-PE-Konfiguration abgebildet werden. Dieser Ansatz hat jedoch einige Nachteile:
• ACA-PE ist konzipiert, um Teilnutzen von Attributausprägungen zu messen.
Wären alle Merkmale als Attribut ausgeprägt, würde ACA-PE die Teilnutzen
für die Attributausprägungen vorhanden und nicht-vorhanden messen. Diese
sind im Merkmalmodell aber gar nicht direkt vorhanden. Die Teilnutzen von
Merkmalen können damit nur indirekt bestimmt werden.
• Die Hierarchie eines Merkmalmodells drückt Beschränkungen von Merkmalen
aus. Ist ein Obermerkmal nicht gewählt, kann auch sein Untermerkmal nicht
gewählt sein. Werden alle optionalen Merkmale zu Attributen gemacht, müssen
diese Beschränkungen explizit in die Befragung aufgenommen werden.
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• Befragungsteilnehmer können immer nur zwischen zwei Ausprägungen eines At-
tributs wählen, obwohl im Merkmalmodell eventuell aufgrund von modellierten
Dimensionen die Auswahl aus einer Palette von Merkmalen möglich ist.
• Da für jedes Merkmal ein Attribut erzeugt werden müsste, welches immer wie-
der die gleichen Attributausprägungen vorhanden und nicht-vorhanden besitzt,
würde die Befragung sehr umfangreich werden.
Die aufgeführten Probleme zeigen, dass dieser Ansatz nicht verfolgt werden kann,
sondern ein anderer, geschickterer Ansatz gewählt werden muss. Wie angesprochen,
vereinen Attribute einen Großteil der Variabilität auf sich. Der nachfolgend vorge-
schlagene Ansatz nutzt diesen Umstand. Er identifiziert die Merkmale in einem Merk-
malmodell, welche die meiste Variabilität zum Modell beitragen und verwendet diese
als Attribute. Sie dienen als Ausgangspunkt für die Identifikation der Attributausprä-
gung, die aus darunter angeordneten Merkmalen zusammengesetzt werden.
5.2.2 Stufen
Die Transformation wird in fünf Stufen durchgeführt. Begonnen wird mit der Vor-
bereitung des Merkmalmodells, indem für die Konfiguration der ACA-PE irrelevante
Merkmale entfernt werden. Anschließend werden die Merkmale, die als Attribute
dienen sollen, identifiziert und die dazugehörigen Attributausprägungen berechnet.
Schlussendlich wird ein Schätzmodell für die Untersuchung erzeugt.
Vorbereitung
Das Merkmaldiagramm wird vorbereitet, indem Merkmalkardinalitäten aufgelöst wer-
den. Dazu sind alle Merkmale, die eine Kardinalität x > 1 besitzen zu klonen. Es
entsteht ein bereinigtes Merkmaldiagramm.
Identifikation irrelevanter Merkmale
Eine ACA-PE-Studie beruht auf der Variation von Attributen und Attributausprägun-
gen von Produktkonzepten. Merkmale, die in allen Produkten enthalten sind, tragen
nichts zur Unterscheidung von Produktkonzepten untereinander bei. Das Merkmal-
modell wird deshalb nach Zweigen durchsucht, die nichts zur Unterscheidung von
Produktkonzepten beitragen. Diese werden im weiteren Verlauf ignoriert.
Solche Merkmale können mit der Gemeinsamkeitsoperation (engl. commonality
operation) [Benavides u. a., 2010, S. 624] identifiziert werden, die definiert ist als
comm(FM, (S,R)) =
|f i l ter(FM, (S,R))|
|products(FM)| .
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Die Operation f i l ter(FM, (S,R)) liefert dabei alle möglichen Konfigurationen ei-
nes Merkmalmodells FM, bei dem die Menge S von Merkmalen ausgewählt und die
Menge R von Merkmalen entfernt worden ist. Der Betrag || liefert die Anzahl der
Elemente der jeweiligen Menge. Die Operation products(FM) liefert alle Konfigu-
rationen eines Merkmalmodells.
Merkmale, die zu jeder Konfiguration eines Merkmalmodells gehören, besitzen
comm(FM, (∅, f )) = 0.
Werden sie entfernt, existiert keine gültige Konfiguration des Merkmalmodells mehr.
Sie bilden damit eine atomare Menge (engl. atomic set) [Segura, 2008; Zhang u. a.,
2004] mit dem Konzeptknoten. Merkmale, die diese Eigenschaft erfüllen, formen Teil-
bäume, die den Konfigurationen eines Merkmalmodells keine Unterscheidungskraft
hinzufügen und deshalb in einer ACA-PE-Konfiguration ignoriert werden können. Sie
können aber als zusätzliche Erklärung der Produktkonzepte einer Befragung dienen.
Attributkandidaten identifizieren
Die dritte Stufe dient der Identifikation von Merkmalen, die als Grundlage der Defi-
nition von Attributen dienen.
Merkmale eines Merkmalmodells werden oft durch Untermerkmale verfeinert. Un-
termerkmale fügen einem Modell zusätzliche Variabilität und möglicherweise auch
weitere Beschränkungen hinzu. In Abbildung 5.2 fügt das Merkmal Vorschlagsys-
tem dem Merkmal Kundenverwaltung Variabilität hinzu. Mit diesem Merkmal gibt
es nun zwei Varianten der Kundenverwaltung: mit und ohne Vorschlagsystem. Das
Merkmal Vorschlagsystem fügt aber auch eine zusätzliche Restriktion ein, denn wenn
Vorschlagsystem gewählt wurde, kann Forum nicht mehr gewählt werden.
Für die Beurteilung der eingeführten Variabilität durch Merkmale, wird der Varia-
bilitätseinführungsfaktor (engl. variability introduction factor, varIF) definiert als
var IF (FM, f ) = 1− |products(FMohne f )||products(FM)| .
Wobei FMohne f das ursprüngliche Merkmalmodell FM um das Merkmal f reduziert
ist. Dabei werden alle dem Merkmal f untergeordneten Merkmale und Beschrän-
kungen mit entfernt. Je größer var IF , umso mehr Konfigurationen werden durch
das Merkmal zusätzlich möglich. Hat ein Merkmal f einen hohen var IF und zu-
sätzlich optionale Untermerkmale oder ist selbst optional, dann kann es als Attribut
in einer ACA-PE-Konfiguration verwendet werden. Solche Merkmale werden nach
ihrem var IF absteigend sortiert. Die ersten n Merkmale, deren var IF über einem
Schwellwert δ, 0 ≤ δ ≤ 1, etwa δ = 0.2, liegt, werden zu Attributen.
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Attributausprägungen berechnen
Nachdem Attributkandidaten identifiziert wurden, müssen die zu dem Attribut zuge-
hörigen Attributausprägungen berechnet werden. Als Attributausprägungen kommen
diejenigen Merkmale in Frage, die Verfeinerungen des Attribut-Merkmals sind. Da
die ACA-PE-Konfiguration aber im wesentlichen Listen von Attributen und Attri-
butausprägungen sind, müssen Teilbäume unter einem Attribut-Merkmal aufgelöst
werden, indem alle möglichen Konfigurationen dieses Teilbaums berechnet werden.
Diese Konfigurationen sind die Attributausprägungen.
Da bei der Identifikation möglicher Attribute alle Merkmale einbezogen wurden,
kann es passieren, dass in einem Teilbaum, unterhalb eines Attribut-Merkmals, Merk-
male enthalten sind, die schon als Attribut dienen. Diese Merkmale werden wie Blätter
des Baums behandelt und nicht weiter ausgeprägt. Dies verhindert, dass Merkmale
mehrfach in einer Befragung berücksichtigt werden.
Da einige Merkmale einen zu geringen var IF besitzen, um sofort als Attribut
aufgenommen zu werden, im Merkmalmodell aber keinem anderen Merkmal unterge-
ordnet sind, wird das Merkmalmodell einer Nachbearbeitung unterzogen. Nachdem
die Attributausprägungen berechnet wurden, wird das Merkmalmodell nach Merk-
malen durchsucht, die bisher weder als Attribut noch als Attributausprägung berück-
sichtigt wurden. Diese werden als Attribute mit den Ausprägungen vorhanden und
nicht-vorhanden in die ACA-PE-Konfiguration aufgenommen. Der Fall kann eintre-
ten, wenn ein Merkmal als optionales Untermerkmal dem Wurzelknoten zugeordnet
ist, aber aufgrund von Beschränkungen in sehr wenigen Konfigurationen enthalten
ist.
Besteht zwischen einem Merkmal, das Bestandteil einer Attributausprägung ist,
und einem anderen Merkmal eine Benötigt- oder Schließt-aus-Beschränkung, dann
wird diese auf eine Benötigt- oder Schließt-aus-Beschränkung zwischen der berech-
neten Attributausprägung und dem Attribut oder der Attributausprägung des zweiten
an der Beziehung beteiligten Merkmals abgebildet.
Schätzmodell definieren
Schlussendlich muss das Schätzmodell für die Befragung definiert werden. Die Schät-
zung der Teilnutzen der Attributausprägung wird durch die Methode der kleinsten
Quadrate bei ACA-PE durchgeführt. Das Schätz-Modell muss die Beziehung zwi-
schen der abhängigen Variable – dem Nutzen eines Produktkonzepts – und den un-
abhängigen Variablen – den gewählten Attributausprägungen – herstellen. Bei ACA-
PE wird hierfür ein lineares Modell vorgeschlagen, das bedeutet, die Summe der
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geschätzten Teilnutzen der Attributausprägungen ist der Gesamtnutzen des konfigu-
rierten Konzepts. In Matrixnotation hat das Modell die Form
U = Aβ + ,
wobei die Matrix A in den Spalten 0, 1-kodiert das Nicht-Vorhandensein oder Vor-
handensein der jeweiligen Attributausprägung anzeigt und in jede Zeile jeweils eine
Beobachtung repräsentiert. Der Vektor β enthält die zu schätzenden Teilnutzen der
Attributausprägungen. Die Matrix wird sukzessive bei der Durchführung einer Befra-
gung aufgebaut. Jede Zeile ist eine Abwägeentscheidung.
Nun sind bei der Schätzung für die WB-PO nicht die Teilnutzen der berechne-
ten Attributausprägungen von Interesse, sondern die Nutzen von mit einem Merk-
malmodell konfigurierter Produktkonzepte. Die Teilnutzen der Attributausprägungen
müssen deshalb auf Merkmale abgebildet werden. Dies geschieht unter Verwendung
des Konzepts der Interaktionen. Attributausprägungen sind eine bestimmte Merk-
malkonfiguration eines Teilbaums eines Merkmalmodells. Ist eine Attributausprägung
in einem Produktkonzept in einer Befragung enthalten, dann sind alle Merkmale,
die diese Attributausprägung formen und das Attribut-Merkmal selbst in dem Pro-
duktkonzept vorhanden. Werden die Merkmale auch 0, 1-kodiert, dann gilt, dass eine
Attributausprägung genau dann in einem Produktkonzept vorhanden sein kann, wenn
auch alle seine konstituierenden Merkmale vorhanden sind
ai =
∏
fj∈ai
fj .
Die 0, 1-kodierten Variablen ai im Schätzmodell können also auch durch die dazu-
gehörigen 0, 1-kodierten Merkmal-Variablen fj ersetzt werden, um den Nutzen ei-
ner bestimmten Konfiguration eines Merkmalmodells zu berechnen. Zu beachten
ist aber, dass für die künstlich eingeführten Attributausprägungen vorhanden und
nicht-vorhanden keine Merkmalentsprechungen im Merkmalmodell vorhanden sind.
Sie müssen durch das zugehörige Attribut-Merkmal selbst dargestellt werden. Da die
Variable für die Attributausprägung vorhanden bedeutet, dass das Attribut-Merkmal
vorhanden ist, wird das Attribut-Merkmal direkt eingesetzt. Die Attributausprägung
nicht-vorhanden bedeutet, dass das Attribut-Merkmal nicht vorhanden ist2. Ihr Teil-
nutzen muss genau dann einbezogen werden, wenn das Merkmal nicht vorhanden ist.
Dies geschieht durch einfache Subtraktion. Angenommen die Variable für vorhanden
ist X, dann ist der Wert (1− |X|) genau dann 1, wenn X 0 ist und umgekehrt.
2Das Regressionsmodell ist durch Aufnahme beider Variablen nicht überbestimmt, da beide ver-
schieden Null sein können, wenn sie im linken und rechten Konzept gleichzeitig erscheinen.
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5.3 Illustrierendes Beispiel
Um die Stufen der Transformation zu illustrieren, wird nachfolgend das Merkmal-
modell aus Abbildung 5.2 in eine ACA-PE-Konfiguration transformiert.
Da das Merkmalmodell in Abbildung 5.2 keine klonbaren Merkmale enthält, kann
die Vorbereitungsphase entfallen und direkt mit der Identifikation irrelevanter Merk-
male begonnen werden. Die Merkmale Produktkatalog (PK) und Katalogverwaltung
(KaV) sind in jeder Konfiguration enthalten. Sie bilden eine atomare Menge mit dem
Konzeptknoten und können deshalb im Folgenden ausgeschlossen werden. Die Merk-
male Authentifizierung (A), Zahlungsabwicklung (ZA) und Zahlungsmethode (ZM)
sind zwar obligatorisch, haben aber variable Untermerkmale. Sie werden deshalb im
Weiteren mit einbezogen.
Unter den verbleibenden Merkmalen können nun die identifiziert werden, die als
Attribut dienen sollen. Das können nur solche Merkmale sein, die entweder optional
sind oder selbst wieder optionale Untermerkmale besitzen. Im Beispiel sind deshalb
die Merkmale Ausweis (AW), Passwort (P), Kreditkarte (KK), EC-Karte (EK) und
Nachnahme (NN) keine Attributkandidaten, da sie als Teil einer Dimension nicht
gesondert angewählt werden können.
Für die verbleibenden Merkmale wird der var IF berechnet und anschließend eine
geordnete Liste der Merkmale gebildet. Tabelle 5.1 zeigt die var IF der Merkmale.
Anhand der Tabelle 5.1 können nun Attributkandidaten identifiziert werden. Mit
einem Schwellwert von δ = 0, 2 sind das Zahlungsabwicklung, Zahlungsmethode,
Kundenverwaltung, Authentifizierung und Forum. Vorschlagsystem und Betrugser-
kennung gehören nicht dazu, da sie unter oder bei dem Schwellwert liegen.
Für die Attribute müssen nun die dazugehörigen Attributausprägungen berech-
net werden. Das sind alle möglichen Ausprägungen des Merkmalteilbaums unterhalb
eines Attributmerkmals. Damit ergeben sich für die ACA-PE-Konfiguration die in
Tabelle 5.2 angegebenen Attribute und die dazugehörigen Attributausprägungen.3
Aufgrund des var IF wäre das Merkmal Vorschlagsystem nicht als Attribut berück-
sichtigt worden. Da es aber sonst nirgends zugeordnet ist, wurde es im Nachgang
doch als Attribut aufgenommen.
Damit ergibt sich das in Gleichung 5.1 aufgeführte Schätzmodell.
U = β0 + β1ZA1 + β2ZA2 + β3ZM1 + β4ZM2 + β5ZM3 + β6ZM4
+ β7ZM5 + β8ZM6 + β9ZM7 + β10KV1 + β11KV2 + β12A1
+ β13A2 + β14F1 + β15F2 + β16V1 + β17V2 + 
(5.1)
Es enthält für jede Attributausprägung eine Variable. Ist die Attributausprägung in
einem abgefragten Produktkonzept vorhanden, dann ist die Variable 1, ansonsten 0.
3In Klammern sind die Bezeichner für die Modellspezifikation enthalten.
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Tabelle 5.1: VarIF der Merkmale im Web-Shop-Beispiel
ZA ZM KV A F V B
0.875 0,750 0.600 0.500 0.400 0.200 0.125
Zahlungsabwicklung (ZA), Zahlungsmethode (ZM), Kundenverwaltung (KV),
Authentifizierung (A), Forum (F), Vorschlagsystem (V), Betrugserkennung (B)
Tabelle 5.2: Attribute und Attributausprägung der ACA-PE-Studie des Web-Shop-Beispiels
Attribut Attributausprägung
Zahlungsabwicklung Zahlungsmethode (ZA1); Zahlungsmethode mit Betrugser-
kennung (ZA2)
Zahlungsmethode Kreditkarte (ZM1); EC-Karte (ZM2); Nachnahme (ZM3);
Kreditkarte und EC-Karte (ZM4); Kreditkarte und Nach-
nahme (ZM5); EC-Karte und Nachnahme (ZM6); Kredit-
karte, EC-Karte und Nachnahme (ZM7)
Kundenverwaltung Vorhanden (KV1); nicht-vorhanden (KV2)
Authentifizierung Ausweis (A1); Passwort (A2)
Forum Vorhanden (F1); nicht-vorhanden (F2)
Vorschlagsystem Vorhanden (V1); nicht-vorhanden (V2)
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Enthält ein Produktkonzept die drei Attributausprägungen ZA1, ZM7 und F1 auf der
linken Seite und die Attributausprägungen ZA2, ZM3 und F2 auf der rechten Seite
und schätzt der Befragte das linke Konzept sehr hoch ein (+4), dann ergibt dies eine
Zeile der Matrix A, wobei das Schätzmodell wie folgt ausgeprägt ist:
4 = β0 + β11 + β2(−1) + β30 + β40 + β5(−1) + β60 + β70
+ β80 + β91 + β100 + β110 + β120 + β130 + β141
+ β15(−1) + β160 + β170 + 
Die β sind die Teilnutzen, die am Ende der Befragung für jede Attributausprägung
vorliegen. Sie werden auf Grundlage der gesammelten Daten geschätzt.
Nun sollen aber die Nutzenwerte für Konfigurationen des Merkmalmodells berech-
net werden. Dafür sind die Merkmale, welche die Attributausprägung gebildet haben,
in die resultierende Regressionsgleichung einzusetzen. Beispielsweise wird ZA1 =
ZA · ZM gesetzt.
U = β0 + β1ZA · ZM + β2ZA · ZM · B + β3ZM ·KK + β4ZM · EK
+ β5ZM · NN + β6ZM ·KK · NN + β7ZM ·KK · NN + β8ZM · EK · NN
+ β9ZM ·KK · EK · NN + β10KV + β11(1−KV ) + β12A · AW
+ β13A · PW + β14F + β15(1− F ) + β16V + β17(1− V ) + 
Wurden die β geschätzt, können in diese Gleichung nun die Variablen aller gewählter
Merkmale einer Konfiguration auf 1 gesetzt werden, womit sich der Nutzenwert U
für die Konfiguration ergibt.
5.4 Zusammenfassung
Im vorliegenden Kapitel wurde ein Ansatz für die automatische Ableitung von ACA-
PE-Konfigurationen aus Merkmalmodellen vorgestellt. Er dient in Kapitel 7 als Aus-
gangspunkt für eine prototypische Implementierung eines Werkzeugs für die Konfi-
guration von ACA-PE-Studien. Das Werkzeug kann von Anbietern von SPLs genutzt
werden, um die Nutzenvorstellungen und die Zahlungsbereitschaften seiner Kunden
quantitativ zu erfassen.
6 Wertbasierte
Portfolio-Optimierung
Inhalte dieses Kapitels wurden in [Müller, 2011b] vorgestellt.
Ziel der Arbeit ist es zu untersuchen, ob eine statistisch-mathematische Optimierung
von Produkt-Portfolios im SPLE wertbasiert erfolgen kann. Aufgrund der Interde-
pendenzen zwischen den gewinnbeeinflussenden Faktoren stehen Anbieter, die SPLE
einsetzen, vor dem Problem, Kunden, Kosten und Konkurrenz gleichermaßen bei der
Auswahl der Produkte und Preise eines Portfolios zu berücksichtigen.
Direkten Einfluss können Unternehmen nur auf die Faktoren angebotene und her-
gestellte Produkte und Preise der angebotenen Produkte nehmen. Der Absatz ergibt
sich anhand der extern gegebenen Anforderungen und Zahlungsbereitschaften der
Kundensegmente und den Angeboten der Konkurrenz.1 Hat ein Software-Anbieter
die Gewinnmaximierung zum Ziel, dann muss er die Gleichung G = P · X − K(X)
optimieren. Da er den Absatz X aber nur indirekt durch Produkt-Angebot und Preis
steuern kann, muss eine Optimierung bei diesen Stellgrößen ansetzen.
Wie in Abschnitt 2.5.3 gezeigt, ist, bei hinreichend geringen Differenzierungskos-
ten, die Preisdifferenzierung mit Selbstselektion bei Software-Produkten immer loh-
nend. Bei dem Vorhandensein verschiedener Kundensegmente mit unterschiedlichen
Anforderungen, ist ein Software-Anbieter unter der Prämisse der Gewinnoptimierung
gut beraten, mehrere Produkt-Versionen anzubieten, wenn er es schafft, Anreizkom-
patibilität herzustellen.2 Dies muss er durch optimale Wahl des Software-Produkt-
Portfolios und dazugehöriger Preise schaffen.
Schon bei kleinen Problemen ist diese Aufgabe von Hand nicht mehr zu bewerkstel-
ligen, weshalb in Kapitel 4 eine Methode zur WB-PO vorgestellt wurde, die Software-
Anbieter bei der Wahl der Produkte und Preise unterstützen soll. Herzstück der Me-
thode ist die Aufgabe Optimierung, bei der zuvor gesammelte Daten über Kunden,
Kosten und Konkurrenz verwendet werden, um das Software-Produkt-Portfolio wert-
basiert zu optimieren. In diesem Kapitel wird ein Ansatz vorgestellt, mit dem dies
automatisiert geschehen kann.
Dafür werden in Abschnitt 6.2 zunächst in der Literatur beschriebene mögliche
Verfahren recherchiert und auf ihre Eignung hinsichtlich der WB-PO überprüft. Die
1Vgl. dazu auch Abschnitt 2.4.
2Vgl. dazu auch Abschnitt 2.5.3.
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recherchierten Arbeiten stammen aus dem Bereich des Operations Research. Für die
Diskussion relevante Begriffe aus diesem Bereich werden deshalb zuvor kurz in Ab-
schnitt 6.1 eingeführt. Auf Grundlage der recherchierten Arbeiten wird anschließend
im Abschnitt 6.3 das Software-Produkt-Portfolio-Entwurfsproblem (SPPD) mathe-
matisch formuliert, um in Abschnitt 6.4 eine geeignete Lösungsprozedur dafür zu
entwerfen. Abschließend wird der entwickelte Ansatz in Abschnitt 6.5 mit einem
kompakten Beispiel illustriert.
6.1 Technische Vorbemerkungen
Die nachfolgende Diskussion des SPPD stützt sich auf Literatur des Operations Re-
search, da es sich mit ähnlichen Problemen befasst. Es verwendet jedoch vornehmlich
mathematische Formulierungen, um seine Probleme und Lösungen zu beschreiben.
Im Anschluss sollen deshalb kurz die verwendeten Konzepte dargelegt werden.
Mathematische Programmierung
Das Operations Research befasst sich mit der Formulierung und dem anschließenden
Lösen von zumeist betriebswirtschaftlichen Fragestellungen. Dabei wird eine Ziel-
funktion (engl. objective function) aufgestellt, die einen Sachverhalt beschreibt, der
maximiert oder minimiert werden soll und dazugehörige Restriktionen, die den Lö-
sungsraum einschränken. Zielfunktion und Restriktionen enthalten Strukturvariablen
und Parameter. Sie bilden zusammen ein mathematisches Programm. Ein Beispiel
eines mathematischen Programms ist nachfolgend dargestellt:
min cT x
Ax ≤ b
Die Zielfunktion mit den Parametern c und den Strukturvariablen x soll minimiert
werden, wobei die Nebenbedingungen, dargestellt durch die Matrix A, dem Variablen-
vektor x und dem Vektor b eingehalten werden müssen.
Strukturvariablen werden während der Optimierung angepasst und bestimmen die
Höhe der abhängigen Zielgröße. Die Zielfunktionen und Restriktionen können ver-
schiedene Formen annehmen. Oft sind es lineare Funktionen, dann spricht man von
linearen Programmen. Manchmal aber auch nicht-lineare, also beispielsweise qua-
dratische, dann spricht man von nicht-linearen Programmen. In vielen praktischen
Anwendungen sind Strukturvariablen nicht stetig, sondern diskret. Dann spricht man
von ganzzahligen Programmen.
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Optimierung
Je nach Struktur des Programms werden verschiedene Algorithmen eingesetzt, die
es lösen. Bei linearen Programmen kann der Simplex Algorithmus [Danzig, 1998]
oder Innere-Punkt-Verfahren [Luenberger u. Ye, 2008, S. 111 ff.] zum Einsatz kom-
men, der den Lösungsraum systematisch nach dem Optimum absucht, indem er
eine Ausgangslösung schrittweise verbessert und so das Optimum findet, sofern ei-
nes existiert. Bei nicht-linearen und ganzzahligen Programmen ist die Anwendung
des Simplex-Algorithmus nicht möglich. Für lineare ganzzahlige Programme gibt es
exakte Lösungsverfahren, für nicht-lineare Programme im Allgemeinen nicht. Hier
müssen Heuristiken eingesetzt werden, um gute Lösungen zu finden.
Heuristiken
Im Kontext des Operations Research ist eine Heuristik eine allgemeine Strategie, wie
ein Lösungsraum möglichst effizient durchsucht werden kann. Oft werden diese Stra-
tegien aus der Natur entlehnt und für die Optimierung adaptiert. Die auf Grundlage
einer Heuristik entwickelten Algorithmen enthalten meist zufällige Elemente und ga-
rantieren keine optimale Lösung. Trotzdem erweisen sich Heuristiken oft als robust.
Sie finden für eine große Klasse von Problemen gute Lösungen, die nur marginal von
den globalen Optima abweichen [Hromkovic, 2001, S. 387 f.].
Bekannte Heuristiken sind beispielsweise die genetischen Algorithmen oder die Si-
mulierte Abkühlung (engl. simulated annealing).
Bei den genetischen Algorithmen werden zufällig Lösungskandidaten erzeugt, die
besten Lösungskandidaten ausgewählt und leichte Änderungen – Mutationen – an
ihnen vorgenommen. Anschließend werden sie kombiniert und bilden eine neue Gene-
ration, bei der das gleiche Vorgehen angewendet wird. Die Lösungskandidaten nähern
sich so schrittweise der besten Lösung an und es entsteht eine Population von guten
Lösungen [Hromkovic, 2001, S. 400 ff.].
Bei der simulierten Abkühlung wird das Bild einer Molekülgitterstruktur für den
Entwurf des Algorithmus bemüht. Wird Metall langsam abgekühlt, dann ordnen sich
die Moleküle optimal in einem Gitter an. Zu Beginn der Abkühlung bewegen sie sich
noch sehr stark, verlangsamen ihre Bewegung jedoch immer mehr, umso kühler das
Metall wird. Analog dazu werden bei dem Algorithmus der simulierten Abkühlung
Lösungskandidaten als Gitterstruktur gesehen, die zu Beginn der Abkühlung auch
schlechte Konfigurationen annehmen können. Im Verlauf reduziert sich die Annah-
mewahrscheinlichkeit schlechter Lösungen [Press u. a., 2002, S. 448].
Bei beiden Ansätzen wird deutlich, dass lokale Suchverfahren eingesetzt werden.
Lösungen werden schrittweise geändert und so sukzessive einer Optimallösung an-
genähert. Würden die Verfahren allerdings immer nur bessere Lösungen zulassen,
kann es leicht passieren, dass sie in lokalen Optima stecken bleiben und das globale
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Optimum niemals finden. Deshalb wird in beiden Algorithmen eine Randomisierung
eingeführt. Bei den genetischen Algorithmen sind es die Mutationen, die helfen sol-
len, lokale Optima zu verlassen, bei der simulierten Abkühlung ist es das Zulassen
schlechterer Gitterstrukturen für die nächste Iteration [Hromkovic, 2001, S. 389 ff.].
Die eben kurz angerissenen Konzepte werden in der nachfolgenden Diskussion be-
nötigt, um den bisherigen Stand der Forschung in Hinblick auf die Formulierung und
Lösung des SPPD aufzuarbeiten.
6.2 Verwandte Arbeiten
Das zugrundeliegende Problem wird in der Literatur als das Produktlinien-Entwurfs-
problem (PLD) geführt, das Gegenstand verschiedener Arbeiten ist (etwa Dobson
u. Kalish [1988], McBride u. Zufryden [1988] oder Schön [2010a,b]). Da in der
vorliegenden Arbeit das gesamte Produkt-Portfolio eines Software-Anbieters, also
möglicherweise auch mehrere SPLs, betrachtet werden, wird das PLD zum SPPD.
Hierzu existieren bisher keine Arbeiten, weshalb das PLD Ausgangspunkt der Be-
trachtungen ist, das an die erweiterte Problemstellung geeignet angepasst werden
muss. Dazu werden nachfolgend relevante Arbeiten diskutiert, die zur Formulierung
und Lösung des SPPD beitragen können.
Die Arbeiten nähern sich dem Problem auf zwei Arten: Einige Arbeiten untersuchen
analytisch die Auswirkung externer Einflüsse auf die resultierende Ausgestaltung einer
Produktlinie. Der weitaus größte Teil der Arbeiten beschäftigt sich jedoch damit, wie
eine optimale Produktlinie gestaltet werden kann. Dabei wird das PLD unterschiedlich
formuliert und es werden verschiedene Verfahren zu seiner Lösung eingesetzt.
6.2.1 Analytische Arbeiten
Für das SPPD sind insbesondere zwei analytische Beiträge von Interesse. So untersu-
chen Hopp u. Xu [2005], wie sich das Produktangebot von Anbietern ausweitet, wenn
sie eine Plattformstrategie verfolgen und so die Entwicklungskosten einzelner Pro-
dukte ihrer Produktlinie reduzieren können. Die Autoren stellen ein mathematisches
Modell vor, haben dies aber hinsichtlich der analytischen Auswertbarkeit entworfen.
Es ist damit als Grundlage des SPPD nicht geeignet. Ihr Modell stellt aber eine
Beziehung zwischen den Kosten für die Entwicklung einer Plattform und die damit
reduzierten Kosten für einzelne Produkte auf Basis der Plattform her. Eine ähnliche
Fragestellung verfolgen auch Heese u. Swaminathan [2006], die untersuchen, wie sich
der Einsatz einer Plattformstrategie auf das Produktangebot, also den Entwurf des
Produkt-Portfolios, auswirkt. Beide Ansätze berücksichtigen explizit die Gestaltung
der Produkte der Produktlinie. Da diese Überlegungen auch bei SSFs relevant sind,
muss ihre Formulierung bei der Modellspezifikation des SPPD berücksichtigt werden.
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Eine weitere theoretische Untersuchung des PLD stellen Chen u. Hausman [2000]
vor, die aber weniger auf das Problem an sich, sondern mehr auf die sich ergebenden
Besonderheiten eingehen, wenn Daten aus einer auswahlbasierten Conjoint-Analyse
vorliegen. Außerdem beschreiben sie einen Ansatz zur Diskretisierung3 der Preise der
Produktlinie [S. 329]. In anderen Arbeiten, werden diskrete Preise implizit angenom-
men. Ohne ihn direkt zu nennen, erweitern Chen u. Hausman den Ansatz von Aust
[1996]. Dieser hat für die FPCA gezeigt, wie optimale Ergebnisse ohne den Einsatz
von Heuristiken gefunden werden können. Da Daten der FPCA benötigt werden, die
maximal sechs Attribute berücksichtigen kann, ist sein Ansatz für das SPPD unge-
eignet.
6.2.2 Praktische Arbeiten
Neben den rein analytischen Untersuchungen existiert eine reiche Auswahl an Arbeiten
zum PLD, welche sowohl eine mathematische Formulierung als auch Möglichkeiten
zur Lösung des Optimierungsproblems diskutieren.
Die erste Formulierung des PLD unter Verwendung von Daten aus Conjoint-Ana-
lysen unter Einbeziehung von Fixkosten geht auf Dobson u. Kalish [1988] zurück. Sie
stellen ein mathematisches Programm des PLD und Heuristiken für dessen Lösung
vor. Ihren Ansatz entwickeln sie in [Dobson u. Kalish, 1993] weiter und diskutieren
eine alternative Heuristik. Ihre Arbeiten sind Grundlage der meisten nachfolgend ge-
nannten Arbeiten, die Dobson und Kalishs Modell erweitern oder alternative Lösungs-
prozeduren vorstellen. Ihr mathematisches Programm hat folgende Form [Dobson u.
Kalish, 1988, S. 111]:
max
m∑
i=1
n∑
j=1
qi (pj − cj) xi j −
n∑
j=1
fjyj (6.1)
unter den Nebenbedingungen:
n∑
j=0
xi j = 1 ∀i (6.2)
xi j ≤ yj ∀i , j (6.3)
n∑
s=0
(uis − ps) xis ≥ (ui j − pj) yj ∀i , j (6.4)
p0 = 0 (6.5)
xis , ys = 0, 1 ∀i , s (6.6)
3Die Aufteilung der stetigen Preise in n Preisschritte.
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Sie verwenden eine Matrix x für die Produkt-Segment-Zuordnung. Sie enthält für
jedes Segment eine Zeile, für jedes Produkt eine Spalte. Ist ein Produkt für ein Seg-
ment als optimal identifiziert, erhält die Zelle eine 1. Die Produktlinie ist durch den
Vektor y dargestellt. Enthält Zeile j eine 1, dann ist Produkt j in der Produktlinie ent-
halten. Die Mitgliederanzahl eines Segments i wird durch qi dargestellt. Die Variable
ui j enthält die Zahlungsbereitschaft des Segments i für Produkt j .
Dobson u. Kalish maximieren die Differenz zwischen dem Deckungsbeitrag und
den Fixkosten (6.1). Der Deckungsbeitrag ist die Differenz aus dem erlösten Preis pj
und den variablen Kosten cj . Fixkosten eines Produkts fj fallen an, wenn es in einer
Produktlinie enthalten ist. Bei der Maximierung müssen folgende Nebenbedingungen
eingehalten werden: Jedes Segment erhält genau ein Produkt (6.2), Segmenten zu-
geordnete Produkte sind in der Produktlinie enthalten (6.3), Segmente erhalten das
Produkt, das ihren Nettonutzen maximiert (6.4), und es gibt ein 0-Produkt mit dem
Preis 0 (6.5). Das 0-Produkt wird Segmenten zugewiesen, die nicht wirtschaftlich
bedient werden können. In der Nebenbedingung 6.4 haben Dobson u. Kalish die so
genannte first choice rule formuliert, die besagt, dass Kunden genau das Produkt
kaufen, dass ihren Nettonutzen maximiert.4
Eine alternative Formulierung wird von McBride u. Zufryden [1988] vorgeschlagen,
die ihr Modell zeitgleich vorgestellt haben. Sie beziehen aber ausschließlich den Kun-
dennutzen der Produkte der Produktlinie ein. Kosten werden nicht berücksichtigt.
Für das SPPD ist ihr Modell deshalb ungeeignet.
Eine theoretische Diskussion der Komplexität des PLD wird von Kohli u. Kris-
hnamurti [1989] vorgenommen. Sie stellen fest, dass das PLD NP-schwierig5 ist, da
es nicht-linear und diskret ist. Zur Lösung des Problems schlagen sie verschiedene
Klassen von Heuristiken vor.
6.2.2.1 Heuristiken
Eine Evaluation der Performanz verschiedener Heuristiken für das PLD wurde von
Belloni u. a. [2008] vorgenommen. Sie haben die simulierte Abkühlung (engl. simula-
ted annealing) als die zuverlässigste und von der Lösungsgeschwindigkeit akzeptable
Heuristik identifiziert. Neben der simulierten Abkühlung haben die Autoren unter
anderem auch genetische Algorithmen untersucht, die ähnlich schnell, aber in der
Ergebnisgüte nicht so zuverlässig arbeiteten wie die simulierte Abkühlung.
Genetische Algorithmen wurden von Nichols u. a. [2005] und Fruchter u. a. [2006]
für die Lösung des PLD eingesetzt. Nichols u. a. [2005] erweitern das ursprünglich
von Dobson u. Kalish [1988] vorgestellte PLD dahingehend, dass die Zielfunktion
4Vgl. dazu auch Abschnitt 2.2.2.
5Das Problem ist mindestens so schwer zu lösen, wie jedes Problem der Klasse der nicht-
deterministischen Probleme, die in polynomieller Zeit gelöst werden können.
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sowohl Kundennutzenmaximierung als auch Gewinnmaximierung berücksichtigt. Das
Gewicht beider Ziele auf die Lösung wird in einem Kontinuum festgelegt. Auf diese
neue Problemformulierung wenden die Autoren nun drei verschiedene genetische Al-
gorithmen an. Beim ersten werden zufällig Preise festgelegt und anschließend wird die
Produkt-Segment-Zuordnung durchgeführt. Beim zweiten werden erst die Produkte
der Produktlinie und anschließend die Preise und Produkt-Segment-Zuordnungen be-
stimmt. Beim dritten werden sowohl Preise als auch Produkt-Segment-Zuordnungen
zufällig gewählt. Sie kommen zu dem Schluss, dass die spezialisierten Varianten der
vollständig randomisierenden Variante überlegen sind.
Auch Fruchter u. a. [2006] setzen genetische Algorithmen für die Lösung des PLD
ein. Im Gegensatz zu Nichols u. a. [2005] verwenden sie aber am Ende der Optimie-
rung, dann wenn die Heuristik die beste Lösung gefunden hat, einen linearen Opti-
mierungsansatz, um eine Feinabstimmung der Preise zu erreichen. Damit werden die
Preise in der finalen Konfiguration zwar noch einmal optimal gesetzt, eine eventuell
bessere Produkt-Segment-Zuordnung aufgrund besser gewählter Preise zu finden, ist
so aber nicht möglich. Diesen Nachteil hebt der von Kraus u. Yano [2003] vorgestell-
te Ansatz auf, der lineare Optimierung zur Bestimmung des optimalen Preises nutzt.
Diese wird in jeder Iteration der Optimierung einsetzt, um die Preise der aktuellen
Produkt-Segment-Zuordnung zu optimieren. Dadurch werden wesentlich zuverlässi-
gere Ergebnisse erzeugt. Als Heuristik kommt bei ihnen die simulierte Abkühlung
zum Einsatz. Sie führen außerdem eine probabilistische Auswahlregel ein, die, wie sie
feststellen, aber vor allem auf Märkten mit Massenware zutrifft. Diese Auswahlregel
ist für das SPPD daher ungeeignet. Zu prüfen ist aber, ob der zweistufige Ansatz
der Optimierung für das SPPD gewinnbringend eingesetzt werden kann.
Eine weitere Arbeit, in der genetische Algorithmen zur Lösung des PLD eingesetzt
präsentiert Alexouda [2005]. Die genetischen Algorithmen werden hier in einer ein-
fachen Variante ohne domänenspezifische Anpassungen an das Problem eingesetzt.
Die Arbeit enthält aber auch eine Beschreibung einer Implementierung im Rahmen
eines Entscheidungsunterstützungssystems, welche die praktische Umsetzbarkeit ge-
netischer Algorithmen nachvollziehbar illustriert.
Tsafarakis u. a. [2011] setzen eine andere Klasse von Heuristiken, nämlich Partikel-
schwärme (engl. particle swarms), für die Lösung des PLD ein. Sie vergleichen ihren
Ansatz mit genetischen Algorithmen und stellen fest, dass Partikelschwärme ähnlich
gute Ergebnisse liefern, aber in der Lage sind, eine breit gestreute Menge guter Lösun-
gen zu finden. Sie diskutieren außerdem eine Erweiterung des ursprünglichen Modells
von Dobson u. Kalish [1988], in der sie die Konkurrenz nicht als statisch betrachten,
sondern mit Hilfe spieltheoretischer Konzepte auf die konkrete Ausgestaltung einer
Produktlinie reagieren lassen. Sie präsentieren damit eine praktische Umsetzung des
Modells von Green u. Krieger [1997]. Problematisch sind bei dem Modell jedoch die
zusätzlichen Annahmen, die über die Strategien und Kostensituation der Konkur-
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renz getroffen werden müssen, um das Modell einzusetzen. Aufgrund des ungewissen
Nutzens der dynamischen Betrachtung der Konkurrenz, zusammen mit dem Bedarf
an zusätzlichen Daten und stark ansteigender Komplexität, erscheint die dynamische
Betrachtung für das SPPD zunächst unattraktiv und wird nicht berücksichtigt.
6.2.2.2 Modellerweiterungen
Neben den eben diskutierten Arbeiten, in denen heuristische Lösungsprozeduren für
das PLD entwickelt werden, kann eine zweite Strömung in publizierten Arbeiten iden-
tifiziert werden, die sich schwerpunktmäßig mit der Erweiterung des ursprünglichen
Modells von Dobson u. Kalish [1988] beschäftigt. Die Arbeiten haben zum Ziel, aus
der Lösung des PLD nicht nur Aussagen für das Marketing, sondern auch für die Pro-
duktentwicklung abzuleiten, indem die Kosten möglichst genau abgebildet werden.
Da die Lösung des SPPD insbesondere auch Aussagen über die optimale Ausge-
staltung eines Software-Produkt-Portfolios liefern soll, müssen solche Überlegungen
auch in die Formulierung und Lösung des SPPD einfließen.
Den ersten Beitrag, der eine genauere Abbildung der Kosten vornimmt, liefern
Morgan u. a. [2001]. In ihrem Artikel haben sie das ursprüngliche Modell um sprung-
fixe Rüstkosten erweitert, die periodenweise auftreten. Ihre Formulierung bezieht
sich damit vorrangig auf das produzierende Gewerbe und kann für Software-Anbieter
nicht einfach übernommen werden. Diesen Nachteil machen Day u. Venkataramanan
[2006] wett, die auf der Idee von Morgan u. a. [2001] aufbauen, und eine generelle
Formulierung für sprungfixe Kosten in die Problemformulierung einführen. Außerdem
führen sie den Wert surplus utility reservation ein, der für jedes Kundensegment den
maximalen Nettonutzen, den sie erhalten können, wenn sie bei einem Konkurrenten
kaufen, darstellt. Dieser Wert dient dazu, die Konkurrenz in das Modell aufzuneh-
men. Auch Luo [2011] führt mehrstufige Kosten in die Problembeschreibung ein,
modelliert die Kundennachfrage, Konkurrenz und nachgelagerte Stufen der Lieferket-
te (engl. supply chain) aber probabilistisch, wofür zusätzliche Verteilungsannahmen
getroffen werden müssen. Da bei Software die Lieferkette typischerweise kurz ist,
erscheint sein Modell für das SPPD ungeeignet.
6.2.3 Besondere Ansätze
Einen von den bisher besprochenen Arbeiten abweichenden Ansatz verfolgt Schön
[2010a,b], die für die individuelle und gruppenbezogene Preisdifferenzierung ohne
Selbstselektion6 zeigt, dass das PLD als gemischt-ganzzahliges Programm formu-
liert werden kann, für das ein globales Optimum gefunden werden kann. Sie verweist
auf die Anwendbarkeit ihres Ansatzes für das E-Business, bei dem die Identifikation
6Vgl. dazu Abschnitt 2.5.1.
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von Kunden möglich sein kann. Da Software-Anbieter im Allgemeinen die individuelle
oder gruppenbezogene Preisdifferenzierung ohne Selbstselektion nicht implementie-
ren können, ist ihr Ansatz für das SPPD nicht anwendbar. Sollte ein Software-Anbie-
ter in der Lage sein, einen Kunden vor Angebotsunterbreitung zu identifizieren, kann
Schöns Ansatz jedoch als Grundlage zum Anpassen des SPPDs dienen. Da nachfol-
gend aber der allgemein realisierbare Fall der Preisdifferenzierung mit Selbstselektion
im Vordergrund steht, wird Schöns Ansatz nicht weiter verfolgt.
Michalek u. a. [2011] schlagen einen von den bisher vorgestellten Lösungen voll-
ständig abweichenden Ansatz vor. Hier wird nicht ein mathematisches Programm mit
verschiedenen Randbedingungen aufgestellt, sondern für jedes relevante Subsystem
ein gesondertes Programm. Für den Ansatz werden viele, sehr feingranulare Daten
über jede technische Einzelheit aller möglichen Produkte benötigt. Der Ansatz kann
viel versprechend sein, wenn die Daten schon in Computer Aided Design (CAD)-Ent-
würfen vorliegen. Sind sie jedoch parallel zu pflegen, kann der Aufwand den Nutzen
übersteigen. Die Methode der WB-PO sieht die Erfassung so feingranularer Informa-
tionen nicht vor, da diese in so frühen Phasen wie dem PPS noch gar nicht vorliegen.
Der Ansatz von Michalek u. a. [2011] wird deshalb nicht weiter verfolgt.
Eine Arbeit, welche das PLD an einem ganz konkreten Beispiel, nämlich der Preis-
bildung digitaler Inhalte präsentiert, ist [Kannan u. a., 2009]. Die Autoren zeigen, wie
digitale Varianten von Printmedien so bepreist werden können, dass sie die analogen
Pendants nicht kannibalisieren und insgesamt ein höherer Gewinn entsteht. Die Aus-
führungen zeigen an einer realen Fallstudie mit digitalen Gütern, wozu auch Software
zählt, dass sich Preisdifferenzierung mit Selbstselektion lohnt.
6.2.4 Schlussfolgerung
Mit der Sichtung der bestehenden Literatur zum Thema PLD zeichnet sich ein mög-
liches Vorgehen für die Konstruktion des SPPD und einer korrespondierenden Lö-
sungsprozedur ab. Die ursprüngliche Formulierung von Dobson u. Kalish [1988] des
PLD enthält viele Elemente, die auch für das SPPD relevant sind. Es soll deshalb
als Grundlage dienen. Da es aber die besondere Kostensituation bei SSFs und die
Konkurrenz nicht berücksichtigt, muss es angepasst werden. Eine Formulierung der
Kostensituation bei SSF7 konnte in der Literatur nicht identifiziert werden. Deshalb
wird ausgehend von der Formulierung des Kostenterms von Morgan u. a. [2001] ein
spezieller Kostenterm konstruiert, der die Kostensituation bei SSFs abbildet. Die Kon-
kurrenz wird durch den Wert surplus utility reservation von Day u. Venkataramanan
[2006] abgebildet. Die Studie von Belloni u. a. [2008] legt zur Lösung des PLD die
simulierte Abkühlung nahe. Sie wird deshalb als Ausgangspunkt für die Lösungsproze-
dur verwendet. Begonnen wird mit der Ausformulierung des Optimierungsproblems.
7Vgl. dazu Abschnitt 2.1.3.2.
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6.3 Entwurfsproblem bei Software-Produkt-Portfolios
Das SPPD lässt sich zusammenfassend wie folgt umreißen: Ein Software-Anbieter
plant, mehrere Software-Produkte in sein Produkt-Portfolio aufzunehmen, um einen
gegebenen Markt mit Kunden und Konkurrenten gewinnoptimal zu bedienen. Die
Software-Produkte möchte er unter Verwendung von SSFs realisieren. Möchte er ein
bestimmtes Produkt anbieten, muss er zunächst die für das zugrundeliegende System
benötigten Assets bereitstellen, bevor er das eigentliche Software-System erstellen
und anschließend das Produkt vertreiben kann. Er möchte unter seinen technischen
Voraussetzungen und den Gegebenheiten am Markt wissen, welche Software-Produk-
te er zu welchem Preis anbieten soll. Weiterhin möchte er wissen, welche Systeme
einen besonders hohen Einfluss auf den Gewinn haben und deshalb die von diesem
System benötigten Assets möglichst früh Bestandteil der Wiederverwendungsinfra-
struktur werden sollten.
Im nachfolgend aufgestellten mathematischen Programm besteht zwischen Pro-
dukt und System eine Eins-zu-Eins-Beziehung.8 Für jedes Produkt existiert ein Sys-
tem. Die Kosten der Software-Entwicklung werden am System festgemacht, wohin-
gegen der Nutzen der Kunden und die Kosten des Vertriebs am Produkt festgemacht
sind. Das Produkt reflektiert damit die Marktsicht, das System die technische Sicht.
Das verbal beschriebene Problem soll nun in ein mathematisches Programm über-
führt werden, wofür zunächst die benötigten Notationsmittel zusammengetragen
werden.
6.3.1 Notationsmittel
Die Notationsmittel sind aufgeteilt in die verwendeten Indizes, die bekannten Para-
meter und die Strukturvariablen.
6.3.1.1 Indizes
i Identifizierte Segmente i = 1, 2, . . . , m.
j Mögliche Produkte9 j = 1, 2, . . . , n.
l Mögliche Assets l = 1, 2, . . . , o.
6.3.1.2 Parameter
aj l Die Matrix a enthält die Zuordnung von Systemen und darin verbauten Assets.
Eine Zelle aj,l = 1, wenn Asset l teil von Produkt j ist, 0 andernfalls.
8Vgl. dazu auch Abbildung 3.2 auf Seite 53.
9Aufgrund der 1-zu-1-Beziehung zwischen Produkt und System gilt der Index auch für Systeme.
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k fj Sprungfixe Kosten, um System j herzustellen. Das sind die Kosten für die Wie-
derverwendung der Assets (kwiedl ) und die Kosten für die Implementierung der
besonderen Teile eines Produkts (kesj ), wenn dies erforderlich ist. Es gilt also
k fj = k
es
j +
∑
l∈prodj k
wied
l .
kvj Einzelkosten die anfallen, damit ein Kunde eine Einheit eines Software-Produkts j
erhält. Bei Software sind das Kosten für das Pressen einer Digital Versatile Disc
(DVD), den Druck einer Anleitung, die Auftragsabwicklung, die Installation und
weiteres.
kwinl Sprungfixe Kosten, um Asset l zu produzieren. Die Kosten treten nur ein, wenn
ein Asset tatsächlich in einem Produkt benötigt wird.
qi Die Anzahl potentieller Kunden, die von Segment i repräsentiert werden.
ui j Zahlungsbereitschaft von Segment i für Produkt j . ui j ist eine Funktion, welche
die Menge der Merkmale von Produkt j auf einen Nutzenwert abbildet. Sie ist
vor der Optimierung in der Aufgabe Kundenanalyse geschätzt worden.
wi Nettonutzen (ui j − pKonkurrenz) von Segment i , der mit dem besten Konkurrenz-
produkt erlöst werden könnte. Das ist die Umsetzung des Werts surplus utility
reservation von Day u. Venkataramanan [2006]. Die Konkurrenzangebote und
-preise sind in der Aufgabe Konkurrenzanalyse ermittelt worden.
6.3.1.3 Strukturvariablen
pj Der Vektor p enthält eine Zeile für jedes mögliche Produkt. Zeile j enthält den
Preis von Produkt j . Der Preis ist definiert als eine diskrete Variable, mit kvj <
pj ≤ max(ui j) und den Schritten b. Ein möglicher Preis ergibt sich also als
pj = k
v
j + n
max(ui j )−kvj
b
n, b ∈ N, n < b, wobei n gewählt werden muss.
rl Der Vektor r zeigt an, ob ein Asset für das aktuelle Produkt-Portfolio benötigt
wird oder nicht. Der Vektor hat für jedes Asset eine Zeile. Eine Zeile l ist 1,
wenn
∑n
j=0(yjaj l) ≥ 1; und 0 andernfalls. Wenn es mindestens ein Produkt
im aktuellen Produkt-Portfolio gibt, welches das Asset l benötigt, dann ist die
Bedingung erfüllt.
xi j Die Matrix x enthält die Produkt-Segment-Zuordnungen aller möglichen Produkte
zu allen identifizierten Kundensegmenten. Eine Zelle xi ,j ist 1, wenn Kunden-
segment i Produkt j kauft; und 0 andernfalls.
yj Der Vektor y ist der Portfolio-Vektor. Er enthält für jedes mögliche Produkt, dass
angedacht ist, eine Zeile. Wird Produkt j realisiert, dann enthält diese Zeile
eine 1; und 0 andernfalls.
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Zusätzlich wird noch ein 0-Produkt definiert, dass keine Kosten verursacht (kv0 = 0,
k f0 = 0, and a0l = 0 ∀l)10, den Kunden keinen Nutzen spendet (ui0 = 0 ∀i) und einen
Preis von 0 hat. Kunden die mit keinem Produkt rentabel bedient werden könnten,
werden dem 0-Produkt zugewiesen [Dobson u. Kalish, 1988].
6.3.2 Mathematisches Programm
Das mathematische Programm besteht aus einer Zielfunktion (6.7) und Nebenbedin-
gungen (6.8–6.14). Die Zielfunktion drückt die Beziehung zwischen Zielwert, Struk-
turvariablen und Parametern aus. Die Nebenbedingungen schränken den Lösungs-
raum ein. Ziel ist es, den möglichen Gewinn eines Software-Produkt-Portfolios zu
maximieren, der von dem erzielten Erlös und den verursachten Kosten abhängt.
maxG =
m∑
i=1
n∑
j=1
qi
(
pj − kvj
)
xi j −
n∑
j=1
k fj yj −
o∑
l=1
kwinl rl (6.7)
unter den Nebenbedingungen:
n∑
j=1
xi j = 1 ∀i (6.8)
xi j ≤ yj ∀i , j (6.9)
n∑
s=0
(uis − ps) xis ≥ (ui j − pj) yj ∀i , j (6.10)
n∑
j=0
(ui j − pj) xi j ≥ wi ∀i (6.11)
rl ≥ 1
n
n∑
j=1
aj lyj ∀l (6.12)
p0 = 0 (6.13)
xi j , xis , rl , yj ∈ {0, 1} ∀i , j, l , s (6.14)
Die Zielfunktion liefert den realisierten Gewinn eines Software-Produkt-Portfolios,
indem die gesamt angefallenen Kosten von den gesamt realisierten Erlösen abgezogen
werden. Kosten fallen für die Erstellung der Assets, das Zusammenfügen der Assets
zu Systemen und dem Vertrieb der Software-Produkte an. Erlöse werden durch den
Verkauf der Software-Produkte realisiert.
Eine gewinnoptimale Lösung unterliegt Nebenbedingungen. Für jedes Segment gibt
es genau ein Produkt, das seinen Nettonutzen maximiert. Dieses wird von den Kun-
10∀l bedeutet, dass die Bedingung für alle l gilt.
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den eines Segments auch gekauft. In einer zulässigen Lösung darf deshalb jedem
Segment nur genau ein Produkt zugewiesen sein (6.8). Ist ein Segment mit keinem
Produkt für das Unternehmen rentabel zu bedienen, dann wird ihm das 0-Produkt
zugewiesen. Das Produkt, das einem Segment zugewiesen wird, muss dessen Net-
tonutzen maximieren. Es darf kein Produkt im Portfolio geben, das einen höheren
Nettonutzen für das Segment erzeugen würde. Gäbe es ein solches Produkt, müss-
te dieses dem Segment zugewiesen werden. Die Problemformulierung implementiert
so die first choice rule. Nebenbedingung 6.10 stellt dies sicher. Produkte, die einem
Segment zugewiesen wurden, müssen auch produziert und angeboten werden (6.9).
Kunden können auch zur Konkurrenz wechseln. Sie würden dann das Produkt der
Konkurrenz kaufen, das ihren Nettonutzen maximiert. Ein, einem Segment zugeord-
netes, Produkt darf deshalb niemals einen geringeren Nettonutzen stiften als das für
ein Segment beste Konkurrenzprodukt. Der Parameter wi in Nebenbedingung 6.11
enthält den maximalen Nettonutzen eines Segments, wenn das Segment das für sich
beste Produkt der Konkurrenz erwirbt.
Ist ein Produkt j Bestandteil eines Software-Produkt-Portfolios, dann müssen alle
Assets l , die von dem System benötigt werden, welches das Produkt realisiert, vor-
handen sein. Nebenbedingung 6.12 stellt das sicher. Gibt es Produkte im Software-
Produkt-Portfolio y, die Asset l benötigen, dann muss auch r einen Eintrag für Asset
l enthalten. Die rechte Seite der Bedingung kann maximal 1 sein, wenn alle mögli-
chen Produkte gebaut werden und alle Asset l benötigen. Sie kann aber auch 0 sein,
wenn es kein Produkt im Portfolio gibt, das Asset l benötigt. Die linke Seite kann
nur 0 oder 1 sein. Ist die rechte Seite 0, dann kann auch die linke Seite 0 sein und
die Bedingung ist trotzdem erfüllt. Wird ein Asset l aber zumindest einmal benötigt,
dann ist die rechte Seite zwischen 0 und 1. Die linke Seite muss deshalb auf 1 gesetzt
sein, damit die Bedingung erfüllt ist.
Die Nebenbedingungen 6.13 und 6.14 stellen sicher, dass der Preis des 0-Produkts
0 ist und die Indikatorvariablen ausschließlich Werte von 0 und 1 annehmen können.
Damit ist das SPPD formuliert. Es baut auf dem PLD auf, ist aber durch den
komplexeren Kostenterm der Zielfunktion und zusätzliche Nebenbedingungen (6.11
und 6.12) komplexer geworden. Durch den multiplikativen Zusammenhang zwischen
den diskreten Größen pj und xi ,j ist das SPPD, wie auch das PLD, ein nicht-lineares
Programm, seine Lösung damit ebenfalls NP-schwierig. Um es zu lösen, muss eine
Lösungsprozedur deshalb auf Heuristiken beruhen.
6.4 Lösungsprozedur
Aufgrund der Ergebnisse der Studie von Belloni u. a. [2008] verspricht die simulierte
Abkühlung robuste Ergebnisse bei der Lösung des SPPD. Sie ist deshalb die Grundla-
ge der nachfolgend entwickelten Lösungsprozedur. Die Lösungsprozedur besteht aus
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zwei Stufen. In der ersten Stufe werden die optimalen Produkt-Segment-Zuordnun-
gen und Produkt-Preise ermittelt. Hier kommt die simulierte Abkühlung zum Einsatz.
In der zweiten Stufe wird der Einfluss der Systeme auf den Gewinn ermittelt.
6.4.1 Finden des optimalen Software-Produkt-Portfolios
In Abschnitt 6.1 wurde schon die der simulierten Abkühlung zugrunde liegende Idee
skizziert. Bei diesem physikalischen Prozess ordnen sich die Moleküle optimal in einer
kristallinen Gitterstruktur an, bis sie einen optimalen festen Zustand erreicht haben,
wobei zufällige Elemente dabei helfen, die optimale Struktur zu finden [Pirlot, 1996].
Algorithmus 1 zeigt in Pseudocode, wie das SPPD mit simulierter Abkühlung gelöst
werden kann.
Algorithmus 1 Lösungsprozedur für das SPPD mit random(), einer Funktion, die
zufällige Elemente aus einer Menge wählt, und N(), einer Funktion, die die Nachbar-
schaft einer gegebenen Lösung definiert (angelehnt an Pirlot [1996]).
1: s∗ ← s1 ← random(S)
2: G∗ ← G(s∗)
3: n ← 1
4: repeat
5: s ← N(sn)
6: sn+1 ← sn
7: if G(s) ≥ G(sn) then
8: sn+1 ← s
9: end if
10: if G(s) > G∗ then
11: G∗ ← G(s), s∗ ← s
12: else
13: φ← random([0, 1])
14: if φ ≤ φ(n) then
15: sn+1 ← s
16: end if
17: end if
18: n++
19: until Abbruchbedingung
Wird die Heuristik auf das SPPD übertragen, dann bilden die Zuordnung der Pro-
dukte zu den Segmenten und die Preise die Gitterstruktur, für die eine optimale
Konfiguration gefunden werden muss. Die Abkühlung findet in den Iterationen statt.
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Der Algorithmus besteht aus den Teilen Startlösung finden, Nachbarn generieren,
Abkühlung simulieren und Abbrechen, die seine Performanz bestimmen.
Der Algorithmus initialisiert mit einer gültigen, also alle Nebenbedingungen erfül-
lenden, zufälligen, Startlösung (1). Hier wird ein Lösungskandidat s zufällig aus der
Lösungsmenge S gezogen. Er ist die erste Arbeitslösung s1 und damit die bisher
beste Lösung s∗. Die Lösungsmenge S besteht aus allen Kombinationen von Prei-
sen, Produkt-Segment-Zuordnungen, Produkten im Portfolio und erstellten Assets
(p× x× y× r), die die Nebenbedingungen 6.8 – 6.14 erfüllen. Ein Lösungskandidat
s ist ein Tupel (p, x, y, r) aus dieser Menge. Für die initiale Lösung s∗ wird der mit
ihr mögliche Gewinn berechnet, der gleichzeitig der höchste Gewinn G∗ ist (2).
Nun begibt sich der Algorithmus in eine Schleife, in der er bei jeder Iteration eine
neue Lösung aus der Nachbarschaft der vorhergehenden Arbeitslösung generiert (5).
Wenn der Gewinn der neu generierten Lösung größer ist als der Gewinn der vorherigen
Arbeitslösung, dann wird sie als Arbeitslösung für die nächste Iteration verwendet
(8). Ermöglicht die neue Lösung zudem einen höheren Gewinn als die bisher beste
Lösung, dann wird sie als neue beste Lösung s∗ gespeichert (10, 11). Wenn nicht,
dann kommt nun ein zufälliges Element ins Spiel, welches ein Hängenbleiben in lokalen
Optima verhindern soll. Es wird eine gleichverteilte Zufallszahl aus dem Intervall [0, 1]
gezogen. Ist sie kleiner oder gleich einer Annahmewahrscheinlichkeit φ(n), dann wird
die generierte Lösung dennoch als Arbeitslösung für die nächste Iteration verwendet
(13–15). Die Wahrscheinlichkeit φ(n), eine schlechtere Lösung zu akzeptieren, hängt
von der Höhe ab, in der der Gewinn zurückgeht und der Anzahl bisheriger Iterationen
– der Abkühlung. Je länger die Prozedur läuft, umso unwahrscheinlicher wird es, dass
schlechtere Lösungen akzeptiert werden [Pirlot, 1996].
Um die Reduktion der Annahmehäufigkeit im Zeitverlauf zu gewährleisten, folgt die
Annahmewahrscheinlichkeit φ(n) einer exponentiellen Wahrscheinlichkeitsverteilung
φ(n) = e−
∆Gn
T (n) ,
Wobei T (n) die Temperatur bei Schritt n und ∆Gn = G(s)−G(sn) die Differenz zwi-
schen dem Gewinn der aktuellen Lösung und dem Gewinn der Lösung des vorherigen
Schritts ist. Die Funktion T (n) ist schrittweise fallendend [Pirlot, 1996].
Die Prozedur endet nach Nstop Iterationen oder wenn nach NAenderung Iterationen
keine Verbesserung des Gewinns um einen Prozentsatz  eingetreten ist.
Mit der gefundenen Lösung kann nun der Einfluss der Systeme, Assets und Merk-
male auf den Gewinn analysiert werden. Dieses Wissen kann bei der Release-Planung
und der Planung der Wiederverwendungsinfrastruktur helfen [Otsuka u. a., 2011].
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6.4.2 Identifikation wichtiger Systeme
Mit einem optimalen Produkt-Portfolio ist bekannt, wie das Portfolio gestaltet sein
muss. Bisher ist aber nicht bekannt, was jedes einzelne System zum Gewinn beiträgt.
Alles, was für eine Schätzung des Beitrags jedes Systems zum Gesamtgewinn nötig
ist, wird mit der optimalen Lösung s∗ und der Zielfunktion (6.7) gegeben.
Für die Analyse wird das Konzept der komparativen Statik angewendet. Der Gewinn
eines vollständigen Produkt-Portfolios (s∗) wird mit dem möglichen Gewinn eines
Produkt-Portfolios ohne das interessierende System (s∗−) verglichen. Je größer die
Differenz ausfällt, umso stärkeren Einfluss hat das System auf den Gesamtgewinn.
Der relative Einfluss (Imp) eines Systems auf den Gewinn kann damit definiert
werden als,
Definition 28 Impsys = 1− G(s
∗)−G(s∗−sys)
G(s∗) .
Iterativ wird jedes System aus der Lösung s∗ entfernt, indem x, y und r angepasst
werden. Mit der so angepassten Lösung wird der Gewinn (G(s∗−sys)) erneut berechnet.
Die mit dem maximalen Gewinn G(s∗−sys) normierte Differenz zwischen G(s
∗) und
G(s∗−sys) ist der Beitrag eines Systems zum Gesamtgewinn des Portfolios.
Die Einflüsse der Systeme und der Assets werden in Listen abgespeichert, die am
Ende absteigend nach den Beiträgen sortiert werden. Diese Liste kann als Grundlage
für die weitere Entwicklung und Release-Planung dienen. Die von dem System mit
dem höchsten Beitrag benötigten Assets sollten als erstes produziert werden, die
weiteren dann entsprechend später. Von den Einflüssen der Systeme kann abgeleitet
werden, welche Merkmale in Hinblick auf den Gewinn besonders wichtig sind.
6.5 Illustrierendes Beispiel
Der Optimierungsansatz soll mit einem kompakten Beispiel einer Web-Shop SPL,
angelehnt an das Beispiel aus Abschnitt 5.3, illustriert werden. Die SPL besteht aus
vier Produkten P1 – P4. Jedes Produkt ist ein Web-Shop mit Basisfunktionalität
wie Nutzerauthentifizierung, einem Produktkatalog und einem Katalog-Management.
Zusätzlich zu diesen Merkmalen haben die Produkte variierende Merkmale aus denen
die Kunden wählen können. Beispielsweise ist P1 ein Web-Shop mit zusätzlichem
Kunden-Management oder P3 ein Web-Shop mit Kunden-Management und zusätz-
lich auch noch mit einem Vorschlagsystem. Abbildung 6.1 zeigt die Gemeinsamkeiten
und die Variabilität der SPL als Merkmaldiagramm. Die für die Optimierung relevan-
ten Daten sind in Tabelle 6.1 zusammengetragen.
Der Kundenanalyst hat während der Kundenanalyse zwei Kundensegmente, S1 und
S2, identifiziert, die unterschiedliche Zahlungsbereitschaften haben. Beispielsweise
ist S1 bereit 1.800,00e für P1 zu zahlen aber S2 ist nur bereit, 700,00e für das
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Produktkatalog
Web Shop
Forum Kundenverwaltung
AuthentifikationKatalogverwaltung Vorschlagsystem
Abb. 6.1: Web Shop SPL als Merkmaldiagramm
Tabelle 6.1: Merkmale, Assets, Kosten und Zahlungsbereitschaften im Web-Shop-Beispiel
Produkte
(
k fj
)
Merkmale Zahlungsbereitschaft (k)e Wettbewerb
KV V F S1 S2
Segmentgröße: (23) (60)
P1 3,5 x – – 1,8 0,7 1,5
P2 3,0 – – x 0,7 0,4 2,0
P3 4,5 x x – 2,5 3,0 –
P4 7,0 x x x 3,0 3,2 7,0
Assets kwinl k
wied
l
A1 x – – 30,0 1,5
A2 – x – 40,0 1,5
A3 – – x 10,0 1,5
A4 x x x 100,0 1,0
Kundenverwaltung (KV), Vorschlagsystem (V), Forum (F), vorhanden (x), nicht vorhanden (–)
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gleiche Produkt zu zahlen. Zu einigen der Web-Shops existieren Konkurrenzangebote.
Beispielsweise wird ein Substitut für P4 für 7.000,00e angeboten.
Der Basis-Web-Shop mit allen obligatorischen Merkmalen wird durch Asset A4
realisiert. Asset A4 verursacht 100.000,00e Entwicklungskosten und 1.000,00e,
um wiederverwendet zu werden. Alle weiteren Merkmale werden jeweils durch ein
separates Asset realisiert. Die Entwicklung eines Produkts verursacht Kosten k f ,
Kosten für die Wiederverwendung der Assets kwied und zusätzlich Kosten für die Im-
plementierung der speziellen Anteile (kes). Beispielsweise verursacht die Realisierung
von Produkt P1 Wiederverwendungskosten von 2.500,00e, da Asset A1 und A2 für
P1 benötigt werden, und zusätzliche 1.000,00e für die spezifische Anpassung. Der
Verkauf einer Kopie eines Produkts der SPL verursacht Einzelkosten von 100,00e
für den Versand, die Einrichtung und weiteres.
Welche Assets soll ein Unternehmen nun als erstes oder überhaupt erstellen und
welche Preise kann es für seine angebotenen Produkte verlangen? Ein erster Blick auf
Tabelle 6.1 würde darauf deuten, Produkt P4 herzustellen, da beide Kundensegmente
die höchste Zahlungsbereitschaft für dieses Produkt haben. Eine genauere Untersu-
chung zeigt aber, dass S1 einen Nettonutzen von 300,00e generieren könnte, wenn
es P1 von der Konkurrenz kauft. Der Nettonutzen muss also in die Überlegung mit
einbezogen werden. Diese muss damit von der Zahlungsbereitschaft von S1 abgezo-
gen werden, um S1 überhaupt anzusprechen. Damit ist der Maximalpreis von P4 nur
noch 2.700,00e. Ausschließlich P4 zu diesem Preis anzubieten, wäre nicht das ge-
winnoptimale Portfolio. Ein gewinnoptimales Portfolio würde beide Segmente durch
das Angebot von Produkten voneinander trennen, die die besonderen Bedürfnisse der
Segmente befriedigen und somit unnötige Kosten vermeiden.
Das gewinnoptimale Portfolio besteht aus P1 zu einem Preis von 1.500,00e und
P3 zu einem Preis von 3.000,00e. S1 würde dann P1 und S2 P3 kaufen. P1 und
P3 sind durch den Nutzen voneinander getrennt, den sie den jeweiligen Segmenten
stiften. Kannibalisierung kann damit nicht auftreten.
Durch erneute Berechnung der möglichen Gewinne mit ceteris paribus temporär
entfernten Systemen, kann der Einfluss der Systeme auf den Gewinn berechnet wer-
den. Mit dieser Information kann eine Rangliste der Assets erstellt werden, auf deren
Basis die Releases der Produkte gewinnorientiert geplant werden können. Die Be-
rechnungen liefern interessante Einsichten. Ein erster Blick auf Tabelle 6.1 würde
nahelegen, A4 als erstes zu implementieren, da es in jedem Produkt enthalten ist.
Aber, wenn A2 nicht vorhanden ist, kann P3 nicht hergestellt werden. Da aber S2
wesentlich mehr Kunden umfasst, würde das Nicht-Anbieten von Produkten zu S2
nicht genug Erlös generieren, um A4 und A1 zu finanzieren. Daher ist es unabding-
bar, A4, A2 und A1 zu implementieren, um P3 zu realisieren und S2 zu bedienen.
Anschließend kann auch P1 für Segment S1 realisiert werden. Da nicht genug Nach-
frage für P2 identifiziert wurde, braucht A3 nicht realisiert zu werden.
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6.6 Erweiterung
In den vorangegangenen Abschnitten wurde eine auf simulierter Abkühlung beruhende
Lösungsprozedur für das SPPD entwickelt. Nun soll eine abgewandelte Lösungspro-
zedur vorgestellt werden, die eine Verbesserung des Laufzeitverhaltens bringen kann.
Das SPPD besitzt vier Strukturvariablen, von denen drei den Wertebereich {0, 1}
haben. Einzig die Preise p sind künstlich diskretisierte reelle Zahlen. Wenn es gelänge,
das Optimierungsproblem so aufzuteilen, dass die drei ganzzahligen Strukturvariablen
und der Preis getrennt optimiert werden können, dann wäre es möglich, für das Preis-
Subproblem einen Lösungsalgorithmus für stetige Variablen anzuwenden.
In Abschnitt 6.2.2.1 wurden die Arbeit von Kraus u. Yano [2003] vorgestellt, die
diesen Ansatz verfolgt. Die Idee ist, mit Hilfe einer Heuristik – im vorliegenden Fall
simulierte Abkühlung – eine Produkt-Segment-Zuordnung zu erzeugen und für diese
anschließend die optimalen Preise zu bestimmen. Die Produkte sind bei der Optimie-
rung der Preise konstant, womit das Problem linear wird.
Das Preis-Subproblem wurde schon von Dobson u. Kalish [1988, S.112] für das
PLD charakterisiert. Für das SPPD stellt es sich wie folgt dar: Da die Produkte kon-
stant sind, kann sich an den Fixkosten nichts mehr ändern. Das Problem beschränkt
sich damit auf die Maximierung des Stückkostendeckungsbeitrags bei freier Wahl der
Preise unter den Nebenbedingungen, dass die Produkte des gewählten Portfolios den
Kunden einen höheren Nettonutzen generieren als alle anderen möglichen Produkte
des eigenen Portfolios (6.16) und als die Produkte der Konkurrenz (6.17).
max
m∑
i=1
n∑
j=1
qi
(
pj − kvj
)
xi j (6.15)
unter den Nebenbedingungen:
n∑
s=0
(uis − ps) xis ≥ (ui j − pj) yj ∀i , j (6.16)
n∑
j=0
(ui j − pj) xi j ≥ wi ∀i (6.17)
p0 = 0 (6.18)
Nach einigen Vereinfachungen und Umformungen (Anhang B.3) für die Verarbei-
tung mit dem Simplex-Algorithmus, wird das Problem zu:
max
m∑
i=1
n∑
j=1
xi jqipj . (6.19)
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n∑
s=0
psxis − pjyj ≤
n∑
s=0
uisxis − ui jyj︸ ︷︷ ︸
konstant
∀i , j (6.20)
n∑
j=0
pjxi j ≤
n∑
j=0
ui jxi j − wi︸ ︷︷ ︸
konstant
∀i (6.21)
p0 = 0 (6.22)
In der Lösungsprozedur in Algorithmus 1 muss für die Lösung des zweistufigen
Ansatzes die Funktion für die Generierung der Nachbarn N() dahingehend abge-
ändert werden, dass sie nur noch zufällige Änderungen an x, y oder r durchführt.
Für die gegebene Konfiguration muss sie dann, beispielsweise mit Hilfe des Simplex-
Algorithmus, die optimalen Preise finden und so ein vollständiges s ∈ S erzeugen.
Durch die Aufteilung des Problems reduziert sich die kombinatorische Vielfalt, die
durch die Heuristik bewältigt werden muss, drastisch. Hat das ursprüngliche Problem
m × n × b Lösungen, die von der Heuristik durchsucht werden müssen, sind es nun
m × n. Dafür kommt nun für jede der m × n Lösungen ein zusätzlicher Schritt für
das Auffinden der optimalen Preise hinzu, der im schlechtesten Fall eine exponentielle
Komplexität besitzt [Hromkovic, 2001, S. 209]. Ob der eingangs beschriebene Ansatz
oder der eben beschriebene zweistufige Ansatz das bessere Laufzeitverhalten für das
SPPD zeigt, muss experimentell geprüft werden, was in Abschnitt 8.2 geschieht.
6.7 Zusammenfassung
Im vorliegenden Kapitel wurde das SPPD vorgestellt, das eine Spezialisierung des
herkömmlichen PLD auf ganze Produkt-Portfolios und Software-Produkte ist. Dafür
wurde die existierende Forschungsliteratur aufgearbeitet und daraus Ansätze für die
Formulierung und Lösung des SPPD extrahiert. Das SPPD wurde als NP-schwieriges
Problem identifiziert. Es ist damit nicht in polynomieller Zeit exakt zu lösen. Für
seine Lösung müssen Heuristiken eingesetzt werden. Auf Grundlage der Heuristik der
simulierten Abkühlung wurde eine Lösungsprozedur entwickelt.
Mit der Beschreibung des Problems und der Lösungsprozedur kann nun eine Im-
plementierung vorgenommen werden. Erst damit kann experimentell geprüft werden,
wie effizient die entwickelten Lösungsprozeduren sind.
Teil III
Umsetzung
7 Software-Prototyp zur
wertbasierten
Portfolio-Optimierung
Inhalte dieses Kapitels wurden in [Müller, 2011b] und [Müller u. Lillack, 2011a] vorge-
stellt.
Nachdem in Kapitel 4 die Methode zur WB-PO, in Kapitel 5 eine Technik zur Abbil-
dung von Merkmaldiagrammen auf ACA-PE Studien und in Kapitel 6 eine Technik
zur statistisch-mathematischen Optimierung eines Produkt-Portfolios im SPLE ent-
wickelt wurde, soll im folgenden Kapitel ein Software-Prototyp vorgestellt werden,
der den Einsatz der WB-PO unterstützt. Wie schon die Methode, soll auch der
Software-Prototyp so gestaltet sein, dass er einfach an neue Anforderungen ange-
passt werden kann. Der Software-Prototyp ist quelloffen über das Internet zugänglich
und unter der Apache License, Version 2.0 [Apache Software Foundation, 2011b]
lizensiert. Damit soll sichergestellt werden, dass Folgearbeiten auf ihn aufbauen kön-
nen. Durch die Wahl der Lizenz Apache License, Version 2.0 ist sichergestellt, dass
die Implementierung bei Bedarf auch in die Praxis transferiert werden kann. Die
Komponenten des Software-Prototyps sind in der Gilbreth Toolsuite zusammenge-
fasst, die nach Frank Bunker Gilbreth [Wikipedia, 2011] benannt ist. Sie sind unter
http://code.google.com/p/gilbreth zu beziehen.
Der Prototyp dient drei Zielen: Erstens soll er zeigen, dass die in den vorherigen
Abschnitten entwickelten Techniken softwaretechnisch umsetzbar sind. Zweitens soll
er in einer quantitativen Untersuchung eingesetzt werden, in der die Skalierbarkeit
des Ansatzes geprüft wird. Drittens soll er in einer qualitativen empirischen Untersu-
chung eingesetzt werden, in der die Akzeptanz der WB-PO im Unternehmenskontext
untersucht werden soll.
Die Beschreibung des Prototyps folgt den klassischen Aktivitäten des Software
Engineerings. Dazu werden in Abschnitt 7.1 die Anforderungen zusammengetragen,
für deren Implementierung in Abschnitt 7.2 geeignete Bibliotheken und Frameworks
recherchiert werden. In Abschnitt 7.3 ist die Beschreibung des Entwurfs des Proto-
typs enthalten. Abschnitt 7.4 stellt wichtige Aspekte der Implementierung und der
Benutzungsschnittstelle dar.
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7.1 Anforderungen
Aus der in Kapitel 4 entwickelten Methode und der allgemeinen Zielstellung der
Arbeit, einen Ansatz zur wertbasierten Portfolio-Optimierung bei SPL zu entwickeln,
ergeben sich funktionale und nicht-funktionale Anforderungen an einen Software-
Prototyp, die nachfolgend dargestellt werden.
7.1.1 Funktional
Die Methode der WB-PO impliziert Punkte, an denen ein Software-Werkzeug un-
terstützend eingesetzt werden kann. Zentral ist die Aufgabe der Optimierung. Sie
kann ohne Software-Unterstützung nicht ausgeführt werden. Um jedoch die Opti-
mierung von einem Software-Werkzeug durchführen lassen zu können, müssen zu-
nächst Daten über mögliche Produkte eines Produkt-Portfolios und ihre Merkmale,
aber auch Daten über Kunden, Kosten und Konkurrenz bereitgestellt werden, wel-
che die Umwelt eines Produkt-Portfolios charakterisieren. Erst mit diesen Daten ist
eine Optimierung möglich. Das Ergebnis dient einem Produkt-Manager zur Entschei-
dungsunterstützung und muss deshalb zielgruppenadäquat präsentiert werden.
Damit ergeben sich die in Abbildung 7.1 dargestellten Anwendungsfälle für den
Software-Prototyp. Sie werden im Folgenden in Gruppen zusammengefasst erläutert.
Produkt-Portfolio modellieren
Das in Abschnitt 3.1.4 beschriebene PPS hat ein Produkt-Portfolio zum Ergebnis.
Die darin beschriebenen Produkte besitzen gemeinsame und variable Merkmale und
bilden eine oder mehrere SPLs. In den weiteren Schritten DS und AS des Scopings
werden anschließend Informationen über die konkrete technische Ausgestaltung der
Produkte gesammelt und Wiederverwendungspotentiale lokalisiert. In diesen Schrit-
ten werden die benötigten Systeme identifiziert und je nach Grad der möglichen Wie-
derverwendung zwischen ihren Assets in eine oder mehrere SSFs zusammengefügt.
Das Ergebnis dieses Anwendungsfalls ist eine Instanz des Produkt-Modells, welches
in Kapitel 3 in Abbildung 3.2 auf Seite 53 dargestellt ist.
Die durch das geplante Produkt-Portfolio anfallenden Kosten werden durch die
Aktivität Kostenanalyse der WB-PO1 geschätzt. Die hier gesammelten Daten müs-
sen mit dem Produkt-Modell kombiniert werden. Für jedes Produkt ist zu erfassen,
welche Kosten für den Vertrieb anfallen. Für jedes System ist zu erfassen, welche
Kosten für die Implementierung seiner individuellen Bestandteile anfallen. Für die As-
sets der Wiederverwendungsinfrastruktur ist zu erfassen, was ihre Implementierung
1Vgl. dazu Abschnitt 4.3.
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Gilbreth Toolsuite
Implementierungskosten 
modellieren
Konkurrenz
modellieren Konkurrenzpreisemodellieren
Kunden modellieren
Produkt-Portfolio
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Produkt-Portfolio 
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<<include>><<include>>
<<include>>
Conjoint-Studie 
konfigurieren
<<include>>
Modell persistieren
<<extend>>
{wenn Model noch nicht an-
gelegt und gespeichert ist}
Optimierungsergebnis
exportieren<<extend>>
{bei externem Gebrauch}
Vertriebskosten 
modellieren
<<include>>
Merkmalmodell
importieren <<extend>>
{wenn Modell vorhanden}
Analyst
Produktanalyst
Kundenanalyst
Konkurrenzanalyst
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Abb. 7.1: Anwendungsfälle des Prototypen (UML-Anwendungsfalldiagramm)
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und ihre Wiederverwendung kostet. Ergebnis des Anwendungsfalls ist eine Instanz
des Kostenmodells bei SPL (Abschnitt 3.5).
Das Produkt-Portfolio wird aus der marktorientierten Sicht eines Unternehmens
erfasst. SSFs werden aus einer technischen Sicht erfasst. Aus diesem Grund sind zwei
verschiedene Rollen mit dem Erfassen der Daten betraut. Der Produktanalyst stellt
das Produkt-Portfolio auf und führt damit das PPS aus. Der Domain Engineer ist
mit der technischen Seite betraut, indem er das DS und AS durchführt und dabei die
Kosten für die Implementierung und Verwendung der Wiederverwendungsinfrastruk-
tur und die Implementierung der Systeme schätzt.
Am Anfang der Optimierung steht die Modellierung des Produkt-Portfolios. Damit
der Anwendungsfall ausgeführt werden kann, müssen die drei Ebenen des Scopings
und die Aktivität Kostenanalyse der WB-PO durchgeführt worden sein. Falls noch
nicht geschehen, muss der Anwendungsfall Modell persistieren ausgeführt werden.
Nachdem der Anwendungsfall abgeschlossen ist, liegt ein Modell des geplanten Pro-
dukt-Portfolios, der Wiederverwendungsinfrastruktur und der erwarteten Kosten vor.
Kundensegmente und Zahlungsbereitschaften
In der Aktivität Kundenanalyse der WB-PO trägt ein Kundenanalyst Informationen
über die Zahlungsbereitschaften von Kunden für potentielle Produkte eines Produkt-
Portfolios zusammen. Wie in Abschnitt 2.2 diskutiert, liegt pro Kundensegment eine
Zahlungsbereitschaft für jedes potentielle Produkt vor. Der Kundenanalyst muss Kun-
densegmente anlegen können und eine Relation zwischen ihnen und den Produkten
herstellen. An die Relation ist die Zahlungsbereitschaft geknüpft.
Die Zahlungsbereitschaften können entweder qualitativ oder quantitativ erhoben
werden. Ist eine quantitative ACA-PE Studie geplant, muss dem Kundenanalyst eine
Möglichkeit gegeben werden, die Studie zu konfigurieren. Liegt ein Merkmalmodell
des Produkt-Portfolios vor, muss dem Kundenanalyst die Möglichkeit gegeben wer-
den, daraus eine initiale ACA-PE-Konfiguration zu erzeugen2. Da der Kundenanalyst
einer betriebswirtschaftlichen Domäne entstammt, ist eine intuitive Eingabe zu rea-
lisieren.
Der Anwendungsfall tritt zu Beginn der WB-PO ein, wenn eine quantitative Studie
der Zahlungsbereitschaften der Kunden durchgeführt werden soll. Wird eine qualita-
tive oder quantitative Studie außerhalb des Werkzeugs durchgeführt, muss der An-
wendungsfall zumindest vor dem Anwendungsfall Produkt-Portfolio optimieren durch-
geführt worden sein. Nach seinem Abschluss liegt eine Instanz des Kundenmodells
(Abschnitt 2.2.3) vor. Wurde das Gesamtmodell bisher noch nicht persistiert, ist der
Anwendungsfall Modell persistieren auszuführen.
2Vgl. dazu Kapitel 5.
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Konkurrenz modellieren
In der Aktivität Konkurrenzanalyse der WB-PO trägt ein Konkurrenzanalyst Infor-
mationen über die Konkurrenzsituation eines Unternehmens zusammen. Er erstellt
damit ein Konkurrenzmodell, wie es in Abbildung 2.11 auf Seite 39 dargestellt ist.
Er legt 0..n Konkurrenten an, die jeweils 1..m Produkte zu Preisen p anbieten. Die
Produkte sind Substitute für eigene Produkte. Sie müssen also Entsprechungen im
potentiellen Produkt-Portfolio besitzen. Diese Relation ist geeignet abzubilden.
Der Anwendungsfall muss vor Beginn des Anwendungsfalls Produkt-Portfolio opti-
mieren abgeschlossen sein. Nachdem er ausgeführt worden ist, liegt ein Konkurrenz-
modell vor. Wurde das Gesamtmodell bisher noch nicht persistiert, ist der Anwen-
dungsfall Modell persistieren auszuführen.
Modell persistieren
Das durch die Anwendungsfälle Produkte modellieren, Kunden modellieren und Kon-
kurrenz modellieren erstellte Modell ist dauerhaft zu speichern, sodass es in meh-
reren Arbeitsschritten, von möglicherweise unterschiedlichen Mitarbeitern bearbeitet
werden kann. Ein paralleler Zugriff auf das Modell ist nicht vorgesehen. Dem An-
wendungsfall muss kein anderer Anwendungsfall im System vorausgehen. Es kann
also auch ein initial leeres Modell gespeichert werden. Nachdem der Anwendungsfall
ausgeführt worden ist, liegt das Modell dauerhaft gespeichert vor.
Software-Produkt-Portfolio optimieren
Auf Grundlage des durch die Anwendungsfälle Produkte modellieren, Kunden model-
lieren und Konkurrenz modellieren erstellten Modells ist eine Optimierung des Pro-
dukt-Portfolios durchzuführen. Es sollen diejenigen Software-Produkte identifiziert
werden, die den Gewinn eines Software-Anbieters maximieren. Detaillierte Anforde-
rungen sind in Kapitel 6, dem Entwurf des Optimierungsansatzes, zusammengestellt.
Die Ergebnisse der Optimierung sind für das Produkt-Management aufzubereiten,
sodass sie als Diskussionsgrundlage bei der Entscheidungsfindung über die Gestaltung
des Produkt-Portfolios dienen können. Die Auswertung enthält folgende Angaben:
1. Zuordnung der optimalen Produkte zu Kundensegmenten
2. Auf Grundlage des Modells bestimmte optimale Preise der Produkte
3. Auswirkungen des Vorhandenseins von Produkten im Portfolio auf den Gewinn
4. Auswirkungen des Vorhandenseins von Merkmalen in den SPLs auf den Gewinn
5. Eine Priorisierung der zu realisierenden Assets und Systeme
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Ist das Optimierungsergebnis Bestandteil eines umfangreicheren Entscheidungs-
prozesses mit mehreren beteiligten Personen, ist das Ergebnis so zu exportieren,
dass es auch ohne Gilbreth-Cockpit ausgewertet werden kann. Der Bericht adressiert
ein betriebswirtschaftliches Publikum. Die hier übliche Präsentationsweise als Tabelle
oder Diagramm ist zu beachten.
Der Anwendungsfall wird durch den Produkt-Manager durchgeführt, der mit der
Optimierung eine Entscheidungsunterstützung für die Gestaltung des Produkt-Port-
folios erhalten möchte. Der Anwendungsfall kann erst ausgeführt werden, wenn das
zugrundeliegende Modell vollständig zusammengetragen wurde. Nachdem die Opti-
mierung durchgeführt wurde, kann ein Bericht exportiert werden.
7.1.2 Nicht-funktional
Die Optimierung eines Produkt-Portfolios nach dem Gewinn und unter Berücksichti-
gung des für die Kunden geschaffenen Werts ist nur eine Möglichkeit. Die in Kapitel 4
vorgestellte Methode ist deshalb so aufgebaut, dass sie systematisch auch für andere
Optimierungsszenarios angepasst werden kann. Analog muss auch der Software-Pro-
totyp einfach an neue Optimierungsszenarios angepasst werden können. Dies trifft
auf das zugrundeliegende Datenmodell, aber auch auf die Implementierung des ma-
thematischen Programms und dessen Lösungsalgorithmus selbst zu. Die Implemen-
tierung ist deshalb so zu gestalten, dass Datenmodell, mathematisches Programm
und Lösungsalgorithmus mit geringem Aufwand austauschbar sind.
7.2 Technologiestudie
Beim Durchsehen der Anwendungsfälle können grob drei Klassen identifiziert werden.
Erstens Anwendungsfälle, bei denen Daten strukturiert aufgenommen werden, zwei-
tens ein Anwendungsfall, bei dem rechenintensive mathematische Operationen aus-
geführt werden und drittens Anwendungsfälle, bei denen Daten geeignet dargestellt
werden. Diese Klassen von Anwendungsfällen treten häufig auf, weshalb zahlreiche
Bibliotheken und Frameworks dafür verfügbar sind. Doch sind diese für sich genom-
men noch nicht hilfreich. Erst eine Adaption an die konkreten Anwendungsfälle und
eine nahtlose Integration miteinander ermöglicht die Umsetzung der Anwendungsfälle
und damit die Realisierung der Gilbreth Toolsuite.
Die Implementierung des Software-Prototyps soll die wissenschaftliche Diskussi-
on über die Optimierung von Produkt-Portfolios bei SPLs anregen und Grundlage
weiterer Arbeiten auf diesem Gebiet sein. Es ist deshalb essentiell, dass seine Imple-
mentierung öffentlich zugänglich ist. Im Allgemeinen ist dies mit einer Open-Source-
Lizenz möglich [Grassmuck, 2004, S. 200 ff.], die aber impliziert, dass auch die ver-
wendeten Bibliotheken und Frameworks Open Source sind. Bei der Auswahl werden
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deshalb ausschließlich Bibliotheken und Frameworks berücksichtigt, die einer Lizenz
unterliegen, welche die freie Weitergabe ermöglichen.
Die erste Entscheidung betrifft die Integrationsplattform, da sie die Wahl der ver-
wendeten Bibliotheken und Frameworks maßgeblich bestimmt. Mit Eclipse [Eclipse
Foundation, 2011] steht eine weithin akzeptierte Plattform bereit, die neben ihrem
originären Einsatzzweck als Integrated Development Environment (IDE) auch Basis
von Geschäftsanwendungen sein kann [McAffer u. a., 2010, S. 3]. Sie basiert auf
Java und erlaubt so die Verwendung des gesamten Java-Ökosystems. Eclipse hat
eine Plug-in-Architektur, die auf dem OSGi-Komponentenmodell beruht [McAffer
u. a., 2010, S. 450]. Es erleichtert damit die Umsetzung eines hochgradig modula-
risierten Software-Entwurfs, der hilft, die nicht-funktionale Anforderung der leichten
Anpassbarkeit zu erfüllen. Eclipse soll deshalb Grundlage der Implementierung sein.
Die Anwendungsfälle Produkte modellieren, Kunden modellieren und Konkurrenz
modellieren gehen von zuvor erstellten Datenmodellen aus, für die geeignete Einga-
bemöglichkeiten geschaffen werden müssen. Die MDSD ist ein Paradigma der Soft-
wareentwicklung, bei dem Modelle die zentralen Artefakte der Entwicklung sind [Stahl
u. a., 2007, S. 3]. In diesem Umfeld sind zahlreiche Werkzeuge und Frameworks ent-
standen, welche mit Hilfe von Generatoren die Entwicklung von Software-Systemen
auf Grundlage von Modellen ermöglichen [Müller, 2009a]. Unter Eclipse ist insbeson-
dere das Eclipse Modeling Framework (EMF) zu nennen, welches die Basis zahlrei-
cher darauf aufbauender Werkzeuge ist [Efftinge u. a., 2010; Stahl u. a., 2007]. EMF
bietet Generatoren, die aus einem Meta-Modell eine Datenzugriffsschicht und einen
dazugehörigen Editor generieren. Die generierten Artefakte sind so ausgelegt, dass
sie problemspezifisch anpassbar sind. Anpassungen können vom generierten Quelltext
getrennt werden, wodurch die Neugenerierung der Artefakte möglich ist, ohne dabei
die vorgenommenen Anpassungen zurückzusetzen [Budinsky u. a., 2003, S. 42 ff.].
Der Software-Prototyp kann so auch für geänderte Datenmodelle wiederverwendet
werden. Deshalb soll EMF als Basis für die Implementierung der Anwendungsfälle
Produkte modellieren, Kunden modellieren und Konkurrenz modellieren dienen.
Der Anwendungsfall Kunden modellieren wird durch die Anwendungsfälle Conjoint-
Studie durchführen, Conjoint-Studie konfigurieren und Merkmalmodell importieren
erweitert. In Abschnitt 4.2 wurde die ACA-PE als geeignete Analyse-Technik iden-
tifiziert. Sie ist ausschließlich rechnergestützt durchzuführen. Da bei der ACA-PE
eine Interaktion zwischen System und Befragten stattfindet, bietet sich die Realisie-
rung als Web-Anwendung an. Da die anderen Bestandteile der Gilbreth Toolsuite in
Java realisiert sind, ist es hilfreich auch die Web-Anwendung in Java zu realisieren.
So ist eine Wiederverwendung über Anwendungsgrenzen hinweg möglich. Mit Play!
[Play!, 2011] steht ein Framework für die Web-Entwicklung in Java bereit, das al-
le benötigten Bestandteile, vom Http-Server über eine Datenbank bis hin zu einem
eigenen Programmiermodell besitzt, um schnell robuste Web-Anwendungen in Java
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zu entwickeln. Es soll für die Implementierung des Anwendungsfalls Conjoint-Studie
durchführen verwendet werden. Für den Anwendungsfall Conjoint-Studie konfigurie-
ren wird ein Editor benötigt. Für ACA-PE liegt ein Meta-Modell vor, sodass EMF
verwendet werden kann. Da durch die Verwendung von EMF ein Modell mit ecore
als Meta-Meta-Modell vorliegt, kann für den Export der Konfiguration in eine Kon-
figurationsdatei auf Werkzeuge des Eclipse Modeling Projects [EMP, 2011] zurück-
gegriffen werden. Für die Erzeugung von Textdateien bietet sich Xpand an [Efftinge
u. a., 2010], mit dem Modell-zu-Text-Generatoren realisiert werden können. Es soll
für die Realisierung des Konfigurationsexports verwendet werden.
Der Anwendungsfall Merkmalmodell importieren erfordert die Verarbeitung von
Merkmalmodellen. Als einziges für diesen Zweck spezialisiertes Framework konnte
FaMa identifiziert werden [Benavides u. a., 2007]. Es bietet die Möglichkeit, die in
Kapitel 5 benutzten Operatoren auf Merkmalmodellen auszuführen. Deshalb wird es
für die Implementierung des Merkmalmodell-Imports verwendet.
In Kapitel 6 wurde diskutiert, wie die Optimierung eines Produkt-Portfolios bei
SPLs durchgeführt werden kann. Dabei wurde festgestellt, das aufgrund nichtlinearer
Zusammenhänge in der Zielfunktion der Einsatz linearer Lösungsalgorithmen nicht
möglich ist, sondern Heuristiken eingesetzt werden müssen. Als vielversprechende
Heuristik wurde die simulierte Abkühlung identifiziert. Für Java existieren eine Reihe
von Implementierungen, wobei die Implementierungen meist in einem Framework
zusammengefasst sind [Opt4J, 2011]. Um die nicht-funktionale Anforderung nach
einer leichten Anpassbarkeit zu unterstützen, sollte ein Framework das Austauschen
einzelner Bestandteile des Optimierungsalgorithmus unterstützen, ohne dabei eine
Neuimplementierung der restlichen Bestandteile nach sich zu ziehen.
Mit Opt4J steht ein Framework für heuristische Algorithmen in Java zur Verfü-
gung, welches eine auf dem Muster Strategie [Gamma u. a., 1995] beruhende Archi-
tektur besitzt und die Konfiguration von Algorithmen durch das Muster Dependency-
Injection [Fowler, 2004] sehr flexibel gestaltet. Zudem besitzt es schon eine Imple-
mentierung der Heuristik simulierte Abkühlung [Lukasiewycz u. a., 2011]. Opt4J wird
aktiv entwickelt und diente schon mehrfach der Evaluation von Optimierungsheuris-
tiken, auch im softwaretechnischen Bereich [Martens u. a., 2010]. Aus diesem Grund
wird es als Grundlage für die Implementierung der Optimierung verwendet.
Die letzte Klasse von Anwendungsfällen umfasst die zielgruppenspezifische Präsen-
tation der Optimierungsergebnisse. Report-Generatoren dienen genau diesem Zweck.
Sie sind Werkzeuge, die strukturierte Daten aggregieren und meist mit Tabellen, Dia-
grammen oder ähnlichen Visualisierungsmitteln darstellen. Da die Integration über
Eclipse vorgenommen wird, muss ein Report-Generator in Eclipse integrierbar sein
und insbesondere über das von Eclipse eingesetzte Standard Widget Toolkit (SWT)
verwendet werden können. Im Umfeld von Java existieren BIRT [BIRT, 2011] und
JasperReport [JasperSoft, 2011], die auch als quelloffene, frei zugängliche Variante
7. Software-Prototyp zur wertbasierten Portfolio-Optimierung 143
angeboten werden. BIRT ist für die Generierung von web-basierten Reports konzi-
piert. Seine Ausgabeoptionen über SWT sind entsprechend mangelhaft. Damit bleibt
JasperReport übrig, für das mit SWTJasperViewer eine Implementierung einer Dar-
stellungskomponente für SWT existiert [Jasperassistant, 2011]. SWTJasperViewer
ermöglicht den direkten Zugriff auf den Dokumentenexport von JasperReport. So
ist die Realisierung der Ausgabe von Reports in verschiedenen Dokumentenformaten
leicht möglich. Durch den zusätzlich angebotenen Report-Designer können Reports
schnell an neue Anforderungen angepasst werden [Heffelfinger, 2006, S. 247 ff.].
Das unterstützt die nicht-funktionale Anforderung der leichten Anpassbarkeit. Des-
halb soll JasperReport der Präsentation der Optimierungsergebnisse dienen.
7.3 Entwurf
Um die nicht-funktionale Anforderung der Anpassbarkeit zu erfüllen, wird ein modu-
larisierter Aufbau des Systems angestrebt. Das Programmiermodell von EMF sieht
einen modularisierten Aufbau vor, der Modell, Modell-Manipulation und Editor in
jeweils einzelnen Komponenten vorsieht. Dies ermöglicht es, Änderungen am Daten-
modell vorzunehmen, ohne dabei beispielsweise die Implementierung des Editors zu
ändern. Deshalb dient der von EMF vorgegebene Aufbau als Ausgangspunkt für den
Entwurf des Prototypen. EMF generiert aus einer Meta-Modell-Beschreibung anpass-
bare Rumpfimplementierungen für Modellelement-Klassen, Klassen für die Modellma-
nipulation und für einen Editor. Der Entwurf der Gilbreth Toolsuite erweitert den von
EMF vorgegebenen Aufbau. Abbildung 7.2 zeigt die Aufteilung der Komponenten.
Die Anwendungsfälle Produkte modellieren, Kunden modellieren und Konkurrenz
modellieren resultieren zusammengenommen in ein Modell gewinnbeeinflussender
Faktoren3. Dessen Meta-Modell ist in der Komponente de.uni_leipzig.iwi.-
gilbreth.vbpo.datamodel4 enthalten. Tritt der Anwendungsfall Conjoint-Studie
durchführen ein, so wird ein Modell einer ACA-PE-Studie5 angelegt. Dessen Meta-
Modell ist in der Komponente acape.datamodel enthalten.
Die Komponenten vbpo.datamodel.edit und acape.datamodel.edit werden
wiederum von Komponenten verwendet, die jeweils einen Editor für die Manipula-
tion von entsprechenden Modellen implementieren. Die Editoren verwenden dabei
die bereitgestellten Operationen, um den Zustand eines Modells abzufragen und Än-
derungen daran durchzuführen. Wie bei EMF üblich, werden diese Komponenten
vbpo.datamodel.editor und acape.datamodel.editor genannt. Die Komponen-
3Vgl. dazu auch Abschnitt 3.6.
4Die Bezeichner der Komponenten werden nachfolgend um de.uni_leipzig.iwi.gilbreth.
verkürzt und so die Lesbarkeit erhöht. In der Implementierung sind sie aber unter dem vollen Namen
zu finden. Die Bezeichner müssen entsprechend erweitert werden.
5Vgl. dazu auch Abschnitt 4.2.1.2.
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acape.datamodel.editor
<<Component>>
acape.datamodel.provider
acape.datamodel.edit
<<Component>>
acape.datamodel
<<Component>>
acape.datamodel.beans
vbpo.datamodel.editor
<<Component>>
vbpo.datamodel.provider
vbpo.datamodel.edit
<<Component>>
vbpo.datamodel
<<Component>>
vbpo.datamodel.beans
vbpo.optimization
vbpo
<<Component>>
acape
<<Component>>
configuration.yml
result.csv
Abb. 7.2: Komponenten der Gilbreth Toolsuite (UML-Komponentendiagramm)
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te vbpo.datamodel.editor verwendet die Komponente vbpo für die Optimierung
eines Produkt-Portfolios und implementiert die Darstellung und den Export des Op-
timierungsergebnisses. Die Komponente acape.datamodel.editor implementiert
eine Modell-zu-Text-Transformation eines ACA-PE-Modells hin zu einer Konfigura-
tionsdatei eines Werkzeugs zur Durchführung einer ACA-PE-Studie.
Die Komponente vbpo enthält die Implementierung des Optimierungsalgorithmus.
Sie bietet eine Schnittstelle zur Konfiguration, zum Starten und zum Auswerten einer
Optimierung an. Eine ACA-PE-Studie kann mit der Komponente acape durchgeführt
werden, die als eigenständige Anwendung konzipiert ist. Sie wird mit acape.data-
model.editor konfiguriert und liefert als Ergebnis die Zahlungsbereitschaften von
Kundensegmenten, die in vbpo.datamodel.editor verwendet werden können.
Für die Demonstration der Einsetzbarkeit von ACA-PE, zur Messung von Zah-
lungsbereitschaften bei SPLs wurde eine Nachimplementierung des ACA-PE-Ansat-
zes von Breidert [2005] in der Komponente acape auf Basis von Breidert [2005] und
Sawtooth Software [2007] vorgenommen. Da die Implementierung deshalb keinen
konzeptionellen Beitrag leistet, wird sie nicht weiter besprochen. Vielmehr ist acape
so konzipiert, dass es schnell durch ein anderes Werkzeug für ACA, etwa [Sawtooth
Software, 2011], ausgetauscht werden kann. Dazu muss ausschließlich die Schablone
für die Generierung der Konfigurationsdatei in acape.editor angepasst werden.
Die Komponenten vbpo.datamodel, acape.datamodel, vbpo.datamodel.edit,
acape.datamodel.edit, vbpo.datamodel.editor, acape.datamodel.editor und
vbpo sind als Eclipse-Plug-ins realisiert und bilden zusammen das Gilbreth Cockpit.
Die Komponente acape ist eine eigenständige Web-Anwendung, Gilbreth ACA-PE.
Die Implementierungen der Komponenten vbpo.datamodel, acape.datamodel,
vbpo.datamodel.edit und acape.datamodel.edit werden vollständig von EMF
generiert. Ihre Architektur kann beispielsweise bei Budinsky u. a. [2003] nachgelesen
werden. Sie wird hier nicht beschrieben. Die Komponenten vbpo.datamodel.editor
und acape.datamodel.editor werden initial zwar auch generiert, da sie aber an die
in Abschnitt 7.1 zusammengetragenen Anwendungsfälle anzupassen sind, werden sie
genauer vorgestellt. Da auch die Komponente vbpo nicht generiert wurde, wird auch
sie beschrieben. Architektur und Implementierung sind im Detail in [Müller, 2011a]
beschrieben. Nachfolgend wird nur eine grobe Orientierung gegeben.
Die Komponenten acape.datamodel.editor und vbpo.datamodel.editor bil-
den Fassaden für die dahinter liegenden Komponenten und die Komponente vbpo
enthält die Implementierung der Optimierung. Ihnen kommt deshalb eine besondere
Bedeutung in der nachfolgenden Diskussion zu. Für eine bessere Lesbarkeit werden
für sie deshalb im nachfolgenden Text sprechende Bezeichner verwendet. Die Kompo-
nente vbpo.datamodel.editor wird nachfolgend als Spezifikationseditor, die Kom-
ponente acape.datamodel.editor als ACA-PE-Editor und die Komponente vbpo
als Anwendungskern bezeichnet.
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7.4 Implementierung
Gilbreth Cockpit ist aus mehreren Plug-ins für Eclipse realisiert. Plug-ins für Eclipse
werden als OSGi-Bundles realisiert, die in sich abgeschlossene Komponenten mit klar
definierter Schnittstelle sind. Sie sind damit eine explizite Realisierung einer Kompo-
nente, so wie sie im CBSE verstanden wird [Szyperski, 2002, S. 36]. Jede Kom-
ponente (siehe Abbildung 7.2) von Gilbreth Cockpit ist ein eigenes OSGi-Bundle
und besitzt einen eigenen Ausführungskontext. Seine Bestandteile müssen deshalb
explizit über eine Konfigurationsbeschreibung öffentlich zugänglich gemacht werden
[McAffer u. a., 2010, S. 449 ff.]. Die Konfiguration beschreibt so die Schnittstelle der
Komponente. Sie beschreibt außerdem, welche Erweiterungspunkte (engl. extension
points) anderer Bundles ein Bundle bedient und bei Bedarf auch welche Erweite-
rungspunkte ein Bundle anbietet. Da die Eclipse-IDE selbst aus Bundles aufgebaut
ist, müssen neue Plug-Ins ihre Erweiterungspunkte bedienen, um beispielsweise der
Benutzungsschnittstelle neue Sichtelemente hinzuzufügen.
Nachfolgend werden die Implementierungen des Spezifikationseditors, des ACA-
PE-Editors und des Anwendungskerns kurz diskutiert. Im Fokus liegen beim Spezi-
fikationseditor und dem ACA-PE-Editor die Ausgestaltung der Erweiterungspunkte,
die von der von EMF generierten Lösung abweichen. Beim Anwendungskern werden
die Eigenimplementierungen und Anpassungen der Bestandteile von Opt4J diskutiert.
7.4.1 Spezifikationseditor
Das Bundle vbpo.datamodel.editor fügt der Eclipse-IDE einen Wizard für das
Anlegen neuer Modelldateien, einen Editor für die Manipulation von Modelldateien
und der Präsentation der Optimierungsergebnisse, einen Menüeintrag für das Starten
der Optimierung und einen Konfigurationsdialog für die Konfiguration des Optimie-
rungsalgorithmus hinzu.
EMF generiert aus dem in der Komponente vbpo.datamodel spezifizierten Meta-
Modell (Anhang C.2) eine Rumpfimplementierungen für den Wizard, den Editor und
das Menü, welche die Anforderungen aber nur bedingt oder gar nicht erfüllen. So
können mit dem generierten Wizard nicht valide Modelle erzeugt werden. Der Edi-
tor enthält unbrauchbare Ansichten, kann keine Optimierungsergebnisse darstellen
und das Menü bietet keine Möglichkeit eine Optimierung zu starten. Die generierten
Implementierungen müssen deshalb angepasst werden. Das Programmiermodell von
EMF sieht hierfür die direkte Änderung des generierten Quelltexts vor, wobei geän-
derte Methoden durch die Auszeichnung @generated Not im Kommentar geschützt
werden.
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Wizard
Der Wizard ist in der Klasse VbpoDatamodelWizard realisiert, in der ein initiales
Modell erzeugt und an einem vom Benutzer spezifizierten Ort gespeichert wird. Seine
Benutzungsoberfläche ist in Abbildung 7.3 dargestellt.
Abb. 7.3: Benutzungsschnittstelle des Dialogs VBPO-Modell anlegen
Der Dialog basiert auf der von EMF erzeugten Implementierung, wurde aber wie
Listing 7.1 zeigt so erweitert, dass diese nun ein gültiges Modell initialisiert.
1 protected EObject createInitialModel () {
2 // ...
3 model.setFirm(vbpodatamodelFactory.createFirm ());
4 model.setCompetition(vbpodatamodelFactory.createCompetition ());
5 model.setCustomers(vbpodatamodelFactory.createCustomers ());
6 return model;
7 }
Listing 7.1: Erzeugung eines initialen VBPO-Modells
Nach Beendigung des Wizards wird das erzeugte Modell in einem Editor geöffnet.
Editor
Der Editor ist in der Klasse VbpoDatamodelEditor als MultiPageEditor realisiert
und bietet zwei Ansichten. Eine für die Manipulation eines Modells und eine wei-
tere für die Anzeige eines Optimierungsergebnisses. Abbildung 7.4 zeigt seine Be-
nutzungsschnittstelle. Sie besteht aus einem Editierbereich (1), der das Modell als
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(1) Editierbereich
(2) Eigenschaftsbereich
(3) Projektansicht
(4) Editor umschalten
Abb. 7.4: Benutzungsschnittstelle des VBPO-Editors
(3) Größe anpassen
(2) Blättern
(1) Exportieren
Abb. 7.5: Darstellung eines Optimierungs-Reports
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Baum darstellt, einem Eigenschaftsbereich (2), in dem die Eigenschaften der Model-
lelemente angepasst werden können, einer Projektansicht (3), in der die Ressourcen
eines Projekts verwaltet werden können und einer Möglichkeit, zwischen Editor und
der Anzeige von Optimierungsergebnissen umzuschalten (4).
Die Sicht zur Darstellung eines Optimierungsergebnisses zeigt Abbildung 7.5. Sie
zeigt das Ergebnis mithilfe der Komponente SWTJasperViewer als formatierten Re-
port an und bietet Möglichkeiten, durch ihn zu blättern (2) oder die Ansicht in
der Größe anzupassen (3). Für die Archivierung oder die Weitergabe eines Opti-
mierungsergebnisses ermöglicht sie es, den Report in gängigen Dateiformaten, wie
beispielsweise dem Portable Document Format (PDF), zu exportieren (1).
Optimierung konfigurieren und starten
Über einen Konfigurationsdialog (Abbildung 7.6) kann die Implementierung des Al-
gorithmus ausgewählt und konfiguriert werden. Zu einer Konfiguration gehören die
Abb. 7.6: Konfigurationsdialog des Optimierungsalgorithmus
maximale Anzahl an Iterationen, die Start- und Endtemperatur, ein Abkühlungspara-
meter α, die Anzahl an Iterationen ohne Verbesserung, nach denen der Algorithmus
abbricht und der Verbesserungsparameter δ.
Die Optimierung wird über den in Abbildung 7.7 dargestellten Menüeintrag gestar-
tet, der durch eine Action in EditingDomainActionBarContributor realisiert ist.
Die Optimierung läuft in einem eigenen Ausführungsstrang (engl. thread), wobei ein
Fortschrittsbalken den Stand der Optimierung anzeigt. Bevor die Optimierung ge-
startet wird, wird das Eingabemodell validiert. Das Ergebnis eines Optimierungslaufs
wird in ein Objekt vom Typ ResultBean gewandelt.
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Abb. 7.7: Menüeintrag zum Starten der Optimierung
ResultBean
JasperReport ist in der Lage, Daten darzustellen, die durch gewöhnliche Java-Klassen
(Plain Old Java Objects (POJO)) repräsentiert sind. Diese Möglichkeit wird mit
der Klasse ResultBean genutzt. Sie aggregiert die darzustellenden Ergebnisse der
Optimierung. Für jeden Aspekt des Reports gibt es eine gesonderte Klasse. So enthält
beispielsweise ein Objekt der Klasse Impact die Auswirkung eines Systems, eines
Merkmals oder eines Assets auf den Gewinn (Abbildung 7.8).
nrOfProducts:int
nrOfAssets:int
nrOfSystems:int
nrOfSegments:int
nrOfFeatures:int
possibleProfit:double
ResultBean
name:String
impact:double
Impact
*1 systems
*1 features
*1 assets
product:String
segment:String
price:double
ProductSegmentAssignment
product:String
features:String[]
price:double
ProductFeatures
*
1 assignments
*
1
productFeatures
Abb. 7.8: Diagramm der Klasse ResultBean
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7.4.2 ACA-PE-Editor
Das Bundle acape.datamodel.editor fügt der Eclipse-IDE einen Wizard für das
Anlegen von Modelldateien, einen Editor für die Anzeige und Manipulation von ACA-
PE-Konfigurationen und ein Menü zum Starten einer Generierung und dem Import
hinzu. Wie beim Spezifikationseditor wird auch hier eine Rumpfimplementierung des
Wizards, des Editors und des Menüs aus einem in der Komponente acape.datamodel
spezifizierten Meta-Modell (Anhang C.1) generiert.
Der Wizard ist so angepasst, dass ein Modell valide initialisiert wird. Der generierte
Editor erfüllt die Anforderungen und wird ohne Anpassungen übernommen.
Dem Menü wurde ein Eintrag für den Import eines Merkmalmodells und ein Eintrag
zum Starten der Generierung einer Konfiguration hinzugefügt (Abbildung 7.9).
Abb. 7.9: Menü für den Merkmalmodellimport und die Generierung
Der Benutzer kann Merkmalmodelle im FaMa-Format über den in Abbildung 7.10
dargestellten Dialog importieren und so initiale ACA-PE-Konfigurationen erzeugen.
Die Modell-zu-Text-Transformation ist mit einer Xpand-Schablone realisiert, die in
Auszügen in Listing 7.2 dargestellt ist.
1 <<IMPORT acape >>
2 <<DEFINE main FOR ACAPEDataModel ->>
3 <<FILE "configuration.yml"->>
4 # Initialization file of ACA -PE for the survey <<name >>.
5 <<EXPAND attribute FOREACH attributes >>
Listing 7.2: Schablone der ACA-PE-Konfigurationsdatei
Xpand wird direkt in der Methode generate() der Klasse AcapeActionBar-
Contributor mit der Schablone initialisiert und mit einem übergebenen ACAPEData-
Model gestartet (Listing 7.3).
1 private void generate(ACAPEDataModel model) {
2 // Konfiguration von Xpand ...
3 XpandFacade facade = XpandFacade.create(execCtx );
4 facade.evaluate(TEMPLATE_PATH , model);
5 }
Listing 7.3: Konfigurieren und Starten des Modell-zu-Text-Generators
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Abb. 7.10: Datei-Auswahl-Dialog zum Importieren eines Merkmalmodells
7.4.3 Anwendungskern
Das Bundle vbpo steuert selbst nichts zur Benutzungsoberfläche der Eclipse-IDE
bei, sondern wird über den Spezifikationseditor aufgerufen. Dafür stellt sie die Klasse
Runner bereit, die als Fassade für die Komponente fungiert. Die bei einem Optimie-
rungslauf beteiligten Objekte sind im Sequenzdiagramm in Abbildung 7.11 dargestellt.
Ihre Klassen und deren Verantwortlichkeiten werden nachfolgend kurz vorgestellt.
Runner
Eine Optimierung wird über die Methode optimize() der Klasse Runner gestartet, in
der Opt4J konfiguriert und anschließend gestartet wird. In der Konfiguration werden
die Implementierungen festgelegt, mit denen ein Optimierungslauf durchgeführt wer-
den soll. Es wird festgelegt, welcher Optimierungsalgorithmus verwendet wird, wie
eine initiale Lösung und anschließend dazugehörige Nachbarn erzeugt werden, wie
das Ergebnis einer Iteration in eine Lösung konvertiert wird und wie eine gefundene
Lösung bewertet wird. Für jede dieser Konfigurationsoptionen wurde im Rahmen der
Arbeit eine spezielle Komponente für die Lösung des SPPD implementiert.
Nachdem ein Optimierungslauf abgeschlossen ist, liefert die Methode optimize()
eine gefundene Lösung an den Aufrufer zurück. Das zu lösende SPPD wird mit einer
Instanz der Klasse VbpoProblemDescription beschrieben.
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:Runner :VbpoCreator:SimulatedAnnealing :VbpoEvaluator:VbpoNeighbor :VbpoDecoder
run(:PD*)
create()
neighbor()
decode()
evaluate()
:VbpoGenotype
:VbpoGenotype
:Solution
:Objective
loop
:Solution
*PD: VBPOProblemDescription
Abb. 7.11: Beteiligte Objekte eines Optimierungslaufs (UML-Sequenzdiagramm)
VbpoProblemDescription
Die Klasse VbpoProblemDescription umfasst die drei inneren Klassen Customer,
Competition und Firm. Die Klasse Customer enthält Felder für die Zahlungsbereit-
schaften der Kunden und die Größe der Kundensegmente. Die Klasse Competition
enthält ein Feld mit den Nettonutzen der besten Konkurrenzprodukte jedes Seg-
ments. Die Klasse Firm enthält Felder für die variablen Kosten jedes Produkts (Cv),
die Kosten für die Erstellung eines Systems (Cf), die Kosten für die Erstellung ein-
zelner Assets (Ca) und ein Feld (a), das die Zuordnung von Assets und Produkten
vornimmt.
VbpoGenotype
Die Optimierung wird nicht direkt auf einer VbpoProblemDescription durchgeführt,
sondern auf einem VbpoGenotype, der eine abstrakte Repräsentation der Strukturva-
riablen ist. Bei der Optimierung sind die Preise und die Produkt-Segment-Zuordnung
ungebunden und können variiert werden. Die beiden weiteren ungebundenen Variablen
r und y des mathematischen Programms des SPPD sind von den Strukturvariablen p
und x abhängig, wenn sie die Nebenbedingungen 6.9 und 6.12 erfüllen. Das Genom
umfasst deshalb ausschließlich ein double-Feld für die Preise und ein zweidimensio-
nales boolesches Feld für die Produkt-Segment-Zuordnungen. Ein Objekt vom Typ
VbpoGenotype ist damit eine abstrakte Repräsentation einer Lösung.
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VbpoCreator und VbpoDecoder
Ein initiales, gültiges VbpoGenotype wird von VbpoCreator aus einer VbpoProblem-
Description erzeugt. Nach jeder Iteration muss das neue Genom evaluiert werden,
wofür es in ein Objekt vom Typ Solution gewandelt werden muss. Die Umwandlung
erfolgt durch einen VbpoEvaluator.
VbpoNeighbor
Objekte vom Typ VbpoNeighbor erzeugen Nachbarschaftslösungen. Opt4Js Stan-
dardimplementierung der simulierten Abkühlung bezieht bei der Erzeugung der Nach-
barschaft kein Domänenwissen ein, sondern erzeugt neue Nachbarn rein zufällig. Ne-
benbedingungen können so erst nach Erzeugung einer Lösung geprüft werden, was
zu massiver Laufzeitverschlechterung führt. Deshalb wird bei der vorliegenden Imple-
mentierung, soweit möglich, schon bei der Erzeugung der Nachbarschaft darauf ge-
achtet, dass die Nebenbedingungen des Optimierungsproblems nicht verletzt werden.
Dies vermeidet Iterationen mit ungültigen Genomen, die sonst bei der Auswertung
mit Bestrafungsfunktionen aussortiert werden müssten. Listing 7.4 zeigt die Methode
neighbor() zur Erzeugung der Nachbarschaft eines Genoms.
1 public void neighbor(Genotype genotype) {
2 VbpoGenotype genotype = (VbpoGenotype) genotype;
3 if(random.nextBoolean ()){
4 neighborX(genotype );
5 }else{
6 neighborP(genotype );
7 }
8 }
Listing 7.4: Erzeugen einer Nachbarschaftslösung
Zunächst wird zufällig ausgewählt, ob die Produkt-Segment-Zuordnung (4) oder der
Preis (6) geändert wird. Im ersten Fall wird die Methode neighborX() aufgerufen,
die in Listing 7.5 dargestellt ist.
1 protected void neighborX(VbpoGenotype genotype ){
2 int i = random.nextInt(numberOfSegments );
3 int change = random.nextInt(numberOfProducts );
4 for(int j = 0; j < numberOfProducts; j++){
5 genotype.setX(i, j, j == change );
6 }
7 }
Listing 7.5: Nachbarn durch Änderung der Produkt-Segment-Zuordnung erzeugen
In der Methode neighborX() wird zufällig das zu ändernde Segment und das zu än-
dernde Produkt gewählt. Da jedes Segment nur genau ein bestes Produkt hat6, kann
6Vgl. dazu Abschnitt 6.3.2
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auch nur ein wahrer Eintrag in jeder Zeile enthalten sein (5). Diese Nebenbedingung
ist durch die vorliegende Implementierung immer erfüllt.
Änderungen am Preis führt die Methode neighborP() in Listing 7.6 durch.
1 protected void neighborP(SPLGenotype genotype ){
2 int r = 1 + random.nextInt(genotype.getP (). size() - 1);
3 double value = 0.0d;
4 value = genotype.getP ().get(r) +
5 random.nextDouble () * description.priceStep(r);
6 genotype.getP ().set(r, value );
7 normalize.normalize(genotype.getP ());
8 }
Listing 7.6: Nachbarn durch Änderung eines Preises erzeugen
Der zu ändernde Preis wird zufällig gewählt, wobei aber der Preis des Null-Produkts
niemals geändert wird, da er immer auf Null gesetzt bleibt (1).7 Anschließend wird der
gewählte Preis um einen zufälligen Betrag erhöht (3) und dem Genom wieder zuge-
wiesen (5). Der Betrag wird dabei maximal in Höhe des konfigurierten Preisschritts
geändert. Abschließend wird das Genom normalisiert, indem Preise außerhalb der
Preisspanne wieder auf die untere Grenze gesetzt werden (6).
In Abschnitt 6.6 wird eine hybride Implementierung der simulierten Abkühlung
mit einem zusätzlichen linearen Optimierungsschritt für das Auffinden der optimalen
Preise für eine gegebenes x diskutiert. Sie ist als spezielle Implementierung der Klasse
VBPONeighbor in der Klasse VbpoLinOpNeighbor realisiert.
VbpoLinOpNeighbor
Die Klasse VbpoLinOpNeighbor spezialisiert die Klasse VbpoNeighbor und über-
schreibt die Methoden neighbor() und neighborP(). In dieser Implementierung
werden nun die optimalen Preise für jede Nachbarschaftslösung mit Hilfe des Simplex
Algorithmus neu bestimmt. Der Simplex Algorithmus wird aus der Bibliothek Apache
Commons Math [Apache Software Foundation, 2011a] verwendet. Diese erwartet ei-
ne Zielfunktion und Nebenbedingungen, die aus der VbpoProblemDescription und
der aktuellen Produkt-Segment-Zuordnung erzeugt werden und dem aufgestellten
Problem in Abschnitt 6.6 entsprechen.
Solution
Eine Lösung des SPPD wird mit einem Objekt der Klasse Solution dargestellt. Eine
Solution enthält die gefundene Produkt-Segment-Zuordnung x und die gefundenen
Preise p. Außerdem besitzt die Klasse Funktionen zum Berechnen des Erlöses, der
Gesamtkosten der Wiederverwendungsinfrastruktur, der Kosten der Systeme und,
7Vgl. dazu Abschnitt 6.3.2.
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daraus abgeleitet, den möglichen Gewinn. Auch die Berechnung des Einflusses von
Systemen und Assets auf den Gewinn findet hier statt.
VbpoEvaluator
Die Auswertung einer Solution geschieht in der Methode evaluate(), welche die
Zielfunktion des Optimierungsproblems implementiert. Grundsätzlich gibt sie die Hö-
he des mit einer Lösung erzeugten Gewinns zurück. Da bei der Erzeugung der Nach-
barn eines Genoms die Bedingungen 6.10 und 6.11 noch nicht sichergestellt sind
– denn sie beruhen auf den freien Variablen –, muss die Auswertung beide Nebenbe-
dingungen einbeziehen. Dies geschieht durch die Implementierung einer Straffunktion.
Im einfachsten Fall würde eine Straffunktion den realisierten Gewinn auf 0 set-
zen, sobald eine der beiden Bedingungen nicht erfüllt ist. Lösungen könnten so aber
nicht mehr unterschieden werden. Eine Lösung, bei der nur noch einem Segment ein
suboptimales Produkt zugewiesen ist, ist sicher besser als eine Lösung, bei der noch
kein Segment ein optimales Produkt erhalten hat. Der Algorithmus könnte bessere
Lösungen so nicht mehr erkennen. Auf der anderen Seite darf eine ungültige Lösung
aber in keinem Fall besser sein, als irgendeine gültige Lösung.
Das SPPD ist so spezifiziert, dass der Gewinn im schlechtesten Fall 0 ist. Um
ungültige Lösungen eindeutig von gültigen Lösungen zu unterscheiden, kann des-
halb der gesamte Bereich der negativen Zahlen genutzt werden. Ungültige Lösungen
können deshalb mit einem negativen Gewinn versehen werden, der je nach Grad der
Verletzung ausfällt. Es werden die Verletzungen der beiden Nebenbedingungen 6.10
und 6.11 des SPPD gezählt. Gibt es Segmente, die durch Kauf bei der Konkurrenz
einen höheren Nettonutzen erzielen (Nebenbedingung 6.11) oder denen nicht das für
sie den Nettonutzen maximierende Produkt zugewiesen ist (Nebenbedingung 6.10),
dann wird der Zielwert bestraft. Der gefundene Gewinn wird umso kleiner, je mehr
Verletzungen vorliegen (Listing 7.7).
1 private double calculatePenaltyProfit(double profit ,
2 int suboptimalSegments , int segmentsBuyingFromComp ){
3 double _profit = 0.0d;
4 _profit = profit < 0.0d ? profit : (-1* profit) *
5 (suboptimalSegments + segmentsBuyingFromComp );
6 return _profit;
7 }
Listing 7.7: Berechnen des bestraften Zielwerts
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7.5 Test
Alle drei Komponenten wurden Tests unterzogen. Zunächst wurden parallel zur Ent-
wicklung der Komponenten funktionale Komponententests erstellt und durchgeführt.
Für den Spezifikationseditor und den ACA-PE-Editor wurden zusätzlich heuristische
Tests der Gebrauchstauglichkeit nach den Heuristiken von Nielsen [1994] von zwei
Master-Studierenden des Studiengangs Wirtschaftsinformatik durchgeführt, die in
der Durchführung von Gebrauchstauglichkeits-Tests geschult sind. Die Tests sollen
sicherstellen, dass die in Kapitel 8.3 beschriebene qualitative empirische Evaluation
des Ansatzes mit dem Prototypen im Unternehmenskontext durchgeführt werden
kann. Während der Evaluation erkannte Probleme der Gebrauchstauglichkeit wurden
behoben.
Da die in der Komponente vbpo implementierten Optimierungsalgorithmen einen
heuristischen Ansatz verfolgen, ist nicht garantiert, dass sie immer das optimale
Ergebnis finden. Wie die Güte der gefundenen Lösungen ist, wird in der Evaluation
in Abschnitt 8.2 geprüft.
7.6 Zusammenfassung
Im vorangegangenen Kapitel wurde ein Software-Prototyp für die Unterstützung der
WB-PO vorgestellt. Für ihn wurden, ausgehend von den Aufgaben der WB-PO,
Anforderungen zusammengetragen, anhand derer mögliche Bibliotheken und Frame-
works für seine Umsetzung identifiziert und ein Entwurf des Prototyps vorgenommen
wurde. Anschließend wurde die Implementierung vorgestellt. Der Prototyp unter-
stützt alle Aufgaben der WB-PO und implementiert insbesondere den in Kapitel 6
im Detail entwickelten Optimierungsansatz. Der Prototyp hat damit gezeigt, dass
der Optimierungsansatz prinzipiell softwaretechnisch umsetzbar ist. Im nun folgen-
den Kapitel soll unter seiner Zuhilfenahme eine Evaluation des gesamten Ansatzes
vorgenommen werden.
8 Evaluation
In den Abschnitten 2.3.3 und 2.5.3 wurde gezeigt, dass es für einen Software-Anbieter
in den meisten Fällen lohnend ist, eine wertorientierte Differenzierung seines Produkt-
Portfolios und seiner Preise vorzunehmen. Auf diese Feststellung aufbauend, wurde in
Kapitel 4 eine Methode zur WB-PO entwickelt, die einen Anbieter bei der Umsetzung
der Differenzierung unterstützt. Die Methode umfasst verschiedene Aufgaben, die
Arbeitsergebnisse verwenden und erzeugen. Zentrale Aufgabe ist die Optimierung,
die durch Heuristiken realisiert ist. Dass die Aufgaben der WB-PO und die dafür
entwickelten Algorithmen umsetzbar sind, hat die Implementierung des Prototypen
in Kapitel 7 gezeigt.
Was bisher nicht gezeigt wurde, ist wie die WB-PO in den in Abschnitt 3.3 be-
schriebenen Szenarios bei SPL eingesetzt werden können, wie die Optimierungsalgo-
rithmen skalieren und ob die entwickelte Methode von Software-Anbietern akzeptiert
wird. Dies soll in diesem Kapitel geschehen. Dazu werden zunächst drei Szenarios bei
SPL nachvollzogen und gezeigt, wie die WB-PO jeweils eingesetzt wird. Anschließend
werden die Ergebnisgüte und die Skalierbarkeit der Optimierungsalgorithmen anhand
von Simulationsdaten untersucht. Abschließend erfolgt die Evaluation der Akzeptanz
durch eine Expertenbefragung.
8.1 Demonstration
Die Anwendbarkeit der WB-PO in den Szenarios bei SPL wird im nachfolgenden Ab-
schnitt anhand des schon mehrfach in der Literatur verwendeten Web-Shop-Beispiels
[Antkiewicz u. Czarnecki, 2004; Czarnecki u. Kim, 2005; Sewerjuk, 2008; Guana u.
Correal, 2011] demonstriert, das schon in den Abschnitten 5.3 und 6.5 der Illus-
tration diente. Die in der Demonstration verwendeten Daten sind dem Beispiel aus
Abschnitt 5.3 entnommen, wobei nun dargestellt wird, wie die WB-PO unter Ver-
wendung des Prototyps in den Szenarios eingesetzt wird.1
Die von Böckle u. a. [2004] identifizierten Szenarios2 können gruppiert werden.
In den Szenarios Eins und Zwei wird ein initiales Produkt-Portfolio geplant. In den
1Die Daten sind unter http://code.google.com/p/gilbreth/ (letzter Abruf 16.09.2011) ver-
fügbar.
2Vgl. dazu Abschnitt 3.3.
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Szenarios Fünf und Sechs ist eine Erweiterung des Produkt-Portfolios geplant. Das
siebte Szenario bildet den Fall der Änderung der Marktbedingungen ab.
Die Demonstration der WB-PO und des Prototyps erfolgt anhand dieser drei Grup-
pen. Zunächst wird ein initiales Produkt-Portfolio aufgestellt, das anschließend erwei-
tert und abschließend an sich ändernde Marktbedingungen angepasst wird. Es wird
gezeigt, wie der Prototyp genutzt werden kann, um Entscheidungen innerhalb der
jeweiligen Szenarios zu unterstützen.
Aufstellung eines Produkt-Portfolios
Ein Anbieter plant Web-Shop-Systeme zu vertreiben und hat dafür mögliche Pro-
duktkonfigurationen identifiziert, für die er wissen möchte, welche er in sein Produkt-
Portfolio aufnehmen soll, um seinen Gewinn zu maximieren. Der Anbieter hat die in
Abbildung 6.1 auf Seite 130 dargestellten Merkmale möglicher Produkte identifiziert.
In einer initialen Marktstudie, beispielsweise mit der CA, hat er zwei Segmente iden-
tifiziert. Ein Segment umfasst die semi-professionellen Nutzer (S1) und eines enthält
die professionellen Nutzer (S2). Beide Segmente unterscheiden sich hinsichtlich ihrer
Anforderungen und Zahlungsbereitschaften. Der Anbieter plant, die Produkte seines
Portfolios auf Basis einer SSF zu realisieren. Dafür muss er eine Wiederverwen-
dungsinfrastruktur aufbauen, die nach einer ersten Analyse aus vier Assets besteht.
Die Kosten und Zahlungsbereitschaften sind in Tabelle 6.1 auf Seite 130 zusam-
mengetragen. Der Anbieter möchte nun wissen, welche Produkte er in sein Portfolio
aufnehmen, zu welchen Preisen er die Produkte anbieten und welche Assets und
Systeme er als erstes entwickeln soll.
Um hierfür eine Entscheidungsunterstützung zu erhalten, müssen die in den Ak-
tivitäten Kunden analysieren, Kosten analysieren und Konkurrenz analysieren ge-
sammelten Daten in den Editor eingetragen werden (Abbildung 8.1). Nachdem der
Optimierungslauf beendet wurde, kann der Report ausgewertet werden (Anhang C
auf Seite 231). Er gibt Aufschluss über die für die jeweiligen Segmente optimalen
Produkte, die Auswirkung einzelner Systeme auf den Gewinn und, damit verbunden,
die Auswirkung der Assets der Wiederverwendungsinfrastruktur.
Erwartet der Anbieter, wie in Szenario Zwei, dass neue Kundensegmente hinzu-
kommen, die andere optimale Produkte besitzen, so können diese erwarteten Kun-
densegmente mit in die Analyse aufgenommen werden. Damit kann geklärt werden,
ob die Investition in eine Wiederverwendungsinfrastruktur mittelfristig rentabel ist,
auch wenn dies aufgrund der Kosten für die Etablierung der Wiederverwendungsin-
frastruktur mit einem initialen Produkt-Portfolio nicht der Fall ist.
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Portfolio einführen
Geänderte Marktbedingungen
Portfolio erweitern
Optimierung starten
Abb. 8.1: Einträge der Szenarios im Editor des Prototyps
8. Evaluation 161
Erweiterung des Produkt-Portfolios
Wurden neue Kundensegmente identifiziert, stellt sich die Frage, was für neue Pro-
dukte in das Produkt-Portfolio aufgenommen werden sollen. Identifiziert der Web-
Shop-Anbieter beispielsweise ein neues Kundensegment Online-Textil-Drucker, die
einen Web-Shop für den Vertrieb kundenindividuell angepasster Textilien betreiben,
dann kann er hierfür die WB-PO verwenden, um unter Berücksichtigung der bisher
vorhandenen Produkte in seinem Portfolio, die optimalen neuen Produkte und deren
Preise zu identifizieren.
Das Kundensegment Online-Textil-Drucker benötigt das Merkmal Konfigurator.
Der Anbieter zieht deshalb in Betracht, sein Produkt-Portfolio, wie in Abbildung 8.2
dargestellt, zu erweitern.
Produktkatalog
Web Shop
Forum Kundenverwaltung
AuthentifikationKatalogverwaltung Vorschlagsystem
Konfigurator
Abb. 8.2: Web Shop SPL als Merkmaldiagramm
Um mit dem Prototyp herauszufinden, ob sich die Investition in das neue Kunden-
segment lohnt, muss der Anbieter die Zahlungsbereitschaften des Kundensegments
Online-Textil-Drucker ermitteln, die Kosten für die Realisierung eines Web-Shops
mit Konfigurator schätzen und eine Marktanalyse für Web-Shops mit Konfigurator
durchführen. Die für die bisher entwickelten Systeme angefallenen Kosten dürfen im
Modell nicht mehr berücksichtigt werden, da sie versunkene Kosten sind, welche die
Entscheidung nicht mehr beeinflussen3. Nach einem Optimierungslauf wird dem neu-
en Kundensegment das gewinnoptimale Produkt zugewiesen. Ist es nicht rentabel,
das Segment zu bedienen, dann wird ihm das Null-Produkt zugewiesen.
Im Beispiel ist das Kundensegment Online-Textil-Drucker bereit, 2.000,00e mehr
als das Kundensegment der professionellen Nutzer auszugeben, wenn der Web-Shop
zusätzlich einen Konfigurator besitzt. Ein Web-Shop ohne Konfigurator ist für On-
line-Textil-Drucker nutzlos, weshalb sie dafür eine Zahlungsbereitschaft von 0,00e
besitzen. Abbildung 8.1 zeigt den Editor mit der um das zusätzliche Segment er-
weiterten Konfiguration. Das Beispiel ergibt, dass für das Segment ein Web-Shop
mit Kundenverwaltung, Vorschlagsystem und Produkt-Konfigurator optimal ist. Das
3Vgl. dazu Abschnitt 2.1.3.1.
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Segment hätte zwar eine höhere Zahlungsbereitschaft (+200,00e) für einen Web-
Shop mit Forum, da dieses Merkmal aber noch nicht realisiert ist, müsste es erst
neu erstellt und zusätzlich in das System eingebaut werden. Dies verursacht zusätzli-
che Kosten in Höhe von 10.000,00e für die Komponente Forum und 1500,00e für
die Wiederverwendung der Komponente. Diese Kosten sind durch die Zahlungsbe-
reitschaft des Segments nicht gedeckt, weshalb auf die vorhandenen Komponenten
zurückgegriffen wird und nur die Komponente Konfigurator neu erstellt wird.
Reaktion auf geänderte Marktbedingungen
Ändern sich die Marktbedingungen des Markts für Web-Shops, hat der Anbieter aber
seine Wiederverwendungsinfrastruktur schon implementiert, dann stellt sich ihm die
Frage, ob er trotzdem die geplanten Systeme erstellt und die Produkte anbietet,
oder ob er die Investition stoppt. Hier muss der Anbieter die Marktdaten, also die
Zahlungsbereitschaften der Kunden oder die Preise der Konkurrenz, an die neuen Ge-
gebenheiten anpassen. Die bisher angefallenen Kosten für Investitionen in die Wie-
derverwendungsinfrastruktur sind versunken und dürfen bei der Optimierung nicht
mehr berücksichtigt werden. Sie müssen aus dem Modell entfernt werden. Mit dem
geänderten Modell kann ein erneuter Optimierungslauf gestartet werden, der zeigt,
ob sich die Fortsetzung der Investition auch bei geänderten Marktbedingungen noch
lohnt. Wenn nicht, dann wird jedem Segment das Null-Produkt zugewiesen.
Tritt im Beispiel ein neuer Marktteilnehmer auf, nachdem eine Komponente für
den Konfigurator implementiert wurde, der ein Web-Shop-System mit Konfigurator
zu einem sehr niedrigen Preis anbietet, dann stellt sich die Frage, ob der Anbieter
die Entwicklung zu einem fertigen Produkt weiterführt, oder abbricht. Hier kann er
die Preise des neuen Konkurrenten in das Modell aufnehmen und prüfen, ob sich die
Investition in das Kundensegment Online-Textil-Drucker noch lohnt (Abbildung 8.1).
8.2 Ergebnisgüte und Skalierbarkeit
Die Aufgabe der Optimierung wird bei der WB-PO durch auf Heuristiken beruhende
Algorithmen unterstützt, da aufgrund der Komplexität des SPPD eine exakter Lö-
sungsalgorithmus nicht anwendbar ist. Als Heuristik kommt die simulierte Abkühlung
zum Einsatz. Da sie ein optimales Ergebnis nicht garantiert, stellt sich die Frage,
wie gut sie für das SPPD arbeitet. Im nachfolgenden Abschnitt wird experimentell
geprüft, wie gut die entwickelten Algorithmen für die Lösungsfindung geeignet sind.
Die Ergebnisgüte kann am Gewinn festgemacht werden, der bei der Optimierung
ermittelt wird. Je näher dieser an der wahren maximalen Lösung ist, desto besser
ist das Resultat der Heuristik. Die Frage, die sich stellt ist, wie die Güte der von
den Algorithmen erzeugten Lösungen bewertet werden kann, wenn sie doch erst eine
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Lösung erzeugen, die zuvor nicht existierte? Eine Möglichkeit ist, durch Vollenume-
ration die wahre optimale Lösung für ein Test-Problem zu finden. Dieser Ansatz kann
aufgrund des exponentiellen Charakters des Problems aber nur für sehr kleine Um-
fänge in einem handhabbaren Zeitrahmen durchgeführt werden: Eine andere Lösung
wird benötigt.
Eine Idee liefert Moorthy [1984], die von Fruchter u. a. [2006, S.238 ff.] aufgegrif-
fen und konkretisiert wurde. Die Idee ist, keine beliebigen Probleme für die Evaluation
heranzuziehen, sondern genau die, für die eine optimale Lösung auch auf analytischem
Wege ermittelt werden kann. Fruchter u. a. [2006] haben den Ansatz für das einfache
PLD ohne Fixkosten umgesetzt.
Nachfolgend soll ihr Ansatz für das SPPD adaptiert werden, wofür zunächst Fruch-
ters Ansatz vorgestellt und dann an das SPPD angepasst wird. Anschließend wird
eine Implementierung eines Testtreibers und eines Testdatengenerators vorgestellt,
die im letzten Abschnitt für die Evaluation verwendet werden.
8.2.1 Theoretisches Testdaten-Modell
Das theoretische Modell der Testdaten muss so gestaltet sein, dass eine optimale
Lösung auf analytischem Weg gefunden werden kann. Da das PLD im Allgemeinen
diese Eigenschaft nicht erfüllt, müssen weitere Bedingungen und Annahmen hinzu-
gefügt werden, die es ermöglichen, das Problem analytisch zu lösen. Unter diesen
Voraussetzungen können dann die Parameter des Problems berechnet und für die
Evaluation verwendet werden.
8.2.1.1 Testdaten-Modell für das einfache PLD
Fruchter u. a. [2006, S.238 ff.] entwerfen folgendes Testdaten-Modell für das PLD:
Das Modell besteht wie das ursprüngliche PLD4 aus einem Markt mit m Kundenseg-
menten, auf dem ein Anbieter plant, n Produkte anzubieten. Ein Kundensegment i
hat eine Zahlungsbereitschaft von ui j für Produkt j . Der Verkauf eines Produkts j
verursacht Kosten kvj . Das Modell wird eingeschränkt. Es wird angenommen, dass
ui j = i · bj , (8.1)
wobei bj ∈ R Variablen sind, die analytisch bestimmt werden müssen, um den maxi-
malen Gewinn zu finden. Es wird weiter angenommen, dass b1 ≤ b2 ≤ · · · ≤ bj ≤ bn
eine monoton steigende Folge ist. Die Kosten sind definiert als kvj = κ · b2j . Der Pa-
rameter 0 < κ ≤ 1 ist ein frei wählbarer Parameter, mit dem die Differenz zwischen
der Zahlungsbereitschaft der Kunden und den Kosten gesteuert werden kann.
4Vgl. dazu Abschnitt 6.2.2.
8. Evaluation 164
Das PLD verhindert durch die Nebenbedingungen 6.2–6.4 eine Kannibalisierung
zwischen Kundensegmenten. Simulierte Testdaten müssen diese Eigenschaft im Op-
timum ebenso erfüllen. Dazu werden die simulierten Daten so gestaltet, dass je-
dem Segment ein eigenes optimales Produkt mit dem dazugehörigen Preis zugeord-
net ist. Es gilt also zum einen, dass m = n ist. Zum anderen müssen die Prei-
se so gestaltet sein, dass der Nettonutzen eines Produkts j für ein Kundenseg-
ment i maximal ist. Da bj eine monoton steigende Folge ist, können die Preise
wie folgt definiert werden, um diese Eigenschaft zu erfüllen: p0 = 0, p1 = u11 = b1,
p2 = p1 + u22 − u21 = b1 + 2b2 − 2b1 = 2b2 − b1, allgemein:
pj = pj−1 + uj j − uj j−1︸ ︷︷ ︸
Zusätzlicher Nutzen von j
. (8.2)
Der Preis pj ist damit eine Funktion f (b1, b2, . . . , bj) der bj . Negative bj bedeuten
also einen Verlust für den Anbieter. Ist ein bj < 0, dann muss es auf 0 gesetzt werden,
um die Forderung des PLD nach nicht-negativen Preisen zu erfüllen [Fruchter u. a.,
2006, S. 239]. Die Zielfunktion des PLD ist mit den von bj abhängenden Preisen aus
Gleichung 8.2:
max
b1,b2,...,bn
G =
n∑
j=1
(pj − cj) =
n∑
j=1
(f (b1, b2, . . . , bj)− κb2j ).
Der Gewinn hängt nun ausschließlich von den bj als unabhängige Variablen ab. Der
maximale Gewinn ergibt sich deshalb durch partielles Ableiten nach den bj :
∂G
∂bj
=
∂
∑n
j=1(f (b1, b2, . . . , bj)− κb2j )
∂bj
!
= 0 ∀j.
In Anhang B.4 ist an einem Beispiel die Berechnung der Testdaten auf Grundlage
des Modells demonstriert.
Das vorgestellte Testdaten-Modell von Fruchter u. a. [2006] berücksichtigt jedoch
nur das einfache PLD ohne Fixkosten und unterschiedlich große Segmente. Damit
der Ansatz für die Evaluation der WB-PO verwendet werden kann, muss er für das
SPPD angepasst werden.
8.2.1.2 Testdaten-Modell für das SPPD
Der Ansatz von Fruchter u. a. [2006] muss um Fixkosten k fj und Segmentgrößen qi
erweitert werden, ohne dabei die analytische Lösbarkeit des Problems zu verlieren.
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Zunächst wird aber angenommen, dass keine Assets gebaut werden (kwinl = 0 ∀l).
Weiterhin wird die Segmentgröße qi eingeführt, die definiert ist als
qi = i .
Da im Ausgangsmodell die optimalen Produkte bei i = j definiert sind, steigt qi
monoton mit bj und verursacht so keine strukturellen Änderungen im Modell. Um das
Gesamtergebnis des Testdaten-Modells nicht zu verändern, werden keine zusätzlichen
Kosten eingeführt, sondern die im Ausgangsmodell vorhandenen Kosten kvj aufgeteilt,
sodass ein Teil als Fixkosten und ein anderer Teil als variable Kosten in das Modell
eingehen. Die variablen Kosten kvj im Ausgangsmodell sind definiert als κ · b2j . Sie
werden nun auf Fix- und variable Kosten aufgeteilt. Wie hoch die jeweiligen Anteile
der Fix- und der variablen Kosten sind, muss mit einem Parameter 0 ≤ ν ≤ 1
festgelegt werden. Damit ergibt sich
kvj +
k fj
qj
= κ · b2j ,
kvj = νk
f
j ∀j.
Durch Umstellen, Einsetzen und Auflösen ergeben sich folgende Fix- und variable
Kosten für das SPPD
kvj =
jνκ
1 + jν
b2j ,
k fj =
jκ
1 + jν
b2j ∀j.
Die ermittelten Parameter in die Zielfunktion des SPPD (Gleichung 6.7) ein-
gesetzt, ergeben die zu maximierende Gewinnfunktion des Testdaten-Modells des
SPPD.
max
b1,b2,...,bn
G =
n∑
j=1
j(f (b1, b2, . . . , bj)− jνκ
1 + jν
b2j )−
n∑
j=1
jκ
1 + jν
b2j + 0.
Die Gewinnfunktion kann nun analog zu dem Vorgehen im Ausgangsmodell partiell
abgeleitet werden, um so die optimalen bj zu ermitteln, mit denen anschließend die
Zahlungsbereitschaften und Kosten berechnet werden können.
Wie schon am kleinen Beispiel in Anhang B.4 zu sehen ist, nimmt die Komplexität
der Berechnung vor allem auf Grund der rekursiven Definition der Preise schnell zu.
Umfangreiche Testdaten können deshalb nur mit Softwareunterstützung auf Basis
des Testdaten-Modells erzeugt werden. Im nachfolgenden Abschnitt wird hierfür ein
Testdatengenerator vorgestellt, der eigens für diesen Zweck entwickelt wurde.
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8.2.2 Testtreiber und Testdatengenerator
Ein Testdatengenerator soll für einen gegebenen Umfang des SPPD unter Verwen-
dung des in Abschnitt 8.2.1.2 vorgestellten Testdaten-Modells ein Objekt vom Typ
VbpoProblemDescription5 erzeugen. Das Objekt kann dann als Eingabedatum für
einen Optimierungsalgorithmus verwendet werden.
Die optimalen Werte b∗j werden durch partielles Ableiten der Gewinnfunktion ge-
funden. Computer Algebra Systeme (CASs) unterstützen partielles Ableiten [Kosan,
2010]. Ein zur Gilbreth Toolsuite kompatibles CAS, das der Testdatengenerator zur
Erzeugung der Simulationsdaten verwenden kann ist MathPiper [MathPiper, 2011].
MathPiper liegt als Bibliothek vor, die Bestandteil einer CAS-Umgebung ist. Ihr
Kern ist ein Interpreter, der eine Zeichenkette mit Anweisungen in MathPiper -
Syntax entgegennimmt, evaluiert und das Ergebnis als Zeichenkette zurückliefert.
Der Testdatengenerator muss also
1. eine Zeichenkette erzeugen, die das Testdaten-Modell des SPPD für einen
gegebenen Umfang in MathPiper -Syntax repräsentiert,
2. die zurückgegebene Zeichenkette auswerten,
3. aus dem Ergebnis ein VbpoProblemDescription-Objekt erzeugen.
Diese Schritte sind vom Testdatengenerator implementiert. Die Implementierung ist
in der Gilbreth Toolsuite enthalten. Für das Beispiel in Anhang B.4 und einem ge-
wählten Parameter κ = 0.1 erzeugt er beispielsweise die Zeichenkette in Listing 8.1,
die von MathPiper ausgewertet wird.
1 [Unbind (*);
2 variables :={b1,b2,b3};
3 k:= 0.1;
4 p1:=b1;
5 p2:=p1+2*b2 -2*b1;
6 p3:=p2+3*b3 -3*b2;
7 equ:=(p1 -k*b1 ^2)+(p2 -k*b2 ^2)+(p3 -k*b3^2);
8 difResult := Differentiate ({b1,b2,b3}) equ;
9 count := 1;
10 solResult := {};
11 While(count <=3)[
12 result := Solve(difResult[count], variables[count ]);
13 rhs := EquationRight(result [1]);
14 solResult := Append(solResult , rhs);
15 count ++;];
16 solResult ;]
Listing 8.1: Beispielhaftes Testdaten-Modell in MathPiper-Syntax
5Vgl. dazu Abschnitt 7.4.3.
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In den Zeilen 1–6 werden die Parameter gebunden, um damit die Gewinngleichung
(7) zu definieren. Diese wird nach den bj partiell abgeleitet (8) und die optimalen b∗j
durch Nullsetzen und Auflösen gesucht (9–15). In der letzten Zeile wird die Liste mit
den ermittelten b∗j zurückgeliefert.
MathPiper liefert eine Zeichenkette, beispielsweise {-5,5,15}, mit einer Liste der
optimalen b∗j zurück, aus der die Ergebnisse extrahiert werden.
Die b∗j werden schlussendlich verwendet, um die Parameter des SPPD zu be-
rechnen, aus denen ein VbpoProblemDescription-Objekt zusammengesetzt wird.
In Listing 8.2 wird dies beispielhaft an der Methode zur Erzeugung eines Feldes der
Zahlungsbereitschaften (Gleichung 8.1), dargestellt:.
1 protected double [][] wtps(int m, int n, double [] b){
2 double [][] result = new double[m+1][n+1];
3 result [0][0] = 0.0d; // Zero Product
4 for(int i = 1; i < m+1; i++){
5 for(int j = 1; j < n+1; j++){
6 result[i][j] = i*b[j-1];
7 }
8 }
9 return result;
10 }
Listing 8.2: Berechnen der Zahlungsbereitschaft für ein simuliertes SPPD
Der Testdatengenerator ist in einen Testtreiber integriert, der Problemspezifika-
tionen aus kommaseparierten Dateien einliest. Die Datei enthält eine Liste, in der in
jeder Zeile die Konfiguration eines Optimierungslaufs enthalten ist. Der Testtreiber
arbeitet die Liste ab und speichert das Ergebnis in einer kommaseparierten Ausgabe-
datei, die anschließend weiter ausgewertet werden kann. Die Ausgabe enthält in jeder
Zeile das Ergebnis eines Testlaufs. Das Ergebnis besteht aus dem Umfang des konfi-
gurierten SPPD, aus den im gefundenen Optimum enthaltenen Produkten, aus dem
analytisch ermittelten Gewinn, dem heuristisch ermittelten Gewinn und der Laufzeit.
Der Testtreiber wurde für die Generierung eines umfangreichen Evaluationsdaten-
satzes verwendet, der nachfolgend ausgewertet wird.
8.2.3 Auswertung
Die generierten Testdaten werden für die Evaluation des ursprünglichen Optimie-
rungsalgorithmus aus Abschnitt 6.4 und des hybriden Optimierungsalgorithmus aus
Abschnitt 6.6 verwendet. Die Evaluation soll die Ergebnisgüte und das Laufzeitverhal-
ten beiden Algorithmen aufdecken. Damit kann dann beantwortet werden, ob sich,
erstens die Algorithmen überhaupt für die Lösung des SPPD eignen und zweitens
welcher Algorithmus besser geeignet ist.
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Für die Evaluation wurde ein Testdatensatz mit 50 Problemen generiert. Um die
Stabilität der Ergebnisse zu prüfen, muss jede Implementierung jedes Problem dreimal
berechnen.
Die Messungen wurden auf einem Dual Core iMac mit 2,6 GHz Taktung und 2 GB
RAM unter Mac OS X 10.5.8 durchgeführt.
Der Datensatz enthält 147 Beobachtungen mit Läufen des hybriden Algorithmus
(mit linearer Optimierung) und 51 Beobachtungen mit dem gewöhnlichen Algorith-
mus der simulierten Abkühlung (Standardimplementierung). Aufgrund der massiven
Laufzeitzunahme konnten nicht mehr Messungen für die Standardimplementierung
durchgeführt werden. Mit 51 Beobachtungen sind jedoch alle statistischen Verfahren
durchführbar.
8.2.3.1 Ergebnisgüte
Die Ergebnisgüte (EG) wird mit der relativen Abweichung des vom Algorithmus
gefundenen Gewinns (GAlgor ithmus) vom analytisch bestimmten Gewinn (GAnalytisch)
gemessen:
EG = 1− GAnalytisch − GAlgor ithmus
GAnalytisch
.
Da die relative Abweichung verwendet wird, hat die absolute Höhe der Gewinne keinen
Einfluss, die Ergebnisgüten der Probleme sind damit untereinander vergleichbar.
In Abbildung 8.3 ist die Ergebnisgüte für beide Algorithmusimplementierungen ab-
getragen. Die Implementierung mit linearer Optimierung weist eine höhere Streuung
auf als die Standardimplementierung, deren Ergebnisse vorwiegend im oberen Drittel
liegen. Sie findet meist gute Lösungen. Die Implementierung mit linearer Optimie-
rung hingegen streut stark, wobei Median und 75%-Quantil bei 1, 0 liegen und somit
Dreiviertel der Durchläufe das optimale Ergebnis finden. Im Gegensatz dazu brachten
Einviertel der Durchläufe kein Ergebnis, wie das bei 0, 0 liegende 25%-Quantil zeigt.
Beide Implementierungen verhalten sich verschieden. Damit stellt sich die Frage,
welche der beiden Implementierungen im Schnitt die besseren Ergebnisse liefert. Bei
der Beantwortung dieser Frage helfen statistische Tests. Der Median legt nahe, dass
der Algorithmus mit linearer Optimierung die besseren Ergebnisse liefert. Der Test
soll deshalb folgende Hypothesen gegeneinander prüfen:
H0: Die Standardimplementierung liefert im Mittel ein gleiches oder besseres Ergeb-
nis als die Implementierung mit linearer Optimierung (µsim ≥ µl in).
H1: Die Standardimplementierung liefert im Mittel ein schlechteres Ergebnis als die
Implementierung mit linearer Optimierung (µsim < µl in).
Der häufig eingesetzte zweiseitige t-Test [Marques de Sá, 2007, S. 132] verlangt die
Normalverteilung der verglichenen Populationen. In Abbildung 8.4 sind die Quanti-
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Abb. 8.3: Boxplots der Ergebnisgüten beider Algorithmusimplementierungen
le der Ergebnisgüten beider Populationen gegen die Quantile der Normalverteilung
abgetragen. Bei Normalverteilung müssten sich die Beobachtungen auf der Gerade
befinden, wovon die Verteilungen beider Populationen abweichen. Eine Normalver-
teilung kann also nicht angenommen und der t-Test kann nicht verwendet werden.
Nonparametrische Testverfahren erlauben zweiseitige Tests auch bei unbekannten
Verteilungen. Mit dem Mann-Whitney-Test können zwei unabhängige Stichproben
darauf getestet werden, ob sie aus der gleichen Grundgesamtheit stammen [Marques
de Sá, 2007, S. 204]. Er wird für das Testen der Hypothesen verwendet. Mit einem
p-Wert von 0, 000058 lehnt er H0 zu einem Signifikanzniveau von 0, 01% ab. Das
Ergebnis spricht dafür anzunehmen, dass der Algorithmus mit linearer Optimierung
bessere Ergebnisse liefert als die Standardimplementierung.
Als nächstes wird das Laufzeitverhalten der Implementierungen untersucht.
8.2.3.2 Laufzeitverhalten
Die Laufzeit der Berechnungen ist in Millisekunden (ms) gemessen. Abbildung 8.5
zeigt die Entwicklung der Laufzeit (L) in Abhängigkeit vom Umfang (U) für beide
Implementierungen getrennt abgetragen.
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Abb. 8.4: QQ-Plots der Ergebnisgüten beider Algorithmusimplementierungen
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Abb. 8.5: Entwicklung der Laufzeit in Abhängigkeit vom Problemumfang
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Die Inspektion der Streudiagramme beider Populationen zeigt Unterschiede auf.
Während das Streudiagramm der Standardimplementierung auf einen exponentiellen
Zusammenhang hindeutet, wächst die Laufzeit bei der Implementierung mit linearer
Optimierung langsamer an. Für die einfache simulierte Abkühlung wird deshalb ein
exponentieller Zusammenhang und für die Implementierung mit linearer Optimierung
ein polynomialen Zusammenhang angenommen. Die Annahmen werden jeweils mit
einem Regressionsmodell geprüft.
In den Tabellen 8.1 und 8.2 sind die geschätzten Regressionsmodelle für beide
Populationen dargestellt.
Tabelle 8.1: Regressionsmodell log(L) = β0 + β1U + e (Standardimplementierung)
Estimate Std. Error t value Pr(>|t|)
(Intercept) 7.2182 0.1825 39.56 0.0000
groesse 0.5560 0.0178 31.23 0.0000
Tabelle 8.2: Regressionsmodell L = β0 +β1U+β2U2 +β3U3 +e (mit linearer Optimierung)
Estimate Std. Error t value Pr(>|t|)
(Intercept) -450312.5593 142120.1638 -3.17 0.0019
groesse 154419.2611 23930.9017 6.45 0.0000
groesse2 -11741.5181 1082.0746 -10.85 0.0000
groesse3 257.8164 13.9383 18.50 0.0000
Die Regression für die Standardimplementierung in Tabelle 8.1 besitzt ein R2 von
0, 95 die Regression für den Algorithmus mit linearer Optimierung besitzt ein R2
von 0, 98. Beide Schätzungen erklären damit einen sehr großen Anteil der Varianz in
den Messdaten. Eine grafische Analyse der Residuen des Modells in Abbildung 8.6
zeigt, dass die Residuen des Regressionsmodells der Implementierung mit linearer
Optimierung von der Normalverteilung abweichen. Das polynomiale Modell der Im-
plementierung mit linearer Optimierung hat bei Problemen mit geringem Umfang eine
schlechtere Anpassung, weshalb die Residuen von der Normalverteilung abweichen.
Da aber insbesondere das Laufzeitverhalten bei größeren Problemen interessiert und
ein interpretierbares Modell hilfreicher als ein überangepasstes Modell ist6, wird das
polynomiale Modell trotzdem verwendet.
6Eine testweise durchgeführte Regression mit B-Splines erzeugt auch bei kleinen Umfängen eine
gute Anpassung. Sie ist aber nicht mehr gut zu interpretieren und wird deshalb nicht verwendet.
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Abb. 8.6: QQ-Plot der Residuen der Regressionsmodelle
Für die Interpretation des Modells der einfachen simulierten Abkühlung muss es
durch Exponieren der geschätzten abhängigen Variablen log(L) noch rück-transformiert
werden. Das Modell wird damit zu:
L̂ = 1363, 99 · 1, 7437U · e (8.3)
Das Modell für den Algorithmus mit linearer Abkühlung kann direkt abgelesen werden.
Es ist:
L̂ = −450312.56 + 154419, 26 · U − 11741, 52 · U2 + 257, 82 · U3 + . (8.4)
Ein visueller und zahlenmäßiger Vergleich beider Regressionsgleichungen zeigt: Die
Implementierung mit zusätzlichem linearen Optimierungsschritt ist bei jedem Pro-
blemumfang schneller als die Implementierung mit einfacher simulierter Abkühlung
und besitzt nur eine polynomiale Komplexität, mit einem negativen Einfluss der qua-
dratischen und schwach positiven Einfluss der kubischen Komponente.
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8.2.3.3 Generalisierte Aussagen
Sowohl bei der Ergebnisgüte als auch bei der Laufzeit ist die Implementierung der
simulierten Abkühlung mit zusätzlicher linearer Optimierung der Standardimplemen-
tierung im Experiment überlegen gewesen. Grundlage nachfolgender Diskussion ist
deshalb ausschließlich die Implementierung mit zusätzlicher linearer Optimierung.
Das Experiment hat gezeigt, dass der Algorithmus in der Lage ist, optimale Pro-
dukt-Portfolios zu identifizieren. Die Ergebnisgüte ist jedoch bimodal, mit Spitzen bei
0, 0 und 1, 0, verteilt. Entweder findet der Algorithmus das optimale Ergebnis oder
er findet gar kein Ergebnis. Deshalb liegt die durchschnittliche Ergebnisgüte nur bei
61%. Wird jedoch pro Problemumfang jeweils das beste Ergebnis für die Berechnung
der durchschnittlichen Ergebnisgüte herangezogen, dann verbessert sich der Wert auf
90%. Nur die Maxima jedes Durchlaufs einzubeziehen ist plausibel, da ein möglicher
Gewinn von 0,00e auf einen nicht erfolgreichen Durchlauf hinweist und einen erneu-
ten Durchlauf der Optimierung beim Benutzer provoziert. Die bimodale Verteilung
der Ergebnisgüte macht den Algorithmus sehr zuverlässig. Da das Experiment mit
ex ante festgelegten Parametern durchgeführt wurde, konnten keine Erfahrungswerte
gesammelt und die Konfigurationsparameter des Algorithmus besser gewählt werden.
In weiteren Untersuchungen ist deshalb zu prüfen, ob sich durch geschickter gewählte
Parameter eine Verbesserung der Ergebnisgüte erzielen lässt. Publizierte Ergebnisse
legen dies zumindest nahe [Hromkovic, 2001, S. 395].
Die Skalierbarkeit des Optimierungsansatzes wird durch die Verwendung des zu-
sätzlichen linearen Optimierungsschritts wesentlich verbessert. Das Problem kann nun
in polynomialer Zeit gelöst werden. Die Laufzeit des Algorithmus nimmt zwar poly-
nomial zu, es ist nun aber prinzipiell möglich, ihr mit effizienteren Implementierungen
und leistungsfähiger Hardware entgegenzutreten.
Die Validität der getroffenen Aussagen ist durch folgende Fehlerquellen gefährdet:
Eine möglicherweise unterschiedliche Qualität beider Implementierungen gefährdet
die interne Validität. Dieser Gefahr wurde durch die Verwendung existierender Bi-
bliotheken und gleicher Implementierungsbestandteile entgegengetreten. Die Imple-
mentierungen teilen sich große Teile des Quelltexts, sodass dieser Einfluss reduziert
ist. Weitere Störvariablen sind die verfügbaren Ressourcen zur Berechnung, die bei
den Testläufen variieren können. Diese wurden durch die Verwendung eines Mehrkern-
Rechners eingedämmt, der zudem exklusiv für das Experiment genutzt wurde. Even-
tuell auftretende Aktivitäten des Betriebssystems werden auf einem Kern ausgeführt,
während auf dem anderen Kern die Berechnungen des Experiments erfolgen.
Eine Gefahr für die externe Validität ist durch die Struktur der simulierten Daten
gegeben. Sie sind so konstruiert, dass ihr wahres Optimum durch analytische Verfah-
ren bestimmt werden kann. Diese erzwingen aber eine ganz bestimmte Struktur der
Daten. Insbesondere existiert für jedes Produkt genau ein optimales Kundensegment.
Der Algorithmus muss also jedem Kundensegment ein Produkt zuordnen. In realen
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Daten ist anzunehmen, dass ein Großteil möglicher Produkte gar keinem Segment
zugeordnet wird. Die simulierten Daten reagieren dadurch wesentlich sensitiver auf
suboptimale Zuordnungen, was dazu führen kann, dass die Algorithmen wesentlich
mehr Iterationen benötigen, um ein optimales Ergebnis zu finden. Diese Vermutung
haben auch Fruchter u. a. [2006] bei ihrer Implementierung eines genetischen Algo-
rithmus geäußert und bei einem Vergleich mit einem Realdatensatz nicht widerlegen
können. Es ist deshalb anzunehmen, dass die gemessene Laufzeit eine obere Schranke
darstellt. Eine weitere Gefahr für die externe Validität ist durch das dem SPPD zu-
grunde liegende Modell gewinnbeeinflussender Faktoren gegeben. Lässt es relevante
Einflüsse auf den Gewinn unberücksichtigt, können diese das Optimierungsergebnis
verzerren. Diese Gefahr wird im folgenden Abschnitt mit einer zusätzlich durchge-
führten Expertenbefragung entgegengetreten, die nachfolgend vorgestellt wird.
8.3 Akzeptanz
Die nun vorgestellte zweite Evaluation soll die Frage untersuchen, wie die WB-PO
und mit ihr der entwickelte Prototyp im industriellen Umfeld aufgenommen werden.
Zu ihrer Beantwortung werden Szenario-Präsentationen mit anschließender Exper-
tenbefragungen mit drei Unternehmen durchgeführt. Die Befragung dient zwei Zielen:
Erstens soll mit ihr die Hypothese 2 geprüft werden, dass Verfahren der statistisch-
mathematischen Optimierung für die Portfolio-Optimierung in der Praxis akzeptiert
werden. Zweitens sollen neue Anforderungen generiert werden, die eine Weiterent-
wicklung der WB-PO und des entwickelten Prototyps fördern.
Um eine möglichst breite Sicht zu erhalten, wurden Unternehmen aus drei unter-
schiedlichen Bereichen für die Befragung ausgewählt. Das erste Unternehmen bietet
Lösungen im Bereich des E-Commerce an. Das zweite Unternehmen ist ein innovati-
ver Datenbank-Anbieter. Das dritte Unternehmen bietet Lösungen aus dem Bereich
des Netzwerk-Managements an.
8.3.1 Untersuchungsdesign
Der Ablauf des Interviews ist detailliert in einem Interview-Leitfaden in Anhang A.2
dargelegt. Hier folgt nun eine kurze Zusammenfassung. Die Befragung besteht aus
zwei Teilen. Erst werden der Prototyp und der dahinter liegende Ansatz präsentiert.
Anschließend werden Fragen zum Ansatz und zum Prototypen gestellt, die der Ex-
perte vor dem Hintergrund seiner praktischen Erfahrung beantworten soll.
Die Präsentation erfolgt in Form von für das Unternehmen typischen Szenarios.
Dies soll den Befragten helfen, einen leichten Zugang zum Ansatz zu erhalten und
qualifizierte Auskünfte zu geben. Nach der Präsentation von Ansatz und Prototyp,
werden vom Interviewer Fragen anhand eines Interview-Leitfadens gestellt.
8. Evaluation 175
Die Fragen sind in drei Komplexe unterteilt. Der erste Komplex enthält allgemei-
ne Fragen zum Experten und seinem Unternehmen. Sie dienen dazu, die Antworten
der nachfolgenden Fragen in einen passenden Kontext zu setzen. Der zweite Fra-
genkomplex enthält Fragen zum präsentierten Ansatz, der Implementierung und den
Ergebnissen. Der dritte Komplex umfasst Fragen zur Bewertung des Ansatzes.
8.3.2 Auswertung
In Anhang A.2 sind die Auswertungen der drei Interviews zu finden. Die Einzelergeb-
nisse der Interviews werden hier nun insgesamt ausgewertet.
Die Interviews haben ergeben, dass die von der WB-PO und dem Prototyp adres-
sierten Probleme in der Praxis präsent sind. Eine statistisch-mathematische Optimie-
rung des Produkt-Portfolios kann deshalb eine Unterstützung bei Entscheidungen
hinsichtlich des Produkt-Portfolios bieten. Vor dem Hintergrund der Gewinnmaxi-
mierung ist das entwickelte Modell gewinnbeeinflussender Faktoren plausibel, sollte
durch die Berücksichtigung von Zeit und Risiko jedoch erweitert werden. Dies würde
andere Analyse-Szenarios möglich machen.
Der Ansatz einer statistisch-mathematischen Optimierung als Entscheidungsunter-
stützung bei der Gestaltung von Produkt-Portfolios wird von den befragten Experten
begrüßt. Für einen erfolgreichen Industrietransfer muss insbesondere die Werkzeug-
unterstützung weiter ausgebaut werden, da der Aufwand des Ansatzes entscheidend
für die Akzeptanz des Ansatzes in der Praxis ist. In den Interviews konnten bisher
im Prototyp nicht adressierte, aber gewünschte, Merkmale identifiziert werden. Dazu
gehören:
• Eine an die Zielgruppe des Produkt-Managers angepasste Benutzungsschnitt-
stelle (Excel-Plugin, CRM-Plugin oder dynamische Internet-Seite),
• eine nachvollziehbare Visualisierung des Zustandekommens der Ergebnisse,
• eine Angabe von Bändern, in denen Preis- und Produktentscheidungen getrof-
fen werden können,
• Import-Schnittstellen für externe Werkzeuge für den Import von Daten zu Kun-
den, Kosten und Konkurrenz aus Fremdsystemen und
• eine Möglichkeit, Risiken und Zeitaspekte zu spezifizieren und in die Optimie-
rung einfließen zu lassen.
Während der Interviews wurden weiche Einflussfaktoren, wie beispielsweise die
Image-Wirkung eines Produkts im Portfolio, auf das optimale Produkt-Portfolio iden-
tifiziert. Sie mit in die Optimierung einzubeziehen, kann je nach Fragestellung aus-
sagekräftigere Ergebnisse liefern und so die Akzeptanz der WB-PO erhöhen.
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Aufgrund der Eigenschaften qualitativer Untersuchungen und dem Befragungsum-
fang von drei Unternehmen sind die gezogenen Schlüsse mit Unsicherheit behaftet
und ihre Validität bedroht. Qualitative Verfahren bringen grundsätzlich die Gefahr
mit sich, dass die Untersuchung nicht objektiv ist. Dies kann durch Einflüsse seitens
des Interviewers und durch Einflüsse seitens des Interviewten verursacht werden.
In der vorliegenden Untersuchung wurde diesem Problem mit einem standardisier-
ten Interview-Leitfaden und dem Einsatz von zwei Interviewern begegnet. Außerdem
wurde den Interviewten versichert, dass ihre Informationen nur anonym weiterver-
arbeitet werden. Dadurch werden Effekte aufgrund antizipierter Außenwirkung ihrer
Antworten reduziert. Auch der geringe Befragungsumfang kann die externe Validität
gefährden. Diesem Umstand kann nur mit einer Ausweitung der Untersuchung begeg-
net werden. Da das Untersuchungsziel mit der Frage nach der generellen Akzeptanz
der WB-PO im Unternehmenskontext recht allgemein ist, können die Ergebnisse
zumindest als Indikator dienen. Die externe Validität ist auch durch die Art und Wei-
se der Auswertung einer qualitativen Analyse gefährdet, da die Auswertung immer
auch eine Interpretation der gegebenen Antworten beinhaltet. Aufgrund der allgemein
gehaltenen Fragen ist die Gefahr von Missverständnissen zwischen Interviewer und
Interviewten eher gering.
8.4 Zusammenfassung
Im vorliegenden Kapitel wurde gezeigt, dass die entwickelten Algorithmen das op-
timale Produkt-Portfolio finden. Dabei schneidet die Implementierung mit linearer
Optimierung besser ab als die Standardimplementierung der simulierten Abkühlung.
Anschließend wurde die Skalierbarkeit der Algorithmen evaluiert. Auch hier ist die
Implementierung mit zusätzlichem linearen Optimierungsschritt der Standardimple-
mentierung überlegen. Die Standardimplementierung weist ein exponentielles Lauf-
zeitverhalten auf, wohingegen die Implementierung mit linearer Optimierung ein po-
lynomiales Laufzeitverhalten zeigt. Erfahrungen in der Literatur deuten darauf hin,
dass die verwendeten Simulationsdaten das Schlimmste-Fall-Szenario darstellen. Es
kann deshalb angenommen werden, dass die Laufzeit mit Realdaten darunter liegt.
In einer Akzeptanzevaluation wurde durch drei Experteninterviews untersucht, ob
bei Unternehmen eine Akzeptanz für die WB-PO besteht. Die Befragungen haben
ergeben, dass ein statistisch-mathematischer Optimierungsansatz in der Praxis be-
grüßt wird, wenn er nur geringen administrativen Mehraufwand verursacht. Er muss
deshalb adäquat durch Software unterstützt werden. Der Präsentations-Prototyp ist
hierfür ein erster Schritt, muss aber für einen erfolgreichen Industrietransfer um wei-
tere Merkmale erweitert werden. Die Befragung ergab weiterhin, dass das Modell
gewinnbeeinflussender Faktoren relevante und plausible Faktoren für die Gewinnma-
ximierung bei Software-Anbietern enthält.
9 Zusammenfassung und Ausblick
In der Einleitung wird die Frage von John u. Eisenbarth [2009] aufgegriffen, ob sta-
tistisch-mathematische Optimierungsansätze für die Optimierung von Produkt-Port-
folios im SPLE eingesetzt werden können. Die Arbeit hat diese Frage anhand der
folgenden zwei Hypothesen untersucht:
1. Es gibt eine Methode zur statistisch-mathematischen Optimierung von Pro-
dukt-Portfolios bei SPL.
2. Die Akzeptanz einer solchen Methode ist bei Unternehmen vorhanden.
Zusammenfassung
Die Hypothesen wurden in der Arbeit durch die Konstruktion eines Modells gewinn-
beeinflussender Faktoren bei SPL, einer Methode zur WB-PO und einem Software-
Prototypen zur Unterstützung der WB-PO geprüft. Im Einzelnen wurde wie folgt
vorgegangen: In Kapitel 2 wurde ein Modell gewinnbeeinflussender Faktoren argu-
mentativ-deduktiv aus der Literatur abgeleitet und in Kapitel 3 für das SPLE konkre-
tisiert. Das Modell bildet den Ausgangspunkt der in Kapitel 4 präsentierten WB-PO,
einer Methode für die wertbasierte Portfolio-Optimierung beim SPLE. Sie besteht
aus mehreren Aufgaben, für die Anforderungen an Techniken aufgestellt wurden, an-
hand derer adäquate Techniken in der Literatur recherchiert wurden. Eine Aufgabe
ist die Kundenanalyse, für die die ACA-PE und das Tiefeninterview als adäquate
Technik recherchiert wurden. Die Konfiguration einer ACA-PE-Studie ist komplex,
weshalb eine Technik für die automatisierte Ableitung von ACA-PE-Konfiguratio-
nen aus Merkmalmodellen entwickelt wurde, die in Kapitel 5 vorgestellt wird. Die
zentrale Aufgabe der WB-PO ist die Optimierung. Bisher gibt es für Software-An-
bieter, die systematische Wiederverwendung realisieren, keine Technik für die sta-
tistisch-mathematische Optimierung des Produkt-Portfolios. Die Technik basiert auf
einem mathematischen Modell, dem SPPD, dargestellt in Kapitel 6, welches aus dem
Modell gewinnbeeinflussender Faktoren und mehreren heuristischen Lösungsalgorith-
men abgeleitet wurde. Da die Optimierung nur rechnergestützt durchgeführt werden
kann, wurde ein, in Kapitel 7 dargestellter, Prototyp entwickelt. Damit ist es einer-
seits möglich, die entwickelten Algorithmen zu evaluieren, zum anderen kann er als
Präsentations-Prototyp dienen, um die Akzeptanz des entwickelten Ansatzes in der
Praxis zu untersuchen. Die Evaluation wird in Kapitel 8 beschrieben.
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Ergebnis
In der Evaluation wurden die beiden zentralen Hypothesen der Arbeit geprüft. Für eine
simulationsbasierte Evaluation wurde auf Grundlage des Modells gewinnbeeinflussen-
der Faktoren bei SPL und der Formulierung des SPPD ein Simulationsdatenmodell
entwickelt, dessen optimale Lösungen auch auf analytischem Wege bestimmt werden
können. Mit diesen Daten sind die wahren Optima bekannt, gegen die die entwickel-
ten Algorithmen evaluiert werden konnten. Dies geschah hinsichtlich der Ergebnisgüte
und der Performanz. Dabei zeigte die domänenspezifische Implementierung der simu-
lierten Abkühlung mit einem zusätzlichen linearen Optimierungsschritt durchgängig
bessere Ergebnisse als die Standardimplementierung der simulierten Abkühlung. Die
Ergebnisse von Belloni u. a. [2008] können deshalb nicht nachvollzogen werden. Die
domänenspezifische Implementierung findet zu 90% das optimale Ergebnis und hat
eine polynomiale Komplexität hinsichtlich des Problemumfangs. Der Algorithmus ist
damit prinzipiell für die Optimierung einsetzbar. Hypothese 1 wird damit durch die
vorliegende Arbeit gestützt. Für einen erfolgreichen Industrietransfer der im Zuge der
Arbeit entstandenen Artefakte, müssen aber noch nötige Verbesserungen durchge-
führt werden, die im Ausblick diskutiert werden.
Die mit drei Experten-Interviews durchgeführte Akzeptanzevaluation hat ergeben,
dass die in der vorliegenden Arbeit adressierten Probleme in der Praxis vorliegen und
ihnen mit dem entwickelten Ansatz prinzipiell entgegengetreten werden kann. Für
den industriellen Einsatz reicht der entwickelte Prototyp jedoch nicht aus und muss
erweitert werden. Damit wird auch Hypothese 2 durch die Arbeit gestützt.
Die Eingangs gestellte Frage kann mit Ja beantwortet werden: Es ist möglich, das
Produkt-Portfolio bei SPL mit statistisch-mathematischen Verfahren zu optimieren.
Die WB-PO und der Prototyp können damit Grundlage weiterführender Forschungs-
arbeiten sein, welche John u. Eisenbarths Forschungsfrage weiter verfolgen.
Ausblick
Die in der Akzeptanzevaluation identifizierten Merkmale weisen den Weg für zukünf-
tige, auf der WB-PO aufbauende, Forschungsarbeiten. Der in der vorliegenden Arbeit
vorgestellte Ansatz fußt auf drei wesentlichen Komponenten: (1) das Modell gewinn-
beeinflussender Faktoren, (2) der mathematischen Problemformulierung und (3) dem
implementierten Prototyp. Die Komponenten bilden drei Dimensionen, entlang derer
weitere Forschungsarbeit nötig ist (Abbildung 9.1).
Erstens können Verbesserungen an dem Modell gewinnbeeinflussender Faktoren
vorgenommen werden. Postmus u. Meijler [2008] stellen ein Kostenmodell mit rekur-
siven Beziehungen bei den Herstellungskosten von Assets vor. Dies kann in das bisher
vorliegende Kostenmodell integriert werden. In Abschnitt 8.3.2 wurde der Zeitpunkt
des Markteintritts als eine wichtige Größe identifiziert. Sie sollte in das Modell auf-
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Abb. 9.1: Zukünftige Forschungsarbeit
genommen werden. Dadurch ergeben sich tiefgreifende Änderungen am Modell, da
dann eine mehrperiodische Betrachtung benötigt wird. Ohne Beachtung der Zeit kann
der Lebenszyklus einer Produktlinie als eine große Periode betrachtet werden. Dieser
analytische Vorteil fällt dann weg. Ist das Modell auf eine mehrperiodische Betrach-
tung umgestellt, dann können auch eine Abzinsung von Zahlungsströmen [Ganesan
u. a., 2006] und eine Risikobewertung vorgenommen werden. Bisher enthält das Mo-
dell ausschließlich die Möglichkeit der Differenzierung mit Selbstselektion. In vielen
Domänen ist es allerdings auch möglich, zusätzliche Charakteristika der Kunden zu
identifizieren, wodurch eine Differenzierung ohne Selbstselektion oder eine Kombi-
nation beider Verfahren möglich wird [Skiera u. a., 2005]. Wie diese Möglichkeiten
integriert und geeignet behandelt werden, muss untersucht werden. In der Einleitung
wurde aufgezeigt, dass eine Optimierung eines Produkt-Portfolios immer nur vor dem
Hintergrund eines Ziels erfolgen kann. Ist das Ziel nicht die Gewinnmaximierung, dann
müssen andere Optimierungsgrößen herangezogen werden. Die WB-PO und der Pro-
totyp sind stark modularisiert, sodass sie sich als Grundlage für eine Anpassung an
andere Optimierungsziele gut eignen. Schlussendlich kann der Ansatz von der bisher
als Gedankengerüst dienenden Product-Dominant-Logic hin zur Service-Dominant-
Logic entwickelt werden [Vargo u. Lusch, 2004]. Ein erster Schritt in diese Richtung
wäre der Austausch des Produkt-Modells durch das von Böttcher [2008] konzipierte
Dienstleistungsmodell.
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Zweitens bietet das mathematische Modell Potentiale für Verbesserungen. Bisher
werden die Variablen des SPPD als deterministische Werte aufgefasst, was die Reali-
tät häufig aber nicht ausreichend präzise wiedergibt. Wahrscheinlichkeitsverteilungen
sind dafür oft besser geeignet. Das Modell kann deshalb in ein stochastisches Modell
überführt werden, indem zunächst die Variablen als Realisierungen von Wahrschein-
lichkeitsverteilungen aufgefasst werden [Luo, 2011]. Eine weitere Verbesserung wäre
die dynamische Betrachtung der Konkurrenz. Bisher reagiert die Konkurrenz im Mo-
dell nicht auf die Wahl eines Portfolios. Die Reaktion von Konkurrenten einzubezie-
hen, beispielsweise über spieltheoretische Modelle [Binmore, 1987; Green u. Krieger,
1997], kann die Aussagekraft des Modells erhöhen. Eine Ausweitung der Optimie-
rung auch auf Bestandteile der Teilmodelle kann die Aussagekraft des Modells und
damit seine Akzeptanz erhöhen. So können beispielsweise im Preismodell die ver-
folgte Preisstrategie oder die Preiszusammensetzung optimiert werden. Durch die
Anbindung des Prototyps an Informationssysteme eines Software-Anbieters kann es
möglich sein, vorhandene Daten über Kostenentstehung so auszuwerten, dass daraus
das Kostenmodell erstellt werden kann [Baumeister u. Ilg, 2010]. Ob dies im Rahmen
der WB-PO umsetzbar ist, muss untersucht werden.
Drittens bietet die Gilbreth Toolsuite Anknüpfungspunkte für zukünftige Forschung.
Zunächst kann der Optimierungsalgorithmus auf genetische Algorithmen umgestellt
werden [Fruchter u. a., 2006]. Damit wäre es möglich, das geforderte Merkmal der
nachvollziehbaren Ergebniskonstruktion aus Abschnitt 8.3.2 zu realisieren. Bei geneti-
schen Algorithmen entsteht eine Population von mutierten Lösungen, die Generation
für Generation besser werden. Damit stehen verschiedene Alternativen zur Verfü-
gung, die gegeneinander abgewägt werden können. Die bisherige Implementierung ist
in Java realisiert. Eine Implementierung des Optimierungsalgorithmus in C/C++ oder
Fortran sowie eine Portierung des Algorithmus auf einen High Performance Cluster
kann die Geschwindigkeit und damit die Akzeptanz des Ansatzes massiv erhöhen.
Für eine effizientere Benutzung des entwickelten Werkzeugs wäre die Realisierung
verschiedener Möglichkeiten für den Datenimport hilfreich. Dies kann beispielsweise
auch über das direkte Anbinden von Informationssystemen geschehen. Ein wesent-
licher Kritikpunkt, der bei der Akzeptanzevaluation aufgedeckt werden konnte, ist
die Benutzungsschnittstelle, die besser an die Zielgruppe der Produkt-Manager an-
gepasst werden muss. Möglichkeiten sind beispielsweise ein grafischer Modelleditor,
eine Anbindung an PuLSE-Beat [Schmid u. Schank, 2000], ein Excel-Plugin oder
eine dynamische Website.
Die Arbeit hat gezeigt, dass die statistisch-mathematische Optimierung von Pro-
dukt-Portfolios bei SPL möglich ist und von Unternehmen begrüßt wird. Die aufge-
stellte Forschungsagenda enthält eine Vielzahl neuer Fragen. Ihre Beantwortung kann
die Akzeptanz der statistisch-mathematischen Optimierung von Produkt-Portfolios
weiter erhöhen und so zu einem erfolgreichen Industrietransfer beitragen.
Teil IV
Anhang
Glossar
Gilbreth Toolsuite Eine Sammlung von Pro-
grammen für die Unterstützung der wert-
basierten Portfolio-Optimierung. [135, 140,
141, 143, 180]
Scoping Aktivität des Software Product Li-
ne Engineerings, in der der Umfang ei-
ner Produktlinie bestimmt, Wiederverwen-
dungspotentiale identifiziert und die Wie-
derverwendung geplant wird. Sie findet auf
der Ebene des Produkt-Portfolios, der tan-
gierten Domänen und der implementierten
Assets statt [Schmid, 2003]. [2, 3, 7, 54, 55,
58–62, 71, 73, 75, 76, 91, 95, 102, 136, 138]
Anwendungsentwicklung Prozess bei der Sys-
temfamilienentwicklung. Beinhaltet die
Entwicklung mit Wiederverwendung. Hier
werden die Assets für die Erstellung kon-
kreter Systeme verwendet. [53]
Architektur Beschreibung von Komponenten
und Subsystemen eines Systems und ihren
Beziehungen untereinander. Oft in mehre-
re Sichten aufgeteilt. [56]
Conjoint-Analyse Eine Befragungstechnik, bei
der Probanden Produktkonzepte präsen-
tiert werden, für die sie ihre Präferenzen
offen legen sollen. [81]
Domain Engineering Prozess bei der Systemfa-
milienentwicklung. Beinhaltet die Entwick-
lung zur Wiederverwendung und erzeugt
dabei Assets, die bei der Anwendungsent-
wicklung verwendet werden. [14, 53–55, 60,
61]
FaMa Eine Werkzeugsammlung für die Ver-
arbeitung und Auswertung von Merkmal-
modellen [Benavides u. a., 2007]. [151]
Generator Ein Programm, welches eine all-
gemeine Spezifikation eines Softwarearte-
fakts entgegennimmt und daraus seine Im-
plementierung erzeugt [Czarnecki u. Eise-
necker, 2000, S. 333]. [55]
Heuristik Ist eine allgemeine Strategie, wie
ein Lösungsraum möglichst effizient durch-
sucht werden kann. [116]
hybrides Produkt „Kombinationen aus Sach-
und Dienstleistungen, die am Markt als in-
tegrierte Leistungsbundel angeboten wer-
den“ [Böhmann u. Krcmar, 2007, S. 241].
[21]
Java Eine ursprünglich von Sun r© und jetzt von
Oracle r© entwickelte und vertriebene ob-
jektorientierte Programmiersprache. [141]
Kannibalisierung Kunden mit hoher Zahlungs-
bereitschaft kaufen Produkte, die für Kun-
den mit geringer Zahlungsbereitschaft ge-
dacht sind. [47]
Komponente Ein Baustein, aus dem verschie-
dene Softwaresysteme zusammengesetzt
werden können. [55]
Merkmal Eine unterscheidbare Eigenschaft ei-
nes Konzepts, welches für einen Interes-
sensbeteiligten relevant ist [Czarnecki u.
Eisenecker, 2000, S. 38]. [14, 21]
Methode „[A] method can be defined as an ap-
proach to perform a software/systems de-
velopment project, based on a specific way
of thinking, consisting, inter alia, of guideli-
nes, rules and heuristics, structured syste-
matically in terms of development activi-
ties, with corresponding development work
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products and developer roles“ [Henderson-
Sellers u. Ralyté, 2010, S. 426]. [10]
Modell Eine Beschreibung eines Systems und
seiner Umgebung für einen bestimmten
Zweck. [55]
Nettonutzen Die Zahlungsbereitschaft eines
Kunden abzüglich des zu zahlenden Prei-
ses für ein Produkt. [70]
Produktkonzept Produktkonzepte sind Charak-
terisierungen von Produkten anhand rele-
vanter Attribute und ihren Ausprägungen.
[81]
Präferenz Bezeichnet die Vorliebe für etwas. In
der Haushaltstheorie wird sie durch eine
Relation von Güterbündeln repräsentiert.
[36]
Simplex Algorithmus Ein Optimierungsverfah-
ren zur Lösung linearer Programme, das
1947 von George Danzig entwickelt wur-
de. [116]
Simulierte Abkühlung Eine Heuristik, die den
Prozess der Ausheilung von Materialfeh-
lern bei kristallinen Gitterstrukturen zum
Vorbild hat und für verschiedene Opti-
mierungsszenarios eingesetzt werden kann.
[116]
Software Eine Menge von Programmen, zu-
gehörigen Informationen und notwendigen
Dokumentation, die es zusammengefasst
erlauben, mit Hilfe eines Computers Auf-
gaben zu erledigen [Balzert, 2009, S. 3].
[18]
Software-Engineering „(1) [t]he application of
a systematic, disciplined, quantifiable ap-
proach to the development, operation, and
maintenance of software; that is, the appli-
cation of engineering to software. (2) The
study of approaches as in (1)“ [IEEE std
610.12, 1990, S. 67]. [20]
Software-Produkt Eine Kombination von Gü-
tern und Dienstleistungen deren Haupt-
bestandteil Software ist, die ein Herstel-
ler aus kommerziellem Interesse verknüpft,
sodass er wohldefinierte Rechte daran an
einen Käufer übertragen kann [Kittlaus u.
Clough, 2009, S. 6]. [22]
Software-Produkt-Management Das Manage-
ment von Software-Produkten über deren
gesamten Lebenszyklus unter Beachtung
der Unternehmensziele. [20]
Software-Produktlinie Miteinander verbundene
Software-Produkte, die den gleichen Markt
bedienen. [2]
Software-Systemfamilie Bezeichnen einen An-
satz zur systematische Wiederverwendung
von Softwareentwicklungsartefakten. [2]
System „(1) [a] collection of components orga-
nized to accomplish a specific function or
set of functions“ [IEEE std 610.12, 1990,
S. 73]. [20]
Xpand Sprache und Werkzeug für die Reali-
sierung von Modell-zu-Text-Generatoren.
[142, 151]
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A Befragungen
Im folgenden Anhang sind die durchgeführten Befragungen zusammengefasst.
A.1 Befragung zur praktischen Relevanz der
Portfolio-Optimierung
In der online durchgeführten Befragung zur praktischen Relevanz der Portfolio-Op-
timierung bei SPL wurden acht Fragen in drei Komplexen gestellt. Im ersten Kom-
plex (1,2) wurden Kontextfragen zum Interviewten gestellt, die helfen sollen, seine
Antworten einzuordnen. Der zweite Fragenkomplex (3, 4) befasst sich mit den Ein-
flussgrößen bei der Portfolio-Gestaltung. Im dritten Fragenkomplex (5–8) wird nach
Problemen bei der Optimierung und dem Bedarf nach Unterstützung bei der Opti-
mierung gefragt.
1. Beschreiben Sie bitte, was Software-Produktlinien aus ihrer Sicht ausmachen?
2. Wie kommen Sie mit Software-Produktlinien in Kontakt?
3. Welche ökonomischen Faktoren sind bei der Aufstellung von Produkt-Portfolios
relevant?
4. Welche technischen Faktoren sind bei der Aufstellung von Produkt-Portfolios
relevant?
5. Bestehen Schwierigkeiten, die technischen und ökonomischen Faktoren gegen-
einander abzuwägen?
6. Falls Schwierigkeiten bestehen, wie wurde aus Ihrer Erfahrung heraus bisher
damit umgegangen?
7. Kennen oder verwenden Sie Hilfsmittel, die die Definition von Produkt-Portfolios
unterstützen?
8. Wäre ein strukturiertes Vorgehen mit Softwareunterstützung zur Entschei-
dungsunterstützung hier hilfreich?
Die Antworten sind in Tabelle A.1 zusammengefasst dargestellt.
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Tabelle A.1: Ergebnis der Befragung zur praktischen Relevanz der Portfolio-Optimierung
Kontext
Tätigkeit Forschung und Entwicklung 60%
Management 40%
Technisches Verständnis von SPL
vorhanden
Ja 80%
Nein 20%
Kontakt zu SPL Direkt 80%
Indirekt 20%
Einflüsse bei Portfolio-Gestaltung
Ökonomische Einflüsse
Entwicklungskosten 100%
Konkurrenzangebot 60%
Kundennutzen 60%
Vertriebskosten 20%
Wartungskosten 20%
Einführungsgeschwindigkeit 20%
Technische Einflüsse
Wiederverwendung realisieren 100%
Wissen über Domäne vorhan-
den
100%
Nutzen der Wiederverwen-
dungsinfrastrukur
80%
Einführungsgeschwindigkeit 20%
Probleme beim Abwägen der Einflüsse
Ist Abwägen ökonomischer und
technischer Einflüsse schwierig?
Nein 20%
Etwas 20%
Eher schwierig 20%
Ja 40%
Setzen Sie Techniken zur Portfolio-
Gestaltung ein?
Ja 60%
Nein 40%
Wäre eine technische Unterstützung
bei der Portfolio-Gestaltung hilfreich?
Ja 80%
Nein 20%
Anforderungen an eine Technik
Einfach einzusetzen 20%
Geringer Aufwand bei der
Durchführung
20%
Gibt Hinweise zur Gestaltung
der Wiederverwendungsinfra-
struktur
20%
Nein 40%
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A.2 Experteninterview zur Akzeptanz
Nachfolgend werden die drei Befragungen vorgestellt. Die Zusammenfassung einer
Befragung ist dabei so gegliedert, dass zunächst der Interviewte und sein Unterneh-
men kurz charakterisiert werden. Anschließend werden die Antworten hinsichtlich des
Ansatzes ausgewertet und schlussendlich die vom Interviewten abgegebene Einschät-
zung des Ansatzes und des Werkzeuges dargestellt.
E-Commerce-Anbieter
Die erste Befragung wurde mit einem Mitarbeiter des Vertriebs eines Unternehmens
aus dem Bereich der Software-Entwicklung für den E-Commerce durchgeführt. Der
Interviewte ist entscheidungsvorbereitend an der Gestaltung des Produkt-Portfolios
beteiligt und hat damit direkten Bezug zum befragten Thema. Das Unternehmen
richtet seine Aktivitäten vor allem auf mittlere bis große E-Commerce-Anbieter aus.
Der Grund ist, dass die angebotenen Produkte einen hohen Service-Anteil besit-
zen und deshalb Marktsegmente mit geringer Zahlungsbereitschaft nicht rentabel
bedient werden können. Deshalb werden kleine E-Commerce-Anbieter nur indirekt
durch Partnerunternehmen bedient, die den Service-Anteil des Produkts überneh-
men. Die Kannibalisierung zwischen Produkt-Varianten ist als Problem erkannt, wird
aber nicht systematisch behandelt, sondern von erfahrenen Vertriebsmitarbeitern ver-
hindert. Die Wiederverwendung von Produkt-Bestandteilen wird angestrebt, findet
jedoch nicht systematisch statt. Ausnutzen oder Realisieren von Wiederverwendung
ist deshalb bisher keine Entscheidungsgröße bei der Portfolio-Gestaltung.
Die drei vorgestellten Szenarios treten in der Praxis auf und bestimmen die Ent-
scheidungen hinsichtlich der Gestaltung des Produkt-Portfolios. Das Portfolio am
Gewinn auszurichten ist eine sinnvolle Größe unter vielen. Die Wahl der Optimie-
rungsgröße hängt stark von der verfolgten Unternehmensstrategie ab. Möchte ein
Unternehmen beispielsweise expandieren, so ist die Marktdurchdringung als Zielgrö-
ße geeignet. Steht ein Unternehmen in starkem Konkurrenzkampf, dann ist die Zeit
zur Markteinführung (engl. time to market) vorrangiges Ziel. Möchte es Reputation
aufbauen, so ist die Gewinnung von Referenzkunden essentiell und der Kundennutzen
muss im Vordergrund stehen. Eine allgemeine Antwort kann deshalb nicht gegeben
werden.
Die identifizierten Einflussgrößen Kunde, Kosten, Konkurrenz sind für die Opti-
mierungsgröße Gewinn plausibel. Für die Portfolio-Gestaltung sind aber auch weiche
Einflussgrößen relevant, wie beispielsweise das durch das Angebot aufgebaute Image.
Diese müssen mit berücksichtigt werden und sind nur schwer in exakten Zahlenwer-
ten zu messen. Die Entscheider sind hier essentiell, die Entscheidungen hinsichtlich
der Portfolio-Gestaltung immer auch vor dem Hintergrund ihrer Erfahrung treffen
müssen. Das Optimierungsergebnis ist vor dem Hintergrund der einbezogenen Da-
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ten plausibel und können Entscheidungen in den drei präsentierten Szenarios unter-
stützen. Eine kritische Würdigung der Optimierungsergebnisse muss aber unbedingt
stattfinden, da es die weichen Faktoren außer Acht lässt. Ein kritischer Faktor ist die
Datenerhebung. Insbesondere die quantitative Erhebung der Zahlungsbereitschaften
sieht der Interviewte als schwierig an, da es schwierig ist, Kunden für Umfragen zu
gewinnen. Die Anwendung des präsentierten Ansatzes und Prototyps setzt ein proak-
tives Vorgehen bei den Unternehmen voraus. Entscheidungsprozesse müssen darauf
ausgerichtet sein. Das Unternehmen muss eine ausgeprägte „Produktlinien-Kultur “
besitzen, so der Interviewte.
Zusammenfassend kann festgestellt werden, dass die entwickelte Methode und der
Prototyp ein relevantes Problem adressieren. Das der Methode und dem Prototyp zu-
grunde liegende Modell gewinnbeeinflussender Faktoren enthält relevante Größen, die
vor dem Hintergrund praktischer Erfahrung plausibel ist. Eine Einbeziehung weicher
Faktoren könnte seine Aussagekraft erhöhen. Der Prototyp und die Methode können
das Produkt-Management bei der Produkt-Portfolio-Gestaltung unterstützen, wofür
aber ein proaktives Vorgehen bei der Portfolio-Gestaltung beim Unternehmen vor-
liegen muss. Ein kritischer Faktor für die Akzeptanz der Methode ist der Aufwand
der Datensammlung. Verbesserungspotentiale der Methode und des Prototyps liegen
deshalb vor allem beim Einbeziehen weicher Faktoren in die Optimierung und der
Vereinfachung der Datensammlung und Aufbereitung.
Datenbankanbieter
Die zweite Befragung wurde mit dem Gründer und technischen Leiter eines Anbieters
von innovativen Datenbank-Lösungen durchgeführt. Der Anbieter sieht sich selbst als
Software-Zulieferer, der sein Produkt für verschiedene Branchen und Einsatzszenarios
spezifisch anpasst, aber kein eigenes Endprodukt anbietet. Der Interviewte ist direkt
an allen Entscheidungen hinsichtlich des Produkt-Portfolios beteiligt.
Das Unternehmen adressiert mit seinen Produkten verschiedene Kundensegmen-
te. Das Kernprodukt wird dabei um Zusatzfunktionalität erweitert, um spezifische
Anforderungen verschiedener Branchen zu adressieren. Außerdem bietet das Unter-
nehmen auch verschieden lizensierte Varianten seines Produkts an. Insbesondere bei
der Einführung einer Open-Source-Variante wurde das Unternehmen massiv mit dem
Problem der Kannibalisierung konfrontiert. Durch Identifikation eines wesentlichen
Diskriminierungs-Merkmals können die Segmente aber erfolgreich getrennt werden.
Die präsentierten Szenarios treten so in der Praxis auf, wobei der Gewinn je nach
Unternehmensstrategie eine sinnvolle Optimierungsgröße sein kann. Beispielsweise ist
für ein Startup-Unternehmen der Erlös entscheidender, da er eine wichtige Größe für
Investoren ist, die daran ihr Engagement festmachen. Außerdem kann der Zeitpunkt
der Kostenentstehung eine wichtige Größe sein. Eine sinnvolle andere Optimierungs-
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größe wäre eine kombinierte Betrachtung von Gewinn und Umsatz. Kurzfristig sollte
auf den Umsatz geschaut werden, wobei in einer zweiten, langfristigen Komponente
der Gewinn relevant wird. Hier müssen dann auch indirekte Wirkungen auf den Ge-
winn berücksichtigt werden. Damit sind dann auch Break-Even-Analysen möglich, so
der Interviewte. Für die Gewinnoptimierung sind die einbezogenen Größen im Modell
plausibel. Für eine endgültige Entscheidung reichen diese aber nicht aus, sondern
müssen um weiche Faktoren, wie etwa die Image-Wirkung oder dem Einführungs-
zeitpunkt eines Produkts erweitert werden. Solche Einflüsse werden schwer in Zahlen
messbar gemacht werden können. Ein Entscheider, der die Optimierungsergebnisse
vor diesem Hintergrund interpretiert, ist deshalb unabdingbar.
Die vorgestellte Methode liefert plausible und nachvollziehbare Ergebnisse, die vor
allem im Bereich des Produkt-Managements sehr hilfreich sein können. Bisher wird
das dort von Hand und einfachen Excel-Tabellen gemacht. Damit das vorgestellte
Werkzeug in diesem Bereich Anwendung finden kann, muss vor allem seine Benut-
zungsschnittstelle an die dortigen Gewohnheiten angepasst werden. Möglich wären
eine dynamische Internet-Anwendung, ein Excel-Plugin oder ein Plugin für ein CRM-
System. Verbesserungen des Ansatzes sieht der Interviewte deshalb vor allem in ei-
ner verbesserten Daten-Ein- und Ausgabe des Werkzeugs und einer Erweiterung des
Modells gewinnbeeinflussender Faktoren, damit dieses die Zeit und Risiken mit be-
rücksichtigt.
Zusammenfassend kann festgestellt werden, dass die Methode und der Prototyp
ein relevantes Problem adressieren. Die statistisch-mathematische Optimierung von
Produkt-Portfolios kann eine sinnvolle Entscheidungsunterstützung sein. Ist der Ge-
winn die Optimierungsgröße, dann sind die berücksichtigten Faktoren Kunde, Kosten
und Konkurrenz plausibel. Das Modell kann aber noch um Zeit und Risiken erweitert
werden und damit weitere Analysen zulassen. Für eine breite Akzeptanz des Ansatzes
und des Werkzeuges muss die Dateneingabe vereinfacht werden und die Ergebnisse
und ihr Zustandekommen geeignet dargestellt werden. Nützlich wäre auch die Be-
rücksichtigung von Zeit und Risiko, welche die Aussagekraft und damit die möglichen
Analysen der Ergebnisse erweitern.
Anbieter von Netzwerklösungen
Die dritte Befragung wurde mit dem Chefentwickler einer Produktlinie eines Anbie-
ters von Netzwerklösungen durchgeführt, der das Produkt-Management für diese
Produktlinie mit verantwortet.1 Das Unternehmen entwickelt und vertreibt Softwa-
re und Hardware für das Internet-Traffic-Management in mehreren Produktlinien,
1Die Befragung führte Max Lillack durch, der die Ergebnisse freundlicherweise für die Auswertung
in der vorliegenden Arbeit zur Verfügung stellt.
A. Befragungen 211
die verschiedene Kundensegmente adressieren. Bei der Gestaltung der Produktlinien
fließen auch Überlegungen hinsichtlich der Kannibalisierung zwischen Produkten ein.
Die bei der Präsentation verwendeten Szenarios treten in der vorgestellten Form
in der Praxis auf. In den Szenarios unter der Prämisse der Gewinnmaximierung zu
optimieren ist sinnvoll und damit auch die einbezogenen Faktoren Kunde, Kosten
und Konkurrenz, so der Interviewte. Jedoch müssen unbedingt auch weiche Fakto-
ren mit berücksichtigt werden. So kann ein kurzfristig nicht gewinnoptimaler Preis
sinnvoll sein, um einen wichtigen Referenzkunden zu gewinnen, der mittelfristig eine
Hebelwirkung entfaltet. Weitere weiche Einflussfaktoren sind das Risiko der Erlösrea-
lisierung, der Zeitpunkt der Produkteinführung und die strategische Ausrichtung des
Unternehmens. Diese müssen vom Entscheider unbedingt mit berücksichtigt werden.
Das Werkzeug kann die Gestaltung eines Produkt-Portfolios unterstützen. Da die
Ergebnisse der Optimierung als reine Zahlenwerte präsentiert werden, muss ein Ent-
scheider durch trial-and-error die Zusammenhänge zwischen den Modellparametern
erkunden. Die reinen Zahlenwerte sollten deshalb unbedingt mit geeigneten Visuali-
sierungen für Entscheider nachvollziehbar gestaltet werden. Die Visualisierung sollte
Wirkzusammenhänge zwischen den Parametern und den freien Variablen des Optimie-
rungsproblems darstellen. Außerdem sollte es möglich sein, eine Sensitivitätsanalyse
des Ergebnisses durchzuführen. Eine weitere mögliche Verbesserung der Darstellung
des Ergebnisses ist eine Visualisierung in Bändern, in denen sich Entscheidungen be-
wegen können. Seine Ergebnisse müssen aber vor dem Hintergrund der genannten
weichen Einflussfaktoren interpretiert werden. Der Haupteinsatzbereich eines solchen
Werkzeugs würde im Bereich Product & Sales liegen. Die Benutzungsoberfläche des
Werkzeugs muss deshalb daran angepasst sein. Beispielsweise durch einen bekannten
Editor (Excel oder ähnliches) oder Datenimport.
Zusammenfassend kann festgestellt werden, dass die von der WB-PO und dem
Prototyp adressierten Probleme präsent sind und mit dem Modell der gewinnbeein-
flussenden Faktoren adressiert werden kann, das für das Optimierungsziel der Gewinn-
maximierung plausible Größen erfasst. Eine statistisch-mathematische Optimierung
des Produkt-Portfolios kann eine geeignete Entscheidungsunterstützung sein, ihre
Ergebnisse müssen aber immer von einem Entscheider kritisch hinterfragt werden,
der vor dem Hintergrund seiner Erfahrung auch weiche Faktoren bei der Beurteilung
einbezieht. Für einen erfolgreichen Industrietransfer muss das Werkzeug aber noch
hinsichtlich der oben angesprochenen Merkmale verbessert werden.
Interviewleitfaden zum
Prototyp zur Entscheidungsunterstützung bei der Portfolio-Gestaltung von 
Software- Produktlinien
Bemerkungen für den Interviewer
Das Interview besteht aus zwei Teilen. Im ersten Teil werden der Prototyp und der dahinter  
liegende Ansatz präsentiert. Im zweiten Teil werden Fragen zum Ansatz und zum Prototypen 
gestellt, die der Interviewte beantworten soll. 
Die Präsentation erfolgt vorzugsweise anhand eines Beispiels, das an das Produkt-Portfolio des 
Unternehmens  des  Interviewten  angelehnt  ist.  Der  Interviewer  hat  dazu  im  Vorfeld  eine 
Recherche des Produkt-Portfolios des Unternehmens des Befragten durchzuführen und daraus 
ein Beispiel zu konstruieren. Dabei ist darauf zu achten, dass das Beispiel einerseits den Bezug 
zum Unternehmen erkennen lässt und andererseits das Beispiel aber nicht zu komplex wird. 
Aus  diesem  Grund  sollte  das  Beispiel  nicht  mehr  als  15  Merkmale  umfassen.  Bei  der 
Konstruktion des Beispiels ist zu beachten, das es dem Befragten helfen soll, einen leichteren 
Zugang zum Ansatz zu erhalten und so qualifiziertere Auskunft zu geben. 
Nachdem Ansatz und Prototyp präsentiert sind, werden die Fragen gestellt. Dies soll in einem 
offenen Gespräch erfolgen, wobei Nachfragen des Interviewten zum Ansatz und zum Prototyp 
möglich  sind  und  vom Interviewer  zu  beantworten  sind.  Hier  können  dann  auch  weitere 
Probeläufe des Prototyps durchgeführt werden, die dem Interviewten dessen Funktionsweise 
näher  bringen.  Der  Interviewte  ist  darauf  hinzuweisen,  dass  seine  Angaben anonymisiert 
weiterverarbeitet werden.
Nachfolgend  sind  zunächst  die  Inhalte  der  Präsentation  aufgeführt.  Diese  enthalten  auch 
Handlungsanweisungen,  die  im  Text  grau  hinterlegt  sind  (Anweisung).  Diese  sollten  dann 
ausgeführt werden. Anschließend folgen die Fragen, die dem Befragten möglichst in einer 
natürlichen Gesprächssituation gestellt werden sollen. Die Antworten sind dabei stichpunktartig 
in ihren Kerninhalten aufzunehmen. 
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Einführung
Am Institut  für  Wirtschaftsinformatik  der  Universität  Leipzig  entwickeln  wir  Methoden  und 
Techniken,  die  bei  der  Aufstellung von  Produkt-Portfolios,  also  der  Menge der  von  einem 
Unternehmen angebotenen Produkte, helfen sollen. Wir haben in der Literatur einen Mangel 
an systematischen Vorgehensweisen und technischen Hilfsmitteln identifiziert.  Bisher werden 
insbesondere  die  Kannibalisierung  von  Produkten  eines  Portfolios  und  die  mögliche 
Wiederverwendung zwischen den Produkten des Portfolios nicht berücksichtigt. Diesen Mangel 
möchten wir beheben.
Deshalb haben wir einen Software-Prototypen implementiert, der aus einer Menge möglicher 
Produkte diejenigen auswählt, die den Gewinn maximieren. 
Mit dem Prototypen wollen wir untersuchen, ob das entwickelte Vorgehen eine Hilfe bei der 
Auswahl  der  optimalen  Produkte  des  Portfolios  sein  kann  und  an  welchen  Stellen 
Verbesserungen möglich sind. 
Wir möchten deshalb  eine Befragung mit Ihnen durchführen, mit der wir Ihre Meinung zu dem 
entwickelten Prototyp erfahren möchten.
Vorstellen des Prototyps
Editor
Der ökonomische Erfolg eines Software-Produkt-Portfolios hängt von folgenden Punkten ab:
• den durch ein existierendes oder geplantes Produkt-Portfolio verursachten Kosten
◦ Entwicklung einzelner Systembestandteile, 
◦ Entwicklung wiederverwendeter Komponenten, 
◦ Wiederverwendung der Komponenten, 
◦ Wartung, 
◦ Kosten für den Vertrieb der Produkte,
• den Kunden mit ihren Zahlungsbereitschaften und 
• der existierenden Konkurrenz (mit ihren Angeboten und Preisen)
Unser Ansatz sieht deshalb vor, diese Daten zusammenzutragen. Dafür besitzt der Prototyp 
einen Editor, in dem diese Daten zusammengetragen werden können. 
[Zeigen des Editors mit einem adäquaten vorbereiteten Beispiel]
Optimierung
Die  so  zusammengetragenen  Daten  dienen  nun  dem Optimierungsalgorithmus  dazu,  das 
gewinnoptimale Produkt-Portfolio zu ermitteln. 
[Starten der Optimierung mit dem Beispiel]
Optimierungsergebnis
Das Ergebnis ist ein Report, der folgende Fragen beantwortet: 
• Welcher Gewinn ist mit dem spezifizierten Szenario möglich?
• Welche Systeme haben den größten Einfluss auf den Gesamtgewinn?
• Welche Merkmale der Produkte haben den größten Einfluss?
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• Welche sind die gewinnoptimalen Preise?
• Welche Produkte sind für welche Kundensegmente optimal?
[Zeigen des Auswertungsergebnisses des Optimierungslaufs]
Einsatzszenarios des Prototyps
Der Prototyp soll in drei Szenarien eine Entscheidungsunterstützung bieten:
• Ein Unternehmen bieten noch keine Produkte an, und möchte wissen, welche Produkte 
mit welchen Merkmalen den höchsten Gewinn versprechen. Hier liefert der Prototyp 
Hinweise,  welche  Merkmale  eher  und  welche  später  realisiert  werden  sollten  und 
welche Produkte zu welchen Preisen angeboten werden sollten. 
• Ein Unternehmen bietet Software-Produkte an und erwägt, neue Produkte einzuführen. 
Der Prototyp kann hier  aufzeigen,  welche neuen Produkte  gewinnoptimal  ist.  Dazu 
müssen die Kosten der vorhanden Produkte auf Null gesetzt werden und die neuen 
Produktalternativen hinzugefügt werden. 
• Ein Unternehmen hat eine Wiederverwendungsinfrastruktur aufgebaut. Äußere Markt-
bedingungen ändern sich und es möchte nun wissen, ob die Herstellung der geplanten 
Produkte nach wie vor ökonomisch sinnvoll ist. Hier müssen die geplanten Produkte, die 
noch ausstehenden Kosten und die neuen Marktbedingungen (Zahlungsbereitschaft der 
Kunden und Konkurrenzprodukte) mit dem Prototyp modelliert werden. Wird bei einem 
Optimierungslauf ausschließlich das Null-Produkt in das Portfolio aufgenommen, ist die 
Investition nicht mehr lohnend. 
[Nachdem  der  Prototyp  demonstriert  wurde  und  mögliche  offene  Fragen  des  Befragten  
beantwortet wurden, sind nun die Fragen zu stellen. Es muss sichergestellt werden, dass der  
Befragte die Funktionsweise des Prototypen und den dahinter liegenden Ansatz verstanden  
hat.  Die  Antworten  zu  den  Fragen  sind  stichpunktartig  in  ihren  Kernaussagen  schriftlich  
aufzunehmen.]
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Fragen
[Dem Befragten ist  kurz zu erläutern, dass nun Fragen aus drei Themenkomplexen gestellt  
werden.]
Komplex: Kontext
Es werden nun einige Fragen zu Ihnen und ihrem Unternehmen gestellt.
1. In welcher Branche ist Ihr Unternehmen aktiv?
2. Welche Position begleiten Sie im Unternehmen?
3. Wie sind Sie an Entscheidungen bezüglich des Produkt-Portfolios beteiligt?
4. Richten Ihr Unternehmen sein Produkt-Portfolio für mehrere Kundensegmente aus?
5. Haben  Sie  bisher  explizit  Kannibalisierung  von  Produkten  und  Wiederver-
wendungspotentiale  zwischen  Produkten  in  die  Entscheidung  zur  Gestaltung  des 
Produkt-Portfolios einfließen lassen.
Komplex: Entwickelter Ansatz und Prototyp
Es folgen nun Fragen zu dem entwickelten Ansatz.
6. Treten die genannten Szenarien Ihrer Erfahrung nach in der Praxis auf? Sind weitere 
Szenarios denkbar?
7. Ist  der  Gewinn  eine  sinnvolle  Optimierungsgröße  für  die  Ausrichtung  des  Produkt-
Portfolios?
8. Kennen Sie andere eventuell besser geeignete Optimierungsgrößen für die Ausrichtung 
des Produkt-Portfolios?
9. Sehen Sie die identifizierten Einflussgrößen auf den Gewinn eines Produkt-Portfolios als 
sinnvoll an?
Komplex: Bewertung
Abschließend folgen nun einige Fragen zu dem Prototyp und den Ergebnissen des präsen-
tierten Szenarios.
10.Sind die Ergebnisse der Optimierung für Sie nachvollziehbar und plausibel?
11.Sehen Sie Anwendungsmöglichkeiten für ein solches Werkzeug? Wenn ja, in welchen 
Bereichen sehen Sie diese?
12.Sehen Sie mögliche Probleme des Ansatzes? Wenn ja, welche?
13.Sehen Sie Verbesserungspotentiale? Wenn ja, welche?
Vielen Dank für das Gespräch.
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B Herleitungen
Der folgende Anhang enthält mathematische Analysen der Marktstruktur bei Soft-
ware-Produkten, der Gewinnoptimalität der Preisdifferenzierung mit Selbstselektion
und einige Zwischen- und Beispielrechnungen.
B.1 Struktur von Software-Märkten
Im nachfolgenden Abschnitt soll analytisch untersucht werden, welche Marktstruktur
sich bei Software-Produkten einstellt und ob Gewinne möglich sind.
Für die Untersuchung des Zustandekommens der Struktur von Software-Märkten
wird auf das Modell von Hotelling [1929] zurückgegriffen, welches Grundlage zahl-
reicher analytischer Untersuchungen zum unvollkommenen Wettbewerb [Pfähler u.
Wiese, 2008] ist und für angrenzende Fragestellung weiterentwickelt wurde [Schma-
lensee, 1978; Salop, 1979; Geisler u. Wiese, 2006].
Um eine analytische Aussagekraft zu erhalten wird der Produktraum im nachfol-
genden Modell eindimensional modelliert.1 Jedes mögliche Software-Produkt spn auf
einem Software-Markt wird einem Zahlenwert zugeordnet. Kunden haben Präferen-
zen für genau einen Punkt auf der so entstehenden Gerade. Der Markt kann damit
wie in Abbildung B.1 dargestellt werden.
Zur einfacheren Analyse ist der Produkt-Raum die auf eins normierte Einheitsstre-
cke, auf der angebotsseitig die besagten zwei Software-Produkte sp1 und sp2 von
zwei Software-Anbietern positioniert werden. Im weiteren Verlauf der Analyse soll
gelten, dass sp2 rechts von sp1 im Produktraum liegt:
0 ≤ sp1 ≤ sp2 ≤ 1.
Für die Entwicklung von sp1 fallen Kosten Kf ,1 und für die Entwicklung von sp2
Kosten Kf ,2 an. Für die Herstellung einer Einheit eines Software-Produkts fallen
konstante variable Kosten (kv), beispielsweise für den Druck eines Handbuchs oder
die Bearbeitung der Bestellung, an. Diese Kosten sind niedrig und annahmegemäß
1Die Modellierung folgt der Darstellung von Pfähler u. Wiese [2008, S. 256 ff.], wird aber an die
Kosten- und Nachfragesituation bei Software angepasst und auch im Rahmen der Software-Ökonomie
interpretiert.
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Abb. B.1: Der Software-Markt als Hotelling’sches Straßendorf [Hotelling, 1929]
für beide Unternehmen gleich. Damit sinken die Durchschnittskosten (kd) mit der
Ausbringungsmenge (x):
kd,n(x) = kv +
Kf ,n
x
, n ∈ 1, 2.
Die Kunden sind auf der Nachfrageseite im Produktraum gleich verteilt. Die Präfe-
renz eines Kunden ist durch h gekennzeichnet. Der Abstand zum Software-Produkt
des ersten Unternehmens beträgt h − sp1 und entsprechend zum zweiten Produkt
sp2 − h. Die Abstände zeigen an, wie weit die Eigenschaften eines Produkts von
den Präferenzen eines Kunden abweichen. Die Abweichung führt zu Nutzeneinbußen
beim Kunden. Im Modell sollen die Nutzeneinbußen quadratisch zunehmen. Dies ist
bei Software-Produkten plausibel. Kunden haben bestimmte Anforderungen. Kleine
Abweichungen davon können sie akzeptieren, werden sie aber größer, ist es für sie
zunehmend nicht mehr hinnehmbar:
ρ(h − sp1)2 und ρ(sp2 − h)2.
Der Parameter ρ zeigt an, wie schwer Abweichungen vom Idealprodukt für den Nutzen
der Kunden wiegen. Weiterhin wird angenommen, dass die Präferenzen der Kunden
gleich verteilt sind und jeder Kunde genau ein Exemplar eines Produkts kauft.
Kunden entscheiden sich beim Kauf für den Anbieter, der den höchsten Nettonut-
zen stiftet. Das ist der verlangte Preis plus der Nutzeneinbuße durch den Kauf des
suboptimalen Produkts. Ein Kunde h kauft also sp1, wenn
p1 + ρ(h − sp1)2 ≤ p2 + ρ(sp2 − h)2.
Herleitung der Gewinnfunktion
Es kaufen also alle Kunden sp1 für die gilt:
h ≤ h∗ = sp1 + sp2
2
+
p2 − p1
2ρ(sp2 − sp1) .
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Die Kunden mit der Präferenz h∗ sind genau indifferent zwischen den Produkten sp1
und sp2. Da der Produktraum der Einheitsstrecke entspricht, ist der Anteil der Pro-
dukte sp1 x1 an der Gesamtzahl der verkauften Produkte auch h∗. Für eine leichtere
Interpretation wird sp1+sp2
2
= sp und sp2 − sp1 = ∆sp gesetzt. Damit ergibt sich
x1(p1, p2, sp1, sp2) = h∗ = sp +
1
2ρ∆sp
(p2 − p1). (B.1)
Der zweite Summand der Gleichung zeigt, dass je mehr Kunden sp1 kaufen, umso
geringer ist der Preis von sp1 im Vergleich zu sp2. Am Einfluss des Parameters ρ und
der Variable ∆sp sieht man auch, dass je wichtiger das möglichst genaue Erfüllen
von Anforderungen an ein Produkt ist und je stärker die Produkte differenziert sind,
umso unwichtiger wird der Einfluss des Preises auf die Kaufentscheidung. Weiter
wird ersichtlich, dass je ähnlicher die Produkte sind, umso wichtiger der Einfluss des
Preises wird (sp wird maximal eins aber 1
2ρ∆sp
wird maximal unendlich groß).
Die Gewinnfunktionen beider Unternehmen ergeben sich wie folgt:
G1 = (p1 − kv)x1 −Kf ,1 = (p1 − kv)
(
sp +
p2 − p1
2ρ∆sp
)
−Kf ,1, (B.2)
G2 = (p2 − kv)x2 −Kf ,2 = (p2 − kv)
(
1− sp + p1 − p2
2ρ∆sp
)
−Kf ,2. (B.3)
Nach der Modellspezifikation stellt sich die Frage: Wie verhalten sich Unternehmen
auf einem solchen Markt? Welche Produkte bieten sie zu welchen Preisen unter der
Prämisse der Gewinnmaximierung an? Diese Fragen lassen sich durch die Spieltheorie
untersuchen. Die skizzierte Fragestellung zeigt, dass eine zweistufige Entscheidung
vorliegt. In der ersten Stufe müssen sich die Unternehmen für ein Produkt entschei-
den. In der zweiten Stufe müssen sie entscheiden, welche Preise sie festsetzen sollen.
Eine Lösung für solch mehrstufige Entscheidungssituationen findet man mit Hilfe von
Rückwärtsinduktion. Zunächst wird die Entscheidung über die Preise modelliert. Die
optimale, mit Parametern für den Produktraum versehene Lösung wird anschließend
gebraucht, um die optimalen Produkte zu wählen.
Finden der optimalen Preise
Ein Unternehmen versucht nun, seine Preise so zu setzen, das Gn maximal wird.
Gn ist genau da maximal, wo seine erste Ableitung Null ist. Die Gewinn-Funktionen
müssen demzufolge nach den jeweiligen Preisen abgeleitet und aufgelöst werden und
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ergeben so die Reaktionsfunktion eines Unternehmens auf die Preise des Konkurrenz-
unternehmens:
pR1 (p2) =
p2 + kv + 2ρsp∆sp
2
,
pR2 (p1) =
p1 + kv + 2ρ(1− sp)∆sp
2
,
An den Reaktionsfunktionen ist zu erkennen, dass es bei einer Preisanpassung des
Konkurrenten lohnend ist, den Preis selbst anzupassen. Erhöht er den Preis, so kann
man selbst den Preis erhöhen und zwar um genau die Hälfte seiner Preiserhöhung,
da der Anstieg der Reaktionsgeraden genau 1
2
beträgt.
Stellt sich auf dem Markt ein Gleichgewicht ein? Im Allgemeinen wird angenom-
men, dass sich ein Gleichgewicht einstellt, wenn keines der beiden Unternehmen einen
Anreiz besitzt, einseitig vom Gleichgewichtszustand abzuweichen. Man spricht dann
von einem Nash-Gleichgewicht. Im Fall der beiden Reaktionsfunktionen ist das genau
dort der Fall, wo sich beide Reaktionsfunktionen schneiden. Die Gleichungen müssen
demnach ineinander eingesetzt werden, um eine gleichgewichtige Lösung zu erhalten:
p∗1 = kv +
2
3
ρ(1 + sp)∆sp,
p∗2 = kv +
2
3
ρ(2− sp)∆sp.
Die Gleichgewichtslösung zeigt, dass durch die Differenzierung ein Preis oberhalb der
variablen Kosten möglich ist, der einen positiven Gewinn ermöglicht. Das Einsetzen
der Preise in die Absatzfunktion B.1 ergibt die Absatzmengen beider Unternehmen:
x∗1 =
1
3
(1 + sp),
x∗2 =
1
3
(2− sp).
Diese, zusammen mit den Preisen in die Gewinn-Gleichungen B.2 und B.3 eingesetzt,
ergeben die Gewinne im Gleichgewicht:
G∗1 =
2
9
ρ(1 + sp)2∆sp −Kf ,1,
G∗2 =
2
9
ρ(2− sp)2∆sp −Kf ,2.
Im Gegensatz zum Wettbewerb ohne Differenzierung sind die Gewinne positiv, solan-
ge der erwirtschaftete Deckungsbeitrag die Kosten für die Entwicklung des Systems
decken kann: Kf ,n < 29ρ(1 + sp)
2∆sp.
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Finden des optimalen Produkts
Der erwirtschaftete Gewinn hängt jetzt nur noch von der Wahl der Merkmale des
Produkts ab. Welche Wahl die Unternehmen hier treffen kann analog zur Lösung des
Preiswettbewerbs zuvor erfolgen. Damit sind die gewinnoptimalen Preise bekannt,
die je nach gewählten Produktmerkmalen anders ausfallen. Durch Ableiten der Ge-
winn-Funktionen im Preis-Gleichgewicht nach den Produkt-Merkmalen ergeben sich
Gleichgewichte für die Produkt-Merkmale:
spR1 (sp2) = 0,
spR2 (sp1) = 1.
Auswertung
Die Reaktionsfunktionen zeigen, dass es, unabhängig von dem anderen Unternehmen,
besser ist sich am Rand des Marktes zu positionieren. Zur Illustration kann man sich
den Betriebssystemmarkt anschauen. Nach den Ergebnissen des Modells ist es besser
sich auf Server-Betriebssysteme zu spezialisieren, wenn ein anderer Anbieter sich auf
Desktop-Betriebssysteme spezialisiert hat.
Auf dem Markt stellen sich folgende Preise, Mengen und damit Gewinne ein:
p∗1 = kv + ρ, p
∗
2 = kv + ρ,
x∗1 =
1
2
, x∗2 =
1
2
,
G∗1 =
1
2
ρ−Kf ,1 G∗2 =
1
2
ρ−Kf ,2.
Die Unternehmen teilen sich den Markt auf. Je nachdem, wie schwer Abweichungen
vom Idealprodukt für die Kunden wiegen (ρ), haben Unternehmen einen Spielraum,
in dem sie ihre Preise setzen können.
Das Modell hat gezeigt, dass in Märkten, auf denen Kunden ganz bestimmte Prä-
ferenzen für Produkte haben, ein monopolistischer Wettbewerb eintritt, so wie er
von Chamberlin [1956] charakterisiert wurde. Unternehmen können hier durch preis-
politische Maßnahmen den Gewinn positiv beeinflussen, was in einem Markt mit voll-
kommenem Wettbewerb nicht möglich wäre [Varian, 1995, S. 1]. Wie Unternehmen
den Preis beeinflussen können, wird im nächsten Abschnitt diskutiert.
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B.2 Gewinnoptimalität der Preisdifferenzierung mit
Selbstselektion
Nachfolgend wird untersucht, ob Preisdifferenzierung mit Selbstselektion bei Soft-
ware die geeignete Preisstrategie sein kann. Die Untersuchung soll die Frage klären,
ob diese in der Lage ist, den Gewinn eines Software-Anbieters zu steigern. Hierfür
soll ein Marktmodell, ähnlich dem im Anhang B.1, verwendet werden. Stellte sich
dort die Frage, wie sich zwei Unternehmen auf einem Markt mit ähnlichen Pro-
dukten verhalten, soll nun untersucht werden, ob es bei Software eine Produktlinie
geben kann, die bei geeigneter Wahl der enthaltenen Produkte und Preise höheren
Gewinn ermöglicht, als das Angebot nur eines Produkts zu gewinnoptimalem Preis.
Solche Fragen können mit den Mitteln der Mechanismus-Design-Theorie beantwortet
werden [Dutta, 1999, S. 350], die an verschiedenen Stellen für solche und ähnliche
Fragen eingesetzt wurde [Anderson u. Dana, 2009; Belleflamme, 2006; Bhargava u.
Choudhary, 2001, 2008; Ghose u. Sundararajan, 2005; Wei u. Nault, 2005]. Sie fragt
danach, wie eine Entscheidungssituation gestaltet sein muss, damit sich Akteure in
einer bestimmten Art und Weise verhalten.
Im Fall der Preisdifferenzierung mit Selbstselektion umfasst die Entscheidungssi-
tuation das Produktangebot mit den dazugehörigen Preisen, aus denen Kunden ein
Produkt kaufen. Produkte und Preise müssen so gestaltet sein, dass es für Kunden
optimal ist, ihre wahre Wertschätzung für ein Produkt zu offenbaren sie also genau
das Produkt, zu dem ihnen zugedachten Preis kaufen.
Wegweisende Arbeiten auf dem Gebiet der Preisdifferenzierung mit Selbstselek-
tion bei Informationsgütern haben Bhargava u. Choudhary [2001] geleistet, deren
Ergebnisse in weiteren Arbeiten aufgegriffen [Belleflamme, 2006] und erweitert wur-
den [Anderson u. Dana, 2009; Bhargava u. Choudhary, 2008; Jones u. Mendelson,
2011]. Die nachfolgende Diskussion stützt sich auf ihr Ausgangsmodell [Bhargava u.
Choudhary, 2001] und die Erläuterungen von [Belleflamme, 2006], da mit den hier
eingesetzten Mitteln die relevanten Wirkzusammenhänge aufgedeckt werden kön-
nen. Die anderen Arbeiten fokussieren meist spezielle Aspekte der Preisdifferenzie-
rung mit Selbstselektion, die für die gegebene Fragestellung nicht relevant sind. Das
Ausgangsmodell wird für die Software-Ökonomie spezialisiert und in ihrem Rahmen
interpretiert.
Modellspezifikation
In Abschnitt 2.3.3 wurde gezeigt, dass bei Software-Produkten im Allgemeinen ein
monopolistischer Wettbewerb möglich ist. Unternehmen können in ihrem Segment
über die Preise bestimmen, ohne eine sofortige Wirkung der Konkurrenz zu pro-
vozieren. Deshalb wird nachfolgend ein monopolistischer Markt modelliert, in dem
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ein Unternehmen aktiv ist, das sich einer Menge von Kunden gegenüber sieht, die
maximal ein Exemplar der angebotenen Produkte kaufen.
Das Software-Produkt wird so modelliert, dass es das Unternehmen in zwei Va-
rianten anbieten kann, sodass den Kunden zwei Produkte sp1 und sp2 angeboten
werden. Beide Produkte teilen sich eine Menge gemeinsamer Merkmale γ, unter-
scheiden sich aber im Merkmal µ, dass in den Ausprägungen µ1 und µ2 vorliegen
kann. In Abbildung B.2 ist die Produktlinie als Merkmaldiagramm dargestellt. Die
Produkt
Merkmalgruppe<n..n'>
Obligatorisches Merkmal
<1..1>
Merkmal μ1 Merkmal μ2
Merkmal μGemeinsame 
Merkmale γ
Abb. B.2: Modell-Produktlinie von Software-Produkten
Produkte enthalten damit die Merkmale
sp1 = {γ, µ1} und sp2 = {γ, µ2}.
Für die Entwicklung und Implementierung der gemeinsamen Merkmale γ und der
Merkmale µ1 und µ2 fallen fixe Kosten Kf an. Zunächst wird angenommen, dass das
Unternehmen das Produkt mit allen Merkmalen implementiert und für die jeweiligen
Varianten µ1 und µ2 – ohne Kosten zu verursachen – abschalten kann, beispielsweise
indem ein Menüeintrag in der grafischen Benutzungsoberfläche entfernt wird.2
Für jede verkaufte Einheit eines der beiden Produkte fallen variable Kosten kv
an. Da der Hauptbestandteil eines Software-Produkts ein Software-System ist, wird
angenommen, dass die Merkmale µ1 und µ2 ausschließlich funktionale und nicht-funk-
tionale Merkmale sind. Damit kann angenommen werden, dass die variablen Kosten
für beide Produkte sp1 und sp2 gleich hoch sind (kv,1 = kv,2).
Den Kunden des Unternehmens sind die gemeinsamen Merkmale γ gleich wichtig,
sie unterscheiden sich aber in der Wertschätzung des Merkmals µ. Ein Typ-Parameter
2Im Verlauf der Untersuchung wird diese Annahme aufgeweicht, um die Auswirkung beider Mög-
lichkeiten miteinander vergleichen zu können.
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θ zeigt an, wie wichtig einem Kunden µ ist. Der Parameter ist gleichverteilt über dem
Intervall [0, 1]. Es gibt also von jedem Typ gleich viele Kunden auf dem Markt. Weiter
wird angenommen, dass egal wie wichtig den Kunden µ ist, alle µ2 µ1 vorziehen. Der
Gesamtnutzen, den sie aus einem Produkt ziehen, kann damit aufgeteilt werden in
einen Grundnutzen uγ, den sie aus γ ziehen und einen Nutzen uµ, den sie aus µ
ziehen. Da alle Kunden µ2 µ1 vorziehen, gilt uµ2 > uµ1. Weiterhin soll gelten, dass
die Auswirkung auf den Gesamtnutzen von µ für Kunden, die µ als sehr wichtig
empfinden (θ = 1), größer ist als die Auswirkung von γ. Es gilt also dass uµ1 > uγ.
Der Gesamtnutzen, den Kunden aus einem Produkt ziehen und damit ihre Zah-
lungsbereitschaft, ist durch folgende Netto-Nutzenfunktion charakterisiert:
Un(θ, µ, p) =
{
U(θ, µ)− p bei Kauf
0 bei Nichtkauf.
(B.4)
Für die Untersuchung wird angenommen, dass kv kleiner ist als die Zahlungsbereit-
schaft aller Kunden, also kv ≤ U(θ, µ) ∀ θ, µ.
Weiter wird angenommen, dass das Unternehmen die Verteilung der Kundenty-
pen θ, beispielsweise durch Marktforschung, kennt. Jedoch ist das Unternehmen aus
technischen oder rechtlichen Gründen nicht in der Lage, Eigenschaften der Kunden
zu identifizieren, die mit ihrer Wertschätzung für die Produkte korrelieren. Folglich
hat es vier Möglichkeiten: Entweder es bietet sp1, sp2, sp1 und sp2 oder kein Produkt
an.
Um zu entscheiden, wann es rentabel ist, zwei Produkte anzubieten, wird zunächst
der Gewinn im Fall eines Produkts hergeleitet, um ihn anschließend mit dem Gewinn
im Fall zweier Produkte zu vergleichen.
Referenz: Gewinn im Ein-Produkt-Fall
Das Produkt sp2 stiftet allen Kunden mit θ > 0 einen höheren Nutzen als sp2.
Da beide Produkte gleiche variable Kosten verursachen, ist mit sp2 ein höherer De-
ckungsbeitrag als mit sp1 möglich. Im Fall eines Produkts wird das Unternehmen
deshalb sp2 zu einem Preis p2 anbieten. Zu diesem Preis wird es einen Kundentyp
θ0,2 geben, der genau indifferent zwischen Kauf und Nichtkauf von sp2 ist. Dabei han-
delt es sich exakt um den Kundentyp, bei dem der Nettonutzen 0 ist. Das Einsetzen
in die Gleichung B.4 ergibt
uγ + θ0,2uµ2 − p2 != 0⇔ θ0,2(p2) =
p2 − uγ
uµ2
. (B.5)
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Dieser Kundentyp kann als Grenzkunde aufgefasst werden. Alle Kundentypen über
ihm, kaufen sp2. Damit kann der Gewinn des Unternehmens im Fall eines Produkts
berechnet werden als:
G2(p2) = (p2 − kv,2) (1− θ0,2(p2))︸ ︷︷ ︸
alle Typen über θ0,2
= (p2 − kv,2)
(
1− p2 − uγ
uµ2
)
︸ ︷︷ ︸
B.5 eingesetzt
.
Das Unternehmen sucht nun den gewinnmaximalen Preis (pˆ2), der genau im Ma-
ximum der Gewinnfunktion zu finden ist. Er ist durch Ableiten und Nullsetzen zu
bestimmen:
pˆ2 =
uγ + uµ2 + kv,2
2
.
Der maximale Gewinn im Fall eines Produkts ist damit:
Gˆ2 =
(uγ + uµ2 − kv,2)2
4uµ2
.
Gewinn im Zwei-Produkt-Fall
Nun bietet das Unternehmen sp1 und sp2 zu den Preisen p1 und p2 an. Die Preise
müssen so gesetzt werden, dass Kunden die einen geringeren Nutzen aus den Pro-
dukten ziehen, sp1 kaufen, aber einen im Vergleich zu p2 geringeren Preis p1 zahlen.
Kunden, die einen hohen Nutzen aus den Produkten ziehen, sollen sp2 zu einem im
Vergleich zu p1 höheren Preis p2 kaufen. Die Preise sollen sich dabei an dem Wert der
Produkte für die Kunden orientieren und sie dazu bringen, ihren wahren Kundentyp
durch Wahl des passenden Produkts offenzulegen.
Da nun zwei verschiedene Produkte auf dem Markt angeboten werden, sind zwei
Käufertypen von Interesse. Der Typ θ1,2, welcher genau indifferent zwischen dem
Kauf von sp1 und sp2 ist und der Typ θ0,1, der genau indifferent zwischen dem Kauf
von sp1 und dem Nichtkauf ist.
Aufgrund der Nutzenfunktion der Kunden, muss für den θ1,2-Typ gelten:
uγ + θ1,2uµ1 − p1 = uγ + θ1,2uµ2 − p2︸ ︷︷ ︸
Der Nettonutzen beider Produkte ist für diesen Typ gleich
⇔ θ1,2(p1, p2) = p2 − p1
uµ2 − uµ1
.
Der Typ θ1,2 hängt damit von der Differenz ∆p der beiden Preise p1 und p2 ab und
kann geschrieben werden als:
θ1,2(∆p) =
∆p
uµ2 − uµ1
. (B.6)
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Der Typ θ0,1 ist indifferent zwischen dem Kauf von sp1 und dem Nichtkauf. Es
muss daher gelten
uγ + θ0,1uµ1 − p1 = 0 ⇔ θ0,1(p1) =
p1 − uγ
uµ1
. (B.7)
Damit Kunden je nach Wertschätzung von µ entweder sp1 oder sp2 kaufen, müs-
sen die Preise so gestaltet sein, dass, unter Beachtung von Funktion B.6 und Funk-
tion B.7, gilt 0 ≤ θ0,1 < θ1,2 < 1. Kunden mit θ > θ1,2 kaufen sp2, Kunden mit
θ0,1 ≤ θ ≤ θ1,2 kaufen sp1. Kunden mit dem einem Typ 0 ≤ θ < θ0,1, kaufen keines
der beiden Produkte.
Aus den Verhältnissen der Typ-Parameter heraus lassen sich zwei Bedingungen
ableiten, welche die Preise erfüllen müssen, damit zwischen den beiden Produkten
differenziert werden kann. Durch Einsetzen der Typ-Funktionen B.6 und B.7 in die
Ungleichungen ergeben sich
θ1,2(p1, p2) < 1 ⇔ p2 − p1
uµ2 − uµ1
< 1 ⇔ p2 < p1 + (uµ2 − uµ1) (B.8)
und
θ0,1(p1) < θ1,2(p1, p2) ⇔ p1 − uγ
uµ1
<
p2 − p1
uµ2 − uµ1
⇔ uµ2
p2 − uγ <
uµ1
p1 − uγ . (B.9)
Bedingung B.8 besagt, dass der Preis für sp2 geringer sein muss, als für sp1 kor-
rigiert um den Abstand des Teilnutzens von µ. Damit ist sichergestellt, dass sp2
überhaupt gekauft wird. Würde sp2 mehr kosten, hätten selbst die Kundentypen mit
einem hohen θ keinen Kaufanreiz. Bedingung B.9 besagt, dass das Preis-Nutzen-
Verhältnis von sp1 günstiger sein muss, als von sp2. Damit ist sichergestellt, dass
sp1 gekauft wird. Würde die Bedingung verletzt, würden alle Kundentypen entweder
nicht kaufen oder sp2 kaufen.3 Sind beide Bedingungen erfüllt haben Kunden einen
Anreiz, ihren wahren Kunden-Typ offen zu legen. Das Spiel wird dann anreizkompa-
tibel genannt [Dutta, 1999, S. 355].
Diese Bedingungen müssen erfüllt sein, damit sich das Angebot zweier Produkte
überhaupt lohnt. Aber welche Preise sind optimal? Dies wird wieder durch Maximieren
der Gewinnfunktion ermittelt, die im Fall zweier Produkte die Form
max
p1,∆p
G2(p1,∆p) = (p1 − kv,1)(θ1,2(∆p)− θ0,1(p1))︸ ︷︷ ︸
Gewinn durch Verkauf von sp1
+ (p1 + ∆p − kv,2)(1− θ1,2(∆p))︸ ︷︷ ︸
Gewinn durch Verkauf von sp2
3Der Nettonutzen wäre für Kunden für sp1 entweder 0 oder geringer als bei sp2.
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hat. Das Gewinnmaximum erhält man durch partielles Ableiten nach p1 und ∆p und
Nullsetzen.
∂G2(p1,∆p)
∂p1
=1− θ0,1(p1)− (p1 − kv,1)∂θ0,1(p1)
∂p1
!
= 0
∂G2(p1,∆p)
∂∆p
=1− θ1,2(∆p)− (∆p − kv,2 + kv,1)∂θ1,2(∆p)
∂∆p
!
= 0
Der Gewinn hängt noch von den Kundentypen ab. Die Abhängigkeit wird durch Ein-
setzen der Typ-Funktionen B.7 und B.6 für θ0,1 und θ1,2 aufgelöst.4 Damit ergeben
sich die optimalen Preise als
p∗1 =
uγ + uµ1 + kv,1
2
, ∆p∗ =
kv,2 − kv,1 + uµ2 − uµ1
2
, p∗2 =
uγ + uµ2 + kv,2
2
,
wobei p2 durch Auflösen von ∆p ermittelt wurde.
Die optimalen Preise müssen die Bedingungen der Ungleichungen B.8 und B.9
erfüllen, um die Anreizkompatibilität sicherzustellen. Die Bedingungen ändern sich
im Fall gewinnoptimaler Preise zu
p∗2 < p
∗
1 + (uµ2 − uµ1)⇒ kv,2 < kv,1 + (uµ2 − uµ1) (B.10)
und
uµ2
p∗2 − uγ
<
uµ1
p∗1 − uγ
⇒ uµ2
kv,2 − uγ <
uµ1
kv,1 − uγ . (B.11)
Da die optimalen Preise von den variablen Kosten abhängen können die Bedingungen
zur Anreizkompatibilität genau dann eingehalten werden, wenn die variablen Kosten
die Bedingungen zur Selbstselektion erfüllen. Es muss also gelten, dass die variablen
Kosten von sp2 kleiner sind als die variablen Kosten von sp2, zuzüglich des zusätzli-
chen Nutzens von µ2. Analog die Interpretation für Bedingung B.11. Da, wie eingangs
besprochen, im Fall von Software-Produkten kv,1 = kv,2 = 0 gilt, vereinfachen sich
die Bedingungen zu
uµ1 < uµ2 und uµ2 > uµ1,
die annahmegemäß immer erfüllt sind. Optimale Preise bei Software-Produkten, die
in Merkmalen des Software-Systems variieren sind damit immer anreizkompatibel.
Mit G∗2 steht der maximale Gewinn im Fall zweier Produkte fest. Ob es sich für
einen Software-Anbieter lohnt, zwei Produkte oder ein Produkt anzubieten, wird im
nächsten Abschnitt geklärt.
4Die bisher nicht durchgeführten Ableitungen müssen nun durchgeführt werden.
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Auswertung
Nachdem die gewinnoptimalen Preise und Gewinne im Fall eines Produkts und zwei-
er Produkte feststehen, soll im folgenden Abschnitt untersucht werden, welche der
beiden Varianten rentabler ist, also höhere Gewinne erwarten lässt.
Begonnen wird mit dem Verhältnis der einzelnen Kundentypen zueinander. Im Fall
gewinnoptimaler Preise gilt für θ0,1, θ0,2 und θ1,2 folgender Zusammenhang:5
θ0,1,p∗1 =
1
2
+
kv,1 − uγ
2uµ1
, θ0,2,pˆ2 =
1
2
+
kv,2 − uγ
2uµ2
und θ1,2,p∗1,p∗2 =
1
2
+
kv,2 − kv,1
2(uµ2 − uµ1)
.
Im Gewinnoptimum im Fall eines und im Fall zweier Produkte kaufen Kunden sp1
und sp2 wie folgt:
0 < θ0,1(p
∗
1) < θ0,2(pˆ2) < θ1,2(p
∗
1, p
∗
2) < 1.
Es zeigt sich, dass die Käufer von sp2 im Fall zweier Produkte nach rechts verschoben
sind6, zusätzlich aber auch Käufer von sp1 hinzukommen, die im Fall eines Produkts
gar nicht gekauft haben. Das Angebot zweier Produkte löst daher zwei Effekte aus:
Zum einen kann das Unternehmen sein Marktsegment ausdehnen. Kunden die sp2
zum Preis pˆ2 nicht kaufen können durch das zusätzliche Angebot von sp1 zu einem
Preis p∗1 dennoch erreicht werden. Zum anderen kaufen im Fall von zwei Produkten
aber auch Kunden sp1 zum Preis p∗1, die vorher sp2 zum Preis pˆ2 kauften. Hier
kannibalisiert sp1 sp2. Die Effekte sind in Abbildung B.3 schematisch dargestellt.
0 10,1
θ
θ 0,2θ 1,2θ
Ein Produkt:
Zwei Produkte:
Effekte:
Nichtkäufer -Käufersp2
spNichtkäufer -Käufer1 -Käufer2
Kein Effekt Ausdehnung Kannibalisierung Kein Effekt
sp
Abb. B.3: Effekte der Differenzierung auf den Gewinn [Belleflamme, 2006, S. 183]
5Durch Einsetzen der gewinnoptimalen Preise in die Funktionen der Kundentypen B.7, B.5 und
B.6, können die interessierenden Kundentypen im gewinnoptimalen Fall ermittelt werden. Da auch
im Optimum Anreizkompatibilität gelten muss, können die Typ-Parameter in die Bedingungen zur
Anreizkompatibilität (B.10 und B.11) eingesetzt werden und so ihr Verhältnis zueinander ermittelt
werden.
6θ0,2(pˆ2) < θ1,2(p
∗
1, p
∗
2).
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Der Kannibalisierungseffekt auf den Gewinn ist:
∆GKan = (θ1,2(p
∗
1, p
∗
2)− θ0,2(pˆ2))︸ ︷︷ ︸
Kunden, die nun sp1 statt sp2 kaufen
· ((p∗1 − kv,1)− (pˆ2 − kv,2))︸ ︷︷ ︸
Verlust durch geringere Preise von sp1
< 0
und analog der Ausdehungseffekt:
∆GAus = (θ0,2(pˆ2)− θ0,1(p∗1))︸ ︷︷ ︸
Kunden die vorher nicht-, nun aber sp1 kaufen
·(p∗1 − kv,1) > 0.
Preisdifferenzierung mit Selbstselektion ist genau dann rentabel, wenn |∆GAus | >
|∆GKan|. Durch Einsetzen der Kundentypen im Gewinnoptimum ergibt sich:
∆GAus + ∆GKan =
(uµ2(uγ − kv,1)− uµ1(uγ − kv,2))2
4uµ1uµ2(uµ2 − uµ1)
Im allgemeinen Fall hängt es von vielen Parametern, wie beispielsweise den variablen
Kosten oder dem Nutzen ab, ob sich Preisdifferenzierung mit Selbstselektion lohnt.
Eine allgemeine Aussage über die Rentabilität kann hier nicht getroffen werden.
Werden für die Differenzierung aber ausschließlich funktionale oder nicht-funktio-
nale Merkmale eines Software-Systems verwendet, dann können die variablen Kosten
kv,1 = kv,2 = 0 gesetzt werden und die Bedingung vereinfacht sich zu:
∆GAus + ∆GKan =
uµ2 − uµ1
4uµ1uµ2
u2γ > 0.
Da uµ1 immer kleiner ist als uµ2, ist der Bruch immer positiv. Eine Aussage über die
Rentabilität der Preisdifferenzierung mit Selbstselektion vereinfacht sich deshalb zu:
uγ > 0.
Im schlimmsten Fall, wenn das Produkt keinen Grundnutzen stiftet, ist Preisdiffe-
renzierung bei Software-Produkten nutzlos. Preisdifferenzierung mit Selbstselektion
ist im Fall von Software-Produkten, wenn keine zusätzlichen Fixkosten für weitere
Varianten eines Produkts auftreten, also immer die optimale Strategie.
Was aber, wenn zusätzliche Varianten doch zusätzliche Fixkosten (Kf ,zus) verur-
sachen? Ist Preisdifferenzierung bei Software-Produkten immer noch rentabel? Ja,
genau dann, wenn,
Kf ,zus < ∆GAus + ∆GKan = Kf ,zus <
uµ2 − uµ1
4uµ1uµ2
u2γ,
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der durch die Preisdifferenzierung mit Selbstselektion zusätzlich erwirtschaftete Ge-
winn in der Lage ist die zusätzlich anfallenden Fixkosten zu decken. Die Einführung
einer zusätzlichen Variante eines Produkts bringt Kunden dazu, ihre Wertschätzung
für ein Produkt offenzulegen. Damit kann es lohnend sein, eine weitere Variante ein-
zuführen, auch wenn damit zusätzliche Kosten verbunden sind, weil die Preise besser
an den Zahlungsbereitschaften der Kunden ausgerichtet werden können.
Für die Herleitung wurde ein Modell mit zwei Produktvarianten verwendet. Wie
Bhargava u. Choudhary [2008] zeigen, können die Ergebnisse auf n Produkte ausge-
weitet werden.
B.3 Preis-Subproblem für den Simplex-Algorithmus
Da die Zielfunktion auch geschrieben werden kann als
max
m∑
i=1
qi
n∑
j=1
pjxi j −
m∑
i=1
qi
n∑
j=1
kvj xi j︸ ︷︷ ︸
konstant
(B.12)
und der zweite Term konstant ist, vereinfacht sich die Zielfunktion zu
max
m∑
i=1
n∑
j=1
xi jqipj . (B.13)
Damit das lineare Sub-Problem mit einer Lösungsprozedur wie dem Simplex-Algo-
rithmus gelöst werden kann, müssen die Strukturvariablen auf der linken und die
konstanten Werte auf der rechten Seite der Ungleichungen stehen. Nach einigen
Umformungen ergeben sich damit folgende Nebenbedingungen.
n∑
s=0
psxis − pjyj ≤
n∑
s=0
uisxis − ui jyj︸ ︷︷ ︸
konstant
∀i , j (B.14)
n∑
j=0
pjxi j ≤
n∑
j=0
ui jxi j − wi︸ ︷︷ ︸
konstant
∀i (B.15)
p0 = 0 (B.16)
B. Herleitungen 228
B.4 Beispiel analytisch bestimmter Testdaten
Das Testdatenmodell aus Abschnitt 8.2.1.1 soll nun an einem kleinen Beispiel mit
drei Produkten und drei Segmenten illustriert werden [Fruchter u. a., 2006]. Zunächst
sind die Preisfunktionen aufzustellen
p1 = p0 + u11 − u10 = 0 + b1 − 0 = b1
p2 = p1 + u22 − u21 = b1 + 2b2 − 2b1 = 2b2 − b1
p3 = p2 + u33 − u32 = (2b2 − b1) + 3b3 − 3b2 = 3b3 − b2 − b1
Die Preisfunktionen in die Zielfunktion eingesetzt ergibt
G = (b1 − κb21) + (2b2 − b1 − κb22) + (3b3 − b2 − b1 − κb23),
= −b1 + b2 + 3b3 − κb21 − κb22 − κb23.
Die Funktion partiell nach jedem bj abgeleitet, ergibt entsprechend
∂G
∂b1
= −1− 2κb1 != 0→ b∗1 = −
1
2κ
,
∂G
∂b2
= 1− 2κb2 != 0→ b∗2 =
1
2κ
,
∂G
∂b3
= 3− 2κb3 != 0→ b∗3 =
3
2κ
.
Da b1 < 0 wird b1 = 0 gesetzt. Der maximale Gewinn ist damit
G =
1
2κ
+
3 · 3
2κ
− κ
(
1
2κ
)2
− κ
(
3
2κ
)2
=
10
2κ
− κ
4κ2
− 9κ
4κ2
=
5
2κ
.
Die Zahlungsbereitschaften sind
ui j =

0, wenn j = 0, 1,
i · 1
2κ
, wenn j = 2,
i · 3
2κ
, wenn j = 3.
Die Kosten sind
kvj =

0, wenn j = 0, 1,
1
4κ2
, wenn j = 2,
9
4κ2
, wenn j = 3.
Diese Daten bilden ein PLD, das zur Evaluation eines Optimierungsalgorithmus ver-
wendet werden kann.
C Modelle und Ausgaben des
Prototyps
ACAPEDataModel
name : EString
Entity
name : EString
description : EString
Attribute Level
<<enumeration>>
ConstraintType
Require
Exclude
Constraint
type : ConstraintType
Feature
name : EString
PriceSettings
lowerBound : EBigDecimal
upperBound : EBigDecimal
attributes
0..*
levels
2..*
features
0..*
lhs
0..1
rhs
0..1
priceSettings
1
constraints
0..*
Abb. C.1: Für die Generierung verwendetes ACA-PE-Meta-Modell
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Optimization Results
Number of Products: 10
Number of Systems: 10
Number of Segments : 3
Number of Assets: 6
Number of Features: 5
The following products should be in the portfolio:
1 Summary
Product Features Price
P1 [Kundenverwaltung] € 2
P3 [Kundenverwaltung, Vorschlagsystem] € 3
P7 [Kundenverwaltung, Vorschlagsystem, Konfigurator] € 4
They address the following segments
Segment Product
S1 P1
S2 P3
S3 P7
and enable a theoretical profit of € 249,50
The next sections contain more detailed recomendations.
System Impact (%)
3 72,14 %
7 14,03 %
1 13,83 %
Depending on the willingness to pay and the size of customer segments and the cost to
realize a system some systems generate more and other less profit. In  value-based pricing
products that generate more profit are prefered over products that generate less profit. The
following table contains the systems sorted according to their impact on the overall profit of the
portfolio. The impact of a system to profit is defined as the relative difference of the profit and
the profit of the portfolio without the system in the portfolio.
2 Impact of Systems to Profit
Page 1 of 2
Asset Impact
Kundenverwaltung 100,00 %
WebShopCore 100,00 %
Vorschlagsystem 86,17 %
Konfigurator 14,03 %
As for the systems, the impact can also be calculated for the assets. The impact of an asset to
profit is calculated as the relative difference of the profit and the profit of the portfolio without the
asset in the portfolio.
3 Impact of Assets to Profit
Feature Impact (%)
Kundenverwaltung 100,00 %
Vorschlagsystem 93,09 %
Konfigurator 57,01 %
3 Impact of Features to Profit
As for the systems and the assets, the impact can also be calculated for the features. The impact
of a feature to profit is the mean of the impacts of all assets that realizes that feature. If one of the
assets has an impact of 0, than it is not built. Hence, the features is not included and has an
impact of 0 as well.
Page 2 of 2
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