In this paper, we extend the ltering theory in 6] for deterministic tra c regulation and service guarantees to the matrix setting. Such an extension enables us to model telecommunication networks as linear systems with multiple inputs and multiple outputs under the (min; +)-algebra. Analogous to the scalar setting, there is an associated calculus in the matrix setting, including feedback, concatenation, \ lter bank summation" and performance bounds. As an application of the calculus, we derive service guarantees for networks with nested window ow control. In particular, service guarantees for networks with tandem ow control can be solved explicitly by the Gauss elimination.
Introduction
In the paper, Cruz 7] proposed the following deterministic tra c characterization for an increasing sequence A fA(t); t = 0; 1; 2; : : :g (with A(0) = 0). The sequence A is said to be f-upper constrained for some function f if A(t) ? A(s) f(s); 8s t:
Based on this tra c characterization, Cruz 7, 8] showed that deterministic service guarantees can be achieved in telecommunication networks. Since then, such a tra c characterization has been widely used in the eld (see e.g., 1, 11, 12, 14] ). In particular, Parekh and Gallager 12] used the characterization to analyze networks under the generalized processor sharing (GPS) scheme. They proposed the concept of service curves and were able to use that to compute end-to-end performance guarantees under the GPS scheme. In 9], Cruz made the rst attempt to formalize the concept of service curves. His e orts lead to the currently accepted concept of service curves in 13, 6, 2, 4], i.e., a server that guarantees a service curve f if its output B satis es B(t) B(s) + f(t ? s) for some s.
Recently, a general ltering theory under the (min; +)-algebra was developed in 6] for deterministic tra c regulation and service guarantees in telecommunication networks. The importance of the role of the (min; +)-algebra in deterministic tra c regulation and service guarantees is also recognized by Agrawal and Rajan 2], Cruz and Okino 10] and Le Boudec 4] . In such an algebra, one replaces the usual addition by the min operator and the usual multiplication by the addition operator (see e.g., 3]). As in the classical linear system theory, the new ltering theory in 6] treats an arrival process A (or a departure process B) as a signal, and a network as a system (see Fig. 1 ). A signal f ff(t); t = 0; 1; 2; : : :g is a nonnegative and increasing sequence. For instance, A(t), the cumulative number of arrivals by time t is nonnegative and increasing in time. A signal f is said to be not less than another signal g, denoted by f g, if f(t) g(t) for all t. Two basic operations for signals under the (min; +)-algebra are considered, the "addition" operation and the "multiplication" operation ?.
(i) (min) the pointwise minimum of two signals:
(f g)(t) = min f(t); g(t)]:
(ii) (convolution) the convolution of two signals:
(f ? g)(t) = min 0 s t f(s) + g(t ? s)]:
These two operations have the following algebraic properties and one may use them as the usual addition and multiplication. then f ? g f. If f(0) = g(0) = 0, then f g f ? g. There are two types of basic network elements: the maximal f-regulator (in Fig. 2 ) and the f-server (in Fig. 3 ). The maximal f-regulator with the input A yields the output B = A ? f (when f(0) = 0 and f is subadditive, i.e., f(s)+f(t) f(s+t) for all s; t 0), and the f-server for the input A guarantees the output B A ? f. The maximal f-regulator has the following three important properties:
(TR 1) Tra c regulation: the output from the maximal f-regulator is f-upper constrained for any input.
(TR 2) Optimality: the maximal f-regulator is the best causal tra c regulator that one can implement in terms of maximizing the cumulative number of departures from the regulator at any moment in time.
(TR 3) Conformity: if the input to the maximal f-regulator is already f-upper constrained, then it is not a ected by the regulator.
In particular, a ( ; )-leaky bucket is the maximal f-regulator with f(t) = + t and f(0) = 0. Moreover, a concatenation of ( i ; i )-leaky buckets is also the maximal f-regulator with f(t) = min i i + i t] and f(0) = 0.
Schedulers, such as GPS, can be characterized by f-servers for certain f's. The representation of a server is not unique, and it may depend on the input. For instance, the minimum bandwidth guarantee property in a GPS server is universal as it holds for all inputs. However, representing a GPS server by the service curve derived by the all-greedy method in 12] is not universal as it depends on the inputs to the GPS server. Also, the maximal f-regulator is a universal f-server as it does tra c regulation for any input. packet. This is due to the fact that the departure time from a PGPS server is not later than that from the corresponding GPS server by the time to transmit a maximum size packet.
In terms of the linear system theory, both the maximal f-regulator and the f-server can be viewed as linear time invariant lters with the impulse response f (except the f-server is with inequality). Network elements can be joined by concatenation, " lter bank summation", and feedback to form a composite network element. The algebraic properties listed above were used to derive the impulse response of a composite network element in 6].
(i) Concatenation (see Fig. 4 ): a concatenation of an f 1 -server for an input A and an f 2 -server for the output from the f 1 -server is an f-server for A, where f = f 1 ? f 2 .
(ii) \ lter bank summation" (see Fig. 5 ): the \ lter bank summation" of an f 1 -server for A and an f 2 -server for A is an f-server for A, where f = f 1 f 2 .
(iii) Feedback (see Fig. 6 ): the feedback of an f-server is an f -server for A if f(0) > 0 and A(t) < 1 for all t, where f , called the subadditive closure in 6], can be computed recursively by the following equations:
Once the impulse response of a composite network element is obtained, the corresponding performance guarantees, such as queue length and delay, can be derived.
(iv) Performance bounds (see Fig. 7 ): if the input to an f 2 -server is f 1 -upper constrained, then the maximum queue length (resp. maximum delay) is bounded by the vertical (resp. horizontal) distance between f 1 and f 2 .
The ltering theory in 6] only deals with systems with a single input and a single output (SISO). In this paper, we extend the ltering theory to the matrix setting so that systems with multiple inputs and multiple outputs (MIMO) can be analyzed. To do this, we consider matrices (or vectors) of signals, i.e., each element in a matrix is a signal. Following the natural matrix extension of the \addition" operation and the \multiplication" operation ?, we de ne the "addition" operation and the \multiplication" operation for matrices of signals. For instance, the \addition" and \multiplication" of the 2 2 matrices F and G are as follows De ne the \null" matrix to be the matrix that all its elements are the \null" signal , and the \identity" matrix e to be the matrix that its diagonal elements are the \impulse" signal e and all its other elements are the \null" signal . For instance, the 2 2 \null" matrix and \identity" matrix are = " # and e = " e e # :
Based on the matrix extension, most of the algebraic properties still hold except that the \multiplication" of two matrices are not commutative in general.
For tra c regulation, we extend Cruz's tra c regulation to the matrix setting. A n 1 matrix A = (A 1 ; : : : ; A n ) T is upper constrained by a n n matrix F if F ii (0) = 0, i = (ii) Given a constraint matrix F, how does one construct a regulator such that for any input matrix A, the output from the regulator is F-upper constrained?
The answer to the rst question is the matrix extension of the minimum envelope process in 5], and it requires de ning the \division" of two matrices. For the second question, we develop the matrix extension of the maximal F-regulator as a linear time invariant lter for an MIMO system with impulse response F , where F is the matrix extension of the subadditive closure in the scalar setting. We show that the three tra c regulation properties TR 1-3] are still satis ed.
Analogous to the extension of the maximal F-tra c regulator, the F-server with input A and output B satis es B i (t) ? A j (s) F ij (t ? s); 80 s t:
In the matrix form, one has B F ? A. Thus, the F-server can be viewed as an MIMO system that guarantees its output not less than the output from the linear time invariant lter with input A and impulse response F. As in the scalar case, there is a general MIMO ltering theory, including concatenation, \ lter bank summation" and feedback. For systems with feedback, we propose the primitive condition as the \stability" condition (the existence of a unique solution).
The primitive condition is a natural extension of the condition f(0) > 0 in the scalar setting.
For an application, we consider the nested window ow control problem in 2]. Such a problem can be formulated as an MIMO linear system with feedback, and its service guarantees can be derived by the ltering theory, provided that the primitive condition is satis ed. In particular, we found that the deadlock free condition in 2] is a necessary and su cient condition for the primitive condition. A special case of the nested ow control problem is the tandem ow control problem (see Fig. 8 ), where the input of the node in the downstream is the output of the node in the up stream. For such a problem, service guarantees are derived by the Gauss elimination.
The paper is organized as follows: in Section 2, we provide the basic theory for the extension to the matrix setting. This includes the extension of the subadditive closure in 6], and matrix \division." In Section 3, we extend the results for tra c regulation to the matrix setting. In Section 4, we extend the result for F-servers to the matrix setting. In Section 5, we apply the MIMO ltering theory to the nested window control problems. The proofs of various theorems are presented in the Appendices.
2 Min-plus matrix algebra
As described in the introduction, we considered the following two operations for sequences (or signals, functions) indexed by t = 0; 1; 2; : : :, under the (min; +)-algebra in 6].
(i) (min) the pointwise minimum of two sequences:
(ii) (convolution) the convolution of two sequences under the (min; +)-algebra:
Let F (resp. F 0 ) be the set of increasing sequences with f(0) 0 (resp. f(0) = 0). That is, a sequence f ff(t); t = 0; 1; 2; : : :g 2 F (resp. F 0 ) satis es f(0) 0 ( resp. f(0) = 0) and f(s) f(t) for all s t. Clearly, these two operations are closed in F. Moreover, (F; ; ?) satis es the algebraic properties described in the introduction and it is a commutative dioid (see 3]) with the zero element and the identity element e, where is the sequence with (t) = 1 for all t, and e is the sequence with e(0) = 0 and e(t) = 1 for all t > 0.
To extend the ltering theory in 6] to the matrix setting, we consider square n n matrices with entries in F. For a matrix F 2 F n n , denote by F ij its entry at the i th row and the j th column. For any two matrices F and G in F n n , we say F = G (resp. F G) if F ij (t) = G ij (t) (resp. F ij (t) G ij (t)) for all i; j = 1; : : : ; n and t = 0; 1; 2; : : : The addition and multiplication of matrices are de ned conventionally after the "addition"operator and the "multiplication" operator ? in F. We still use and ? to denote the "matrix addition" operator and the "matrix multiplication" operator, i.e., (F G) ij = F ij G ij ; (1) (F ? G) ij = F i1 ? G 1j ] F i2 ? G 2j ] : : : F in ? G nj ]: (2) These are equivalent to (F G) ij (t) = min F ij (t); G ij (t)]; (3) (F ? G) ij (t) = min 1 k n min 0 s t F ik (s) + G kj (t ? s)]; (4) for any t 0. We note that for F and G in F n n , the matrices F(t) and G(t) are in (R + f1g) n n . One may also write these in the following matrix forms (6) where and are the matrix \addition" and \multiplication" under the (min; +)-algebra (see 6], Section 2.1), i.e.,
One can easily verify that (F n n ; ; ?) is still a dioid with the zero matrix and the identity matrix e, where has all its entries equal to , and e has its diagonal entries equal to e and all other entries equal to . To be precise, we have the following properties: 
As this sequence is decreasing, the limit always exists. The closure operation is the extension of the subadditive closure in the scalar case. In the following lemma, we derive properties for F . The proof is given in Appendix B. In the extension to matrix operations, we note that F is no longer subadditive. To extend the condition f(0) > 0 in the scalar setting for systems with feedback, we consider a special type of matrices, called primitive matrices below.
De nition 2.3 (Primitive matrix) A matrix F 2 F n n is primitive if there is a nite m such that F (m) ij (0) > 0 for all i and j.
In view of (6),
where is the matrix multiplication under the (min; +)-algebra. Thus, F is primitive if and only if F (0) (ii) If Remark 2.6 We note that the matrices de ned in this section need not be square in order for the results in Theorem 2.5 to hold. We only need the condition that the two matrices can be multiplied, i.e., the number of rows in B is equal to the number of columns in F. In other words, one may view nonsquare matrices as square matrices with some elements being padded with the zero element .
In the scalar case, the subadditive closure f can be computed recursively from the following equations:
Similarly, Theorem 2.5(i) can be used to derive a recursive algorithm for computing F . The proof of Lemma 2.7 is given in Appendix E.
Lemma 2.7 Let F = F e. Then (2) : : : (F (0)) (n?1) ; (11) and for t > 0 (12) In the scalar case, one has f (0) = 0 and Lemma 2.7 leads to another recursive algorithm for computing f as follows:
Beside the matrix \addition" operator and the matrix \multiplication" operator ?, we consider the following matrix operator in F n n (F G) ij (t) = sup As the statement holds only for one side of the inequality, the operator is called the \sup-division" operator in this paper. In the following lemma, we derive properties of the \sup-division" operator. The proofs of Lemma 2.8 and Lemma 2.9 are given in Appendix F. We note that some results in Lemma 2.9 for the scalar setting were reported in 2, 4]. As in the scalar case, we provide answers to the following two questions.
(Q1) Given an input matrix A 2 F n 1 , what is the minimum F 2 F n n 0 such that A is F-upper constrained?
(Q2) Given a constraint matrix F 2 F n n 0 , how does one construct a regulator such that for any input matrix A 2 F n 1 , the output from the regulator is F-upper constrained?
We answer the rst question in Theorem 3.3, which is the matrix extension of the minimum envelope process in 5]. Theorem 3.3 Letê be the matrix in F 1 n with all its elements being e. For any input matrix A 2 F n 1 , letÂ = Aê (Â is a matrix in F n n with identical columns). ThenÂ Â is the minimum F 2 F n n 0 such that A is F-upper constrained.
As the matrixÂ has identical columns, we have from (13) that (Â Â ) ij (t) = sup As in the scalar case, the conditionB A corresponds to one of the causal conditions in 1] as the number of departures cannot be larger than the number of arrivals. Theorem 3.5(i)
shows that for any input A, the maximal F-regulator generates an F-upper constrained output B. Theorem 3.5(ii) shows that it is the best construction that one can implement if one would like to maximize the number of departures by time t. Finally, Theorem 3.5(iii) shows that if A is already F-upper constrained, then it will pass through the maximal F-regulator without any change.
In the following lemma, we show how one can transform the tra c characterization from the matrix setting to the scalar setting. Lemma 3.6 (Multiplexing) Suppose that A 2 F n 1 is F-upper constrained for some F 2 F n n 0 . Then P n i=1 A i is f-upper constrained, where f(t) = min P n i=1 F i (i) (t) and is a permutation of f1; 2; : : : ; ng. Proof. Note that for any permutation of f1; 2; : : : ; ng
as we assume that A is F-upper constrained.
Service guarantees
In the section we extend the concept of service curves developed by Cruz 9] and Sariowan 13] to the matrix setting.
De nition 4.1 (F -server) A server is called a F-server (F 2 F n n ) for an input matrix A 2 F n 1 if its output matrix satis es B F ? A. If the inequality is satis ed for all input matrices, then we say the F-server is universal. If the inequality is an equality, we say the F-server is exact.
Clearly, the maximal F-regulator is a universal and exact F -server. Analogous to the scalar case, one has the following properties for F-servers. The (resp. B 2 ) be the output from an F 1 -server (resp. F 2 -server) for A. The output from the \ lter bank summation", denoted by B, is B 1 B 2 . Then the \ lter bank summation" of an F 1 -server for A and an F 2 -server for A is an F-server for A, where F = F 1 F 2 .
Theorem 4.4 (Feedback (cf. Fig. 6 )) Consider an input matrix A 2 F n 1 and an F-server for B, where B = A A 1 , and A 1 is the output from the F-server. If F is primitive, then the feedback system is an F -server for A.
In the following theorems, we derive performance bounds for F-servers. Theorem 4.5 Consider an F 2 -server for A. Let (ii) As we assume that B A (and thusB Â ), it follows from the monotonicity of and (16) We note that the bound for delay is more complicated than that for queue length in Theorem 4.5. It also requires the condition that F 1;ij (0) F 2;ij (0) for all j 6 = i. Proof. Let as we assume that F 1;ij (0) ? F 2;ij (0) 0 for all j 6 = i.
Nested window ow control
In this section, we apply our results to the nested window control problem in 2]. Let A 2 F n 1 be the input matrix to a network (with n nodes) and B 2 F n 1 be the output matrix. Suppose that the network enforces a nested window ow control for the input A with the window size matrix W (W ij is the window size between node i and node j). For the nested window ow control system, the e ective input matrix to the network, denoted byÃ, satis es (cf. 
Note that min 1 j n W ij + B j (t)] = (W ? B) i (t), whereW is the matrix withW ij (t) = 1 for t > 0 andW ij (0) = W ij . One may rewrite (17) as follows:
Also, we assume that the network is an F-server for the e ective input matrixÃ, i.e., B F ?Ã: and the nested window ow control system is a (F ?W) ? F-server. A su cient condition for F ?W to be primitive is thatW(0) = W is primitive under the (min; +)-algebra. From Lemma 2.4, the necessary and su cient condition for W to be primitive is the deadlock free condition in 2], i.e., given any cycle of network elements k 1 ; : : : ; k d ; k 1 , for some d 1, one has
A special case of the nested window ow control problem is the tandem window ow control problem in 2, 10], in which 0 < W i?1;i < 1 for i = 2; : : : ; n and W ij = 1 otherwise (see Fig.  8 for n = 3). In other words, window ow control is only enforced between node i ? 1 and i, i = 2; : : : ; n. Also, assume there is only one external input A 1 . As the network is in tandem, the only input to the i th node is the output from the i ? 1 th node (the external input for the rst node). Thus, A i = B i?1 for all i = 2; : : : ; n and F ij = for j 6 = i, i = 1; : : : ; n. Recall that is the zero element with (t) = 1 for all t. In this case, the matrix equation in (18) 26) where we apply the distributivity.
The equations in (24), (25) and (26) can be solved by the Gauss elimination. For example, take n = 3 in Fig. 8 In general, one can show that the tandem window ow control is a ( > 0, then (F (0))`> 0 for all` m. Thus, we only need to consider cycles with length not greater than m. For such a cycle, we may consider joining k identical cycles for some k large enough to form a path in i;j S i;j (`) with` m. Thus, k times of the weight of such a cycle is not less than the weight of a certain path in i;j S i;j (`). Since every path in i;j S i;j (m) has a positive weight, the weight of such a cycle is also positive.
D Appendix D
In this section, we prove Theorem 2.5.
(i) The proof is analogous to that in Chang 6], Theorem 2.4(i) and thus omitted. .
(ii) We rst show that F ? A is the unique solution under the condition that A ij (t) < 1 for all i; j; t. This condition will be removed later on. Since we assume that F is primitive, there is a nite m such that F ? B) ij (0) k . From the assumption that A ij (t) < 1 for all i; j; t, it follows that for any xed t there is a nite k such that A i;j (t) < k for all i; j and thus F (km) (t) ? B A(t). In view of (36), for any xed t there is a nite k such that B(t) = (F Now we remove the condition that A ij (t) < 1 for all i; j; t. We do this by truncation. Let T c be the matrix that T c;ij (t) = c for all i; j; t. 
E Appendix E
In this section, we prove Lemma 2.7.
As F = (F ) , we have from Lemma 2.2(iii) that F is the maximum solution of the equation H = (F ? H) e. In view of (6) and (e(t)) ij = 1 for all t > 0, 1 i; j n, F is the maximum solution of the equations H(0) = F (0) H(0) e(0); Proof. (Lemma 2.9) (i) That (i) holds follows trivially from the de nition in (13) .
(ii) Let 
