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Resumen
En este trabajo, se estudia el buen planteamiento de un problema de valor inicial asociado a la
ecuación Zakharov-Kuznetsov-Benjamin, en espacios de Sobolev Hs(R2) y en espacios de Sobolev
con pesos anisotrópicos
Zsr1,r2(R
2) = Hs(R2) ∩ L2
(
(|x|2r1 + |y|2r2) dxdy
)
, s, r1, r2 ∈ R.
La demostración se basa en el principio de contracción, en los resultados obtenidos de buen plan-
teamiento de la ecuación en Hs(R2) y una fórmula puntual tipo conmutador que involucra el grupo
asociado a la parte lineal de la ecuación y los pesos anisotrópicos fraccionarios.
Palabras claves: Benjamin-Ono-Zakharov-Kuznetsov, buen planteamiento local, espacios de
Sobolev anisotrópicos con pesos.
Abstract
We consider the well-posedness of the initial value problem associated to the Zakharov-Kuznetsov-
Benjamin equation in Sobolev spaces Hs(R2) and in fractional weighted Sobolev spaces
Zsr1,r2(R
2) = Hs(R2) ∩ L2
(
(|x|2r1 + |y|2r2) dxdy
)
, s, r1, r2 ∈ R.
Our method of proof is based on the contraction mapping principle and it mainly relies on the
well-posedness results obtained for this equation in the Sobolev spaces Hs(R2) and a new point-
wise commutator type formula involving the group induced by the linear part of the equation and
the fractional anisotropic weights to be considered.
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Notaciones
1. C∞(Ω) es el espacio de funciones definidas en el conjunto abierto Ω ⊆ Rn a valor real infini-
tamente diferenciables.
2. C∞0 (Ω) es el espacio de funciones f ∈ C∞(Ω) con soporte compacto en Ω.
3. C(Ω;X) es el espacio de funciones continuas de Ω ⊆ Rn en el espacio de Banach X.





5. L∞(Rn) es el espacio de las funciones esencialmente acotadas de Rn en C.




|xα∂βf(x)| <∞ para todo α, β ∈ Nn.
7. Para variables x y y, x ∼ y significa que existen constantes positivas C1 y C2 tales que
C1|y| ≤ |x| ≤ C2|y|.
1 Introducción
En este trabajo, estamos interesados en estudiar una familia bidimensional de ecuaciones de tipo
dispersivo, precisamente consideramos el siguiente problema de valor inicial (PVI):{
ut + αuxxx + βuxyy − γHuxx + ukux = 0, t ∈ R, (x, y) ∈ R2, k = 1, 2.
u(x, y, 0) = u0(x, y),
(1.1)















El objetivo principal de este trabajo de tesis es investigar acerca de la existencia de soluciones
del PVI (1.1), en espacios de Sobolev clásicos y en espacios de Sobolev con pesos anisotrópicos,
determinar si la solución es única, estudiar la persistencia de soluciones y la dependencia continua
respecto de los datos iniciales. Para ser más precisos, estamos interesados en el buen planteamiento
de soluciones según T. Kato [32], el cual afirma que: un PVI es localmente bien planteado (LBP)
en un espacio de funciones X, si para cada dato inicial u0 ∈ X, existen T = T (u0) > 0 y una
solución única u ∈ C([−T, T ];X) ∩ · · · = YT del PVI, tal que la aplicación dato-solución u0 → u
es localmente continua de X en YT , en las respectivas topoloǵıas. Cuando T es arbitrario, decimos
que el PVI es globalmente bien planteado (GBP).
En los últimos 25 años se han analizado un gran número de modelos f́ısicos y matemáticos asociados
a este PVI en el contexto de buen planteamiento, con el fin de comprender mejor los fenómenos
f́ısicos que estos describen. A continuación presentamos un breve recuento de algunos de los mode-
los que han sido objeto de un amplio estudio y de los cuales guardan una estrecha relación con la
familia de ecuaciones inicialmente considerada en (1.1).




k∂xu = 0, k ∈ N, t, x ∈ R. (1.3)
Para k = 1, obtenemos la célebre ecuación de Korteweg-de Vries (KdV), la cual se utilizó para
modelar la propagación de ondas largas unidireccionales de agua en un canal poco profundo (ver
[41]). En el caso k = 2, la ecuación se llama ecuación modificada KdV (mKdV), que al igual que
otras ecuaciones de la familia, se encontró su gran aplicabilidad en diversos sistemas f́ısicos (ver
[31]). Una caracteristica importante de las ecuaciones KdV y mKdV es que tienen infinitas leyes
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de conservación, las cuales, son usadas para obtener soluciones globales (ver [51]).
Ecuación generalizada de Benjamı́n-Ono, gBO,
ut −H∂2xu+ uk∂xu = 0, k ∈ N, t, x ∈ R. (1.4)
Para k = 1, obtenemos la ecuación de Benjamı́n-Ono (BO) que modela la propagación de ondas
internas unidireccionales en fluidos estratificados de gran profundidad (ver [1], [8]). Para k = 2, la
ecuación se llama, ecuación modificada de Benjamin-Ono (mBO) y su aplicación también incluye
la propagación de ondas en fluidos. Hay que resaltar que, al igual que las ecuaciones KdV y mKdV,
la ecuación BO también tiene infinitas leyes de conservación (ver [8]).
Ecuación de Benjamı́n (B),
ut + ∂
3
xu−H∂2xu+ u∂xu = 0, k ∈ N, t, x ∈ R. (1.5)
Esta ecuación es empleada para modelar la propagación de ondas unidireccionales internas en flui-
dos (ver [3]). Observemos que esta ecuación contiene los términos dispersivos de la ecuación KdV
y de la ecuación BO.
Existen varias generalizaciones para la ecuación gKdV y la ecuación gBO a dos dimensiones. Una
de las más reconocidas y ampliamente estudiada es:






k∂xu = 0, k ∈ N, t ∈ R, (x, y) ∈ R2. (1.6)
Para k = 1, esta ecuación describe la propagación de ondas ion-acústicas en plasma magnetiza-
do (ver [43], [61]). Para k = 2, se obtiene la conocida ecuación modificada ZK, la cual modela la
propagación de ondas Alfvén con un ángulo cŕıtico en un campo magnético no perturbado (ver [58]).
Ecuación generalizada de Benjamı́n-Ono-Zakharov-Kuznetsov (gBO-ZK)
ut + ∂x∂
2
yu−H∂2xu+ uk∂xu = 0, k ∈ N, t ∈ R, (x, y) ∈ R2, (1.7)
para k = 1, esta ecuación aparece en aplicaciones de electromigración en nanoconductores delgados
en un sustrato dieléctrico (ver [29], [42]).
La ecuación diferencial asociada al PVI (1.1), para k = 1, puede considerarse como una versión
bidimensional de la ecuación de Benjamin y la ecuación KdV, puesto que la parte dispersiva invo-
lucra términos de ambas ecuaciones y la parte no lineal es la misma. Además, este PVI contiene
las ecuaciones gZK (γ = 0) y gBO-ZK (α = 0).
En este trabajo, la ecuación de nuestro interés en (1.1) la vamos a llamar ecuación de Zakharov-
Kuznetsov-Benjamı́n (ZK-B) para k = 1 y ecuación modificada de Zakharov-Kuznetsov-Benjamı́n
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(mZK-B) para k = 2.
Uno de los problemas centrales en el estudio de los modelos expuestos anteriormente, ha sido el
de determinar condiciones de mı́nima regularidad de los datos iniciales que garanticen el buen
planteamiento de cada PVI, en espacios de Sobolev Hs(Rn). Dentro de las técnicas usadas para
lograr este objetivo, se encuentran por un lado, estimaciones de enerǵıa, regularización parabólica
y teoŕıa de ecuaciones de evolución cuasilineales, por otro, argumentos de contracción. Un método
para superar la pérdida de derivadas debido al término no lineal de la ecuación, es obtener efectos
regularizantes, presentes en el grupo unitario asociado al propagador lineal de la ecuación, y junto
con el teorema de punto fijo de Banach se obtienen resultados de buen planteamiento. El método
descrito anteriormente es introducido inicialmente por Kenig Ponce y Vega en el estudio del PVI
asociado a la ecuación gKdV (ver [35]). En los últimos años se han mejorado estas técnicas para
obtener resultados óptimos de buen planteamiento de diversos PVI, que mediante estimaciones de
enerǵıa no eran satisfactorios. Un amplio estudio de estas técnicas para las ecuaciones: gKdV, BO
y B, pueden ser consultados en [35], [4], [37], [23], [44], [40], [38], [48], [56], [5], [25].
A continuación, mencionamos algunos resultados de buen planteamiento de PVI asociados a ecua-
ciones bidimensionales.
Para la ecuación ZK, Faminskii adaptó el método de Kenig Ponce y Vega para encontrar efectos
regularizantes y demostrar que el PVI asociado a la ecuación ZK es GBP en Hs(R2), con s un valor
entero y s ≥ 1 (ver [15]). Después, F. Linares y A. Pastor, mejoran las estimaciones lineales encon-
tradas por Faminski, y con el principio de contracción obtienen que el PVI asociado a las ecuaciones
ZK y mZK son LBP en Hs(R2) con s > 3/4 (ver [45]). Posteriormente, A. Grünrock y S. Herr,
emplean una simetrización de la ecuación y espacios de Bourgain para obtener LBP en Hs(R2) con
s > 1/2 (ver [22]). Independientemente, L. Molinet y D. Pilod obtienen en [50] este mismo resultado.
Con respecto a la ecuación gZK, L. Farah, F. Linares y A. Pastor, mejoran aún más la técnica
utilizada en las ecuaciones ZK y mZK para demostrar que el PVI es LBP en Hs(R2) con s > 3/4,
para 3 ≤ k ≤ 7, y s > 1 − 2/k, para k ≥ 8 (ver [14]). Despues F. Ribaud y S. Vento, aplican un
método iterativo para probar que el PVI es LBP en Hs(R2) con s > 1/4 si k = 2, s > 5/12, si
k = 3 y s > 1− 2/k, si k ≥ 4.
En relación a resultados globales, en el caso de la ecuación ZK se utilizan leyes de conservación
y una desigualdad de Gagliardo–Nirenberg para extender soluciones locales a globales en H1(R2).
Para la ecuación mZK, también se obtienen soluciones globales en Hs(R2) con s > 53/63, siempre
y cuando la norma de los datos iniciales sea pequeña (ver [46]). Por último, para k ≥ 3, el PVI es
GBP en H1(R2), bajo una elección adecuada de datos iniciales (ver [14]).
En el caso de la ecuación BO-ZK, A. Pastor y A. Cunha, utilizan el método de regularización
parabólica para demostrar que el PVI es LBP en Hs(R2) con s > 2 (ver [10]). Recientemente los
mismos autores demuestran el buen planteamiento para s > 11/8 utilizando una versión mejorada
del método de enerǵıa (ver [9]). A diferencia de la ecuación ZK, para mostrar el buen planteamiento
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no es posible con un argumento de contracción, ya que en [13] se demostró que para cualquier s real,
la aplicación dato-solución de la ecuación BO-ZK no es de clase C2 en el origen en las topoloǵıas
respectivas.
El resultado anterior es una motivación para estudiar el buen planteamiento de PVI en espacios de
Sobolev diferentes a los espacios de Sobolev clásicos Hs(Rn). En este sentido, los primeros trabajos
se encuentran de nuevo para la ecuación KdV.
A continuación presentamos algunos de los resultados más relevantes en este aspecto, los cuales
sirvieron de motivación para encontar los resultados principales en este trabajo.
T. Kato demostró en [32], la persistencia de soluciones en otra clase de espacios de Sobolev, en
este caso, su motivación fue estudiar el buen planteamiento en espacios donde las funciones teńıan
gran decáıda al infinito, lo cual no es el caso de los espacios de Sobolev Hs(R). En particular,
Kato demostró que el espacio de Schwartz se mantiene por el flujo de la ecuación gKdV, en otras
palabras, si el dato inicial está en la clase de Schwartz entonces la solución respectiva también se
encuentra en este espacio en todo tiempo donde este definida la solución (ver [32]).
Otros resutados de persistencia se obtuvieron en espacios de Sobolev con pesos enteros, definidos
por:
Zs,k = H
s(R) ∩ L2(|x|2k dx), s ≥ 2k, k ∈ N.
La demostración de estos resultados, se basa en la propiedad conmutativa de los operadores
Γ = x− 3t∂2x, L = ∂t + ∂3x. (1.8)
Si consideramos el PVI lineal{
ut + ∂
3
xu = 0, x, t ∈ R
u(x, 0) = u0(x),
(1.9)








En el trabajo de Kato se muestra que la propiedad de conmutar los operadores que aparecen en
(1.8), es equivalente a:
xU(t)u0(x) = U(t)(xu0)(x) + 3tU(t)(∂
2
xu0)(x). (1.10)
También sucede algo similar con la ecuación BO, los operadores
Γ = x− 2tH∂x, L = ∂t +H∂2x,
también conmutan y si V (t) es el grupo unitario asociado al PVI de la ecuación BO con dato inicial
v0 entonces esta propiedad conmutativa es equivalente a:
xV (t)v0(x) = V (t)(xv0)(x) + 2tV (t)(∂xv0)(x). (1.11)
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Analizando las fórmulas (1.10) y (1.11), se observa una estrecha relación lineal entre la regularidad
y la decáıda del dato inicial. En el caso de la ecuación KdV, (1.10) sugiere que s ≥ 2m y para la
ecuación BO, (1.11) indica que s ≥ m, en donde s y m son los ı́ndices de regularidad y decáıda
respectivamente. Por consiguiente, para obtener propiedades de persistencia para el flujo de la ecua-
ción (1.9), es necesario que s ≥ 2m y en el caso de la ecuación BO lineal, s ≥ m. Este resultado nos
señala que la relación que existe entre la regularidad y la decáıda del dato inicial, se debe mantener
aún para el PVI no lineal. En relación a esto, P. Isaza, F. Linares y G. Ponce demostraron que la
hipótesis s ≥ 2m, es una condición necesaria y suficiente para obtener propiedades de persistencia
de soluciones de la ecuación gKdV en los espacios con peso Zs,k (ver [28]).
Por otro lado, G. Fonseca, F. Linares y G. Ponce extendieron los resultados de T. Kato a exponen-
tes fraccionarios, obteniendo una fórmula puntual que conmuta pesos con los grupos asociados a
las ecuaciones lineales gKdV y BO, similares a (1.10) y (1.11). Hay que destacar que con ayuda de
estimaciones preliminares, que surgen de la técnica de Kenig, Ponce y Vega empleada para mostrar
el buen planteamiento en Hs(R) para la ecuación gKdV, ellos logran rescatar el argumento de
contracción para demostrar también el buen planteamiento de gKdV, pero en espacios de Sobolev
con pesos fraccionarios (ver [16]).
Con respecto a la ecuación BO, el estudio en espacios con peso es diferente a la ecuación gKdV
debido a su caracter dispersivo, que es esencialmente más débil que el de la ecuación KdV. Para
ilustrar esto, R. Iorio demostró propiedades de persistencia de soluciones globales en espacios con
peso Zk,k, para k = 1, 2. En el caso k = 3, se demuestra que una condición necesaria para obtener
persistencia en este espacio, es que el valor promedio del dato inicial sea cero (û0(0) = 0). Para
k = 4, sucede algo inusual, en este caso la propiedad de persistencia no se tiene. R. Iorio prueba
que si una solución pertenece a Z4,4 en todo tiempo entonces esta solución debe ser identicamente
cero. Este hecho se conoce como principio de continuación única. Más adelante R. Iorio mejora este
principio, en el siguiente sentido: si una solución de la ecuación BO pertenece a Z3,3 y si existen
tres tiempos distintos para los cuales la solución respectiva está en Z4,4, entonces esta solución debe
ser cero en todo tiempo.
Recientemente, G. Ponce y G. Fonseca, extienden los resultados obtenidos por R. Iorio a ı́ndices de
regularidad y decáıda (s, r), contenidos en un rango óptimo de valores reales. En sus argumentos
utilizan propiedades de continuidad para la transformada de Hilbert en espacios con peso, una carac-
terización de Hs(R) a través de la derivada de Stein, combinado con el método de enerǵıa (ver [16]).
Técnicas similares a las empleadas por G. Fonseca, G. Ponce y F. Linares, se han adaptado con
éxito para estudiar propiedades de persistencia de diversos PVI en espacios de Sobolev con peso.
Por todo lo expuesto anteriormente, centramos nuestro interés en obtener, en primer lugar, el buen
planteamiento del PVI (1.1), utilizando la técnica de Kenig, Ponce y Vega, y en segundo lugar em-
plear los métodos introducidos por G. Fonseca, F. Linares y G. Ponce, para estudiar la persistencia
de soluciones en espacios de Sobolev con peso y estudiar el principio de continuación única.
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Como se afirmó arriba, empezaremos considerando los efectos regularizantes asociados al propaga-
dor lineal de la ecuación, y para esto adaptamos los métodos empleados por Faminski, F. Linares
y A, Pastor para la ecuación ZK. Llegados a este punto, aplicamos el principio de contracción para
demostrar el buen planteamiento del PVI (1.1) en Hs(R2) con s > 3/4 (ver Teorema 13).
Con respecto a la segunda parte, deducimos una fórmula puntual, en dos dimensiones, que conmu-
ta pesos de cualquiera de las variables espaciales con el propagador lineal de (1.1) y empleando la
estrategia de [16] obtenemos resultados de buen planteamiento en espacios de Sobolev con pesos
anisotrópicos (ver Teorema 12).
Podemos mencionar que las técnicas empleadas nos permiten también obtener resultados de per-
sistencia de soluciones para la ecuación gZK en espacios de Sobolev con pesos anisotrópicos (ver
Teorema 19). Un resultado similar y sólo para el caso de la ecuación ZK, ha sido simultaneamente
obtenido en [7], mediante el uso del segundo tipo de derivada de Stein (ver (2.13)).
Finalmente, obtenemos principios de continuación única para el PVI (1.1). En esta parte, seguimos
y adaptamos los argumentos utilizados por G. Fonseca y G. Ponce para la ecuación BO.
El escrito se divide en cinco caṕıtulos, el primero presenta los preliminares y la notación que se uti-
lizará a lo largo del trabajo. En el segundo caṕıtulo se demuestran todas las estimativas en relacion
al propagador lineal de PVI (1.1). El tercer caṕıtulo estudia el buen planteamiento en espacios de
Sobolev clásicos Hs(R2). El cuarto caṕıtulo trata acerca del buen planteamiento en espacios de So-
bolev con pesos anisotrópicos y en el quinto caṕıtulo abordamos propiedades de continuación única.
2 Preliminares
El proposito de este caṕıtulo, es introducir la notación y preliminares necesarios en los caṕıtulos
subsiguientes.
Iniciamos, suponiendo que las constantes α, β y γ del PVI (1.1), son iguales a uno. Esta hipótesis
se implementa, para simplificar los argumentos que se aplican en este trabajo, y no afecta nuestros
resultados de buen planteamiento.





















con las modificaciones usuales cuando, p =∞ o q =∞ o r =∞.





Los potenciales de Bessel y Riesz de orden −s, son denotados por Js = (1−∆)s/2 y Ds = (−∆)s/2,
respectivamente.
Para z un número complejo, definimos los operadores Jzx , J
z
y , a través de la transformada de Fourier
por
Ĵzxf(ξ, η) := 〈ξ〉z f̂(ξ, η) y Ĵzy f(ξ, η) := 〈η〉z f̂(ξ, η),
donde 〈·〉 = (1 + | · |2)1/2.
Del mismo modo, definimos las derivadas homogéneas en cada variable espacial, aśı
D̂zxf(ξ, η) := |ξ|z f̂(ξ, η) y D̂zyf(ξ, η) := |η|z f̂(ξ, η). (2.1)
Sea s un número real. El espacio de Sobolev Hs(R2) se define como
Hs(R2) :=
{




donde S ′ denota el dual topológico del espacio de Schwartz S. La norma será denotada por ‖f‖Hs .







La norma en este espacio esta dada por
‖f‖2Zsr1,r2 = ‖f‖
2
Hs + ‖ |x|r1f‖22 + ‖ |y|r2f‖22.
El conmutador de los operadores lineales A y B, se define por:
[A : B] = AB −BA.
Ahora, enunciamos un resultado útil de interpolación para algunos desarrollos en espacios de So-
bolev con pesos. Este resultado se puede deducir a partir de el lema de las tres lineas de Hadamard
y su demostración puede ser encontrada en [16].




















siempre que el lado derecho de las desigualdades sea finito.
Por otro lado, presentamos una caracterización de la continuidad para la transformada de Hilbert
en espacios con peso, para lo cual se considera la siguiente definición:





















Teorema 1 ([24]). La función no-negativa w ∈ L1loc(R), satisface la condición Ap si y solo si la










Por ejemplo, la función |x|α, satisface la condición Ap si y solo si α ∈ (−1, p− 1), en particular si
p = 2, |x|α, cumple la condición A2 si y solo si α ∈ (−1, 1).
El siguiente resultado, también involucra la transformada de Hilbert, el cual es una generalización
del conmutador de Calderon y su demostración puede ser encontrada en [11].
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Teorema 2. Para p ∈ (1,∞) y l,m ∈ Z+ ∪ {0}, l +m ≥ 1, existe c = c(p, l,m) > 0, tal que
‖∂ lx[H : a]∂mx f‖p ≤ c‖∂ l+mx a‖∞‖f‖p. (2.6)
Por otra parte, enunciamos resultados para la derivadas fraccionarias, es decir propiedades de la
derivada homogénea Dbx con b ∈ (0, 1).
Comenzamos con la regla de Leibniz para derivadas fraccionarias, la cual fue deducida por Kenig,
Ponce y Vega en [35].
Teorema 3. Sea 0 < b < 1.
1. Si 1 < p <∞ entonces
‖Db(fg)− fDbg − gDbf‖Lp(R) ≤ c ‖g‖L∞(R)‖Dbf‖Lp(R), (2.7)




‖Db(fg)− fDbg − gDbf‖Lp(R) ≤ c ‖Db1f‖Lp1 (R)‖Db2g‖Lp2 (R). (2.8)
Dα designa Dαx o D
α
y .
Para complementar las propiedades de la derivada homogénea, enunciamos dos caracterizaciones
del espacio de Sobolev generalizado,
Lα,p(Rn) = (1−∆)−α/2Lp(Rn), α ∈ (0, 2), p ∈ (1,∞), (2.9)
presentadas por E. M. Stein en [59].










donde dα = π
n/2 2−α Γ(−α/2)/Γ((n+ 2)/2).
Se puede demostrar (ver [59]), que para funciones muy bien comportadas, por ejemplo, f ∈ S(Rn),
entonces
D̂αf(ξ) = D̂αf(ξ) ≡ |ξ|α f̂(ξ). (2.11)
El siguiente teorema, caracteriza el espacio Sobolev (2.9).
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Teorema 4 ([59]). Si α ∈ (0, 2) y p ∈ (1,∞), entonces f ∈ Lα,p(Rn) si y solo si{
(a) f ∈ Lp(Rn),
(b) Dαf ∈ Lp(Rn).
Además
‖f‖α,p = ‖(1−∆)α/2f‖p ' ‖f‖p + ‖Dαf‖p ' ‖f‖p + ‖Dαf‖p. (2.12)









donde b ∈ (0, 1). Con esta segunda versión de la derivada de Stein, también se caracteriza el espacio
de Sobolev (2.9).
Teorema 5 ([59]). Si b ∈ (0, 1) y 2n/(n+ 2b) < p <∞ entonces f ∈ Lb,p(Rn) si y solo si
1. f ∈ Lp(Rn).
2. Dbf(x) ∈ Lp(Rn).
Además
‖f‖b,p ≡ ‖(1−∆)b/2f‖p = ‖Jbf‖p ∼= ‖f‖p + ‖Dbf‖p ∼= ‖f‖p + ‖Dbf‖p.
A partir de este teorema, se puede demostrar (ver [53]), que para p = 2 y b ∈ (0, 1), se cumple:
‖Db(fg)‖2 ≤ ‖f Db(g)‖2 + ‖gDb(f)‖2. (2.14)
Aśı mismo, a partir de la definición de Db y en relación con los PVI asociados a las ecuaciones BO,
BO-ZK y B, se obtienen las siguientes estimaciones puntuales.
Teorema 6 ([16], [10], [30]). Si b ∈ (0, 1) entonces para todo t > 0 y x ∈ R
Db(eitx|x|) ≤ c(tb/2 + tb|x|b), (2.15)
Db(eitη2x) ≤ c η2btb, (2.16)
Db(eitx3) ≤ c(tb/3 + t2b/3|x|b + t(2b+1)/3|x|b+1), (2.17)
donde c depende sólo de b.
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La siguiente estimativa sobre el conmutador es consecuencia de la definición de D
1/2
x .
Teorema 7. Si f ∈ L2(R) y φ ∈ H1+(R) entonces∥∥∥[D1/2x : φ]f∥∥∥
L2(R)
≤ c‖φ‖H1+(R)‖f‖L2(R). (2.18)
Teorema 8 ([16]). Sea p ∈ (1,∞). Si f ∈ Lp(R) es tal que existe x0 ∈ R para el cual f(x0+), f(x0−)
existen y son distintos entonces para todo δ > 0
D1/pf /∈ Lploc(xo − δ, x0 + δ),
y consecuentemente
f /∈ Lp1/p(R).
Por otro lado, presentamos el argumento T ∗T , el cual es una pieza clave para obtener la estimativa
de la función maximal en el caṕıtulo 2.
Lema 2 ([21]). Sean H un espacio de Hilbert, X un espacio de Banach, X∗ el espacio dual de X
y D un espacio vectorial denso en X. Sea T ∈ L(D,H) y T ∗ ∈ L(H,D∗), su operador adjunto,
definido por
〈T ∗v, f〉D = 〈v, Tf〉,
para todo f ∈ D, para todo v ∈ H y 〈·, ·〉 es el producto interno definido en H, entonces las
siguientes condiciones son equivalentes
1. Existe c ≥ 0 tal que para todo f ∈ D,
‖Tf‖H ≤ c‖f‖X .
2. R(T ∗) ⊂ X∗ y existe c ≥ 0 tal que para todo v ∈ H
‖T ∗v‖X∗ ≤ c‖v‖H .
3. R(T ∗T ) ⊂ X∗ y existe c ≥ 0 tal que para todo f ∈ D
‖T ∗Tf‖X∗ ≤ c2‖f‖X .
Finalmente, usaremos el siguiente resultado propio del analisis ármonico para efectuar estimaciones
sobre integrales oscilatorias.
Lema 3 (Lema de Van der Corput). Si k ≥ 2, ϕ ∈ Ck(I) es una función de valor real tal que
1. |ϕ(k)(x)| ≥ λ > 0 para todo x ∈ I.
2. ψ ∈ L∞(I).





∣∣∣∣ ≤ ckλ−1/k (‖ψ‖L∞(I) + ‖ψ′‖L1(I)) . (2.19)
La demostración, se puede consultar en [47].
El siguiente lema es consecuencia del teorema de Cauchy.
















En este caṕıtulo presentamos estimaciones necesarias para demostrar el buen planteamiento del
PVI (1.1). Este tipo de estimaciones, involucran el grupo de operadores asociado al propagador
lineal definido en (3.1) y por esto son llamadas estimativas lineales. Estas estimativas son conoci-
das en la literatura como: efecto regularizante tipo Kato, estimativa de Strichartz y estimativa de
la función maximal. Por último, presentamos una estimación puntual, tipo conmutador, en donde
intervienen los pesos |x|r1 , |y|r2 y el grupo asociado al PVI (1.1).
La solución de la parte lineal del PVI (1.1) esta dada por
u(x, y, t) = W (t)u0(x, y) = (e
it(ξ3+ξη2+|ξ|ξ)û0(ξ, η))
∨ (x, y). (3.1)
Observemos que la familia de operadores {W (t) : t ∈ R}, que aparece en (3.1), es un grupo unitario
de operadores en Hs(R2).
3.1. Efecto regularizante tipo Kato
La estimacion que se obtiene en esta parte, fue inicialmente descubierta por T. Kato, para la
ecuación KdV (ver [32]). Faminskii, obtuvo una versión análoga en dos dimensiones para la ecuación
ZK en [15]. Para la ecuación del PVI (1.1), seguimos argumentos estándar para obtener este tipo
de estimación.
Teorema 9. Si f ∈ L2(R2) entonces
‖∂xW (t)f‖L∞x L2yt ≤ c ‖f‖L2xy , (3.2)
‖∂yW (t)f‖L∞x L2yt ≤ c ‖f‖L2xy . (3.3)
Demostración. Supongamos que f ∈ S(R2). Sea θ = ξ3 + ξη2 + |ξ|ξ = ϕη(ξ), esta función es
invertible, luego ϕ−1η (θ) = ξ. Por sustitución obtenemos que:
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luego por el Teorema de Plancherel, se obtiene,
‖∂xW (t)f‖2L2ty =
∥∥∥∥(|ϕ−1η (θ)|eixϕ−1η (θ)f̂(ϕ−1η (θ), η)(ϕ−1η (θ))′)∨∥∥∥∥2
L2ty
=





|ϕ−1η (θ)|2|f̂(ϕ−1η (θ), η)|2|(ϕ−1η (θ))′|2 dθ dη.























|f̂(ξ, η)|2 dξ dη
= ‖f‖2L2xy .
Para demostrar la estimativa (3.3) se siguen los mismos argumentos expuestos anteriormente, de
donde podemos concluir la demostración.
3.2. Estimativa de Strichartz
En esta parte presentamos la estimativa de Strichartz, frecuentemente llamada aśı en el ámbito del
análisis ármonico y aparece por primera vez en el estudio del problema de restricción de la transfor-
mada de Fourier (ver [60]). Con respecto a la ecuación KdV, Kenig, Ponce y Vega logran conseguir
una estimativa de este tipo, la cual es empleada para estudiar el problema de buen planteamiento
del PVI asociado a esta ecuación (ver [33]). Para el caso de la ecuación ZK, F. Linares y A. Pastor,
adaptan los argumentos de Kenig, Ponce y Vega para obtener una estimativa de Strichartz para
esta ecuación (ver [45]). Asimismo A. Esfahani y A. Pastor, consiguen la misma clase de estimación
para la ecuación BO-ZK (ver [12]).
En relación a la ecuación ZK-B, para obtener la estimativa de Stricharz, adaptamos el método de
Kenig, Ponce y Vega para la ecuación ZK (ver [45]). La idea principal y de mayor trabajo, consiste
en conseguir una estimación para el comportamiento en el tiempo de la derivada fraccionaria para
la integral oscilatoria presente en el grupo de operadores definido en (3.1), luego se siguen los mis-
mos argumentos empleados en [33] para obtener la estimativa deseada.
Ahora presentamos la estimativa clave para deducir la estimativa de Strichartz.




|ξ|εei(t(ξ3+ξη2+ξ|ξ|)+xξ+yη) dξ dη, (3.4)






donde c es una constante independiente de (x, y) ∈ R2.
Demostración. Comenzamos observando que si χa(x) es la función caracteŕıstica sobre el conjunto
{x ∈ R : |x| ≤ a} entonces






|ξ|εei(t(ξ3+ξη2+ξ|ξ|)+xξ+yη)χa(ξ)χb(η) dξ dη, (3.6)
en el sentido distribucional. Ahora por (2.20) se tiene que∫
R2



































es uniformemente acotada por |t|−(2+ε)/3 con respecto a a ∈ [0,∞) y (x, y) ∈ R2. Supongamos que





















































Veamos que Kt(x, y) es acotada por una constante independiente de x, y y t. Consideremos la

























χ 3√ta(η)(1− θ(η)) dη
:= K1t (x, y) +K
2
t (x, y).
Para acotar el primer término se tiene





2χ 3√ta(η)θ(η) dη ≤ c.
3.2 Estimativa de Strichartz 17
Para el segundo término utilizamos el lema 3 de Van der Corput.
Para x, y y t fijos definimos las funciones
ϕ(η) = ϕx,y,t(η) = η














La integral en K2t (x, y) se calcula sobre el conjunto suppψ = [−
3
√
ta,−1] ∪ [1, 3
√
ta], este conjunto
está alejado del origen, lo cual permite obtener ϕ ∈ C3 sobre dicho conjunto, además se obtiene
ϕ′′′(η) ≥ 6. También se tiene |ψ(η)| ≤ c, para todo η ∈ R. Por otro lado, como 0 ≤ ε < 1/2 se tiene∫
R







ηε−3/2 dη ≤ c.
Aplicando el lema de Van der Corput concluimos |K2t (x, y)| ≤ c, de donde podemos finalizar la
demostración.











p′ = 1 y p =
2
1−θ .













Por otro lado, a partir de las propiedades del grupo W (t), se tiene
‖Tiβf‖L2xy = ‖D
iβ
x W (t)f‖L2xy = ‖D
iβ
x f‖L2xy = ‖f‖L2xy . (3.10)
Ahora por el teorema de interpolación de Stein (ver [47]), se obtiene (3.9).
El resultado a continuación, es lo que en el trabajo hemos llamado, estimativa de Strichartz.
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La demostración de este Teorema, utiliza un argumento que es estándar, el cual puede ser consul-
tado en [33].
Como consecuencia de este Teorema, obtenemos:
Corolario 1. Si 0 ≤ ε < 1/2 entonces
‖W (t)f‖L2TL∞xy ≤ c T







≤ c T β ‖D−ε/2x f‖L2xy , (3.13)
‖W (t)f‖L3TL∞xy ≤ c ‖f‖L2xy . (3.14)
donde δ = (1− ε)/6 y β = (2− 3ε)/18.











2r′ ‖Dε/2x W (t)f‖L2rT L∞xy .
Ahora, si elegimos θ = 1, δ = 12r′ , r
′ = 31−ε , r =
3
2+ε , p = ∞, q = 2r y aplicamos la desigualdad




≤ T δ‖f‖L2xy .
Luego, si reemplazamos f por D
−ε/2
x f , obtenemos (3.12).
















9r′ ‖Dε/2x W (t)f‖L9r/4T L∞xy
.
Ahora, si elegimos θ = 1, β = 49r′ , r
′ = 82−3ε , r =
8
6+3ε , p =∞, q = 9 r/4 y utilizamos la desigualdad






≤ T β‖f‖L2xy ,
y si ponemos D
−ε/2
x f en vez de f , se sigue (3.13).
Por último, para θ = 1 y ε = 0, y aplicando la desigualdad (3.11), obtenemos (3.14).
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3.3. Estimativa de la función maximal





la cual se conoce como función maximal. En el caso de la ecuación KdV se obtuvo una estimación
de este tipo, presentada por Kenig, Ponce y Vega en [35]. Posteriormente, Faminskii emplea ideas
del método de Kenig, Ponce y Vega para obtener una estimativa similar para la ecuación ZK (ver
[15]).
Debido a la estructura similar de nuestra ecuación, adaptamos la estrategia aplicada por Faminskii
para obtener una estimativa de la función maximal para la ecuación lineal ZK-B.
Teorema 11. Si s > 3/4 y f ∈ Hs(R2) entonces
‖W (t)f‖L2xL∞yT ≤ C(T, s)‖f‖Hs . (3.15)
Antes de presentar la demostración, introducimos algunos elementos preliminares, necesarios para
realizar la prueba.
En primer lugar, elegimos una función no decreciente µ ∈ C∞(R), tal que
µ(x) =
{
0 si x ≤ 0
1 si x ≥ 1,
y además
µ(|ξ| − 1) + µ(2− |ξ|) = 1. (3.16)
A continuación definimos la sucesión de funciones ψk(ξ, η), de la siguiente manera
ψ0(ξ, η) = µ(2− |ξ|)µ(2− |η|)
ψk(ξ, η) = µ(2
k+1 − |ξ|)µ(2k+1 − |η|)µ(|η| − 2k + 1)
+ µ(2k+1 − |ξ|)µ(|ξ| − 2k + 1)µ(2k − |η|), para k ≥ 1.
Por medio de cálculos elementales, se tiene
ψ0(ξ, η) + ψ1(ξ, η) + · · ·+ ψk(ξ, η) = µ(2k+1 − |ξ|)µ(2k+1 − |η|).
Por lo tanto podemos concluir
∞∑
k=0
ψk(ξ, η) = 1. (3.17)
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Si (ξ, η) está en el soporte ψk, entonces
2k − 1 < |ξ| < 2k+1 ó 2k − 1 < |η| < 2k+1,
de donde podemos deducir que que 22k < 2(1 + ξ2 + η2), y por lo tanto
‖Bkf‖L2 ≤ c 2−ks‖f‖Hs . (3.19)
Por otro lado, el grupo unitario de operadores definido en (3.1) se puede expresar como
W (t)f(x, y) =
∞∑
k=0
W (t)B2kf(x, y). (3.20)
El argumento usual para obtener la estimativa de la función maximal es utilizar un argumento







la cual, es la parte más dif́ıcil de la prueba.
El próximo lema, aclara como acotar esta integral y después demostraremos la estimativa de la
función maximal.
Lema 7. Si T > 0, t ∈ [0, T ], (x, y) ∈ R2, k ∈ Z+ ∪ {0} y a, b ≤ 2k+1, entonces existen una
constante C(T ) > 0 y una función Hk,T > 0 tales que∣∣∣∣∫
R2
ei(t(ξ
3+ξη2+|ξ|ξ)+xξ+yη)µ(a− |ξ|)µ(b− |η|) dξdη
∣∣∣∣ ≤ Hk,T (|x|), (3.22)
donde∫ ∞
0
Hk,T (x) dx ≤ C(T )23k/2(k + 1)2. (3.23)
Demostración. Primeramente, observemos que si a ≥ 3 entonces
µ(a− |ξ|)µ(2− |ξ|) = µ(2− |ξ|),
luego, por (3.16), tenemos
µ(a− |ξ|) = µ(a− |ξ|)µ(|ξ| − 1) + µ(2− |ξ|),
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por lo tanto, podemos dividir la integral que aparece en (3.22), en la suma de dos integrales,










3+ξη2+|ξ|ξ)+xξ+yη)µ(2− |ξ|)µ(b− |η|) dξdη.
(3.24)
Estimativa para J
Suponga que T ≥ 1. Definamos
ψ(ξ) := µ(a− |ξ|)µ(|ξ| − 1) y ψ2(η) := µ(b− |η|).
Los soportes de ψ y ψ2 son {ξ : 1 ≤ |ξ| ≤ a} y {η : |η| ≤ b}, respectivamente.






ψ(ξ)ψ2(η) dξ dη ≤ c 22k.
Suponga que x ≥ 2−k/2 o x ≤ −máx{2−k/2, 40 t 22k}.
Para ξ ∈ supp ψ y η ∈ supp ψ2, definamos la función
ϕ1(ξ, η) := t(ξ
3 + ξη2 + |ξ|ξ) + xξ.
Demostremos que:




, t(3ξ2 + η2 + 2|ξ|)
}
. (3.25)
Si x ≥ 2−k/2 entonces en particular x es positivo y se tiene
|ϕ1ξ| = t(3ξ2 + η2 + 2|ξ|) + x ≥ t(3ξ2 + η2 + 2|ξ|)
y también




por lo tanto se obtiene (3.25).
Si x ≤ −máx{2−k/2, 40 t 22k}, entonces x < 0, por lo tanto
|x| ≥ máx{2−k/2, 40 t 22k} ≥ 40 t 22k.
Dado que ξ ∈ [−a,−1] ∪ [1, a], η ∈ [−b, b] y a, b ≤ 2k+1 entonces
t(3ξ2 + η2 + 2|ξ|) ≤ t(3 · 22k+2 + 22k+2 + 2 · 2k+1) ≤ 20 t 22k.




≥ 20 t 22k ≥ t(3ξ2 + η2 + 2|ξ|).
Por lo tanto
|ϕ1ξ| = |t(3ξ2 + η2 + 2|ξ|) + x|
≥ |x| − |t(3ξ2 + η2 + 2|ξ|)|
= |x|/2 + |x|/2− t(3ξ2 + η2 + 2|ξ|)
≥ |x|/2.
de donde se sigue (3.25).























































Si 2−k/2 ≤ |x| ≤ 1 entonces
|J | ≤ c 2k(k + 1)|x|−1, (3.27)











































(k + 1) ln 2
≤ c(k + 1)|x|−1.
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Si |x| ≥ 1 entonces
|J | ≤ c 2kx−2, (3.28)






































:= I1 + I2 + I3 + I4.








































































Hasta el momento (3.29), (3.30)–(3.33), nos permite definir la función Hk,T , aśı
Hk,T (x) =

c22k si |x| ≤ 2−k/2,
c(k+1)2k
|x| si (x > 2
−k/2 ∨ x < −máx{2−k/2, 40t22k}) ∧ (2−k/2 ≤ |x| ≤ 1),
c2kx−2 si (x > 2−k/2 ∨ x < −máx{2−k/2, 40t22k}) ∧ ( |x| ≥ 1).
La cual satisface (3.22) y (3.23).
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Ahora nos falta obtener la función Hk,T en el intervalo
−40 t 22k < x < −2−k/2. (3.34)




















3+ξ|ξ|)+xξ)ψ(ξ)(It ∗ ψ∨2 )(y) dξ.
























donde Φ̂y(η) = ψ2(η).
Sea J1 la integral interior de (3.35), para encontrar la función Hk,T adecuada, consideremos dos
casos: z2 ≥ x2/6 y z2 ≤ x2/6.















y definamos la función









Por el lema de Van der Corput (ver lema 3) podemos concluir:































































































Con respecto a la región Ω2, se tiene
ϕξ = t(3ξ
2 + 2|ξ|) + x+ z
2
4tξ2




















, como z2 ≥ x
2
6
≥ t(3ξ2 + 2|ξ|) + x+ |x|+ z
2
10tξ2






ϕξ ≥ t(3ξ2 + 2|ξ|) +
z2
10 t ξ2




Consideremos ahora la segunda derivada de ϕ. Como |ξ| ≥ 1, entonces
|ϕξξ| =
∣∣∣∣t(6ξ + 2 sgn(ξ))− z22tξ3
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:= A1 +A2 +A3.
Por (3.37) se tiene |ϕξ| ≥ x
2
60tξ2
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Por último, para el término A3, observamos que de (3.37) se obtiene |ϕξ| ≥ 3tξ2 + z
2
10tξ2
, y por lo



























Por lo tanto, concluimos que en Ω2 se tiene la estimativa:
|J1| ≤ c 2k/2|x|−3/2. (3.39)
Caso 2: z2 ≤ x2/6.
Sea z2 = p x2, donde 0 < p ≤ 1/6 y definamos los siguientes conjuntos
Ω3 =
{




































































































En la región Ω4, como 1 ≤ |ξ|, tenemos entonces |ξ| ≤ ξ2, y por lo tanto
ϕξ = 3tξ
2 + 2 t|ξ|+ x+ z
2
4tξ2
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Dado que ϑξξ = 10t+
3z2
2tξ4
> 0, se tiene utilizando un argumento de concavidad que
ϑ(ξ) ≤ −|x|
12
, para todo ξ ∈ Ω4. (3.40)





Con respecto a la segunda derivada de ϕ tenemos,
|ϕξξ| =






































































:= M1 +M2 +M3 +M4.
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Ahora para M4, como ξ
2 ≤ |x|10t , entonces
t|ξ|
|x| ≤ c|ξ|
















































En cuanto a la región Ω5, supongamos primero que ξ > 1 entonces
ϕξξ(ξ) = 6tξ + 2t−
z2
2 tξ3




Ahora definamos la función ϑ1(ξ) := 8tξ − z
2
2ξ3t


































≤ Cp t1/2x1/2 < 0.
Ahora, para ξ < −1, obtenemos
ϕξξ(ξ) = 6tξ − 2t−
z2
2ξ3t



























≤ Cp t1/2x1/2 < 0.
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≤ Cp t1/2x1/2 < 0,
luego
|ϕξξ(ξ)| ≥
∣∣∣ϕξξ ((p|x|/2t)1/2)∣∣∣ ≥ c t1/2x1/2 > 0.










































Reuniendo todas las estimaciones anteriores y la expresión (3.35), concluimos que si −40 t 22k <
x < −2−k/2, entonces
|J | ≤ ‖Φ‖1‖J1‖L∞z ≤ c(k + 1)
(
27k/6|x|−5/6 + 2k|x|−3/2 + 23k/2|x|−1
)
.
Luego definimos Hk,T , como la parte derecha de la desigualdad anterior en el intervalo (3.34). Un
cálculo simple demuestra que esta función satisface (3.23).
Estimativa para J0
Sea ψ0(ξ) := µ(2− |ξ|). El soporte de ψ0 es, {ξ : |ξ| ≤ 2}.




ψ0(ξ)ψ2(η) dξdη ≤ c 2k. (3.43)
Ahora supongamos:






Definamos la función ϕ0 por:
ϕ0(ξ, η) = t(ξ
3 + ξη2 + |ξ|ξ) + xξ.
3.3 Estimativa de la función maximal 31





En efecto, si x ≥ 160T , entonces




Si x ≤ −máx{160T, 40 t 22k} entonces
|x| ≥ máx{160T, 40 t 22k} ≥ 40 t 22k.
Dado que b ≤ 2k+1, se tiene
t(3ξ2 + η2 + 2|ξ|) ≤ t(3 · 22 + 22k+2 + 2 · 2) ≤ 20 t 22k.
Luego |x|2 ≥ 20 t 2
2k ≥ t(3ξ2 + η2 + 2|ξ|). Por lo tanto
|ϕ0ξ| = |t(3ξ2 + η2 + 2|ξ|) + x|











de donde se sigue (3.46).
Para presentar la estimación de J0, debemos aplicar dos veces integración por partes, para esto,
cabe anotar que por (3.44) y (3.46), la función ϕ0ξ 6= 0. Además, es necesario dividir la región de
integración para ξ > 0 y ξ < 0, debido a que la función ϕ0ξ contiene el término 2|ξ|, el cual, no es
derivable en ξ = 0.
















Para controlar la integral interna, partimos en dos integrales y utilizamos otra vez integración por
















































































































:= A1 +A2 +A3.
Por (3.46) y el hecho de que |x| ≥ 160T , se tiene
|A1| =
∣∣∣∣∣ 4tϕ30ξ(0)
∣∣∣∣∣ ≤ c t160T |x|2 ≤ cx2 .

































≤ A01 +A02 +A03 +A04.
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Para estimar A2 se procede de la misma manera que en A3.
Por lo tanto, reunimos las estimativas de A1, A2 y A3 y (3.47) para concluir (3.45).
Ahora supongamos
−40 t 22k < x < −160T.
























donde Φ̂y(η) = ψ2(η).
Sea J01 la integral interior de (3.48). Para dar una estimación de esta integral, consideremos dos
casos: z2 ≥ x26 y z
2 ≤ x26 .




Primero observemos lo siguiente: como |x| > 160T ≥ 160 t y 2 ≥ |ξ|, se tiene entonces que |x|40 t > ξ
2.
Luego, para 0 < |ξ| ≤ 2, definimos la función ϕ como




Podemos emplear el argumento utilizado en (3.36), para demostrar que si 0 < |ξ| ≤ 2 entonces
ϕξ ≥ t(3ξ2 + 2|ξ|) +
z2
10 t ξ2




Con respecto a la segunda derivada, tenemos




12t2ξ4 + 4t2|ξ|3 + z2
2t|ξ|3
≤ 12t
2ξ4 + 8t2|ξ|3 + 4z2
2t|ξ|3
=
4t2ξ2(3ξ2 + 2|ξ|) + 4z2
2t|ξ|3
≤ 2 t




Por otro lado, como |ξ|−1/2ei
π
4
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Hay que destacar que la función (−iξ)−1/2, es integrable alrededor de cero y por (3.49), se tiene



















































=: A+B + C.
De (3.49) tenemos que 1ϕξ ≤
60ξ2t
x2

























También de (3.49), obtenemos
ϕξ ≥ c
t2ξ2(3ξ2 + 2|ξ|) + z2
tξ2
. (3.51)









|ψ0||t2ξ2(3ξ2 + 2|ξ|) + z2|
t|ξ|3
tξ2











Por consiguiente podemos concluir que: |J01| ≤ c(T )x2 .
Caso 2: z2 ≤ x26 .
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Para la región Ω04, utilizamos argumentos similares a los empleados en Ω4 para la inetgral J . De
nuevo consideremos las funciones
ϕ(ξ) = t(ξ3 + ξ|ξ|) + xξ − z
2
4tξ
, ϑ(ξ) = 5tξ2 + x+
z2
4tξ2
, 0 < |ξ| ≤ 2.
Entonces se tiene
ϕξ(ξ) ≤ ϑ(ξ) + 2t|ξ|. (3.52)





Ahora, definamos la función g(ξ) := − |x|12 + 2t|ξ|.
Dado que t ≤ T y 160T ≤ |x| ≤ 40 t 22k, entonces
√











































































































36 3 Estimativas Lineales
Como ϕξξξ > 0, siempre que 0 < |ξ| ≤ 2, usamos un argumento de concavidad para concluir que
ϕξ ≤ −c|x| y por lo tanto
|ϕξ(ξ)| ≥ c|x| para todo ξ ∈ Ω04. (3.54)
Debido a que 0 < |ξ| ≤ 2, se tiene |x| ≤ 2
|x|
|ξ|
. También sabemos que p|x|2t < ξ
2 y t ≤ |x|, por tanto,
obtenemos la siguiente estimativa para la segunda derivada de ϕ,
|ϕξξ| =
∣∣∣∣6tξ + 2t sgn ξ − z22ξ3t
∣∣∣∣ ≤ 6t|ξ|+ 2t+ z22|ξ|3t





























































:= A1 +A2 +A3 +A4.
Dado que 1|ξ|1/2 ≤ |x|
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Consideramos la región Ω05. Primero demostremos que
|ϕξξ(ξ)| ≥ c|x|, para todo ξ ∈ Ω05. (3.56)
Observemos que la función ϕξξ es impar, luego para demostrar (3.56), basta considerar 0 < ξ ≤ 2.
Hay que destacar que la región Ω05 no contiene el cero y por lo tanto podemos derivar tres veces





de donde concluimos que la función ϕξξ es estrictamente creciente, luego se tiene





































































































De esta manera podemos concluir (3.57).
Ahora usamos el lema de Van der Corput para controlar la integral J01 en la región Ω05, la cual





















≤ B1 +B2 +B3.
































































3.3 Estimativa de la función maximal 39
Todo esto demuestra que si −40 t 22k < x < 160T entonces para todo y, se obtiene
|J0| ≤ c(T )(k + 1)t−1/2|x|−1/4 ≤ c(T )2k(k + 1)|x|−3/4. (3.58)
Finalmente, definimos la función Hk,T de la siguiente manera:
Hk,T (x) =

c2k si |x| ≤ 160T,
c2kx−2 si x ≥ 160T ∨ x < −máx{160T, 40t22k},
c(T )(k + 1)2k|x|−3/4 si − 40 t 22k < x < 160T.
Esta función satisface (3.22), y aśı concluimos la demostración.
Llegados a este punto, tenemos herramientas suficientes para demostrar la estimativa de la función
maximal (3.15).
Demostración del Teorema (3.15). Comenzamos observando que el operador Bk definido (3.18) es
simétrico y conmuta con el grupo W (t).














′)ϕ(ξ,η)+(x−z)ξ+(y−w)η)ψk(ξ, η) dξ dη
)







Hk,T (|x− z|)|g(z, w, t′)| dz dw dt′





|g(x,w, t′)| dw dt′
(3.59)
para todo t ∈ [0, T ].








χT (t)W (−t)(Bk g)(x, y, t) dt.
Ahora veamos el operador adjunto de Ak.










χT (t)W (−t)Bkg(x, y, t) dt
)
















































g(x, y, t)W (t)Bkf(x, y) dx dy
)
dt.
Concluimos que, A∗k : L
2
xy → L1TL2xy y A∗kf = W (t)Bkf . Ahora bien, si X = L2xL1yT , su espacio
dual es X∗ = L2xL
∞












Hk,T (|x|) dx ‖g‖L2xL1yT
≤ C(T )23k/2(k + 1)2‖g‖L2xL1yT .
A continuación, utilizamos el argumento T ∗T dado en el lema 2 y (3.19) para obtener,
‖W (t)B2kf‖L2xL∞yT ≤ C
1/2(T )23k/4(k + 1)‖Bkf‖L2x ≤ C1(T )2
3k/4−ks(k + 1)‖f‖Hs .











= C(T, s)‖f‖Hs .
Con esto se concluye la demostración.
3.4. Conmutador de pesos y el grupo
Para finalizar este caṕıtulo, presentamos la demostración de la fórmula puntual que conmuta los
pesos |x|r1 y |y|r2 , con el grupo W (t), definido en (3.1), la cual, nos ayudará en caṕıtulos posterio-
res a demostrar el buen planteamiento del PVI (1.1), en espacios de Sobolev con pesos anisotrópicos.
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Para empezar, supogamos que f, g : Rn → R son tales que g ∈ L∞(Rn)∩C2(Rn) y f, fg ∈ Lα,p(Rn),
y α ∈ (0, 1). Un aspecto clave a considerar, es la derivada de Stein de orden α, Dα (ver (2.10)), en


























(g(x+ y ~ej)− g(x))f(x+ y ~ej)
|y|1+α
dy
= g(x)Dj,αf(x) + Λj,α ((g(·+ y ~ej)− g(·))f(·+ y ~ej)) (x).
En particular, si gt(x) = e
itϕ(x), se tiene







(gt(x+ y ~ej)− gt(x))f(x+ y ~ej)
|y|1+α
dy






e it(ϕ(x+y ~ej)−ϕ(x)) − 1
|y|1+α
f(x+ y ~ej) dy
= e itϕ(x) Φj,ϕ,α(f)(x).
Aśı, obtenemos la identidad,
Dj,α(e
itϕ(·) f)(x) = e itϕ(x) Dj,αf(x) + e
itϕ(x) Φj,ϕ,α(f)(x). (3.60)
Ahora nos restringimos a dos dimensiones y elegimos la función ϕ como la función de fase del grupo
asociado a la parte lineal del problema de valor inicial (1.1), en otras palabras,




2 + x1|x1|. (3.61)





e it(ϕ(x+y ~ej)−ϕ(x)) − 1
|y|1+α
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2 + |x1|x1, α ∈ (0, 1) y p ∈ (1,∞). Si
f ∈ Lα,p(R2) y f ∈ Lp
(





entonces para todo t ∈ R y para casi todo (x1, x2) ∈ R2, se tiene
Dj,α(e
itϕ(x1,x2) f)(x1, x2) = e
itϕ(x1,x2) Dj,αf(x1, x2)
+ eitϕ(x1,x2) Φj,t,α(f)(x1, x2),
(3.63)
donde








f(x1 + y, x2) dy, (3.64)
y








f(x1, x2 + y) dy, (3.65)
son tales que
‖Φj,t,α(f)‖p ≤ cα(1 + |t|)(‖f‖p + ‖ (1 + x21 + x22)α f‖p), (3.66)
para j = 1, 2.
Demostración. Supongamos que α ∈ (0, 1), entonces podemos pasar el valor absoluto bajo el signo
de integral en (3.62). Utilizaremos las siguientes estimativas elementales,{
(a) ∀ θ ∈ R |eiθ − 1| ≤ 2,
(b) ∀ θ ∈ R |eiθ − 1| ≤ |θ|.
(3.67)
Primero, consideramos la derivada parcial de Stein con respecto x1, es decir, j = 1.
Para obtener (3.66), dividimos nuestro argumento en varios casos, dependiendo de la cercańıa de y
con respecto al origen para controlar la integral que aparece en (3.64).
Caso 1: |y| ≥ 1100 .































≤ cα ‖f‖p .
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Caso 2: |y| ≤ 1100 y (x1, x2) ∈ B10(0) = {(x1, x2) ∈ R
2 : x21 + x
2
2 < 100}.











∂x1ϕ(x1 + sy, x2) ds
∣∣∣∣ .
(3.68)
Para x1, x2 en la bola B10(0), obtenemos
|∂x1ϕ(x1 + sy, x2)| = 3(x1 + sy)2 + x22 + 2|x1 + sy|
≤ 6x21 + 6s2y2 + x22 + 2|x1|+ 2s|y|
≤ c(1 + x21 + x22)
≤ c,
(3.69)
por lo tanto∣∣∣eit(ϕ(x1+y,x2)−ϕ(x1,x2)) − 1∣∣∣ ≤ c |t| |y|.




eit(ϕ(x1+y, x2)−ϕ(x1, x2)) − 1
|y|1+α

























≤ cα |t| ‖f‖p .





En este caso consideramos las subregiones:
(a) |y| ≤ 1
1 + x21 + x
2
2
, (b) |y| ≥ 1




Primero supongamos, |y| ≤
1




|∂x1ϕ(x1 + sy, x2)| ≤ c(1 + x21 + x22).
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Eligiendo el cambio de variable ỹ = (1+x21+x
2
2)y, aplicamos la desigualdad (3.67) (b), el argumento






eit(ϕ(x1+y, x2)−ϕ(x1, x2)) − 1
|y|1+α
































































Ahora, si elegimos un segundo cambio de variable en la norma de Lp(R2), dado por:
u = x1 +
ỹ
1 + x21 + x
2
2
, v = x2, (3.70)
sabemos que
ỹ
(1 + x21 + x
2
2)
= y, |y| ≤ 1/100, x21 + x22 ≥ 100,
podemos concluir∣∣∣∣ ∂(u, v)∂(x1, x2)
∣∣∣∣ = ∣∣∣∣1− 2ỹx1(1 + x21 + x22)2
∣∣∣∣ ≥ 1− 2|ỹ||x1|(1 + x21 + x22)2 ≥ 4950 .






eit(ϕ(x1+y, x2)−ϕ(x1, x2)) − 1
|y|1+α

















≤ cα |t| (‖f‖p + ‖(1 + x21 + x22)αf‖p).
Ahora supongamos |y| ≥
1
1 + x21 + x
2
2
. Elijamos el cambio de variable,
ỹ = (1 + x21 + x
2
2)y,
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eit(ϕ(x1+y, x2)−ϕ(x1, x2)) − 1
|y|1+α

























(1 + x21 + x
2
2)















































≤ cα(‖f‖p + ‖(1 + x21 + x22)αf‖p),
donde A =
{





Por último, la estimación para la derivada de Stein con respecto a x2, se obtiene haciendo calculos
similares y usando la desigualdad elemental
2x1x2 ≤ x21 + x22,
para aśı obtener, la misma acotación dada en (3.66).
Observación 1. El Lema enterior también es válido para la función de fase del grupo asociado a
la ecuación gZK (1.6) mencionada en la introducción, en otras palabras, el resultado del Lema 8 es
verdadero para la función ϕ, definida por:





La demostración de este hecho sigue los mismos argumentos utilizados anteriormente, y por esto
no presentamos los detalles de su demostración.
Como resultado principal de este apartado, obtenemos la fórmula que nos permite conmutar los
pesos con el grupo de operadores, la cual consideramos una herramienta importante para obtener
la persistencia del flujo para la ecuación ZK-B en espacios con pesos anisotrópicos.
Hay que destacar que por la observación (1), ésta fórmula también se tiene para el propagador lineal
asociado a la ecuación gZK. Este resultado lo presentamos como una consecuencia del próximo
Teorema.
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Teorema 12. Sean r1, r2 ∈ (0, 1), s ≥ 2 máx{r1, r2} y {W (t) : t ∈ R} el grupo definido en (3.1).
Si
u0 ∈ Zsr1,r2 = H
s(R2) ∩ L2((|x|2r1 + |y|2r2) dxdy) (3.71)
entonces para todo t ∈ R y casi todo (x, y) ∈ R2
|x|r1W (t)u0(x, y) = W (t)(|x|r1u0)(x, y) +W (t){Φ1,t,r1(û0)(ξ, η)}∨(x, y) (3.72)
con
‖{Φ1,t,r1(û0)(ξ, η)}∨‖2 ≤ c(1 + |t|)(‖u0‖2 + ‖Dsxu0‖2 + ‖Dsyu0‖2) (3.73)
y
|y|r2W (t)u0(x, y) = W (t)(|y|r2u0)(x, y) +W (t){Φ2,t,r2(û0)(ξ, η)}∨(x, y) (3.74)
con
‖{Φ2,t,r2(û0)(ξ, η)}∨‖2 ≤ c(1 + |t|)(‖u0‖2 + ‖Dsxu0‖2 + ‖Dsyu0‖2). (3.75)
Además, si en (3.71), suponemos que para β ∈ (0,mı́n{r1, r2}),
Dβ(|x|r1u0), Dβ(|y|r2u0) ∈ L2(R2) y u0 ∈ Hβ+s(R), (3.76)
entonces para todo t ∈ R y casi todo (x, y) ∈ R2,
Dβ(|x|r1W (t)u0)(x, y)




= W (t)(Dβ|y|r2u0)(x, y) +W (t)(Dβ({Φ2,t,r2(û0)(ξ, η)}∨))(x, y)
(3.78)
con
‖Dβ({Φj,t,rj (û0)(ξ, η)}∨)‖2 ≤ c(1 + |t|)(‖u0‖2 + ‖Dβ+sx u0‖2 + ‖Dβ+sy u0‖2), (3.79)
para j = 1, 2.
Demostración. Consideremos el grupo {W (t) : t ∈ R} definido en (3.1). Si r1 ∈ (0, 1), entonces por
la propiedad de la derivada de Stein (2.11), se tiene
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Debido al Lema 8, obtenemos
D1,r1(e
it(ξ3+ξη2+|ξ|ξ) û0)(ξ, η) =
eit(ξ




‖Φ1,t,r1(û0)‖p ≤ cα(1 + |t|)
(
‖û0‖p + ‖ (1 + ξ2 + η2)r1 û0‖p
)
.
Por lo tanto, aplicando la transformada de Fourier en (3.80), obtenemos la identidad
|x|r1 W (t)u0(x, y) = W (t)(|x|r1u0)(x, y) +W (t)({Φ1,t,r1(û0)(ξ, η)}∨)(x, y).
donde, Φ1,t,r1 es como en (3.64) y
‖{Φ1,t,r1(û0)(ξ, η)}∨‖2 = ‖Φ1,t,r1(û0)‖2
≤ cr1(1 + |t|)(‖û0‖2 + ‖ (1 + ξ2 + η2)r1 û0‖2
≤ cr1(1 + |t|)(‖u0‖2 + ‖D2r1x u0‖2 + ‖D2r1y u0‖2)
≤ cr1(1 + |t|)(‖u0‖2 + ‖Dsxu0‖2 + ‖Dsyu0‖2).
Por otro lado, si β ∈ (0, r1) entonces
Dβx(|x|r1 W (t)u0)(x, y) =W (t)(Dβx |x|r1u0)(x, y)
+W (t)(Dβx{Φ1,t,r1(û0)(ξ, η)}∨)(x, y).





û0(ξ + τ, η) dτ)
∨‖2

















|û0(ξ + τ, η)| dτ‖2
≤ cβ‖
∫
|ξ + τ |β|eit(ϕ(ξ+τ,η)−ϕ(ξ,η)) − 1|
|τ |1+r1
|û0(ξ + τ, η)| dτ‖2
+ cβ‖
∫
|τ |β|eit(ϕ(ξ+τ,η)−ϕ(ξ,η)) − 1|
|τ |1+r1
|û0(ξ + τ, η)| dτ‖2
= I1 + I2.
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Ahora, siguiendo el mismo argumento que se utilizó en la demostración del Lema 8, se obtiene
I1 ≤ cr1,β(1 + |t|)(‖ |ξ|βû0‖2 + ‖ (1 + ξ2 + η2)r1 |ξ|βû0‖2)
≤ cr1,β(1 + |t|)(‖Dβxu0‖2 + ‖Dβyu0‖2 + ‖Dβ+2r1x u0‖2 + ‖Dβ+2r1y u0‖2)
≤ cr1,β(1 + |t|)(‖u0‖2 + ‖Dβ+sx u0‖2 + ‖Dβ+sy u0‖2).
Para estimar I2, observamos que esta estimativa es similar a la usada en la demostración del lema
8, donde r1 − β es reemplazado por r1, aśı obtenemos
I2 ≤ cr1,β(1 + |t|)(‖û0‖2 + ‖ (1 + ξ2 + η2)(r1−β)û0‖2)
≤ cr1,β(1 + |t|)(‖u0‖2 + ‖D2(r1−β)x u0‖2 + ‖D2(r1−β)y u0‖2)
≤ cr1,β(1 + |t|)(‖u0‖2 + ‖Dβ+sx u0‖2 + ‖Dβ+sy u0‖2).
Para obtener la estimativa en la variable espacial y, los cálculos y argumentos son similares, por lo
tanto, si r2 ∈ (0, 1) entonces
|y|r2 W (t)u0(x, y) = W (t)(|y|r2u0)(x, y) +W (t)({Φ2,t,r2(û0)(ξ, η)}∨)(x, y).
donde Φj,t,rj es como en (3.65) y
‖{Φ2,t,r2(û0)(ξ, η)}∨‖2 ≤ cr2(1 + |t|)(‖u0‖2 + ‖Dsxu0‖2 + ‖Dsyu0‖2).
Del mismo modo, (3.79) se obtiene para j = 2, lo cual completa la demostración del Teorema.
Corolario 2. Sean r1, r2 ∈ (0, 1), s ≥ 2 máx{r1, r2} y {V (t) : t ∈ R} el grupo definido por:
V (t)f(x, y) = (eit(ξ
3+ξη2)f̂(ξ, η))∨ (x, y). (3.81)
Si u0 ∈ Zsr1,r2 entonces para todo t ∈ R y para casi todo (x, y) ∈ R
2, se satisfacen las estimativas
(3.72), (3.73), (3.74), (3.75), (3.77), (3.78) y (3.79), con W (t) intercambiado por V (t).
4 Buen planteamiento
En este caṕıtulo, presentamos el buen planteamiento local y global del PVI (1.1) en espacios de
Sobolev Hs(R2). El método utilizado, es la técnica de Kenig, Ponce y Vega, donde se emplean las
estimativas lineales del grupo asociado a la ecuación diferencial obtenidas en el caṕıtulo anterior,
junto con un argumento de contracción.
4.1. Buen planteamiento local
A continuación enunciamos nuestro primer resultado de buen planteamiento para el PVI asociado
a la ecuación ZK-B.
Teorema 13. Si u0 ∈ Hs(R2), s > 3/4, entonces existe T = T (‖u0‖Hs) > 0 y exactamente una




, del problema de valor inicial (1.1), k = 1, para la cual
‖Dsxux‖L∞x L2yT + ‖D
s
yux‖L∞x L2yT <∞, (4.1)
‖ux‖L2TL∞xy <∞, (4.2)
‖u‖L2xL∞yT <∞. (4.3)
Además, si T ′ ∈ (0, T ), existe una vecindad V de u0 en Hs(R2) tal que la aplicación, v0 −→ v(t)
de V a la clase definida por (4.1)–(4.3) es Lipschitz.
Demostración. Para simplificar la demostración, vamos a suponer que 34 < s < 1, teniendo en
cuenta que para s ≥ 1, las derivadas tienen la propiedad que entran lineal en las estimativas del
efecto regularizante (3.2), y la estimativa de la función maximal. La única dificultad se encuentra
al aplicar la regla de Leibniz (3.12), pero esta se resuelve al hacer interpolaciones adecuadas para
obtener el mismo tipo de estimativas que se tienen para s ∈ (3/4, 1).
Para comenzar, definimos el operador integral
Ψ(u)(t) = Ψu0(u)(t) = W (t)u0 −
∫ t
0
W (t− t′)(uux)(t′) dt′. (4.4)
Supongamos que 0 < T ≤ 1.
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Dados a, T > 0, definimos los subespacios métricos donde plantearemos el método de contracción




: µ1,1(u) <∞}, (4.5)
y
XaT = {u ∈ XT : µ1,1(u) ≤ a}, (4.6)
donde µ1,1 es la norma definida por:
µ1,1(u) = ‖u‖L∞T Hsxy + ‖ux‖L2TL∞xy + ‖D
s
xux‖L∞x L2yT + ‖D
s
yux‖L∞x L2yT + ‖u‖L2xL∞yT . (4.7)
Se elegirán valores adecuados de a y T , tales que el operador definido por la ecuación integral Ψ
tenga las siguientes propiedades:
1. Ψ(XaT ) ⊆ XaT .
2. Ψ sea una contracción.
Comenzamos por evaluar µ1,1 en la parte lineal de (4.4). Utilizando las estimativas del efecto
regularizante (3.2) y (3.3), estimativas de Strichartz (3.12) con 1 − ε/2 ≤ s, la estimativa de la
función maximal (3.15) y las propiedades del grupo W (t), se tiene
µ1,1(W (t)u0) = ‖W (t)u0‖L∞T Hsxy + ‖∂xW (t)u0‖L2TL∞xy + ‖D
s
x∂xW (t)u0‖L∞x L2yT
+ ‖Dsy∂xW (t)u0‖L∞x L2yT + ‖W (t)u0‖L2xL∞yT
≤ ‖u0‖Hs + c‖D−ε/2x ∂xu0‖L2xy + ‖D
s
xu0‖L2xy
+ ‖Dsyu0‖L2xy + c‖u0‖Hs
≤ c ‖u0‖Hs .
(4.8)




W (t− t′)(uux)(t′) dt′
)
, (4.9)
primero, se controla en la norma de L2(R2).
Utilizando las propiedades del grupo W (t) y las desigualdades de Minkowski y Hölder, tenemos
∥∥∥∥∫ t
0





















≤ c T 1/2‖u‖L∞T Hsxy‖ux‖L2TL∞xy
≤ c T 1/2 (µ1,1(u))2 .
(4.10)
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Utilizando propiedades del grupo W (t), desigualdades de Hölder y Minkowski, también la regla de
Leibniz (2.7) para derivadas fraccionarias, obtenemos para la norma en L2(R2) deDsx
(∫ t





la siguiente estimación∥∥∥∥Dsx(∫ t
0






















′ + T 1/2 ‖uDsxux‖L2TL2xy




≤ c T 1/2 (µ1,1(u))2 .
(4.11)
De igual manera∥∥∥∥Dsy (∫ t
0
W (t− t′)(uux)(t′) dt′
)∥∥∥∥
L2xy




≤ c T 1/2 (µ1,1(u))2 .
(4.12)
Ahora procedemos a controlar en la norma L2TL
∞
xy. Sea 0 < ε < 1/2, tal que 1− ε/2 ≤ s, utilizando
la estimativa de Strichartz (3.12) y las desigualdades (4.10), (4.11) y (4.12), se tiene∥∥∥∥∂x ∫ t
0


























∥∥(uux)(t′)∥∥L2xy dt′ + c
∫ T
0




≤ c T 1/2 (µ1,1(u))2 .
Para la norma L∞x L
2
yT , utilizamos el efecto regularizante (3.2) y la desigualdad (4.11),
∥∥∥∥Dsx(∂x ∫ t
0


















≤ c T 1/2 (µ1,1(u))2 .
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De la misma forma, empleando el efecto regularizante (3.3) y la desigualdad (4.12)∥∥∥∥Dsy (∂x ∫ t
0


















≤ c T 1/2 (µ1,1(u))2 .
Por último, para la norma en L2xL
∞
yT utilizamos la estimativa de la función maximal (3.15) y las
desigualdades (4.10), (4.11) y (4.12)
∥∥∥∥∫ t
0


















≤ c T 1/2 (µ1,1(u))2 .
Reuniendo todas las estimativas, concluimos que
µ1,1(Ψ(u)) ≤ c ‖u0‖Hs + c T 1/2 (µ1,1(u))2 . (4.13)
Ahora, si elegimos a = 2c‖u0‖Hs y T > 0 con la siguiente propiedad




Por lo tanto, si u ∈ XaT entonces µ1,1 (Ψ(u)) ≤ a, y por consiguiente Ψ : XaT → XaT .
Ahora considere ũ ∈ XaT . Observemos que
ũũx − uux =
1
2
((u+ ũ)(ũ− u)x + (ũ− u)(ux + ũx)) .
Entonces empleando argumentos similares a todos los anteriores, también se demuestra
µ1,1(Ψ(u)−Ψ(ũ)) ≤ c T 1/2(µ1,1(u) + µ1,1(ũ))µ1,1(u− ũ) ≤ 2 ac T 1/2 µ1,1(u− ũ),
y por lo tanto Ψ = Ψu0 es una contracción sobre X
a
T . Luego por el teorema de punto fijo de Banach
existe un único u ∈ XaT , tal que Ψu0(u) ≡ u. En otras palabras,
u(t) = W (t)u0 −
∫ t
0
W (t− t′)(uux)(t′) dt′, t ∈ [0, T ]. (4.15)
De nuevo, utilizando argumentos similares, se tiene para T1 ∈ (0, T )
µ1,1(Ψu0(u)−Ψũ0(ũ)) ≤ ‖u0 − ũ0‖Hs + cT
1/2
1 (µ1,1(u) + µ1,1(ũ))µ1,1(u− ũ),
lo cual demuestra que para T1 ∈ (0, T ), la aplicación ũ0 → ũ, definida desde una vecindad V de u0,
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Ahora presentamos el resultado de buen planteamiento local del PVI (1.1) asociado a la ecuación
mZK-B.
Teorema 14. Si u0 ∈ Hs(R2), s > 3/4, entonces existe T = T (‖u0‖Hs) > 0 y exactamente una




, del problema de valor inicial (1.1), k = 2, para la cual
‖Dsxux‖L∞x L2yT + ‖D
s
yux‖L∞x L2yT <∞, (4.16)
‖u‖L3TL∞xy + ‖ux‖L9/4T L∞xy
<∞, (4.17)
‖u‖L2xL∞yT <∞. (4.18)
Además, si T ′ ∈ (0, T ), existe una vecindad V de u0 en Hs(R2) tal que la aplicación, v0 −→ v(t)
de V a la clase definida por (4.16)–(4.18) es Lipschitz.
Demostración. Sin perdida de generalidad, supongamos que 34 < s < 1 y 0 < T ≤ 1. Definamos el
operador integral
Ψ(u)(t) = Ψu0(u)(t) = W (t)u0 −
∫ t
0
W (t− t′)(u2ux)(t′) dt′. (4.19)
Dados a, T > 0, definimos los subespacios métricos donde exponemos el método de contracción




: µ1,2(u) <∞}, (4.20)
y
XaT = {u ∈ XT : µ1,2(u) ≤ a}, (4.21)
donde µ1,2 es la norma definida por:
µ1,2(u) = ‖u‖L∞T Hsxy + ‖u‖L3TL∞xy + ‖ux‖L9/4T L∞xy





Se elegirán valores adecuados de a y T , tales que el operador Ψ tenga las siguientes propiedades:
1. Ψ(XaT ) ⊆ XaT .
2. Ψ sea una contracción.
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Comenzamos por evaluar µ1,2 en la parte lineal de (4.19). Utilizando las estimativas del efecto
regularizante (3.2), estimativas de Strichartz (3.13) y (3.14) con 1 − ε/2 ≤ s, la estimativa de la
función maximal (3.15) y las propiedades del grupo W (t), se tiene
µ1,2(W (t)u0) = ‖W (t)u0‖L∞T Hsxy + ‖W (t)u0‖L3TL∞xy + ‖∂xW (t)u0‖L9/4T L∞xy
+ ‖Dsx∂xW (t)u0‖L∞x L2yT + ‖D
s
y∂xW (t)u0‖L∞x L2yT + ‖W (t)u0‖L2xL∞yT
≤ ‖u0‖Hsxy + c‖u0‖L2xy + c‖D
−ε/2
x ∂xu0‖L2xy + ‖∂xW (t)D
s
xu0‖L∞x L2yT
+ ‖∂yW (t)Dsyu0‖L∞x L2yT + ‖W (t)u0‖L2xL∞yT
≤ c ‖u0‖Hsxy .
(4.23)




W (t− t′)(u2ux)(t′) dt′
)
, (4.24)
primeramente, controlamos en la norma de L2(R2).
Utilizando las propiedades del grupo W (t) y las desigualdades de Minkowski y Hölder, tenemos
∥∥∥∥∫ t
0

















≤ c T 2/9‖u‖L∞T Hsxy‖u‖L3TL∞xy‖ux‖L9/4T L∞xy
≤ c T 2/9 (µ1,2(u))3 .
(4.25)
Utilizando propiedades del grupo W (t), desigualdades de Hölder y Minkowski, también la regla de
Leibniz (2.7) para derivadas fraccionarias, obtenemos para la norma en L2(R2) deDsx
(∫ t





la siguiente estimación∥∥∥∥Dsx(∫ t
0

































≤ c T 2/9‖u‖L∞T Hsxy‖u‖L3TL∞xy‖ux‖L9/4T L∞xy
+ T 1/6‖u‖L3TL∞xy‖u‖L2xL∞yT ‖D
s
xux‖L∞x L2yT
≤ c T 2/9 (µ1,2(u))3 + T 1/6 (µ1,2(u))3 .
(4.26)




W (t− t′)(uux)(t′) dt′
)∥∥∥∥
L2xy
≤ c T 2/9‖u‖L∞T Hsxy‖u‖L3TL∞xy‖ux‖L9/4T L∞xy
+ T 1/6‖u‖L3TL∞xy‖u‖L2xL∞yT ‖D
s
xux‖L∞x L2yT
≤ c T 2/9 (µ1,2(u))3 + T 1/6 (µ1,2(u))3 .
(4.27)
Ahora procedemos a controlar en la norma de L3TL
∞
xy. Por la estimativa de Strichartz (3.14) y la
desigualdad (4.25), se tiene
∥∥∥∥∫ t
0

















≤ c T 2/9 (µ1,2(u))3 .
Sea 0 < ε < 1/2, tal que 1−ε/2 ≤ s, utilizando la estimativa de Strichartz (3.13) y las desigualdades
(4.25), (4.26) y (4.27), obtenemos
∥∥∥∥∂x ∫ t
0






























∥∥(u2ux)(t′)∥∥L2xy dt′ + c
∫ T
0




≤ c T 1/6 (µ1,2(u))3 .
Para la norma L∞x L
2
yT , utilizamos el efecto regularizante (3.2) y la desigualdad (4.26), se tiene∥∥∥∥Dsx(∂x ∫ t
0


















≤ c T 1/6 (µ1,2(u))3 .
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De la misma forma, empleando (3.2) y (4.27), obtenemos∥∥∥∥Dsy (∂x ∫ t
0


















≤ c T 1/6 (µ1,2(u))3 .






















≤ c T 1/6 (µ1,2(u))3 .
Reuniendo todas las estimativas, concluimos que
µ1,2(Ψ(u)) ≤ c ‖u0‖Hs + c T 1/6 (µ1,2(u))3 . (4.28)
Ahora, si elegimos a = 2c‖u0‖Hs y T > 0 con la siguiente propiedad




se tiene entonces que si u ∈ XaT entonces µ1,2 (Ψ(u)) ≤ a, y por lo tanto Ψ : XaT → XaT .
Finalmente, aplicamos el mismo argumento utilizado en el Teorema 13, para concluir la demostra-
ción.
4.2. Buen planteamiento global
En esta apartado mostramos como extender las soluciones locales del PVI (1.1) a soluciones globa-
les, cuando el dato inicial está en H1(R2).
Primeramente, hay que resaltar que la dependencia continua mostrada en la teoŕıa local permite
mostrar que el flujo asociado a soluciones suaves de la ecuación (1.1) permanece invariante por las





u(x, y, t) dx dy, I2(u) =
∫
R2









2 + (D1/2x u)
2 − 2





A continuación presentamos el resultado de buen planteamiento global.
Teorema 15. 1. Si u0 ∈ H1(R2) entonces la solución local del PVI asociado la ecuación ZK-B
dada en el Teorema 13 puede ser extendida a cualquier intervalo [0, T ].
2. Para u0 ∈ H1(R2) suficientemente pequeño, la solución local del PVI asociado la ecuación
mZK-B dada en el Teorema 14 puede ser extendida a cualquier intervalo [0, T ].
Demostración. Sea u ∈ C([0, T ];H1(R2)) la solución local del PVI (1.1). Luego, a partir de la














Para controlar la solución u(t), en la norma H1(R2), utilizamos las leyes de conservación (4.30) y
la desigualdad anterior, aśı obtenemos
‖u(t)‖2H1 ≤ ‖u(t)‖
2
2 + ‖∂xu(t)‖22 + ‖∂yu(t)‖22
≤ ‖u0‖22 + 2I3(u(t)) + c‖u(t)‖k+2k+2
≤ ‖u0‖22 + 2I3(u0) + c‖u0‖22‖u(t)‖kH1xy .
(4.31)
Para el caso de la ecuación ZK-B (k = 1), designemos, y = y(t) := ‖u(t)‖2H1xy . Por lo tanto,
reescribimos (4.31) y por la desigualdad de Young, se tiene











Ahora veamos como extender la solución u ∈ C([0, T ];H1(R2)) en todo tiempo T .
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Sea
T̃ = sup{0 < T : ∃! u ∈ C([0, T ];H1(R2)) solución de (1.1)}.
Supongamos que T̃ <∞. Sea u ∈ C([0, T̃ );H1(R2)) la única solución local de (1.1). Debido a (4.32)
se tiene
‖u(t)‖H1xy ≤M(‖u0‖H1 , T̃ ) para todo t ∈ [0, T̃ ).
De la teoŕıa local de buen planteamiento se tiene que T ∼ ‖u0‖−2H1xy . Si consideramos el PVI (1.1)
con cualquier dato inicial φ ∈ H1(R2) con la propiedad ‖φ‖H1 ≤ M(‖u0‖H1 , T̃ ) entonces existe
T1 > 0, tal que
T1 < cM
−2(‖u0‖H1 , T̃ ) ≤ ‖φ‖−2H1
y una única solución v ∈ C([0, T1];H1(R2)) del PVI (1.1) con v(0) = φ. En particular, si elegimos
φ = u(T̃ − T1/2), definimos
w(t) =
{
u(t) si 0 ≤ t < T̃ − T1/2,
v(t− T̃ + T1/2) si T̃ − T1/2 ≤ t ≤ T̃ + T1/2.
(4.33)
Observemos que w(t) satisface la ecuación intregral (4.15), para todo t ∈ [0, T̃ + T1/2]. Esto con-
tradice la definición de T̃ , y por lo tanto, podemos concluir que T̃ =∞.
En el caso de la ecuación mZK-B (k = 2), seguimos el argumento en (4.31). Aśı obtenemos
y2 ≤ c2 + c4y2.
Luego, para tener soluciones globales, se hace necesario elegir ‖u0‖2 pequeño para obtener de nuevo
(4.32) y aśı poder extender las soluciones locales a soluciones globales en H1(R2).
5 Propiedad de persistencia en espacios con peso
En esta parte del trabajo, estudiamos propiedades de persistencia de soluciones para los PVI aso-
ciados a las ecuaciones ZK-B, mZK-B y gZK en espacios de Sobolev con pesos anisotrópicos. El
argumento que emplearemos depende fuertemente de la prueba de buen planteamiento en los es-
pacios de Sobolev clásicos Hs(R2), presentados en el caṕıtulo 4, y de la fórmula puntual dada en
el Teorema 12, que permite conmutar los pesos y el grupo de operadores de la ecuación respectiva.
5.1. Propiedad de persistencia para la ecuación ZK-B
En primer lugar, presentamos la propiedad de persistencia de soluciones para la ecuación ZK-B.





solución local del PVI (1.1) (k = 1), garantizada por el Teorema 1.






2. Si r1 ∈ [5/2, 7/2), r2 > 0 y
u0 ∈ Żsr1,r2 = {f ∈ Z
s




[0, T ]; Żsr1,r2
)
.
Demostración. Los siguientes casos ilustran la demostración.
Caso 1: s > 34 y 0 < r1 ≤ r2 ≤
s
2 < 1.




, la única solución del PVI (1.1), entonces u se puede expresar a través
de la fórmula de Duhamel como:
u(t) = W (t)u0 −
∫ t
0
W (t− t′)(uux)(t′) dt′, t ∈ [0, T ], (5.1)
donde T = T (‖u0‖Hs) < 1, cumple la propiedad (4.14) y también es elegido para satisfacer
cµ1,1(u)T
1/2 ≤ 1/2, (5.2)
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donde µ1,1(u) esta definido en (4.7) y a = 2c‖u0‖Hs , es el radio de la bola en el argumento de
contracción en Hs(R2), T ∼ ‖u0‖−2Hs y
µ1,1(u) ≤ a. (5.3)
A continuación, supongamos que u0 ∈ Zsr1,r2 y definamos la norma,
µ2,1(w) = µ1,1(w) + ‖ |x|r1w‖L∞T L2xy + ‖ |y|
r2w‖L∞T L2xy , (5.4)
donde µ1,1 es la norma definida en (4.7) en el caṕıtulo 4.
Recordemos de la teoŕıa de buen planteamiento en Hs(R2), que para u, el primer término de la
definición de µ2,1, está controlado por:
‖u0‖Hs + c T 1/2(µ1,1(u))2.
Por consiguiente, basta considerar las normas:
i) ‖ |x|r1u‖L∞T L2xy y ii) ‖ |y|
r2u‖L∞T L2xy .
Para estimar i), recordemos primero de la teoŕıa local de buen planteamiento en Hs(R2), que para
s > 3/4, se tiene∫ T
0
‖uux‖Hsxy dt
′ ≤ cT 1/2(µ1,1(u))2. (5.5)
Por lo tanto, aplicamos (5.1), el Teorema 12 y (5.5), para obtener
‖ |x|r1u(t)‖L2xy ≤ ‖ |x|






























Para ii), si se reemplaza x por y y r1 por r2, se obtiene una estimativa similar. Podemos concluir,
µ2,1(u) ≤ c(1 + T )(‖u0‖Hs + ‖ |x|r1u0‖L2xy + ‖ |y|
r2u0‖L2xy) + c(1 + T )T
1
2 (µ1,1(u))
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Estimación de I1,x:







Para I1,y, se obtiene la misma estimativa argumentando del mismo modo.
Por lo tanto,
µ2,1(u) ≤ c(1 + T )
(
‖u0‖Hs + ‖ |x|r1u0‖L2xy + ‖ |y|
r2u0‖L2xy
)
+ c(1 + T )T
1
2 (µ1,1(u))




Luego por la elección de T para satisfacer (5.2) y desde (5.3), se obtiene
µ2,1(u) ≤ c(1 + T )
(
‖u0‖Hs + ‖ |x|r1u0‖L2xy + ‖ |y|
r2u0‖L2xy
)




Desde que u0 ∈ Zsr1,r2 , se tiene que
µ2,1(u) ≤ 2c(1 + T )(‖u0‖Hs + ‖ |x|r1u0‖L2xy + ‖ |y|
r2u0‖L2xy) + 2c(1 + T )‖u0‖Hs <∞, (5.7)
de donde podemos concluir ‖ |x|r1u‖L2xy + ‖ |y|
r2u‖L2xy < ∞, lo cual términa la demostración del
Teorema para este caso.
Para los casos que hacen falta, es suficiente demostrar que para r1 ∈ (0, 5/2) y r2 ∈ [1,∞), r1 ≤ r2
y s ≥ 2r2, se tienen las siguientes estimativas:
‖ |x|r1u‖L2xy ≤ ‖ |x|









‖ |y|r2u‖L2xy ≤ ‖ |y|









De estas estimaciones se dedude el Teorema como se hizo en el caso 1.
Caso 2 : supongamos 0 < r1 < 1, r2 = 1 ≤ s2 .
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La estimación de ‖ |x|r1u‖L2xy es la misma que en el caso anterior, por lo tanto se tiene (5.8).
Aplicando (5.1), se tiene
‖ |y|u(t)‖L2xy ≤ ‖ |y|W (t)u0‖L2xy +
∫ T
0
∥∥ |y|W (t− t′)(uux)(t′) dt′∥∥L2xy ,
y por la identidad de Plancherel se tiene













A ≤ ‖2itξηû0‖L2ξη + ‖∂ηû0‖L2ξη
≤ c‖∂x∂yu0‖L2xy + ‖yu0‖L2xy
≤ c‖u0‖H2xy + ‖ |y|u0‖L2xy .




















luego para r2 = 1 se obtiene (5.9).
Caso 3 : supongamos r1 = r2 = 1.
‖ |x|u(t)‖L2xy ≤ ‖ |x|W (t)u0‖L2xy +
∫ T
0
∥∥ |x|W (t− t′)(uux)(t′) dt′∥∥L2xy .
Por la identidad de Plancherel se tiene













2û0 + 2it|ξ|û0 + ∂ξû0). (5.10)
Por lo tanto
A ≤ c‖ξ2û0‖L2ξη + c‖η
2û0‖L2ξη + c‖ |ξ|û0‖L2ξη + ‖∂ξû0‖L2ξη
≤ c‖∂2xu0‖L2xy + ‖∂
2
yu0‖L2xy + c‖H∂xu0‖L2xy + ‖xu0‖L2xy
≤ c‖u0‖H2xy + ‖xu0‖L2xy .























Por lo tanto se obtiene (5.8). Para r2 = 1, se hizo en el caso anterior.
Caso 4 : supongamos 1 < r1 ≤ r2 < 2.
Sea α ∈ (0, 1) tal que r1 = α+ 1.
Por la identidad de Plancherel se tiene



















:= A1 +A2 +A3 +A4.
Utilizando el lema 1 de interpolación, con θ = 11+α , b = 1 + α, se tiene










y por la desigualdad de Young
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A partir del Teorema 12 y el hecho que s ≥ 2r1 = 2(1 + α), obtenemos
A1 = c‖ |x|αW (t)∂2xu0‖L2xy
≤ c‖ |x|α∂2xu0‖L2xy + c(1 + T )‖∂
2
xu0‖H2αxy
≤ c‖〈x〉αJ2xu0‖L2xy + c‖ |x|
αu0‖L2xy + c(1 + T )‖u0‖H2α+2xy
≤ c‖〈x〉r1u0‖L2xy + c‖u0‖Hsxy + c‖ |x|
αu0‖L2xy + c(1 + T )‖u0‖Hsxy
≤ c‖ |x|r1u0‖L2xy + c(1 + T )‖u0‖Hsxy .
Del mismo modo para A2
A2 = c‖ |x|αW (t)∂2yu0‖L2xy
≤ c‖ |x|α∂2yu0‖L2xy + c(1 + T )‖∂
2
yu0‖H2αxy
≤ c‖〈x〉αJ2yu0‖L2xy + c‖ |x|
αu0‖L2xy + c(1 + T )‖u0‖H2α+2xy
≤ c‖〈x〉αJ2yu0‖L2xy + c‖ |x|
αu0‖L2xy + c(1 + T )‖u0‖H2α+2xy
≤ c‖〈x〉r1u0‖L2xy + c‖u0‖Hsxy + c‖ |x|
αu0‖L2xy + c(1 + T )‖u0‖Hsxy
≤ c‖ |x|r1u0‖L2xy + c(1 + T )‖u0‖Hsxy .
Observemos que si α ∈ (0, 1) entonces ∂x〈x〉α es acotado. También por el lema 1 de interpolación,
con b = 1 + α, θ = 11+α , se tiene










ahora por la desigualdad de Young




Además por el teorema 2 de conmutador de Calderon para la transformada de Hilbert, se obtiene
A3 = c‖ |x|αW (t)H∂xu0‖L2xy
≤ c‖ |x|αH∂xu0‖L2xy + c(1 + T )‖H∂xu0‖H2αxy
≤ c‖ [〈x〉α : H]∂xu0‖L2xy + c‖H(〈x〉
α∂xu0)‖L2xy + c(1 + T )‖∂xu0‖H2αxy
≤ c‖∂x〈x〉α‖L∞xy‖u0‖L2xy + c‖ 〈x〉
α∂xu0‖L2xy + c(1 + T )‖u0‖H2α+1xy
≤ c‖u0‖Hsxy + c‖ 〈x〉
α∂xu0‖L2xy + c(1 + T )‖u0‖Hsxy
≤ c‖〈x〉α∂xu0‖L2xy + c(1 + T )‖u0‖Hsxy
≤ c‖Jx(〈x〉αu0)‖L2xy + c(1 + T )‖u0‖Hsxy
≤ c‖ 〈x〉1+αu0‖L2xy + c‖J
1+α
x u0‖L2xy + c(1 + T )‖u0‖H2α+1xy
≤ c‖ |x|r1u0‖L2xy + c(1 + T )‖u0‖Hsxy .
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= c‖J2α+2x u0‖L2xy + c‖J
2α+2
y u0‖L2xy + c‖〈x〉
1+αu0‖L2xy
≤ c‖u0‖Hsxy + c‖ |x|
r1u0‖L2xy .
Concluimos
A4 = c‖ |x|αW (t)(xu0)‖L2xy
≤ c‖ |x|α+1u0‖L2xy + c(1 + T )‖xu0‖H2αxy
≤ c‖ |x|r1u0‖L2xy + c(1 + T )(‖u0‖Hsxy + ‖ |x|
r1u0‖L2xy).















:= B1 +B2 +B3 +B4.
























































66 5 Propiedad de persistencia en espacios con peso
Para el término B2 se obtiene una estimativa similar.
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Para el término ‖ |y|r2u‖L∞T L2xy , se procede de manera similar.
Caso 5 : r1 ∈ (2, 5/2), r2 ∈ (2, 3) y r1 ≤ r2.
Sea α ∈ (0, 1/2), entonces r1 = 2 + α entonces s ≥ 4 + 2α.





= eitϕ(ξ,η)((2it sgn(ξ)− 4t2ξ2 − 4t2η2|ξ| − t2η4
− 6t2η2ξ2 − 12t2|ξ|ξ2 − 9t2ξ4 + 6itξ) û0 +
(2itη2 + 4it|ξ|+ 6itξ2)∂ξû0 + ∂2ξ û0).
(5.11)
Por la identidad de Plancherel se tiene









































:= C1 + C2 + · · ·+ C12.
Por los Teoremas 1 y 12, se tiene
C1 = ‖ |x|αW (t)(2itHu0)‖L2xy
≤ c‖ |x|αHu0‖L2xy + c(1 + T )‖Hu0‖H2αxy
≤ c‖ |x|αu0‖L2xy + c(1 + T )‖Hu0‖H2αxy
≤ c‖ |x|r1u0‖L2xy + c(1 + T )‖u0‖H2αxy .
Como en la estimación de A1 se tiene para C2
C2 = ‖ |x|αW (t)(4t2∂2xu0)‖L2xy
≤ c‖ |x|α∂2xu0‖L2xy + c(1 + T )‖ ∂
2
xu0‖H2αxy
≤ c‖ |x|r1u0‖L2xy + c(1 + T )‖u0‖Hsxy .
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De manera similar para C3, se obtiene
C3 = ‖ |x|αW (t)(4t2∂2yH∂xu0)‖L2xy
≤ c‖ |x|α∂2yH∂xu0)‖L2xy + c(1 + T )‖ ∂
2
yH∂xu0‖H2αxy
≤ c‖ |x|α∂2y∂xu0)‖L2xy + c(1 + T )‖u0‖H2α+3xy









+ c(1 + T )‖u0‖Hsxy
≤ c‖〈x〉1+α∂xu0‖L2xy + c‖J
2(1+α)
y ∂xu0‖L2xy + c(1 + T )‖u0‖Hsxy









+ c(1 + T )‖u0‖Hsxy
≤ c‖〈x〉2+αu0‖L2xy + c‖J
2+α
x u0‖L2xy + c(1 + T )‖u0‖Hsxy
≤ c‖ |x|r1u0‖L2xy + c(1 + T )‖u0‖Hsxy .
Los mismos argumentos se emplean para C4 y C5
C4 = ‖ |x|αW (t)(t2∂4yu0)‖L2xy
≤ c‖|x|α∂4yu0‖L2xy + c(1 + T )‖∂
4
yu0‖H2αxy









+ c(1 + T )‖u0‖Hsxy
≤ c‖〈x〉α+2u0‖L2xy + ‖J
2(α+2)u0‖L2xy + c(1 + T )‖u0‖Hsxy
≤ c‖ |x|r1u0‖L2xy + c(1 + T )‖u0‖Hsxy .
C5 = ‖ |x|αW (t)(6t2∂2y∂2xu0)‖L2xy














+ c(1 + T )‖u0‖Hsxy




xu0‖L2xy + c(1 + T )‖u0‖Hsxy









+ c(1 + T )‖u0‖Hsxy
≤ c‖〈x〉2+αu0‖L2xy + c‖J
2(2+α)
x u0‖L2xy + c(1 + T )‖u0‖Hsxy
≤ c‖ |x|r1u0‖L2xy + c(1 + T )‖u0‖Hsxy .
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A partir del teorema 1, el término C6 se controla de la misma forma que el término C3
C6 = ‖ |x|αW (t)(12t2H∂x∂2xu0)‖L2xy
≤ c‖ |x|αH∂x∂2xu0‖L2xy + c(1 + T )‖H∂x∂
2
xu0‖H2αxy
≤ c‖ |x|α∂x∂2xu0‖L2xy + c(1 + T )‖Hu0‖H2α+3xy
≤ c‖|x|r1u0‖L2xy + c(1 + T )‖u0‖Hsxy .
En cuanto a C7, se estima de igual manera que el término C4.
C7 = ‖|x|αW (t)(9t2∂4xu0)‖L2xy
≤ c‖|x|r1u0‖L2xy + c(1 + T )‖u0‖Hsxy .
Al igual que A3, el término C8 es controlado de modo similar.
C8 = ‖ |x|αW (t)(6it∂xu0)‖L2xy
≤ c‖ |x|α∂xu0‖L2xy + c(1 + T )‖∂xu0‖H2αxy
≤ c‖ |x|r1u0‖L2xy + c(1 + T )‖u0‖Hsxy .
Aśı mismo,
C9 = ‖ |x|αW (t)(2it∂2y(xu0))‖L2xy
≤ c‖ |x|α∂2y(xu0)‖L2xy + c(1 + T )‖∂
2
y(xu0)‖H2αxy









+ c(1 + T )‖J2(1+α)(xu0)‖L2xy
≤ c‖〈x〉α+1(xu0)‖L2xy + ‖J
2(1+α)
y (xu0)‖L2xy + c(1 + T )‖J
2(1+α)(xu0)‖L2xy
≤ c‖〈x〉α+2u0‖L2xy + c(1 + T )‖J
2(1+α)(xu0)‖L2xy .
Veamos como controlar el último término de la estimación anterior a través transformada de Fourier
e interpolación.
‖J2(1+α)(xu0)‖L2xy = ‖〈ξ, η〉
2+2α∂ξû0‖L2ξη
≤ ‖Jξ(〈ξ, η〉2+2αû0)‖L2ξη






















≤ c‖J4+2αu0‖L2xy + c‖〈x〉
2+αu0‖L2xy .
= c‖Jsu0‖L2xy + c‖〈x〉
r1u0‖L2xy .
≤ c‖u0‖Hsxy + c‖ |x|
r1u0‖L2xy .
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Luego
C9 ≤ c‖ |x|r1u0‖L2xy + c(1 + T )(‖u0‖Hsxy + ‖ |x|
r1u0‖L2xy).
Ahora, por los teoremas de continuidad de la transformada de Hilbert e interpolacion se obtienen
cálculos similares a los expuestos anteriormente para los términos C10, C11 y C12. A continuación
ilustramos estos cálculos.
C10 = ‖ |x|αW (t)(4itH∂x(xu0))‖L2xy
≤ c‖ |x|αH∂x(xu0)‖L2xy + c(1 + T )‖H∂x(xu0)‖H2αxy
≤ c‖ |x|α∂x(xu0)‖L2xy + c(1 + T )‖(xu0)‖H2α+1xy
≤ c‖〈x〉r1u0‖L2xy + c(1 + T )(‖u0‖Hsxy + ‖〈x〉
r1u0‖L2xy).
C11 = ‖ |x|αW (t)(6it∂2x(xu0))‖L2xy
≤ c‖ |x|α∂2x(xu0)‖L2xy + c(1 + T )‖∂
2
x(xu0)‖H2αxy
≤ c‖J2x(〈x〉α(xu0)‖L2xy + c(1 + T )‖(xu0)‖H2α+2xy
≤ c‖〈x〉r1u0‖L2xy + c(1 + T )(‖u0‖Hsxy + ‖〈x〉
r1u0‖L2xy).
C12 = ‖ |x|αW (t)(x2u0)‖L2xy
≤ c‖ |x|αx2u0‖L2xy + c(1 + T )‖x
2u0‖H2αxy
≤ c‖ |x|α+2u0‖L2xy + c(1 + T )‖J
2α(x2u0)‖L2xy .
Veamos como controlar el último término de la desigualdad anterior.
‖J2α(x2u0)‖L2xy = ‖〈ξ, η〉
2α∂2ξ û0‖L2ξη
≤ ‖J2ξ (〈ξ, η〉2αû0)‖L2ξη
























De donde podemos concluir
C12 ≤ c‖〈x〉r1u0‖L2xy + c(1 + T )(‖u0‖Hsxy + ‖〈x〉
r1u0‖L2xy).
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:= D1 +D2 + · · ·+D12.
Ahora vamos a controlar los términos que tienen decáıda y regularidad más altas y el término que
involucra la transformada de Hilbert, los demás términos se estiman de la misma forma. Como



























‖ J3x (〈x〉α(uux)) ‖L2xy dt




















































































































Ahora consideremos el peso en la variable y. Esto es, vamos a considerar
‖ |y|r2u‖L∞T L2xy .
Por la identidad de Plancherel se tiene















itϕ(−4t2ξ2η2û0 + 2itξû0 + 4itξη∂ηû0 + ∂2η û0), (5.13)
entonces
E ≤ ‖Dαη (−4t2ξ2η2û0)‖L2ξη + ‖D
α
η (2itξû0)‖L2ξη + ‖D
α
η (4itξη∂ηû0)‖L2ξη
+ ‖Dαη (∂2η û0)‖L2ξη .
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Aplicando el Teorema 12 y el lema 1 de interpolación, como se ha hecho antes, se demuestra que:
E ≤ c‖u0‖Hsxy + c‖〈y〉
r2u0‖L2xy . (5.14)










Observación 2. Todos los términos en (5.13), no aparecen la función sgn ni |y|, por lo tanto
para controlar todos los términos nunca se utilizo el hecho α ∈ (0, 1/2), únicamente se utiliza que
α ∈ (0, 1), para aplicar el Teorema 12.
Caso 6 : r1 ∈ [5/2, 3), r2 ∈ (2, 3), r1 ≤ r2 además u0 ∈ Żsr1,r2 .
Sea α ∈ (1/2, 1), entonces r1 = 2 + α y s ≥ 4 + 2α.
Veamos como controlar el término ‖ |x|r1u‖L∞T L2xy . Como se ha venido haciendo se tiene











:= C̃ + D̃.
Utilizando (5.11), tenemos




























:= C̃1 + C̃2 + · · ·+ C̃12.
Los términos C̃2, C̃4, C̃5, C̃7, C̃8, C̃9, C̃11 y C̃12, se controlan de la misma forma que en el caso
anterior, puesto que se necesita que α ∈ (0, 1), mientras que los otros términos que contienen
la transformada de Hilbert, se hace necesario que α ∈ (0, 1/2), para que el peso |x|α cumpla la
condiciónA2 y aśı controlar la tranformada de Hilbert. Además, en este caso tenemos que u0 ∈ Żsr1,r2
y por tanto, se tiene
xH(u0) = H(xu0). (5.16)
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Veamos como se utiliza esta propiedad para controlar uno de los términos que hace falta
C̃6 ≤ ‖ |x|αW (t)(12t2H∂3xu0)‖L2xy
≤ c‖ |x|αH∂3xu0‖L2xy + c(1 + T )‖H∂
3
xu0‖H2αxy
≤ c‖〈x〉αH∂3xu0‖L2xy + c(1 + T )‖∂
3
xu0‖H2αxy
≤ c‖〈x〉H∂3xu0‖L2xy + c(1 + T )‖u0‖H2α+3xy
≤ c‖(1 + |x|)H∂3xu0‖L2xy + c(1 + T )‖u0‖Hsxy
≤ c‖H∂3xu0‖L2xy + ‖ |x|H∂
3
xu0‖L2xy + c(1 + T )‖u0‖Hsxy
= c‖∂3xu0‖L2xy + ‖H(|x|∂
3
xu0)‖L2xy + c(1 + T )‖u0‖Hsxy
= c‖∂3xu0‖L2xy + ‖ |x|∂
3
xu0‖L2xy + c(1 + T )‖u0‖Hsxy ,
luego se controla igual que antes. Los demás términos se estiman de igual manera.



































:= D̃1 + D̃2 + · · ·+ D̃12.
Veamos como se controla el término D̃10.
Dado que ̂∂2x(uux)(0) = 0, se tiene
xH(∂2x(uux)) = H(x∂2x(uux)).
Por consiguiente, bajo los mismos argumentos expuestos hasta el momento, obtenemos


















‖ (1 + |x|)H∂2x(uux)‖L2xy dt













































































luego, se controla como se ha hecho con los cálculos anteriores.
Las estimaciones con el peso en y, son las mismas que en el caso anterior por la observación (2).
Caso 7 : r1 = r2 = 3.
Para pesos enteros no hay problema.
Caso 8 : r1 ∈ (3, 7/2), r2 ∈ (3, 4), r1 ≤ r2, y u0 ∈ Żsr1,r2 .
Sea α ∈ (0, 1/2), entonces r1 = 3 + α y s ≥ 6 + 2α.
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= eitϕ((−54it3|ξ|5 − 36it3η2|ξ|3 − 8it3|ξ|3 − 54t2ξ|ξ|
− 6it3η4|ξ| − 12t2ξ − 27it3ξ6 − 27it3ξ4η2 − 36it3ξ4
− 54t2ξ3 − 9it3ξ2η4 − 12it3ξ2η2 − 18t2ξη2
− it3η6 − 6 sgn(ξ) t2η2 + 6it+ 4itδξ)û0
+ (−36t2|ξ|ξ2 − 12t2η2|ξ| − 27t2ξ4 − 18t2ξ2η2 − 12t2ξ2 − 3t2η4
+ 18itξ + 6it sgn(ξ) )∂ξû0
+ (9itξ2 + 3itη2 + 6it|ξ|)∂2ξ û0 + ∂3ξ û0).
(5.17)
Por la identidad de Plancherel se tiene











:= E + F
Utilizando (6.7) y una constante que depende de t, obtenemos



































+ ‖Dαξ (eitϕû0)‖L2ξη + ‖D
α
ξ (e


















+ ‖Dαξ (eitϕ sgn(ξ) ∂ξû0)‖L2ξη + ‖D
α
ξ (e








:= E1 + E2 + · · ·+ E29.
La notación δξ, indica la función delta Dirac con respecto a ξ, la cual esta dada por:
〈δξ, ϕ〉 = ϕξ(0, η),
para toda ϕ ∈ S(R2).
Como u0 ∈ Żsr1,r2 , entonces E17 que involucra la función Delta Dirac es cero.
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= ‖〈ξ, η〉2α∂3ξ û0‖L2ξη
≤ ‖J3ξ (〈ξ, η〉2αû0)‖L2ξη + ‖û0‖H3ξ
≤ ‖J3ξ (〈ξ〉2αû0)‖L2ξη + ‖J
3
ξ (〈η〉2αû0)‖L2ξη + ‖û0‖H3ξ
≤ ‖〈ξ〉2α+6û0‖L2ξη + ‖J
3(2α+6)
6
ξ û0‖L2ξη + ‖J
3
ξ (〈η〉2αû0)‖L2ξη + ‖û0‖H3ξ




ξ û0‖L2ξη + c‖û0‖H3ξ
= c‖J2r1x u0‖L2xy + c‖J
2r1
y u0‖L2xy + c‖〈x〉
r1u0‖L2xy + c‖〈x〉
3u0‖L2xy
≤ c‖u0‖Hsxy + c‖ |x|
r1u0‖L2xy .
Luego, el término que tiene más decáıda, se estima utilizando interpolación y el Teorema 12, por
lo tanto
E29 = ‖ |x|αW (t)(x3u0)‖L2xy
≤ ‖ |x|α+3u0‖L2xy + c(1 + T )‖x
3u0‖H2αxy
≤ ‖ |x|r1u0‖L2xy + c(1 + T )(‖u0‖Hsxy + ‖ |x|
r1u0‖L2xy).
Ahora presentamos la estimación de uno de los términos que tiene más regularidad.
E7 = ‖ |x|αW (t)∂6xu0‖L2xy
≤ ‖ |x|α∂6xu0‖L2xy + c(1 + T )‖∂
6
xu0‖H2αxy
≤ ‖J6(〈x〉αu0)‖L2xy + c(1 + T )‖u0‖H2α+6xy
≤ c‖〈x〉3+αu0‖L2xy + ‖J
2(3+α)u0‖L2xy + c(1 + T )‖u0‖H2α+6xy
≤ c‖ |x|r1u0‖L2xy + c(1 + T )‖u0‖Hsxy .
Los demás términos se estiman siguiendo las mismas ideas.
Para la parte integral, se utilizan estimaciones del mismo tipo y se obtienen sin problema las esti-
maciones (5.8) y (5.9).
Para el peso en y, es suficiente considerar α ∈ (0, 1) y aśı aplicar el Teorema 12, luego se razona
como se ha hecho hasta el momento.
5.2. Propiedad de persistencia para la ecuación modificada ZK-B
En esta sección presentamos la propiedad de persistencia para la ecuación mZK.
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solución local del PVI (1.1) (k = 2), garantizada por el Teorema 14.
1. Si r1 ∈ (0, 5/2), r2 > 0 y
u0 ∈ Zsr1,r2 = H
s(R2) ∩ L2
(








2. Si r1 ∈ [5/2, 7/2), r2 > 0 y
u0 ∈ Żsr1,r2 = {f ∈ Z
s




[0, T ]; Żsr1,r2
)
.
Demostración. Mostraremos una idea general de la demostración, ya que la prueba es similar al
Teorema 16.
Definimos la norma como se hizo en (5.4)
µ2,2(w) = µ1,2(w) + ‖ |x|r1w‖L∞T L2xy + ‖ |y|
r2w‖L∞T L2xy , (5.18)
donde µ1,2 es la norma asociada a la solución en el espacio XT en el Teorema 14 y definida en
(4.22).
Ahora consideramos el segundo término definido en (5.18) aplicado a la solución u, expresada a
través de la fórmula de Duhamel. Por lo tanto es suficiente controlar las siguientes normas:
i) ‖ |x|r1u‖L∞T L2xy y ii) ‖ |y|
r2u‖L∞T L2xy .
Para i) usamos el Teorema 12,
‖|x|r1u‖L2xy ≤ ‖ |x|
r1u0‖2 + c(1 + T )‖u0‖H2r1 + ‖ |x|r1
∫ t
0
W (t− t′)(u2ux)(t′) dt′‖L2xy
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Para controlar este término, usamos la desigualdad de Hölder, por lo tanto




























De igual manera obtenemos una estimación similar para ii).
Finalmente, seguimos la misma linea de argumentación empleada para obtener (5.6) y (5.7) y aśı
obtenemos la demostración.
5.3. Propiedad de persistencia para la ecuación gZK
En relación a la propiedad de persistencia de soluciones de la ecuación gZK, en primer lugar, nece-
sitamos algunos detalles de la teoŕıa local de buen planteamiento asociado a este PVI en espacios
de Sobolev clásicos Hs(R2) (ver [45], [46], [14]).




4 si 1 ≤ k ≤ 7,
1− 2k si k ≥ 8.
(5.22)
Ahora, presentamos el resultado de buen planteamiento para el PVI asociado a la ecuación gZK.
Teorema 18 ([45], [46], [14]). Si u0 ∈ Hs(R2) con s > sk entonces existen T = T (‖u0‖Hs) > 0,
un espacio XT ⊂ C([0, T ] : Hs(R2)), y una única solución u ∈ XT del PVI asociado a la ecuación
gZK definida en [0, T ]. Además, si T ′ ∈ (0, T ) existe una vecindad V de u0 en Hs(R2) tal que la
aplicación ũ0 → ũ(t) de V en XT ′ es Lipschitz.
A continuación presentamos un bosquejo de la demostración de este Teorema 18.
La idea principal es utilizar el principio de contracción aplicado a la ecuación integral:
Ψ(u(t)) = V (t)u0 −
∫ t
0
V (t− t′)(uk ∂xu)(t′)dt′, t ∈ [0, T ], (5.23)
donde V (t), es el grupo asociado a la ecuación gZK (ver (3.81)).
El espacio métrico,
XT = {u ∈ C([0, T ] : Hs(R2)) : µT1,k(u) <∞},
es determinado por las siguientes normas:
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para k = 1, s > 3/4.
µT1,1(u) =‖u‖L∞T Hs + ‖D
s
x ∂xu‖L∞x L2yT + ‖D
s
y ∂xu‖L∞x L2yT + ‖∂xu‖L2TL∞xy + ‖u‖L2xL∞yT .
Para k = 2, s > 3/4.
µT1,2(u) =‖u‖L∞T Hs + ‖D
s
x ∂xu‖L∞x L2yT + ‖D
s
y ∂xu‖L∞x L2yT







Para 3 ≤ k ≤ 7, s > 3/4.
µT1,k(u) =‖u‖L∞T Hs + ‖D
s
x ∂xu‖L∞x L2yT + ‖D
s
y ∂xu‖L∞x L2yT










7−12γ y γ ∈ (0, 1/12).
Para k ≥ 8, s > sk = 1− 2k .
µT1,k(u) =‖u‖L∞T Hs + ‖D
s
x ∂xu‖L∞x L2yT + ‖D
s
y ∂xu‖L∞x L2yT






















Estas normas reflejan efectos regularizantes de la ecuación gZK, similares a los que se obtuvieron
en el caṕıtulo 2 para el caso de la ecuación ZK-B.
Posteriormente, se aplica la norma µT1,k(u) a la ecuación integral (5.23) y con ayuda de las estima-
tivas lineales, se obtiene
µT1,k(u) ≤ c‖u0‖Hs + cT γ(µT1,k(u))k+1, (5.26)
donde γ es una constante positiva.
Luego se elige T > 0, con la siguiente propiedad
cakT γ ≤ 1/2, (5.27)
donde a := 2c‖u0‖Hs . Esto implica que T ∼ ‖u0‖
− k
γ
Hs y que la solución local satisface
µT1,k(u) ≤ a := 2c‖u0‖Hs .
Finalmente se utilizan los mismos argumentos empleados en el caṕıtulo 3 para obtener resultados
de buen planteamiento.
Dicho lo anterior, presentamos la propiedad de persistencia para el flujo de la ecuación gZK.
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Teorema 19. Sea u ∈ C([0, T ] : Hs(R2)), s > sk, la solución local del PVI asociado a la ecuación
gZK garantizada por el Teorema 18. Si 0 < 2 máx{r1, r2} ≤ s y u0 ∈ Zsr1,r2 entonces
u ∈ C([0, T ] : Zsr1,r2). (5.28)
Además, si T ′ ∈ (0, T ) existe una vecindad V de u0 en Zsr1,r2 tal que la aplicación ũ0 → ũ(t) de V
en la clase definida por XT ′ en el Teorema 18 y (5.28) con T
′ reemplazado por T es Lipschitz.
Demostración. Para comenzar, consideramos el caso de mayor interés s = 2 máx{r1, r2}, con sk <
s < 1, como se hizo en la teoŕıa local en Hs(R2).
Caso 1: k = 1, 2.
En este caso utilizamos el Corolario 2 y seguimos exactamente los mismos argumentos empleados
en la demostración de los Teoremas 16 y 17 para s ∈ (3/4, 1).
Caso 2: k ≥ 3.
En este caso también se siguen las ideas utilizadas en la prueba de los Teoremas 16 y 17.
Definimos la norma como
µT2,k(u) = µ
T
1,k(u) + ‖ |x|r1u‖L∞T L2xy + ‖ |y|
r2u‖L∞T L2xy , (5.29)
donde µT1,k es la norma asociada al espacio métrico XT en el Teorema 18.
Ahora, consideramos el segundo término en la definición de µT2,k(u) y lo evaluamos en la solución
local u expresado en su forma integral, observamos que es suficiente analizar las siguientes normas:
i) ‖ |x|r1u‖L∞T L2xy y ii) ‖ |y|
r2u‖L∞T L2xy .
A partir del Corolario 2, tenemos la siguiente estimación para i) :
‖ |x|r1u(t)‖L2xy ≤ ‖ |x|
r1u0‖2 + c(1 + T )‖u0‖H2r1 + ‖ |x|r1
∫ t
0
W (t− t′)(uk ∂xu)(t′)dt′‖L2xy
≤ ‖ |x|r1u0‖2 + c(1 + T )‖u0‖Hs +
∫ T
0
‖ |x|r1 uk∂xu‖L2xy dt











De igual manera, para ii) usamos el Corolario 2, para obtener la siguiente estimación
‖ |y|r2u(t)‖L2xy ≤ ‖ |y|
r2u0‖2 + c(1 + T )‖u0‖Hs + c(1 + T )T γ(µT1,k(u))k+1 + Ik,y,







A continuación se efectuan estimativas para controlar el término Ik,x.
Para 3 ≤ k ≤ 7.































Para k ≥ 8.













































En el caso de Ik,y, se aplican los mismos argumentos para desarrollar estimativas analogas a las de
Ik,y.
Por lo tanto, obtenemos la siguiente estimativa para la norma (5.29):
µT2,k(u) ≤c(1 + T )(‖u0‖Hs + ‖ |x|r1u0‖L2xy + ‖ |y|
r2u0‖L2xy)
+ c(1 + T )T γ(µT1,k(u))
k+1 + cT γ(µT1,k(u))
kµT2,k(u).
Ahora, eligiendo el mismo tamaño de T que en la demostración del Teorema 18, y argumentos
preliminares, podemos pasar el último término para el lado izquierdo y aśı obtener
µT2,k(u) ≤ 2c(1 + T )(‖u0‖Hs + ‖ |x|r1u0‖L2xy + ‖ |y|
r2u0‖L2xy) + 2c(1 + T )‖u0‖Hs ,
y con esto se concluye la demostración.
6 Principio de continuación única
En esta parte presentamos la demostración del principio de continuación única para el PVI asociado
a la ecuación ZK-B. En esta parte del trabajo, estudiamos estas propiedades en espacios de Sobolev
con pesos isotrópicos Zs,r, definidos por:
Zs,r := H
s(R2) ∩ L2(|(x, y)|2r dxdy).
Teorema 20. Sea u ∈ C([0, T ];Z4,2) solución de (1.1) (k = 1). Si existen dos tiempos diferentes
t1, t2 ∈ [0, T ] tales que u(tj) ∈ Z5, 5
2
entonces
û(0, η, t) = 0,
para todo η ∈ R y t ∈ [0, T ].
Demostración. Iniciamos la demostración expresando la solución del PVI (1.1) a través de la fórmu-
la de Duhamel
u(t) = W (t)u0 −
∫ t
0
W (t− t′)(uux)(t′) dt′, t ∈ [0, T ]. (6.1)
Sin pérdida de generalidad, supongamos que t1 = 0, luego por hipotesis u0 ∈ Z5,5/2. Podemos
concluir del Teorema 16, que si 0 < r < 52 , entonces
u ∈ C([0, T ];Z5,r).

























Supongamos que la variable temporal t ∈ [0, T ] es fija, observemos que si
|(x, y)|5/2W (t)u0 ∈ L2(R2),
entonces se debe tener
|x|5/2W (t)u0 ∈ L2(R2),
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= eitϕ(ξ,η)((2it sgn(ξ)− 4t2ξ2 − 4t2η2|ξ| − t2η4
− 6t2η2ξ2 − 12t2|ξ|ξ2 − 9t2ξ4 + 6itξ) û0 +
(2itη2 + 4it|ξ|+ 6itξ2)∂ξû0 + ∂2ξ û0).
(6.3)
Demostraremos que todos los términos de (6.2), excepto el término que contiene sgn(ξ), derivados
de la parte lineal, tienen una decaida apropiada para todo t ∈ [0, T ]. Esto a su vez implicará lo que
se quiere demostrar.
En la dirección de x la ecuación en (1.1) tiene un comportamiento similar a la ecuación BO, aśı
siguiendo las ideas del articulo [16], necesitamos localizar en la dirección de ξ. Por otro lado para
controlar todos los términos de (6.2), necesitamos una decaida fuerte en la dirección de η y no es
necesario localizar en esta dirección.
Para esto definimos θ(ξ, η) = θ̃(ξ)e−η
2
, donde θ̃ ∈ C∞0 (R), supp θ̃ ⊂ (−ε, ε) y θ̃ = 1 en (−ε/2, ε/2).
Observemos que en particular, θ ∈ L∞η H1+ξ .



















En adelante, la constante c dependerá de T y la norma de θ en L∞η H
1+
ξ .
Para controlar el término A, recurrimos a la identidad de Plancherel y las estimativas (2.18) y (6.3).
‖A‖2 =




≤ c(‖û0‖2 + ‖ξ2û0‖2 + ‖η2ξû0‖2 + ‖η4û0‖2 + ‖ ξ2η2û0‖2 + ‖ |ξ|3û0‖2+
+ ‖ξ4û0‖2 + ‖ξû0‖2 + ‖η2∂ξû0‖2 + ‖ |ξ|∂ξû0‖2 + ‖ξ2∂ξû0‖2 + ‖∂2ξ û0‖2)
= c(‖u0‖2 + ‖∂2xu0‖2 + ‖∂2y∂xu0‖2 + ‖∂4yu0‖2 + ‖∂2x∂2yu0‖2 + ‖∂3xu0‖2+
+ ‖∂4xu0‖2 + ‖∂xu0‖2 + ‖∂2y(xu0)‖2 + ‖∂x(xu0)‖2 + ‖∂2x(xu0)‖2 + ‖x2u0‖2).
Dado que u0 ∈ Z5,5/2, concluimos que todos los términos del lado derecho de la desigualdad anterior
son acotados.
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itϕ(ξ,η)((2it sgn(ξ)− 4t2ξ2 − 4t2η2|ξ| − t2η4
− 6t2η2ξ2 − 12t2|ξ|ξ2 − 9t2ξ4 + 6itξ)û0 +
(2itη2 + 4it|ξ|+ 6itξ2)∂ξû0 + ∂2ξ û0)))
:= B1 +B2 +B3 +B4 + b1 + b2 + b3 + b4 +B5 +B6 + b5 +B7.
Ahora veamos como se controla el término B7. A partir de las desigualdades (2.14), (2.15), (2.16)
y (2.17), que involucran la derivada de Stein, tenemos que





∥∥∥‖θeitϕ(ξ,η)∂2ξ û0‖L2ξ + ‖D1/2ξ (θeitϕ(ξ,η)∂2ξ û0)‖L2ξ∥∥∥L2η




≤ c‖x2u0‖2 + ‖D1/2ξ (θe
itϕ(ξ,η)∂2ξ û0)‖2
≤ c‖x2u0‖2 + ‖D1/2ξ (e
itξ|ξ|)θeitξη








≤ c‖x2u0‖2 + ‖D1/2ξ (e
itξη2)θeitξ
3
∂2ξ û0)‖2 + ‖eitξη
2D1/2ξ (θe
itξ3∂2ξ û0)‖2




≤ c‖x2u0‖2 + ‖D1/2ξ (e









≤ c‖x2u0‖2 + ‖D1/2ξ (θ)∂
2





≤ c‖x2u0‖2 + ‖D1/2ξ (θ)‖∞‖∂
2





≤ c‖x2u0‖2 + ‖ |x|5/2u0‖2
≤ c‖〈x, y〉5/2u0‖2.
Veamos como se controla el término b1
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∥∥∥‖θeitϕ(ξ,η)ξ2η2û0‖L2ξ + ‖D1/2ξ (θeitϕ(ξ,η)ξ2η2û0)‖L2ξ∥∥∥L2η
≤ c(‖θeitϕ(ξ,η)ξ2η2û0‖2 + ‖D1/2ξ (θe
itϕ(ξ,η)ξ2η2û0)‖2)





≤ c(‖û0‖2 + ‖(t1/6 + t1/3|ξ|1/2 + t2/3|ξ|3/2)θξ2η2û0)‖2 + ‖D1/2ξ (θe
it(ξη2+ξ|ξ|)ξ2η2û0)‖2)





≤ c(‖û0‖2 + ‖ηt1/2θξ2η2û0‖2 + ‖D1/2ξ (θe
itξ|ξ|ξ2η2û0)‖2)
≤ c(‖û0‖2 + ‖ξ2η3θ‖∞‖û0‖2 + ‖D1/2ξ (e
itξ|ξ|)θξ2η2û0‖2 + ‖eitξ|ξ|D1/2ξ (θξ
2η2û0)‖2)
≤ c(‖û0‖2 + ‖(t1/4 + t1/2|ξ|1/2)θξ2η2û0‖2 + ‖D1/2ξ (θξ
2η2û0)‖2)
≤ c(‖û0‖2 + ‖(t1/4 + t1/2|ξ|1/2)ξ2η2θ‖∞‖û0‖2 + ‖D1/2ξ (θ)ξ
2η2û0‖2 + ‖θD1/2ξ (ξ
2η2û0)‖2)
≤ c(‖û0‖2 + ‖D1/2ξ (θ)‖∞‖ξ
2η2û0‖2 + ‖D1/2ξ (ξ
2η2û0)‖2)
≤ c(‖û0‖2 + ‖∂2x∂2yu0‖2 + ‖ |x|1/2∂2x∂2yu0‖2)
≤ c(‖û0‖2 + ‖∂2x∂2yu0‖2 + ‖〈x, y〉1/2J4u0‖2)
≤ c(‖û0‖2 + ‖∂2x∂2yu0‖2 + ‖J4(〈x, y〉1/2u0)‖2)





Ahora para el término b5
‖b5‖2 = ‖6itD1/2ξ (θe
itϕ(ξ,η)ξ2∂ξû0)‖2










































≤ c(‖xu0‖2 + ‖∂2x(xu0)‖2 + ‖ |x|1/2∂2x(xu0)‖2)
≤ c(‖xu0‖2 + ‖∂xu0‖2 + ‖x∂2xu0‖2 + ‖ |x|1/2∂xu0‖2 + ‖ |x|3/2∂2xu0‖2)
≤ c(‖xu0‖2 + ‖〈x, y〉1/2∂xu0‖2 + ‖〈x, y〉3/2∂2xu0‖2)
≤ c(‖xu0‖2 + ‖J1(〈x, y〉1/2u0)‖2 + ‖J2(〈x, y〉3/2u0)‖2)
≤ c(‖xu0‖2 + ‖〈x, y〉5/2u0‖1/52 ‖J
5/4u0‖4/52 + ‖〈x, y〉
5/2u0‖3/52 ‖J
5u0‖2/52 )
≤ c(‖u0‖H5 + ‖〈x, y〉5/2u0‖2).
Los términos restantes se controlan de manera similar. Observemos que el término B1, lo dejamos
de lado, puesto que contiene la función sgn(ξ).
Si demostramos que el segundo término de (6.2) está en L2(|x|5dxdy), entonces podemos concluir
























i(t−t′)ϕ(ξ,η)(2i(t− t′) sgn(ξ)ẑ − 4(t− t′)2ξ2ẑ − 4(t− t′)2η2|ξ|ẑ
− (t− t′)2η4ẑ − 6(t− t′)2η2ξ2ẑ − 12(t− t′)2|ξ|ξ2ẑ − 9(t− t′)2ξ4ẑ + 6i(t− t′)ξẑ




i(t−t′)ϕ(ξ,η)(2i(t− t′) sgn(ξ)ẑ − 4(t− t′)2ξ2ẑ − 4(t− t′)2η2|ξ|ẑ
− (t− t′)2η4ẑ − 6(t− t′)2η2ξ2ẑ − 12(t− t′)2|ξ|ξ2ẑ − 9(t− t′)2ξ4ẑ + 6i(t− t′)ξẑ
+ 2i(t− t′)η2∂ξ ẑ + 4i(t− t′)|ξ|∂ξ ẑ + 6i(t− t′)ξ2∂ξ ẑ + ∂2ξ ẑ ))) dt′
:= C1 + · · ·+ C12 +D1 + · · ·D12.
(6.4)
Observamos que los términos que tienen regularidad y decaida más altas son C4 y D12. A conti-
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≤ c‖u‖2L∞T H5xy .
Ahora veamos la estimación para el término D12. Por el lema 1 de interpolación, se tiene que
xu ∈ H2(R2), además
‖ |x|3/2∂xu‖2 ≤ c‖u‖Z4,2 + c‖〈x, y〉1/2u‖2.
Sea D12 = D
1/2
ξ (θe




∥∥∥‖θei(t−t′)ϕ(ξ,η)∂2ξ ẑ‖L2ξ + ‖D1/2ξ (θei(t−t′)ϕ(ξ,η)∂2ξ ẑ)‖L2ξ∥∥∥L2η








′)(ξη2+ξ|ξ|)∂2ξ ẑ)‖2 + ‖ei(t−t
′)ξ3D1/2ξ (θe
i(t−t′)(ξη2+ξ|ξ|)∂2ξ ẑ)‖2)




≤ c(‖x2z‖2 + ‖D1/2ξ (e
i(t−t′)ξη2)θei(t−t
′)ξ|ξ|∂2ξ ẑ‖2 + ‖ei(t−t
′)ξη2D1/2ξ (θe
i(t−t′)ξ|ξ|∂2ξ ẑ)‖2)




≤ c(‖x2z‖2 + ‖D1/2ξ (e









≤ c(‖x2z‖2 + ‖D1/2ξ (θ)∂
2





≤ c(‖x2z‖2 + ‖D1/2ξ (∂
2
ξ ẑ)‖2)
= c(‖x2z‖2 + ‖ |x|5/2z‖2)
= c(‖x2u∂xu‖2 + ‖ |x|5/2u∂xu‖2)
≤ c(‖∂xu‖∞‖x2u‖2 + ‖xu‖∞‖ |x|3/2∂xu‖2),
por lo tanto, concluimos ‖D12‖2 ≤ ‖D12‖L1TL2xy <∞.
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Observemos que ẑ(ξ) = c ξ(û ∗ û)(ξ), entonces ẑ(0) = 0. Luego, xH(z) = H(xz), por consiguiente
‖D1/2ξ (sgn(ξ) ẑ )‖2 = ‖
̂|x|1/2Hz‖2 = ‖ |x|1/2Hz‖2
≤ ‖(1 + |x|)1/2Hz‖2
≤ ‖(1 + |x|)Hz‖2
≤ ‖Hz‖2 + ‖xHz‖2
= ‖z‖2 + ‖H(xz)‖2
= ‖z‖2 + ‖xz‖2
= ‖u∂xu‖2 + ‖xu∂xu‖2
≤ c‖u‖Z4,2 .




i(t−t′)ϕ(ξ,η)2i(t− t′) sgn(ξ)ẑ ).
Para controlar este término en L2, tenemos
‖D1‖2 =
∥∥∥‖D1/2ξ (θei(t−t′)ϕ(ξ,η)2i(t− t′) sgn(ξ)ẑ)‖L2ξ∥∥∥L2η
≤ c
∥∥∥‖θei(t−t′)ϕ(ξ,η)2i(t− t′) sgn(ξ)ẑ‖L2ξ + ‖D1/2ξ (θei(t−t′)ϕ(ξ,η)2i(t− t′) sgn(ξ)ẑ)‖L2ξ∥∥∥L2η
≤ c(‖θei(t−t′)ϕ(ξ,η)2i(t− t′) sgn(ξ)ẑ‖2 + ‖D1/2ξ (θe
i(t−t′)ϕ(ξ,η)2i(t− t′) sgn(ξ)ẑ)‖2)





≤ c(‖z‖2 + ‖(T 1/6 + T 1/3|ξ|1/2 + T 2/3|ξ|3/2)θ‖∞‖ẑ‖2+
+ ‖D1/2ξ (θe
i(t−t′)(ξη2+ξ|ξ|)(t− t′) sgn(ξ)ẑ‖2)





≤ c(‖z‖2 + ‖2ηT 1/2θ‖∞‖ẑ‖2 + ‖D1/2ξ (θe
i(t−t′)ξ|ξ|(t− t′) sgn(ξ)ẑ)‖2)
≤ c(‖z‖2 + ‖D1/2ξ (e
i(t−t′)ξ|ξ|)(θ(t− t′) sgn(ξ)ẑ‖2 + ‖D1/2ξ (θ(t− t
′) sgn(ξ)ẑ)‖2)
≤ c(‖z‖2 + ‖(T 1/4 + T 1/2|ξ|1/2)θ‖∞‖ẑ‖2 + ‖D1/2ξ (θ(t− t
′) sgn(ξ)ẑ)‖2)
≤ c(‖z‖2 + ‖D1/2ξ (θ)(t− t
′)sgn(ξ)ẑ‖2 + ‖θD1/2ξ ((t− t
′) sgn(ξ)ẑ)‖2)
≤ c(‖z‖2 + ‖D1/2ξ (sgn(ξ)ẑ)‖2)
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Los otros términos que aparecen en (6.4), se estiman de manera similar. Por lo tanto reuniendo las





it2ϕ(ξ,η)2it2 sgn(ξ) û0) ∈ L2(R2).
Por el teorema de Fubini, se tiene B1 ∈ L2ξ para casi todo η ∈ R, y por el teorema 5, concluimos
D1/2ξ (θe
it2ϕ(ξ,η) sgn(ξ) û0) ∈ L2ξ(R) p.c.t. η ∈ R.
Aplicando el Teorema 8, obtenemos que
û0(0, η) = 0 p.c.t. η ∈ R.
Como û0 es continua, se tiene que û0(0, η) = 0, para todo η ∈ R. Luego por una ley de conservación
û(0, η, t) = û0(0, η).
Teorema 21. Sea u ∈ C([0, T ];Z4,2) solución de (1.1) (k = 1). Si existen tres tiempos diferentes
t1, t2, t3 ∈ [0, T ] tales que u(tj) ∈ Z7,7/2 para j = 1, 2, 3, entonces
u(x, y, t) = 0,
para todo x, y ∈ R y t ∈ [0, T ].
Demostración. Supongamos que 0 = t1 < t1 < t2, seguimos las ideas en el art́ıculo [16]. Multipli-




















donde z = 1/2∂x(u
2), ϕ(ξ, η) = ξ3 + ξη2 + ξ|ξ|. Aśı, el teorema de Plancherel evidencia que si supo-
nemos que el lado derecho de (6.5) pertenece a L2(R2), para tiempos 0 = t1 < t2 < t3, llegaremos
a una contradicción.
Como u0 ∈ Z7,7/2, podemos concluir como consecuencia del Teorema 16 que:
u ∈ C([0, T ]; Żs,r), donde
5
2
≤ r < 7
2
.





= eitϕ(ξ,η)((−54it3|ξ|5 − 36it3η2|ξ|3 − 8it3|ξ|3 − 54t2ξ|ξ|
− 6it3η4|ξ| − 12t2ξ − 27it3ξ6 − 27it3ξ4η2 − 36it3ξ4
− 54t2ξ3 − 9it3ξ2η4 − 12it3ξ2η2 − 18 sgn(ξ) t2ξ2 − 18t2ξη2
− it3η6 − 6 sgn(ξ) t2η2 + 6it+ 4itδξ)û0
+ (−36t2|ξ|3 − 12t2η2|ξ| − 27t2ξ4 − 18t2ξ2η2 − 12t2ξ2 − 3t2η4
+ 18itξ + 6it sgn(ξ) )∂ξû0
+ (9itξ2 + 3itη2 + 6it|ξ|)∂2ξ û0 + ∂3ξ û0).
(6.6)
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donde δξ denota la función delta Dirac con respecto a ξ, en otras palabras
〈δξ, ϕ〉 = ϕξ(0, η),
para toda ϕ ∈ S(R2).
La demostración sigue ideas muy similares a las del Teorema anterior. Recordemos que θ(ξ, η) =
θ̃(ξ)e−η
2




















Para estimar Ã en la norma L2 se procede de igual manera que para el término A en el Teorema











itϕ(ξ,η)((−54it3|ξ|5 − 36it3η2|ξ|3 − 8it3|ξ|3 − 24t2ξ|ξ|
− 6it3η4|ξ| − 8 sgn(ξ) t2|ξ| − 27it3ξ6 − 27it3ξ4η2 − 36it3ξ4
− 54t2ξ3 − 9it3ξ2η4 − 12it3ξ2η2 − 18 sgn(ξ) t2ξ2 − 18t2ξη2
− it3η6 − 6 sgn(ξ) t2η2 + 6it+ 4itδξ)û0
+ (−36t2|ξ|3 − 12t2η2|ξ| − 27t2ξ4 − 18t2ξ2η2 − 12t2ξ2 − 3t2η4
+ 18itξ + 6it sgn(ξ) )∂ξû0 + (9itξ
2 + 3itη2 + 6it|ξ|)∂2ξ û0 + ∂3ξ û0))
= B̃1 + · · ·+ B̃30.
(6.7)
Por hipótesis y el Teorema 20, se puede concluir que el dato inicial u0 ∈ Ż5,5/2. Luego el término
B̃18 que tiene la función delta Dirac en (6.7) debe ser cero.
Por simplicidad, solamente controlaremos aquellos términos que tienen regularidad y decáıda más
altas. A continuación se expone como se controlan estos términos.
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‖B̃15‖2 ≤ c(‖θeitϕ(ξ,η)η6û0‖2 + ‖D1/2ξ (θe
itϕ(ξ,η)η6û0)‖2)





≤ c(‖η6û0‖2 + ‖D1/2ξ (θe
it(ξη2+ξ|ξ|)η6û0)‖2)




≤ c(‖η6û0‖2 + ‖D1/2ξ (θe
itξ|ξ|η6û0‖2)
≤ c(‖η6û0‖2 + ‖D1/2ξ (e
itξ|ξ|)θη6û0‖2 + ‖D1/2ξ (θη
6û0)‖2)
≤ c(‖η6û0‖2 + ‖D1/2ξ (θη
6û0)‖2)
≤ c(‖η6û0‖2 + ‖D1/2ξ (θ)η
6û0‖2 + ‖θD1/2ξ (η
6û0)‖2)
≤ c(‖η6û0‖2 + ‖D1/2ξ (η
6û0)‖2)
≤ c(‖∂6yu0‖2 + ‖ |x|1/2∂6yu0‖2)
≤ c(‖∂6yu0‖2 + ‖ 〈x, y〉1/2∂6yu0‖2)
≤ c(‖∂6yu0‖2 + ‖J6(〈x, y〉1/2u0)‖2)









≤ c(‖x3u0‖2 + ‖D1/2ξ (e
itξ3)θeit(ξη
2+ξ|ξ|)∂3ξ û0‖2 + ‖eitξ
3D1/2ξ (θe
it(ξη2+ξ|ξ|)∂3ξ û0)‖2)
≤ c(‖x3u0‖2 + ‖D1/2ξ (θe
it(ξη2+ξ|ξ|)∂3ξ û0)‖2)
≤ c(‖x3u0‖2 + ‖D1/2ξ (e
itξη2)θeitξ|ξ|∂3ξ û0‖2 + ‖eitξη
2D1/2ξ (θe
itξ|ξ|∂3ξ û0)‖2)
≤ c(‖x3u0‖2 + ‖D1/2ξ (θe
itξ|ξ|∂3ξ û0)‖2)
≤ c(‖x3u0‖2 + ‖D1/2ξ (e





≤ c(‖x3u0‖2 + ‖D1/2ξ (θ∂
3
ξ û0)‖2)
≤ c(‖x3u0‖2 + ‖D1/2ξ (θ)∂
3





≤ c(‖x3u0‖2 + ‖D1/2ξ (∂
3
ξ û0)‖2)
≤ c(‖x3u0‖2 + ‖ |x|1/2+3u0‖2).
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i(t−t′)ϕ(ξ,η)((−54i(t− t′)3|ξ|5 − 36i(t− t′)3η2|ξ|3 − 8i(t− t′)3|ξ|3
− 24(t− t′)2ξ|ξ| − 6i(t− t′)3η4|ξ| − 8 sgn(ξ) (t− t′)2|ξ| − 27i(t− t′)3ξ6
− 27i(t− t′)3ξ4η2 − 36i(t− t′)3ξ4 − 54(t− t′)2ξ3 − 9i(t− t′)3ξ2η4 − 12i(t− t′)3ξ2η2
− 18 sgn(ξ) (t− t′)2ξ2 − 18(t− t′)2ξη2 − i(t− t′)3η6 − 6 sgn(ξ) (t− t′)2η2 + 6i(t− t′)
+ 4i(t− t′)δξ)ẑ + (−36(t− t′)2|ξ|3 − 12(t− t′)2η2|ξ| − 27(t− t′)2ξ4 − 18(t− t′)2ξ2η2
− 12(t− t′)2ξ2 − 3(t− t′)2η4 + 18i(t− t′)ξ + 6i(t− t′) sgn(ξ) )∂ξ ẑ




i(t−t′)ϕ(ξ,η)((−54i(t− t′)3|ξ|5 − 36i(t− t′)3η2|ξ|3 − 8i(t− t′)3|ξ|3
− 24(t− t′)2ξ|ξ| − 6i(t− t′)3η4|ξ| − 8 sgn(ξ) (t− t′)2|ξ| − 27i(t− t′)3ξ6
− 27i(t− t′)3ξ4η2 − 36i(t− t′)3ξ4 − 54(t− t′)2ξ3 − 9i(t− t′)3ξ2η4 − 12i(t− t′)3ξ2η2
− 18 sgn(ξ) (t− t′)2ξ2 − 18(t− t′)2ξη2 − i(t− t′)3η6 − 6 sgn(ξ) (t− t′)2η2 + 6i(t− t′)
+ 4i(t− t′)δξ)ẑ + (−36(t− t′)2|ξ|3 − 12(t− t′)2η2|ξ| − 27(t− t′)2ξ4 − 18(t− t′)2ξ2η2
− 12(t− t′)2ξ2 − 3(t− t′)2η4 + 18i(t− t′)ξ)∂ξ ẑ
+ (9i(t− t′)ξ2 + 3itη2 + 6i(t− t′)|ξ|)∂2ξ û0 + ∂3ξ ẑ )) dt′









i(t−t′)ϕ(ξ,η)(t− t′) sgn(ξ) ∂ξ ẑ ) dt′.
Como ẑ(0, η, t) = 0, entonces los términos que tienen la función delta Dirac C̃18 = 0 y D̃18 =
0. Para los términos C̃1, . . . , C̃30, D̃1, . . . , D̃29 se controlan de manera similar que los términos
C1, . . . , C12, D1, . . . , D12 del Teorema 20.
Sea t = t2, como u0, u(t2) ∈ Z7,7/2, por (6.8) y estimativas anteriores, obtenemos

















i(t−t′)ϕ(ξ,η)(t− t′) sgn(ξ)(∂ξ ẑ(ξ, η, t′)− ∂ξ ẑ(0, η, t′)) ) dt′
−D1/2ξ (θe









i(t−t′)ϕ(ξ,η)(t− t′) sgn(ξ)∂ξ ẑ(0, η, t′)) dt′
:= R1(t) +R2(t) +R3(t) +R4(t) ∈ L2(R2).
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Ahora demostremos que R1(t) ∈ L2(R2). Definamos
f(ξ, η, t′) = θei(t−t
′)ϕ(ξ,η)(t− t′) sgn(ξ)g(ξ, η, t′),
donde g(ξ, η, t′) = ∂ξ ẑ(ξ, η, t
′)− ∂ξ ẑ(0, η, t′). Un cálculo simple demuestra
g(ξ, η, t′) =
i
2










(∂ηû2 + ξ∂η∂ξû2 − ∂ηû2(0, η, t′)).
Como u2 ∈ C([0, T ];Z7, 7
2
−ε), para cualquier 0 < ε < 1/2, entonces
û2 ∈ C([0, T ];Z 7
2
−ε,7).
Ahora, por el teorema de inmersión de Sobolev y la identidad, gδξ = 0, concluimos,
‖f‖2 ≤ c(‖θ‖2 ‖û2‖∞ + ‖ξθ‖2 ‖∂ξû2‖∞) <∞,
‖∂ξf‖2 ≤ c(‖(η2 + 2|ξ|)θ‖2 ‖û2‖∞ + ‖(η2 + 2|ξ|)ξθ‖2 ‖∂ξû2‖∞ + ‖∂ξθ‖2 ‖û2‖∞
+ ‖ξ∂ξθ‖2 ‖∂ξû2‖∞ + ‖θ‖2 ‖∂ξû2‖∞ + ‖ξθ‖2 ‖∂2ξ û2‖∞) <∞.
También,
‖∂ηf‖2 ≤ c(‖ξηθ‖2 ‖û2‖∞ + ‖ξ2ηθ‖2 ‖∂ηû2‖∞ + ‖∂ηθ‖2 ‖û2‖∞
+ ‖ξ∂ηθ‖2 ‖∂ξû2‖∞ + ‖θ‖2 ‖∂ηû2‖∞ + ‖ξθ‖2 ‖∂η∂ξû2‖∞) <∞,
luego f(t′) ∈ H1(R2), para todo t′ ∈ [0, t]. Ahora es fácil demostrar que
D
1/2
ξ f ∈ C([0, T ];L
2(R2)).
El mismo argumento demuestra que R2(t) ∈ L2(R2) y por lo tanto
R3(t) +R4(t) ∈ L2(R2).
Ahora observemos que












e−iηyu2(x, y, t′) dxdy. (6.9)











e−iηyu2(x, y, t) dxdy, para todo η ∈ R. (6.10)
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Luego tenemos






xe−iηyu(x, y, t′) dxdy. (6.11)





























































i(t−t′)ϕ(ξ,η)ϕ(ξ, η)(t− t′) sgn(ξ))
∫
R2
























i(t−t′)ϕ(ξ,η)ϕ(ξ, η)(t− t′) sgn(ξ))
∫
R2










xe−iηyu(x, y, t′) dxdydt′
= −R3(t) +R5(t) +R6(t),
puesto que
∂ξû0(0, η) = −i
∫
R2
xe−iηyu0(x, y) dx dy.
Podemos concluir
R(t) = R1(t) +R2(t) +R5(t) +R6(t).
A partir de un argumento similar para demostrar que R1(t) ∈ L2(R2), también se demuestra que



































xe−iηyu(x, y, t′) dx dy
)
dt′ ∈ L2(R2).
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Por el teorema de Fubini, podemos afirmar que R6(t) ∈ L2ξ(R), para casi todo η ∈ R.






















xe−iηyu(x, y, t′) dx dy
)
dt′ = 0,






xu(x, y, t′) dx dy
)
dt′ = 0,
por el teorema de Rolle, existe τ1 ∈ (0, t2), tal que∫
R2
xu(x, y, τ1) dx dy = 0. (6.12)
Análogamente, como u(t2), u(t3) ∈ Z7,7/2, se demuestra que existe τ2 ∈ (t2, t3), tal que∫
R2
xu(x, y, τ2) dx dy = 0. (6.13)










u2(x, y, t) dxdy.
Como el flujo de la ecuación es conservado en L2(R2), es decir ‖u(t)‖L2xy = ‖u0‖L2xy , entonces como
consecuencia de (6.12) y (6.13) se tiene
‖u0‖2 = 0,
lo cual es una contradicción.
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