Two main factors which limit the minimum feature size and the maximum circuit density achievable by electron-beam (e-beam) lithography are the line edge roughness (LER) and the proximity effect. Since the LER is caused by the stochastic nature of the exposing and development processes, it does not scale with the feature size. Therefore, reducing the LER is essential as the feature size continues to decrease. Accurate modeling of the LER and the proximity effect analytically or via simulation for their minimization is either difficult or costly in many cases. In this study, a practical method for extracting the essential information from SEM images, needed to characterize the e-beam lithographic process, and an effective method for minimizing the LER and critical dimension error based on the extracted information have been developed. The main objective is that the methods utilize only the information extracted from SEM images without having to know the complete setup of e-beam lithographic process. It has been shown that they have a good potential to be further developed into practical and useful tools.
I. INTRODUCTION
One of the main issues in the electron-beam (e-beam) lithography is the proximity effect caused by electron scattering. Effective proximity effect correction schemes have been developed and implemented by many researchers. [1] [2] [3] [4] [5] As the feature size continues to decrease, 6 the line edge roughness (LER) has become an unavoidable problem to deal with since it does not scale with the feature size. Therefore, both the proximity effect and the LER must be considered in an effort to minimize the feature size in a pattern of nanoscale features.
Most of the efforts to model or reduce the LER and proximity effect in the past were made through an analytic, simulation, or experimental method. [7] [8] [9] [10] It is not uncommon that the results optimized by the analytic and simulation methods are substantially different from the actual experimental results. This difference may be due to the particular model employed, the assumptions made, and the phenomena ignored. For example, in our previous study, 11 a computational approach to minimizing the LER was taken. Two methods developed for the LER minimization are based on the results obtained through the Monte Carlo (MC) and development simulations. However, since the MC and development simulations may not capture completely all the characteristics of the e-beam lithographic process, their results may not be very realistic. Also, an experimental method with a trial-and-error approach would be costly due to the repeated experiments.
In this study, an attempt to develop methods which are practical and realistic in reducing the proximity effect and LER has been made. The essential information for modeling the e-beam lithographic process, i.e., modeling (estimating) the line spread function (LSF), the conversion [from the exposure (energy deposited in the resist) to the developing rate] formula, and the (stochastic) exposure fluctuation, is extracted through analyzing SEM images. Based on the modeled e-beam lithographic process, the critical dimension (CD) error and LER are minimized through an optimization procedure. The CD error is defined as the difference between the target and actual edge locations. In the modeling, only the information from SEM images is utilized with the assumption that each SEM image is an accurate representation of the corresponding resist profile, and no knowledge on the experimental setup other than the relative dose levels is required. Through iterations, the difference between the modeled and measured resist profiles is minimized (the modeled resist profile refers to the resist profile obtained using the modeled LSF, conversion formula and exposure fluctuation). Since the proposed methods utilize the experimental results of SEM images directly, their results are likely to be realistic. Another important aspect of the proposed methods is that the LSF, conversion formula, and exposure fluctuation are modeled together rather than individually. Therefore, a minor inaccuracy in one of them may be compensated by the others such that the modeled resist profile with high accuracy can still be achieved. As a first step, the proposed methods have been implemented for patterns of long lines. In this paper, the methods are described in detail with the early experimental results.
The rest of the paper is organized as follows. The preprocessing of SEM images and the edge detection are described in Sec. II. The modeling of e-beam lithographic process is described in Sec. III. The minimization method is presented a) Electronic mail: leesooy@eng.auburn.edu in Sec. IV. The results of modeling SEM images and minimizing the LER and CD error are discussed in Sec. V, followed by a summary in Sec. VI.
II. ANALYSIS OF SEM IMAGES
A typical substrate system is assumed, where a resist layer with a certain thickness is on top of the substrate. A pattern of multiple long lines is exposed with different levels of a uniform dose, while all the other e-beam lithographic parameters, i.e., beam energy, developing time, etc., are fixed. After the resist development process, SEM images are taken in a top-down view of the remaining resist profile. An example of such a SEM image is shown in Fig. 1 , to be used in illustrating the steps of analyzing SEM images. Using image processing techniques, the feature boundaries (edges) are detected to measure the CD (linewidth) and LER.
A. Preprocessing
SEM images typically include a significant level of "salt and pepper" noise (see Fig. 1 ), and their quality, e.g., brightness or contrast, may vary from image to image or spatially within an image. Since the proposed methods utilize the information (CD and LER) extracted from SEM images, it is important to reduce the noise level and enhance the image quality.
A spatial-averaging filter such as Gaussian filter reduces the noise level but at the same time tends to smooth out the image detail such as roughness of feature boundary. Also, it is not very effective on the salt-and-pepper noise. On the other hand, the median filter is effective in reducing the salt-and-pepper noise without destroying the image detail significantly. Therefore, the median filter is employed in this study. The larger the size of the median filter is, the more image detail can be lost. The smallest size of the median filter which removes most of the discontinuity of the detected edges is found to be 9 Â 9 pixels (12.6 Â 12.6 nm). The SEM image (Fig. 1 ) after the noise reduction is shown in Fig. 2(a) . Since the boundary detection is based on the change in brightness, a SEM image with a low contrast is prone to a detection error. The contrast of such image is enhanced by a histogram equalizer for better detection. The result of contrast enhancement is shown in Fig. 2(b) . The contrast enhancement is carried out after the noise reduction not to increase the noise level.
B. Detection of feature boundaries
In SEM images, boundary (edge) regions are brighter than the background. To facilitate detecting the feature boundaries, the background is removed by using a threshold, as shown in Fig. 2(c) . However, some small regions not in the edge regions may have a brightness higher than the threshold and survive the thresholding (see Fig. 3 ). Therefore, a window centered at each peak of brightness is employed to define the edge region, and any area outside the edge regions is set to be zero.
A 3 Â 3 differential edge detector is employed (laterally) in edge regions, to obtain the gradient of the preprocessed SEM images. The maximum positive and negative gradients are searched to find the inner and outer edge locations [see The outer and inner edges shown in Fig. 4 (b) may correspond to the edges at the top and bottom layers of resist, respectively, in the case of an overcut resist profile. In the current implementation, both inner and outer edges are considered to utilize as much information extracted from SEM images as possible in the modeling process, specifically matching the linewidth. However, an alternative is to use the average edge location, e.g., the average of the inner and outer edge locations, or detecting the peak brightness (instead of the maximum gradient) in the edge region.
The average inner and outer linewidths are computed from the inner and outer edge locations, and the LER is evaluated as the standard deviation of the inner and outer edge locations, i.e., 1-r LER. The orientation of lines may not be perfectly aligned with the axes of the SEM imaging system. The tilt angle is estimated using the method of image moments and is compensated in measuring the linewidth and LER. The average inner and outer linewidths and LERs measured from the SEM images with four different normalized dose levels (from 0.705 to 1.082) are plotted in Fig. 5 . The proposed methods do not require the absolute doses to be known, and the normalized dose is used only to distinguish different doses, i.e., relative dose levels, and the normalized dose of 1.0 does not have any special meaning.
III. MODELING OF E-BEAM LITHOGRAPHIC PROCESS
In this section, the procedures for modeling the e-beam lithographic process, i.e., estimating the LSF, the conversion formula, and the exposure fluctuation based on the linewidth and LER measured from SEM images are described. Note that the proximity effect and LER are reflected in the LSF and exposure fluctuation, respectively. In the proposed methods, the LSF, conversion formula, and exposure fluctuation are modeled together rather than individually. This approach allows a modeling error in one to be compensated in the others as long as the modeled linewidth and LER closely match with the measured ones. Also, the approach makes it unnecessary to know certain experimental details such as the absolute dose and developing time. For example, through the modeling process, the LSF and conversion formula adapt themselves to an assumed developing time. In other words, the final outcomes, e.g., the normalized dose and line-width reduction optimized by the proposed methods, are independent of the assumed developing time.
A. Development model
In this study, only the line/space patterns are considered, and therefore, the exposure distribution in the resist can be computed using the LSF, which describes the exposure distribution when an infinitely long line with the single-pixel width is exposed. Assuming that each line is long in the Ydimension (refer to Fig. 9 ), the LSF is expressed as lsf(x, z). Then, the 3D spatial distribution of exposure e(x, y, z) at point (x, y, z) in the resist can be computed by the following convolution:
In the above equation, p(x, 0) represents the spatial dose distribution pðx; 0Þ ¼ D within each feature 0 otherwise;
where D is a uniform dose. Most resists are nonlinear, i.e., the developing rate is not linearly proportional to the exposure. Therefore, a nonlinear function, referred to as conversion formula, may be employed to describe the relationship between the exposure and developing rate. That is, the exposure e(x, y, z) is converted into the developing rate r(x, y, z) through the conversion formula. The conversion formula is a monotonically increasing function, and its typical shape may be modeled by the function in Eq. (3) where only the portion of the curve before its peak is used. The validity of this form of function used as a conversion formula was verified through experiment in an earlier study
In Eq. (3), k 1 þ k 4 represents the maximum developing rate, k 2 corresponds to the lowest exposure leading the maximum developing rate, k 3 describes the rate contrast with respect to the exposure, and k 4 is the minimum developing rate for a nonzero exposure. Through the modeling process, the parameters {k i } are determined.
In the modeling process, the estimated resist profile is compared with the measured profile from SEM images, and the difference between them is minimized. The estimated resist profile is obtained from the distribution of developing rate, r(x, y, z), using the path-based simulation method 12 previously developed. In the path-based method, the resist development process is modeled by L-shape development paths starting from the resist surface toward the boundaries of the (remaining) resist profile. Each path consists of a vertical path segment (representing vertical development) and lateral path segments (representing lateral development). Given a developing time, all possible paths are traced without iterations, and the remaining resist profile is determined by those paths reaching the farthest points.
B. Matching linewidth
In the first step, the LSF and conversion formula are modeled utilizing the information extracted from the SEM images of different (normalized) doses, specifically, matching the average inner and outer linewidths obtained using the modeled LSF and conversion formula to those measured from the SEM images. An iterative procedure is employed, i.e., the LSF and the conversion formula are adjusted through iterations, such that the total difference between the modeled and measured average inner and outer linewidths is minimized. The total difference refers to the sum of the differences for all SEM images. The iterative procedure is described below and also illustrated in Fig. 6 .
Step 1: Adjust one of the parameters (k 0 i ) in the conversion formula each time.
Step 2: Adjust each point of the LSF.
Step 3: Compute the exposure distribution through the convolution of the LSF with the dose distribution.
Step 4: Compute the developing rate distribution.
Step 5: Perform the resist development simulation.
Step 6: Calculate the total difference between the modeled and measured average inner and outer linewidths.
Step 7: Check whether the total difference is acceptable. If yes, stop the iteration. Otherwise go to step 8.
Step 8: Check whether the total difference can be reduced by further adjusting the LSF. If yes, go to step 2. Otherwise, go to step 1.
In adjusting the conversion formula, the following constraints are imposed: the k 0 i s are positive, and the conversion formula is a monotonically increasing function. Also, the following constraints are imposed on adjusting the LSF (see Fig. 7 ):
(1) The LSF is adjusted point-wise from the center to the outside iteratively until the local optimal value is found for each point. (2) All the previous points are set slightly lower than their optimal values so that the following points have more room to be adjusted. (3) Each adjustment is linearly proportional to the current total difference, since a larger difference usually requires more adjustment. (4) The current point of LSF is always set smaller than the previous points, since the LSF is a monotonously decreasing function.
Since both the LSF and the conversion formula affect the average inner and outer linewidth, the total difference is minimized when both of them are optimized. The examples of the modeled LSF and the conversion formula are shown in Fig. 8 . in the SEM images. The LER is caused by a number of stochastically fluctuating effects such as shot noise, distributions of chemical species in the resist such as photoacid generator (PAG), resist development process, etc. 11, 13 Such fluctuations can be reflected in the developing rate. Through the conversion formula, the fluctuation of developing rate can be converted into the fluctuation of exposure. Since the Poisson process is to model most particle processes, i.e., shot noise and electron scattering, a zeromean Poisson noise, e n (x, y, z), is added to the (deterministic) exposure, e d (x, y, z), to model the fluctuation of exposure as follows: e s ðx; y; zÞ ¼ e d ðx; y; zÞ þ e n ðx; y; zÞ; e n ðx; y; zÞ $ ðPoissonðkÞ À kÞ Ã r n ðx; y; zÞ;
where e s (x, y, z) represents the stochastic exposure and r n (x, y, z) determines the level of exposure fluctuation.
Assuming 
where 0 < a < 1 and max() is the maximum operator. It can be seen in Eq. (4) that as the exposure level [e d (x, y, z)] increases, the absolute fluctuation r n (x, y, z) becomes larger, but the relative fluctuation, defined as r n ðx; y; zÞ= e d ðx; y; zÞ, becomes smaller. The two parameters, r 0 and a, are determined through an iterative procedure (the similar procedure as for matching the linewidth) such that the total difference between the modeled and measured LERs is minimized. Note that the added fluctuation of exposure may also affect matching the linewidth. Therefore, the two procedures, matching the linewidth and matching the LER, are alternated to minimize the recursive effect between them. The final outcomes of modeling are the LSF, conversion formula, and exposure fluctuation, which closely match the modeled linewidths and LERs to those measured from the SEM images, and are used in minimizing the LER and CD error.
IV. MINIMIZATION OF LER AND CD ERROR
In a previous study, 14 it is observed that the LER is high inside a feature, rapidly decreases over the feature edge, and then mostly stays low or slightly increases outside the feature. This is mainly due to the fact that the exposure level quickly drops down from the exposed area (inside the feature) to the unexposed area (outside the feature) and the absolute stochastic fluctuation of exposure is smaller outside the feature, i.e., in the unexposed area. These behaviors indicate that it might be possible to reduce the LER by shrinking the area of a feature to be exposed, from the feature boundary inward. Based on this observation, the shape control method was developed earlier, 11 which reduces the area to be exposed by DW on each side of the feature, instead of exposing the whole feature, as illustrated in Fig. 9 . This approach of shape control is employed in this study. It is not possible to minimize the LER and CD error individually (since the LER may not be minimal when the CD error is minimized). Also, it may not be always possible to reduce both the LER and CD error in each step of the minimization. Therefore, a cost function consisting of the LER and CD error is employed
As defined earlier, the CD error is the difference between the target and actual edge locations, averaged over the inner and outer edge locations. The LER is defined as the standard deviation of edge location (i.e., 1-r LER). Hence, the cost function of CD error þ 3 LER is very close to the worst case deviation of edge location from the target location (e.g., 99.7% in the case of Gaussian distribution). Also, 3 LER corresponds to the 3-r LER typically used in the research and industry communities.
The optimal amount of line-width reduction, 2DW, and the dose, which minimizes the cost function, are determined through an iterative procedure. In each iteration, DW is increased by a small amount, and the feature area to be exposed is reduced by DW on each side of the feature. Then, the total dose is adjusted so that the cost function is minimized. The iteration continues until the cost function cannot be reduced any further.
V. RESULTS AND DISCUSSION
Two sets of SEM images obtained under the same experimental setup (except the dose) are used in the modeling and minimization. The first set includes four SEM images corresponding to the four normalized dose levels of 0.845, 0.920, 1.000, and 1.082 where both the linewidth and space are 60 nm. The other set includes four SEM images corresponding to the four normalized dose levels of 0.705, 0.774, 0.845, and 1.082 where both the linewidth and space are 120 nm. The beam energy is 50 keV. Other details of experiment are FIG. 9 . In the shape control method, the feature area is reduced with the dose increased.
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In order to minimize the statistical uncertainty of the result, all of the lines in each SEM image are utilized in measuring the linewidth (edge locations) and LER, 12 lines in the pattern of 60 nm lines and six lines in the pattern of 120 nm lines. Using the Student's t-distribution, the 90% confidence interval is computed for each of the CD error and LER measurements.
The linewidth and LER obtained by the proposed modeling method are compared with those measured from the SEM images for the 60 nm line pattern in Fig. 10 . It can be seen that the modeled linewidth and LER are closely matched with the measured results. A similar close match can be observed for the 120 nm line pattern in Fig. 11 .
Furthermore, the minimizations of the LER and CD error based on the modeling results are shown in Fig. 12 . By increasing the amount of DW, the cost function is reduced and eventually reaches to the minimum, where the optimal dose changes with DW.
In Fig. 13 , the experimental results, SEM images, obtained using the optimal DW and dose determined by the shape control method, are compared with the results obtained without the shape control. It needs to be pointed out that the "results without the shape control" refer to the SEM images used in the modeling, i.e., they are not the optimized results. For the 60 nm-line pattern, the 1 -r LER is reduced from 3.25 nm (90% confidence interval: [3. . For the 120 nm-line pattern, both CD error and LER have been reduced significantly by the shape control method. In the case of the 60 nm-line pattern, the CD error has been greatly reduced, but the LER reduction is marginal. However, the line edges with the shape control look visibly less rough than those without the shape control [compare Figs. 13(a) and 13(b) ].
VI. SUMMARY
In this study, a practical method for accurately matching the modeled line-width and LER to those measured from SEM images has been developed. The main objective is that the method utilizes only the information extracted from SEM images with the normalized dose levels without having to know the complete setup of e-beam lithographic process. Also, an effective method for minimizing the LER and CD error based on the modeling results has been implemented. It has been shown that the results obtained from the modeling method are closely matched with those measured from the SEM images, and the minimization method reduces the LER and CD error substantially. Since only the information extracted from the SEM images is required, the proposed methods may have a potential to be further developed into practical tools, which are widely applicable and able to generate realistic results.
Nevertheless, few points are worthwhile to be pointed out about the (current implementations of) methods. First, the methods assume that each SEM image is an accurate representation of the corresponding resist profile. Any substantial distortion in SEM images can lead to an error in the modeling and minimization, and therefore, it is critical to obtain a set of SEM images with a minimal distortion. Second, the quality of SEM images can affect the accuracy of results. It is important to enhance the image quality such as the signal-to-noise ratio and image contrast as much as possible through the preprocessing of images. The image processing techniques employed in this study must have room for improvement. Third, the methods consider only the patterns of lines/spaces and needs to be extended to be able to handle other shapes of features. Since the point spread function can be derived from the LSF, it is expected that the methods can be further developed for more general patterns. Lastly, the methods use only the information extracted from SEM images. By utilizing additional information on the e-beam lithographic process, which is available, the methods may be simplified and their accuracy may be improved. Some of these points will be considered in the future study.
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