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Abstract-In this paper, we prove some convergence properties for a class of ant colony optimization algorithms. In particular, we prove that for any small constant 0 and for a sufficiently large number of algorithm iterations , the probability of finding an optimal solution at least once is ( ) 1
and that this probability tends to 1 for . We also prove that, after an optimal solution has been found, it takes a finite number of iterations for the pheromone trails associated to the found optimal solution to grow higher than any other pheromone trail and that, for , any fixed ant will produce the optimal solution during the th iteration with probability 1^( min max ), where min and max are the minimum and maximum values that can be taken by pheromone trails.
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I. INTRODUCTION
A NT COLONY optimization (ACO) is a metaheuristic for the approximate solution of combinatorial optimization problems that has been inspired by the foraging behavior of ant colonies. In ACO algorithms, the computational resources are allocated to a set of relatively simple agents (artificial ants) that exploit stigmergic communication, i.e., a form of indirect communication mediated by the environment [4] , [11] to construct solutions to the considered problem. The construction of good solutions is a result of the agents' cooperative interaction.
In the last ten years, a number of applications to many different -hard combinatorial optimization problems [5] , [6] has empirically shown the effectiveness of ant colony optimization. Still, very little theory is available to explain the reasons underlying ACO's success. Birattari et al. [1] have proposed an interpretation of ACO in the framework of optimal control and reinforcement learning, while Meuleau and Dorigo [16] have shown that ACO algorithms and stochastic gradient descent are strongly related and that a particular form of ACO algorithms converges with probability 1 to a local optimum. Closer to the Manuscript received February 15, 2001 ; revised September 11, 2001 . This work was supported by the "Metaheuristics Network," a Research Training Network funded by the Improving Human Potential Programme of the European Commission under Grant HPRN-CT-1999-00106. The work of M. Dorigo was supported by the Belgian Fonds National de la Recherche Scientifique. The information provided is the sole responsibility of the authors and does not reflect the Community's opinion. The Community is not responsible for any use that might be made of data appearing in this publication.
T work presented in this paper is Gutjahr's convergence proof [14] . He proved convergence to the globally optimal solution with probability of a particular ant colony optimization algorithm called graph-based ant system (GBAS). Yet, GBAS is quite different from any implemented ACO algorithm and its empirical performance is unknown.
Differently, in this paper, we present a simple convergence proof that applies directly to at least two of the most (experimentally) successful ACO algorithms: 1) ant colony system (ACS) [7] and 2) -ant system ( AS) [19] . The paper is organized as follows. In the next section, we give a formal characterization of the class of problems and of the algorithm for which the convergence proof, presented in Section III, holds. In Section IV, we discuss the meaning and implications of the proof, with particular attention to its relations with Gutjahr's convergence proof. In Section V, we show that the proof holds for a wider class of ACO algorithms and, in particular, for AS and ACS. Additionally, we show that the proposed proof continues to hold if our algorithm is made more general by adding problem-dependent heuristic information and local search, as is often done in ACO algorithms. Section VI concludes the paper by briefly summarizing the obtained results.
II. THE PROBLEM AND THE ALGORITHM
Consider a minimization problem 1 ( , , ) , where is the set of (candidate) solutions, is the objective function, which assigns to each candidate solution an objective function (cost) value , and is a set of constraints, which defines the set of feasible candidate solutions. The goal of the minimization problem is to find an optimal solution , i.e., a feasible candidate solution of minimum cost.
The combinatorial optimization problem ( , , ) is mapped on a problem that can be characterized by the following. 2 1) A finite set of components. 2) A finite set of states of the problem, defined in terms of all possible sequences over the elements of . The length of a sequence , i.e., the number of components in the sequence, is expressed by . The maximum length of a sequence is bounded by a positive constant .
3) The set of (candidate) solutions is a subset of (i.e., ). 4) A set of feasible states , with , defined via a problem-dependent test that verifies that it is not impos- 1 The obvious changes must be done if a maximization problem is considered. 2 How this mapping can be done in practice has been described in a number of earlier papers on the ACO metaheuristic [5] , [6] .
1089-778/02$17.00 © 2002 IEEE sible to complete a sequence into a solution satisfying the constraints . 3 5) A nonempty set of optimal solutions, with and . Given the above formulation, artificial ants build candidate solutions by performing randomized walks on the completely connected, weighted graph , where the vertices are the components , the set fully connects the components , and is a vector gathering so-called pheromone trails . 4 The graph is called construction graph.
Each artificial ant is put on a randomly chosen vertex of the graph and then it performs a randomized walk by moving at each step from vertex to vertex in the graph in such a way that the next vertex is chosen stochastically according to the strength of the pheromone currently on the arcs. While moving from one vertex to another of the graph , constraints are used to prevent ants from building infeasible solutions. Once the ants have completed their walk, pheromone trails are updated. Formally, the solution construction behavior of a generic ant can be described as follows. Once all the ants have terminated their ANT_SOLU-TION_CONSTRUCTION procedure, a pheromone update phase is started in which pheromone trails are modified. Let be the best feasible solution found so far and be the best feasible solution in the current algorithm iteration ; and are the corresponding objective function values. The pheromone update procedure decreases by a small factor , called the evaporation rate, the value of the pheromone trails on all the connections in and then increases the value of the pheromone trails on the connections belonging to (adding pheromone only to those edges that belong to the best-so-far trails are associated to connections, so that (i; j) is the pheromone associated to the connection between components i and j. It is straightforward to extend algorithms and proofs to the other cases.
solution is known in the literature as the global best offline pheromone update [5] , [7] or global best for short in the following).
The pheromone update procedure is described as follows. where , 0 < < 1 is the evaporation rate, > 0 is a parameter, and g(s), 0 < g(s) < +1 is a function
The algorithm is initialized as follows. After the initialization, the algorithm iterates through the procedures ANT_SOLUTION_CONSTRUCTION and PHEROMONE_UPDATE, until some termination condition is met. In the following, we will call this ACO algorithm ACO , where indicates that the global best pheromone update rule is used, while indicates that a lower limit on the range of feasible pheromone trails is enforced. For the following we assume that , which can be achieved by setting, e.g., , where is the solution used to initialize ACO .
III. CONVERGENCE PROOF
We prove two theorems for the algorithm proposed in the previous section. First, we show that ACO is guaranteed to find an optimal solution with a probability that can be made arbitrarily close to one if given enough time. Second, we prove that, after a fixed number of iterations has elapsed since the optimal solution was first found, the pheromone trails on the connections of the optimal solution are larger than those on any other connection. This result is then extended to show that an optimal solution can be constructed with a probability larger than , where is the maximum value the pheromones may take.
Before proving the first theorem, it is convenient to show that, due to pheromone evaporation, the maximum possible pheromone level is bounded asymptotically. Proposition 1: For any , the following holds 5 :
Proof: The maximum possible amount of pheromone added to any edge ( ) after any iteration is . Clearly, at iteration 1, the maximum possible pheromone trail is , at iteration 2, it is , etc. Hence, due to pheromone evaporation, the pheromone trail at iteration is bounded by Asymptotically, as , this sum converges to Proposition 2: After an optimal solution has been found, remembering that and that the global best pheromone update rule is used, we have that monotonically increases. The proof where is the pheromone trail value on connections . Proof: After an optimal solution has been found, remembering that and that the global best pheromone update rule is used, we have that monotonically increases. The proof of Proposition 2 is basically a repetition of the proof of Proposition 1, restricted to the connections of the optimal solution ( is replaced by in the proof of Proposition 1, where is the iteration when the first optimal solution has been found).
Proposition 1 says that for the following proof of Theorem 1, the only essential point is that because will be bounded by pheromone evaporation. Proposition 2 states additionally that the pheromone trails on all connections of , once an optimal solution has been found, converge to . We can now prove the following theorem. Theorem 1: Let be the probability that the algorithm finds an optimal solution at least once within the first iterations. Then, for an arbitrary choice of a small and for a sufficiently large , it holds that and asymptotically
Proof: Due to the pheromone trail limits and , we can guarantee that any feasible choice in (1) is done with a probability . A trivial lower bound for can be given as 6 (3) 6 For the derivation of this bound we consider the following "worst case" sit- where is the cardinality of the set of components. 7 Then, any generic solution , including any optimal solution , can be generated with a probability , where is the maximum length of a sequence. Because it is enough that one ant finds an optimal solution, a lower bound for is given by By choosing sufficiently large, this probability can be made larger than any value because we have that . Theorem 2: Let be the iteration when the first optimal solution has been found. Then a value exists such that the following holds:
, , and
Proof: After a transition period has elapsed from the iteration in which the first optimal solution was found (i.e., for ), the pheromone trail on the connections used in the optimal solution is larger than that on any other feasible connection. In fact, due to the use of the global best pheromone update rule, only connections belonging to increase their pheromone trails, while the pheromone trails of all other connections decrease by a factor after each iteration until reaching the lower bound . We now give a bound on the length of the transition period . To do so, we assume the following worst case situation. Let ( ) be a connection belonging to with an associated pheromone trail at iteration of . Also, let ( ) be a connection not belonging to with an associated pheromone trail at iteration of . At iteration , becomes (4) while the value of at iteration is For our purposes, the interesting case is when this maximum corresponds to . Then we have that when 7 It is easy to find tighter bounds for p . One such bound can be derived if we consider the fact that, due to pheromone evaporation, no situation can In fact, this bound holds for any iteration t > N . which is the case when From Theorem 2 it is immediate to see that, for any iteration , any ant will be able to construct by making, at each construction step, deterministically the choice associated with the largest pheromone trail.
In the limiting case, once the optimal solution has been found, we can give a lower bound estimate for an ant's probability of constructing an optimal solution when following the stochastic policy of the algorithm. Before proving this, we show in Proposition 3 that the pheromone trail of connections that are not in the optimal solution converge in the limit to the value . Proposition 3: Once an optimal solution has been found and for any such that , it holds that
Proof: Because after the optimal solution has been found connections not belonging to the optimal solution do not receive any pheromone, their value can only decrease. In particular, after one iteration, and after iterations, . It is then clear that for , . In fact, Proposition 3 can be made stronger by showing that the value is reached in a finite number of iterations. Proposition 4: Starting from iteration , it holds that where is the iteration when the first optimal solution has been found and . Proof: We can give a bound on by assuming that at iteration for at least one , it holds that . Following the same reasoning as in Proposition 3, we note that after iterations . Then, is the first iteration such that . It is easy to show that this is the case for . Corollary 1: Let be the iteration when the first optimal solution has been found and be the probability that an arbitrary ant constructs in the th iteration, with .
Then it holds that
Proof: Let ant be located on component and ( ) be a connection of . Remembering that ants choose the next component in the set , a lower bound for the probability that ant makes the "correct choice" ( ) is given by the term Because of Propositions 2 and 3, we have (5) Hence, in the limit, a lower bound for is . Setting proves the corollary.
IV. DISCUSSION
In Section III, we proved two theorems about the convergence of . In this section, we briefly discuss the meaning of these two theorems and we show how they relate to Gutjahr's previous convergence proof [14] .
A. What Does the Proof Really Say?
It is instructive to understand what the proofs presented in Section III really tell us. Theorem 1 says that our algorithm does not rule out the possibility of finding the optimal solution, while Theorem 2 says that, once the optimal solution has been found, the pheromone trails on connections belonging to the optimal solution will become larger than those on any other connection. Based on this latter result, Corollary 1 gives a bound on the probability of constructing an optimal solution. On the other hand, the proofs do not say anything about the time required to find an optimal solution, which can be astronomically large. (A similar limitation applies to other well-known convergence proofs, such as those for simulated annealing [15] , [17] .)
It is interesting to stress the role of the strict inequality in the pheromone update rule of (see item 2 in the pheromone update rule of Section II). Suppose we replace the strict inequality with a better than or equal to inequality (i.e., we replace the symbol with the symbol in the pheromone update rule). For a problem with several distinct global optima, this could lead to a situation in which we switch back and forth between distinct global optima. Although this does not affect Theorem 1, Theorem 2 would not hold anymore, i.e., we could not prove that all the pheromones settle on a single globally optimal solution. Interestingly, all those implementations of ACO algorithms that use the global best update rule also use a strict inequality, i.e., they update the global best solution only when an improved solution is found.
An important role in the proof of Theorem 1 is played by and : the smaller the ratio , the larger the lower bound given in that proof. 8 This is important because the larger , the smaller is the worst case estimate of the number of iterations needed to assure that an optimal solution is found with a probability larger than . In fact, the tightest bound is obtained if all pheromone trails are the same, i.e., for the case of 8 On the contrary, in Corollary 1, the larger the ratio = , the larger the asymptotic probability P (s ; t; k) that an ant k builds the optimal solution once it has been found. uniformly random solution construction; in this case 9 we would have . This, in a way, counterintuitive result is due to the fact that our proof is based on a worst case analysis: we need to consider the worst case situation in which the bias in the solution construction introduced by the pheromone trails is counterproductive and leads to suboptimal solutions, 10 i.e., we have to assume that the pheromone trail level associated with the connection an ant needs to pass for constructing an optimal solution is , while on the other connections, it is much higher-in the worst case, corresponding to . As we said, however, the main contribution of the theorem, in practical terms, is to assure that if the algorithm runs long enough, it will find an optimal solution with a high probability. This result is important because, as we will see in Section V-A, the convergence proof for ACO can be extended to cover two of the experimentally best performing ACO algorithms.
B. Relationship to Gutjahr's Convergence Proof
Recently, Gutjahr [14] proposed a convergence proof for GBAS, an algorithm belonging to the ACO class. GBAS is very similar to ACO except that and the pheromone update rule changes the pheromones only when, in the current iteration, a solution at least as good as the best one found so far is generated. He proved the following theorem 11 :
1) for each , for a fixed , and for a sufficiently large number of ants, the probability that a fixed ant constructs the optimal solution at iteration is for all , with ; 2) for each , for a fixed number of ants, and for an evaporation rate sufficiently close to zero, the probability that a fixed ant constructs the optimal solution at iteration is for all , with . There are a number of differences between Gutjahr's proof and ours, the most important concerning the type of convergence proved. In fact, in Theorem 1 we prove convergence in value (i.e., we prove that the algorithm will eventually find the optimal solution), while Gutjahr proves convergence in solution (i.e., he proves that the algorithm will converge to a situation in which it generates the optimal solution over and over). Gutjahr's proof is stronger than ours (it implies our result, but the reverse is not true), but our proof holds for any ACO algorithm as far as a lower bound and an upper bound to the pheromone trails exist. Therefore, while Gutjahr's proof holds only for GBAS, an ACO algorithm that has never been implemented and for which no experimental results are available, ours holds, as shown in Section V, for some of the best performing ACO algorithms published in the literature.
From a more technical point of view, the two proofs differ in a number of points that we summarize in the following. 1) Our Theorem 1 holds independent of the way pheromones are updated (to be exact, it holds, provided that , for any pheromone update rule with and that does add a finite amount of pheromone trail), while Gutjahr's proof holds only for GBAS's particular pheromone update rule (in an extension of his theorem [13] , he proves convergence under the condition that GBAS's pheromone update rule is applied at least in the final phases of the algorithm). 2) Our Theorems 1 and 2, as well as Corollary 1, hold for , while in Gutjahr's proof, pheromone trails can go to zero. 3) Gutjahr proves that the probability of generating the optimal solution in each iteration goes to one as the number of iterations goes to infinity, while we can only prove, because of , that it goes to (see Corollary 1). 12 4) Our result is independent of the number of optimal solutions in , while one of the conditions for Gutjahr's theorem is that there is a single optimal solution (this limitation has been removed by Gutjahr in [13] ). 5) In our Theorem 1, convergence is a function of and , while in Gutjahr's theorem, it is a function of the number of ants and of .
V. ACO ALGORITHMS AND CONVERGENCE
As we already mentioned, from the point of view of the researcher interested in applications of the algorithm, the interesting part of our convergence proof is the one corresponding to Theorem 1, which states that ACO finds an optimal solution with arbitrarily large probability if run long enough.
It is, therefore, interesting that this theorem also applies to ACO algorithms that differ from ACO in the way the pheromone update procedure is implemented. In general, Theorem 1 applies to any ACO algorithm for which the probability of constructing a solution always remains greater than a small constant . In ACO , this is a direct consequence of the fact that , which was obtained by: 1) explicitly setting a minimum value for pheromone trails; 2) limiting the amount of pheromone that the ants may deposit after each iteration, i.e., , ; and 3) letting pheromone evaporate over time, i.e., by setting . We will call the class of ACO algorithms that satisfy these three conditions ACO . ACO differs from ACO in that it additionally imposes the use of the global best pheromone update rule. Therefore, ACO can be seen as a particular case of ACO . By definition, Theorem 1 holds for any algorithm in ACO . On the contrary, this is not in general true for Theorem 2 and Corollary 1.
A. Algorithms in ACO
In the following, we show that AS and ACS, two of the experimentally most successful ACO algorithms, fall into the ACO class.
1) -Ant System:
AS is one of the bestperforming ACO algorithms and it was applied successfully to problems such as the well-known traveling salesman problem (TSP) and the quadratic assignment problem (QAP) [18] , [19] . It is easy to show that AS belongs to ACO . In fact, there are only two minor differences between AS 13 and ACO . First, AS uses an explicit value for instead of an implicit one as done in ACO . 14 The main reason for this choice is that AS occasionally reinitializes the pheromone trails to ; we refer to [19] for more details. Second, AS uses a somewhat more general pheromone update rule than ACO . Like in ACO , in AS, only one solution is used to select the connections on which to add pheromone, but it allows to choose between the iteration best solution and the global best solution . It is, therefore, clear that Theorem 1 holds for AS. In AS, it was shown experimentally that a good strategy is to choose more and more often the global best solution for the pheromone update, until reaching a situation in which pheromone is added only to connections belonging to . In this case, it is easy to adapt Theorem 2 so that it also holds (we assume here that no pheromone reinitialization is applied). It suffices to compute the transition period starting from , where is the iteration after which only the global best solution adds pheromone. 15 A similar reasoning applies to the proofs of Propositions 2, 3, and 4, and, therefore, to Corollary 1.
2) Ant Colony System: ACS [7] , another very successful ACO algorithm, also belongs to ACO . Yet, this is not as immediate to see as for AS. Therefore, we first give some more details on ACS and then we show why Theorem 1 also applies to it.
ACS differs in three main points from ACO . First, ACS uses the pseudorandom proportional action choice rule. At each construction step, an ant has two possible choices: either it deterministically chooses the connection with the largest pheromone trail value or it performs a biased exploration according to (1) . The first choice is made with probability , the second one with probability ( ), where is a parameter. Second, ACS does not apply pheromone evaporation to all connections. The update rule used in ACS is as follows. 16 ACS_OFFLINE_PHEROMONE_UPDATE If f (s ) < f(ŝ), thenŝ s 8(i; j) 2ŝ : (i; j) ( 
where is the pheromone evaporation.
Third, each ant in ACS uses a local pheromone trail update rule that the ants apply immediately after having crossed a connection during solution construction. 13 We base the description of MMAS on the version in [19] . 14 In fact, this is a very minor difference because MMAS uses as an estimate of the upper pheromone trail limit defined by Proposition 1. This is done by adapting each time a new improved solution is found using g(ŝ) instead of g(s ) in (2), leading to a dynamically changing value of (t). 15 That is, replace every occurence of t in Theorem 2 with t . 16 As in ACO , but differently from MMAS, ACS uses onlyŝ in the pheromone update. where , 0 < < 1, and are two parameters. 17 The effect of the local updating rule is to make a chosen connection less desirable for the following ants. It is convenient to remark that the two pheromone update rules used in ACS are of the form , for , where and are and and, respectively, and . Then, we have whose limit is as . The sequence decreases for (with maximum ) and increases for (with maximum ). Now the question is: How does the convergence result of ACO transfer to ACS? First, we observe that in ACS the maximum amount of pheromone is limited by (this bound is obtained without considering the local pheromone update). Moreover, the parameter in ACS corresponds to in ACO , i.e., no pheromone trail value can fall below . This is the case because is chosen in such a way that it is smaller than 18 and in this case the limit of the sequence from above corresponds to , giving a lower bound on the pheromone trail of any solution component ( ).
The second step is to show that any feasible solution can be constructed with a nonzero probability. The easiest way to see this is to rewrite the probability of making some fixed choice ( ) in ACS. Let us assume that connection ( ) does not have the largest pheromone trail associated. Then, the probability of choosing connection ( ) can be calculated as the product of the probability of making a randomized choice, which is , and the probability of choosing connection ( ) in this randomized choice. A bound for the latter is given by in (3). Therefore, a lower bound for the probability of making any specific choice at any construction step is and Theorem 1 directly applies to ACS.
As far as Theorem 2 is concerned, it also applies to ACS, except that it is no longer possible to easily derive a deterministic bound on the length of the transition period . However, it should be noted that, once an optimal solution has been found, because of the global best pheromone update rule, the connections belonging to are the only ones that continue to receive pheromone and that may increase their pheromone trails, while the pheromone trails on all the other connections can only decrease, until the lower limit is reached (this happens each time they are used by some ant due to the local pheromone update rule).
B. Additional Features of ACO Algorithms
Many ACO algorithms [5] , [6] include some features that are not present in ACO . The most important are the use of local search to improve the solutions constructed by the ants 19 and the use of heuristic information in the choice of the next connection or component. In fact, these two features are also frequently used in AS and ACS. Therefore, a natural question is how these two extensions affect the convergence proofs for ACO and, hence, also those for ACO . Let us first consider the additional use of local search. Local search tries to improve an ant's solution by iteratively applying small, local changes to it. Typically, the best solution found by the local search is returned and used to update the pheromone trails. It is rather easy to see that the use of local search does not affect the convergence properties of ACO -they only refer to the way solutions are constructed and hold irrespectively of the use of a local search. Despite the fact that local search does not affect the theoretical convergence behavior of ACO , it is known that in practice ACO algorithms often become more effective when applying local search [5] .
A priori available information on the problem can be used to derive heuristic information that biases the probabilistic decisions taken by the ants. When incorporating such heuristic information into ACO , (1) becomes if otherwise (6) where measures the heuristic desirability of adding solution component , and is a parameter. Theorem 1 is not affected by the heuristic information if we have for each and . In an extension to Theorem 2, we still can guarantee that the components of are the most probable ones to be chosen, if at each construction step the product , where is the component that we have to choose to construct , is maximal. In fact, this can be guaranteed if , where and with and being the smallest and largest possible heuristic information for any connection . Under this condition, a misleading heuristic information is made up by a larger range of possible pheromone trails. If this condition is verified, we also can compute a bound for the length of the transition period as in Theorem 2, which then becomes As a final remark, we note that AS, a particularly important ACO algorithm because it is the ancestor of all ACO algorithms [3] , [8] , [9] , as well as some of its variants (for example, elitist AS [3] , [9] and the rank-based version of AS [2] ) do not belong to ACO . In fact, in these three algorithms, there is no lower bound to the value of pheromone trails that can therefore become null. It is interesting to note that ACS and AS were 19 The ACO metaheuristic is also applicable to time-varying problems in which the topology and costs can change while solutions are built. In this paper, we consider only applications to static problems for which topology and costs remain fixed; in fact, the convergence proof presented in this paper is meaningless in the case of time-varying problems where an algorithm must be able to follow the dynamics inherent to the problem.
shown to perform better than AS and its variants on many standard benchmark problems such as the TSP and the QAP. Therefore, we are in the fortunate case in which ACO algorithms for which convergence can be proved theoretically also show better performance in practice.
VI. CONCLUSION
In this paper, we have proved two theorems that apply to the ACO algorithm called ACO . The first theorem states that the probability of finding at least once an optimal solution can be made greater than for any small constant if the algorithm is run for a sufficiently large number of iterations. We have then shown that Theorem 1 applies to a larger class of ACO algorithms called ACO , which differ from ACO in that they can use any reasonable pheromone trail update rule.
The second theorem, which applies to ACO , states that starting from a fixed number of iterations after the optimal solution has been found, the pheromone trails will be higher on the connections belonging to the optimal solution than on any other connection. Therefore, an ant that at each construction step chooses the connection with the highest pheromone trail will deterministically construct the optimal solution. Additionally, in Corollary 1, we proved that for any fixed ant will produce the optimal solution during the th iteration with probability , where and are the minimum and maximum values that can be taken by pheromone trails.
Finally, we have shown that some of these results can be extended to two of the most used and successful ACO algorithms, namely, AS and ACS.
