The universal character is a generalization of the Schur polynomial attached to a pair of partitions; see [8] . We prove that the universal character solves the Darboux chain. The N -periodic closing of the chain is equivalent to the Painlevé equation of type A
Introduction
The universal character S [λ,µ] , defined by Koike [8] , is a polynomial attached to a pair of partitions [λ, µ] and is a generalization of the Schur polynomial. The universal character is in fact the irreducible character of a rational representation of the general linear group GL(n, C), while the Schur polynomial that of a polynomial representation.
The Darboux chain, given by (1.1) below, is a sequence of ordinary differential equations with quadratic nonlinearity. This is closely interconnected with the spectral theory of Schrödinger operators; in fact, governs a sequence of Schrödinger operators connected with the neighbours by the Darboux transformations; see [16, 17, 18, 24, 25] .
The Painlevé equations can be derived from the Darboux chains with suitable boundary conditions; as is well known that the chains, (1.1), with periods of order three and four yield Painlevé equations P IV and P V respectively. In general, for an integer N ≥ 3, the N-periodic closing of the chain coincides with the (higher order) Painlevé equation of type 1 A (1) N −1 , proposed by Noumi-Yamada; see [1, 14, 15, 18, 24, 25] .
The aim of the present article is to show certain relationships among the universal characters, the Darboux chains, and the Painlevé equations. We prove that the Darboux chain admits particular solutions expressed by means of the universal characters (see Theorems 1.4 and 1.5). We have a cycle of the universal characters connected with the action of vertex operators (see Lemma 2.2) . Finally, these cycles, together with the fact that N-periodic closing of the chain is equivalent to the Painlevé equation of type A (1) N −1 , yield a class of rational solutions of the equation in terms of the universal characters (see Theorems 2.4 and 2.6). Section 3 is devoted to the verification of Theorem 1.5.
Integrable chains

Darboux chain and its bilinear form
First we recall the definition of the Darboux chain and then review its bilinearization following [16, 25] . Consider the sequence of nonlinear differential equations for v n = v n (x) of the form:v
which is called the Darboux chain. Herev stands for the derivative of v with respect to x and α n ∈ C is a constant parameter. Introduce the variable u n = u n (x) defined by
where c n ∈ C is a constant such that
2) is considered as a Riccati equation for v n and thus linearizable via the change of the variables
It follows from (1.1) and (1.2) that the potential u n (n ∈ Z) satisfies the recursion relation:
Now let us define the function τ n = τ n (x), called the τ -function, by
Then we obtain from (1.5) the Hirota bilinear equation:
Here the symbol D x denotes the Hirota differential with respect to the variable x; for instance,
; n ∈ Z} of the chain (1.1) is expressible in terms of the τ -functions. Combining (1.4), (1.6) and (1.7), we obtain in fact
(1.10)
Universal characters and Schur polynomials
For a pair of sequences of integers λ = (
. .) defined as follows (see [8] ):
Here p n (x) and q n (y) are the elementary Schur polynomials defined by 12) and p −n (x) = 0 for n > 0; or
Polynomial q n (y) is just the same as p n (x) except replacing x i by y i . The Schur polynomial S λ (x) (see e.g. [9] ) is regarded as a special case of the universal character:
(1.14)
If we count the degree of each variable x n and y n (n = 1, 2, . . .) as y) is a (weighted) homogeneous polynomial of degree |λ| − |µ|, where we let
Introduce the operators V k = V k (z; x, y) (k ∈ Z) as follows:
where ∂ x stands for [19] ). The operators X n and Y n (n ∈ Z) are raising operators for the universal characters in the sense that
Proposition 1.2 (see
We give a few examples of the universal characters below.
We also note that (see [19] )
(1.17)
Similarity reduction of modified KP hierarchy
The Darboux chain (1.1) is closely related to the theory of infinite dimensional integrable systems. As seeing below, the chain (1.1), or (1.8), is regarded as a similarity reduction of the modified KP hierarchy.
Recall that the modified KP hierarchy is the following system of Hirota bilinear equations (see [3] ):
. . . We obtain in particular, from the constant term with respect to u, the bilinear equation:
) be a solution of (1.19) such that
It follows from (1.19) and (1.20) that the pair τ n (x) and τ n+1 (x) satisfies the bilinear equation (see [14] ):
which is exactly the bilinear form of the Darboux chain (1.8).
Schur polynomial solves the chain
The Schur polynomial
gives a particular solution of the Darboux chain (1.1), or (1.8), in the sense of the following theorem.
Theorem 1.4. For any integer k and sequence of integers
(1.25)
Proof. A key is the following
Claim (see e.g. [4, 14] ). For any integer k and sequence of integers λ, the pair σ n (x) = S λ (x) and σ n+1 (x) = S (k,λ) (x) solves the first modified KP hierarchy (1.18); in particular satisfies (1.19).
As shown in the previous section, equation (1.25 ) is deduced from (1.19) via the similarity reduction; see (1.20) and (1.21). Since S λ (x) is homogeneous of degree |λ|, the theorem follows immediately from the above claim. 
Universal character solves the chain
Consider the change of the variables: 
)
where a ∈ C being an arbitrary constant. Then we have
The proof of the theorem is given in Section 3 below. Remark 1.6. Let λ T denote the transpose of the partition λ; see [9] . Viewing the properties:
we have from Theorem 1.5 that the pair
7. An extension of the KP hierarchy, called the UC hierarchy, is proposed in [19, 23] . Since the UC hierarchy admits all the universal characters to be its polynomial solutions, it is an interesting problem to construct a certain reduction procedure from the hierarchy to the Darboux chain.
Painlevé equations and universal characters 2.1 N -Periodic chain and Painlevé equation of type
From now on, we consider the N-periodic chain, namely, equations (1.1) with the N-periodic condition:
We normalize
2) without loss of generality. As shown in [18] (and see also [1, 24] ), through the change of variables:
the N-periodic chain is converted to the Painlevé equation of type A
N −1 due to NoumiYamada [15] , denoted by P (A N −1 ) ; the system of differential equations for f n is given as follows:
Note that P (A 2 ) and P (A 3 ) are equivalent to the Painlevé equations P IV and P V respectively.
Remark 2.1. The Painlevé equation P (A l ) (l ≥ 2) has symmetry under the (extended) affine Weyl group of type A (1) l ; that is, P (A l ) is invariant under the action of the transformations s i (i = 0, 1, . . . , l) and π given as follows (see [15] ): 
l .
7
Now we shall consider the bilinear form of P (A N −1 ) . The periodic condition (2.1) requires that c n+N = c n − 1; see (1.3) and (2.2). Hence we have that, if
in the bilinear form of the chain (1.8). Thus we obtain the system of bilinear equations:
with τ n+N = τ n and k n+N = k n , which is equivalent to Painlevé equation P (A N −1 ) via
see (1.10) and (2.3).
N -reduced partitions and chain of vertex operators
We first recall the definition of N-reduced partition following [14] . 
then denote by λ(n) the corresponding partition. Notice that
where 1 = (1, 1, . . . , 1) . A partition of the form λ(n) is said to be an N-reduced partition. We remark that a partition λ is N-reduced if and only if λ has no hook with length of a multiple of N.
We have a cycle, connected with the action of the vertex operators (1.16), among the universal characters attached to N-reduced partitions: Lemma 2.2. The following formulae hold. n+e 1 +e 2 ),µ] (x, y) , . . .
Here n = (n 1 , n 2 , . . . , n N . . . , 0, 1, 0, . . . , 0) , and µ being an arbitrary sequence of integers.
We can easily verify the above lemma by Proposition 1.2 together with the commutation relations among the vertex operators (see [19] ):
Note that similar formulae as (2.8) hold also for the operators Y n . Example 2.3. (1) Consider the case N = 2; we have a chain of universal characters S [λ,µ] (x, y) in which λ being a two-reduced partition, connected with vertex operators X n (n ∈ Z).
(2) Consider the case N = 3; we have a cycle of a triple of universal characters corresponding to three-reduced partitions. We give below an example for (n 1 , n 2 , n 3 ) = (2, 1, 0) in Lemma 2.2. 
9)
where
(1) The N-tuple of polynomials {τ i = τ i (x); i ∈ Z/N Z} solves (2.6), the bilinear form of
Consequently
gives a rational solution of P (A N −1 ) with the parameters:
Remark 2.5. The rational solutions given in Theorem 2.4 have been considered in the case when N = 3, that is, for the fourth Painlevé equation P IV ; cf. [7, 14] .
Rational solutions of P (A 2g+1 ) in terms of universal characters
In what follows we consider only the case when N is even. Let N = 2g + 2, the N-periodic chain is equivalent to Painlevé equation P (A 2g+1 ). Equation P (A 2g+1 ) has another type of rational solutions than that given in the previous section, which is expressed by means of the (g + 1)-reduced universal characters. Through the change of the variables: 12) the bilinear form of P (A 2g+1 ), (2.6) with N = 2g + 2, is converted to the system:
Combine Lemma 2.2 with Theorem 1.5 (see also Remark 1.6), we thus have the following. Theorem 2.6. For any m, n ∈ Z g+1 , let
14)
, and a ∈ C being an arbitrary constant.
(1) The (2g + 2)-tuple of polynomials {τ i =τ i (t); i ∈ Z/(2g + 2)Z} solves (2.13) when
gives a rational solution of P (A 2g+1 ) with the parameters: 
Here we write the two-reduced partition as m! = (m, m − 1, . . . , 1); and notice that (m!) T = m!. Then the quartet
solves (2.13) with
Remark 2.8. The expression of rational solutions for g = 1, 2 in Theorem 2.6 has been established in a different manner by Masuda et al. [11, 12] . We refer also to the results [5, 6, 10, 13, 20, 21, 22, 23, 26] where a class of rational (or algebraic) solutions is expressed in terms of Schur polynomials, or universal characters, for each of other Painlevé equations and Garnier's generalizations.
Proof of Theorem 1.5
Consider the change of variables:
x n = t + a n , y n = −t + a n , Similarly let p 
