Abstract: Chambers and Quiggin (2000) use state-contingent representations of risky production technologies to establish important theoretical results concerning producer behavior under uncertainty.
One of the defining features of agricultural industries is the presence of production risk. Production risk refers to the unpredictable and uncontrollable characteristics of the physical environment (e.g., lack of rainfall, pest infestations and natural disasters) that typically give rise to output shortfalls. A model that allows for this type of uncertainty is
(1) 1 ln ( ,..., , )
where Y is output, ε is a random variable representing production risk, 1 ,..., K X X are inputs that must be chosen before ε is revealed, and u is a non-negative variable representing technical inefficiency. By technical inefficiency we mean the inability of the firm to manage a chosen bundle of inputs to maximize output. Common causes of technical inefficiency include failure to perform production operations at exactly the right time (e.g., planting or application of herbicides) and the sub-optimal assignment of personnel to specialized tasks.
Special cases of model (1) can be found in both the uncertainty literature (e.g., Just and Pope; Newbery and Stiglitz) and the efficiency literature (e.g., Coelli, Perelman and Romano) . An increasing number of studies appearing in the efficiency literature suggest that failure to account for environmental variables (represented here by ε) can lead to biased estimators of the parameters of the frontier and downwardly biased predictors of technical efficiency (e.g., Sherlund, Barrett and Adesina).
In a series of recent theoretical contributions, Chambers and Quiggin (1996 , 1997 , 2002 , 2004 have investigated the ability of this model to explain important aspects of producer behavior under uncertainty. For the purposes of their analyses they found it convenient to treat ε as a discrete random variable that assumes values in the set Ω = {1, 2, ..., J}. The elements of this set correspond to different states of nature -combinations of rainfall, temperature, humidity and other factors that produce environments ranging from "very poor seasonal conditions" (state 1) to "excellent seasonal conditions" (state J). Chambers and Quiggin (2000) show that for each state of nature there exists a so-called state-contingent production function that, in the context of the production frontier in equation (1), can be written as
1 ln ( ,..., ) .
This frontier function specifies the output level realized when state ε = j occurs. Chambers and Quiggin (2000) have used this type of model to establish important theoretical results concerning input and output choices in the presence of risk.
Unfortunately, perceived difficulties in estimating state-contingent frontiers have limited the usefulness of the approach in applied economic analysis and policy formulation.
Estimating state-contingent frontiers is complicated by the fact that variables representing states of nature are typically unobserved. Even when it is possible to collect data on rainfall, temperature, humidity and other determinants of states of nature, these data are usually so highly aggregated across space and time that they cannot be used to reliably identify different states of nature at the farm level. Thus, conventional stochastic frontier estimation methods, which explicitly incorporate environmental variables into the deterministic and/or random components of the frontier model, may be rendered either impractical or unreliable. In this article, we overcome the problem by treating the state of nature as a latent variable and viewing the state-contingent frontier as a finite mixture model.
The plan of the article is as follows. We begin by writing a simple panel data version of the model (2) in the form of a mixture model. Next, we consider Bayesian estimation of the model assuming the inefficiency term u is either a fixed parameter or a random variable. We then generalize the model to permit certain functions of the parameters to vary in economically-plausible ways. Next, we use Philippine rice data to estimate several state-contingent frontiers. Compared to more conventional methods, we find that estimating production technologies in a state-contingent framework produces significantly different estimates of expected output elasticities and measures of technical efficiency. .Finally, in the concluding section, we summarize our work and comment on some of the implications of being able to disentangle the effects of inefficiency and risk.
A Finite Mixture Representation
Let Y it denote realized output and X kit the amount of the k-th input used by firm i in period t (k = 1, ..., K; i = 1, ..., N; t = 1, ..., T). If f j (.) can be approximated by a function that is linear in the parameters we can specify a relationship between observed outputs and inputs of the form: h is assumed to be state-dependent and hence carries the subscript j. By also using the subscript j on the intercept j ϕ we are allowing expected log-output to vary across states of nature. However, by not using this subscript on the slope coefficients we are, among other things, keeping the elasticities of expected output with respect to inputs constant across states -this is a convenient but implausible assumption that will be relaxed later in the article. By using the subscripts i and t on ε it we are allowing states of nature to vary across both firms and time, thus allowing for localized weather conditions (e.g., hailstorms) and contained outbreaks of disease (i.e., outbreaks that may cause farms to be placed in quarantine). Finally, by using the single subscript i on u i we are assuming the inefficiency effects are time-invariant -if this assumption is found to be too restrictive then generalizing the model to account for time-varying inefficiency effects is straightforward using, for example, the model developed by Coelli (1992, 1995) .
After the introduction of probabilities for the realization of each state, π j = Pr(ε it = j), equation (3) 
and y is an NT-dimensional vector with elements ln it Y . There are two problems with this likelihood function that make estimation difficult. First, it is unbounded, implying the maximum likelihood estimator does not exist (at least as a global maximizer of the likelihood function). Second, more than one set of parameter values will yield the same likelihood, implying the parameters are unidentified.
A solution to the unboundedness problem, and the one we adopt in this article, is to estimate the model in a Bayesian framework using an informative prior. Such a prior assigns zero probability to regions of the parameter space where the likelihood function is unbounded, thereby ensuring the posterior density will be proper (i.e., integrate to one).
Our solution to the identification problem is to impose restrictions of the form
or, equivalently,
... .
These restrictions are known in the mixtures literature as labeling restrictions. In the current context, they ensure that expected log-output increases as seasonal conditions improve. It is also possible to identify the parameters of the model using labeling restrictions on expected output (rather than log-output), the state probabilities, or the state-dependent variances of the noise components. However, the rationale for imposing such restrictions may not be as appealing as the rationale underpinning (6) and/or, when expressed in terms of the parameters, they may not be as simple as the inequality constraints (7).
In the following sections we consider Bayesian estimation of the model under the assumptions that the inefficiency effects are either fixed or random. Following the work of Schmidt and Sickles, these two competing assumptions have become commonplace in the efficiency literature.
Fixed Effects
For the case where the u i are treated as fixed effects it is convenient to parameterize the model in terms of For Bayesian analysis we define ( , , ) ′ ′ ′ ′ = β δ ψ α and adopt the independent but
The notation f N (.), f G (.) and f D (.) is the notation used by Koop for the normal, gamma and dirichlet probability density functions (pdfs), and I(.) is an indicator function that takes the value one if the argument is true, and zero otherwise. The inequality constraints in (9) are simply a reparameterization of the inequality constraints in (7).
We underscore some of the parameters in equations (9) to (11) to indicate they are parameters of the prior distribution to be chosen by the researcher -we will discuss the elicitation of prior parameters in the context of our empirical example later in the article.
Bayes's Theorem is used to combine the priors (9) to (11) 
we can write these conditional posteriors as:
where f M (.) is the notation used by Koop for the multinomial pdf. We use overbars on some of the parameters to indicate they are parameters of posterior pdfs. Expressions for these parameters are provided in Appendix A.
The conditional posterior pdfs given by (12) to (15) can be used within a Gibbs sampler to obtain samples of observations on the unknown parameters. The Gibbs sampler is now routinely used for Bayesian analysis in problems involving latent variables (see Koop) . Simulating from the gamma, dirichlet and multinomial pdfs is reasonably straightforward using most software packages. Efficient sampling from the truncated normal pdf in (12) can be done using a mixture of normal rejection sampling and exponential rejection sampling (see Geweke). These samples can then be used to draw inferences concerning any quantities of interest. For example, observations on ψ can be used to draw inferences concerning the measure of relative technical efficiency
Random Effects
As an alternative to the fixed effects model we now assume u i in equation (4) is an exponential random variable (gamma with 2 degrees of freedom) with pdf
This assumption is common in the literature (e.g. Koop and Steel) , although other distributions such as the half normal or truncated normal have been used. For
Bayesian analysis we redefine ( , ) ′ ′ ′ = β φ α and adopt the prior
where p(β), p(h) and p(π) are given by (9) to (11). In the case of p(β), the dimensions of the prior parameters are suitably redefined and the inequality restrictions are expressed in terms of the j ϕ . The other components of the prior pdf are
The hyperparameter * τ in (19) is the researcher's prior estimate of median technical efficiency (Koop, Steel and Osiewalski) . Again, the posterior pdf is of less interest than the following conditional posterior pdfs:
where j N is a vector of ones of length N. Expressions for the parameters of these conditional posterior pdfs are provided in Appendix B. Again, they can be used within a Gibbs sampler to obtain samples of observations on all unknown parameters, including the elements of u. These elements are of particular interest because they can be used to calculate the measure of technical efficiency
State-Varying Slope Coefficients
The state-contingent production frontier given by (3) has the desirable property that expected output is permitted to vary across states of nature. Specifically, if u i is fixed
However, in both cases, the elasticity of expected output in state j with respect to the k-th input,
is state-invariant. This property may be implausible in some production contexts. For example, it rules out the possibility that marginal increases in irrigation water will increase expected crop output in a dry season but decrease expected crop output in a wet season. To allow for such possibilities, the slope coefficients in equations (3) and (4) must be permitted to vary with j. Allowing the slope coefficients to vary across states of nature also gives rise to more plausible properties concerning the variances of state-contingent outputs -inputs may become 'risk-increasing' in some states of nature and 'risk-decreasing' in others.
A model allowing both slope and intercept coefficients to vary across states of nature can be written in the form:
where α is now a vector of length MJ × 1. To solve the mixtures identification problem we encountered earlier it is convenient to scale the inputs so that x it = 0 at the variable means. Then the constraint:
is equivalent to the labeling restriction (7). Suitable priors for this model are straightforward generalizations of the priors discussed earlier, and the conditional posterior pdfs are then generalizations of equations (12) to (15) and (20) imply the joint prior density is only known up to a factor of proportionality.
A disadvantage of these procedures is that they can be computationally demanding. A pragmatic alternative is to evaluate well-known information criteria at Bayesian point estimates of the parameters. One possibility is to choose J to maximize the Bayesian Information Criteron (BIC):
where θ is the P × 1 vector of model parameters. Although this measure has no formal Bayesian justification, the difference between two BIC values is approximately equal to twice the associated log-Bayes factor (Schwarz) .
Three other issues are relevant to choosing the number of mixture components in state-contingent models. First, there exists non-sample information that provides a lower bound on J. To be specific, the conventional state-invariant frontier is incompatible with certain stylized facts concerning producer behavior under uncertainty, implying the minimum number of components is J = 2.
Second, ε can be viewed as a random variable that takes an integer value when an underlying continuous random variable (representing the state of nature) takes a value in a particular interval. Since the range of a continuous variable can be divided into an arbitrary number of non-overlapping intervals, the value of J is also arbitrary.
In this context, it is usually convenient to choose an odd-numbered value of J so that the median category is available for use as a benchmark (elsewhere in the social sciences, this idea underpins the use of an odd number of categories in Likert scales). Prior to estimation, the input variables were scaled to have unit means. Thus, when TR it = 0 and all inputs are set to their mean values, we have x it = 0. Among other things, this means the first-order coefficients in the model can be interpreted as elasticities of expected output evaluated at the input means, and the constraint (31) collapses to the labeling restriction (7).
For Bayesian analysis we must specify the parameters of the prior densities. It is convenient to start with the parameters of (11) by economic theory, so we centre their pdfs at zero with variances of 26. All these variances are large enough to ensure the joint prior density is very diffuse. Among other things, this means our empirical estimates are robust to large changes in the mean of the joint prior density.
In the remainder of this section we report estimates of parameters and other interesting characteristics of several state-contingent frontier models. To conserve space, we only report estimates obtained using the random effects specification.
Results obtained using fixed effects models are qualitatively similar apart from the fact that the fixed effects efficiency estimates are relatively low. Such a finding is common in the frontier literature, regardless of whether the models are estimated in a frequentist or Bayesian framework (e.g., Kim and Schmidt) . The reason, in Bayesian terms, is that the fixed effects prior pdf for relative technical efficiency has probability mass concentrated towards zero, while the random effects prior pdf for TE i has probability mass concentrated closer to one (Koop and Steel) . Tables reporting the fixed effects estimates are available from the authors on request.
For purposes of comparison, we first estimated a conventional (i.e., not statecontingent) random effects frontier with exponentially distributed inefficiency effects (labeled RE). The Gibbs sampler used for this model was a special case of the algorithm discussed earlier -details can be found in Koop and Steel. We then estimated a simple state-contingent model in which only the intercepts and variances were permitted to vary across states (this model is labeled SC). Following the discussion in the previous section, we used the BIC to select J from the set of odd numbers greater than or equal to three. The BIC was maximized when J = 3, and the associated components were taken to reflect the occurrence of relatively "poor", "average" and "good" seasonal conditions. We also used J = 3 when estimating a more general state-contingent model where all the parameters vary across states. We estimated this more general model twice, each time with different prior information.
In the first case (SC-all), we used the prior information already described. In the second (SC-η>0), we estimated the frontier with additional prior information in the form of non-negativity constraints on land and labor elasticities. We chose not to impose non-negativity constraints on the fertilizer elasticity because it is possible that higher rates of fertilizer application in dry seasons may burn the rice crop and lead to lower outputs. Estimation of the SC-η>0 model required a trivial modification to the program used to estimate the SC-all model.
The Gibbs sampling algorithms used to estimate the various models were programmed in GAUSS and used to generate stationary Markov chains of length 20,000. The results reported below are summary statistics for these chains, and include estimates of unknown parameters, state-probabilities and measures of technical efficiency.
Parameters
Parameter estimates for our four models are reported in table 2. Estimated posterior means are reported in one block of four columns and estimated posterior standard deviations are reported in a second block.
The RE parameter estimates suggest that rice output in the study region has been increasing at a rate of 1.4% per annum, and that the elasticity of expected output with respect to area (evaluated at the input means) is approximately 0.7. However, the SC estimates suggest that productivity growth has been a mere 0.8% per annum and the area elasticity is less than 0.3. We conclude that estimating production technologies in the simplest of state-contingent frameworks can have a significant impact on estimates of (functions of) parameters of interest to economists.
Not surprisingly, we find that estimating more flexible state-contingent models can provide additional insights into the rate and nature of technical change. For example, the SC-all and SC-η>0 results provide evidence that technological developments have led to higher expected outputs in poor seasons and lower expected outputs in average seasons. Specifically, we estimate that poor-season expected outputs have been increasing at a rate of more than 2.5% per annum while averageseason expected outputs have been decreasing at a rate of 1.3% to 1.4% per annum.
These results may be partly due to the development of rice varieties that are loweryielding but better able to tolerate extremes of temperature, humidity and rainfall.
Our SC-all and SC-η>0 results also point to relatively high elasticities in extreme seasonal conditions. For example, we estimate that a one percent increase in area planted will increase expected output by as much as 0.6% in either a poor or a good season, but will increase expected output by only 0.1% in an average season.
Furthermore, the SC-all results suggest that labor and fertilizer elasticities are negative in poor seasons. Negative elasticities are generally regarded as implausible, so the SC-η>0 model constrains the labor and area elasticities to be nonnegative. We did not sign-constrain the fertilizer elasticity because we are aware that high rates of fertilizer application in very dry (i.e., poor) seasons may decrease output. The SC-η>0 results suggest that the fertilizer elasticity is only negative in poor seasons, and Both of these figures illustrate the effects of imposing inequality constraints. The effect of the labeling restriction (7) is illustrated in figure 1 where we present SC estimates of the marginal posterior pdfs of the intercept coefficients in each state of nature. The effect of imposing non-negativity constraints is illustrated in figure 2 where we present the SC-all and SC-η>0 estimates of the marginal posterior pdf of the good-season labor elasticity (evaluated at the input means), and contrast them with the SC posterior pdf of the labor elasticity.
State Probabilities
Estimates of unconditional state probabilities are reported at the bottom of table 2.
Results from the basic state-contingent model (SC) suggest that a randomly-selected farmer is roughly twice as likely to experience average seasonal conditions than good seasonal conditions. These estimates are reasonably precise -see figure 3 where we present SC estimates of the marginal posteriors. The more flexible state-contingent models (SC-all and SC-η>0) suggest that the probabilities of experiencing poor, average and good seasonal conditions are fairly similar, ranging from 0.31 to 0.36. The results for individual firms provide stronger evidence of the importance of accounting for risk. In the case of farmer 34, for example, when we estimate the production technology in a conventional framework we obtain a technical efficiency estimate of only 0.55 (RE model). After accounting for risk, we obtain a technical efficiency estimate of 0.91 (SC-η>0 model). Thus, for this farmer, the estimated output shortfall due to inefficiency (9%) is minor compared to the estimated output shortfall due to risk (34%).
Technical Efficiency
These types of results have important policy implications. As Sherlund, Barrett and Adesina have observed, they lend support to Shulz's "poor but efficient"
hypothesis that underpinned investment in new agricultural technologies during the Green Revolution. They imply that policy-makers should devote fewer resources to measures designed to improve technical efficiency (e.g., extension and education programs), and more resources to i) measures that expand the production frontier (e.g., better yielding crop varieties) and ii) instruments that allow farmers to better manage risk (e.g., crop insurance programs and options contracts).
Finally, the consequences of estimating random effects frontiers in different empirical frameworks are summarized in figures 4 to 6 where we present estimated marginal posterior pdfs for the technical efficiencies of three representative firms:
firm 12 can be regarded as an above-average firm in terms of technical efficiency; firms 5 and 34 can be regarded as average and below-average respectively.
Other Quantities
One of the important advantages of the Bayesian estimation approach is that we can easily obtain finite sample results concerning any (possibly nonlinear) functions of the parameters. For example, using results in Appendix D, for the case of a random effects model with state-dependent slope coefficients, the marginal risk of input k X , evaluated at the input means (where it = x 0), is figure 7 presents the SC-η>0 estimated posterior pdf for this marginal effect, evaluated for k = 2 (labor). It is evident from this figure that there is high probability that labor is a 'risk-increasing' input.
Conclusion
For many years the standard tool for analyzing relationships between agricultural inputs and outputs has been the simple production function. In the late 1970s, consideration of output shortfalls led some researchers to specify econometric models with heteroskedastic error terms representing risk (e.g., Just and Pope). At the same time, productivity researchers began specifying frontier models containing one-sided error terms representing technical inefficiency (e.g., Pitt and Lee). Only recently have economists attempted to construct econometric models that explicitly account for both inefficiency and risk (e.g., Kumbhakar).
One of the simplest and arguably most powerful theoretical frameworks for jointly analyzing inefficiency and risk is the state-contingent framework recently popularized by Chambers and Quiggin (2000) . However, there have been few if any attempts to empirically estimate state-contingent models in the economics literature, seemingly because underlying 'states of nature' are too difficult to quantify (e.g., Rasmussen) . In this article we have shown how to overcome the problem by estimating state-contingent models in a finite mixture framework.
We have used Bayesian methods to estimate several state-contingent production frontiers for Philippine rice farmers. Our results suggest that elasticities of expected output with respect to inputs vary significantly across states of nature. Moreover, estimating production frontiers in a state-contingent framework yields significantly higher estimates of technical efficiency. This is not surprising -conventional (i.e., non-state-contingent) stochastic frontier models decompose deviations from the frontier into inefficiency and noise, while state-contingent frontier models decompose these deviations into inefficiency, noise and risk. In the case of one farmer in our sample, we found that three-quarters of average estimated output shortfalls were due to unfavorable seasonal conditions (i.e., risk) and only one quarter to inefficiency.
An important implication of these types of findings is that policies directed towards improving technical efficiency in developing country agriculture represent something of a misallocation of resources. Rather than directing resources into extension, education and other programs designed to improve technical efficiency, they should be directed into the development of i) new technologies that push out the production frontier, and ii) futures markets and other instruments that allow farmers to better manage risk.
As a final remark, we note that our method for decomposing output shortfalls into inefficiency and risk components has application in areas outside agriculture.
Indeed, the method can presumably be used in any areas of business and commerce where firms carry some form of liability insurance, implying they operate in environments characterized by risk. 
where J I denotes an identity matrix of order J. The above expressions for V and β assume a prior covariance matrix for β that can be written as .
That is, the prior covariance matrices for the coefficient vectors for each state are identical. Our empirical work did employ such a prior covariance matrix, but a more general one can be used by simply replacing 
where j i is the j-th column of . 
For consideration of the derivatives it is convenient to let ω ( )/ . 
The marginal expected outputs can now be written as 
