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SINGULAR VALUES OF PRODUCTS OF GINIBRE RANDOM MATRICES
N.S. WITTE AND P.J. FORRESTER
Abstract. The squared singular values of the product of M complex Ginibre matrices form a biorthogonal
ensemble, and thus their distribution is fully determined by a correlation kernel. The kernel permits a hard
edge scaling to a form specified in terms of certain Meijer G-functions, or equivalently hypergeometric
functions 0FM, also referred to as hyper-Bessel functions. In the case M = 1 it is well known that the
corresponding gap probability for no squared singular values in (0, s) can be evaluated in terms of a solution
of a particular sigma form of the Painlevé III’ system. One approach to this result is a formalism due to Tracy
and Widom, involving the reduction of a certain integrable system. Strahov has generalised this formalism
to general M ≥ 1, but has not exhibited its reduction. After detailing the necessary working in the case
M = 1, we consider the problem of reducing the 12 coupled differential equations in the case M = 2 to a
single differential equation for the resolvent. An explicit 4-th order nonlinear is found for general hard edge
parameters. For a particular choice of parameters, evidence is given that this simplifies to a much simpler
third order nonlinear equation. The small and large s asymptotics of the 4-th order equation are discussed,
as is a possible relationship of the M = 2 systems to so-called 4-dimensional Painlevé-type equations.
1. Introduction
1.1. Fredholm determinant. Let X(1), . . . ,X(M), M ≥ 1 be a sequence of rectangular matrices X(m) ∈
CNm×Nm−1 with 1 ≤ m ≤ M. We define the parameters νm = Nm−N0, m = 0, 1, . . . ,M and will assume
that νm ≥ 0. Each of the X(m) are drawn from the Ginibre ensemble where their elements are i.i.d
standard complex Gaussian random variables X(m)j,k ∈ N[0, 1] + iN[0, 1] and each X(m) is indepen-
dent of the others. We form the matrix product YM = X(M) . . .X(1) ∈ CNM×N0 and the associated
positive definite form Y†MYM ∈ CN0×N0 . Our primary interest is in integrable structures, in particular
differential equations, characterising the smallest eigenvalue of Y†MYM in the so-called hard edge limit.
In the case M = 1 it is well known that the integrable structures relate to the Painlevé III equation
[22], [10]. Underlying the integrable structures is the explicit form of the joint distribution of all the
eigenvalues, given by Akemann, Ipsen and Kieburg in 2013 for arbitrary Nm.
Theorem 1.1. [1] The squared singular values of YM, Spec(Y
†
MYM) = (x1, . . . , xN0), form a determinantal
point process on R>0. This determinantal point process is a bi-orthogonal ensemble with a joint probability
density function (jPDF)
P(M)(x1, . . . , xN0) =
1
ZN0
∏
1≤j<k≤N0
(xk − xj) det
(
w
(M)
k−1(xj)
)
1≤j,k≤N0
,
where xk ∈ R>0, k = 1, . . . ,N0, ZN0 is the normalisation constant, and the functions w(M)k are
w
(M)
k (x) = G
M,0
0,M(x|νM, νM−1, . . . , ν2, ν1 + k),
in terms of Meijer’s G-function.
We denote the correlation kernel of the determinantal point process defined by the jPDF above by
K
(M)
N0
(x, y), meaning that the n-point correlation function
(1.1) ρ(n)(x1, . . . , xn) = N0(N0− 1) · · · (N0− n+ 1)
∫ ∞
0
P(M)(x1, . . . , xn, xn+1, . . . , xN0) dxn+1 · · · dxN0
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is given by
(1.2) ρ(n)(x1, . . . , xn) = det[K
(M)
N0
(xj, xk)]j,k=1,...,n.
It turns out that for large N0 the eigenvalues near the origin, referred to as the hard edge since
the spectral density is strictly zero for x < 0, are spaced on distances of order 1/N0. Scaling the
eigenvalues by this factor and taking N0 → ∞ whilst keeping the νm fixed defines the hard edge limit.
The explicit form of the correlation kernel in this limit was calculated by Kuijlaars and Zhang in 2014.
Theorem 1.2. [16] Let K
(M)
N0
(x, y) be the correlation kernel of the above determinantal point process. Its hard
edge scaled limit is given by
lim
N0→∞
1
N0
K
(M)
N0
(
x
N0
,
y
N0
)
= KM(x, y),
where
(1.3) KM(x, y) =
B
(
G1,00,M+1(x| − ν0,−ν1, . . . ,−νM),GM,00,M+1(y|ν1, . . . , νM, ν0)
)
x− y .
Here B(·, ·) is a bilinear operator defined by
B( f (x), g(y)) := (−1)M+1
M
∑
j=0
(−1)j
(
x
d
dx
)j
f (x)
M−j
∑
i=0
αi+j
(
y
d
dy
)i
g(y).
The constants αi are determined from
M
∏
m=0
(x− νm) = x
M
∑
i=0
αix
i.
The kernel functions f , g are defined in terms of the Meijer G-functions by
f (x) = G1,00,M+1(x| − ν0,−ν1, . . . ,−νM), g(y) = GM,00,M+1(y|ν1, . . . , νM, ν0).
The Meijer G-functions are specified in terms of certain Mellin-Barnes integrals. More important
to us is the fact that they satisfy certain linear differential equations of degree M+ 1 [2].
Proposition 1.1. The functions f and g satisfy the linear differential equations
M
∏
j=0
(
x
d
dx
+ νj
)
f (x) = −x f (x),
M
∏
j=0
(
y
d
dy
− νj
)
g(y) = (−1)Myg(y).
Also useful in the ensuing theory are the sequence of related functions which we define for 0 ≤ j ≤ M
(1.4) φj(x) = (−1)M−j+1
(
x
d
dx
)j
f (x), ψj(y) =
M−j
∑
i=0
αi+j
(
y
d
dy
)i
g(y).
Thus the above kernel (1.3) can be written as a generalised “integrable“ kernel, see e.g. [16],
KM(x, y) =
∑
M
j=0 φj(x)ψj(y)
x− y ,
M
∑
j=0
φj(x)ψj(x) = 0.
We remark that the latter orthogonality relation is far from obvious, given the definitions made.
We now come to the central objects of our study, the hard edge gap probabilities. Let 0 ≤ a1 <
a2 < · · · < a2L−1 < a2L < ∞ be the endpoints of a collection of L intervals of R+, and denote their
union J = ∪Ll=1(a2l−1, a2l). The probability that there are no eigenvalues in J is referred to as the gap
probability and denoted EM(0; J). A standard result for a determinant point process tells us that (see
e.g. [6, §9.1])
(1.5) EM(0; J) = det(1−KM),
where KM is an integral operator acting on L
2((0,∞)) with kernel KM(x, y)χJ(y), where KM is given
by (1.3) and χJ(y) is the characteristic function of the interval J.
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1.2. Strahov’s extension of Tracy-Widom theory. In distinction to the case M = 1, the kernel (1.3) for
M ≥ 2 is not symmetric. Thus, in addition to the integral kernel
(1.6) KM
.
= KM(x, y)χJ(y),
(here the symbol
.
= denotes ”with kernel“), one requires the additional integral operators
K
′
M
.
= KM(y, x)χJ(y), K
T
M
.
= KM(y, x)χJ(x).
From these integral operators we define the primary variables 0 ≤ m ≤ M and 1 ≤ l ≤ L
x
(2l)
m :=
√−1(1−KM)−1φm(a2l), y(2l)m :=
√−1(1−K′M)−1ψm(a2l),
x
(2l−1)
m := (1−KM)−1φm(a2l−1), y(2l−1)m := (1−K′M)−1ψm(a2l−1).
This essentially means a doubling of the number of primary variables over that occurring in the Tracy
and Widom theory. Furthermore we require the auxiliary variables, which are constructed as inner
products of the primary variables
ξm := (−1)M
L
∑
l=1
∫ a2l
a2l−1
dx φ0(x)
(
1−K′M
)−1
ψm(x) + (−1)M+1−meM+1−m(ν0, . . . , νM),
ηm := (−1)M
L
∑
l=1
∫ a2l
a2l−1
dx φm(x)
(
1−K′M
)−1
ψM(x).
Here ek({x}) denotes the k-th elementary symmetric polynomial in the variables {x}. It follows that
the gap probability for M ≥ 1, and say for a single interval J = (0, s), i.e. L = 1, is determined by a
certain product of the primary variables1
(1.7) det (1−KM) = exp
{
(−1)M+1
∫ s
0
dt log(
s
t
)x0(t)yM(t)
}
= exp
{∫ s
0
dt t−1η0(t)
}
.
Strahov also observed that the foregoing system is a Hamiltonian system with 2L Hamiltonians Hj
and (2L+ 1)(M+ 1) canonical conjugate pairs of co-ordinates x
(k)
m , y
(k)
m and ξm, ηm. The Hamiltonian
equations of motion are then
aj
∂
∂aj
x
(k)
m =
∂Hj
∂y
(k)
m
, aj
∂
∂aj
y
(k)
m = −
∂Hj
∂x
(k)
m
and
∂
∂aj
ξm =
∂Hj
∂ηm
,
∂
∂aj
ηm = −
∂Hj
∂ξm
for 1 ≤ j, k ≤ 2L and 0 ≤ m ≤ M. The Hamiltonians are given explicitly by
(1.8) Hj = −x(j)0
(
M
∑
m=0
ηmy
(j)
m
)
+
(
M
∑
m=0
ξmx
(j)
m
)
y
(j)
M + (−1)M+1ajx
(j)
0 y
(j)
M
−
M−1
∑
m=0
x
(j)
m+1y
(j)
m +
2L
∑
k=1,k 6=j
ak
aj − ak
M
∑
m′,m=0
x
(j)
m x
(k)
m′ y
(k)
m y
(j)
m′ .
1This differs from the formulae of Prop. 3.9 and §4.5 of [21] in the sign of the integral. This is due to the omission of
√−1
factors in the relations following the first paragraph at the beginning of §4.3, when substituted into Eq. (4.42) of that work.
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Also noted in [21] is the fact that this Hamiltonian system is an isomonodromic system with a
natural representation as (M+ 1)× (M+ 1) matrices. One makes the following definitions,
E = (−1)M+1


0 0 . . . 0
0 0 . . . 0
... 0
1 0 . . . 0

 , C =


−η0 −1 0 . . . 0
−η1 0 −1 . . . 0
...
...
−ηM−1 0 0 . . . −1
−ηM + ξ0 ξ1 ξ2 . . . ξM


,
and constructs the residue matrices thus
A(l) =


x
(l)
0
x
(l)
1
...
x
(l)
M

⊗
(
y
(l)
0 , y
(l)
1 , . . . , y
(l)
M
)
.
Then the first member of the Lax pair for Ψ(z; a1, . . . , a2L) is
(1.9)
∂Ψ
∂z
=
{
E+
C−∑2Lj=1 A(j)
z
+
2L
∑
j=1
A(j)
z− aj
}
Ψ,
and the second members are for 1 ≤ j ≤ 2L
(1.10)
∂Ψ
∂aj
= − A
(j)
z− aj Ψ.
The compatibility relations of (1.9) and (1.10) now leads to Schlesinger equations, which are precisely
the same as those derived from the Hamilton equations of motion.
1.3. Plan of the paper. In Section 2 we detail the analysis required to reduce the Hamiltonian system
in the case M = 1 down to a single nonlinear equation characterising the Hamiltonian and thus the
gap probability in the case L = 1. This characterisation is a known result [22], but its derivation via
the formalism of §1.2 involves some subtleties, the appreciation of which is essential to progress to the
new territories of M ≥ 2. The case M = 2 is addressed in Section 3. The corresponding Hamiltonian
system consists of 12 coupled equations. Calling on the experience gained from Section 2, and with the
essential aid of computer algebra, a reduction is found of the 12 coupled equations down to a single
nonlinear equation determining the gap probability. This equation is of fourth order, and is given
in Proposition 3.4. Both the small and large s asymptotics of this equation can be determined, and
from the latter the corresponding large spacing asymptotic form of the gap probability is deduced; see
Corollary 3.1. In the special case ν1 = −1/2, ν2 = 0 evidence is found that the fourth order equation
of Proposition 3.4 can be reduced to a specific third order equation, (3.81) below. We conclude by
discussing a possible relationship of the M = 2 systems to the recently introduced theory of so-called
4-dimensional Painlevé equations.
2. M = 1 Tracy-Widom Theory at the Hard Edge
The original Tracy and Widom theory must be equivalent to the M = 1 and L = 1 case of the
preceding theory, although this is not immediate. Therefore it is instructive to consider this case first,
primarily because it will provide essential guidance for the M ≥ 2 cases. This will also serve to clarify
some misunderstanding present in the existing literature relating to this point.
From Prop. 3.9 of [21] for J = (0, s), a1 = 0, a2 = s, i.e xj = x
(2)
j , yj = y
(2)
j and M = 1, we read off
the following system of coupled quasi-linear ODEs (′ = d/ds) with respect to s
sx′0 = −η0x0 − x1,(2.1)
sx′1 = −η1x0 + sx0 + ξ0x0 + ξ1x1,(2.2)
sy′1 = −ξ1y1 + y0,(2.3)
sy′0 = −ξ0y1 − sy1 + η0y0 + η1y1,(2.4)
ξ ′0 = x0y0,(2.5)
ξ ′1 = x0y1,(2.6)
η′0 = x0y1,(2.7)
η′1 = x1y1.(2.8)
In this case the Hamiltonian (1.8) simplifies to
H = −η0x0y0 + (ξ0 − η1 + s)x0y1 − x1y0 + ξ1x1y1,
and the Hamiltonian equations of motion
sx′j =
∂
∂yj
H, sy′j = −
∂
∂xj
H, j = 0, 1
η′j =
∂
∂ξ j
H, ξ ′j = −
∂
∂ηj
H, j = 0, 1
furnish the system (2.1)-(2.8) above. Note that (2.7) substituted in (1.7) with M = 1 shows
(2.9) det(1−K1) = exp
( ∫ s
0
dt
η0(t)
t
)
.
In the matrix formulation of the isomonodromic problem we recall the definitions
E :=
(
0 0
1 0
)
, C :=
(
−η0 −1
ξ0 − η1 ξ1
)
,
and
A := A(2) =
(
x0y0 x0y1
x1y0 x1y1
)
=
(
x0
x1
)
⊗
(
y0 y1
)
,
where A(2) is a rank 1 matrix so det A(2) = 0. The Schlesinger equations are now
(2.10) sA(2)′ =
[
C+ sE, A(2)
]
, C′ =
[
E, A(2)
]
.
Proposition 2.1. The isomonodromic system Ψ(x, s) has a singularity pattern 32+1+1 where the Riemann-
Papperitz symbol is
(2.11)


0 1 ∞( 12 )
−ν0 0 i
√
s − 12
−ν1 0 −i
√
s ν0 + ν1

 .
We have the resonant or ramified case, see [12], [11] and [18].
Proof. The isomonodromic system (2.11) differs from the one in (1.9) and (1.10) through the transfor-
mation of the independent variable z 7→ sz and Ψ(sz, s) 7→ Ψ(z, s), which become
∂Ψ
∂z
=
{
sE+
C− A(1)
z
+
A(1)
z− 1
}
Ψ,(2.12)
∂Ψ
∂s
=
{
s−1Ez+ s−1C
}
Ψ.(2.13)
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The effect of this is to place the regular singularities at the canonical positions 0 and 1. The resonant
or ramified case arises because E is nilpotent with eigenvalues 0, 0; the eigenvalues of C − A(1) are
−ν0,−ν1 whilst those of A(1) are 0, 0. Let us denote the matrix in braces on the right-hand side of
(2.12) by A. The Jordan decomposition of sE is
sE =
(
0 s−1
1 0
)
·
(
0 1
0 0
)
·
(
0 s−1
1 0
)−1
.
so we transform the system (2.12) to B =
(
0 s−1
1 0
)−1
· A ·
(
0 s−1
1 0
)
. We next apply the shearing
transformation S := diag(1, z−g) with an arbitrary exponent g and form a new coefficient matrix
C = S−1 · B · S − S−1 · S′. The leading exponent matrix of C is
(
1 g
−g+ 1 1
)
so we achieve off-
diagonal balance if we choose g = 1/2. Under this choice the leading coefficient of C (of order z−1/2)
is now diagonalisable if s 6= 0
(
0 1
−s 0
)
=
(
−is−1/2 is−1/2
1 1
)
·
(
is1/2 0
0 −is1/2
)
·
(
−is−1/2 is−1/2
1 1
)−1
.
So we apply this transformation and define another coefficient matrix D =
(
−is−1/2 is−1/2
1 1
)−1
·
C ·
(
−is−1/2 is−1/2
1 1
)
. Associated with the fractional exponent for gwe define a new spectral variable
z = 14w
2, and perform a large w expansion
1
2
wD =
(
is1/2 0
0 −is1/2
)
+ w−1
(
1/2− e1 1/2+ e1 − 2η0
1/2+ e1 − 2η0 1/2− e1
)
+O(w−2).
The sub-leading term appearing above can also be diagonalised
(
1/2− e1 1/2+ e1 − 2η0
1/2+ e1 − 2η0 1/2− e1
)
=
(
1 −1
1 1
)
·
(
1− 2η0 0
0 −2e1 + 2η0
)
·
(
1 −1
1 1
)−1
,
and these diagonal elements give us the last column of the Riemann-Papperitz symbol. 
The ramified cases of the isomonodromic systems are quite important because they arise very natu-
rally from random matrix theory applications, and the re-interpretation of the degeneration scheme of
the Painlevé equations via isomonodromy deformations was completed relatively recently by Kapaev
& Hubert 1999 [12], Kapaev 2002 [11] and Ohyama and Okumura 2006 [18]. In this expanded scheme,
see Fig. 1, there are 5 integer (unramified) types and 5 half-integer types, even though there are only
6 independent transcendents.
6
1+1+1+1
PVI
2+1+1
PV
2+2
PIII(D6)
3
2 + 1+ 1
deg− PV
3+1
PIV
2+ 32
PIII(D7)
4
PII
5
2 + 1
P34
3
2 +
3
2
PIII(D8)
7
2
PI
Figure 1. The degeneration scheme of the Painlevé equations interpreted through
their isomonodromic deformation problems. The unramified and ramified cases are
given in black and blue entries respectively, and the singularity confluence transitions
are given by black arrows, while the drop in the Poincaré index transitions (in this
case always 1/2) are given by red arrows. The deg− PV system is equivalent to the
PIII(D6) system, whilst P34 is equivalent to PII.
In the case M = 1 we read off from (1.3), together with knowledge of special cases of the Meijer
G-function (see e.g. [17]), that
f (x) = G1,00,2(x| − ν0,−ν1) = x−
1
2 (ν0+ν1) Jν1−ν0(2
√
x),
g(x) = G1,00,2(x|ν1, ν0) = x
1
2 (ν0+ν1) Jν1−ν0(2
√
x).
Recalling (1.4), and making use of difference-differential identities for the Bessel functions we thus
have
φ0(x) = x
− 12 (ν0+ν1) Jν1−ν0(2
√
x),
φ1(x) = ν0x
− 12 (ν0+ν1) Jν1−ν0(2
√
x) + x−
1
2 (ν0+ν1−1) Jν1−ν0+1(2
√
x),
ψ0(x) = −ν0x
1
2 (ν0+ν1) Jν1−ν0(2
√
x)− x 12 (ν0+ν1+1) Jν1−ν0+1(2
√
x),
ψ1(x) = x
1
2 (ν0+ν1) Jν1−ν0(2
√
x).
Remark 2.1. It is obvious from the above that the linear orthogonality relation
ψ0(x)φ0(x) + ψ1(x)φ1(x) = 0,
holds and in fact one observes the splitting or folding relations in this case ψ1(x) = x
ν0+ν1φ0(x) and
φ1(x) = −x−ν0−ν1ψ0(x).
The inner product functions in the case M = 1 are
V0,0(s) =
∫ s
0
dxφ0(x)
∫ ∞
0
dz(1−K1χ)−1(x, z)ψ0(z),
V0,1(s) =
∫ s
0
dxφ0(x)
∫ ∞
0
dz(1−K1χ)−1(x, z)ψ1(z),
V1,1(s) =
∫ s
0
dxφ1(x)
∫ ∞
0
dz(1−K1χ)−1(x, z)ψ1(z),
and these have the expansions around s = 0
V0,0(s) ∼
s→0
−V1,1(s) ∼
s→0
− s
ν+2
Γ(ν+ 1)Γ(ν+ 3)
,
V0,1(s) ∼
s→0
sν+1
Γ(ν+ 1)Γ(ν+ 2)
.
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Using the Bessel function integral identities∫ x
0
duu2 Jν(u)Jν+1(u) =
1
2
x
(
νxJ2ν(x)− 2ν(ν+ 1)Jν(x)Jν+1(x) + (ν+ 1)xJ2ν+1(x)
)
,∫ x
0
duuJ2ν(u) = x
(
xJ2ν(x)− 2νJν(x)Jν+1(x) + xJ2ν+1(x)
)
,
and the Neumann expansions
xj = iφj(s) + i
∫ s
0
dzK1(s, z)φj(z) + i
∫ s
0
dz
∫ s
0
dz′K1(s, z)K1(z, z′)φj(z′) + . . .
yj = iψj(s) + i
∫ s
0
dzK1(z, s)ψj(z) + i
∫ s
0
dz
∫ s
0
dz′K1(z′, z)K1(z, s)ψj(z′) + . . .
we can deduce the behaviour of the variables in the neighbourhood of s = 0, which furnishes the
initial conditions for the integrals of motion to be deduced below,
x0(s) ∼
s→0
iφ0(s) ∼ i s
−ν0
Γ(ν1 − ν0 + 1) ,(2.14)
x1(s) ∼
s→0
iφ1(s) ∼ i ν0s
−ν0
Γ(ν1 − ν0 + 1) + i
(1− ν0)s−ν0+1
Γ(ν1 − ν0 + 2) ,(2.15)
y0(s) ∼
s→0
iψ0(s) ∼ −i ν0s
ν1
Γ(ν1 − ν0 + 1) + i
(ν0 − 1)sν1+1
Γ(ν1 − ν0 + 2) ,(2.16)
y1(s) ∼
s→0
iψ1(s) ∼ i s
ν1
Γ(ν1 − ν0 + 1) ,(2.17)
η0(s) ∼
s→0
− s
ν1−ν0+1
Γ(ν1 − ν0 + 2)Γ(ν1− ν0 + 1) ,(2.18)
η1(s) ∼
s→0
− ν0s
ν1−ν0+1
Γ(ν1 − ν0 + 2)Γ(ν1− ν0 + 1) +
(1− 2ν0)sν1−ν0+2
Γ(ν1 − ν0 + 3)Γ(ν1− ν0 + 1) ,(2.19)
ξ0(s) ∼
s→0
ν0ν1 +
ν0(ν1 − ν0 + 1)sν1−ν0+1
Γ2(ν1 − ν0 + 2)
+
(1− 2ν0)sν1−ν0+2
Γ(ν1 − ν0 + 3)Γ(ν1− ν0 + 1) ,(2.20)
ξ1(s) ∼
s→0
−ν0 − ν1 − s
ν1−ν0+1
Γ(ν1 − ν0 + 2)Γ(ν1− ν0 + 1) .(2.21)
Consequently we note an analogue of the orthogonality relation given in Remark 2.1
y1
x0
∼
s→0
sν0+ν1 ,
x1
y0
∼
s→0
−s−ν0−ν1 .
As was the case in the Tracy and Widom theory we would like to reduce the order of the coupled
ODE system and deduce the first integrals of the motion. For convenience we define the elementary
symmetric functions ej, j = 1, 2 of ν0, ν1.
Proposition 2.2. The system possesses the integrals of motion
(2.22) ξ1 = η0 − e1, TrC = −e1;
the orthogonality relation
(2.23) TrA(2) = x0y0 + x1y1 = 0;
the further integrals of motion
(2.24) η1 + ξ0 = e2;
(2.25) sx0y1 = −η0ξ1 + η0 + ξ0 − η1 − e2;
and with η0 identified as the Hamiltonian, the identity
(2.26) η0x0y0 + (η1 − ξ0 − s)x0y1 + x1y0 − ξ1x1y1 + η0 = 0.
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Proof. Subtracting (2.7) from (2.7)
ξ ′1 − η′0 = 0,
therefore
ξ1 − η0 = −e1.
and (2.22) follows.
Adding y0×(2.1) to x0×(2.4) we find
s(x0y0)
′ = (η1 − ξ0 − s)x0y1 − x1y0.
On the other hand adding y1×(2.2) to x1×(2.3) we deduce
s(x1y1)
′ = (ξ0 − η1 + s)x0y1 + x1y0.
Thus we find their sum vanishes and for s 6= 0
(x0y0)
′ + (x1y1)′ = 0,
and application of the initial values gives (2.23). An immediate consequence of this latter relation and
(2.5) and (2.8) is
ξ ′0 + η′1 = 0.
Applying the values at s = 0 we conclude that (2.24) is satisfied.
Adding y1×(2.1) and x0×(2.3) and then employing (2.5) to (2.8) we find
s(x0y1)
′ = −ξ1η′0 − η0ξ ′1 + ξ ′0 − η′1.
Utilising (2.7) once again we have the total derivative
(sx0y1)
′ − η′0 = −ξ1η′0 − η0ξ ′1 + ξ ′0 − η′1.
Employing (2.22) and (2.24) we have (2.25).
Forming x′0×(2.4) minus y′0×(2.1) and simplifying we arrive at
0 = (η1 − ξ0 − s)x′0y1 + η0(x0y0)′ + x1y′0.
Next forming x′1×(2.3) minus y′1×(2.2) and simplifying we have
0 = (η1 − ξ0 − s)x0y′1 − ξ1(x1y1)′ + x′1y0.
Adding these two later relations we compute
0 =(η1 − ξ0 − s)(x0y1)′ + η0(x0y0)′ − ξ1(x1y1)′ + (x1y0)′
= [(η1 − ξ0 − s)x0y1]′ − (η′1 − ξ ′0 − 1)x0y1 + (η0x0y0)′ − η′0x0y0 − (ξ1x1y1)′ + ξ ′1x1y1 + (x1y0)′
= [(η1 − ξ0 − s)x0y1 + η0x0y0 − ξ1x1y1 + x1y0]′ + x0y1 − (x1y1 − x0y0)x0y1 − x0y1x0y0 + x0y1x1y1
= [(η1 − ξ0 − s)x0y1 + η0x0y0 − ξ1x1y1 + x1y0]′ + x0y1
= [(η1 − ξ0 − s)x0y1 + η0x0y0 − ξ1x1y1 + x1y0 + η0]′ .
Appealing to the initial conditions we deduce (2.26), and consequently H = η0. 
Another feature of the Tracy and Widom theory is the appearance of the σ-forms for the resolvent
function (for justification of this terminology, see [6, Section §9.3]) which is also easily deduced in the
generalised theory.
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Proposition 2.3. The resolvent function η0(s) (recall (2.9)) satisfies a specialised σ-form equation for Painlevé
III’
(2.27) s2(η′′0 )
2 − e21(η′0)2 + 4(η′0)2
(
sη′0 − η0 + s+ e2
)− 4η0η′0 = 0,
subject to the boundary conditions (2.18) at s = 0. The resolvent is given in terms of Okamoto’s function
h(s; v1, v2) (see Prop. 4.1 of [10], or Eq. (0.7) of [19])
η0(s) = h(s)− s
2
− 1
4
(ν1 − ν0)2,
for the special case v1 = v2 = ±(ν1 − ν0).
Proof. We follow the Okamoto prescription and recast the dynamical variables in terms of η0 and its
derivatives. From (2.7) we have η′′0 = x′0y1 + x0y′1. On the other hand we deduce from (2.23) and the
formulae for y0 and x1 using (2.3) and (2.1) respectively that sx0y
′
1 − sx′0y1 = e1η′0. Combining these
two relations we have
(2.28) sx0y
′
1 =
1
2
(
sη′′0 + e1η′0
)
, sx′0y1 =
1
2
(
sη′′0 − e1η′0
)
.
Now we use the same relations to eliminate y0 and x1 in the energy conservation relation (2.26) and
we find
0 = η0 + (η0 − e2 − s− sx0y1)x0y1 − s2x′0y′1,
where we have utilised (2.25) in the last step. Finally using the identity
x′0y
′
1 =
(sx′0y1)(sx0y′1)
s2x0y1
,
and substituting for the η0 derivatives we arrive at (2.27). 
Remark 2.2. The Hamiltonian variables can then be computed in terms of the resolvent and are given
by
x20 = s
−ν0−ν1η′0, y
2
1 = s
ν0+ν1η′0,
x1 = −x0
[
1
2
s
η′′0
η′0
+ η0 − 1
2
(ν0 + ν1)
]
,
y0 = y1
[
1
2
s
η′′0
η′0
+ η0 − 1
2
(ν0 + ν1)
]
,
ξ0 = ν0ν1 − 12
[−sη′0 + η0(1+ ν0 + ν1 − η0)] ,
ξ1 = η0 − ν0 − ν1, η1 = 12
[−sη′0 + η0(1+ ν0 + ν1 − η0)] .
The relations for ξ0 and η1 follow from (2.24) and (2.25).
We now give relations between the two sets (x0, y0) and (x1, y1) which we call folding relations and
the proof of these.
Proposition 2.4. Assume x0 6= 0. Then x1, y1 are related to x0, y0 by
(2.29) x1 = −se1y0, y1 = se1x0.
Proof. Let y1 = f (s)x0, so that x1 = − f−1(s)y0 using (2.23). Substituting this into (2.3) we have
sx0 f
′ = f
(
−sx′0 − ξ1x0 + f−1y0
)
.
Now employing (2.1) into the right-hand side of the above relation we deduce
sx0
f ′
f
= (η0 − ξ1)x0 = e1x0.
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Under our assumption x0 6= 0 we then have s f ′ = e1 f which has the general solution f = se1 given the
initial condition y1/x0 → se1 as s → 0. These relations also follow easily from the relations of Remark
2.2. 
Remark 2.3. The relations (2.29) are the non-linear analogues of the relations given in Remark 2.1 for
the kernel functions. They also correct in an essential way assertions made in Remark (c) on pg. 9 of
[21]. Understanding these relations for M = 1 is key to that of the more general case M > 1.
Having reduced our system to the pair of canonical variables (x0, y0) we are at the stage of dis-
cussing co-incidence with the original theory of Tracy and Widom [22]. For convenience we will set
ν0 = 0 in this discussion.
Lemma 2.1. Let ν0 = 0 and ν1 = ν. Expressed solely in terms of x0, y0 the equations of motion are
sx′0 = −η0x0 + s−νy0,(2.30)
sy′0 = −(2ξ0 + s)sνx0 + η0y0,(2.31)
η′0 = sνx20,(2.32)
ξ ′0 = x0y0.(2.33)
Equation (2.25) is now
(2.34) sν+1x20 = 2ξ0 + η0 − η0(η0 − ν),
and (2.26) is
(2.35) − s−νy20 − (2ξ0 + s)sνx20 + (2η0 − ν)x0y0 + η0 = 0.
Proof. Using (2.29) both (2.1) and (2.3) reduce to (2.30), while (2.2) and (2.4) reduce to (2.31). 
Proposition 2.5. The current system ν, s, x0, y0, η0, ξ0 maps to that of Tracy andWidom [22] α, t, q(t), p(t), u(t), v(t)
under the transformations ν = α, s = 14 t
x0(s) = is
−ν/2q(t), y0(s) = isν/2
(
p(t)− α
2
q(t)
)
,
η0(s) = − 14u(t), ξ0(s) = 14
(
−v(t) + α
2
u(t)
)
.
Proof. We proceed by way of verification from our own results by direct calculation. Thus we find
(2.34) becomes
tq2 = 14u
2 + u+ 2v,
i.e. Eq. (2.19) of [22]; (2.35) becomes
u = 4p2− (α2 − t+ 2v)q2 + 2qpu,
which is Eq. (2.20) of [22]; (2.32) and (2.33) become
d
dt
u = q2,
d
dt
v = qp,
which are Eqs. (2.24) and (2.25) of [22] respectively; and finally (2.30) and (2.31) become
t
d
dt
q = p+ 14qu, t
d
dt
p = ( 14α
2 − 14 t+ 12v)q− 14 pu,
which match Eqs. (2.22) and (2.23) of [22] respectively. 
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3. M = 2 Theory at the Hard Edge
3.1. Fredholm Theory. Here we treat the case M = 2 with a single interval J = (0, s) and thus
L = 1. As before we define the elementary symmetric functions ej, j = 1, 2, 3 of ν0, ν1, ν2. In this case
application of Prop. 3.9 of [21] for J = (0, s), a1 = 0, a2 = s, i.e xj = x
(2)
j , yj = y
(2)
j yields the following
system of coupled ODEs
sx′0 = −η0x0 − x1,(3.1)
sx′1 = −η1x0 − x2,(3.2)
sx′2 = −η2x0 − sx0 + ξ0x0 + ξ1x1 + ξ2x2,(3.3)
sy′2 = −ξ2y2 + y1,(3.4)
sy′1 = −ξ1y2 + y0,(3.5)
sy′0 = −ξ0y2 + sy2 + η0y0 + η1y1 + η2y2,(3.6)
ξ ′0 = −x0y0,(3.7)
ξ ′1 = −x0y1,(3.8)
ξ ′2 = −x0y2,(3.9)
η′0 = −x0y2,(3.10)
η′1 = −x1y2,(3.11)
η′2 = −x2y2.(3.12)
The Hamiltonian (1.8) is now
(3.13) H = −η0x0y0 − η1x0y1 + (ξ0 − η2 − s)x0y2 − x1y0 − x2y1 + ξ1x1y2 + ξ2x2y2,
and as before the Hamiltonian equations of motion
sx′j =
∂
∂yj
H, sy′j = −
∂
∂xj
H, j = 0, 1, 2,
η′j =
∂
∂ξ j
H, ξ ′j = −
∂
∂ηj
H, j = 0, 1, 2,
give rise to the previous set of equations (3.1)-(3.12).
In the matrix formulation of the isomonodromy deformation problem we recall the definitions
E :=

 0 0 00 0 0
−1 0 0

 , C :=

 −η0 −1 0−η1 0 −1
ξ0 − η2 ξ1 ξ2

 ,
and
A := A(2) =

x0y0 x0y1 x0y2x1y0 x1y1 x1y2
x2y0 x2y1 x2y2

 =

x0x1
x2

⊗ (y0 y1 y2) .
Again A(2) is a rank 1 matrix so det A(2) = 0. The Schlesinger equations take the standard form
sA(2)′ =
[
C+ sE, A(2)
]
,(3.14)
C′ =
[
E, A(2)
]
.(3.15)
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Proposition 3.1. For M = 2 the isomonodromic system (1.9) and (1.10) has the singularity pattern 43+1+1
and its Riemann-Papperitz symbol is
(3.16)


0 1 ∞( 13 )
−ν0 0 s1/3 − 23
−ν1 0 ωs1/3 −1
−ν2 0 ω2s1/3 − 13 + ν0 + ν1 + ν2


, ω3 = 1.
Proof. After mapping z 7→ sz and Ψ(sz, s) 7→ Ψ(z, s) the isomonodromic system become
(3.17)
∂
∂z
Ψ =
{
sE+
C− A(2)
z
+
A(2)
z− 1
}
Ψ,
and
∂
∂s
Ψ =
{
s−1Ez+ s−1C
}
Ψ.
E is nilpotent with eigenvalues 0, 0, 0 in Jordan blocks of size 2 & 1, i.e. the resonant or ramified case;
the eigenvalues of C− A(2) are −ν0,−ν1,−ν2 whilst those of A(2) are 0, 0, 0. Again let us denote the
matrix in braces on the right-hand side of (3.17) by A. The Jordan decomposition of sE is
sE =

0 −s
−1 0
0 0 1
1 0 0

 ·

0 1 00 0 0
0 0 0

 ·

0 −s
−1 0
0 0 1
1 0 0


−1
,
so we transform the system (3.17) to B =

0 −s
−1 0
0 0 1
1 0 0


−1
· A ·

0 −s
−1 0
0 0 1
1 0 0

. We now apply the
first shearing transformation S := diag(1, z−g, z−2g) with an arbitrary exponent g and form the new co-
efficient matrix C = S−1 · B · S−S−1 · S′. The leading exponent matrix of C is

 1 g 2g+ 1−g+ 2 1 g+ 1
−2g+ 1 −g+ 1 1

.
The smallest positive exponent that allows us to have off-diagonal balance occurs when −2g+ 1 = g,
i.e. if we choose g = 1/3. Under this choice the leading coefficient of C (which appears at order z−1/3)
is now 
 0 1 00 0 0
−1 0 0

 .
A Jordan decomposition of this reveals
 0 1 00 0 0
−1 0 0

 =

0 −1 00 0 −1
1 0 0

 ·

0 1 00 0 1
0 0 0

 ·

0 −1 00 0 −1
1 0 0


−1
,
and we now have a 3 × 3 Jordan block. We apply this decomposition transformation and define
another coefficient matrix D =

0 −1 00 0 −1
1 0 0


−1
· C ·

0 −1 00 0 −1
1 0 0

. In addition we define a new
spectral variable z = aw3 because of the fractional exponent for g and a is a constant to be fixed later.
Next we perform a large w expansion of D
3aw2D = 3a2/3w

0 1 00 0 1
0 0 0

− 3a1/3sη1

0 0 10 0 0
0 0 0

+O(w−1).
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We now apply a second shearing transformation T := diag(1,w−h,w−2h) with another arbitrary ex-
ponent h and form the new coefficient matrix G = T−1 · D · T − T−1 · T′. Now the leading exponent
matrix of G is

 1 h− 1 2h−h+ 3 1 h− 1
−2h+ 2 −h+ 3 1

. The smallest positive exponent that allows us to have off-
diagonal balance arises when −2h+ 2 = h− 1, i.e. if we choose h = 1. The integer exponent signals
the end of the recursive process of shearing transformations and a diagonalisable matrix. With this
value of h we find an expansion for G as w → ∞
G =

 0 3a
2/3 0
0 0 3a2/3
−3a−1/3s 0 0

+w−1

2 0 00 1+ 3ξ2 0
0 0 3− 3η0

+O(w−2).
The leading order matrix appearing above is now diagonalisable, and by choosing a = −1/27, we can
simplify the decomposition in order that the final transformed coefficient matrix H has the expansion
as w→ ∞
H =

s
1/3 0 0
0 ωs1/3 0
0 0 ω2s1/3


+ w−1

 2− e1 ω
2ξ2 − η0 + (1−ω2)/3 ωξ2 − η0 + (1− ω)/3
ωξ2 − η0 + (1− ω)/3 2− e1 ω2ξ2 − η0 + (1− ω2)/3
ω2ξ2 − η0 + (1− ω2)/3 ωξ2 − η0 + (1−ω)/3 2− e1

+O(w−2),
where ω is the third root of unity. The sub-leading matrix appearing above can also be diagonalised
as 
ω
2 1 ω
ω 1 ω2
1 1 1

 ·

2 0 00 3− 3η0 0
0 0 1− 3e1 + 3η0

 ·

ω
2 1 ω
ω 1 ω2
1 1 1


−1
,
and these diagonal elements give us the last column of the Riemann-Papperitz symbol. 
Definition 3.1. We will define generic conditions to be ν2 − ν1 6= Z whether or not ν0 is zero. However
from the random matrix application this is precisely the case of interest, and we observe that this
constraint can be lifted in principle with the proper treatment of logarithmic contributions.
For M = 2, the kernel functions are given by
f (x) = G1,00,3(x| − ν0,−ν1,−ν2), g(x) = G2,00,3(x|ν2, ν1, ν0),
however we will employ hyper-Bessel functions representations, involving the generalised hyperge-
ometric function 0F2. Using standard relations relating the Meijer G-function to the hyper-Bessel
function, and differential-difference identities of the latter, and recalling the definitions (1.4), we have
φ0(x) = − x
−ν0
Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 1) 0F2 (; ν1− ν0 + 1, ν2− ν0 + 1;−x) ,
φ1(x) = − ν0x
−ν0
Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 1) 0F2 (; ν1 − ν0 + 1, ν2− ν0 + 1;−x)
− x
1−ν0
Γ (ν1 − ν0 + 2) Γ (ν2 − ν0 + 2) 0F2 (; ν1 − ν0 + 2, ν2− ν0 + 2;−x) ,
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φ2(x) = −
ν20x
−ν0
Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 1) 0F2 (; ν1 − ν0 + 1, ν2− ν0 + 1;−x)
+
(1− 2ν0) x1−ν0
Γ (ν1 − ν0 + 2) Γ (ν2 − ν0 + 2) 0F2 (; ν1 − ν0 + 2, ν2− ν0 + 2;−x)
− x
2−ν0
Γ (ν1 − ν0 + 3) Γ (ν2 − ν0 + 3) 0F2 (; ν1 − ν0 + 3, ν2− ν0 + 3;−x) ,
ψ0(x) =
Γ (ν2 − ν1) xν1
Γ (ν1 − ν0 − 1) 0F2 (; ν1 − ν0 − 1, ν1 − ν2 + 1; x)
+
Γ (ν1 − ν2) xν2
Γ (ν2 − ν0 − 1) 0F2 (; ν2 − ν0 − 1, ν2 − ν1 + 1; x)
+ (ν0 − ν1 − ν2 + 1)
[
Γ (ν2 − ν1) xν1
Γ (ν1 − ν0) 0F2 (; ν1 − ν0, ν1 − ν2 + 1; x)
+
Γ (ν1 − ν2) xν2
Γ (ν2 − ν0) 0F2 (; ν2 − ν0, ν2 − ν1 + 1; x)
]
+ ν1ν2
[
Γ (ν2 − ν1) xν1
Γ (ν1 − ν0 + 1) 0F2 (; ν1 − ν0 + 1, ν1− ν2 + 1; x)
+
Γ (ν1 − ν2) xν2
Γ (ν2 − ν0 + 1) 0F2 (; ν2 − ν0 + 1, ν2− ν1 + 1; x)
]
,
ψ1(x) =
Γ (ν2 − ν1) xν1
Γ (ν1 − ν0) 0F2 (; ν1 − ν0, ν1 − ν2 + 1; x)
+
Γ (ν1 − ν2) xν2
Γ (ν2 − ν0) 0F2 (; ν2 − ν0, ν2 − ν1 + 1; x)
− (ν1 + ν2)
[
Γ (ν2 − ν1) xν1
Γ (ν1 − ν0 + 1) 0F2 (; ν1 − ν0 + 1, ν1− ν2 + 1; x)
+
Γ (ν1 − ν2) xν2
Γ (ν2 − ν0 + 1) 0F2 (; ν2 − ν0 + 1, ν2− ν1 + 1; x)
]
,
ψ2(x) =
Γ (ν2 − ν1) xν1
Γ (ν1 − ν0 + 1) 0F2 (; ν1 − ν0 + 1, ν1 − ν2 + 1; x)
+
Γ (ν1 − ν2) xν2
Γ (ν2 − ν0 + 1) 0F2 (; ν2 − ν0 + 1, ν2− ν1 + 1; x) .
Here the linear orthogonality relation
ψ0(x)φ0(x) + ψ1(x)φ1(x) + ψ2(x)φ2(x) = 0,
is not so obvious, and implies an bilinear identity involving hyper-Bessel functions with reflected
arguments.
The initial value conditions for the Hamiltonian variables can be imposed through an expansion in
the neighbourhood of s = 0 with restricted argument. Thus we have
x0(s) ∼ − is
−ν0
Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 1) ,(3.18)
x1(s) ∼ − iν0s
−ν0
Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 1) −
i (1− ν0) s1−ν0
Γ (ν1 − ν0 + 2) Γ (ν2 − ν0 + 2) ,(3.19)
x2(s) ∼ −
iν20s
−ν0
Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 1) +
i (1− ν0)2 s1−ν0
Γ (ν1 − ν0 + 2) Γ (ν2 − ν0 + 2) ,(3.20)
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(3.21) y0(s) ∼ iν0ν2Γ (ν2 − ν1) s
ν1
Γ (ν1 − ν0 + 1) −
i (ν0ν2 − ν0 + ν1 − ν2 + 1) Γ (ν2 − ν1 − 1) sν1+1
Γ (ν1 − ν0 + 2)
+
iν0ν1Γ (ν1 − ν2) sν2
Γ (ν2 − ν0 + 1) −
i (ν0ν1 − ν0 + ν2 − ν1 + 1) Γ (ν1 − ν2 − 1) sν2+1
Γ (ν2 − ν0 + 2) ,
(3.22) y1(s) ∼ − i (ν0 + ν2) Γ (ν2 − ν1) s
ν1
Γ (ν1 − ν0 + 1) −
i (ν0 + ν1) Γ (ν1 − ν2) sν2
Γ (ν2 − ν0 + 1) ,
(3.23) y2(s) ∼ iΓ (ν2 − ν1) s
ν1
Γ (ν1 − ν0 + 1) +
iΓ (ν1 − ν2) sν2
Γ (ν2 − ν0 + 1) ,
(3.24) η0(s) ∼ − Γ (ν2 − ν1) s
ν1−ν0+1
Γ (ν1 − ν0 + 2) Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 1)
− Γ (ν1 − ν2) s
ν2−ν0+1
Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 2) Γ (ν2 − ν0 + 1) ,
η1(s) ∼ − ν0Γ (ν2 − ν1) s
ν1−ν0+1
Γ (ν1 − ν0 + 2) Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 1)
+
(−ν20 − ν0ν1 + 2ν0ν2 + ν1 − ν2 + 1) Γ (ν2 − ν1 − 1) sν1−ν0+2
Γ (ν1 − ν0 + 3) Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 2)
− ν0Γ (ν1 − ν2) s
ν2−ν0+1
Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 2) Γ (ν2 − ν0 + 1)
+
(−ν20 − ν0ν2 + 2ν0ν1 + ν2 − ν1 + 1) Γ (ν1 − ν2 − 1) sν2−ν0+2
Γ (ν1 − ν0 + 2) Γ (ν2 − ν0 + 3) Γ (ν2 − ν0 + 1) ,
η2(s) ∼ −
ν20Γ (ν2 − ν1) sν1−ν0+1
Γ (ν1 − ν0 + 2) Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 1)
−
(
ν30 − 2ν0−
(
2ν20 − 2ν0 + 1
)
ν2 + (1− ν0)2 ν1 + 1
)
Γ (ν2 − ν1 − 1) sν1−ν0+2
Γ (ν1 − ν0 + 3) Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 2)
− ν
2
0Γ (ν1 − ν2) sν2−ν0+1
Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 2) Γ (ν2 − ν0 + 1)
−
(
ν30 − 2ν0 −
(
2ν20 − 2ν0 + 1
)
ν1 + (1− ν0)2 ν2 + 1
)
Γ (ν1 − ν2 − 1) sν2−ν0+2
Γ (ν1 − ν0 + 2) Γ (ν2 − ν0 + 3) Γ (ν2 − ν0 + 1) ,
(3.25) ξ0(s) ∼ −e3 − ν0ν2Γ (ν2 − ν1) s
ν1−ν0+1
Γ (ν1 − ν0 + 2) Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 1)
−
(
ν2ν
2
0 − ν20 − 2ν22ν0 + ν1ν2ν0 + ν1ν0 + 2ν0 + ν22 − ν1ν2 − ν1 − 1
)
Γ (ν2 − ν1 − 1) sν1−ν0+2
Γ (ν1 − ν0 + 3) Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 2)
− ν0ν1Γ (ν1 − ν2) s
ν2−ν0+1
Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 2) Γ (ν2 − ν0 + 1)
−
(
ν1ν
2
0 − ν20 − 2ν21ν0 + ν1ν2ν0 + ν2ν0 + 2ν0 + ν21 − ν1ν2 − ν2 − 1
)
Γ (ν1 − ν2 − 1) sν2−ν0+2
Γ (ν1 − ν0 + 2) Γ (ν2 − ν0 + 3) Γ (ν2 − ν0 + 1) ,
(3.26) ξ1(s) ∼ e2 + (ν0 + ν2) Γ (ν2 − ν1) s
ν1−ν0+1
Γ (ν1 − ν0 + 2) Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 1)
+
(ν0 + ν1) Γ (ν1 − ν2) sν2−ν0+1
Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 2) Γ (ν2 − ν0 + 1) ,
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(3.27) ξ2(s) ∼ −e1 − Γ (ν2 − ν1) s
ν1−ν0+1
Γ (ν1 − ν0 + 2) Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 1)
− Γ (ν1 − ν2) s
ν2−ν0+1
Γ (ν1 − ν0 + 1) Γ (ν2 − ν0 + 2) Γ (ν2 − ν0 + 1) .
Some warning ought to be attached to the above results. Only those terms where the s-exponent has
the least (in sign) real part should be admitted as the true lowest order term, depending on the relative
sizes of the parameters. Whilst the remaining terms still do contribute there will be additional, higher
order terms arising from the leading one, and which will appear at the same order. However such
higher order terms haven’t been worked out in the above expressions.
3.2. First Integrals. Again the system (3.1)-(3.12) can be reduced in order. This requires some prelim-
inary results.
Lemma 3.1. Eliminating the variables x1, x2, y0, y1 successively in favour of x0, y2 we have the relations
x1 = −η0x0 − sx′0,(3.28)
x2 = −η1x0 − sx20y2 + (1+ η0)sx′0 + s2x′′0 ,(3.29)
y1 = ξ2y2 + sy
′
2,(3.30)
y0 = ξ1y2 − sx0y22 + (1+ ξ2)sy′2 + s2y′′2 .(3.31)
Consequently we have
ξ ′1 = −sx0y′2 + (η0 − e1)η′0,(3.32)
η′1 = sx
′
0y2 − η0η′0,(3.33)
ξ ′0 = −s2x0y′′2 − (1− e1 + η0)sx0y′2 + η′0ξ1 + s(η′0)2,(3.34)
η′2 = −s2x′′0 y2 − (1+ η0)sx′0y2 − η′0η1 + s(η′0)2.(3.35)
In addition we note
(3.36) s3x′′′0 + (e1 + 3)s2x′′0 + (e1 + e2 + 1− η0 − 5sx0y2)sx′0 − s2x20y′2
− (e1 + 1)sx20y2 − (ξ0 − η2 − η0ξ1 − ξ2η1 − s)x0 = 0,
(3.37) s3y′′′2 + (−e1 + 3)s2y′′2 + (−e1 + e2 + 1− η0 − 5sx0y2)sy′2 − s2y22x′0
− (−e1 + 1)sx0y22 + (ξ0 − η2 − η0ξ1 − ξ2η1 − s)y2 = 0.
Now we have made sufficient preparation for the task of deducing the integrals of the motion.
Proposition 3.2. Let us assume generic conditions hold. For integral of motions we have the Hamiltonian
giving the energy conservation
(3.38) η0x0y0 + η1x0y1 + (−ξ0 + η2 + s)x0y2 + x1y0 + x2y1 − ξ1x1y2 − ξ2x2y2 + η0 = 0;
the relations
(3.39) ξ2 = η0 − e1, TrC = −e1,
(3.40) sx0y2 = η0ξ2 + η1 − ξ1 + e2 − η0,
and the orthogonality relation
(3.41) TrA(2) = x0y0 + x1y1 + x2y2 = 0.
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In addition the latter relation can be integrated once again to give
(3.42) − 3e3 + e2 (e1 + η0 − 1)− η0 (e1 − η0 + 1) (e1 + η0 − 2) + (2e1 − 1) η1 + (1− e1) ξ1
− sx0y1 + sx0y2 (−2η0 + ξ2 + 2) + sx1y2 − 3 (η2 + ξ0) = 0,
and furthermore can be split into the two independent integrals
(3.43) 3e3 + e2 (−2e1 + η0 − 4) + η0 (e1 − η0 + 1) (2e1 − η0 + 2) + (−e1 − 1) η1 + (2e1 − 3η0 + 4) ξ1
+ 2sx0y1 + sx0y2 (2e1 − η0 + 2) + sx1y2 + 3ξ0 = 0,
(3.44) e2 (e1 + η0 − 1)− η0 (e1 − η0 + 1) (e1 + η0 − 2) + (−e1 + 3η0 − 4) η1 + (1− e1) ξ1
− sx0y1 − sx0y2 (e1 + η0 − 2)− 2sx1y2 + 3η2 = 0.
The sum of these later three is zero modulo (3.40) and (3.39). The last integral of the motion is
(3.45) e3 + ξ0 − η2 − η0ξ1 − ξ2η1 − x2y0 + η0x2y1 − ξ2x1y0 + η0ξ2x1y1
− ξ1x0y0 + (ξ0 − η2 − ξ2η1)x0y1 + ξ1η1x0y2 + (ξ0 − η2 − η0ξ1)x1y2 + η1x2y2 = 0.
Note that we have revealed the appearance of all of the three elementary symmetric functions of independent
parameters ν0, ν1, ν2.
Proof. Comparing (3.9) and (3.10) and noting the initial values for ξ2 and η0 as given by (3.24) and
(3.27) along with the assumption min(Re(ν1 − ν0), Re(ν2 − ν0)) > −1 we have (3.39). Considering
(3.40) next we compute s times the derivative of x0y2 using (3.1) and (3.4) and find
(sx0y2)
′ = s(x0y2)′ + x0y2
= −η0x0y2 − ξ2x0y2 − x1y2 + x0y1 + x0y2
= η0ξ
′
2 + η
′
0ξ2 + η
′
1 − ξ ′1 − η′0
= (η0ξ2 + η1 − ξ1 − η0)′.
Assuming again min(Re(ν1 − ν0), Re(ν2 − ν0)) > −1 we can fix the integration constant and deduce
(3.40).
Computing s times the derivative of x0y0 + x1y1 + x2y2 using (3.1)-(3.6) we find this vanishes and
if s 6= 0 then this quantity is a constant. Assuming ν0 6= 0, min(Re(ν1 − ν0), Re(ν2 − ν0)) > 0, or if
ν0 = 0 then this lower bound can be dropped to −1, then the inner product vanishes as s → 0 and
thus the constant is in fact zero. Alternatively one can deduce TrA(2) = 0 from (3.14).
Next we derive (3.42). We first rewrite (3.41) in the following way
0 = x0y0 + x2y2 +
(x1y2)(x0y1)
x0y2
,
= −ξ ′0 − η′2 −
η′1ξ
′
1
η′0
.(3.46)
Now we seek alternative forms for η′1ξ
′
1 and to this end we re-examine (3.41) from a different point of
view. Using the formulae for x1, x2, y0, y1 given in (3.28),(3.29),(3.31),(3.30) we rewrite the orthogonality
relation as
(3.47) 0 = x0y2 (e2 − η0 − 3sx0y2) + (e1 + 1) sy2x′0 + (1− e1) sx0y′2 − s2x′0y′2 + s2y2x′′0 + s2x0y′′2 ,
and using η
(3)
0 + 2x
′
0y
′
2 + y2x
′′
0 + x0y
′′
2 = 0 we can eliminate the last two terms of the above in favour
of x′0y
′
2 which gives
(3.48) 0 = x0y2 (e2 − η0 − 3sx0y2)− s2η(3)0 + (e1 + 1) sy2x′0 + (1− e1) sx0y′2 − 3s2x′0y′2.
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Now using the identity
(3.49) s2x′0y′2 =
(sy2x
′
0)(sx0y
′
2)
x0y2
,
in (3.48) and solutions of (3.32) and (3.33) for sx0y
′
2 and sy2x
′
0 respectively we arrive at an alternative
form for the orthogonality relation
0 = −η′0
(
−e21η′0 + e2η′0 + e1(3η0 + 1)η′0 + s2η(3)0 + 3sη′20 − 3η20η′0 − 3η0η′0
)
+ (e1 − 3η0 − 1) η′0ξ ′1 + (−2e1 + 3η0 + 1) η′0η′1 − 3η′1ξ ′1.
We solve this for η′1ξ
′
1 and substitute this into (3.46) yielding
0 = e1
(
η′0 + 2η′1 − ξ ′1
)− e21η′0 + e2η′0 + s2η(3)0 + 3sη0η′′0 + 3sη′20 + 3η20η′0 − 3η0η′0 − η′1 + ξ ′1 − 3η′2 − 3ξ ′0.
This is a perfect derivative and when integrated after noting the s→ 0 limits of (3.25) and (3.26) (with
the proviso min(Re(ν1 − ν0), Re(ν2 − ν0)) > −1), we obtain
(3.50) 0 = −3e3 − (1− e1)e2 + (−e21 + e1 + e2 + 2)η0 − 3η20 + η30 + (3η0 − 2)sη′0 + s2η′′0
+ (2e1 − 1)η1 + (1− e1)ξ1 − 3η2 − 3ξ0.
Now (3.42) immediately follows by substituting for η′0 and η
′′
0 using (3.10), (3.1) and (3.4) to clear all
the derivatives. However, as alluded to in the proposition, we can go further and split this relation.
We intend to integrate (3.34) in order to prove (3.43). The first thing we do is use the identity for
s2x0y
′′
2
s2x0y
′′
2 = s
(
sx0y
′
2
)′ − sx0y′2 − s2x′0y′2,
to replace s2x0y
′′
2 in (3.34). Next we replace the term s
2x′0y′2 using (3.48). This leaves us with terms
linear in sx′0y2 and sx0y′2 and we replace these last two factors by solving (3.33) and (3.32) respectively.
The end result is
0 = 2e21η
′
0 + e1η
′
0 + e2η
′
0 − 6e1η0η′0 + 3η20η′0 − 3η0η′0 + s2η(3)0
− e1η′1 − η′1 + 2e1ξ ′1 − 3ξ1η′0 − 3η0ξ ′1 + ξ ′1 + 3s(sx0y′2)′ + 3ξ ′0.
This is a perfect derivative whose integral is determined as
(3.51) 0 = −2 (e1 + 2) e2 + 3e3 +
(
2e21 + 4e1 + e2 + 2
)
η0 − 3 (e1 + 1) η20 + η30 − 2sη′0 + s2η′′0
+ (−e1 − 1) η1 + (2e1 − 3η0 + 4) ξ1 + 3s2x0y′2 + 3ξ0.
Here the initial conditions (3.25) and (3.26) have been employed under the assumption min(Re(ν1 −
ν0), Re(ν2 − ν0)) > −1 and ν0 6= 0. Clearing the derivatives of η0 and subsequent derivatives from
this expression gives (3.43). The method for proving (3.44) is similar and will entail integrating (3.35).
Here we use the identity for s2x′′0 y2
s2x′′0 y2 = s
(
sx′0y2
)′ − sx′0y2 − s2x′0y′2,
to replace s2x′′0 y2 in (3.35). Again we replace the term s2x′0y′2 using (3.48). This also leaves us with terms
linear in sx′0y2 and sx0y
′
2 and we replace these last two factors by solving (3.33) and (3.32) respectively.
Our result this time is
0 = −e21η′0 + e1η′0 + e2η′0 + 3η20η′0 − 3η0η′0 + s2η(3)0
+ 3η0η
′
1 + 3η1η
′
0 − e1η′1 − η′1 − e1ξ ′1 + ξ ′1 + 3s(sx′0y2)′ + 3η′2.
19
This is a perfect derivative whose integral is determined as
(3.52) 0 = − (1− e1) e2 +
(
e1 + e2 + 2− e21
)
η0 − 3η20 + η30 − 2sη′0 + s2η′′0
+ η1 (−e1 + 3η0 − 4) + (1− e1) ξ1 + 3s2x′0y2 + 3η2.
Here the initial condition (3.26) has been employed under the previous assumptions. Clearing the
derivatives of η0 and subsequent derivatives from this expression gives (3.44). The last integral of the
motion, (3.45), is det(C − A(2)) + e3. One can verify directly it is a constant using the equations of
motion (3.1)-(3.12). 
Proposition 3.3. Alternatives to the identity (3.40) are the relations
e3 − sx1y2 + 2η2 + ξ0 − η1 + η1ξ2 = (η0 − 2) [−e2 + sx0y2 + η0 − η1 + ξ1 − η0ξ2] = 0,(3.53)
e2 − 2e3 − sx0y1 − η2 − 2ξ0 − ξ1 + η0ξ1 = (2+ e1 − η0) [−e2 + sx0y2 + η0 − η1 + ξ1 − η0ξ2] = 0.
(3.54)
Proof. The proof employed for sx0y2 can be easily adapted to sx0y1 and sx1y2. We observe
(sx0y1)
′ = s(x0y1)′ + x0y1
= −η0x0y1 − x1y1 − ξ1x0y2 + x0y0 + x0y1
= η0ξ
′
1 − ξ ′0 − η′2 + ξ1η′0 − ξ ′1 − ξ ′0
= (η0ξ1 − ξ1 − 2ξ0 − η2)′,
and
(sx1y2)
′ = s(x1y2)′ + x1y2
= −η1x0y2 − x2y2 − ξ2x1y2 + x1y1 + x1y2
= η1ξ
′
2 + η
′
2 + ξ2η
′
1 + ξ
′
0 + η
′
2 − η′1
= (η1ξ2 + 2η2 + ξ0 − η1)′.
These two relations are not independent of (3.40) as can be seen by the following argument. For sx0y2
we have
(e1 + 1) η0 − e2 − sη′0 − η20 − η1 + ξ1 = 0,
whilst for sx1y2
−η0
(
2e1 + sη
′
0 + 2
)
+ (e1 + 3) η
2
0 − e2 (η0 − 2) + 2sη′0 − η30 + (η0 − 2) ξ1 + (2− η0) η1 = 0,
and for sx0y1
η0
(
e21 + 3e1 + sη
′
0 + 2
)
− (e1 + 2) sη′0 − (2e1 + 3) η20 + e2 (−e1 + η0 − 2) + η30
+ ξ1 (e1 − η0 + 2) + η1 (−e1 + η0 − 2) = 0.
The factorisation of these two relations gives (3.53) and (3.54). 
Proposition 3.4. Define the radical F by
(3.55) F2 := 4e21η
′2
0 − 12e2η′20 + 12η0η′20 − 36sη′30 + 9s2η′′20 − 12sη′0(η′′0 + sη(3)0 ).
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The resolvent function η0(s) satisfies a scalar ordinary differential equation with degrees 2, 3, 4, 8 in η
(4)
0 , η
(3)
0 , η
(2)
0 , η
(1)
0
(3.56) 27s6
(
η
(4)
0
)2
η′20
+ 27s4
[
−Fη′′0 + 3s2η′′30 + 6sη′30 η′′0 + 2η′20
(
η′′0 + 3sη
(3)
0
)
−5sη′0η′′0
(
η′′0 + sη
(3)
0
)
+ 4η′40
]
η
(4)
0
+ 81s6
(
η
(3)
0
)3
η′0
+
[
−27e21s4η′20 + 81e2s4η′20 + 18Fs4 − 54s6η′′20 − 162s5η′0η′′0
+567s5η′30 − 81s4η0η′20 + 243s4η′20
] (
η
(3)
0
)2
− 3s2
[
F
(
15sη′′0 − 2η′0
(
e21 − 3
(
e2 + 3sη
′
0 − 7η0
)))
+9s2η′0η′′20
(
−2e21 + 6e2 + 54sη′0 − 6η0 + 11
)
+ 4η′0
(
9s
(
e21 − 3e2 + 3η0 − 3
)
η′30
−
(
27 (e3 + s) + 2e
3
1 − 9e2e1
)
η′0 − 108s2η′40 + 27η0
)
−18sη′20 η′′0
(
−e21 + 3e2 + 25sη′0 − 3η0 + 3
)
− 45s3η′′30
]
η
(3)
0
+ 27s4
(
−e21 + 3e2 + 27sη′0 − 3η0 + 1
)
η′′40
− 54s3η′0
(
−e21 + 3e2 + 24sη′0 − 3η0 + 1
)
η′′30
− 9s2
[
F
(
−e21 + 3e2 + 18sη′0 + 6η0 + 1
)
− 3s
(
4e21 − 12e2 + 12η0 + 17
)
η′30
+3
(
e21 − 3e2 + 3η0 − 1
)
η′20 +
(
27 (e3 + s) + 2e
3
1 − 9e2e1
)
η′0 + 108s2η′40 − 27η0
]
η′′20
+ 6sη′0
[
F
(
e21 − 3
(
e2 + 6sη
′
0 − 7η0
))− 18s (e21 − 3e2 + 3η0 − 1) η′30
+2
(
27 (e3 + s) + 2e
3
1 − 9e2e1
)
η′0 + 270s2η′40 − 54η0
]
η′′0
− 4η′20
[
F
(
e21 − 3e2 − 9sη′0 + 3η0
) (
e21 − 3
(
e2 + 3sη
′
0 − 4η0
))
+ 27s2
(
e21 − 3e2 + 3η0 − 1
)
η′40 − 9s
(
27 (e3 + s) + 2e
3
1 − 9e2e1
)
η′20
+
(
3
(
27 (e3 + 4s) + 2e
3
1 − 9e2e1
)
η0 +
(
e21 − 3e2
) (
27 (e3 + s) + 2e
3
1 − 9e2e1
))
η′0
−27η0
(
e21 − 3e2 + 3η0
)
− 243s3η′50
]
= 0.
Here F is defined as the positive root of (3.55).
Proof. For the sake of notational simplicity we define the abbreviations
U := sx0y
′
2, V := sx
′
0y2, W := s
2x0y
′′
2 , Z := s
2x′′0 y2.
Our derivation entails two steps. The first step is to express the auxiliary variables ξ1, η1, ξ0, η2 in terms
of U,V,W,Z and for this we need four relations to solve. We take these four to be the relations (3.40),
(3.43), (3.44) and (3.45). In each of these we replace the bi-linear products xjyk using, for example
x0y1 = −(η0 − e1)η′0 +U,(3.57)
x1y2 = η0η
′
0 −V,(3.58)
x0y0 = −sη′02 − η′0ξ1 + (1+ η0 − e1)U +W,(3.59)
x2y2 = η
′
0η1 − sη′02 + (1+ η0)V + Z,(3.60)
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which follow by writing x1, x2, y1, y0 using (3.28),(3.29), (3.30) and (3.31) and then rewriting the deriva-
tives of x0, y2 using the abbreviations. In this way we have four independent inhomogeneous relations
which are linear in ξ1, η1, ξ0, η2, and have a unique solution assuming η
′
0(1+ e1η
′
0 +U −V) 6= 0.
In the second step our strategy is to seek an elimination scheme for U,V,W,Z and for this we
require four equations involving these variables. Firstly we differentiate (3.10) and this gives us
(3.61) U +V + sη′′0 = 0.
Next we employ (3.49) and (3.10) in (3.48) and deduce
(3.62)
3UV
η′0
+ (1− e1)U + (e1 + 1)V − η′0
(
e2 − η0 + 3sη′0
)− s2η(3)0 = 0.
These two relations allow us to solve for U,V leading to a quadratic equation and the appearance of
the radical F. If we differentiate (3.10) once more and utilise (3.49) again we find
(3.63) W + Z− 2UV
η′0
+ s2η
(3)
0 = 0.
We construct our last relation by adding x0 times (3.37) to y2 times (3.36) and utilise the third derivative
of (3.10) to eliminate x′′′0 y2 + x0y′′′2 from this result. We then use the identity
x′′0 y′2 =
(s2x′′0 y2)(sx0y′2)
s3x0y2
,
and a similar one for x′0y′′2 to conclude
(3.64)
3(UZ+VW)
η′0
+ 3(W + Z)− e1(W − Z) +
(
1+ e2 − η0 + 6sη′0
)
(U+V)− e1(U −V)
− 2sη′20 − s3η(4)0 = 0.
These four relations allow us to eliminate all reference to x0, y2 and their derivatives in favour of η0 and
its first four derivatives via the quantities U,V,W,Z. Substituting the solution for ξ1, η1, ξ0, η2 found
in the first step, and then the solution for U,V,W,Z in the second step, into the energy conservation
relation (3.38) now expressed as
(3.65) UZ−VW + e1UV − η′0(s)
[
η0 + s(U−V)η′0(s)
]
+ η′0
2 [−e1η1 + η0(η1 + ξ1) + η2 − ξ0 + s] = 0,
we find that the final result is (3.56). 
Lemma 3.2. The quantity F2 is a perfect square and the radical F is
(3.66) F = −3x0y1 − 3x1y2 − e1x0y2.
The sign is chosen here so that F > 0 for the appropriate solution to the boundary conditions (3.18)-(3.23).
Proof. We will prove this by way of verification. Let us use the abbreviations U,V as in the previous
proof. Now
F = −3x0y1 − 3x1y2 − e1x0y2 = −3x0(ξ2y2 + sy′2)− 3(−η0x0 − sx′0)y2 − e1x0y2.
This can be further rewritten
(3.67) F = 3x0y2(−ξ2 + η0)− e1x0y2 − 3sx0y′2 + 3sx′0y2 = −2e1η′0 + 3(V −U).
Employing the identity (V −U)2 = (V +U)2 − 4UV and the above relation for the difference, (3.61)
for the sum and (3.62) for the product we readily compute that F satisfies the definition (3.55). 
In the Okamoto theory of the Painlevé equations expressing the Hamiltonian co-ordinates and
momenta in terms of the Hamiltonian and its derivatives is an important task. For PIII’, or the M = 1
systems, this was given in Remark 2.2, and the analogous result for the M = 2 system is given in the
Appendix.
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3.3. Behaviour of η0 at s → 0 and s → ∞. Having derived the scalar ordinary differential equation
(3.56), equivalent to the coupled first order system (3.1) to (3.12), we can employ this form to good
advantage in the analysis of the solutions in the neighbourhood of the singular points s = 0 and
s = ∞. We consider the singular point at s = 0 first, which in our theoretical construction occupies the
special place by defining the precise solutions we seek as one can observe from (3.24). However we
will undertake the task of this analysis in the generic situation and therefore encounter other classes
which are not directly relevant to the original problem at hand.
Proposition 3.5. About the singular point s = 0 (3.56) possesses various solution types of the form
(3.68) η0 = C1s
λ1 + C2s
λ1+δ1 +O(sλ1+δ1+ǫ),
where Re λ1 > 0, Re δ1 > 0 and Re ǫ > 0. The first class have exponents fixed by the parameters in the leading
order with
(3.69) λ1 =


ν0 − ν1 + 1
−ν0 + ν1 + 1
ν0 − ν2 + 1
−ν0 + ν2 + 1
ν1 − ν2 + 1
−ν1 + ν2 + 1
,
where C1 6= 0 is arbitrary and include the case at hand of (3.24). In addition there is the case λ1 = 0 and two
further cases with exponents determined by the parameters
(3.70) λ1 = 1±
2
√
ν20 + ν
2
1 + ν
2
2 − (ν1 + ν2) ν0 − ν1ν2√
3
,
and
(3.71) λ1 =
1
6
(
3±
√
3
√
4ν20 + 4ν
2
1 + 4ν
2
2 − 4 (ν1 + ν2) ν0 − 4ν1ν2 − 1
)
,
where again C1 6= 0 is arbitrary. The last class have rational, i.e. fractional exponents, at the leading order
(3.72) η0 ∼ 3
√
±
√
x2 + y− x s1/3,
where C1 is fixed by the parameters. Here
(3.73) x = (ν0 + ν1 − 2ν2) (2ν0− ν1 − ν2) (ν0 − 2ν1 + ν2) ,
and
(3.74) y =
1
27
(
9 (ν0 − ν1)2 − 4
) (
9 (ν0 − ν2)2 − 4
) (
9 (ν1 − ν2)2 − 4
)
.
Proof. First let us render the non-linear ODE (3.56) in a form which is a polynomial in all derivatives of
η0. This entails solving (3.56) for the radical F, squaring the result and equating this to the right-hand
side of (3.55). We do not display this because of its size and refer to it as P⋆. We employ the algebraic
expansion (3.68) and examine a region of the convex hull of the points in Fig. 2 on the lower left-hand
boundary.
If one takes the lower corner point 6λ1 + 2 alone then there are 126 terms contributing, which sum
to
(λ1+ ν0− ν1− 1)(λ1− ν0+ ν1− 1)(λ1+ ν0− ν2− 1)(λ1+ ν1− ν2− 1)(λ1− ν0+ ν2− 1)(λ1− ν1+ ν2− 1)
× 27C61λ61
(
3λ21 − 6λ1 − 4ν20 − 4ν21 − 4ν22 + 4ν0ν1 + 4ν0ν2 + 4ν1ν2 + 3
)2
s6λ1+2.
23
Figure 2. Newton polygon of the exponents (m, n) for the leading term sm+nλ1 of an
algebraic expansion given by (3.68).
These require C1 6= 0 but otherwise arbitrary and are given in (3.69) and (3.70). Another solution
derives from the single point condition at 12λ1 and the 14 terms give
11664C121 λ
12
1
(
3λ21 − 3λ1 − ν20 − ν21 − ν22 + ν0ν1 + ν0ν2 + ν1ν2 + 1
)2
s12λ1 .
These solutions are given in (3.71). In addition if the condition at 9λ1 + 1 applies then we have 37
terms contributing to yield
216C91λ
9
1 (ν0 + ν1 − 2ν2) (2ν0 − ν1 − ν2) (ν0 − 2ν1 + ν2)
×
(
3λ21 − 6λ1 − 4ν20 − 4ν21 − 4ν22 + 4ν0ν1 + 4ν0ν2 + 4ν1ν2 + 3
)
×
(
3λ21 − 3λ1 − ν20 − ν21 − ν22 + ν0ν1 + ν0ν2 + ν1ν2 + 1
)
s9λ1+1,
and the solutions (3.70) and (3.71) appear again.
However in addition to these there is another class of non-analytic solutions. If we demand the
equality of the three points 12λ1 = 9λ1 + 1 = 6λ1 + 2 then we deduce λ1 =
1
3 . There are 177 terms
contributing at these three points and their sum is
16
177147
(
3ν20 − 3ν1ν0 − 3ν2ν0 + 3ν21 + 3ν22 − 3ν1ν2 − 1
)2
s4C61
×
[
27C61 + 54C
3
1 (2ν0 − ν1 − ν2) (ν0 − 2ν1 + ν2) (ν0 + ν1 − 2ν2)
−
(
9 (ν0 − ν1)2 − 4
) (
9 (ν0 − ν2)2 − 4
) (
9 (ν1 − ν2)2 − 4
)]
,
and the non-trivial solution for C1 is given by the equation 27C
6
1 + 54C
3
1x− 27y. These are the fractional
exponent solutions in (3.72). 
Next we consider s = ∞ and examine the generic asymptotic solution developed about this point.
Proposition 3.6. As s→ ∞ and arg(s) < 34π the solution of (3.56) for a general resolvent function η0 permits
the asymptotic expansion
(3.75) η0(s) = − 3
24/3
s2/3 +O(s1/3, 1/ log(s)).
Proof. Let us determine the necessary conditions for a large-s algebraic solution of the form (3.68) to
equation P⋆. Employing just the first term in P⋆ we find that s8 times this expression possesses 1923
terms with an s-dependence of the form sm+nλ1 with m ∈ Z≥0 and n ∈ N. A consolidated plot of
these (m, n) values is given in Fig. 2.
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From this plot it is clear the line defined by the points 14λ1, 2+ 11λ1, 4+ 8λ1 defines an upper
right-hand segment of the convex hull of all these points. Of necessity it must have negative slope.
The single mutual solution for λ1 by equating each of these with the others is λ1 = 2/3. There are 14
terms associated with these three points and their sum gives, after making the substitution for the λ1
solution,
256
81
s28/3C81
(
16C31 + 27
)2
.
The only acceptable, real and non-zero solution for the coefficient is C1 = −3× 2−4/3. Proceeding on
we introduce an algebraic sub-leading term, as in (3.68), and specialise the values for the exponent
and coefficient of leading term found earlier. When we examine s4/3 times this resulting expression
we find 28042 terms of the form sm+nδ1 with m ∈ 13Z and n ∈ Z≥0. The consolidated plot of these
(m, n) values is given in Fig. 3.
Figure 3. Newton polygon of the exponents sm+nδ1 for the sub-leading term of as-
ymptotic expansion of (3.68).
Considering this figure we observe that there are two possibilities for lines defining an upper
boundary to the convex hull of these points, both with positive slope. The first of the two is defined
by the points 83 + 14δ1, 2+ 13δ1,
4
3 + 12δ1 and yields the solution δ1 = −2/3. However the total of
the 378 terms which contribute to this vanish identically with this solution for the exponent and
so the coefficient is undetermined. The second of the two lines is defined by the set of 8 points
4
3 + 12δ1,
2
3 + 10δ1,
1
3 + 9δ1, 8δ1,− 13 + 7δ1,− 23 + 6δ1,−1+ 5δ1,− 43 + 4δ1 and their mutual equality gives
the solution δ1 = −1/3. There are 3915 terms which have these exponents and their sum, under
evaluation of δ1, is non-zero.
If we admit an algebraic-logarithmic sub-leading term of the form
(3.76) η0 = C1s
λ1 + C2s
λ1+δ1 (log s)µ1 ,
and employ the solution for the leading term then we have 384003 terms of the form sm+nδ1tk+lµ1
where t := log s and µ1 6= 0.
25
Figure 4. Newton polygon of the exponents sm+nδ1 for the sub-leading term of as-
ymptotic expansion of (3.76).
The set of admissible (m, n) components of the s-exponent is given in Fig. 4 and the upper part
of the convex hull of these points is defined by the seven points 14δ1 +
8
3 , 13δ1 + 2, 12δ1 +
4
3 , 11δ1 +
2
3 , 10δ1, 9δ1 − 23 , 8δ1 − 43 and their mutual solution yields δ1 = −2/3.
Figure 5. Newton polygon of the exponents tk+lµ1 for the sub-leading term of asymp-
totic expansion of (3.76).
Given the above solution for δ1 we consider next the admissible (k, l) components of the t-exponent
which are given in Fig. 5. There are two lines defining the upper part of the convex hull of these points,
however only the one defined by the seven points 14µ1 − 14, 13µ1 − 15, 12µ1 − 16, 11µ1 − 17, 10µ1 −
18, 9µ1− 19, 8µ1− 20 ensures a finite solution, namely µ1 = −1. In this case we have non-zero solutions
for C2. 
Corollary 3.1. For large s the M = 2 gap probability E2 := Eν1,ν2 has the asymptotic form
(3.77) Eν1,ν2(0; (0, s)) = e
− 9
27/3
s2/3+O(s1/3)
.
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Remark 3.1. It has been shown in [8], Eq. A.2, that the jpdf of Theorem 1.1 in the large separation limit
takes on the simpler functional form proportional to
(3.78)
N
∏
l=1
x−1/2+1/2Ml e
−Mx1/Ml ∏
1≤j<k≤N
(xk − xj)(x1/Mk − x1/Mj ).
After the change of variables xl 7→ MxMl this specifies the Laguerre Muttalib-Borodin model: see
Section 3.4 below. A key feature for present purposes is that exponentiating the product of differences
gives the logarithmic pair potential V2(x, y) = − log(|x − y||x1/2 − y1/2|), which is scale invariant
under multiplication of the coordinates. According to Eq. (14.117) of [6] this, together with the fact
from Eq. (5.15) of [7] that the hard edge spectral density is proportional to 1/xM/(M+1), tells us that
the leading s → ∞ form of the gap probability at the hard edge is given by e−CMx2/(M+1) for some CM.
Our analytic result for M = 2 (3.77) agrees with this predicted form.
3.4. θ = 2 Muttalib-Borodin Ensembles. The Laguerre Muttalib-Borodin model refers to the eigen-
value PDF proportional to
N
∏
l=1
xcl e
−xl ∏
1≤j<k≤N
(xj − xk)(xθj − xθk), xl ∈ R>0.
This is a determinantal point process, and so is fully specified by a correlation kernel, KL(x, y) say.
Define the hard edge scaling limit by
K(c,θ)(x, y) := lim
N→∞
N−1/θKL(N−1/θx,N−1/θy).
Borodin [5] has obtained the evaluation
K(c,θ)(x, y) = θxc
∫ 1
0
J c+1
θ ,
1
θ
(xu)Jc+1,θ((yu)
θ)uc du,
where the function Ja,b(x) defines the Wright Bessel function
Ja,b(x) :=
∞
∑
j=0
(−x)j
j!Γ(a+ jb)
.
In a shift of notation we write KM(x, y) defined by (1.3) as Kν1,...,νM(x, y) to emphasize the dependency
on the parameter set, and similarly write Eν1,...,νM(0; (0, s)) for the scaled gap probability. These are
well defined for all νi > −1. We know from Kuijlaars and Zhang [16] and from Forrester and Wang
[9] (see Eqs. (1.1), (1.5) and (5.8)) that for θ ∈ Z+
x1/θ−1K(c,θ)(θx1/θ, θy1/θ) = Kν1,...,νθ(x, y),
where
νj =
c+ j
θ
− 1, 1 ≤ j ≤ θ.
Thus we can deduce that the gap probabilities (1.7) for c = 0, 1 and θ = 2 satisfies the identities
(3.79) E−1/2,0(0; (0, s)) = E(0,2)(0; (0, 2
√
s)), E0,1/2(0; (0, s)) = E
(1,2)(0; (0, 2
√
s)),
where E(c,θ) denotes the gap probability for the hard edge scaled Laguerre Muttalib-Borodin model.
The significance of this is that the kernels K(c,2) are analytic, so we can apply Bornemann’s numer-
ical scheme [3], [4] to evaluate the gap probabilities in the large s regime and test numerically the as-
ymptotic behaviour given in Prop. 3.6. In this situation Bornemann’s method converges exponentially
fast and we can obtain accurate values for the gap probabilities in this regime. We have implemented
the Bornemann method employing 9 nodes in the Clenshaw-Curtis quadrature rule with a precision
of 20 decimal digits and truncating the Wright Bessel function series at 100 terms. A table of log E(c,2)
versus r = 2
√
s is given in the first columns of Table 1 for both cases. We then compute a fit of log E(c,2)
given on a range of r values to the assumed form a1r
4/3 + b1r
2/3 + c1. The values of a1 are tabulated
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for the range of r = 4, . . . , 14 and the extrapolated value in the second columns of Table 1 for both
c = 0, 1. This range was chosen, that is to say limited to these values, because at r = 15 the value of
E(0,2) is already 8.917166× 10−15 and larger values are unreliable due to underflow. The extrapolated
values should be compared to the predicted value (see (3.75)) of 9 · 2−11/3 ∼ 0.708705590566.
c = 0 c = 1
r log E(0,2)(0; (0, r)) a1 log E
(1,2)(0; (0, r)) a1
4 -5.96549338586 -0.70729888196 -3.2910182568186667 -0.7050253349947
5 -7.7702165574578 -0.707506362179 -4.6175115857278 -0.7059621770238
6 -9.666703768133 -0.707671636400 -6.06617567204249 -0.7065523127608
7 -11.6460744648319 -0.707802917979 -7.6216467824166 -0.706953478338
8 -13.701343595761 -0.707908414200 -9.2725398209570 -0.707241379027
9 -15.826846765594 -0.70799443184 -11.010033902389 -0.70745656369
10 -18.017880484821 -0.70806558203 -12.8270650595890 -0.7076225663
11 -20.27046470121 -0.7081252605 -14.7178300927 -0.7077538862
12 -22.58117923782 -0.7081762248 -16.6774638565 -0.7078597927
13 -24.9470471656 -0.7082218856 -18.70181973197 -0.7079460684
14 -27.3654492473 -0.70827084 -20.7873147490 -0.7080153465
∞ -0.7088 -0.7083172
Table 1. Computed values of log E(c,2)(0; (0, r)) and the coefficient a1 versus r for
c = 0, 1 and extrapolated values of a1.
We can also independently check the small s expansions generated by the non-linear analogue of
the σ-form (3.56) by arbitrary high-accuracy small s expansions using the Neumann expansions of the
right-hand sides of (3.79). For ν1 = −1/2, ν2 = 0 we compute that the initial terms are
η0(s) = −2
√
s√
π
− 2(4− π) s
π
− 32
3
(3− π) s
3/2
π3/2
− 16
9
(72− 32π+ 3π2) s
2
π2
− 64
45
(360− 200π+ 27π2) s
5/2
π5/2
− 512
675
(2700− 1800π+ 347π2 − 15π3) s
3
π3
+O(s7/2).
Using computer algebra, we have extended this series to high order, and have computed as well the
series expansion of F as implied by (3.55) to high order. We find the remarkable but not understood
relation
(3.80) 6− 2F = η′0.
Substituting this in (3.55) we find the even more remarkable, and similarly not understood result that
the resolvent function satisfies the much simpler third-order non-linear ODE
(3.81) − 12s2η′0η0(3) + 9s2η′′0 2 − 12sη′0η′′0 +
3
4
η′0
[
η′0(−48sη′0 + 16η0 + 1) + 4
]− 9 = 0.
Remark 3.2. We can check that (3.81) is consistent with (3.75). It is furthermore the case that a large s
analysis of (3.81) allows (3.77), with ν1 = −1/2, ν2 = 0 to be strengthened to read
(3.82) E−1/2,0(0; (0, s)) = e
− 9
27/3
s2/3− 3
25/3
s1/3+O(s1/6)
.
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3.5. Higher order analogues of Painlevé III. A program to enumerate all of the higher order ana-
logues of the Painlevé equations, at least to the next level of four-dimensional or four accessory pa-
rameters, has been initiated by H. Kawakami, A. Nakamura and H. Sakai in the period 2012-15. The
first phase of the task was achieved with the construction of isomonodromy deformation problems
for Fuchsian differential equations, extending the four singularity case corresponding to Painlevé VI,
in [20] by the techniques of addition and middle convolution. This yielded the four master cases: the
Garnier systems, the Fuji-Suzuki systems, the Sasano systems and the matrix Painlevé systems, which
we tabulate below -
1+1+1+1+1
11, 11, 11, 11, 11
H1+1+1+1+1Garnier
1+1+1+1
21, 21, 111, 111
HA5Fuji−Suzuki
1+1+1+1
31, 22, 22, 1111
H
D6
Sasano
1+1+1+1
22, 22, 22, 211
HMatrixVI
These four master cases were extended by constructing from them the degeneration schemes of
singularity confluence in [14] and [15], and yields four families. Of the four families found the only
family relevant to our case, certain higher order analogues of Painlevé III, is the Fuji-Suzuki family
which have 3× 3 Lax pairs. There are nine cases in this degeneration scheme.
1+1+1+1
21, 21, 111, 111
H
A5
FS
2+1+1
(2)(1), 111, 111
H
A5
NY
(11)(1), 21, 111
H
A4
FS
(1)(1)(1), 21, 21
H2+1+1+1Gar
3+1
((11))((1)), 111
H
A4
NY
((1)(1))((1)), 21
H3+1+1Gar
2+2
(11)(1), (11)(1)
H
A3
FS
(2)(1), (1)(1)(1)
H
3
2+1+1+1
Gar
4
(((1)(1)))(((1)))
H
5
2+1+1
Gar
However such a classification treats only the unramified cases and only very recently have ramified
cases been studied, and a partial list of results has been given in [13]. In addition to the nine shown
above another seven ramified cases are given. However of those only one is a possibility, namely the
29
one with the singularity pattern 43 + 1+ 1 and spectral type (1)3, 21, 111 and has a Riemann-Papperitz
symbol
(3.83)


0 1 ∞( 13 )
0 0 t1/3 θ∞1 /3− 23
θ01 0 ωt
1/3 θ∞1 /3− 23
θ02 θ
1 ω2t1/3 θ∞1 /3− 23


,
with θ01 + θ
0
2 + θ
1 + θ∞1 = 0 and ω
3 = 1. The comparison that must be made here is with our system
(3.16), and there are several differences to note. One is that while the indicial exponents at the z = 1
singularity of (3.16) are all zero (only two are independent) this is just an artefact of the Fredholm
theory, which always leads to these exponents vanishing whereas the general integrable system pos-
sesses a full set of exponents. Thus we suspect that the generalisation of our system actually has one
or possibly two additional, free non-zero parameters here and thus either two or all three are different.
However in (3.83) two of the parameters are locked together (here they are conventionally set to zero).
Another difference arises also, where the sub-leading spectral data at z = ∞ are all equal, whereas
in our application these are not equal even in special cases. In summary we believe that there are
additional ramified cases to be found in the Fuji-Suzuki family, and that our system is a special case
of one such system. Such a system might arise from the unramified system with singularity pattern
2+ 1+ 1 and spectral type (2)(1), 111, 111 by a transition involving a fractional drop in the Poincaré
index.
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Appendix
Here the Hamiltonian variables in the case M = 2 are expressed in terms of η0 and its derivatives.
Proposition A-1. All the dynamical variables can be recovered from the resolvent function η0 and its derivatives
in the following list of formulae. Here F should be interpreted as the positive square root of (3.55).
(A-1) ξ0 = −(3+ e1 − 3η0)
(
e21(−F) + 3e2F+ 3(9− F)η0
)
162η′0
+
1
162
[9e1 (3e2 (η0 − 1) + 3e3 + (3− F)s− 3 (η0 − 1) η0)
+27 (η0 (4e2 − (3− F)s+ (η0 − 2) η0 + 1)− 3e3 (η0 + 1) + 3s)− 6e31 (η0 − 1)− 9e21 (e2 + 2η0) + 2e41
]
− 1
6
s (e1 − 3η0 + 1) η′0
+
[
(3+ e1 − 3η0) s
108η′02
(
36sη′0
3
F
+ F
)
+
s2
6
]
η′′0
+ (3+ e1 − 3η0)
[
− s
2
(
e21 − 3e2 + 3η0 − 3
)
18Fη′0
+
s3
F
− Fs
2
72η′03
]
η′′0
2
− (3+ e1 − 3η0)
s3η′′0
3
4Fη′02
+ (3+ e1 − 3η0)
s4η′′0
4
8Fη′03
+ (3+ e1 − 3η0)
[
− s
4η′′0 2
4Fη′02
+
s3η′′0
2Fη′0
+
Fs2
108η′02
]
η0
(3) + (3+ e1 − 3η0)
s4η′′0 η0(4)
6Fη′0
,
30
(A-2) ξ1 = +
e21(−F) + 3e2F+ 3(9− F)η0
54η′0
+
1
54
[
−9 (−6e2 + 3e3 + (3− F)s− 3 (η0 − 1) η0) + 9e1 (e2 − 4η0)− 2e31
]
+
1
2
sη′0 −
[
s2η′0
F
+
Fs
36η′02
]
η′′0
+
[
s2
(
e21 − 3e2 + 3η0 − 3
)
6Fη′0
− 3s
3
F
+
Fs2
24η′03
]
η′′0
2
+
3s3η′′0 3
4Fη′02
− 3s
4η′′0 4
8Fη′03
−
[
−3s
4η′′0 2
4Fη′02
+
3s3η′′0
2Fη′0
+
Fs2
36η′02
]
η0
(3) − s
4η′′0
2Fη′0
η0
(4),
(A-3) η1 = +
(9− F)η0
18η′0
+
1
54
[
−9 (3e3 + (3− F)s+ 3 (η0 − 1) η0) + 9e1 (e2 + 2η0)− 2e31
]
− 1
2
sη′0 −
(
e21 − 3e2
) (
e21 − 3e2 + 3η0
) 2
27F
η′0 +
(
e21 − 3e2
) 2s
3F
η′02
+
(
e21 − 3 (e2 + η0)
) sη′′0
9F[
s2
(
e21 − 3e2 + 6η0 − 1
)
6Fη′0
− 9s
3
2F
]
η′′0 2
+
[
s2
(
e21 − 3 (e2 + η0)
)
9F
− 5s
3η′′0
6Fη′0
+
s3η′0
F
]
η0
(3) +
s4η0
(3)2
3Fη′0
− s
4η0
(4)η′′0
2Fη′0
,
(A-4) η2 =
η0 [9 (2e1 − 3η0 + 3)− F (2e1 − 3η0)]
54η′0
+
1
162
[
− 4e41 + 6 (η0 − 1) e31 + 18 (e2 + 2η0) e21 − 9 (2(3− F)s+ 6e3 + 3e2 (η0 − 1) + 6 (η0 − 1) η0) e1
+ 27 (−3s+ 3e3 (η0 − 1) + η0 (3s− 2e2 + (η0 − 2) η0 + 1))
]
− 1
162F
[
8e51 − 12 (η0 − 1) e41 + 24 (η0 − 2e2) e31 + 36 (2e2 (η0 − 1)− (η0 − 2) η0) e21
− 18 (4e2 (η0 − e2)− 3Fs) e1 + 27 (−4 (e2 − η0) (e2 (η0 − 1) + η0)− Fs (3η0 − 1))
]
η′0
− 2
(
9η0
2 + 3
(
2e21 − 6e2 − 3
)
η0 − (2e1 + 3)
(
e21 − 3e2
))
η′02s
9F
+
6η0η
′
0
3s2
F
+
[
2s2η0η
′
0
F
− s
(−9Fs− 12 (2e1 + 3) + (2e1 − 3η0 + 3) (6 (e2 + η0 + 2)− 2e21))
54F
]
η′′0
+
[
−3 (2e1 − 2η0 + 3) s
3
2F
−
(
6e1 + (2e1 − 3η0 + 3)
(−e21 + 3e2 − 6η0 − 2)+ 9) s2
18Fη′0
]
η′′0 2
+
[
(2e1 + 3η0 + 3) η
′
0s
3
3F
− 5 (2e1 − 3η0 + 3) η
′′
0 s
3
18Fη′0
−
((
3 (e2 + η0 + 2)− e21
)
(2e1 − 3η0 + 3)− 6 (2e1 + 3)
)
s2
27F
]
η0
(3)
+ (2e1 − 3η0 + 3) η0
(3)2s4
9Fη′0
− (2e1 − 3η0 + 3)
η′′0 η0(4)s4
6Fη′0
,
31
(A-5) x0y1 =
1
6
[−F+ 4e1η′0 − 6η0η′0 − 3sη′′0 )],
(A-6) x1y2 =
1
6
[−F− 2e1η′0 + 6η0η′0 + 3sη′′0 ] ,
(A-7) x0y2 = −η′0,
(A-8) x0y0 =
1
54
[(e1 (e1 + 3)− 3e2) F− 3(2F+ 9)η0]
+
1
54
η′0
[
9 (2e1 + 1) η0 + 9 (3 (e3 + s)− 4e2) + e1 (2e1 (e1 + 3)− 9e2)− 9Fs− 27η02
]
− 1
2
sη′02 +
2sη′03
F
+ η′′0
[
− s
(
e21 − 3e2 + 3η0 − 3
)
η′0
3F
+
1
6
s (e1 − 3η0 − 1) +
7s2η′0
2
F
− Fs
18η′0
]
+ η′′0 2
[
− s
2
(
e21 − 3e2 + 3η0 + 6
)
6F
+
3s3η′0
F
− Fs
2
24η′02
]
+
3s4η′′0 4
8Fη′02
+ η0
(3)
[
−3s
4η′′0 2
4Fη′0
+
3s2η′0
F
+
Fs2
36η′0
− s
2
6
]
+ η0
(4)
[
s4η′′0
2F
+
s3η′0
F
]
,
(A-9) x1y1 =
1
18
e1F+
1
9
[
−3 (3e1 + 1) η0 + e21 + 3e2 + 9η02
]
η′0
+ sη′02 +
1
6
s(2− 3e1 + 6η0)η′′0 +
1
3
s2η0
(3),
(A-10) x2y2 =
1
54
[−e1 (e1 + 6) F+ 3e2F+ 3(2F+ 9)η0]
+
1
54
η′0
[
9
(
2e2 − 3e3 + (F− 3)s− 3η02 + η0
)
+ 9e1 (e2 + 4η0)− 2e31 − 12e21
]
− 1
2
sη′0
2 − 2sη
′
0
3
F
+ η′′0
[
s
(
e21 − 3e2 + 3η0 − 3
)
η′0
3F
+
1
6
s (2e1 − 3η0 − 1)−
7s2η′02
F
+
Fs
18η′0
]
+ η′′0
2
[
s2
(
e21 − 3e2 + 3η0 + 6
)
6F
− 3s
3η′0
F
+
Fs2
24η′02
]
− 3s
4η′′0 4
8Fη′02
+ η0
(3)
[
3s4η′′0 2
4Fη′0
− 3s
2η′0
F
− Fs
2
36η′0
− s
2
6
]
+ η0
(4)
[
− s
4η′′0
2F
− s
3η′0
F
]
.
Proof. We employ the abbreviations for U,V in (3.51) and (3.52), and together with
(A-11) ξ1 − η1 = e2 + η0(η0 − e1)− η0 + sη′0,
and (3.65), we have a system of four linear, independent equations for ξ0, ξ1, η1, η2 in terms ofU,V,W,Z,
and η0 and its derivatives. For the bilinear products we will use the formulae (3.57), (3.58), (3.59) and
(3.60). The next step is to solve for U,V,W,Z and in contrast to the proof of (3.56) we employ (3.61),
(3.67), (3.63) and (3.64). After some simplifying we arrive at (A-1)-(A-10). 
One final result should be stated here and this concerns the splitting of x0y2 and involves the
introduction of a decoupling factor G such that x0 := y2G. For M = 1 this was a simple algebraic
factor but for M ≥ 2 this is no longer the case.
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Proposition A-2. The decoupling factor G satisfies the first-order ordinary differential equation
(A-12)
(
3s
G′
G
+ 2e1
)2
− 4e21 = 12
(
η0 − e2 − 3sη′0 − s
η′′0
η′0
)
− 12s2
(
η0
(3)
η′0
− 3
4
(
η′′0
η′0
)2)
,
and the boundary condition as s → 0
(A-13) G−1 ∼ −Γ(ν2 − ν1)Γ(ν2 − ν0 + 1)sν1+ν0 − Γ(ν1 − ν2)Γ(ν1 − ν0 + 1)sν2+ν0 .
Proof. Clearly U = sy2y
′
2G and V = sy
2
2G
′ + sy2y′2G, and together with (3.67) and (3.55), we deduce
(A-12). The boundary condition is a consequence of (3.18) and (3.23). 
References
[1] G. Akemann, J. R. Ipsen, and M. Kieburg. Products of rectangular random matrices: Singular values and progressive
scattering. Phys. Rev. E, 88:052118, 2013.
[2] R. Beals and J. Szmigielski. Meijer G-functions: a gentle introduction. Notices Amer. Math. Soc., 60(7):866–872, 2013.
[3] F. Bornemann. On the numerical evaluation of distributions in random matrix theory: a review. Markov Process. Related
Fields, 16:803–866, 2010.
[4] F. Bornemann. Accuracy and stability of computing high-order derivatives of analytic functions by Cauchy integrals. Found.
Comput. Math., 11:1–63, 2011.
[5] A. Borodin. Biorthogonal ensembles. Nucl. Phys. B, 536(3):704–732, 1999.
[6] P. J. Forrester. Log Gases and Random Matrices, volume 34 of London Mathematical Society Monograph. Princeton University
Press, Princeton NJ, first edition, 2010.
[7] P. J. Forrester. Eigenvalue statistics for product complex Wishart matrices. Journal of Physics A: Mathematical and Theoretical,
47(34):345202, 2014.
[8] P. J. Forrester, D.-Z. Liu, and P. Zinn-Justin. Equilibrium problems for Raney densities. Nonlinearity, 28(7):2265, 2015.
[9] P. J. Forrester and D. Wang. Muttalib–Borodin ensembles in random matrix theory — realisations and correlation functions.
2015. arXiv:1502.07147.
[10] P. J. Forrester and N. S. Witte. Application of the τ-function theory of Painlevé equations to random matrices: PV, PIII, the
LUE, JUE, and CUE. Comm. Pure Appl. Math., 55(6):679–727, 2002.
[11] A. A. Kapaev. Lax pairs for Painlevé equations. In Isomonodromic deformations and applications in physics (Montréal, QC, 2000),
volume 31 of CRM Proc. Lecture Notes, pages 37–48. Amer. Math. Soc., Providence, RI, 2002.
[12] A. A. Kapaev and E. Hubert. A note on the Lax pairs for Painlevé equations. J. Phys. A, 32(46):8145–8156, 1999.
[13] H. Kawakami. Four-dimensional Painlevé-type equations associated with ramified linear equations. unpublished, 2015.
[14] H. Kawakami, A. Nakamura, and H. Sakai. Degeneration scheme of 4-dimensional Painlevé-type equations. 2012.
arXiv:1209.3836.
[15] H. Kawakami, A. Nakamura, and H. Sakai. Toward a classification of four-dimensional Painlevé-type equations. In
A Dzhamay, K Maruno, and VU Pierce, editors, Algebraic and geometric aspects of integrable systems and random matrices,
volume 593 of Contemporary Mathematics, pages 143–161. Amer. Math. Soc., Providence, RI, 2013. Joint Mathematics Meet-
ing on Algebraic and Geometric Aspects of Integrable Systems and Random Matrices, Boston, MA, Jan 06-07, 2012.
[16] A. B. J. Kuijlaars and L. Zhang. Singular values of products of Ginibre random matrices, multiple orthogonal polynomials
and hard edge scaling limits. Comm. Math. Phys., 332(2):759–781, 2014.
[17] Y. L. Luke. The special functions and their approximations, Vol. I. Mathematics in Science and Engineering, Vol. 53. Academic
Press, New York-London, 1969.
[18] Y. Ohyama and S. Okumura. A coalescent diagram of the Painlevé equations from the viewpoint of isomonodromic defor-
mations. J. Phys. A, 39(39):12129–12151, 2006.
[19] K. Okamoto. Studies on the Painlevé equations. IV. Third Painlevé equation PIII. Funkcial. Ekvac., 30(2-3):305–332, 1987.
[20] H. Sakai. Isomonodromic deformation and 4-dimensional Painlevé type equations. Technical report, 2010. unpublished.
[21] E. Strahov. Differential equations for singular values of products of Ginibre random matrices. J. Phys. A, 47(32):325203, 27,
2014.
[22] C. A. Tracy and H. Widom. Level spacing distributions and the Bessel kernel. Comm. Math. Phys., 161(2):289–309, 1994.
Institute of Fundamental Sciences, Massey University, Palmerston North 4442, New Zealand
E-mail address: N.S.Witte@massey.ac.nz
Department of Mathematics and Statistics, University of Melbourne, Victoria 3010, Australia
E-mail address: matpjf@ms.unimelb.edu.au
33
