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Colloidal self-assembly promises to be an elegant and efficient route to the bottom-up fabri-
cation of 3-dimensional structures due to the scope for tuning the colloid-colloid interactions.
Programming hierarchical schemes for colloid self-assembly has the potential to widen struc-
tural diversity and mimic biological complexity. However, it remains a grand challenge to bridge
hierarchies of multiple length- and time-scales associated with the structure and dynamics along
complex self-assembly pathways.
This thesis employs a variety of computational techniques to address this challenge in silico,
programming colloidal self-assembly for structural hierarchy in close connection with contempo-
rary experimental research. In a series of studies, the self-assembly of designer charge-stabilised
colloidal magnetic particles into a number of supracolloidal polyhedra for size-selected clusters
is demonstrated, each displaying a remarkable two-level structural hierarchy. The design space
supports self-assembled polyhedra of very different morphologies, namely tubular and hollow
spheroidal structures, for which the dominant pathways for self-assembly are elucidated, re-
vealing two distinct mechanisms. Here, it is found that for a staged assembly pathway the
structure, which derives the strongest energetic stability from the first stage and the weakest
from the second stage, is most kinetically accessible.
Stemming from these findings, a generic design principle exploiting a hierarchy of interaction
strengths is introduced. This design principle is subsequently employed to demonstrate the
hierarchical self-assembly of triblock patchy colloidal particles into a variety of colloidal crystals
via distinct clusters of uniform shape and size, so-called “colloidal molecules”. Furthermore, this
design framework exhibits a novel bottom-up route to the fabrication of cubic diamond colloidal
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A colloidal dispersion consists of particles, whose size typically ranges from a few nanome-
tres to a few microns in one of the dimensions, dispersed in the so-called continuous phase.
The molecules that comprise the continuous phase are much smaller in size than the dispersed
particles, often referred to as colloidal particles, or simply colloids for brevity. The size of
the colloidal particles are large enough for each individual particle to be easily visualised us-
ing optical microscopy, while still small enough to undergo Brownian motion. Traditionally,
colloidal particles have been spherical, experiencing isotropic interparticle interactions. Such
colloidal systems have served as useful model systems to study crystallisation, gelation and
glass transition,1 where the colloidal particles are viewed as “big atoms”.2
Recent advances in synthetic techniques have made a library of colloidal particles with well-
defined anisotropic shape and/or anisotropic interparticle interactions available.3–7 Specificity
in the interparticle interactions can also be realised via DNA-mediated binding.8 A key feature
of these colloidal particles that make them attractive building blocks for novel self-assembled
materials is that the interparticle interactions can be tuned. The term self-assembly refers to
the spontaneous emergence of an ordered structure or pattern from its components without
manual intervention.9 The illustrations of self-assembly are ubiquitous in nature and found
at all length scales.9 In particular, colloidal self-assembly has shown enormous potential as
an elegant and efficient bottom-up route to the fabrication of novel structures, especially in
3-dimensions – from clusters to crystals.3
Another salient feature of colloidal particles, distinct from atoms, is that their length scale
is comparable to the wavelength of visible light. This feature makes colloidal self-assembly
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especially attractive for engineering optical properties. In this context, certain colloidal crystals
have been at the center of attraction once it was demonstrated that diamond, pyrochlore and
other percolating lattices would possess a full omni-directional photonic band gap.10–14
A large body of work in recent years has focused on colloidal clusters – finite-size systems
of microparticles – as “colloidal molecules” have come to prominence in colloid science along-
side the traditional picture, where colloidal particles are viewed as “big atoms”.2,15 “Colloidal
molecules” refer to small clusters of colloidal particles, which mimic the symmetry of molecular
structures.15 While colloidal molecules, as molecular analogs on a different length scale, have
drawn attention, colloidal clusters are of fundamental and practical interest in their own right.
From a fundamental point of view, colloidal clusters provide an attractive platform for inves-
tigating the structure, thermodynamics, and kinetics of finite-size systems on the mesoscale.16
Colloidal clusters have also stimulated interest for their exotic optical properties.17–19 For ex-
ample, colloidal clusters can be used as building blocks for isotropic optical metamaterials,
known as metafluids, capable of exhibiting optical properties previously non-existent in na-
ture.17,20,21 Colloidal clusters have also been at the focal point because of remarkable examples
of the self-assembly of anisotropic colloidal particles into finite supracolloidal structures.
In the following, a brief overview of the state of the art of colloidal self-assembly is pre-
sented before the scope of this thesis is outlined. Since the focus is on programming colloidal
self-assembly into certain target structures,8,22 the existing literature is largely presented around
certain classes of self-assembled structures, both finite and periodic, with an emphasis on un-
derstanding the interplay between the colloidal interactions driving the observed self-assembly.
The connections between experimental and computational studies are highlighted wherever
appropriate.
1.1 Colloidal Molecules: Mimicking Molecular Struc-
tures
In this section a brief historical account describing how the concept of “colloidal molecules” has
evolved since its introduction is presented, making reference to clusters of isotropic colloidal
particles for the sake of completeness. In one of the early studies of colloidal clusters, Pine
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and co-workers demonstrated a route to small colloidal clusters by evaporating oil droplets
suspended in water, with equal-sized microspheres adsorbed to the surface of the oil droplets.23
The packing of N = 2 − 15 microspheres, driven by capillary forces, resulted in a variety
of polyhedra, including some with fivefold rotational symmetry. Many of these polyhedra
were distinct from the polytetrahedral structures typically identified as the global minima on
the potential energy surface for small clusters bound by longer-ranged isotropic potentials.24
The study reported that the packing of the microspheres in this case was governed by the
minimisation of the second moment of the mass distribution,23 which influenced the shape and
symmetry of these clusters. The term “colloidal molecule” was coined to refer to these small
colloidal clusters mimicking molecular geometry.15
A colloidal suspension where depletion attraction promotes aggregation and screened elec-
trostatic repulsion prevents coagulation has gained considerable attention in the context of
cluster formation.25–29 Manoharan and co-workers mapped the free energy landscape in exper-
iments for small colloidal clusters where both depletion attraction and screened electrostatic
repulsion are short ranged.28 In the presence of short-ranged interactions, the energy contribu-
tion to the stability is essentially governed by the number of nearest neighbour contacts. The
experiments revealed that of the clusters with equal numbers of nearest neighbour contacts,
highly symmetric clusters were relatively disfavoured (see Figure 1.1a) – a result interpreted
theoretically by symmetry considerations, which take into account the entropy cost for highly
symmetric clusters.28 Wales presented the disconnectivity graph representation of the potential
energy landscape as well as the free energy landscape for small colloidal clusters, using a short-
ranged Morse potential to model the depletion interaction and normal mode analysis to obtain
free energies within the harmonic approximation (Figure 1.1b).30 The occupation probabil-
ities calculated at a reduced temperature were in agreement with those reported by Meng et
al. within a few percent for the Morse range parameter q = 30.28,30 These small colloidal
clusters bound by relatively weak interparticle interactions at equilibrium, when conceived as
“colloidal molecules”, present a picture where the particles are viewed as atoms, the attractive
interactions between them as bonds, and the different structures observed at equilibrium as
isomers.31
In line with this picture, Malins et al. considered the yield of clusters of different structures
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Figure 1.1: a. Comparison of probabilities for different structures as observed in experiments
(orange dots) and as predicted by theoretical calculations (grey bars) for clusters of size N = 6
and 7.28 Reprinted with permission from AAAS. b. Potential (V ) and free energy (F ), calcu-
lated at the reduced temperature of 0.25, disconnectivity graphs for colloidal clusters, bound
by the Morse potential with the range parameter q = 30 of size N = 6 and 7.30 Reproduced
with permission from John Wiley and Sons. c. Scanning electron micrographs of colloidal
molecules for N = 1 to N = 9 created by merging liquid protrusions.32 Copyright (2009)
American Chemical Society. d. Colloidal molecules self-assembled from patchy particles, as
shown in bright-field (left panels), confocal fluorescent (middle panels), and schematic images
(right panels).33 Reprinted with permission from Macmillan Publishers Ltd: Nature, copyright
(2012).
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as a function of the strength of the interactions in a Brownian dynamics simulation study.27
They employed the traditional one-component description to study small clusters of (N = 3−7,
10, 13) colloidal particles in the presence of a short-ranged attraction and a weak long-ranged
electrostatic repulsion. As the strength of the attractive interaction was increased, the average
bond lifetime approached the simulation run time, making the system non-ergodic on that
time-scale. For N ≥ 7, a lower yield of the structures that maximise the number of nearest-
neighbour contacts were observed in the non-ergodic regime, where it was argued that geometric
frustration arising from metastable structures played a significant role and resulted in kinetic
trapping. Colloidal clusters thus also serve as a useful test bed to investigate the statistical
mechanics of finite-size systems.29,34–36
Recent progress in the synthesis of colloidal molecules suggests that they themselves can
serve as building blocks with anisotropy attributes for colloidal superstructures.32,37–41 Kraft
et al. reported on the synthesis of colloidal molecules with well-controlled shape and tun-
able patchiness, utilising a variation of the seeded polymerisation technique (Figure 1.1c).32
This method exploits the assembly of cross-linked polystyrene spheres with a liquid protrusion
by coalescence of the liquid protrusions. Subsequently, control over the synthesis of colloidal
molecules with well-defined bond angles was achieved by adjusting the size of the liquid pro-
trusion.37 The authors of the latter study concluded that the unique shape was due to a
polymerisation-induced aggregation of the seeds inside the liquid droplets.
Malins et al. suggested more sophisticated means beyond the spherically symmetric mi-
crospheres, such as ‘patchy particles’, for fabrication of complex colloidal molecules in good
yields.27 In a recent study, patchy colloidal particles with chemically distinct surface patches
imitating hybridised atomic orbitals were obtained from the so-called ‘minimal-moment’ clus-
ters with reproducible symmetries.33 The patches were functionalised with DNA having single-
stranded sticky ends to realise specificity as well as directionality in the interparticle interac-
tions. Such interactions were found to drive the self-assembly of the colloidal particles into “col-
loidal molecules” with triangular, tetrahedral and other bonding symmetries (Figure 1.1d).33
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1.2 Clusters of Anisotropic Colloidal Particles
Here, we cover a select group of finite-sized examples of colloidal self-assembly, predominantly
focusing on anisotropic colloidal particles. This section is organised around certain classes of
finite supracolloidal structures, which have appeared as recurrent themes in studies of colloidal
clusters, as opposed to focusing on specific types of anisotropic colloidal building blocks. Such
an organisation lays a platform for us to highlight the critical role of the intriguing interplay of
colloidal interactions, often involving more than one anisotropy attribute,3 in driving colloidal
self-assembly. In this review we restrict ourselves to colloidal particles with size larger than
a few tens of nanometres, where the non-additivity of various interparticle interactions is not
important.42 The examples included here are by no means exhaustive and there are recent
studies,43–47 which have notably advanced the field of colloidal clusters, but fall beyond the
scope of the work presented here, given the focus on anisotropic colloidal particles.
1.2.1 Micellar Analogues
Janus colloidal particles, named after the two-faced Roman god, can be viewed as a special type
of patchy colloidal particles with different surface chemistry on their opposing hemispheres.48
Amphiphilic Janus colloidal particles, hydrophobic on one hemisphere and charged on the other,
have received attention for their ability to form micellar structures. Such Janus particles,
albeit rigid for all practical purposes, mimic molecular amphiphiles, such as surfactants, on the
mesoscopic scale. In an early study with amphiphilic Janus particles, Granick and co-workers
observed the formation of extended worm-like rings via the link-up of small compact clusters,
whose structures were analogous to micellar shapes, as the electrostatic screening was enhanced
in an aqueous medium by increasing the salt concentration (see Figure 1.2a).49 More recently,
experimental fabrication of patchy colloidal particles with one patch offered a model system to
study self-assembly into clusters that resemble surfactant micelles.50 In this study, Kraft et al.
showed curved, smooth patches on rough colloidal particles to be exclusively attractive due to
their different overlap volumes. The patchy particles in this case resembled dumbbells, which
had one spherical lobe with a smooth surface while the other spherical lobe had a rough surface.
The self-assembly of these particles resulted in finite clusters reminiscent of micelles (Figure
1.2b). The cluster size distribution simulated starting from a homogeneous state was found to
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be in good agreement with those observed in experiments.50
Figure 1.2: a. Clusters of various sizes and shapes formed via the self-assembly of amphiphilic
Janus colloidal particles at different salt concentrations. The images with green background
represent epifluorescence experiments and those with black background are from Monte Carlo
simulations, showing cluster formation as the salt concentration increased from (a) to (c). The
panel (d) highlights that the structures dynamically interconvert between different shapes as
observed both in experiments and simulations. This figure was adapted with permission.49
Copyright (2008) American Chemical Society. b. Typical structures observed for one-patch
colloidal particles in experiments (upper rows with grey background) and simulations (lower
rows with white background), showing the self-assembly into finite structures resembling mi-
celles; in experiments and simulations,the smaller attractive sides with a smooth surface are
located at the interior of the clusters.50 Copyright (2012) National Academy of Sciences.
Drawing inspiration from the experimental study by Hong et al.49 a simple model repre-
senting these Janus particles has been investigated by Sciortino and co-workers in periodic
systems,51,52 for which a cluster phase was observed. The model, introduced by Kern and
Frenkel53 represents Janus particles in terms of hard-core particles with two hemispheres that
are attractive and repulsive respectively. A square-well potential describes an attractive patch-
patch interaction whenever the attractive hemispheres on two particles face each other. For a
relatively large attraction range, a cluster phase of micelles formed at low temperatures and the
phase diagram included a colloid-poor (gas) and colloid-rich (liquid) demixing region, which
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was increasingly suppressed upon cooling due to the formation of micelles in the gas phase.51
When the phase behaviour of model colloidal dumbbells described by two identical tangent
hard spheres, with the first one surrounded by an attractive square-well interaction, was stud-
ied, it was observed that a larger hard-sphere site promoted the formation of clusters, whereas
a gas-liquid phase separation took place in the case of a smaller hard-sphere site.54
1.2.2 Supracolloidal Chirality
A common thread running through a number of studies in recent years has been the design and
control of emergent supracolloidal chirality.55–60 The term ‘chirality’ refers to handedness and
is a geometric attribute associated with non-superimposable mirror images. Homochirality of
biological molecules underpins many spectacular examples of the structure-function relationship
in living matter. Zerrouki et al. employed asymmetric colloidal silica dumbbells, linked by
a paramagnetic ferrofluid belt at the waist, in the presence of an applied magnetic field to
realise two competing length scales for interactions, seemingly present in DNA, as a route
to chiral colloidal clusters.55 In the presence of a magnetic field, a linear chain was observed
with symmetric dumbbells, while the asymmetry of the dumbbell, i.e. the difference in size
between its two spherical lobes, forced the chain to coil when this size ratio was between 2
and 3 (Figure 1.3a).55 Drawing motivation from this experimental work, Chakrabarti et al.
devised a general strategy for the programmed assembly of helical ground state structures with
different achiral building blocks, underpinning the physics of emergent chirality in the cases
considered in their computational study.56 This study demonstrated how chirality could emerge
from an interplay between two competing length scales for anisotropic interactions, realised,
perhaps in the simplest form, with soft oblate ellipsoids of revolution.56 Using a rare-event
simulation technique, the fastest pathway for the reversal of handedness was characterised for
a helix assembled from asymmetric dipolar dumbbells in the presence of an external field.57
The mechanism for switching of handedness involved a boundary between two segments of
opposite handedness, which was called a defect, propagating along the helical structure from
one end to the other through a sequence of hopping events supported by highly cooperative
rearrangements.57 A more recent computational study by Wales and co-workers demonstrated
control over the pitch length of a helical superstructure, obtained via directed self-assembly
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of charge-stabilised colloidal magnetic dumbbells in the presence of an applied magnetic field.
The study shows that the pitch length can be controlled considerably by varying the salt
concentration of the medium, thus modulating the electrostatic screening (see Figure 1.3b).60
In their experiments, Granick and co-workers exploited the salt concentration as a control
parameter to induce the self-assembly of Janus colloidal particles having hydrophobic attrac-
tions on one hemisphere and electrostatic repulsions on the other, and elucidated kinetic path-
ways for self-assembly into supracolloidal architectures and their isomerisation.58 In particular,
they reported the formation of the Bernal spirals61 also known as triple helices, which are
three-stranded helices composed of a chain of face-sharing tetrahedra, as kinetically favoured
structures (Figure 1.3c).58 The self-assembly pathway was found to involve the formation of
kinetically favoured capped trigonal bipyramidal clusters, which fused together to form the
supracolloidal triple helix. The Bernal spiral is a chiral architecture; interestingly, the exper-
iments observed a spontaneous switching of handedness occurring occasionally. The pathway
for chirality switching was observed to involve an intermediate structure in which one particle
had seven nearest neighbours.58
Figure 1.3: a. Optical microscopy images and their corresponding schematic representations,
showing emergent helicity through the interplay between steric and magnetic interactions, ex-
perimentally realised by magnetic dumbbells in the presence of an external magnetic field: (a)
a chain formed by symmetric dumbbells; (b) a helical structure formed by asymmetric dumb-
bells.55 Reprinted with permission from Macmillan Publishers Ltd: Nature, copyright (2008).
b. A plot showing the helix pitch length as the inverse Debye screening length was varied
for finite supracolloidal helices, obtained via directed self-assembly of charge-stabilised col-
loidal magnetic dumbbells in the presence of an applied magnetic field, for two different cluster
sizes.60 Reproduced with permission from The Royal Society of Chemistry. c. A geometrical
representation of the growth of a triple helix (a) and fluorescence images of the chiral structures
(both right- and left-handed) as observed in experiments with spherical Janus colloidal particles
(b). Triple helices are formed at higher salt concentrations.58 Reprinted with permission from
AAAS.
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In a subsequent computational study by Morgan et al.59 a minimalist design rule was de-
rived for thermodynamically favoured Bernal spirals using patchy particles. These colloidal
building blocks involved two different types of attractive surface sites, described as comple-
mentary patches and antipatches, such that a patch interacted only with antipatches and vice
versa. A tailored spatial arrangement for three pairs of patches and antipatches, deduced from
the geometry of the Bernal spiral, was shown to produce thermodynamically favoured Bernal
spirals. By systematic removal of patches, the designer patchy colloidal particles with only one
patch-antipatch pair offset by about 10◦ from the directly opposite spatial arrangement were
then shown to support Bernal spirals as the ground state structures.59 This minimal design
rule presents a realistic target for state-of-the-art experimental fabrication.
1.2.3 Hollow Spheroidal and Tubular Structures
Hollow spheroidal structures at different length scales have many practical applications, espe-
cially in drug delivery, predominantly because of their ability to encapsulate guests and deliver
cargoes62 and thus serve as attractive targets for colloidal self-assembly.63–68 In seminal early
work, microcapsules were fabricated by the self-assembly of colloidal particles onto the inter-
face of emulsion droplets.63 Several studies of targeted self-assembly into hollow spheroidal
structures in the absence of a template have drawn motivation from fascinating examples of
viral capsid assembly,64–66,68 which results in a remarkable structural hierarchy via protein sub-
units.69 Early models of patchy particles were used as a minimal representation of globular
proteins for numerical studies of protein crystallisation.53,70 Self-assembly into a range of pla-
tonic solids has been explored with such models to achieve the control and fidelity of virus
capsid assembly in synthetic systems by Doye, Louis and co-workers64,65 who identify global
minima for clusters of N = 12, 24, 36 patchy particles, each decorated with five patches, illus-
trating the propensity to form hollow icosahedra (Figure 1.4d). This study found an optimal
patch width to be a crucial parameter to strike a balance between structural specificity and
kinetic accessibility.64 It is relevant to note that a recent study has investigated dense packings
of up to N = 60 polyhedral particles in spherical confinement.71 The interplay between shape
anisotropy of particles and isotropic three-dimensional confinement resulted in a wide variety
of symmetries and structures, demonstrating the effects of spherical confinement. For many N
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values, icosahedra and dodecahedra form clusters, which surprisingly include layers of optimal
spherical codes.72,73
Figure 1.4: a. Microtubes formed by self-organisation of magnetic Janus particles in the pres-
ence of a precessing magnetic field: (left) observed images and (right) corresponding models
(side and end views) of microtubes parallel to the precession axis.74 Reprinted with permis-
sion from Macmillan Publishers Ltd: Nature, copyright (2012). b. The scanning electron
microscopy (SEM) image of microcapsules formed via self-assembly of deformable, anisotropic,
mutually attractive colloidal particles. A schematic representation of the colloidal building
block, consisting of a core (red) with hydrophilic (blue) and hydrophobic (yellow) moieties and
a rigid protrusion (green).67 Reprinted by permission from Macmillan Publishers Ltd: Nature,
copyright (2008). c. 2D images and 3D reconstructions of tubular structures formed via self-
assembly of colloidal particles with a prolate ellipsoidal shape when subjected to an alternating
electric field.75 Reprinted under a Creative Commons Attribution 4.0 International License. d.
A five-patch colloidal particle and the global minima for clusters of N = 12, 24 and 36 such
particles, showing the formation of hollow icosahedra.64 Reprinted with the permission of AIP
Publishing.
Evers et al. recently reported a fascinating realisation of hollow microcapsules via self-
assembly of snowman-shaped colloidal particles, which combined shape anisotropy, attractive
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interaction and deformability.67 The particles consisted of a deformable core with a hydrophobic
polystyrene-rich interior and a hydrophilic poly(acrylic acid)-rich outer layer onto which a
rigid protrusion was grown by swelling with additional styrene. The presence of hydrophobic
polystyrene groups also in the outer layer imparted mutual attraction to these particles. Evers
et al. demonstrated that all three attributes were necessary for the colloidal building blocks
they synthesised to self-assemble into microcapsules, which they observed using both scanning
electron microscopy and optical microscopy (see Figure 1.4b).67
A variety of colloidal self-assembly routes have recently shown to lead to finite tubular
structures.68,74,75 By applying a precessing magnetic field, where the precession angle was used
as the control parameter, Yan et al. demonstrated the self-organisation of magnetic Janus
particles into microtubes (Figure 1.4a).74 In this study, the colloidal particles were observed
to rotate and oscillate continuously, but their motion was synchronised. In this case, the
formation of the microtubes, which can be viewed as staggered stacks of regular polygons,
followed a nucleation-and-growth scheme.74 In another route, Crassous et al. demonstrated
the self-assembly of colloidal particles with a prolate ellipsoidal shape into regular tubular
structures when subjected to an alternating electric field (Figure 1.4c).75 Their experimental
state diagram shows that tubular structures were formed for moderate values of the aspect ratio
and relatively large values for the electric field strength.75 The tubes were found to have a highly
regular structure with a circular cross-section, single-particle wall and a periodic arrangement
of the aligned particles. The study identified the interplay between the shape anisotropy and
the polarisation effects to be the key factor for the hollow tubes with curved surfaces to emerge
via self-assembly.
1.3 Colloidal Crystals
Colloidal crystals are of principal interest for programmed colloidal self-assembly. The poten-
tial applications of colloidal crystals, in particular the photonic properties of low-coordinated
colloidal crystals, make the design and fabrication of colloidal lattices tremendously attrac-
tive. However, early studies of colloidal matter have focused on addressing altogether more
fundamental questions, for example, those concerning phase diagrams and the kinetics of crys-
tallisation.1 A remarkable example is the experimental realisation of the phase behaviour of
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the hard-sphere system with sterically stabilised colloidal polymethylmethacrylate particles by
Pusey and van Megen, as shown in Figure 1.5.76,77 The phase behaviour includes an entropy-
driven fluid-to-crystal phase transition that was predicted by Alder and Wainwright,78 and also
by Wood and Jacobson,79 in computational studies in the 1950s nearly two decades before the
experimental realisation.
Figure 1.5: The phase behaviour of hard-sphere colloids.77 Adapted with permission from the
Royal Society.
The system of hard-sphere colloids, in particular, has been investigated extensively to probe
the kinetics of crystallisation both in simulations and experiments.1,80–83 In the context of a
first-order fluid-to-crystal phase transition observed for this system, the classical nucleation
theory is often invoked.84 Since crystal nucleation is a rare event, sophisticated simulation
techniques are usually employed.80 The key questions concern the structure, size and shape of
the crystal nuclei and the rate at which they form. While computer simulation studies have
provided valuable insight into mechanistic understanding of crystal nucleation,80 direct real
space imaging has proved crucial for resolving some of these questions.82
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In recent years, significant advances in the ability to synthesise colloidal particles with a
variety of shapes and rich surface chemistry in a controlled way have brought about a paradigm
shift in the field of colloidal self-assembly.3–7 The focus is now on exploiting the library of
complex colloidal particles to programme the self-assembly of novel functional materials. In
this context, colloidal crystals have received great attention due to their potential applications
in plasmonics, magnetics, photonics and metamaterials. The fabrication of geometrically well
defined, non-close packed crystal structures is critical to many of these applications. However,
attaining long-range order for low-coordinated structures has proven to be difficult.
Glotzer and co-workers were among the first to utilise the potential of “patchy” colloids to
stabilise low-coordinated colloidal crystals such as a diamond crystal in computer simulations.85
The model system studied by Zhang et al. consisted of spherical particles with a hard core,
decorated with a tetrahedral arrangement of attractive surface patches, hereafter referred to as
tetrahedral patchy particles. The pair-potential used involved a square-well modulated by an
angular term, given by Kern and Frenkel.53 Zhang et al. observed the self-assembly of a dia-
mond crystal in Monte Carlo simulations upon cooling, as shown in Figure 1.6a.85 Since then,
a number of in silico studies have investigated tetrahedral patchy particles.11,86–92 Romano
et al. sought optimal conditions for spontaneous crystallisation of open crystal structures for
tetrahedral patchy particles.11 These authors examined the effects of varying patch width and
interaction range on the equilibrium phase behaviour and kinetics of crystallisation in competi-
tion with glass formation. They observed spontaneous formation of open crystal structures for
patch width values smaller than about 30◦, nearly independent of the interaction range stud-
ied.11 In this computational study, a detailed analysis was presented to distinguish between a
cubic diamond lattice and a hexagonal diamond lattice, the two common open crystals formed
by four-coordinated tetrahedral particles. The six-membered rings in the perfect cubic diamond
structure are only in ‘chair’ conformation, while they include both ‘chair’ and ‘boat’ conforma-
tions in the perfect hexagonal diamond structure. In spite of the promise of tetrahedral patchy
particles as building blocks for a colloidal cubic diamond lattice, their synthetic realisation
with precise control over the patch position and patch width has eluded experimentalists. In
a significant step forward, Sacanna and co-workers very recently devised a new strategy, which
the authors referred to as colloidal fusion, for the synthesis of patchy particles.93 The method
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produced particles with liquid surface patches or a faceted liquid compartment in a tunable
and scalable manner.93 The authors envisaged manufacturing materials with unprecedented
microstructural complexity by exploiting this method.93
Figure 1.6: a. Monte Carlo simulation results, obtained using a slow cooling rate, exhibiting
the diamond structure formed via ‘patchy’ colloids with tetrahedrally ordered attractive surface
patches.85 Copyright (2005) American Chemical Society. b. Fluorescence microscopy image
of the kagome lattice and its fast Fourier transform image (bottom right). Scale bar is 4 µm.
The colloidal lattice shown is formed of triblock Janus colloids which have two equal-sized
hydrophobic patches at either pole separated by an charged middle band.94 Reprinted with
permission from Macmillan Publishers Ltd: Nature, copyright (2011).
While tetrahedral patchy colloidal particles have, until very recently, remained difficult to
synthesise, triblock patchy colloidal particles, have been synthesised in large quantities via the
glancing angle deposition (GLAD) technique.5,94,95 Granick and co-workers used the GLAD
method to deposit thin films of titanium and gold onto latex sphere of sulphate polystyrene
on opposite poles, which were rendered hydrophobic by subsequent thiol surface functionalisa-
tion;94 they referred to the particles with two hydrophobic patches at either pole separated by a
charged middle band as “triblock Janus” particles. Chen et al. demonstrated the self-assembly
of the triblock Janus particles into a colloidal kagome lattice in a quasi two-dimensional sys-
tem, as shown in Figure 1.6b.94 The assembly was switched on by adding salt to the colloidal
suspension; the electrostatic repulsion between the charged middle bands was thus effectively
screened, allowing the hydrophobic attractions to come to the fore and drive the assembly.94
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The geometrical arrangement of neighbouring particles is limited by the patch size and the
desire to avoid energetically unfavourable contacts between the charged middle bands. The
GLAD synthesis method used here was able to offer strict control over the patch width, with a
half-angle of 65◦ – critical for the geometrical arrangement observed for a kagome lattice. Chen
et al. also followed the self-assembly of the kagome lattice utilising fluorescence imaging.94 The
pathway they observed was reminiscent of two-step nucleation in protein solutions, where a
dense amorphous state is a precursor of the ordered state.94
The synthesis and self-assembly of triblock Janus particles stimulated a number of com-
putational studies concerning them.92,96 The computational study by Romano and Sciortino
captured the self-assembly of the open Kagome lattice at low temperatures and pressures, and
predicted a close-packed hexagonal lattice at high pressures.96 Sciortino and co-workers pro-
vided further evidence of this in a consequent numerical study.92 The authors here focused
on designing patch shape and symmetry for triblock Janus particles so that they selectively
self-assemble into a particular three-dimensional crystal structure, thus avoiding undesired poly-
morphs. In this study, triblock Janus particles patterned with staggered and eclipsed triangular
patches were shown to self-assemble into a cubic tetrastack lattice and a clathrate-like crystal
structure, respectively. Such a design helped the selection of local geometry, which cleaned up
the self-assembly pathway into a select crystal structure.92
Chen et al. subsequently studied triblock patchy particles whose patches differed in their
size.97 The ionic strength of the medium was increased in two steps to sequentially trigger the
activation of “bonds” formed by the hydrophobic attractions between the patches.97 In the first
stage of assembly, the bonds are formed by the larger patches, leading to small three-dimensional
clusters, which the authors referred to as “metastructures”. When the salt concentration in
the medium was increased further, higher-order structures were then formed via attractive
interactions between the smaller hydrophobic patches.97 However, the clusters produced in the
first stage showed distribution in size, which was not conducive for crystal formation in the
next stage. A porous network structure was envisaged instead via staged self-assembly, leading
to structural, and potentially functional hierarchy.97
In a notable contribution, Miszta et al. demonstrated two-level hierarchical self-assembly
of monodisperse colloidal octapod-shaped nanocrystals into three-dimensional superstructures
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via linear chains of interlocked octapods.98 The shape was crucial in this case to encode the hi-
erarchical self-assembly information. In a computer simulation study, Grunwald et al. showed
the assembly of finite clusters of well-defined structure and composition from a mixture of
spherical particles with short-range isotropic interactions by controlling only their sizes and a
small number of binding affinities.99 These finite clusters, referred to as “metaparticles”, exhib-
ited emergent patchiness. In order to study the next stage of assembly of these metaparticles
exploiting their patchiness, the metaparticles were treated as rigid bodies and were shown to
assemble into a variety of complex superstructures, including filamentous networks, ordered
sheets, and highly porous crystals (Figure 1.7a.99)
In recent work Crocker and co-workers demonstrated the potential for realising structural
hierarchy via a variety of colloidal clusters with distinct symmetries formed using colloidal
crystal templates and programmable DNA interactions.100,101 They employed a templating
approach with a closed-packed “host” lattice of DNA-functionalised microspheres containing
“impurity” species at substitutional or interstitial defect sites. The colloidal crystal includes
DNA bridges between the two species formed by enzymatic ligation. Upon melting the colloidal
crystal, colloidal clusters consisting of a single impurity particle surrounded by host particles
were produced. By adjusting the size ratio of the two types of spheres and the timing of
the ligation, colloidal clusters having the symmetry of tetrahedra, octahedra, cuboctahedra,
triangular orthobicupola, and icosahedra, were produced from single type of the host lattice
as the template. These colloidal clusters exhibited multiple binding sites for DNA-mediated
directional interactions, which could drive the next stage of self-assembly.101 In fact, a more
recent computational study by Zanjani et al. demonstrated a self-assembly scheme for pre-
assembled cubic, tetrahedral, and octahedral clusters into superstructures in which the clusters
are connected to each other indirectly via “bond spheres”, shown in Figure 1.7b.102
The colloidal analogue of MgCu2, one of the three AB2 crystals known as Laves structures,
has elicited attention in the context of programmed colloidal self-assembly because the crystal
structure involves diamond and pyrochlore sublattices.103–105 Dijkstra and co-workers employed
pre-assembled colloidal clusters in their recent computational study to design an alternate route
to the fabrication of colloidal crystals.104 In this study, the authors considered a binary mixture
of hard tetrahedral clusters and hard spheres and calculated the phase diagram. The phase
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Figure 1.7: a. (top) The different metastructures formed in high yield during the first stage of
self-assembly once the size ration and binding affinities between ‘glue particles’ and monomers
has been appropriately tuned. (bottom) Each simulation box highlights an example of the kind
of colloidal superstructure that can be produced in the second stage of self-assembly, ordered
sheets, filamentous networks and colloidal crystals respectively.99 Reprinted under a Creative
Commons Attribution 4.0 International License. b. The colloidal molecules, formed of a centre
sphere (red) and surrounding halo spheres (blue), and the expected, corresponding, ordered
structures whose formation is mediated by spherical bond spheres (yellow). (i) octahedra, (ii)
body-centred cubic lattice, (iii) cubes, (iv) simple cubic lattice, (v) tetrahedra, (vi) diamond
cubic lattice.102 Copyright (2016) American Chemical Society.
diagram shows that a thermodynamically stable colloidal analogue of the MgCu2 Laves phase
(Figure 1.8b), known to serve as a precursor to photonic band gap structures,103 exists over
a large region.104 In the MgCu2 Laves phase, the tetrahedral clusters occupy the sites of the
pyrochlore lattice and the spheres occupy the cubic diamond sites. The computational study
also revealed a relatively large coexistence region between the fluid and the MgCu2 Laves phase,
which should be experimentally accessible.104 Pine and co-workers indeed experimentally re-
alised the MgCu2 Laves phase among a number of colloidal superstructures from pre-assembled
colloidal tetrahedra and spheres (Figure 1.8a).105 The experimental study, however, also ex-
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ploited DNA-mediated interactions by coating the pre-assembled tetrahedra and spheres with
complementary strands of DNA.105 Ducrot et al. noted the versatility of their approach in the
sense that almost any material could be used to make the colloidal particles, DNA-mediated
interactions being the driver for the self-assembly. This feature would be crucial for selective
removal of one or the other sublattice via etching, burning or dissolution.105
Wang et al. further demonstrated the potential of DNA-mediated colloidal crystal assem-
bly in a recent study, which combined simulation and experiment.106 In this study, the authors
exploited a binary system of microspheres having slightly different sizes and complementary
DNA strands grafted onto their surfaces for self-assembly into a “double diamond” crystal – a
periodic structure with two interpenetrating diamond lattices, as shown in (Figure 1.8c).106
The self-assembly was driven by short-ranged attractions due to DNA bridge formation. In a
double diamond crystal structure, the second diamond lattice, formed by the smaller colloidal
spheres, interpenetrates and acts as a ‘scaffold’ for the first diamond lattice formed by compo-
sitionally distinct colloidal spheres. Wang et al. suggested that by crosslinking such crystals
and dissolving the smaller scaffold species, diamond crystals could be obtained. However, in
Brownian Dynamics simulations designed to match the experiments, the nucleation or growth
of such double diamond crystals was not observed, suggesting non-classical mechanisms for
both processes.106
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Figure 1.8: a. (left) Fluorescent microscope image of the MgCu2 Laves phase formed by a
binary mixture of larger colloidal spheres and rigid tetrahedral colloidal molecules. Inset is a
electron microscope image of the MgCu2 crystal, with false colours used to clearly distinguish
the two colloidal species present. (centre) Confocal images of the MgCu2 crystal parallel to
the [111] plane. Successive layers of the crystal structure along the [111] plane are shown
moving from top to bottom. Throughout, dye contained within the DNA coatings of the
tetrahedral colloidal molecules and the bulk of the larger colloidal spheres, gives rise to the red
and green colours observed respectively. The left column of the image shows the red channel
with only tetrahedra visible, in the right column the green channel is shown, thus only the
larger colloidal spheres are visible. (right) Rendering of the corresponding successive planes
in the perfect MgCu2.
105 Reprinted with permission from Macmillan Publishers Ltd: Nature,
copyright (2017). b. Representative final configurations showing the coexistence of the fluid
and MgCu2 Laves phase seen in simulation. (top) Rigid tetrahedral colloidal molecules shown in
red and larger colloidal spheres shown in blue. (bottom) Larger colloidal spheres shown in red,
with colour coding to highlight the different tetramers.104 Reprinted under a Creative Commons
Attribution 4.0 International License. c. (left) Two differing schematic views of the double-
diamond lattice. (middle) Confocal images taken from two different crystallites both in the [211]
viewing direction. (right) Zoomed into the box regions shown in the corresponding confocal
images, the two species of colloidal spheres present and their double-diamond structure are




It is apparent from the literature surveyed here that the hierarchical schemes for colloidal
building blocks, while enormously promising as a bottom-up means for structure fabrication,
are only at an early stage of exploration. In this context, the computational study undertaken
in this thesis sought to encode structural hierarchy in anisotropic colloidal particles. The study
considered certain target structures, both finite-size and periodic, for programmed self-assembly,
designing hierarchical self-assembly schemes for colloidal particles. A particular emphasis was
placed on furthering our understanding of how a multitude of colloidal interactions in the
presence of more than one anisotropy attribute can be manipulated to ensure that the target
structure is not only thermodynamically favourable, but also kinetically accessible.
Chapter 2 presents an overview of methodology, describing a variety of computational
techniques employed in the body of work presented in this thesis. In Chapter 3, the re-
markable hierarchical self-assembly of rationally designed charge-stabilised magnetic colloidal
particles into hollow spheroidal structures is demonstrated for size-selected clusters. Chapter
4 describes the design of a series of supracolloidal polyhedra and characterises the dominant
pathways for self-assembly into these polyhedra revealing two distinct mechanisms. Chapter
5 examines the kinetic accessibility of a series of hollow spheroidal structures with a two-level
structural hierarchy self-assembled from charge-stabilised colloidal magnetic particles and de-
rives an optimal design rule for a staged assembly pathway. Building on these findings, Chapter
6 introduces and validates a generic design principle that exploits a hierarchy of interaction
strengths to programme hierarchical self-assembly. The application of the the design principle
realised with triblock patchy particles results in an extraordinary display of hierarchical self-
assembly into a variety of colloidal crystals via distinct “colloidal molecules” of uniform size and
shape. In particular, the open colloidal crystal of cubic diamond structure, much sought-after
for their attractive photonic properties, are self-assembled via tetrahedral clusters. Finally,




2.1 Computer simulations of colloidal matter
Computer simulations have become an indispensable tool for soft matter research.107,108 In
particular, the study of colloidal model systems by a variety of simulation techniques has pro-
vided invaluable insight into the structure, thermodynamics and kinetics of colloidal matter.
Many such model systems have been subsequently realised in the laboratory, thus validating
predictions made in computational studies, a classic example being the entropy-driven freez-
ing of hard-sphere colloids.76,78,79 This success is remarkable given that the wide discrepancy
in the length- and time-scales associated with the mesoscopic colloidal particles and the sol-
vent molecules necessitates a coarse-grained approach in order to efficiently simulate colloidal
matter.109
Coarse-graining is a theoretical tool, derived from a statistical mechanical description of
the system under consideration. In the context of simulating colloidal matter, the conven-
tional coarse-graining approach involves a one-component description with an effective poten-
tial between the slow-moving colloidal particles, where the fast solvent degrees of freedom are
projected out.109 Here, when the phenomena occurring at the mesoscopic scale is of primary
interest, the influence of the vast number of fast solvent degrees of freedom are captured by a
statistical mechanical description rather than in microscopic detail. The effective potential be-
tween mesoscopic colloidal particles therefore involves parameters, often related to the solvent
degrees of freedom. Coarse-graining is, however, not just a tool to simplify problems, for which
the computational burdens are prohibitively expensive; it is also a useful tool for identifying
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minimal conditions required for certain emergent properties of interest.
A basic question pertinent to a colloidal dispersion concerns its stability. The mesoscopic
particles of a colloidal dispersion tend to undergo an irreversible aggregation due to ubiquitous
van der Waals attractions, unless a stabilisation mechanism is in place. There are two common
stabilisation mechanisms: charge stabilisation and steric stabilisation, either of which brings in
a repulsive interaction. Here the charge stabilisation technique is discussed in some detail as
throughout this thesis charge-stabilised colloidal particles are considered.
The surfaces of charge-stabilised colloidal particles dispersed in a polar solvent acquire a
net charge, arising from the dissociation of ionisable groups at the colloid surface to a variable
degree. Subsequently, counterions diffuse in the solvent maintain an average charge “cloud”,
of opposite sign to that of the surface charge, surrounding the colloidal particles. This results
in an electric double layer, composed of counterions and including ions from the dissociation
of any added electrolyte. The electric double layer screens the electrostatic repulsion between
colloidal particles.
The seminal work by Derjaguin and Landau,110 and independently by Verwey and Over-
beek,111 provides a theoretical framework to explain the charge stabilisation mechanism. The
DLVO theory, named after them, is regarded as a cornerstone of colloid science. The DLVO
theory describes the effective interaction between a pair of charged, spherical colloidal parti-
cles at a separation r as a combination of screened electrostatic repulsion and van der Waals









which could be envisaged as emerging from a screened Coulomb interaction between a pair of





Here, Z0e is the bare charge present on the surface of the colloidal particle and the factor
multiplying Z0e enhances the bare charge accounting for the finite size of the colloidal particle;
33











summing over all ionic species, where the species i carries a charge zie and is present with a
number density ρi. The parameter κ enters this theoretical framework as the Poisson-Boltzmann
equation, used in the treatment of electrostatic interactions, is linearised in the Debye-Hückel
limit, which corresponds to the weak coupling regime. The Debye screening length λ ≡ κ−1
provides an estimate for the thickness of the electric double layer. Equation 2.1 provides a
reasonably accurate description in the case of relatively dilute dispersions, where the particles
are well separated. Equation 2.1 has the form of the so-called Yukawa potential, which is given
with a hard core as follows:
v(r) =
 ∞, r < σεY exp[−κ(r−σ)]r/σ , r ≥ σ (2.4)







Here λB = e
2/(εrkBT ) is the Bjerrum length of the solvent with the dielectric constant εr.
The repulsive Yukawa potential is widely used in computational studies of charge-stabilised
colloidal particles,112–116 and the results have been found to largely agree with experimental
observations.117–119
A rigid-body description is widely used to model colloidal particles, especially in the pres-
ence of one or more anisotropy attributes.120 Chasles’ theorem states that the most general
displacement of a rigid body can be described as a translation plus a rotation.121 This state-
ment guides us to a minimal set of rigid-body co-ordinates. While the translational co-ordinates
are typically represented by the centre-of-mass Cartesian co-ordinates, the rotation of a rigid
body can be described by several representations. For a cylindrically symmetric rigid body a
unit-vector description defining the orientation of the symmetry axis in the space-fixed frame is
sufficient. However, for a rigid body with arbitrary symmetry, a more involved representation is
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necessary, corresponding to its three orientational degrees of freedom. Euler angles, angle-axis
variables and quaternions are three common representations for the orientational degrees of
freedom for rigid bodies with an arbitrary symmetry. Careful consideration is necessary while
making the choice for representation.
2.1.1 Rigid-body Rotation
The treatment of rigid-body rotation differs in the choice of representation for orientational
degrees of freedom. Here we consider active rotations, in which rotations are performed coun-
terclockwise in a fixed right-handed co-ordinate system. For practically all operational purposes
a 3 × 3 rotational matrix R is generated corresponding to the chosen parameterisation. The
rotation matrix R, when acting on a vector v, returns the transformed vector v′ in the fixed
basis corresponding to a rotation. The rotation matrix is an orthogonal real matrix with the
determinant det R = 1 and describes a rotation about an axis by an angle. One of the eigen-
values for every 3 × 3 rotational matrix R is equal to 1, while the other two eigenvalues are
complex conjugates of each other. The eigenvector corresponding to the real eigenvalue with
unit magnitude defines the axis of rotation; the angle of rotation θ satisfies the relationship:
Tr R = 1 + 2 cos θ.
A primitive representation for rigid-body rotation consists of a set of three Euler angles,
each of which corresponds to an angle of rotation about a fixed axis, either defined in the space-
fixed frame or in the body-fixed frame. The set of three Euler angles are typically denoted as
α, β, and γ or φ, θ, and ψ. The sequence of rotation matters and a complete description
of orientation requires the corresponding axes to be specified as well, unless implied by the
convention followed. The rotation matrix R corresponding to the sequence of these three
rotations is the product of the individual rotation matrices, which do not commute.
Although the Euler angles provide an intuitive way of describing the orientation of a rigid
body, the use of Euler angles is limited due to the phenomenon, called “gimble lock”, which
refers to the situation where one of the rotational degrees of freedom is lost. Numerical treat-
ment of the equations of motion expressed in terms of this set of angles thus suffers from serious
issues.
Euler’s theorem, which states that the general displacement of a rigid body with one point
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fixed is a rotation about some axis running through that point,121 underlies an alternative
representation for rigid-body rotation in terms of a single axis and angle. The angle-axis
representation consists of a unit vector p̂ defining the axis of rotation and an angle θ describing
the magnitude of rotation about this axis. A three-parameter representation can be obtained
by considering the unnormalised rotation vector:
p = [p1, p2, p3] = θp̂. (2.6)
Given a rotation vector p, the corresponding 3 × 3 rotation matrix R can be obtained using
Rodrigues’ rotation formula:
R = I + (1− cos θ) p̃p̃ + sin θp̃ (2.7)









Equation 2.7 is the key to the matrix formulation, which underpinned a robust and efficient
geometry optimisation scheme implemented in the software GlOSP developed in-house.122 This
scheme provides a flexible, user-friendly interface to treat any rigid-body system governed by
site–site isotropic or anisotropic potentials with analytic derivatives.123









p̃ + sin θp̃k. (2.9)
In the limit as θ → 0, the formulation in Equation 2.7 reduces to a 3 × 3 identity matrix.
A Taylor expansion up to the second order terms can then be considered to obtain analytic
derivatives of the rotation matrix with respect to the elements of p.
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Let us consider a site-site isotropic potential in order to illustrate how this formulation
works out the analytic derivatives. Denoting the co-ordinates of two rigid bodies using the
superscripts I and J , and the sites within each rigid body by the subscripts i and j, the total











where rij = |rij| = |ri − rj| and fij ≡ U IJij is the pair potential between sites i and j. If ζ

























= r̂ij · (RIkr0i ), (2.13)
where we have used
rij = r
I + RIr0i − rJ −RJr0j . (2.14)
Alternatively, quaternions provide a 4-parameter description of rigid-body rotation.124 The
quaternion representation has emerged as a popular choice in the context of molecular modelling
for its singularity-free description of rigid-body rotation and the elegance of quaternion algebra
for the manipulation of rotations.125 A quaternion Q is an ordered set of four real quantities,
which can also be viewed as a combination of a scalar and a three-dimensional vector:
Q = [q0, q1, q2, q3] = [q0,q] . (2.15)







3 = 1. (2.16)
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A quaternion representation equivalent to the angle-axis parameterisation isQ = (q0, q1, q2, q3) ≡
(q0,q) = (cos(θ/2), p̂ sin(θ/2)), and the reverse transformation is straightforward. The elements
of the 3× 3 rotation matrix R corresponding to the unit quaternion Q are given by
R =

1− 2q22 − 2q23 2q1q2 − q0q3 2q1q3 + 2q0q2
2q1q2 + 2q0q3 1− 2q21 − 2q23 2q2q3 − 2q0q1
2q1q3 − 2q0q2 2q2q3 + 2q0q1 1− 2q21 − 2q22
 . (2.17)
The rotation matrix can thus be derived from a unit quaternion computationally in a more
efficient way compared to Euler angles due to the absence of trigonometric functions and the
requirement of fewer multiplications to be evaluated. Although quaternions are widely used
to represent rigid-body rotation in particle-based simulation, the unit-norm constraint intro-
duces added complexity in the context of certain simulations techniques, such as geometry
optimisation.123
2.2 The Potential Energy Surface
The concept of the potential energy surface (PES) underpins a useful computational framework
to understand the structure, thermodynamics and kinetics of a system from the perspective of
the energy landscape.126 In the one-component treatment with an effective potential, a PES for
a system of colloidal particles can be defined describing how the potential energy (V ) changes
as a function of the positional and orientational co-ordinates. In a compact notation, these co-
ordinates are denoted here by x. While the entropy plays a crucial role in governing colloidal
self-assembly, evaluating the potential energy landscape can also provide important information
with regard to colloidal self-assembly.
The stationary points on the PES, where the gradient vanishes, i.e.








are of particular interest. The importance of stationary points on the PES can be understood
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by considering the relationship between the potential energy V and the force F, where
F(x) = −∇V (x). (2.19)
The stationary points are therefore also the points at which the total force acting on the system
vanishes leaving the system in mechanical equilibrium. However, mechanical equilibrium does
not guarantee mechanical stability. The mechanical stability of a stationary point can be
assessed by considering its local environment or local surface curvature. If the local environment
is such that a small perturbation in any direction leads to a restorative force, acting to draw
the system back to its initial state, the stationary point is deemed mechanically stable.
The Hessian, a square matrix whose elements are the second-order partial derivatives of V





carries the information of the surface curvature. The stationary points are classified into minima
and saddle points depending of the number of negative eigenvalues. If bα is an eigenvector





Minima are stationary points with no negative Hessian eigenvalues. A stationary point with n
negative Hessian eigenvalues is called a n-th order saddle point. A transition state has a single
negative Hessian eigenvalue, and is thus a first-order saddle point.
One can describe the PES in the proximity of a stationary point x0 by considering a Taylor
expansion of V (x) around it:
V (x) = V (x0) +∇V (x0)T (x− x0) +
1
2
(x− x0)TH(x0)(x− x0) + .... (2.22)
In the quadratic approximation to the PES around the stationary point, the Taylor series is
truncated beyond the second-order term. Since the gradient vanishes at a stationary point, one
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can then write
V (x) = V (x0) +
1
2
(x− x0)TH(x0)(x− x0). (2.23)
Hence
F(x) = −H(x0)(x− x0). (2.24)
The displacement x − x0 can be expressed as a linear combination of the projections on the













The above equation describes the force acting on a system in the neighbourhood of a stationary
point in terms of the eigenvalues and eigenvectors of the Hessian H(x). If ε2α ≥ 0 for all α, then
the total force acts as a restoring force pointing towards the stationary point. A stationary
point with no negative Hessian eigenvalues is therefore mechanically stable and referred to
as a minimum on the PES. The lowest energy minimum on the PES is known as the global
minimum. The global optimisation methods are focused on finding the global minimum.
To obtain maximum information regarding the system of interest it would be ideal to locate
all local minima on the PES. However, as the system size increases so does the number of
minima, in an exponential fashion.127 In terms of computational complexity, identifying the
global minimum on a PES is non-trivial and belongs to a class of problems described as “NP-
hard” for which there is no known solution to calculate the global minimum in a time frame
that scales as a power of the system size.128 However, this presents a worst case scenario, in
reality the ease at which the global minimum is found largely depends on the size and nature
of the search space concerned.126 Several sophisticated search strategies have been developed
to efficiently search for and identify the global minimum on the PES.129–131 Throughout this
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thesis one such strategy, namely the basin-hopping global optimisation method,24,132 is used to
identify the global minima in the context of structure prediction for colloidal clusters.
2.2.1 Basin-hopping Global Optimisation
The basin-hopping global optimisation method relies upon a hypersurface deformation, which
undertakes the following transformation:
Ṽ (x) = min{V (x)}, (2.27)
which implies that every point on the original PES x is mapped to its nearest local minimum
whose catchment basin includes it. This transformation results in a reduced PES, Ṽ (x), spanned
only by the minima of the original PES. The reduces PES is then explored by a search strategy
to find the lowest-lying minimum. A simple yet effective approach is to use Monte Carlo-like
walk to “hop” between basins.
The body of work presented in this thesis used the basin-hopping global optimisation method
as implemented in the software GlOSP – a program for Global Optimisation for Structure
Prediction, developed in-house.122 The implementation follows the steps below:
1. Perform a local minimisation from an arbitrary starting configuration.
2. Propose a random move or a perturbation ∆x in both the positional and orientational
co-ordinates, away from the current minimum xa with potential energy Va.
3. Perform a local minimisation from the perturbed configuration, resulting in the minimum
xb with potential energy Vb.
4. Make a decision to accept or the reject the proposed step. If Vb < Va, the move to
the new minimum is accepted. Otherwise the new minimum is accepted only if ξ <
exp[−∆V/(kBT )], where ξ is a random number taken from a uniform distribution between
0 and 1. Here ∆V = Vb − Va and T is a fictitious temperature used to allow for uphill
steps with some probability. Upon acceptance of the move, the new minimum becomes
the current minimum. If the proposed step is rejected, the current minimum, the one
with V = Va, does not change.
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5. Return to step 2 and repeat steps 2-4.
Figure 2.1: A schematic diagram of the basin-hopping procedure on a one-dimensional poten-
tial energy surface (solid line). The transformed potential energy surface (dotted line), local
minimisations (red arrows) and random Monte Carlo step (blue line).
A basin-hopping step consists of a random move followed by local minimisation. A basin-
hopping run is typically terminated after carrying out a certain preset number of basin-hopping
steps. As the objective here is to frequently step (“hop”) between basins, the step sizes are larger
than those typically used for Monte Carlo sampling of thermodynamic properties. In a given
basin-hopping run, the step sizes are systematically adjusted to achieve a target acceptance
ratio corresponding to a fixed value of the fictitious temperature.
The key to an efficient implementation of the basin-hopping method is an efficient local
minimiser as each basin-hopping step involves requires a local minimisation. There exists a
number of different approaches to local minimisation. The implementation in GlOSP employs
the limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) method.133–137 The L-BFGS
method is a quasi-Newtonian method, which is underpinned by the quadratic approximation
to the PES:




where x is an arbitrary point on the PES, h is a displacement and g = ∇V (x) is the gradient.
Applying dV (x + h)/dh = 0 in order to find the greatest rate of change in the potential energy
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V with the displacement:
0 = g + Hh. (2.29)
The above equation can then be re-arranged to give the displacement to obtain the so-called
Newton step:
h = −H−1g. (2.30)
In the L-BFGS method, a relatively cheap approximation to the inverse Hessian matrix is made
in each iteration.
2.3 Monte Carlo Sampling
Basin-hopping global optimisation method is a useful tool for identifying the global minimum
on the PES along with low-energy minima, which correspond to candidate structures observed
in experiments. However, this method does not involve sampling at thermal equilibrium. Monte
Carlo (MC) methods, and in particular the Metropolis Monte Carlo sampling, are widely used
to study soft matter systems at thermal equilibrium.138 The MC methods, in their most simple
form, are based upon the generation of a large number of configurations xN for the system
under consideration and their subsequent statistical evaluation. The Metropolis Monte Carlo
algorithm is used to optimise this statistical evaluation.138
The ensemble average of a thermodynamic property A for a system of N particles at thermal
equilibrium can be evaluated as the ratio of two integrals:
〈A〉 =
∫
d(xN ) exp[−βV (xN )]A(xN )∫
d(xN ) exp[−βV (xN )]
, (2.31)
where β = 1/(kBT ), A(x
N ) is the value of the property A for configuration xN and V (xN ) is the
potential energy of the configuration xN . In all but the very simplest of cases, the analytical
evaluation of the integrals is not possible. It is also impractical to use common numerical
methods to evaluate the integrals for a system size that we are typically interested in. The
Monte Carlo methods can instead be used to effectively evaluate such a ratio.
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A simplest form of the Monte Carlo methods proceeds as follows:
• A large number (τmax) of uniformly random configurations are generated.
• For each configuration, the potential energy V (τ) and the value of property A(τ) are
calculated.
• Each configuration is then given a weighting according to the factor exp[−βV (τ)].








The approximation is fairly accurate for large values of τmax. Despite its simplicity, this straight-
forward implementation of a Monte Carlo method involving random sampling is inefficient and
therefore not fit for practical use. This inefficiency arises from the sampling of vast swathes
of configuration space that have a negligible contribution to the integral. Alternately, the
Metropolis Monte Carlo method provides an efficient method for sampling configuration space
and henceforth evaluating A.
In the Metropolis method, instead of generating random configurations to which a weight-
ing of exp(−βV ) is applied, configurations are chosen with a probability exp(−βV ), all of
which are weighted evenly.139 This restricts the algorithm to choosing and sampling only those
configurations with a non-negligible contribution to the integral.
From an initial configuration, the Metropolis Monte Carlo method, as implemented in
the software PaSSion – a package for soft matter simulation – developed and maintained in-
house,140 for particles treated as rigid bodies proceeds in the following way to move a single
particle:
• From the current configuration xa with potential energy Va, a particle i is selected at
random and then random translational and orientational moves for the particle are si-
multaneously proposed as follows:
– The proposed updates for the Cartesian coordinates of the centre-of-mass of the
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particle i proceeds as follows:
xi = xi + αξ1
yi = yi + αξ2
zi = zi + αξ3,
where α is the maximum translational stepsize and ξ is a random number taken from
a uniform distribution between 1 and −1.
– The quaternion Qi, which represents the orientation of particle i , is updated by
generating a suitable quaternion increment Qr = [qr0, qr1, qr2, qr3] at random. A new
orientation Q′i is thus generated in the following three steps:
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1. Three random numbers qr1, qr2 and qr3 are generated, according to a Gaussian
distribution, with zero mean and the width which is controlled by the maximum
rotational stepsize λ, adhering to the constraint:




r3 < 1 (2.33)




3. The new quarternion can then be obtained by multiplying the current quaternion
Qi with the quaternion increment generated following the quaternion algebra.
Q′i = QrQi (2.35)
• A new configuration xb, corresponding to the application of such a translational and
rotational move is thus generated, and the potential energy Vb evaluated. trial moves.
• The difference in potential energy ∆V is then calculated between configurations xa and
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xb.
∆V = Vb − Va (2.36)
• The move from xa → xb is accepted with the following probability
Prob(a→ b) =
 1 if ∆V < 0exp(−β∆V ) if ∆V > 0 , (2.37)
In the case where ∆V > 0, the step is accepted if ξ, a random number taken from a
uniform distribution between 0 and 1, is less than exp(−β∆V ) and rejected otherwise.
This process is repeated for a preset number of MC cycles. For a system with N particles,
each MC cycle consists of N attempts for single-particle translational and orientational moves
each as described above. The maximum step sizes for both translational and orientational moves
were adapted to achieve a target acceptance ratio of 0.45 in a given Monte Carlo simulation. In
this thesis work Metropolis Monte Carlo simulations were undertaken in the canonical ensemble
with fixed N , V and T . When MC simulations were used to study colloidal clusters, a spherical
constraining volume was employed to avoid evaporation.
The memoryless nature of the movement from configuration a→ b gives rise to the formation
of a Markov chain, characterised by Prob(a → b) only being dependent on the current state
a and not any of those which preceded it. An important feature of the random Markov chain
during the Monte Carlo simulation is that it obeys the detailed balance. This ensures that
equilibrium once reached is not disturbed by random moves.
2.4 Virtual-Move Monte Carlo Algorithm
This section describes the implementation of the virtual-move Monte Carlo (VMMC) algo-
rithm, introduced originally by Whitelam and Geissler142 and subsequently developed further
by a number of authors.143–145 The symmetrised version of the algorithm was implemented
in the software PaSSion following the prescription of Růžička and Allen,144 who provided an
alternative perspective to this rather involved algorithm. The VMMC algorithm is a notable
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contribution to the existing library of cluster algorithms,146–151 which prescribe collective moves
for particles in a Monte Carlo simulation as opposed to the standard practice of single-particle
moves.138 The single-particle moves are likely to result in “kinetic traps”, especially in strongly
interacting systems in the presence of short-ranged and/or anisotropic interactions. In the con-
text of studying hierarchical self-assembly, in particular if it involves staged assembly, it is easy
to recognise the importance of concerted movements of particles.
The concerted movements of particles are crucial for both intra-cluster relaxation and whole-
cluster diffusion, which thus get suppressed in standard MC methods with single-particle moves.
The previously existing cluster algorithms initially enjoyed a degree of success in surmounting
this limitation of the standard MC methods. Early cluster-move algorithms typically employed
cluster moves, where a moving cluster was selected through the recursive linking of neighbouring
particles based upon their pair-wise potential energies in the current configuration, ignoring
any possible changes to be induced by the proposed move. However, it soon became clear
that, by proposing cluster moves in such a manner, these cluster algorithms tended to under
represent internal relaxation and motion within a cluster. Therefore, neighbouring particles
repeatedly moved collectively as part of a cluster, but rarely moved relative to one another.144
This meant that any cluster-move algorithm operating in this way continued to encounter severe
non-physical kinetic traps and prevented accurate sampling from an equilibrium distribution.
The VMMC method markedly improves upon the existing cluster algorithms by utilising
the calculation of pair-wise potential energy gradients to avoid kinetic traps. Made possible
by the execution of a ‘virtual’ move, the pair-wise potential energy gradients corresponding to
the direction of a given move are determined during the recursive linking process. By assessing
the pair-wise potential energy both before and after the ‘virtual’ move, neighbouring particles
that, despite being strongly interacting, seek to benefit energetically from not being selected
to the cluster can be identified and thus internal cluster relaxation is facilitated. Such cluster
moves not only help to remove kinetic traps, but also allow particles to move according to an
approximation of real dynamics without the explicit calculation of forces and torques. With
careful consideration of the parameters governing the VMMC algorithm, this method can thus
provide an insight into physical dynamics or deliver an enhanced sampling of the equilibrium
distribution.
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In the context of the objectives of the study undertaken in the present thesis, the imple-
mentation of a cluster-move MC algorithm was of paramount importance. Given its promise as
a state-of-the-art cluster-move algorithm, the VMMC algorithm was chosen. In what follows,
an outline of the VMMC algorithm, as implemented in PaSSion following the prescription of
Růžička and Allen,144 is presented along with the benchmarks performed.
2.4.1 Recursive Cluster Selection
The starting point, as in all MC procedures, is the selection of a random particle from the
system, denoted by S, of N interacting particles and the generation of a random move map M.
This randomly selected particle is then considered as the root of the cluster C to be proposed
for a move. In general, cluster algorithms then go on to produce a randomly ordered cluster,
forming what is referred to as a ‘random tree’ in graph theory, during the recursive selection
process. This process, however, is not always the best given the aim of the simulation144 and
the possible introduction of a maximum cluster size NC . Instead one may wish to produce a
cluster that is more isotropic in nature, allowing the cluster to imitate a physical fluctuation
more accurately. Selecting clusters in this manner may potentially result in a more efficient
simulation and a closer relation to Brownian/Stokesian dynamics upon the generation of dif-
fusion coefficients. The so-called isotropically ordered144 and the spirally ordered152 selection
processes offer two routes to producing isotropic clusters through recursive cluster selection.
Figure 2.2 shows illustrative examples. The spirally ordered selection process was chosen in
the present implementation.
The spirally ordered selection process begins by identifying all pairs of interacting particles
(i, j), where i is denotes the randomly selected root particle. An interacting particle pair is
defined as two particles (i, j) whose inter-particle distance, either before or after the application
of a virtual move, is less than a cut-off distance Rc. The cut-off distance Rc depends on the
interaction potential, and the nature of the virtual move is given by the randomly generated
move map M . If (i, j) is deemed to be an interacting particle pair, it is added to a queue of
interacting particles to be further tested before inclusion in the moving cluster C. Following the
initial identification of all interacting particle pairs (i, j), a pair of particles is then randomly
selected from the queue listed. The selected particle pair is then subjected to a two-step linking
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procedure, described below. The first step induces a random test, which, if failed, results in the
interacting particle pair (i, j) in question being labeled as an outright failed link. Upon passing
the first test, the pair faces a second random test. The interacting particle pair (i, j) is labeled
as a frustrated link if it fails the second test. Otherwise, particle j joins the root particle i
as a member of the moving cluster C. The two-step link process is then repeated, selecting
the next interacting particle pair (i, j) randomly from the aforementioned queue, until no more
interacting particle pairs remain.
Given the addition of new particles to the cluster C, this entire process is then repeated
iteratively for all such newly added particles. Every new iteration begins by again identifying all
interacting particle pairs (i, j), where i now becomes one of the particles subsequently added to
C and j is any other particle not already a member of C. The cluster C is then finally accepted
for a move provided that during the recursive selection process, the moving cluster generation
only produces particle links that either led to a particle being accepted to the cluster C or
generates an outright failed link. In other words, if any frustrated links are formed during the
selection process, the moving cluster is rejected.
Two-step Link Formation
In the following, the two-step linking procedure by which the link between an interacting pair
(i, j) is determined to be outright failed, frustrated, or such that j is to become a part of the
moving cluster C, is described in some detail. Performing the two-step linking procedure is
crucial as it ensures internal cluster relaxation through the inclusion of a virtual move, while
also guaranteeing that the recursive process leading to the generation of the moving cluster C
in the VMMC algorithm adheres to the microscopic reversibility condition.

















where (X1, X2) are independent random numbers taken from a uniform distribution U(0, 1).
The joint probability therefore can be simply broken down into two separate random tests. The
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Figure 2.2: Two-dimensional representation of the randomly ordered selection process (a) and
the spirally ordered selection process (b). Adapted from Růžička and Allen,144 the diagram
shows the order in which particles are accepted to the cluster alongside the order in which
links between interacting pairs are proposed. Black discs are the particles which are members
of the moving cluster C; white discs are particles outside the moving cluster; thick black lines
highlight links formed; thin black lines show links tested but rejected; grey discs show the order
in which links are proposed.
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i′j need not be evaluated, the interacting pair (i, j) is simply labeled as outright
failed.
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ij is given by the pair-wise interaction energy between particles (i, j) in the current
configuration µ and ε
(µ)
i′j is the pair-wise interaction energy between particles (i, j) after applying
the ‘virtual move’, provided by the move map M , to particle i.
Once the first test is passed, the second random test then determines whether the interacting
pair (i, j) is to form a frustrated link or particle j is to become part of the moving cluster C.
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ij is again the pair-wise interaction energy between particles (i, j) in the current config-
uration µ. ε
(µ)
ij′ is the pair-wise interaction energy of particles (i, j) following the ‘virtual move’
of particle j.
2.4.2 Translational Moves
A particularly simple and efficient form of translational move is applied when the prospect
of accepting cluster moves is expected to be high.144 Following the selection of the random
root particle, the translational move map M must be defined. M is given in the form of
a displacement vector. The displacement in each dimension is given by a random number
uniformly distributed over the interval (−δ, δ), where δ is the maximum translation step size.
Given the specification of M , particles are then selected to the cluster following the recursive
selection process described previously.
A translational VMMC move is accepted provided during the recursive selection process
no frustrated links are identified. For each translational move, N attempts to form and per-
turb a cluster are considered, each attempt beginning with a new random root particle and
translational move map M .
2.4.3 Collective Rotational Moves
The rotational moves are not as straightforward as the translational moves, and it is possible
that several hidden issues are encountered during collective rotation. However, by imposing ad-
ditional conditions during the recursive selection process and ensuring all computations are un-
dertaken with double precision floating point operations, such issues can be largely avoided.144
Again the rotational move must begin by first selecting a random root particle, where the
position of the root particle is denoted as r0. A center of rotation is then defined as rc = r0+au,
where u is a random unit vector and a is a random number uniformly distributed over [0, amax];
here amax is typically taken to be the particle diameter σ. A rotation matrix R is then obtained
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corresponding to a rotation by an angle θ randomly drawn from the interval (0, θmax) about a
new random axis u?, where θmax is the maximum rotational step size. Combining the centre
of rotation rc and the rotation matrix R, one generates the rotational move map M . The
application of the rotational move map M to the particle i, whose position is given by ri, can
thus be expressed as Mri = R(ri − rc) + rc. An equivalent rotation can be described by the
quaternion Qr = (cos(θ/2),u sin(θ/2). The quaternion describing the orientation of particle i
following the application of M can be obtained by the quaternion multiplication QrQi.
Having defined the rotational move map M , recursive cluster selection begins. This selection
proceeds in the manner described previously, with the inclusion of additional tests on the
interacting particle pairs (i, j). Before the two-step link formation is undertaken, an additional
test for simulations of finite systems and an additional two tests for simulations of periodic
systems are carried out. If the interacting pair (i, j) fails, it is labeled as force failed. The first
test, common to both finite and periodic systems, assesses the maximum displacement size. For
the particle j not already a member of the cluster, Mrj − rj is calculated. If the displacement
ascertained is larger than σ, the pair (i, j) fails the test. The second test, necessary for periodic
systems only, assesses the effect of the periodic boundaries on the potential cluster move. If
the vector rj − rc is greater that L/4, L being the box length, the second test is failed. Once
(i, j) is labeled as a force failed pair, the recursive selection process does not continue onto
the two-step link formation, but instead cycles, moving on to assess the remaining interacting
particle pairs.
Following the recursive selection process for collective rotational moves, it is now possible
that three types of interacting pairs, excluding those included in the cluster C, exist: force
failed, outright failed and frustrated pairs. Again, if during the recursive selection process any
frustrated links have been identified the rotational cluster move is rejected. In the absence of
any frustrated links, the probability W
(µ→ν|R)
acc is generated from the force failed pairs Bf .










where X3 is a random number taken from a uniform distribution U(0, 1).
2.4.4 Benchmarking
Given the complexity of the VMMC algorithm, it was crucial to run some benchmarks with the
implementation in PaSSion. Figure 2.3 shows a set of radial distribution functions calculated
from VMMC simulation runs as well as standard Monte Carlo simulation run for a system of
N = 2000 Lennard-Jones particles in a cubic box under periodic boundary conditions. The
VMMC simulations were performed using different move maps. The results are in agreement
with each other, and also with what was reported in Ref. 144. In this thesis work, the VMMC
algorithm was used to study the self-assembly of anisotropic colloidal particles both in finite
and periodic systems. The simulations were undertaken in the NV T ensemble, with each
VMMC cycle consisting of N translational or collective rotational cluster moves; the decision
on undertaking a translational or collective rotational cluster move was taken at random with
equal probabilities. A quaternion representation was used for the representation of orientational
degrees of freedom.153
2.5 Umbrella Sampling
Umbrella sampling (US) is a rare event simulation technique,154 which relies upon employing
additional biasing potentials, known as umbrella potentials, to sample the free energy landscape.
This technique allows the free energy profile F (ξ) to be obtained along a chosen order parameter,
or reaction co-ordinate ξ. To this end, multiple simulations are carried out in the presence of
different biasing potentials Vj to probe the probability distribution along this reaction co-
ordinate. The biasing potential Vj(ξ) serves to confine the variations of ξ within a small
interval around a prescribed value ξj, thereby enabling enhanced sampling in this region, called
a window. Thus the umbrella sampling simulation for the j-th window is performed using
the potential energy U + Vj(ξ), where U is the total energy of the system in the absence
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Figure 2.3: The radial distribution functions calculated from virtual-move Monte Carlo
(VMMC) simulation runs as well as from a standard Monte Carlo (MC) simulation run for
a periodic system of N = 2000 Lennard-Jones particles at the reduced temperature T ? = 0.6
and the packing fraction φ = 0.225. The data sets are from a standard MC simulation (blue -
MC), VMMC simulation with only translational moves (black - VMMC T), VMMC simulation
with only rotational moves (red - VMMC R), and VMMC simulation with both translational
and rotational moves at equal probabilities (green - VMMC TR). The results are in agreement
to such an extent that all lines are superimposed, leaving the VMMC R (red) plot predomi-
nantly visible.




K(ξ−ξj)2, centred on successive values of ξj, whereK is the spring constant. Although
this choice is not a unique one, harmonic biasing potentials were used within this thesis.
After several windows (partially overlapping) spanning the reaction co-ordinate are sampled
using the biasing potentials, the unbiased probability distribution can be obtained using, for
example, the weighted histogram analysis method (WHAM).155,156 This method essentially
offers a scheme for “stitching” the biased probability distributions ρ
(b)
j (ξ) from the umbrella
sampling simulations together to yield a single unbiased probability distribution P (ξ), which
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then allows the free energy at temperature T to be estimated via the relationship
F (ξj) = −kBT lnP (ξj), (2.47)
where kB is the Boltzmann constant. The free energy difference, ∆Fξi→ξf , between an initial
state, ξi, and a final state, ξf , is then given by

















e−βVj(ξ)P (ξ) dξ, (2.50)
where β = 1/(kBT ) and nj is the number of snapshots used to construct ρ
(b)
j for window j,
for which Fj is a constant defined by Equation 2.50 and represents the free energy associated
with the introduction of the umbrella potential. The WHAM equations, Equation 2.49 and
Equation 2.50, are required to be solved self-consistently since the distribution function P (ξ)
itself depends on the set of the free energy constants Fj. In practice, an iterative procedure is
followed.
2.6 Brownian Dynamics
The simulation of the dynamics of a colloidal suspension demands handling of widely disparate
length and time scales. Brownian Dynamics (BD) is a computational technique extensively
used to simulate the dynamics of colloidal particles in an implicit-solvent treatment, in which
the fast time scale is eliminated at the expense of a random force in the equations of motion for
slow-moving colloidal particles. We implemented a Brownian dynamics algorithm for spherical
particles with a preferred body-fixed axis, ignoring hydrodynamic correlations and translation-
rotation coupling.
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= −ζtrvi + Fi(t) + ξtri (t) (2.51)
where m is the mass of the colloidal particle i, v is its velocity at time t, ζtr is the friction
coefficient, F(t) is a conservative force on the particle due to an effective potential and ξtr(t)
is a fluctuating force responsible for Brownian motion. The superscript tr implies that the
corresponding symbol refers to translational motion. Equation 2.51 is a stochastic differential
equation because of the presence of the random force ξtri (t). The first term on the right hand
side of Equation 2.51 corresponds to a dissipative force induced by the viscous solvent. The
friction coefficient for a spherical particle can be given by the Stokes law.




= −ζrtωi + Ti(t) + ξrti (t), (2.52)
where Ii is the moment of inertia of particle i, ωi is its angular velocity, Ti is the torque acting
on particle i, and ζrti is the rotational friction coefficient. In the absence of translation-rotation
coupling, the frictional coefficients ζtr and ζrt are completely independent and are related to the









The BD method neglects the inertial term in the Langevin equation and thus simulates tra-
jectories on a time scale at which the momenta of the colloidal particles have relaxed. A BD
trajectory can be simulated by the following prescription for the propagation of the translational
and orientational co-ordinates over a time step ∆t:






ei(t+ ∆t) = ei(t) +
Drt0
kBT
∆tTi(t)× ei(t) + ξ rti × ei(t) (2.55)
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where Fi(t) and Ti(t) are, respectively, the force and the torque acting on particle i at time t




Uij(rij, ei, ej) (2.56)
Ti = −ei ×∇ei
∑
j 6=i
Uij(rij, ei, ej) (2.57)
where Dtr0 and D
rt
0 are, respectively, the translational and rotational diffusion coefficients at
infinite dilution. The diffusion coefficients Dtr0 and D
rt








where sigma is the diameter of the colloidal particle and η the viscosity coefficient of the solvent.
Here ξtri and ξ
rt
i are independent random displacements generated from Gaussian distribu-
tions with the following means and covariances:
〈ξtri 〉 = 0, 〈ξrti 〉 = 0
〈ξtri · ξtrj 〉 = 2∆tDtr0 δij, 〈ξrti · ξrtj 〉 = 2∆tDrt0 δij.
(2.59)
This set of stochastic displacements ensures the establishment of thermal equilibrium in the
system by striking a balance between the random and frictional forces as prescribed by the
fluctuation-dissipation theorem. After each step, the orientation vector ei(t) is renormalised to
retain the unit magnitude.
Within this thesis Brownian dynamics simulations are used to study the self-assembly of
anisotropic colloidal particles in clusters and in the bulk. The simulations are undertaken in the
canonical NV T ensemble. The anisotropic particles studied via Brownian dynamics simulations
all display axial symmetry. Therefore, a unit vector description was used to represent the
orientational degrees of freedom.
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Chapter 3
Hierarchical Self-assembly of Colloidal
Magnetic Particles into Reconfigurable
Spheroidal Structures
3.1 Introduction
While buckministerfullerene is a classic example of a spheroidal molecule,157 viral capsids
with icosahedral symmetry showcase fascinating illustrations of molecular self-assembly into
spheroidal structures in the realm of nature.69 Hollow spheroidal structures, apart from their
aesthetic appeal due to their high degree of symmetry,158 have practical applications for their
potential use as theranostic materials,159 heterogeneous catalysts,160 and metamaterials,161 and
thus serve as attractive targets for self-assembly at different length scales.162–164 The ability to
reconfigure such hollow spheroidal structures is critical to the design of responsive cages that
can encapsulate guests and release them on demand.165 However, realisation of such architec-
tures with nanoscale or microscale building blocks has been elusive,166 despite the promise of
colloidal self-assembly,167 spurred especially by a recent surge in the synthesis of an exotic va-
riety of colloidal building blocks.3,168 The key to the success of programmed self-assembly as
a means of structure fabrication is the ability to encode the target structure into the building
blocks.167 The scope for tuning the interactions between the building blocks is critical to per-
forming this task. Although colloidal building blocks are appealing from this perspective,3,168
examples of colloidal self-assembly into target structures via a priori designed building blocks
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are still rather limited.55,59,94 Here we demonstrate in silico hierarchical self-assembly of ra-
tionally designed charge-stabilised colloidal magnetic particles into reconfigurable spheroidal
structures.
We first describe the rationale that underpins our choice of building blocks in pursuit of
targeted spheroidal assembly. Nanoscale and colloidal self-assembly can be governed by a
multitude of forces.6,169 While van der Waals interactions tend to favour close-packed struc-
tures,170,171 the patchy colloids, which because of their heterogeneous surface chemistry of-
fer highly directional interactions,172 are known to stabilise low-coordinated structures.59,94
Although computer simulation studies have now become indispensable for developing design
principles, the complexity of the surface pattern predicted by in silico studies of patchy colloids
is often beyond the reach of state-of-the-art experimental fabrication techniques.173 A potential
alternative to patchy colloids for stabilising low-coordinated structures is dipolar particles.174,175
The common structural motifs observed for clusters of dipolar particles with a central dipole
are linear chains, rings, and entangled knots for moderate strength of the dipole.171,175 Dipo-
lar colloidal particles thus appear to be promising building blocks for target structures that
are non-close packed at the microscale. In particular, we considered charge-stabilised colloidal
magnetic particles because of the scope for tuning the electrostatic and magnetic interactions
independently in experimental conditions without recourse to involved chemistry.175,176
Self-assembly of nano- and micro-particles governed by magnetic interactions results in a rich
variety of novel structures and phases.177,178 Magnetic interactions can be due to permanent
magnetic dipoles;176,179 alternatively, uniaxial magnetic fields are commonly used to induce
magnetic interactions in the absence of permanent dipoles,55,180 though biaxial and triaxial
magnetic fields have also been employed.181,182 Until recently, the focus has been on dipolar
interactions with an isotropic excluded volume,177 for which the dipolar hard-sphere (DHS)
model carrying a point-dipole at the centre has been extensively studied,183 while soft interac-
tions have also been considered.184,185 The DHS model successfully captures the tendency for
dipolar particles to form chains and rings.183 While self-assembly into two-dimensional sheets
has been observed for core–shell magnetic nanoparticles in the presence of an applied magnetic
field,186 superparamagnetic colloidal particles confined at air–water interface due to gravity
have served as excellent models for two-dimensional systems.187 A recent surge in the synthesis
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of colloidal magnetic particles, where an additional anisotropy attribute exists due to either
shape55 or shift in the position of the dipole away from the centre of a spherical excluded
volume,176,188 or heterogeneous surface chemistry,179,189 has brought about a paradigm shift in
magnetic colloids with the prospect of realising complex architectures via their self-assembly.190
Figure 3.1: The self-assembly of colloidal magnetic colloidal particles recently synthesised by
Sacanna et al.176 Here, an iron oxide inclusion buried below the surface of an organosilica
polymer sphere gives rise to magnetic interactions. The graphic schematically illustrates how,
upon adding salt to the colloidal suspension, the range of the electrostatic repulsion between
the particles is reduced and the self-assembly of trigonal planar motifs occurs. Copyright (2012)
American Chemical Society.
In pursuit of the targeted spheroidal assembly we explored a route to surface curvature via
edge sharing of polygons, as exemplified by Platonic and Archimedean solids.191 The Platonic
solids are convex polyhedra with equivalent faces comprised of congruent, regular convex poly-
gons, where as the Archimedean solids are convex polyhedra formed of two or more distinct
types of regular, convex polygons, meeting in identical vertices, i.e. having identical arrange-
ments of the polygons about each vertex with sides all of the same length. A triangular face
is the simplest of its kind, featuring in many of these uniform convex polyhedra. In order to
facilitate the formation of triangular motifs, we focused on spherical charge-stabilised colloidal
magnetic particles, where a dipole is embedded at a location shifted away from the centre. Such
building blocks resemble closely the colloidal magnetic particles, realised recently using an iron
oxide inclusion buried below the surface of an organosilica polymer sphere, that formed pla-
61
nar trimers upon tuning the electrostatic repulsion, as evident in Figure 3.1.176 Our building
block carries an off-centred dipole pointing radially outward.192,193 Here, our results demon-
strate hierarchical self-assembly of these colloidal building blocks into ground state structures
that are topologically equivalent to the snub cube and the snub dodecahedron, the only two
chiral Archimedean solids, for size-selected clusters. These spheroidal structures are shown to




We employed a one-component treatment with an effective potential, widely used in colloid
science,194 to model the charge-stabilised colloidal magnetic particles and used basin-hopping
global optimisation24 to characterise the ground state structures. The spherical particles, with
the centre of mass assumed to be at the centre, interact with each other via a screened elec-
trostatic repulsion, given by the Yukawa potential.194 In addition, an anisotropic site, located
away from the centre in a rigid framework, holds a permanent point-dipole directed radially
outward. A schematic illustration of the model charge-stabilised colloidal magnetic particles is
shown Figure 4.2.
The potential energy V for a finite-sized system containing N charge-stabilised colloidal
























Here, Ri and ri are the position vectors for the centre of particle i and its embedded point-
dipole, respectively, µ̂i is the unit vector defining the direction of the dipole moment of the
latter, whose magnitude is µD, and rij is the separation vector: rij = ri − rj with magnitude
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Figure 3.2: A schematic representation of the rationally designed model charge-stabilised col-
loidal magnetic particles. Here, Ri and ri are the position vectors for the geometric centre of
particle i and its embedded point-dipole, respectively, µ̂i is the unit vector defining the direction
of the dipole moment located at ri. λ is the Debye screening length, the characteristic length
at which the electrostatic repulsion between two charge-stabilised particles decays.
rij, so that the unit vector r̂ij = rij/rij. In the Yukawa description of screened electrostatic
repulsion, λ−1 is the inverse Debye screening length and εY is the so-called contact potential.
The units of energy and length are chosen as the Yukawa parameters εY and σ, respectively.
The direction of the external field B = (0, 0, B), when applied, was held fixed along the z-axis
of the space-fixed frame. The magnetic dipole µD is given in reduced units of (4πεYσ
3/µ0)
1/2
and the magnetic field strength B is in [εYµ0/(4πσ
3)]1/2, where µ0 is the permeability of free
space. The model parameters are then the inverse Debye screening length λ−1, the strength
of the dipole µD, the separation d between the location of the point-dipole and the centre of
the particle, and the magnetic field strength B. The shift distance is expressed in terms of
a dimensionless ratio α = 2d/σ, where σ is the length scale in terms of which the Yukawa
potential is defined, offering an estimate of the size of the particle in the absence of a hard core.
3.2.2 Simulation Details
Basin-hopping Global Optimisation
In order to elucidate the structures of colloidal clusters, the putative global minima on the
potential energy surface were characterised by basin-hopping (BH) global optimisation,24 as
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described in Chapter 2. For the rigid-body description of the building blocks, the translational
coordinates were represented by the Cartesian coordinates of the centre of the particle and the
rotational coordinates by an angle-axis representation.123 Although the latter representation
introduces a redundant orientational degree of freedom for each axially symmetric particle
in this case, it has certain numerical advantages in the context of geometry optimisation.123
For a cluster of size N at least five independent basin-hopping global optimisation runs were
performed starting from random initial structures and the lowest minimum found was proposed
as the putative global minimum. Typically the convergence rate was between 80 − 100%
especially for smaller clusters.
Monte Carlo Simulations
We performed Monte Carlo (MC) simulations for a system of N particles in a canonical ensem-
ble, employing a constraining radius and hence an accompanying constraining volume to avoid
evaporation. The system was cooled starting from a random configuration. At each tempera-
ture, simulations were run for 107, 108 or 109 MC steps, half of which were for equilibration.
As the temperature was lowered, the total number of MC steps was gradually increased. Each
MC step consisted of N attempts for single-particle translational and rotational moves each.
For MC simulation, a quaternion representation was used for rotational coordinates.153 The
temperature in the simulation is in the units of εY/kB, kB being the Boltzmann constant, and
is referred to as the effective (or reduced) temperature. The step sizes were adaptive to achieve
a target acceptance ratio of 0.45. At the lowest temperature, the translational step size was
2× 10−2 in the reduced units, and the orientational step size was 1× 10−2.
3.2.3 Relative Shape Anisotropy Order Parameter
The relative shape anisotropy κ2 is utilised to analyse and monitor the deviation from spherical
symmetry for a distribution of charge-stabilised colloidal magnetic particles in MC simulations


























z being the principal moments of the gyration tensor S . The squared radius of
gyration R2g is a measure of the average size of a particular configuration. The shape anisotropy
is defined as the traceless deviatoric part (Ŝ) of the gyration tensor S:(Ŝ) = S − (1/3)tr(S)E,
where E is the unit tensor. The relative shape anisotropy κ2, as defined in Eq. (3.2), is
dimensionless and provides a measure of shape. It has been previously utilised to characterise
the shape of linear polymers during computer simulations.195
The relative shape anisotropy is bound between 0 and 1. When all particles are distributed
in a spherically symmetric manner κ2 = 0, if organised on a regular planar array such that
the particles sit on the vertices of a regular polygon or form a homogeneously filled polygon
κ2 = 0.25 and if the particles of the system of interest are linearly distributed κ2 = 1.
Brownian Dynamics Simulations
We performed Brownian Dynamics (BD) simulations in the over-damped limit without hydro-
dynamic interactions for finite-sized cluster of N = 24 particles. In simulations, the position
and orientation of each particle were propagated following a widely used BD algorithm.196 The
translational and rotational diffusion coefficients at infinite dilution are given by appropriate
Stokes’ laws with sticky boundary conditions. For BD simulations, the time is expressed in the
units of σ2/Dt0, where D
t
0 is the translational diffusion coefficient at infinite dilution. Starting
from low-energy structures obtained in MC simulations for the N = 24 cluster, several BD
simulations were run at T ? = 0.1 for 108 steps using the time step of ∆t = 10−5 in the reduced
units. In real units, the total length of these simulation runs was estimated to be 103 s.
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3.3 Results
3.3.1 Hierarchical Self-assembly of Hollow Spheroidal Structures
Optimal model parameters for charge-stabilised colloidal magnetic particles, maxmising the
propensity to form triangular motifs, were identified. Here, the shift distance α was found
to be the critical parameter. Utilising basin-hopping global optimisation, the lowest energy
structures as a function of the shift distance α were identified for finite-sized clusters ofN = 2−6
charge-stabilised colloidal magnetic particles. The remaining model parameters were fixed at:
λ−1 = 25, µD = 2.0 and B = 0. Figure 3.3 exhibits the corresponding low energy structures.
For N = 2 variation of α induced a significant change in the relative orientation of the two
dipole moments; ranging from 180◦ for α = 0.6 (Figure 3.3a) to 0◦ for α = 0.4 (Figure 3.3c).
As the cluster size is increased to N = 3 the triangular motif is the putative global minimum
for all three α values. However, upon increasing the cluster size further to N = 6, the continued
formation of triangular motifs is only observed for α = 0.6. In addition, for N = 6 with α = 0.6,
the two trimers which constitute the lowest energy structure also edge share. Here, edge sharing
is stabilised by a favourable anti-parallel arrangement of dipole moments between the adjacent
triangular motifs, as seen in Figure 3.3g.
To confirm the identification of optimal parameters for the fabrication of triangular motifs,
the relative stabilities of the global minima as a function of the cluster size were assessed.
Figure 3.4 shows the second finite difference of the energy for the global minimum of the
cluster of size N , ∆2E(N), for N = 2–25 corresponding to a set of model parameters: λ
−1 = 25,
µD = 2.0, α = 0.6, and B = 0. Here ∆2E(N) = Vmin(N − 1) + Vmin(N + 1)− 2Vmin(N), where
Vmin(N) is the potential energy of the global minimum containing N particles. The pronounced
peaks in the ∆2E versus N plot indicate especially stable structures for the corresponding
cluster sizes. Figure 3.4 shows that the trimer, i.e. N = 3 cluster is indeed especially stable for
this set of parameters. The corresponding structure, stabilised by the dipolar interactions with
an arrangement of the dipoles in a closed loop (i.e. flux-closure state),197 is shown in Figure
3.3d. Although the dipoles and the centres of the particles are coplanar in this triangular
structure of three-fold rotational symmetry, the dipoles are not directed along the line joining
the centres. This set of parameters was chosen so that the propensity to form triangular
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Figure 3.3: The optimisation of parameter space. In particular we focus on the variation of the
parameter α. α = 0.6 for the global minimum structures shown in a, d and g, α = 0.5 for the
global minima shown in b, e and h, while α = 0.4 for structures c, f and i. Variation of the
parameter α leads to a range of dipole-dipole orientations being stabilised as global minima for
N = 2. While all α variations stabilise triangular units for cluster size N = 3, only for α = 0.6
is the continued formation of triangular units, which in addition edge share, observed as the
global minimum structure for cluster size N = 6.
subunits continued as apparent in the first place for the N = 6 cluster (Figure 3.3g). It
is evident in Figure 3.4 that the N = 24 cluster is substantially stable while the N = 6,
12, 15, and 18 clusters are somewhat stable as well. Figure 3.5a–e show the structures of
the global minima for N = 9, 12, 15, 18 and 21 clusters, respectively, where a clear sign of
hierarchical organisation of the triangular subunits, as seen in Figure 3.3d, is evident. Note
that the hierarchical organisation resulted in bowl-shaped structures with emergent four-fold
and five-fold rotational symmetry for N = 12 and N = 15, respectively; however, for N = 18
a planar structure was observed with six-fold rotational symmetry.
The surface curvature observed for the ground state structures of the N = 12, N = 15 and
N = 21 clusters was promising for the spheroidal assembly of larger clusters. In a remarkable
demonstration of hierarchical self-assembly, the ground state structure for the N = 24 cluster
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Figure 3.4: The second finite difference of potential energy for the putative global minimum of
cluster size N , for N = 2− 25.
Figure 3.5: Structures of the global minima for clusters of size a. N = 9, b. N = 12, c.
N = 15, d. N = 18 and e. N = 21.
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was indeed found to be a closed shell with octahedral (O) symmetry, as shown in Figure 3.6.
The structure is a non-uniform convex polyhedron composed of 32 triangular faces and 6 square
faces and is topologically equivalent to a snub cube, a chiral Archimedean solid.191 The polyhe-
dron formed is topologically equivalent to the snub cube given that a continuous deformation
will transform the structure into the snub cube. 8 of the triangular faces (yellow) originate from
the colloidal particles forming triangular subunits of three-fold rotational symmetry, while the
remaining faces emerge from the hierarchical self-assembly of these triangular subunits. It is
noteworthy that the emergent triangular faces (blue) are distinct from the symmetrical trian-
gular faces and have slightly different edge lengths. According to Kepler’s description, a snub
polyhedron is derived by expanding a regular polyhedron, moving the face apart and applying
twists around their centres, adding new polygons centred on the original vertices and finally
fitting pairs of triangles between the original edges.
Following the characterisation of the closed shell structure for the ground state of the N =
24 cluster, it was rational to expect a structure that is topologically equivalent to a snub
dodecahedron for the N = 60 cluster if the observed trend continued. However, the search for
such a structure, anticipated to be formed via hierarchical self-assembly governed by highly
directional interactions, proved to be elusive. In order to improve the efficiency of the search
for larger clusters, the trimeric subunits with three-fold rotational symmetry, as shown in
Figure 3.3d, formed at the first stage of self-assembly for the N = 24 cluster were used as the
building blocks instead. The effectiveness of this approach was assessed by examining the global
minimum of the cluster of Nt = 8 such building blocks, which we call secondary building blocks
as opposed to primary building blocks. The corresponding structure was also found to be of
octahedral symmetry. When relaxed from this geometry, the N = 24 cluster with the primary
building blocks was found to support the structure, shown in Figure 3.6. This observation
validated our approach with secondary building blocks in the reduced configuration space.
Our hunt for a likely spheroidal structure for a cluster of N = 60 colloidal magnetic particles
therefore continued with Nt = 20 secondary building blocks for global optimisation runs before
relaxing the global minimum with 60 primary building blocks. For the same set of parameters,
Figure 3.7 presents the ground state thus identified for the N = 60 cluster – a closed shell
polyhedral structure that is topologically equivalent to a snub dodecahedron. The structure
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Figure 3.6: The structure of octahedral (O) symmetry, topologically equivalent to a snub cube,
identified as the global minimum for the N = 24 cluster of charge-stabilised colloidal magnetic
particles. Two representations of the same structure are shown: (left) spherical particles with
embedded dipoles; (right) the non-uniform convex polyhedron with the faces colour-coded to
distinguish between distinct faces. 8 of the triangular faces, shown in yellow, are sustained
by the colloidal particles forming trimeric units of three-fold symmetry, while the rest of the
faces are emergent from the hierarchical self-assembly of these trimeric units. The emergent
triangular faces are in blue and the square faces are in red.
has icosahedral symmetry (I) and is composed of 80 triangular faces and 12 pentagonal faces.
In this case, 20 of the triangular faces (shown in yellow), distinct from the 60 other triangular
faces, are sustained by the colloidal particles forming triangular subunits of three-fold rota-
tional symmetry, while the rest of the faces are emergent from the hierarchical self-assembly
of these triangular subunits. As for the global minimum for the N = 24 cluster, the poly-
hedron is vertex-transitive but not uniform because of unequal edge lengths. Alongside the
snub cube, the snub dodecahedron is a chiral Archimedean solid, existing in enantiomorphic
forms. In fact, the snub dodecahedron can also be derived from the 120−vertex truncated
icosidodecahedron by the process of alternation. Removal of alternate vertices leaves 60 of the
vertices of the truncated icosidodecahedron to form a polyhedron topologically equivalent to
one enantiomorphic form of snub dodecahedron. The other enantiomorphic form is formed by
the set of other 60 vertices. The resulting polyhedron is vertex-transitive but not uniform, as
shown in Figure 3.7, and requires some deformation to transform into a snub dodecahedron.
Similarly, two enantiomorphic forms of snub cube can be derived from the 48-vertex truncated
cuboctahedron.
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Figure 3.7: The structure of icosahedral (I) symmetry, topologically equivalent to a snub
dodecahedron, identified as the global minimum for the N = 60 cluster of charge-stabilised
colloidal magnetic particles. Two representations of the same structure are shown: (left) spher-
ical particles with embedded dipoles; (right) the non-uniform convex polyhedron with the faces
colour-coded to distinguish between distinct faces. 20 of the triangular faces, shown in yel-
low, are sustained by the colloidal particles forming triangular subunits of three-fold rotational
symmetry, while the rest of the faces are emergent from the hierarchical self-assembly of these
triangular subunits. The emergent triangular faces are in blue and the pentagonal faces are in
red
We then examined the prospect of controlling the porosity of the spheroidal architectures
by varying the salt concentration of the medium, which affects the inverse Debye screening
length λ−1. The spheroidal structures for the N = 24 and N = 60 clusters were observed to
be stable as λ−1 was increased from λ−1σ = 20 to λ−1σ = 50. For N = 24, the edge length
of the trimeric subunits was then found to increase by ≈ 6%, resulting in a decrease in the
edge length of the emergent faces by ≈ 4%. The reduced softness of the repulsive core is the
dominant factor here, though an increase in λ−1 also shortens the range of the electrostatic
repulsion. Over this experimentally accessible regime, the radius of gyration for the spheroidal
structure remained practically constant. The spheroidal structures were found to be stable for
a reasonably wide range of µD values, but for a relatively narrow range of α values.
When subjected to an external magnetic field, the ground states of the N = 24 and N = 60
clusters retain their shell structures at low values for the field strength, but the symmetry is
removed due to distortion. Above a threshold field, the shell structure collapses because of the
tendency of the dipoles to align with the field. For strong fields, the interaction of the dipoles
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with the field becomes dominant resulting in a linear chain aligned with the field. The hollow
spheroidal structures, which enclose a well-defined space at the colloidal scale, can thus be
reconfigured by the application of an external magnetic field above a threshold. This ability to
reconfigure is critical to the design of responsive nano- or micro-cages capable of encapsulating
guests and releasing them on demand.
The colloidal building blocks designed here are in close correspondence with the recently
synthesised colloidal magnetic particles that used iron oxide inclusions located underneath the
surface of the particles.176 While achieving precise control over the direction of the dipole
moment in an off-centred position is a challenge,198 our model offers a design rule, which could
be targeted realistically in pursuit of spheroidal self-assembly. As for the parameters, reasonable
estimates in real units can be obtained by using εY = 4.1 × 10−21 J (of the order of kBT at
room temperature) and σ = 10−6 m. These values will correspond in real units to λ = 40




3)]1/2 respectively. Given the magnetisation of hematite
Mhem ≈ 2.2× 103 A m−1, such values are well within the experimental regime.176,199 The value
of the Yukawa contact potential εY can be varied by an order of magnitude by controlling the
colloidal charge number.184
Figure 3.8: The structure identified as the global minimum for the N = 24 cluster of charge-
stabilised colloidal magnetic particles in the presence of an applied magnetic field with strength,
in reduced units, B = 2.5. Here, the arrow indicates the direction of the applied magnetic field.
3.3.2 Finite Temperature Study for Clusters of Charge-stabilised
Colloidal Magnetic Particles
We now present our results of Monte Carlo (MC) simulations of the finite-sized systems. For
N = 24 colloidal magnetic particles, which are the primary building blocks for the hollow
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spheroidal structures reported here, we did not observe the formation of thermodynamically
stable spheroidal structure even at effective temperature T ? = 0.1 when the finite-sized system
was gradually cooled starting from a random configuration. The single-particle MC moves
that were attempted proved to be inadequate to make the thermodynamically stable structure
accessible with the primary building blocks within the length of the MC runs. An estimate of
dimensionless time, reduced by the self-diffusion coefficient at infinite dilution D0 and particle
diameter, per MC step can be obtained.200 For micron-sized colloidal particles it is reasonable
to consider D0 ≈ 1× 10−12 m2 s−1.201 The total length of the MC simulation run at the lowest
temperature was thus estimated in real units to be of the order of hours (≈ 3× 104 s). In the
context of hierarchical self-assembly, cluster moves, though unphysical,200 could prove to be
more efficient.202 Alternatively, we carried out Brownian Dynamics (BD) simulations as they
involve collective motion. When BD simulations were performed at T ? = 0.1, the formation
of more triangular subunits was indeed evident (Figure 3.9). However, the assembly of any
spheroidal structure was not observed in the timescale of these BD simulations either. The
formation of the thermodynamically stable spheroidal structure upon cooling is thus hindered
by kinetic trapping, which frustrates the assembly process. The strongly directional dipolar
interactions provide kinetic traps, presumably because of the propensity to form chains as
opposed to triangular units in the flux-closure state.
Since our global optimisation results identified a well-defined structural motif as the sec-
ondary building block for the next level of structural hierarchy, we carried out MC simulations
also with these secondary building blocks. The results are shown in Figure 3.10. In these
MC simulation runs constrained in spherical containers of different sizes, the thermodynami-
cally stable spheroidal structure was indeed found to be formed for Nt = 8 as the temperature
was gradually lowered. Spherical containers of different sizes were used in order to show that
the formation of the hollow spheroidal structure was not dependent on a restrictive container
size. An increase in the container size leads to an increase in the volume that the particles
can move in and thus an increase in the entropic penalty that the assembly into the snub cube
structure would incur. This entropic penalty would need to be compensated by energetically
favourable interactions for the assembly to take place. Therefore, a systematic decrease in the
average temperature at which the formation of the hollow spheroidal structure is observed is to
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Figure 3.9: Representative low-temperature configurations for the 24-particle system obtained
upon cooling from different Monte Carlo (MC) or Brownian Dynamics (BD) trajectories. a.
MC at T ? = 0.1; b. MC at T ? = 0.1; c. BD at T ? = 0.1; d. BD at T ? = 0.1. The triangular
subunits formed are shown in yellow.
be expected with increasing container size. However, Figure 3.10 shows representative data
from MC simulations for each container size as opposed to the average behaviour; therefore the
expected trend is not clearly evident. A larger container volume would offer more flexibility
in terms of the shape that the configurations can adopt, and thus one would expect that the
error bars in the κ2 versus T ? plot to increase as the size of the spherical container grows.
A measure of the spherically symmetric distribution of the particles in the 24-particle cluster
was estimated in terms of the relative shape anisotropy κ2,203 which is bounded between 0
and 1. κ2 = 0 for a spherically symmetric distribution and κ2 = 1 for a linear arrangement
as in Figure 3.8. Figure 3.10 shows the evolution of the relative shape anisotropy κ2 as a
function of effective temperature; a transition is marked by a fall in κ2 to a value close to zero,
indicating the formation of the spheroidal structure. The fall is relatively small for smaller
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containers because of the restriction imposed. A similar observation was made for Nt = 20.
The increase in the relative shape anisotropy κ2, that occurs upon cooling the systems, can
be plausibly explained by the formation of entropically favoured open bowl-like and planar
structures, which are also energetically stabilised by anti-parallel arrangements of the dipoles
in neighbouring trimers. Such structures tend to form first upon gradual cooling, before the
closed snub cube structure is formed, resulting in the non-monotonic behavior of κ2 observed.
Figure 3.10: The relative shape anisotropy as a function of effective temperature for the finite-
sized Monte Carlo simulation of Nt = 8 secondary building blocks. The radius of the spherical
container rSC is varied to highlight that self-assembly is independent of container size.
The present study highlights a critical aspect of programmed self-assembly that has received
little attention until recently.204–207 Here the task is to ensure that thermodynamically stable
structures are kinetically accessible on the experimental time scale via removal of kinetic traps.
Reversible association or contact formation allows for facile annealing of defects, and hence
the removal of kinetic traps. Such reversibility is, however, often achieved at the expense
of weak thermodynamic driving forces. It is relevant to note that this general idea has been
corroborated, in particular, by a recent simulation study of a model of virus capsid assembly that
employed rigid subunits corresponding to trimers of proteins.204 The competing thermodynamic
and kinetic criteria suggest that an optimal condition has to be established for efficient self-
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assembly. In the presence of directional interactions, which strongly favour certain contacts,
this task is even more challenging. One of the focal points of this thesis is to address this
challenge in the context of hierarchical self-assembly.
3.4 Conclusions
In conclusion, we have demonstrated the rational design of colloidal magnetic particles which
form thermodynamically stable hollow spheroidal structures via a remarkable hierarchical self-
assembly. The ground state structures are topologically equivalent to the snub cube and the
snub dodecahedron, the only two chiral Archimedean solids. The precision with which the
sub-units are formed parallels nature’s mastery of creating hierarchically organised complex
architectures. The manipulation of the electrostatic repulsion between the charge-stabilised
colloidal magnetic particles allows for the porosity of the spheroidal structures to be controlled.
The structures are shown to be responsive to an external magnetic field. The ability to re-
configure the hollow spheroidal structures is critical to the design of responsive supracolloidal
cages for cargo delivery. The formation of thermodynamically stable spheroidal structures upon
cooling is found to be hindered by kinetic trapping in the presence of the strongly directional
dipolar interactions, presumably because of the propensity to form chains as opposed to trian-
gular subunits. Here the term “kinetic trap” refers to a situation where relaxation of certain
degrees of freedom occurs so slowly that access to the thermodynamically most favoured con-
figuration is prevented on the timescale of observation. The presence of kinetic traps highlights








Self-assembly of colloidal particles offers a low-cost, scalable route to the bottom-up fabrication
of three-dimensional structures because of the scope for tuning interparticle interactions.167
Recent years have seen remarkable progress in the synthesis of a wide variety of complex col-
loidal particles,3,168,208 which interact via a multitude of forces.169 Thanks to this progress,
hierarchical self-assembly for synthetic anisotropic colloidal building blocks, though still at
an early stage of exploration, promises to open up routes to structural complexity at an un-
precedented level.66,98,209 While examples of structural hierarchies in nature are abundant,210
encoding structural hierarchy for man-made functional materials has been elusive. This multi-
scale design problem faces a significant challenge to overcome any kinetic traps that may arise,
especially in the presence of relatively strong interactions between anisotropic colloidal building
blocks in certain directions.66 Understanding the pathways for hierarchical self-assembly is thus
crucial to mitigate this challenge.211,212
Hollow structures find a myriad of practical applications predominantly for their abil-
ity to encapsulate guests and thus have been targets for self-assembly at different length
scales.67,162–164,213 In Chapter 3, we explored a biomimetic design route to hollow spheroidal
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structures at the microscale,66 drawing inspiration from the intricate self-assembly of spheroidal
shells with icosahedral symmetry observed for many viral capsids in the realm of nature.69 These
spheroidal shells exhibit a spectacular structural hierarchy, where the surface curvature emerges
from the edge-sharing of polygons, as in the so-called Platonic and Archimedean solids.191 Our
approach to produce hollow spheroidal structures exploited designer colloidal magnetic parti-
cles, which, for size-selected clusters, formed thermodynamically stable polyhedra: a polyhe-
dron of octahedral symmetry, topologically equivalent to the snub cube, for N = 24 particles
and a polyhedron of icosahedral symmetry, topologically equivalent to the snub dodecahedron,
for N = 60. In a remarkable display of structural hierarchy, the colloidal magnetic particles
formed uniform triangular subunits at an intermediate level, while the ordered arrangement of
these planar trimers at the next level resulted in the formation of each of these polyhedra with
emergent faces.66 It is relevant to note here that the snub cube and snub dodecahedron are
the only two Archimedean solids which are chiral, despite having a high degree of rotational
symmetry.191 Together with the snub tetrahedron, they complete the set of convex snub poly-
hedra.191 In Table 4.1 a comparison of the geometric features of this set of convex polyhedra
is presented.
Polyhedron Symmetry V F E
Snub Tetrahedron T 12 20 30
Snub cube O 24 38 60
Snub dodecahedron I 60 92 150
Table 4.1: A comparison of the geometric features of convex snub polyhedra. Here V is the
number of vertices, F is the number of faces and E denotes the number of edges.
Our designer building blocks, which included a permanent point-dipole shifted away from
the centre,66 closely resemble the micron-sized colloidal magnetic particles, synthesised using
a single-domain hematite cube inclusion underneath the surface of an organosilica polymer
sphere.176 When the range of the electrostatic repulsion between these colloidal particles was
reduced by modulating the salt concentration of the medium, the particles were indeed found
to form planar trimers. However, the direction of the dipole moment within the magnetic
cube was not known with certainty in this experimental system.214 In the building blocks that
we considered the point-dipole was directed radially outward and thus the building blocks
were cylindrically symmetric.66 In fact, magnetic particles with off-centred dipoles have drawn
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special interest in computer simulation studies,66,192,214–216 relevant to the synthesis of a variety
of exotic colloidal magnetic particles in recent years.176,188,189,217
As captured by our designer colloidal magnetic particles,66 the trimers were the dominant
structural motifs in the experimental study by Sacanna et al.176 However, the formation of
tetramers was also occasionally observed in this experimental system, as shown in Figure
4.1. In this context, a relevant question is whether we can design structural hierarchy with
tetramers at the intermediate level. Another particularly pertinent question relates to the
mechanism of self-assembly when it results in structural hierarchy at multiple levels. These
questions provided the motivation for the present study, where we also intended to examine
the possibility of encoding self-assembly of designer colloidal magnetic particles into the snub
tetrahedron or its topological equivalent. In relation to the mechanism of hierarchical self-
assembly, we intended to investigate, in particular, whether or not the emergence of structural
hierarchy at multiple levels involves hierarchical pathways, i.e. proceeds in stages.218
Figure 4.1: The self-assembly of charge-stabilised colloidal magnetic particles recently synthe-
sised by Sacanna et. al. Here, the colloidal magnetic particles are shown to self-assemble into
a square planar motif. Reproduced with the permission of Dr. S. Sacanna (Private communi-
cation).
In order to address these questions, we employed a sophisticated structure prediction tool,
a rare-event simulation technique and a Monte Carlo simulation method. Here we demon-
strate the self-assembly of designer charge-stabilised colloidal magnetic particles with off-centred
dipoles into a series of reconfigurable supracolloidal polyhedra and elucidate distinct kinetic
pathways for self-assembly into two of these polyhedra of very different morphologies. These
polyhedra each display a remarkable two-level structural hierarchy involving either a tetramer




We employed the widely-used one-component description for our colloidal system with an ef-
fective potential. The spherical magnetic particles that we considered in this study interact
with each other via the Yukawa potential describing the screened electrostatic repulsion that
offers the charge-stabilisation. The magnetic interactions are described within a point-dipole
approximation; a permanent point-dipole is placed away from the centre of the spherical core
in a rigid framework.
Figure 4.2: A schematic representation of the rationally designed model charge-stabilised col-
loidal magnetic particles. Here, Ri and ri are the position vectors for the geometric centre of
particle i and its embedded point-dipole, respectively, µ̂i is the unit vector defining the direction
of the dipole moment located at ri. θ defines the angle between the shift vector, ri −Ri, and
the unit vector describing the dipole orientation, µ̂i. λ is the Debye screening length, which
provides an estimate of the thickness of the electrostatic double layer. The addition of the
parameter θ allows the variation of dipole orientation within the rigid-body model.
The potential energy V for a cluster of N charge-stabilised colloidal magnetic particles in
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Here, Ri and ri are the position vectors for the centre of particle i and its embedded point-
dipole, respectively, µ̂i is the unit vector defining the direction of the dipole moment of the latter,
whose magnitude is µD, µ0 is the permeability of free space, and rij is the separation vector:
rij = ri−rj with magnitude rij, so that the unit vector r̂ij = rij/rij. In the Yukawa description
of screened electrostatic repulsion, λ−1 is the inverse Debye screening length and εY is the so-
called contact potential. The units of energy and length are chosen as the Yukawa parameters
εY and σ, respectively. The direction of the external field B = (0, 0, B), when applied, was held
fixed along the z-axis of the space-fixed frame. The magnetic dipole µD is given in reduced
units of (4πεYσ
3/µ0)
1/2 and the magnetic field strength B is in [εYµ0/(4πσ
3)]1/2. The model
parameters are then the inverse Debye screening length λ−1, the strength of the dipole µD,
the separation d between the location of the point-dipole and the centre of the particle, the
angle θ between the direction of the dipole moment µ̂i and the shift vector ri −Ri as shown
in Figure 4.2, and the magnetic field strength B. The shift distance is expressed in terms
of a dimensionless ratio α = 2d/σ, where σ is the length scale in terms of which the Yukawa
potential is defined, offering an estimate of the size of the particle in the absence of a hard core.
In Chapter 3, we considered the θ = 0◦ case, where the point-dipole points radially outward.
The colloidal magnetic particles were treated as rigid bodies. The translational coordinates
for the centre of the particles were represented by the Cartesian coordinates and the rotational
coordinates by an angle-axis representation,123 unless specified otherwise. The gradients and




We used basin-hopping (BH) global optimisation method,24,132 to characterise the putative
global minimum on the potential energy landscape (PEL) for each cluster size. For each cluster
size, five independent BH global optimisation runs were performed starting from random initial
configurations and the lowest minimum found was proposed as the putative global minimum. In
this study, the global minima are presented with high confidence level with 100% convergence
up to N = 21. For N = 24, the tetramer with four-fold rotational symmetry, as shown in
Figure 4.3, were used as a rigid building block to improve the efficiency of search. The global
minimum thus obtained was relaxed for the individual colloidal magnetic particles with θ = 90◦
by removing the constraints.
Rare-event Simulation
In order to obtain kinetic pathways for structural transitions, we employed discrete path sam-
pling (DPS),219 as implemented in the software PATHSAMPLE, which drives the program
OPTIM. The DPS approach to rare-event simulation relies upon recursive use of geometry
optimisation to grow a database of minima and transition states. In this method, an initial
path between two selected minima, generally consisting of a series of intervening transition
states and minima, is determined by repeated use of double-ended transition state searches.
The doubly nudged elastic band (DNEB) algorithm220,221 is used to identify transition state
candidates, which are then accurately refined using hybrid eigenvector-following techniques.222
The eigenvalue shifting technique is used for treatment of the six degrees of freedom associated
with overall translation and rotation in transition state searches. The technique uses analytic
expressions for the corresponding Hessian eigenvectors with zero eigenvalues. The DNEB im-
plementation uses a discrete representation of the band in terms of a set of images, obtained
by an incremental approach to quaternion interpolation algorithm Slerp.223
The two minima reached by (approximate) steepest-descent paths leaving a transition state
parallel and anti-parallel to the eigenvector with the unique negative eigenvalue define its
connectivity. For local minimisations the limited-memory Broyden–Fletcher–Goldfarb–Shanno
(LBFGS) algorithm of Liu and Nocedal is used.224,225 Discrete paths are then generated sys-
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tematically from the initial connected path to grow the database by adding all the distinct
minima and transition states found during successive connection-making attempts for pairs of
minima selected using a missing connection algorithm.226 The addition of new stationary points
to the database critically depends on reliable identification of permutation-inversion isomers.
The discrete path that makes the largest contribution to the two-state rate constant within
a steady-state approximation for the intervening minima is extracted from the DPS database
using a network formulation227 via Dijkstra’s shortest-path algorithm228 by choosing suitable
edge weights.219
Monte Carlo Simulations
A series of Monte Carlo (MC) simulations were performed within two different constraining
spherical volumes starting from five independent configurations. In a given run, the reduced
temperature of the system of Ns = 4 rigid building blocks was gradually decreased. For each
rigid body, the translational degrees of freedom were represented by the Cartesian coordinates
of the geometric centre and a quaternion representation was used to describe the orientational
degrees of freedom.229 The step sizes in both translational and orientational space were adapted
to secure an average acceptance ratio of 0.45 except at relatively high reduced temperatures.
At each temperature, simulations were run at least for 109 MC cycles (2 × 109 cycles at low
temperatures), each of which consisted of Ns single-particle moves in both translational and
orientational space; half of these cycles were used for equilibration. Here T ? is the reduced
temperature given by T ? = kBT/εY.
4.3 Results
4.3.1 The Rational Design of Hollow Tubular Structures
In our quest for hierarchical self-assembly via tetramers, square planar units appeared to be
plausible secondary building blocks, which could support a flux-closure arrangement of dipoles,
as opposed to tetrahedra. We therefore considered the θ = 90◦ case and varied the param-
eter α in particular. By employing basin-hopping global optimisation, we characterised the
global minima on the PELs for clusters of these colloidal particles as the thermodynamically
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Figure 4.3: a. The second finite difference of the potential energy for the global minimum
of cluster size N as the cluster size grows spanning the range N = 2–24. b. The structure
of the global minimum for N = 4. c. The structure of the global minimum for N = 24.
d. The polyhedral representation, showing the emergent triangular faces for N = 24, clearly
demonstrates the anti-prismatic arrangement.
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favoured structures especially at low reduced temperatures. Figure 4.3a shows the second
finite difference of the potential energy for the global minimum as a function of the cluster size
N , ∆2E(N) for N = 2 − 24. Here ∆2E(N) = Vmin(N − 1) + Vmin(N + 1) − Vmin(N), where
Vmin(N) is the potential energy of the global minimum for a cluster of N particles. The plot
corresponds to the following set of parameters: θ = 90◦, α = 0.3, µD = 2.0 and λ
−1 = 25. The
plot features pronounced peaks for certain values of N , indicating especially stable structures
for the corresponding cluster sizes. It is then evident that the structures for the cluster sizes,
which are integer multiples of 4, are especially stable. This could be a sign of structural hierar-
chy, which was indeed confirmed by the inspection of the structures. Figure 4.3b exhibits the
4-particle global minimum for the aforementioned parameter set. The global minimum in this
case is indeed a square planar unit, stabilised by the dipoles arranged in a flux closure state.
The disposition to form tetrameric subunits continued with increasing N . These square planar
subunits stack on top of each other to form a tubular structure in a striking display of struc-
tural hierarchy as evident in Figure 4.3c for N = 24. As N increases in integer multiples of 4,
the number of square planar subunits grows resulting in an increase in the length of the tube
and the global minima are of D4d symmetry. The polyhedral representation in Figure 4.3d
shows the triangular faces that are emergent from this hierarchical self-assembly and clearly
demonstrates the anti-prismatic arrangement.
We characterised a dominant pathway for the self-assembly into the tubular structure for
N = 16 by employing discrete path sampling approach to rare event simulation.123,219,230 The
dominant pathway is taken to be the discrete path that makes the largest contribution to the
two-state rate constant (see section 4.2.2). The energy profile of the dominant pathway for the
self-assembly starting from a high-energy, relatively disordered minimum that we obtained in
this case is shown in Figure 4.4a (see Movie 1 in the electronic supplimentary information of
Ref.68) for the complete pathway. This pathway involves the formation of the square planar
units as the secondary building blocks and demonstrates that as the square planar subunits
are formed, they attach to a growing tubular structural motif practically one by one (D, E and
F in Figure 4.4a). These subunits are stabilised by the dipoles in a flux-closure state; the
transformation from E to F involves a relatively high energy barrier due to the reorganisation
of the dipoles within the final two subunits to attain the flux-closure state. Thus the main
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Figure 4.4: The dominant pathway for the self-assembly into a tubular structure formed by
N = 16 designer charge-stabilised colloidal magnetic particles with θ = 90◦. The colloidal
magnetic particles are shown not to scale. a. The potential energy profile for the pathway
along with the structures corresponding to a few selected stationary points. The solid and
dashed horizontal lines correspond to the minima and transition states, respectively. The
secondary building blocks, the square planar subunits, when formed are colour-coded for visual
aid. b. The evolution of the relative shape anisotropy parameter κ2 along the pathway. For
both a and b, the lateral displacement is arbitrary as the pathway is traversed.
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feature for this pathway for hierarchical self-assembly is that the assembly at both the levels
proceed simultaneously to eventually produce a two-level structural hierarchy. The relative
shape anisotropy parameter κ2 for a cluster, bounded between 0 and 1, provides an estimate
of its shape anisotropy.203 κ2 = 0 for a spherically symmetric distribution and κ2 = 1 for a
perfectly linear arrangement. The evolution of κ2 along the self-assembly pathway into the
tubular structure, shown in Figure 4.4b, highlights the progressive increase in κ2 with the
quasi one-dimensional growth caused by the sequential attachment of the tetrameric subunits
to the tubular motif as they are formed.
Figure 4.5: Relative shape anisotropy parameter as a function of reduced temperature for a
cluster of 4 square planar units constrained within two spherical containers of radii: 3 (square)
and 2 (circle) in reduced units. The average values over five independent runs are shown.
In order to assess whether the thermodynamically stable tubular structure is kinetically
accessible and is thus likely to be self-assembled under appropriate experimental conditions, we
carried out Monte Carlo simulations wherein the reduced temperature T ? was gradually reduced
from a finite value. Since the pathway, shown Figure 4.4a, suggests that the hierarchical self-
assembly into the tubular structure is most likely to proceed via the formation of the square
planar units, Monte Carlo simulations were performed with the secondary building blocks,
shown in Figure 4.3b, modeled as rigid units. Such an approach allowed single-particle moves
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to be used effectively in a multi-scale problem. Figure 4.5 shows the evolution of the parameter
κ2 as a function of the reduced temperature; the gradual growth of κ2 to unity indicates the
formation of increasingly quasi one-dimensional structure. Note that for a perfectly tubular
structure, the centres of the rigid secondary building blocks are co-linear, for which κ2 = 1.
4.3.2 In Silico Search for the Snub Tetrahedron
We next sought the design rule for the snub tetrahedron, the smallest member of the set of
convex snub polyhedra. In our quest for the snub tetrahedron, we focused on the cluster of
N = 12 cylindrically symmetric (i.e. θ = 0◦) colloidal magnetic particles, which show propensity
to form trimers (see Figure 4.6) While the global minimum on the PEL is a bowl structure
(Figure 4.7a), we identified a spheroidal structure that is topologically equivalent to the snub
tetrahedron as a low-lying minimum (Figure 4.7b). Both of these structures exhibit a two-level
structural hierarchy, where planar triangular subunits, stabilised by a flux-closure arrangement
of the point-dipoles, serve as secondary building blocks (see Figure 4.6). It is the organisation
of these secondary building blocks that results in an open or a closed structure. Analysis of the
energetics for these structures reveals that a nearly anti-parallel arrangement of the dipoles in
neighbouring secondary building blocks is energetically favoured (representative examples are
shown in Figure 4.6a, b and also in Figure 4.8) and is a key factor in determining the low
energy structures. Such interactions, though fewer in number for the bowl structure compared
to the spheroidal structure, are of sufficient strength to make the bowl structure the global
minimum on the PEL. The angle φ between the dipoles for such pairs is closer to the perfect
anti-parallel arrangement in the bowl structure (see Table 4.2).
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Figure 4.6: The triangular subunits formed as secondary building blocks in the hierarchical
self-assembly route to hollow spheroidal structures. a. The triangular subunit for θ = 0◦; b.
the triangular subunit for θ = 10◦.
Figure 4.7: The competing structures, characterised as the low-lying minima on the energy
landscape, forN = 12 charge-stabilised magnetic colloids with an embedded point-dipole shifted
away from the centre. The angle θ defines the angle between the direction of the dipole and
the radial shift. In this case α = 0.6, µD = 2.0 and λ
−1 = 25.0; θ is varied. a. The bowl
structure for θ = 0◦; b. the spheroidal structure for θ = 0◦; c.polyhedral representation of the
bowl structure shown in a; d. the spheroidal structure for θ = 10◦, e. the bowl structure for
θ = 10◦; f. polyhedral representation of the spheroidal structure shown in d. The secondary
building blocks are highlighted by colour-coding and representative examples of anti-parallel
arrangements of the dipoles in neighbouring secondary building blocks are shown in yellow.
The spheroidal structure is topologically equivalent to the snub tetrahedron.
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Minimum φ Rij/σ rij/σ Eap/εY
The bowl structure 172.8 1.02 0.8 −7.66
The spheroidal structure 164.8 1.05 0.86 −6.04
Table 4.2: A comparison of the anti-parallel arrangements of the dipoles in two neighbour-
ing secondary building blocks of two low-lying minima for N = 12 charge-stabilised colloidal
magnetic particles, where θ = 0◦. φ is the angle between the dipole vectors, Rij is the dis-
tance between the centres of the spherical colloidal particles, rij is the distance between the
point-dipoles and Eap is the potential energy contribution arising from the two dipoles.
Figure 4.8: The competing structures, characterised as the low-lying minima on the energy
landscape, for N = 12 charge-stabilised magnetic colloids. Representative examples of the
anti-parallel arrangement of the dipoles in neighbouring secondary building blocks are clearly
shown here and the dipoles concerned are highlighted in yellow. a. The ground state structure
for θ = 0◦; b. the ground state structure for θ = 10◦. Here θ defines the angle between the
direction of the dipole and the radial shift.
The above analysis led us to vary the parameter θ for our designer building blocks and
investigate the structures and energetics. This choice also appeals in the context of the uncer-
tainty in the direction of the dipole moment within the magnetic cube used in the synthesis
of colloidal magnetic particles.176 For θ = 10◦, the propensity for hierarchical self-assembly
was retained with the triangular subunits in the flux-closure arrangement formed at the first
level of organisation. In fact, the triangular subunit is more stable when θ = 10◦ as compared
to θ = 0◦ due to a decrease in the separation between the dipoles within the subunit. For
N = 12, we indeed find the global minimum to be a spheroidal structure (Figure 4.7d) that
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Minimum φ Rij/σ rij/σ Eap/εY
The bowl structure 174.7 1.05 0.92 −5.11
The spheroidal structure 166.3 1.07 0.94 −4.74
Table 4.3: A comparison of the anti-parallel arrangements of the dipoles in two neighbour-
ing secondary building blocks of two low-lying minima for N = 12 charge-stabilised colloidal
magnetic particles, where θ = 10◦. φ is the angle between the dipole vectors, Rij is the dis-
tance between the centres of the spherical colloidal particles, rij is the distance between the
point-dipoles and Eap is the potential energy contribution arising from the two dipoles.
is topologically equivalent to the snub tetrahedron as evident in Figure 4.7f. Note that it is
chiral with tetrahedral symmetry. In this case, the interactions between the dipoles in the anti-
parallel arrangements in neighbouring secondary building blocks are sufficient in strength in
the spheroidal structure, though they are still weaker than those in the bowl structure (Figure
4.7e), to stabilise the spheroidal structure, and in fact, cause it to be the global minimum on
the PEL. The details of the energetics along with the geometric features are given in Table 4.3
for the θ = 10◦ case.
It was then relevant to investigate whether the designer colloidal magnetic particles with
θ = 10◦ formed the other two convex snub polyhedra for appropriate size selected clusters.
To this end, we considered N = 24 and N = 60. In the case of N = 24, the ground state
structure for the cluster is indeed a convex polyhedron of octahedral (O) symmetry, displaying
two-level structural hierarchy, as shown in Figure 4.9. This polyhedron is composed of 32
triangular faces and 6 square faces and is topologically equivalent to the snub cube, a chiral
Archimedean solid. Eight of the triangular faces (shown in distinct colours) originate from the
colloidal particles forming triangular subunits of three-fold rotational symmetry. The other
triangular faces (shown in light gray) and the square faces (shown in orange) emerge from
the hierarchical self-assembly of these triangular subunits. The emergent triangular faces have
slightly different edge lengths, making the polyhedron topologically equivalent to the snub cube.
In the case of N = 60, however, we have not observed such a spheroidal structure to be the
ground state. A polyhedron topologically equivalent to the snub dodecahedron and thus of
icosahedral symmetry would have an emergent face of five-fold symmetry. For our designer
colloidal magnetic particles with θ = 10◦, we have found that for N = 15 a bowl structure with
such an emergent face is not the global minimum. Instead, the global minimum in this case
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Figure 4.9: The structure of octahedral (O) symmetry, topologically equivalent to the snub
cube, characterised as the global minimum for a cluster of N = 24 charge-stabilised colloidal
magnetic particles with θ = 10◦. Two representations of the same structure are shown: a.
spheroidal particles with embedded dipoles, drawn not to scale; b. the convex polyhedron
with the faces colour-coded to distinguish between them. Eight of the triangular faces of three-
fold symmetry, colour-coded distinctly, are formed by the colloidal magnetic particles at the
first level of organisation; the emergent faces from the second-level of organisation are shown
in orange (square faces) and in light gray (triangular faces).
corresponds to a configuration, containing a polyhedron that is topologically equivalent to the
snub tetrahedron plus an additional trimeric subunit (Figure 4.10). This is in line with our
observation for N = 60.
Finally, we characterised the dominant pathway to the hollow spheroidal structure of tetra-
hedral symmetry, topologically equivalent to the snub tetrahedron, as shown in Figure 4.7d.
It was of interest to compare pathways to two distinct polyhedra that both exhibit two-level
structural hierarchies with different types of subunits formed at the intermediate level.66 Fig-
ure 4.11 shows the energy profile of the dominant pathway that we have obtained for the
self-assembly to the spheroidal structure, which is the smallest in this series, starting from a
relatively high-energy, disordered minimum. (electronic supplimentary information of Ref.68)
This self-assembly pathway suggests that the pathway is hierarchical, where the two-level or-
ganisation proceeds stage-wise. In the first stage, trimers stabilised by the arrangement of
dipoles in a flux-closure state are formed. These trimers act as the secondary building blocks
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Figure 4.10: The two structures characterised as the low lying minima on the energy landscape
for N = 15 charge-stabilised colloidal magnetic particles, where θ = 10◦. a. The ground state
structure, which consisted of the snub tetrahedron plus an additional triangular subunit; b.
the bowl structure, a low lying minimum, with an emergent five-fold rotational symmetry.
for the subsequent stage and the next level of assembly is driven by the stability arising from
the anti-parallel arrangements of the dipoles between the secondary building blocks. Through
the second stage of assembly the trimers retain their integrity, invoking a high degree of coop-
erativity. The energy barriers involved in the second stage of assembly are therefore relatively
low. However, the element of cooperativity is likely to result in relatively high entropy costs in
the free-energy barriers.
When subjected to an external magnetic field, the tubular structures collapse above a thresh-
old field. For example, the ground state structure for the N = 16 cluster with θ = 90◦ was
found to be a zig-zag chain, where the dipoles are parallel to the field direction, as shown in
Figure 4.12. For a nonzero value of θ, such a zig-zag configuration is favoured over a lin-
ear configuration by the dipolar interactions due to a smaller separation between the adjacent
point-dipoles in the former case. The structures can thus be reconfigured by the application of
an external magnetic field above a threshold. The ability to reconfigure an enclosed structure
is especially attractive when it is hollow and spheroidal for the design of responsive containers
that can encapsulate guests and release them on demand.
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Figure 4.11: The potential energy profile along a dominant pathway for the self-assembly into
a spheroidal structure, topologically equivalent to the snub tetrahedron, formed by N = 12
designer charge-stabilised colloidal magnetic particles with θ = 10◦. The solid and dashed
horizontal lines correspond to the minima and transition states, respectively. The inset images
show structures corresponding to selected stationary points labeled along the pathway. The
secondary building blocks, the triangular subunits, when formed are colour-coded for visual
aid.
Figure 4.12: The ground state structure for N = 16 charge-stabilised colloidal magnetic par-
ticles, each with an embedded shifted dipole at an angle θ = 90◦ to the radial shift, in the
presence of an applied magnetic field B = 10.0.
The colloidal magnetic particles we have considered in the present study are in close corre-
spondence with the colloidal magnetic particles, synthesised using iron oxide inclusions located
underneath the surface of organosilica polymer spheres.176 Reasonable estimates for the pa-
rameters can be obtained in real units by using εY = 4.1 × 10−21 J (of the order of kBT at
room temperature) and σ = 10−6 m. Corresponding to these values, we have in real units
µD ≈ 4 × 10−16 A m2, B ≈ 2 × 10−4 T, and λ = 40 nm, all well within the experimentally
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accessible regime.176 The control of the colloidal charge number allows for the value of the
Yukawa contact potential εY to be modulated by an order of magnitude.
184
4.4 Conclusions
The present computer simulation study has identified a series of polyhedra as the ground state
structures for size-selected clusters of designer charge-stabilised colloidal magnetic particles,
each with an embedded point-dipole at an off-centred location. In particular, we have identified
square anti-prismatic tubular structures and spheroidal polyhedra as the ground state structures
for the design space that we investigated. A remarkable feature of these supracolloidal polyhedra
of distinct morphologies is that they all exhibit two-level structural hierarchies, via either
tetramers or trimers in the intermediate level. The subunits formed at the intermediate level
have the dipoles in flux-closure arrangements in either case. The shift of the dipole relative to
the centre, described by the parameter α, and the angle θ between the dipole vector and the
radial shift vector are the two critical parameters that determine whether these subunits have
four-fold or three-fold rotational symmetry and hence the overall morphology. We have thus
been able to design structural hierarchies via tetramers in a controlled way.
In our quest for the snub tetrahedron, we have found the angle θ to be a critical parameter
to determine the stability of a topological variant of the snub tetrahedron relative to the bowl
structure on the PEL. In particular, for θ = 10◦, we observed the ground state structures, which
are topologically equivalent to the snub tetrahedron (N = 12) and the snub cube (N = 24),
two of the three convex snub polyhedra that exist. The third member of this set is the snub
dodecahedron, which is of icosahedral symmetry; for N = 60, we observed the ground state
structure that is topologically equivalent to the snub dodecahedron in the case of θ = 0◦, but
not for θ = 10◦. On the other hand, for θ = 0◦, a snub polyhedral structure (topologically
equivalent) is also the ground state structure for N = 24, but not for N = 12. It is important
to note here that the internal angle for the emergent regular faces in this series of topologically
equivalent snub polyhedra varies from 60◦ to 108◦ from the snub tetrahedron to the snub
dodecahedron. It is plausible that this angular range is too wide for these emergent faces be
supported by our designer colloidal magnetic particles for a single value of θ for these polyhedra
to be the ground state structures for appropriate size-selected clusters. Another striking feature
95
is that the spheroidal polyhedra, which are formed via the formation of triangular subunits at
the intermediate level, are chiral, despite having a high degree of rotational symmetry.
It is intriguing that the dominant kinetic pathways, which we characterised for the self-
assembly into two distinct supracolloidal polyhedra, present very different mechanisms for
emergent two-level structural hierarchies, presumably due to the distinct morphologies of these
polyhedra. These pathways provide especially distinct routes depending upon whether organisa-
tion at different levels proceeds simultaneously or sequentially. In the former case, higher-order
building blocks are formed one by one and attach to a growing structural motif corresponding
to the next level of organisation; in the latter, higher-order building blocks are all formed before
the next level of organisation proceeds.218 The spheroidal structures can be underpinned by
only certain numbers of triangular subunits commensurate with closed shells. In contrast, the
square planar subunits, which serve as the secondary building blocks, can directly stack up to
form the tubular structures. It is likely that these structural features of the assemblages re-
sulted in the distinct mechanisms that we observed. The formation of the spheroidal structure
proceeds via a hierarchical pathway where the requisite number of triangular subunits are pro-
duced in the first stage before the organisation of these secondary building blocks takes place.
The tubular structure is instead formed via a growth mechanism involving sequential attach-
ment of the secondary building blocks as they are formed. It is noteworthy that cooperative
particle dynamics are crucial for the hierarchical pathway, and the corresponding free-energy
barrier is likely to have a considerable entropy contribution. The mechanistic understanding
of the self-assembly pathways will be critical to our ability to effectively control the dynamical
pathways.231,232
These supracolloidal polyhedra can serve as microscale containers, the practical applications
of which primarily arise from their ability to encapsulate guests. Our results demonstrate a
feasible design space for the experimental realisation of such 3-dimensional hollow structures,
exploiting a hierarchical self-assembly scheme. Additionally, we provide possible guidelines for
controlling the morphology in terms of the two parameters α and θ, in particular. The re-
sponsiveness of these containers to an applied magnetic field is a particularly attractive feature
that allows these containers to be opened and closed on demand. The spheroidal polyhedra
that we characterised offer confined space enclosed by well-defined facets in a chiral environ-
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ment, extending the features of metal–organic frameworks to the microscale,162,233 and are thus
likely to offer a further range of potential applications in catalysis and separation.234 For these




Self-assembly of Colloids: Matching
Stability and Accessibility
5.1 Introduction
Hierarchical self-assembly of nano- and micro-particles is emerging as an attractive route to
structural organisation at a higher level, spanning multiple length scales.209,235 Notably, the
hierarchical self-assembly of mono-disperse colloidal octapod-shaped nanocrystals resulted in a
three-dimensional superlattice via the formation of linear chains of interlocked octapods.98 The
assembly of binary and ternary patchy nanoparticles produced supracolloidal ordered struc-
tures in a hierarchical scheme.236 The ‘patchiness’ of colloidal triblock spherical particles was
exploited to encode staged self-assembly triggered by stepwise changes of the ionic strength
of the medium.237 A computational study demonstrated an alternative scheme for patchiness
without engineered surfaces en route to a variety of complex superstructures via hierarchical
self-assembly.238 Recent work also demonstrated how the self-assembly of colloidal particles
in confinement could lead to a complex hierarchical geometry that exhibited a rich variety of
optical effects including structural colouration due to the interaction of light with the struc-
tural features at different length scales.239 We followed a biomimetic design route to hollow
spheroidal structures, Chapter 3 and 4 exploiting a hierarchical self-assembly scheme for
charge-stabilised colloidal magnetic particles with an off-centred magnetic dipole.66,68 While a
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growing body of work in recent years has demonstrated the great promise of hierarchical col-
loidal self-assembly, a conceptual framework to reliably program hierarchical self-assembly of
colloidal building blocks is still lacking. Such a framework is crucially important to address the
challenge of a multiscale design problem, arising from the requirement of bridging hierarchies
of multiple length- and time-scales, associated with structure and dynamics respectively, along
the self-assembly pathway.
Harnessing the enormous potential for colloidal self-assembly to offer a bottom-up route
to structure fabrication critically hinges on our ability to manipulate the interactions between
the colloidal particles such that a target structure is not only thermodynamically favourable,
but also kinetically accessible on experimental time scales.22,240 This task becomes even more
formidable in the context of hierarchical self-assembly. In this case, a pertinent question is
whether the pathway is staged – that is to say, whether the assembly itself follows a hierarchical
pathway.68,218 Such a pathway for colloidal self-assembly would involve concerted movements of
colloidal particles over the course of the assembly pathway. In fact, the requirement of matching
stability and accessibility draws a parallel between the target structure for programmed self-
assembly and the native structure of a protein.241
In particular, hollow spheroidal structures at the nano- and micro-scale are attractive targets
for a range of practical applications,67,163,242 especially as nanocapsules resembling viral capsids
and microvesicles for drug delivery.62,243 Viral capsids of icosahedral symmetry are in fact
marvelous examples of molecular self-assembly in nature, resulting in a remarkable structural
hierarchy in terms of repeating subunits.69 While the structures of viral capsids are now known
in great detail, the pathways for capsid assembly remain poorly understood largely due to
limitations on experimental characterisation.244,245
In this chapter, we employ a variety of computational methods to examine the kinetic
accessibility of the hollow spheroidal structures self-assembled from charge-stabilised colloidal
magnetic particles. The structures each show a fascinating two-level structural hierarchy. We
demonstrate how an optimal design rule for hierarchical self-assembly in this case can be derived
while satisfying both the thermodynamic and kinetic criteria. We find a striking correspondence
between the thermodynamics and kinetics, which we account for in a staged assembly pathway.
While our designer building blocks closely resemble recently synthesised colloidal magnetic
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particles,176 our results suggest design principles, which should have general implications for
programming hierarchical self-assembly of nano- and micro-particles.
5.2 Methods
5.2.1 The Model
We model the charge-stabilised colloidal magnetic particles under consideration using a one-
component description with an effective pairwise potential and the point-dipole approximation
for the magnetic interactions. The point-dipole was off-centred, located at a distance d away
from the centre of a spherical particles and inclined with an angle θ to the radial shift vector.
The Yukawa potential was used to describe the screened electrostatic repulsion giving rise to
the charge-stabilisation. In this description, the potential energy V for a finite-size system of



















[(µ̂i · µ̂j)− 3(µ̂i · r̂ij)(µ̂j · r̂ij)]
Here,Ri and ri are the position vectors for the centre of colloidal particle i and its embedded
point dipole, respectively, µ̂i is the unit vector defining the orientation of the aforementioned
point dipole, whose magnitude is given by µD, µ0 is the permeability of free space, and rij is
the separation vector: rij = ri−rj with magnitude rij , so that the unit vector r̂ij = rij/rij. In
the Yukawa description of screened electrostatic repulsion, λ−1 is the inverse Debye screening
length and εY is the so-called contact potential. The chosen units of energy and length are the
Yukawa parameters εY and σ, respectively. The model parameters are then the inverse Debye
screening length λ−1, the strength of the magnetic dipole µD, the separation d between the
centre of the colloidal particle and the location of the embedded point dipole and the angle θ
between the direction of the dipole moment µ̂i and the shift vector ri−Ri. The shift distance is
expressed in terms of the dimensionless ratio α = 2d/σ, where σ is the length scale in terms of
which the Yukawa potential is defined, proposing an estimate of the particle size in the absence
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of a hard core. The magnetic dipole µD is given in reduced units of (4πεYσ
3/µ0)
1/2. In the
present study, α = 0.6, µD = 2.0 and λ
−1 = 25.0; θ was varied. We treated the colloidal
particles as rigid bodies, representing the translational coordinates of each rigid body by the
Cartesian coordinates of the centre of the spherical particle and the rotational coordinates by a
unit quaternion, unless specified otherwise. An additional contribution to the potential energy
is drawn in the presence of an external static magnetic field B and is given by −µD
∑N
i=1 µ̂i ·B .




We used the basin-hopping (BH) global optimisation method24,132 to identify the global mini-
mum of potential energy landscape and to calculate mean first encounter times. An angle-axis
representation was used for the rigid-body rotational coordinates due to certain numerical ad-
vantages associated with such a representation in the context of geometry optimisation.123 For
each set of model parameters with a distinct value of θ, twenty independent BH global optimi-
sation runs were performed, undertaking 5 × 106 basin-hopping steps from an identical set of
random initial configurations. The BH step at which the global minimum was first identified
for each run, the first-encounter time, was recorded to calculate a mean first-encounter time
for each θ.
Monte Carlo Sampling
Monte Carlo (MC) simulations of a number of systems, each containing Nt = 8 rigid building
blocks, were performed in the canonical ensemble, employing a constraining radius to avoid
evaporation especially at high temperatures. In the present study, the radius of the container
used was 2.5 in the reduced unit. For each set of model parameters with a distinct value
of θ, 10 independent MC runs were undertaken. In a given run, starting from a random
initial configuration, the system was gradually cooled. The number of MC steps carried out
increased from 107 at high temperatures to 2 × 109 at low temperatures; the first half of the
MC run at every temperature was used for the system to equilibrate. Each MC step involved
Nt single-particle moves in both translational and rotational coordinates, where the step sizes
101
were adapted to achieve a target acceptance ratio of 0.45. For the MC simulations, the reduced
temperature T ?, given by T ? = kBT/εY, was used.
The formation of the spheroidal structure was monitored by calculating the relative shape












z, b = (3/2)λ
2
z − (1/2)R2g and c = λ2y − λ2x; λ2x ≥ λ2y ≥ λ2z are the principal moments of
the gyration tensor S.
In order to compute the free energy profiles, we employed umbrella sampling,246 using the
relative shape anisotropy κ2 as the order parameter. To this end, a series of Monte Carlo sim-
ulations of 8 rigid trimers were carried out employing additional biasing potentials, which were
harmonic functions, centred on successive values of the order parameter. The biasing potentials
ensured efficient sampling over several partially overlapping windows, spanning the range of the
order parameter of interest. The unbiased probability distribution was then obtained using the
weighted histogram analysis method.247,248 Finally, the free energy difference along the chosen
order parameter was evaluated from this unbiased probability distribution, taking the hollow
spheroidal structure, corresponding to κ2 ≈ 0, as the reference.
Virtual Move Monte Carlo
We employed the virtual move Monte Carlo (VMMC) algorithm,142 following a recent prescrip-
tion.144 The VMMC algorithm prescribes cluster moves. It is necessary to consider cluster
moves in the context of emergent structural hierarchy. Such an algorithm helps to overcome
the non-physical kinetic traps that are encountered during MC simulations employing single-
particle moves, leading to an enhanced sampling of the equilibrium distribution.
We carried out VMMC simulations in the canonical ensemble for finite-size clusters of
N = 24 particles contained within a spherical volume of radius 2.5 in the reduced unit. For
each set of model parameters with a distinct value for θ, 10 independent VMMC simulations
were performed starting from random initial configurations. For a given run, the system was
102
gradually cooled. As the reduced temperature T ? was decreased, the number of VMMC cycles
undertaken was increased from 108 at high temperatures to 109 at low temperatures. Each
VMMC cycle involved N translational moves or N collective rotational moves; the first half
of the run at every temperature studied was used for equilibration. The steps sizes proposed
within the translational and collective rotational VMMC moves were adjusted to secure an
average acceptance ratio of 0.45. For the VMMC simulations, the reduced temperature T ? was
also given by T ? = kBT/εY.
5.3 Results
While magnetic colloidal particles are classic examples of microscale building blocks with
anisotropic interactions,190 recent years have experienced a surge in the synthesis of exotic
colloidal magnetic particles.176,188 Having drawn motivation from these research activities, a
number of computational studies have focused on spherical magnetic colloids with an ad-
ditional anisotropy attribute in terms of an off-centred point-dipole.66,214,215 We considered
charge-stabilised colloidal magnetic particles, which included a permanent point-dipole shifted
away from the centre,66 closely resembling those synthesised using a single-domain hematite
cube inclusion underneath the surface of organopolymer spheres.176 However, there was uncer-
tainty in the direction of the dipole moment within the magnetic cube in this experimental
system.214 It was most likely that the direction of the dipole was not parallel to the radial
shift vector to the position of the dipole.214 We introduced an additional model parameter
θ, denoting the angle at which the direction of the point-dipole is inclined to the radial shift
vector.68
We employed the basin-hopping global optimisation method to identify the global minima on
the potential energy landscapes for size-selected clusters.24,132 In the case of a cluster of N = 24
particles, a polyhedron of octahedral symmetry topologically equivalent to the snub cube was
found to be the most favoured structure on the potential energy landscape for a range of θ
values from 0◦ to 10◦ (see Figure 5.1a), the rest of the model parameters remaining identical.
The supracolloidal polyhedron exhibited a fascinating two-level structural hierarchy via the
formation of planar trimers with the dipoles in a flux-closure arrangement at the intermediate
level (see Figure 5.1d). Figure 5.1c shows a polyhedral representation with colour codes to
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Figure 5.1: Two-level structural hierarchy emerging from the charge-stabilised colloidal mag-
netic particles under consideration. a. A schematic representation of a single colloidal magnetic
particle, showing the angle θ at which the direction of the point-dipole is inclined to the ra-
dial shift vector. b. A representative global minimum for N = 3 charge-stabilised colloidal
magnetic particles - the planar trimer formed at the intermediate level - showing the dipoles
in a flux-closure arrangement. In addition, the parameters defining the structural features
tabulated in Table 5.1 are shown: Rcc denotes the distance between the geometric centres of
adjacent colloidal particles and rdd the distance between the corresponding point-dipoles; φ is
the angular displacement between the triangles formed by the geometric centres and those by
the point-dipoles on the plane. c. A polyhedral representation of the snub cube structure of
octahedral symmetry for θ = 5◦, where distinct types of faces are colour coded. The eight equi-
lateral triangular faces, shown in yellow, are sustained by the colloidal magnetic particles; the
remaining faces, namely six square faces (red) and twenty four triangular faces (blue), emerge
from the assembly of these trimers. d. The global minimum for N = 24 charge stabilised
colloidal magnetic particles corresponding to three sets of model parameters, where only the
model parameter θ is varied. From the left to the right θ increases: 0◦, 5◦ and 10◦, respectively.
All three structures are of octahedral symmetry and are topologically equivalent to the snub
cube.
distinguish distinct types of faces. The eight equilateral triangular faces, shown in yellow in
Figure 5.1c, are sustained by the colloidal magnetic particles; the remaining faces, namely
six square faces (red) and twenty four triangular faces (blue) emerge from the assembly of
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these trimers. Hereafter, we refer to this structure as the snub cube structure or the hollow
spheroidal structure. For θ = 15◦, the snub cube structure was no longer the global minimum
on the energy landscape. In the present study, we compared the kinetic accessibility of the
snub cube structure for three different θ values over the range of θ values from 0◦ to 10◦, in
which this structure is the global minimum on the energy landscape.
Although the basin-hopping global optimisation method relies upon a hypersurface defor-
mation,24,132 which removes the barriers on the potential energy landscape, the success rate
of this method in finding the global minimum reflects the complexity of the landscape, which
would have some impact on the kinetics. It is noteworthy that a series of basin-hopping steps do
not correspond to a physical dynamical process. As θ assumed a non-zero value, an indication
for reduced complexity and improved kinetics was apparent in a significant enhancement of the
success rate for the basin-hopping global optimisation method to find the snub cube structure
as the global minimum on the potential energy landscape within a certain pre-fixed number of
basin-hopping steps. When identical sets of 20 random starting configurations were considered
for half a million basin-hopping steps, the success of finding the global minimum was only 5%
for θ = 0◦ as opposed to 100% for both θ = 5◦ and θ = 10◦. The mean first encounter times
differed only by approximately 4% between θ = 5◦ and θ = 10◦ – not significant enough for
comparing their kinetic accessibility conclusively.
In order to draw a comparison of the hollow spheroidal structures for different θ values
in terms of their kinetic accessibility when the underlying energy landscape is sampled at a
non-zero temperature, we carried out Monte Carlo simulations to sample equilibrium configu-
rations, while the temperature T ? was gradually reduced. In the context of emerging structural
hierarchy, single-particle Monte Carlo moves for the elementary building blocks were known
to be inadequate.66 The dominant pathway for the hierarchical self-assembly into a structure
topologically equivalent to the snub tetrahedron for N = 12 and θ = 10◦ was found by means
of a rare event simulation technique to proceed stagewise via the formation of trimers.68 It
was therefore reasonable to anticipate that a staged assembly pathway would most likely be
followed for the emergence of structural hierarchy in this case. We thus performed Monte
Carlo simulations with the trimers formed at the first level of the assembly, and carried out
single-particle moves treating these secondary units as rigid bodies. The secondary units with
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dipoles in planar flux-closure arrangements, as shown in Figure 5.1b, were distinct for each
value of θ. The distinct structural features are tabulated in Table 5.1. 10 independent Monte
Carlo simulations were carried out with Nt = 8 rigid secondary units for all three θ values, each
within an identical spherical container. The data shown in Figure 5.2 are corresponding to
the spherical container of radius 2.5 in the reduced unit, while the radius of gyration is 1.405
for the snub cube structure corresponding to the value of θ = 10◦. The formation of a hollow
spheroidal structure was monitored with the relative shape anisotropy parameter κ2 as shown
in Figure 5.2, and was also confirmed by visual inspection. For a hollow spheroidal structure
such as the snub cube, κ2 ≈ 0. While we observed the formation of the snub cube structure for
all three θ values as evident in Figure 5.2, the success rate varied considerably. The success
rate was 10% for θ = 0◦, increasing to 40% for θ = 5◦ and further to 80% for θ = 10◦. The
trend was thus clearly evident. As a representative case, for θ = 0◦ for which the success rate
was the least, we considered bigger spherical containers to investigate whether the snub cube
structure was formed for a container size varying over a reasonable range; we indeed observed
the formation of the snub cube structure up to a radius of 5 in the reduced unit.
θ 0◦ 5◦ 10◦
Rcc 0.963 0.955 0.949
rdd 0.667 0.637 0.612
φ 30.92◦ 30.42◦ 29.67◦
Table 5.1: The structural features that make the planar trimers formed at the intermediate level
distinct for the three values of the model parameter θ studied. Here Rcc denotes the distance
between the geometric centres of adjacent colloidal particles, rdd is the distance between the
corresponding point-dipoles, and φ is the angular displacement between the triangles formed
by the geometric centres and those by the point-dipoles on the plane. These distances are in
the reduced unit.
The free-energy profiles for the formation of the hollow spheroidal structures, as shown in
Figure 5.3, were found to be consistent with the gradual increase in their kinetic accessibility
as θ was varied from 0◦ to 10◦. The free-energy profiles were obtained by the umbrella sampling
technique, where the order parameter κ2 was used as the reaction coordinate. For each θ value,
the umbrella sampling simulations were undertaken at the respective temperatures at which the
formation of the hollow spheroidal structures was first observed upon cooling. The biased Monte
Carlo simulations were carried out with rigid secondary units, distinct for each θ value, with
single-particle moves. The self-assembly of the colloidal particles into the snub cube structure,
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which is of octahedral symmetry, is expected to incur an entropy cost. Figure 5.3 shows that
the snub cube structure was indeed the global minimum on the free energy profile for all three
θ values, despite the entropy cost. It is also evident in Figure 5.3 that the free energy barrier
to the formation of the snub cube structure gradually decreased as the model parameter θ
was increased from 0◦, thus leading to increased kinetic accessibility. From our analysis, it is
reasonable to say that the free energy barrier to formation of the snub cube structure has largely
energy contributions rather than entropic. The assembly of the snub cube structure from the
trimers draws thermodynamic driving forces arising from the “bonds” between adjacent trimers
due to favourable anti-parallel dipole-dipole interactions. The analysis of the energetics in the
global minimum structures reveals the following energies for these interactions: −6.372, −5.594,
−4.832 in the units of energy for 0◦, 5◦, and 10◦, respectively. As it is apparent in Figure 5.3,
the formation of the snub cube structure requires rearrangements of the trimers involving
breaking of these bonds, which is strongest for the 0◦ case and gradually becomes weaker. This
consideration thus explains the trend in the free energy barrier observed in Figure 5.3 as the
angular parameter θ varies.
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Figure 5.2: The relative shape anisotropy κ2 as a function of the reduced temperature T ? in
Monte Carlo simulations of Nt = 8 rigid trimers for three different θ values. Data from a typical
run in which the hollow spheroidal structure was successfully formed are shown.
Since the aforementioned series of Monte Carlo simulations were performed with the rigid
secondary units, these simulations could capture only the second stage of assembly. In order to
garner a complete picture, we also performed Monte Carlo simulations of the primary building
blocks for all three θ values, using the virtual-move Monte Carlo (VMMC) algorithm.142 The
VMMC algorithm implements cluster moves, and thus promises to be effective for sampling with
the primary building blocks in this case. We carried out 10 independent VMMC simulations
of N = 24 colloidal magnetic particles within a fixed spherical container for each of the three
θ values. As the temperature T ? was gradually decreased for the VMMC simulations, the
formation of the snub cube structure demonstrating a remarkable two-level structural hierarchy
was observed for θ = 5◦ and 10◦, as revealed by the evolution of the order parameter κ2 (Figure
5.4). The desired snub cube structure was formed with a 30% success rate for θ = 5◦ and
with a 60% success rate for θ = 10◦. However, for θ = 0◦, the snub cube structure was not
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Figure 5.3: The free energy profiles as a function of the order parameter κ2 for finite-size clusters
of Nt = 8 rigid trimers for three different θ values. The free energy profiles were obtained by
performing umbrella sampling simulations at different reduced temperatures: T ? = 0.11 for
θ = 0◦ (black), T ? = 0.08 for θ = 5◦ (blue), and T ? = 0.07 for θ = 10◦ (red). Colored
rings highlight metastable minima on the free energy profiles; the corresponding structures are
shown.
obtained in any of these simulation runs. In fact, we did not observe even the formation of
the requisite number of trimers in a single instance for θ = 0◦, implying that the first stage of
the assembly was not completed correctly in this case. The results of the VMMC simulations
thus unequivocally provided evidence that the hollow spheroidal structure was most kinetically
accessible for θ = 10◦. A spherical container of radius 2.5 in the reduced unit was used for the
data in Figure 5.4. For the representative case of θ = 10◦, additional data, not shown here,
confirmed the formation of the snub cube structure with spherical containers up to the radius
of 4 in the reduced unit.
The hollow spheroidal structure, despite being thermodynamically favourable, proved elu-
sive for θ = 0◦. While a staged pathway was most probable, it was striking that the first stage
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Figure 5.4: The relative shape anisotropy κ2 as a function of the reduced temperature T ? in
virtual-move Monte Carlo simulations of N = 24 colloidal magnetic particles for two different
θ values. Data from a typical run in which the hollow spheroidal structure was successfully
formed are shown.
of the self-assembly into the trimers could not be achieved in our VMMC simulations. This
observation, in particular, led us to analyse the energetics of the snub cube structure, which
shows a two-level structural hierarchy, and compare the energetic stabilities gained at each
level of the assembly for all three θ values, as shown in Table 5.2. The analysis revealed a
remarkable correspondence between the relative energetic stabilities gained at successive levels
of the assembly, as shown schematically in Figure 5.5, and the kinetic accessibility of the
hollow spheroidal structure as the model parameter θ was varied. It is clearly evident that the
thermodynamic driving forces arising from the energetic stability gained through the formation
of a trimer at the first level of the assembly increased as θ increased from θ = 0◦ to θ = 10◦.
This resulted in the formation of increasingly more stable secondary building units. The second
stage of assembly brought together eight such secondary building units to form the snub cube
structure. The difference in the potential energy between the snub cube structure and eight
110
independent trimers, which appears in the column denoted by ∆E12 in Table 5.2, accounts for
the thermodynamic driving force behind the second stage of the assembly. It thus follows that
the thermodynamic driving force for the second stage of the assembly gradually decreased as θ
was varied from θ = 0◦ to θ = 10◦. The energetic stability was drawn from nearly anti-parallel
arrangements for pairs of dipoles in neighbouring secondary units emerging from the second
stage of the assembly.
θ E1 E2 ∆E12
0◦ −31.294 −275.225 −24.873
5◦ −35.761 −304.189 −18.101
10◦ −40.395 −336.721 −13.561
Table 5.2: The energetics of the two-level hierarchical self-assembly for three different values of
the model parameter θ. In each case, E1 stands for the potential energy of the global minimum
for N = 3 colloidal magnetic particles, E2 is the potential energy of the global minimum
corresponding to the hollow spheroidal structure, and ∆E12 the difference in potential energy:
∆E12 = E2 − 8E1, denoting the energetic stability gained from the second stage of assembly.
The striking correspondence between the thermodynamics and kinetics of the self-assembly
into a two-level structural hierarchy, as revealed here, called for an explanation. For the success
of programmed self-assembly into a target structure, the microscale colloidal particles need to
negotiate the so-called kinetic traps, which arise from the presence of metastable “wrong”
structures in the free-energy landscape.231 Reversible association allows for facile annealing of
defects, and hence removal of kinetic traps. Such reversibility is best achieved here at the
expense of relatively weak thermodynamic driving forces for the second stage of assembly. In
the present case, the hierarchical self-assembly followed a staged pathway, in which the trimers
formed in the first stage of assembly served as the secondary building blocks in the course of
the second stage of assembly while retaining their integrity. Such a pathway involved concerted
movements of the colloidal particles over the course of the second stage of assembly, incurring
an entropy contribution to the free energy barrier. The more energetically stable the secondary
building blocks, the higher would be the energy penalty for any alternative pathway involving
the loss of integrity of the secondary building blocks, and hence the more facile the staged
assembly pathway from the perspective of free energy barrier.
It follows from the results presented here that a hierarchy of interactions is crucial for a
staged assembly pathway to structural hierarchy. Such a hierarchy of interactions allows us
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to consider a staged disassembly into the secondary building blocks and their reassembly, as
shown in Figure 5.6 for the case of θ = 10◦, by the application of a weak external magnetic
field in the first place and then turning it off. The strength of the magnetic field was so chosen
that it could open up the snub cube structure while retaining the integrity of the trimers. For
the data shown in Figure 5.6, B = 0.25 at T ? = 0.07. This demonstration suggests that a
weak magnetic field could, in principle, be also exploited to induce staged disassembly of any
“wrong” structure obtained from the second stage of assembly. The ease of disassembly that
such an operational hierarchy of interactions implies may have implications for disassembly
observed for viral capsids.249
Figure 5.5: A schematic illustration of the staged assembly pathway leading to the hollow
spheroidal structure, which displays a two-level structural hierarchy, as revealed in a typical
virtual-move Monte Carlo simulation run. Starting from a random initial configuration (left),
8 colloidal trimers are formed in the first stage of assembly (T ? ≈ 1.0); the trimers formed in
the first stage thus serve as the building blocks in the course of the second stage to form the
hollow spheroidal structure (T ? ≈ 0.07).
5.4 Conclusion
In the present study we employed a variety of computational methods to examine the kinetic
accessibility of a series of hollow spheroidal structures, each displaying a remarkable two-level
structural hierarchy, self-assembled from charge-stabilised colloidal magnetic particles. For
these designer building blocks, which were modeled after recently synthesised colloidal magnetic
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Figure 5.6: A controlled disassembly of the snub cube structure into the trimers by the appli-
cation of a static magnetic field and reassembly of the trimers into the snub cube structure in
the absence of the field.
particles,176 a model parameter was varied across the series, resulting in a gradual change in
the energetics. We found that for a staged assembly pathway, the structure, which derived the
strongest energetic stability from the first stage of the assembly and the weakest from the second
stage, was most kinetically accessible. We accounted for such a striking correspondence between
the thermodynamics and kinetics for optimal design principles, which should have general
implications for programming hierarchical self-assembly pathways for nano- and micro-particles,
while matching stability and accessibility. The present scenario should be distinguished from
those where thermodynamic or kinetic control prevail so that a structure is observed either
because it is the most stable state or because the pathway leading to it has the lowest free
energy barrier.231
We further note that it is quite likely that an experimental system would have some degree of
dispersity in the dipole direction. Given the global stability of the hollow spheroidal structure
for a range of θ values, one would expect that the formation of such structures would have
some level of tolerance to this dispersity, though the symmetry of the structure would then be
reduced. The study of a model system with the dispersity of the dipole direction was, however,




Self-assembly of Patchy Particles into
Colloidal Crystals via Colloidal
Molecules
6.1 Introduction
The scope for tuning the interactions between colloidal particles offers enormous opportunity to
programme their self-assembly.3,22,250 In particular, hierarchical self-assembly of colloidal par-
ticles, which is currently at an early stage of exploration,66,97,98,102,218,238,251 offers a bottom-up
route to increased level of structural complexity. However, programming hierarchical self-
assembly faces a major challenge in bridging hierarchies of multiple length- and time-scales as-
sociated with structure and dynamics respectively, along the self-assembly pathways.235 While
hierarchical self-assembly of colloidal particles via small colloidal clusters mimicking the sym-
metry of molecular structures, i.e. the so-called “colloidal molecules”,15,23,235,252 could be a
plausible route to structural hierarchy, a generic design principle for programming colloidal
self-assembly hierarchically is still lacking. Another major challenge that such a route faces
is to assemble the colloidal molecules in a self-limiting way for them to serve as monodisperse
secondary building blocks for the next level of assembly.253
In Chapter 5 we examined the kinetic accessibility of a series of hollow spheroidal structures
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with a two-level structural hierarchy self-assembled from charge-stabilised colloidal magnetic
particles. The study reports that for a staged assembly pathway, the structure, which derives
the strongest energetic stability from the first stage of assembly and the weakest from the
second stage, is most kinetically accessible. In this context, we hypothesised that a hierarchy of
interaction strengths could be a propitious route to structural hierarchy. In the present study,
we realise a hierarchy of interaction strengths with triblock patchy colloidal particles in order to
test this hypothesis. Our designer patchy particles are spherical in shape, having two distinct
attractive patches A and B at the poles across a charged band in the middle. Such triblock
spherical particles were recently synthesised at the micron scale and shown to undergo staged
assembly triggered by stepwise change of the ionic strength of the medium (Figure 6.1).97
However, the assembly at the first stage produced a distribution of cluster sizes, including
tetramers and hexamers, posing serious limitations to the formation of colloidal crystals in the
next stage.97
Figure 6.1: The staged assembly of triblock patchy particles demonstrated by Chen et al.97 Here
stepwise change in the ionic strength of the medium induces a staged self-assembly process.
Copyright (2012) America Chemical Society.
The formation of uniform tetrahedral clusters in a self-limiting way has, in particular, the
potential of opening up a novel route to the much sought-after cubic diamond lattice. De-
spite being an attractive target for programmed colloidal self-assembly, cubic diamond colloidal
crystals, which have potential applications as a three-dimensional complete photonic band gap
material,254,255 have proved remarkably difficult to realise via self-assembly. A number of strate-
gies have been explored so far.11,85,103,105,173,256,257 One strategy exploited an interplay between
a long-range repulsion and a short-range attraction, both isotropic in nature, at the nanoscale
to stabilise a diamond-like open lattice for two oppositely charged nanoparticles.256 An alter-
native strategy prescribes the use of anisotropic interactions realised through patchy colloidal
particles decorated with four patches in tetrahedral symmetry.11,85,173,258 This route faces the
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challenge of resolving the competition from thermodynamically preferred tetrahedral liquid or
gel.11,173,258,259 In a related strategy, tetrahedral DNA origami constructs were employed with
two types of gold nanoparticles coated with designer single-stranded DNA to form a cubic
diamond lattice.257 However, in this case the spacing between the nanoparticles in the lattice
was considerably larger than the core diameter of the nanoparticles, which could restrict its
appeal as a photonic crystal.105 Another distinct route to open structures, such as the cubic
diamond lattice, is to first form a denser lattice with two compositionally distinct species each
forming a sub-lattice, one of which is the cubic diamond lattice as in the case for the MgCu2
Laves phase.103 The removal of the second sub-lattice selectively produces the cubic diamond
lattice as an open structure. This route was followed in a recent work, which employed DNA
mediated interactions to guide preassembled tetrahedral colloidal clusters and spheres to form
the MgCu2 Laves phase.105
Here we validate our hypothesis in computer simulations to establish a generic rule to pro-
gramme hierarchical self-assembly, exploiting a hierarchy of interaction strengths. In particular,
we demonstrate the hierarchical self-assembly of triblock patchy particles into a cubic diamond
lattice via tetrahedral clusters, thus opening up a new strategy for its experimental realisation.
Additionally, for a wider patch width and a longer patch-patch interaction range, we show
that these triblock patchy particles hierarchically self-assemble into a body-centered cubic and
simple cubic crystals via octahedral clusters, thus lending generality to our design principle.
6.2 Methodology
6.2.1 The Model
We employed the traditional one-component description for the colloidal suspensions considered
here with a pairwise effective potential.260 In this description, triblock patchy colloidal particles
are modeled as rigid bodies consisting of a spherical core decorated with two distinct patches,
A and B, located on opposing poles across a charged middle band. The effective potential has
an isotropic component in the form of the Yukawa potential describing screened electrostatic
repulsion and an anisotropic component, which describes the directional interactions between
patches. The interaction potential used here has some similarity with the widely used Kern and
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Figure 6.2: The effective pair potential for the patchy particles under consideration as a function
of separation for three different orientations and two values of the model parameters. The
following model parameters are kept constant: εAA = 5, εBB = 1, α = 80
◦, β = 40◦, κ = 100.
The isotropic component, given by the Yukawa potential UY,is shown separately in yellow.
Frenkel model,53 especially in the way the patch-patch interaction is described. However, the
isotropic part of the present potential is described by a Yukawa potential without a hard core,
and the anisotropic patch-patch interaction is continuous instead of a square-well potential
with angular modulation. The present potential thus avoids any discontinuity, and is suitable
for Brownian Dynamics simulation. In our model, both patches A and B are able to interact
with themselves and one another. Patches A and B differ in terms of their surface coverage,
characterised by the angles α and β which describe their half-patch widths respectively, and
the strength of their patch-patch interactions. εij is the depth of the potential due to the patch
i - patch j interaction when the two patches face each other. The effective potential for a pair
of patchy particles V is given by







where rij = rj − ri is the separation vector between triblock patchy particles i and j, ri is the
position vector for the geometric center of the patchy particle i and rij the magnitude of the
vector rij. Ωi and Ωj describe the orientations of particles i and j, respectively. The isotropic





where κ is the inverse Debye screening length and εY is the contact potential. The angular
dependence of the patch-patch interaction is described by Upp′ :
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Upp′ (rij,Ωi,Ωj) = εpp′
1
4
[1 + Φ (rij,Ωi, pi)] [1 + Φ (rji,Ωj, pj)] , (6.3)
Φ (rij,Ωi, pi) =

−1, cos θijpi < cos δ,
− cos
(
π [cos θijpi − cos δ]
1− cos δ
)
, cos θijpi ≥ cos δ.
(6.4)
The depth of the patch-patch interaction is given by εpp′ . Here pi is a normalised vector from
the center of the spherical particle i in the direction of the patch p on it, which depends on
Ωi, and cos θijpi is the scalar product of the normalised vector r̂ij with pi. The width of the
patches is controlled by the parameter cos δ.
The distance dependence of the patch-patch interaction is governed by the function wpp′ :
wpp′ (rij) =

−1, if (rij − λ) < 0,
−1
2
[1 + cos (π (rij − λ) s)] , if 0 ≤ (rij − λ) ≤ s−1,
0, if (rij − λ) > s−1,
(6.5)
where λ is the largest separation at which the patch p - patch p′ attraction is at its strongest and
the parameter s controls the range over which this attraction decreases to zero. In the present
study, λ was set to 1.01σ. We used reduced units: the length in the units σ, the energy in the
units of εY, and the temperature in the units of εY/kB. In the absence of a hard core σ provides





Structure Prediction for Clusters
We employed the basin-hopping global optimisation method to identify global minima on the
potential energy surface for size-selected clusters.24,132 The global minima are the candidates
for thermodynamically favoured structures observed under experimental conditions especially
at low temperatures. An angle-axis representation was used for rigid-body rotational coordi-
nates.123 The limited-memory Broyden-Fletcher-Goldfarb-Shanno algorithm was used for local
minimization with analytic first derivatives of the potential energy.137 For each set of potential
parameters, we carried out 5 independent runs, starting from 5 random initial configurations.
The runs consisted of a minimum of 5× 105 basin-hopping, varying by an order of magnitude.
Virtual Move Monte Carlo
A series of virtual-move Monte Carlo (VMMC) simulations were performed in the canonical
ensemble with N = 500 triblock patchy particles. The simulations were carried out in a cubic
box under periodic boundary conditions using the minimum image convention. We employed
the symmetrised version of the virtual-move Monte Carlo algorithm.142–144 The orientational
degrees of freedom were represented by quaternions. Each VMMC cycle consisted of N trans-
lation or collective rotational cluster moves, chosen at random with equal probability. The
maximum step size for both the translational and collective rotational cluster moves were fixed,
taken as δ = 0.1 in the reduced unit and θmax = 0.1, respectively. The potential energy was
calculated using a spherical cut-off of radii 1.3σ and 2.1σ for the sets of potential parameters
with s = 5 and 1, respectively. A neighbour list was used for efficiency. The systems were
equilibrated from an initial face-centered lattice at T ? = 1.0 and T ? was gradually reduced. At
each T ? value studied, at least 1 × 106 VMMC cycles were used for equilibration, which was
followed by a production stage consisting of 5× 105 cycles for high values of T ? and 1.5× 106
cycles for lower values of T ?.
Brownian Dynamics
Brownian dynamics (BD) simulations were undertaken in the canonical ensemble with N = 864
triblock patchy particles. The simulations were conducted in a cubic box under periodic bound-
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ary conditions using the minimum image convention. In these simulations the particle positions
and orientations were propagated following a widely used BD algorithm.196 The orientational
degrees of freedom were represented by unit vectors. The translational and rotational diffu-
sion coefficients at infinite dilution are given by appropriate Stokes’ laws with sticky boundary
conditions. For BD simulations, the time is expressed in the units of σ2/Dt0, where D
t
0 is the
translational diffusion coefficient at infinite dilution. The potential energy, force and torque
were calculated using a spherical cut-off of radii 1.3σ and 2.1σ for the sets of parameters s = 5
and 1, respectively. A neighbour list was used for efficiency. The systems were equilibrated
from an initial face-centred cubic lattice at T ? = 1.0 and T ? gradually reduced. At each value
of T ? studied, a minimum of 2×107 steps were used for equilibration, followed by a production
stage of of 1×107 steps. Below a reduced temperature of T ? = 0.10 a time step of ∆t = 5×10−5
in the reduced unit was used, for all other values of T ? a timestep of ∆t = 10−5 in the reduced
unit was used.
Steinhardt Local Bond Order Parameter
We calculated various Steinhardt local bond-orientational order parameters, based on spherical
harmonics, as diagnostics for identifying ad distinguishing between crystal structures.261,262
To identify both the body-centred cubic and simple cubic crystal structures we calculated the














Here, by summing over k = 0 to Ñb(i) when calculating q̄lm(i), we take into account all
of the neighbours of particle i as well as the particle i itself. This averaging process, which
considers both the first and the second shell around a particle, was shown to considerably
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improve the accuracy in distinguishing among body-centred cubic, face-centred cubic, simple
cubic and hexagonally close packed crystal structures.263
In order to specifically distinguish between the cubic diamond (DC) crystal and hexagonal
diamond (DH) crystal, we calculated the complex conjugate scalar product q̃3(i) · q̃?3(j).11,85
For every particle i its four nearest neighbours were considered to define the normalised seven-







When the probability distribution of the complex conjugate scalar product q̃3(i) · q̃?3(j) is
plotted for these two crystals, in their perfect forms both show a peak at −1, but the presence
of peak around −0.115 is a signature of the hexagonal diamond crystal.11 In the perfect DC
crystal all four neighbours j of each particle i are so arranged such that q̃3(i) ·q̃?3(j) = −1, where
as for the perfect DH crystal each particle i has three neighbours for which q̃3(i) · q̃?3(j) = −1
and one such that q̃3(i) · q̃?3(j) = −0.115.11
Tetrahedral and Octahedral Orientational Order Parameter
Clusters of 4 or 6 particles were identified in order to determine the number of tetrahedra or
octahedra formed in the respective system. The cluster identification was carried out using a
threshold value for the distance between the centres of patch A on two neighbouring particles,
below which the particles were taken to belong to the same cluster. While examining a cluster
of 4 or 6 particles in order to assess whether the particles have a tetrahedral or octahedral
arrangement, we employed the following orientational order parameter q:264,265










where Nb is the number of particles in the cluster under consideration and ψjk is the angle
subtended at the centre of the cluster by the two vectors joining the centre to particles j and
k. In the case of a perfect tetrahedron q = 1 with Nb = 4; for a perfect octahedron q = 0 with
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Nb = 6.
266 We used threshold values to identify a cluster as tetrahedron or an octahedron.
6.3 Results
In the present study, we used a hierarchy of patch-patch interactions, εAA > εAB > εBB, where
εij is the depth of the potential due to the patch i - patch j interaction when the patches face
each other, together with screened electrostatic repulsion between the middle bands. Figure
6.2 demonstrates the different interactions between the designer patchy particles considered
here. Figure 6.3 shows the most stable structures for certain size-selected clusters on the
respective potential energy surfaces for two sets of potential parameters: (1) εAA = 5, εBB = 1,
α = 80◦, β = 40◦, s = 5, and κ = 100; (2) εAA = 5, εBB = 1, α = 85
◦, β = 40◦, s = 1, and
κ = 100. For both parameter sets, a remarkable two-level structural hierarchy is on display
via distinct colloidal molecules at the intermediate level in the form of tetrahedra and octahe-
dra respectively. We determined the sets of parameters that support such striking structural
hierarchy by employing the method of basin-hopping global optimisation to identify the global
minima on the potential energy surface for size-selected clusters. While the key to the observed
structural hierarchy is the hierarchy of patch-patch interaction strengths, the morphology of
the colloidal molecules, which essentially serve as the secondary building blocks, is governed by
the width of the stronger patch and the range of the patch-patch interactions. A longer range
for the patch-patch interactions, indicated by a smaller value of the parameter s (see Figure
6.2), and a slightly larger width for the stronger patch favour increased coordination, resulting
in the formation of larger clusters at the intermediate level. The closed-loop structure formed
with the tetrahedral clusters, as shown in Figure 6.3, resembles a 6-membered ring in terms of
the secondary building blocks in the so-called ‘chair’ form. The ‘boat’ form, shown in Figure
6.4, was also found with negligible difference in potential energy. The formation of such ring
structures suggested the appealing prospect of hierarchical self-assembly of the patchy particles
into open lattices with local tetrahedral order,267 especially diamond crystals.11,12,85,106
In the context of the promising results obtained in global optimisation runs for size selected
clusters, it was imperative that the assembly of these patchy particles be studied in periodic
systems, while gradually decreasing the reduced temperature T ?. In the following, we present
our results obtained from three series of virtual-move Monte Carlo (VMMC) and Brownian
122
Figure 6.3: The most stable structures for size-selected clusters of patchy particles under consid-
eration for two sets of model parameters. a. For one set, εAA = 5, εBB = 1, α = 80◦, β = 40◦,
κ = 100, and s = 5, a ring-like structure is formed for N = 24 with tetrahedral subunits (top).
For the other set, εAA = 5, εBB = 1, α = 85
◦, β = 40◦, κ = 100, and s = 1, octahedral subunits
appear in a structure of four-fold symmetry (bottom). b. The ring structure in a reduced
representation, showing spheres with tetrahedral patches centred at the geometric centres of
the tetrahedral subunits and having the same orientations. c. The structure with four-fold
symmetry in a reduced representation, showing spheres with octahedral patches centred at the
geometric centres of the octahedral subunits and having the same orientations.
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Figure 6.4: Two most stable structures for the 24-particle cluster of triblock patchy particles
for the set of potentials parameters: εAA = 5, εBB = 1, α = 80
◦, β = 40◦, κ = 100, and s = 5.
The ring-like structures are formed with tetrahedral subunits in ‘chair’ (a.) and ‘boat’ (b.)
conformations.
dynamics (BD) simulations of N = 500 and N = 864 patchy particles respectively, in periodic
systems at two different volume fractions, to unambiguously validate our hypothesis.
6.3.1 Diamond Cubic Colloidal Crystal
Figures 6.5 and 6.6 show the VMMC results for the first set of potential parameters at the
volume fraction φ = 0.2. Visual inspection revealed the formation of tetrahedral clusters via
patch A - patch A interactions. We identified these tetrahedral clusters by means of a local
order parameter q.265 As T ? was gradually lowered, concomitant with the drop in the average
potential energy per particle we observed a growth in the number of tetrahedral clusters NTd
as shown in Figure 6.5a. It is remarkable that the tetrahedral clusters were eventually formed
in nearly 100% yield; such a self-limited assembly producing clusters of uniform size and shape
is a crucial step for hierarchical self-assembly.253 Figure 6.5a also shows that the average
energy per particle, V/(NεY), rather gradually decreases with the growth in NTd through an
intermediate range of values for T ? before showing a small discontinuity at lower values of T ?.
This discontinuous change was an indication for a structural transition taking place.
We calculated the pair distribution function, which is shown in Figure 6.5b at certain
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Figure 6.5: A two-level structural hierarchy emerging from the hierarchical self-assembly of
patchy triblock colloidal particles. a. The average potential energy per particle and the
number of tetrahedral clusters formed, shown on two different scales, as a function of the
reduced temperature T ?, for a 500-particle system at the volume fraction φ = 0.2. b. The
pair distribution function for the patchy particles at four different reduced temperatures. c.
A snapshot of a typical configuration at T ? = 0.05, illustrating a two-level structural hierarchy
into a colloidal crystal via tetrahedra.
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representative temperatures, in order to characterise this structural transition. At T ? = 0.09,
long-range correlations develop, indicating the emergence of a long-range order, which becomes
more pronounced as T ? is further lowered. A snapshot of a typical configuration at T ? = 0.05,
shown in Figure 6.5c, reveals crystalline order, which is also evident in Figure 6.6a, where
we use a reduced representation for clarity. In this reduced representation, we replace the
tetrahedral clusters formed at the first level of assembly with spheres having four patches
arranged tetrahedrally, their geometric centres coinciding and their orientations kept identical.
The second level of assembly was driven by the weaker patch B - patch B interactions. The
smaller patch width of patch B resulted in fewer “bonds” formed via these interactions; each
patch B in fact formed only one bond with another patch B. Since the range of patch-patch
interactions was taken to be identical for both patches A and B (Figure 6.2), the second
level of assembly also resulted in a particularly pronounced first peak in the pair distribution
function (Figure 6.5b), which continued to become stronger with the enhancement of the
crystalline order below T ? = 0.09.
In Figure 6.6b, we show the pair distribution function calculated with the geometric centres
of the tetrahedral clusters, present in nearly 100% yield, at certain representative values of T ?
along with the pair distribution function for a perfect cubic diamond lattice. Figure 6.7 shows
a perfect cubic diamond lattice, which can be viewed as a face-centred cubic lattice with half
of its tetrahedral sites occupied, in our reduced representation. It is evident that the peaks
are centred around those characteristic of a perfect cubic diamond crystal for an appropriately
adjusted unit cell length. The probability distribution of the complex conjugate scalar product
between the Steinhardt local bond order parameters of two neighbouring particles i and j,
q̃3(i) · q̃?3(j), is shown in Figure 6.6c. The distribution with a peak around −1 is characteristic
of a cubic diamond crystal as opposed to a hexagonal diamond crystal, which, in addition, has
a characteristic peak around −0.115.11
The hierarchical self-assembly of a cubic diamond crystal is also observed when T ? is rapidly
reduced in only two steps for VMMC simulations of N = 500, first to a value of T ? = 0.2 and
then to T ? = 0.09, allowing for the two-level assembly to take place. Figure 6.8 shows the cor-
responding analysis for the rapidly cooled system. The pair distribution function, calculated
with the geometric centres of tetrahedral centres for the rapidly cooled system (Figure 6.8a),
126
Figure 6.6: Hierarchical self-assembly of patchy triblock colloidal particles into a cubic diamond
crystal via tetrahedral clusters. a. A snapshot of a typical configuration at T ? = 0.05 in a
reduced representation showing a cubic diamond crystal formed by tetrahedra. b. The pair
distribution function for the geometric centres of the tetrahedral clusters for configurations at
three different temperatures and for a configuration corresponding to a perfect cubic diamond
crystal. c. The probability distribution of the complex conjugate scalar product between
the local bond order parameters of two neighbouring particles i and j, q̃3(i) · q̃?3(j), for the
configurations at T ? = 0.05. A peak around −1 is a characteristic of a cubic diamond lattice.
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Figure 6.7: A perfect cubic diamond lattice formed by patchy particles, each with four patches
in tetrahedral symmetry. On the right, the same structure is shown with colour-coding to
highlight distinct sites: vertex sites (orange), face-centred sites (grey), and tetrahedral sites
(green).
highlights the emergence of long-range correlations and long-range order as the temperature
changes from T ? = 0.2 to T ? = 0.09. The emergence of long-range order is confirmed upon
visual inspection of a typical configuration at T ? = 0.09, Figure 6.8c and d, revealing crys-
talline order. The probability distribution of the complex conjugate of the Steinhardt bond
order parameter, Figure 6.8b, also indicates that the colloidal crystal obtained upon rapid
cooling exhibits cubic diamond structure. The success of this two-step temperature control
protocol to induce the self-assembly of the cubic diamond crystal with a two-level structural
hierarchy led us to exploit such a protocol to assess the robustness of the assembly behavior
over the parameter space, which is rather large. Some systematic variation of the parameters
around the this set of parameters in particular was undertaken because of special interest in
bottom-up realization of a cubic diamond colloidal crystal. Given the span of the parameter
space, this scan was not exhaustive. Our results, summarized in Table 6.1, nevertheless show
that a reasonable spread of the parameter space supports the two-level self-assembly behavior
into cubic diamond crystals via tetrahedral clusters.
Chen et al. suggest that the triblock patchy particles considered in their experimental work
can nowadays be synthesized with high fidelity and monodispersity, including fairly precise
control on the patch sizes.97 The patch size was uniform within an uncertainty of less than 5◦ for
the triblock patchy particles they synthesized.97 We therefore considered Gaussian distributions
for patch sizes, having mean values of 80◦ and 40◦ for patch A and patch B, respectively,
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α β εAA κ
60
70 30
75 35 2.5 50
80 40 5 100
85 45 7.5 200
90 50
Table 6.1: A summary of systematic variation of the parameters undertaken in virtual-move
Monte Carlo simulations following a two-step temperature-control protocol. One parameter
was varied at a time with reference to the first set of parameter values, which appear in black
along a row. The different values of a given parameter appear along a column and are color
coded. The entries are in green if the formation of the cubic diamond crystal with a two-level
structural hierarchy was observed in the simulations; the entries are in orange if the crystal
formation was not observed but tetrahedral clusters were present in high yields (> 90%); if
even the tetrahedral clusters were not observed in sufficient yields, the entries are in red.
and each having a standard deviation of 5/3◦, in order to allow for some polydispersity. We
followed the two-step temperature-quench protocol with polydispersity in both patches, keeping
the remaining parameters of the first set identical. A rapid cooling protocol thus led to the
emergence of crystalline order similar to what we observed for the monodisperse case, Figure
6.9. Our results therefore demonstrate that our bottom-up route to colloidal crystals with a
two-level structural hierarchy self-assembled from triblock patchy particles shows some tolerance
to polydispersity in the patch sizes comparable to the state-of-the-art fabrication.
In addition to VMMC simulations of N = 500 patchy triblock colloidal particles, BD simula-
tions of N = 864 particles were also undertaken. It was important to carry out BD simulations
in order to conclusively determine whether the dynamical pathways involve stagewise assem-
bly. A pertinent question was whether a cluster-move algorithm such as VMMC biased the
system here to form clusters in the first instance based on energetics, and thus favoured staged
assembly. Although VMMC can be used to approximate real dynamics given an appropriate
choice of parameters, here VMMC was implemented primarily for the enhanced sampling from
equilibrium distribution, achieved through cluster moves.
Figure 6.10 shows the results for the BD simulations. Figure 6.10a shows the number of
tetrahedra formed, and also compares the evolution of the average energy per particle V/(NεY)
for BD and VMMC simulations, as a function of T ?. As previously stated, tetrahedral clusters
were identified using the local order parameter q. Here, tetrahedral clusters were again formed
in near 100% yield, crucial for hierarchical self-assembly. Furthermore, the correspondence of
129
Figure 6.8: The hierarchical assembly of patchy triblock colloidal particles upon rapid cooling.
a. The pair distribution function for the geometric centres of tetrahedral clusters at T ? = 0.2
(black) and T ? = 0.09 (blue). b. The probability distribution of the complex conjugate
scalar product between the local bond order parameters of two neighbouring particles i and j,
q̃3(i) · q̃?3(j) for the configurations at T ? = 0.09. c. A snapshot of a typical configuration at
T ? = 0.09 demonstrating the two-level structural hierarchy achieved upon rapid cooling. d.
The reduced representation of a typical snapshot at T ? = 0.09 highlighting the cubic diamond
nature of the colloidal crystal obtained.
the average energy per particle V/(NεY) in both simulation methods, except at very low T
?
values, is noteworthy confirming effective sampling at thermal equilibrium by both methods
over most of the temperature range. A gradual decrease in the average per particle energy
was observed for intermediate values of T ? along with a small discontinuity at lower values of
T ? in the BD simulations. As with the VMMC simulations, the discontinuous change was an
indicator for a structural change taking place. Figure 6.10b shows a snapshot of a typical
configuration at T ? = 0.05 for the BD simulations. Although not as ordered as that observed
in VMMC simulations (Figure 6.5c), a degree of crystallinity within the N = 864 system
can be discerned. This was confirmed upon calculation of the pair distribution function for
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Figure 6.9: The two-level hierarchical self-assembly of triblock patchy particles into a colloidal
cubic diamond crystal, observed in the presence of polydispersity in patch sizes when a two-
step temperature control protocol was followed. a. The pair distribution function g(r) for
the patchy particles at two different reduced temperatures, with allowance for polydispersity
in both patch sizes. b. A snapshot of a typical configuration at T ? = 0.085, illustrating a
two-level structural hierarchy into a cubic diamond crystal via tetrahedra.
the geometric centres of the tetrahedral clusters, shown in Figure 6.10c. In Figure 6.10c
the pair distribution function obtained from the BD simulations is also compared to that of
the VMMC simulations. Here, the presence of long-range order for the structure formed in
BD simulations is observed. In addition, the pair distribution function also demonstrates
considerable overlap with that calculated for VMMC simulations and therefore exhibits peaks
in positions characteristic of a diamond cubic lattice. Our BD simulations thus unequivocally
demonstrate that the cubic diamond lattice was self-assembled from triblock patchy particles
hierarchically.
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Figure 6.10: The two-level hierarchical self-assembly of patchy triblock particles observed in
BD simulations. a. The average potential energy per particle and the number of tetrahedral
clusters, on two different scales, as a function of the reduced temperature T ?, for an 864-particle
system at a volume fraction of φ = 0.2. b. A snapshot of a typical configuration at T ? = 0.05
for BD simulations, displaying two-level structural hierarchy. c. The pair distribution function
for the geometric centres of tetrahedral clusters at T ? = 0.05.
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6.3.2 Body-Centred Cubic Colloidal Crystal
Here the results obtained for the second parameter set, when simulated under periodic boundary
conditions at a volume fraction of φ = 0.3, are presented. The earlier global optimisation runs
identified, for this parameter set, the global minimum to consist of repeating octahedral units
for the N = 48 cluster, as shown in Figure 6.3. Figure 6.11a shows that the average
energy per particle gradually falls with the drop of T ? as the patchy particles form bonds via
the stronger and wider patches, resulting in the formation of discrete octahedral clusters.We
characterised the octahedral clusters by means of the local order parameter q.266 The number of
octahedral clusters in the system gradually grows and eventually the system effectively consists
of octahedral clusters formed again in nearly 100% yield. The pair distribution function for
the patchy particles reveals the emergence of long-range correlations at T ? = 0.2, implying a
second level of assembly of octahedral clusters via the interaction of the weaker and narrower
patches (Figure 6.11b). This is confirmed by visual inspection. A typical low temperature
configuration is shown in two different representations (Figure 6.11c and Figure 6.12a),
which suggest that the octahedral clusters behave as the secondary building blocks for the
second level of assembly.
We calculated the pair distribution function for the geometric centres of the octahedral
clusters, present in nearly 100% yield, at low values of T ?. In this analysis, we also observed
an emergence of long-range correlations at T ? = 0.2 (Figure 6.12b). At this value of T ?,
the peaks are centred around those characteristic of a perfect body-centred cubic (bcc) crys-
tal for an appropriately adjusted unit cell length. This observation implies the formation of
a bcc crystal by the octahedral clusters at the second level of assembly. This was confirmed
by our analysis in terms of the local bond-orientational order parameters q̄l(i) for l = 4 and
6. We considered the distribution of q̄4 and q̄6 calculated for individual centres of octahedral
clusters.263 The distribution, shown in Figure 6.12c, is consistent with that of a bcc crystal,
providing confirmation to our analysis in terms of the pair distribution function for the geo-
metric centres of the octahedral clusters. Given that the range of the patch-patch interactions
is relatively longer in this case corresponding to a smaller value of the parameter s, such inter-
actions are more likely to be realisable with nano-scale building blocks. It is of interest to note
that nano-octahedra with short-range repulsive interactions were found to self-assemble into a
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Figure 6.11: A two-level structural hierarchy emerging from the hierarchical self-assembly of
patchy triblock colloidal particles. a. The average potential energy per particle and the number
of octahedra formed, shown on two different scales, as a function of the reduced temperature
T ? for a 500-particle system at the volume fraction φ = 0.3. b. The pair distribution function
for the patchy particles at four different reduced temperatures. c. A snapshot of a typical
configuration at T ? = 0.05, illustrating a two-level structural hierarchy into a colloidal crystal
via octahedra.
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Figure 6.12: Hierarchical self-assembly of patchy triblock colloidal particles into a body-centred
cubic crystal via octahedral clusters. a. A snapshot of a typical configuration at T ? =
0.05 in a reduced representation showing a body-centred cubic crystal formed by octahedra.
b. The pair distribution function for the geometric centres of the octahedral clusters for
configurations at three different temperatures and for a configuration corresponding to a perfect
body-centred cubic crystal. c. The probability distribution of the local bond-orientational
order parameters q̄l(i) for l = 4 and 6 for octahedral subunits for the configurations at T
? = 0.05.
The distributions are characteristics of a body-centred cubic lattice.
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bcc crystal,268 and so do nearly perfect octahedra obtained via truncation of hard tetrahedra
at low densities.269
For the second stage of assembly to lead to the formation of a colloidal crystal, it is crucial
that clusters of uniform size and shape are formed at the first level. In fact, we here considered
the arrangements of the geometric centres of the polyhedral clusters in order to identify the
crystal structures. Our simulations demonstrate that the width of the stronger patch is a
critical parameter along with a hierarchy of interaction strengths to meet this objective. For
example, a half-angle of 80◦ instead of 85◦ for the stronger patch width with s = 1 resulted
in a mixture of tetrahedral and octahedral clusters in bulk simulations, prohibiting the second
level of assembly into a colloidal crystal. However, the global optimisation runs for a finite-size
system of N = 48 particles found the most stable structure to be consisting of only octahedral
repeat units for the 80◦ case with s = 1. Our bulk simulations also reveal that the ratio εAA/εBB
is crucial for the second level of assembly. For εAA = 5 and εBB = 2.5, we did not observe any
crystalline order at lower values of T ? for either of the two sets of model parameters; instead
we observed disordered structures mostly with secondary building blocks. This observation is
in line with findings previously reported,97,235 and the proposed design rules for hierarchical
self-assembly outlined here. A weaker interaction strength drives the second level of assembly
efficiently via reversible bond formation, which allows the kinetic traps due to wrong contacts
to be negotiated effectively.
Brownian dynamic simulations of N = 864 patchy triblock colloidal particles with patch
widths α = 85◦, β = 40◦ and s = 1 at the volume fraction φ = 0.3 were also undertaken. Here,
we sought to re-affirm the generality of the proposed design principles and further validate
the hypothesised hierarchical self-assembly pathway predicted for this system. Figure 6.13a
compares the evolution of the average per particle energy (V/NεY) for both VMMC and BD
simulations, clearly highlighting the close correspondence between the states of thermal equi-
librium sampled by the two simulation methods, as T ? is lowered. A typical low temperature
configuration, Figure 6.13b, demonstrates the hierarchical nature of the colloidal crystal as-
certained via BD simulations. The octahedral clusters can be easily identified and seen to be
acting as building blocks upon which the second level of hierarchical assembly, into the body-
centred cubic structure, occurs. Figure 6.13c compares the pair distribution functions of the
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Figure 6.13: A comparison of the hierarchical self-assembly of patchy triblock colloidal particles
into a body-centred cubic crystal as observed in VMMC and BD simulations. a. The evolution
of the average energy per particle as a function of the reduced temperature T ?, VMMC (red)
and BD (blue). b. A typical configuration at T ? = 0.05 taken from the BD simulation of N =
864 particles, demonstrating the hierarchical self-assembly of a colloidal crystal via octahedral
clusters. c. The pair distribution functions for the geometric centres of the octahedral clusters
for VMMC (red) and BD (blue) simulations at T ? = 0.05.
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geometric centres of octahedral clusters for both VMMC and BD simulations at a temperature
of T ? = 0.05. The strong overlap and characteristic peak positions of the pair distribution
functions for between the VMMC and BD simulations confirms the body-centred cubic order.
6.3.3 Simple Cubic Colloidal Crystal
Here the results from Brownian dynamics simulations of the N = 864 system for the second set
of parameters in a periodic cubic box at a volume fraction of φ = 0.2 are presented. Figure
6.14a shows the average potential energy per particle and the number of discrete octahedral
clusters formed as a function of the reduced temperature T ?. The local order parameter q was
used to identify octahedral clusters.266 As before, octahedral clusters again form in near 100%
yield. Figure 6.14b presents the pair distribution function for the triblock patchy particles
at certain representative temperatures, highlighting the emergence of long-range correlations
at a reduced temperature of T ? = 0.15. The long-range correlations are suggestive of a second
level of assembly of the octahedral clusters driven by the interactions between the weaker
narrow patches. This was confirmed upon visual inspection. Figure 6.14c shows a typical
low-temperature configuration for N = 864 system of triblock patchy particles at T ? = 0.05.
The pair distribution function for the geometric centres of the octahedral clusters, present
in near 100% yield at low temperatures, is shown for three temperatures in Figure 6.14d. The
emergence of long-range correlations is again observed at a reduced temperature of T ? = 0.15.
Figure 6.14d also shows the characteristic peak positions for a simple cubic crystal with
an appropriately adjusted cell length. It is evident that the peaks of the pair distribution
function for the geometric centres closely correspond to those characteristic of a perfect simple
cubic crystal. The prominent shoulder present on the first peak of the pair distribution plot
of Figure 6.14d can be easily explained in conjunction with the low configuration snapshot
(Figure 6.14c). In Figure 6.14c it is clear that some octahedral units sit within the voids of
the simple cubic lattice. This is due to the volume fraction of φ = 0.2 being too high to form
the ‘perfect’ simple cubic crystal. The presence of octahedral units within these voids of the
simple cubic lattice produces the shoulder observed on the first peak of the pair distribution
function (Figure 6.14d). A body-centred cubic crystal can be seen as two interpenetrating
simple cubic lattices. Having observed the hierarchical self-assembly of a body-centred cubic
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Figure 6.14: A two level structural hierarchy emerging from the hierarchical self-assembly
of patch triblock particles. a. The average potential energy per particle and the number
of octahedral clusters formed, shown on two different scales, as a function of the reduced
temperature T ?, for a 864-particle system at the volume fraction φ = 0.2. b. The pair
distribution function for patchy particles at four different reduced temperatures. c. A snapshot
of a typical configuration at T ? = 0.05, exhibiting a two-level structural hierarchy into a
colloidal crystal via octahedra. d. The pair distribution function for the geometric centres of
the octahedral clusters for configurations at three different temperatures and for a configuration
corresponding to a perfect simple cubic crystal.
crystal via octahedral clusters at φ = 0.3, it is therefore reasonable to observe the self-assembly
of a simple cubic colloidal crystal for a lower value of φ.258
Here, we have demonstrated the hierarchical self-assembly of triblock patchy particles into
three distinct colloidal crystals, namely cubic diamond, body-centred cubic and simple cubic
crystals, using our model. All of these crystals have been self-assembled in two stages, the first
stage giving rise to clusters of uniform size and shape, which serve as the building blocks for the
next stage of assembly into respective crystals. The patch width α of the stronger patch and
the range of the patch-patch interaction governed by the parameter s are crucial to determine
the shape and size of the clusters. The patch width β of the weaker patch determines how
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these clusters coordinate through the next stage of assembly. While these model parameters
are especially critical to determine the morphology of the crystals with two-level structural
hierarchy, the open crystals formed also depend on the volume fraction φ, as it effects both
the bonding probability at a given T ?, and the ability of the system to form interpenetrating
networks,258 as observed here with formation of the body centred cubic and simple cubic crystals
at different volume fractions.
6.4 Conclusion
In summary, we have demonstrated the feasibility of programming hierarchical self-assembly
of colloidal building blocks with a generic design rule that prescribes the use of a hierarchy of
interaction strengths. Such a generic design rule for hierarchical self-assembly can be exploited
to fabricate colloidal superstructures of unprecedented complexity. In particular, we exploited
the design principle, realised with triblock patchy particles that closely resemble those syn-
thesised recently,97 to show hierarchical self-assembly into a cubic diamond colloidal crystal, a
body-centred cubic and simple cubic colloidal crystal via tetrahedral and octahedral clusters,
respectively. The use of colloidal building blocks with only two patches to form a cubic diamond
colloidal crystal via a hierarchical self-assembly scheme makes it a novel yet promising route
for the experimental realisation of photonic crystals with a band gap in the visible region in
the foreseeable future. This route relaxes the stringent requirement on the fidelity of particle





The primary goal of this thesis has been to design anisotropic colloidal building blocks in silico
to encode hierarchical self-assembly. The key to this multiscale design problem is to improve
our understanding of the multitude of colloidal interactions at play often in the presence of
more than one anisotropy attribute. Such understanding is crucial to programme colloidal
self-assembly into a target structure that is not only thermodynamically favourable but also
kinetically accessible. This task is even more challenging in the context of hierarchical self-
assembly, given multiple time- and length-scales involved therein. A radical improvement in
the ability to synthesise complex colloidal particles in recent years has brought about a paradigm
shift in the field of colloidal self-assembly, setting a platform for ambitious goals for bottom-up
fabrication of novel materials. The studies undertaken in this thesis are thus of topical interest,
from the perspective of both fundamentals and applications.
This thesis presents a body of work, which employed a variety of computational techniques
to address the challenges that programming hierarchical self-assembly for colloidal building
blocks faces. A close connection with contemporary experimental research was maintained
throughout. Chapter 3 and Chapter 4 report, based on global optimisation and Monte
Carlo studies, the self-assembly of designer charge-stabilised colloidal magnetic particles into a
number of supracolloidal polyhedra for size-selected clusters. These polyhedra each display a
remarkable two-level structural hierarchy. The design space was found to support self-assembled
polyhedra, which are of very different morphologies, namely hollow spheroidal and tubular
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structures, involving the formation of subunits of three-fold and four-fold rotational symmetry,
respectively. In pursuit of hollow spheroidal structures in particular, inspiration was drawn from
viral capsids, which show spectacular examples of structural hierarchy. The charge-stabilised
colloidal magnetic particles considered here closely resemble those synthesised by Sacanna et al.
using an iron oxide inclusion buried beneath the surface of an organo-silica polymer sphere.176
Upon controlling salt concentration in the medium, these particles were shown to readily self-
assemble into triangular motifs.176 The particles were occasionally found to form square-planar
motifs as well.
In Chapter 4, the dominant pathways for self-assembly into these polyhedra were also
characterised using the discrete path sampling method. The pathways revealed two distinct
mechanisms – a staged or hierarchical pathway for a hollow spheroidal polyhedron and a growth
mechanism via sequential attachment of the subunits for a tubular structure. It is likely that the
structural features of the distinct morphologies play some role in determining the self-assembly
mechanisms. The hollow tubular structure can in principle be formed from any number of
tetramer units and therefore growth can continue in a sequential manner uninhibited. However,
the hollow spheroidal structures can only form from specific numbers of triangular units. A
staged pathway in which the required number of triangular units are formed first thus appears
to be more conducive.
Chapter 5 examines the kinetic accessibility of a number of hollow spheroidal structures as
a design parameter is varied. To this end, the study used a number of computational methods,
namely basin-hopping global optimisation, standard and advanced Monte Carlo techniques, and
umbrella sampling technique. For a staged assembly pathway, the structure, which derived the
strongest energetic stability from the first stage of assembly and the weakest from the second
stage, was found to be most kinetically accessible. It was anticipated that such an optimal
design principle would have general implications for programming hierarchical self-assembly
schemes for micro- and nanoparticles.
Building on these findings, we introduce a generic design principle that exploits a hierarchy
of interaction strengths and employ this design principle in computer simulations, using virtual-
move Monte Carlo technique and Brownian Dynamics method for periodic systems. Our sim-
ulations demonstrate the hierarchical self-assembly of triblock patchy colloidal particles into a
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variety of colloidal crystals via distinct small clusters of uniform size and shape, the so-called
“colloidal molecule”. The ability to form the clusters in the self-limited way is critical to the
success of this design principle. Such a conceptual design framework opens up the prospects
of reliably encoding hierarchical self-assembly of colloidal particles into an unprecedented level
of sophistication. Moreover, the design framework underpins a novel bottom-up route to cubic
diamond colloidal crystals, which have remained elusive despite being much sought after for
their attractive photonic applications.
7.2 Outlook
In this thesis, two distinct model systems, namely charge-stabilised colloidal magnetic particles
with a shifted dipole and triblock patchy particles, are studied to programme structural hier-
archy via small colloidal clusters. Such clusters mimic the symmetry of molecular structures,
and are often referred to as “colloidal molecules”. It is important to recognise that both of
these model systems, which drew motivation from recently synthesised colloidal particles,176,237
involve some form of patchiness. The charged-stabilised colloidal magnetic particles consid-
ered here can be viewed to have magnetic patches, as per the description of Sacanna et al.
In contrast, our triblock patchy particles have the conventional chemical patches due to het-
erogeneous surface chemistry. In this context, a pertinent question is whether patchiness is
essential for hierarchical self-assembly via colloidal molecules. This question calls for further
investigation. A plausible route to structural hierarchy in the absence of patchiness could be
via shape anisotropy.
It will be of interest to study the charge-stabilised colloidal magnetic particles under periodic
boundary conditions to investigate the bulk behaviour. Here a relevant question is whether or
not the bulk phase is comprised of discrete hollow spheroidal structures. The software PaSSion
developed in-house can be extended to carry out VMMC simulations. Such simulations will,
however, require an appropriate treatment of long-ranged dipolar interactions. Alternatively,
one could also consider performing Brownian Dynamics simulations. The dynamical simulations
will be rather involved, necessitating a quaternion based Brownian dynamics algorithm and the
calculations of forces and torques for spherical particles with magnetic dipoles shifted away
from the centre.
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VMMC simulations conducted in the NPT ensemble would be particularly useful, leading
to the identification of the ideal packing fractions for crystal formation.
An exciting line of inquiry concerns the characterisation of the dynamical pathways to the
colloidal crystals self-assembled from triblock patchy particles via colloidal molecules, reported
in Chapter 6 based on Brownian dynamics simulations. The Brownian dynamics trajectories
unequivocally demonstrates that the pathways are hierarchical, i.e. proceeds stage-wise via the
formation of colloidal molecules at the first stage. However, fundamental questions in regard
to these pathways remain; the answers to these questions will be crucial to control the kinetic
of crystallisation. It is likely that a “nucleation and growth” mechanism is operational here.
Determining whether the nucleation phenomena observed align with the existing qualitative
picture of nucleation provided by classical nucleation theory (CNT), or perhaps relates to
scenarios beyond CNT, would be of great interest.231
Given the directional nature of the patch-patch interactions, evidence supporting the theory
of “oriented attachment” for crystal growth could be a possible scenario.270
Understanding the dynamical pathways will be crucial to achieving better control over
crystallisation.
While the computational studies presented in this thesis were conducted in close connection
with experimental research, idealised monodisperse systems were studied. For the complex col-
loidal particles considered here, the origin of polydispersity is not restricted to size distribution
only. In view of this scenario, it will be of interest to assess in future studies the robustness of
the designed self-assembly schemes with respect to polydispersity, at least in the most crucial
parameters.
Finally, the body of work presented in thesis reports on progress made in the context
of programming colloidal self-assembly to realise two-level structural hierarchy via colloidal
molecules. The quest for bottom-up routes to multi-level structural hierarchies continues.
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