Abstract
Introduction
Digital media have increasingly taken over and have extended the applications of traditional analog media.
Moreover, the popularity of the WWW has clearly demonstrated the commercial potential of the digital multimedia market and consumers are investing heavily in digital audio, image and video recorders and players. Unfortunately, digital networks and multimedia also afford virtually unprecedented opportunities to pirate copyrighted material. Digital storage and transmission make it trivial to quickly and inexpensively construct exact copies. The idea of using a robust digital watermark to detect and trace copyright violations has therefore stimulated significant interest among artists and publishers. As a result, digital image watermarking has recently become a very active area of research.
Many of the current techniques for embedding marks in digital images have been inspired by methods of image coding and compression. Information has been embedded using the Discrete Cosine Transform (DCT) [S, I] , Discrete Fourier Transform (DFT)
[9], Wavelets [SI, Linear Predictive Coding [7] and Fractals [13]. The key to making watermarks robust has been the recognition that in order for a watermark t o be robust it must be embedded in the perceptually significant components of the image. The term "perceptually significant" is somewhat subjective but it suggests that a good watermark is one which takes account of the behavior of human visual system. Objective criteria for measuring the degree to which an image component is significant in watermarking have gradually evolved from being based purely on energy content [8, 1 1 to statistical [12] and psycho-visual [15, 31 criteria.
Spread spectrum techniques have become a standard method for encoding information in digital image watermarking. It has several advantageous features such as cryptographic security, robustness against noise, and is capable of achieving error free transmission of the watermark near or at the limits set by Shannon's noisy channel coding theorem [ll, 8, 11. For these reasons the approach presented here uses spread spectrum to encode the message, that can contain information such as the owner of the image, a serial number and perhaps flags which indicate the type of content e.g. religion, pornography, or politics, or alternatively a hash number t o a table that contains these informations. System security is based on proprietary knowledge of the keys (or the seeds for pseudo-random generators) which are required to embed, extract or remove an image watermark. The system which provides for the secure exchange of images and keys over the WWW and to ensure a copyright protection to digital image libraries, has been developed and detailed in [6] and will not be addressed here. *Current address: Siemens Corporate Research, 755 College To generate the spread spectrum sequence, msequences or Gold Codes are used and the encoded Road East, Princeton, N J 08540, US message is embedded as a digital watermark into the image using the discrete Fourier transform (DFT). Note that there is n o need for the original image to extract the watermark and to decode the message; hence the term oblivious watermarking.
Another contribution of this paper is the use of the Bayesian approach to watermark detection to compute the probability that a watermark was generated with a given key. The most significant feature of this approach is its extreme robustness. All that is required for positive watermark verification is the key. This technique works even when the binary message cannot be decoded. This is interesting, because it suggests that the watermark algorithm can be used either to extract binary messages, or for binding a watermark to the key, i.e. it is not necessary to decode the watermark t o verify the ownership.
In order to be able t o decode the message even if the image was rotated, scaled or cropped a known template detection is used which allows the inversion of the geometric transformations undergone by the image before extracting the mark; this aspect is not addressed here, see [lo] .
Spread Spectrum
Although spread spectrum systems have been originally developed for military communications, there is a growing interest in t.he use of this technique in many different fields, including digital image watermarking
The primary advantage of a spread spectrum communication system is its ability to reject undesirable interference caused by either simultaneous transmission of messages through the same channel or by a hostile transmitter attempting to jam the transmission. Another advantage compared to standard modulation techniques such as frequency modulation or pulse code modulation, is that the band spread is independent of the data. Synchronized reception with the code at the receiver is used for despreading and subsequent data recovery.
The basic idea of spread spectrum modulation is that it transforms the narrow band data sequence into a noise-like wide-band signal, using pseudo-random sequences. This can be done, for example, by using phase shift coding [9] , by frequency-hop techniques [5] or by the amplitude modulation technique described in section 2.1.
One proviso in the use of a spread spectrum system is that it is important that the watermarking process incorporate some non-invertible step which may depend on a private key or a hash function of the original image. Only in this way can true ownership of the [I, 9, 161. copyright material be resolved. Otherwise, one can compute a "counterfeit original" -in fact, it is even possible for an attacker to make it appear that the true original contains her watermark [a] . The obvious solution is to employ oblivious watermarks (meaning that an original image is not required to extract the embedded message). the group' (@,{O,l}) and the group (*,{1,-1)). The mapping 1 + -1 and 0 + 1 is an extremely important step because it essentially enables us to replace the exclusive-OR operator used in finite field algebra with multiplication. This is useful when decoding real valued sequences such as digital watermarks.
Encoding the message
Defining a set of random sequences vi each corresponding to a bit bi, the encoded message can be obtained by:
where b is a A4 x 1 vector of bits (in f l form), w is a N x 1 vector and G in N x h/l matrix such that the ith column is a pseudo-random vector v L . Clearly, the effectiveness of this scheme depends on the specific choice for the random vectors u t . Ideally the vectors should be as well separated as possible to get the maximum discrimination between the bits. A good spread spectrum sequence is one which combines desirable statistical properties such as uniformly low cross correlation with cryptographic security. In other words, the specific choice of method for generating the pseudo-random sequence has direct implications to the reliability and security of the embedded mark. Pseudo-random number generators described in watermarking literature include msequences, Gold Codes, Kasami codes, Legendre sequences, perfect maps [4, 161 and also two or higher dimensional arrays [16] in place of the one dimensional pseudo-random vectors.
m-sequences and Gold Codes
It is shown in [ll] , how pseudo-random sequences can be used to spread the signal spectrum. In order to despread the signal these pseudo-random sequences need 'The bit addition modulo 2, @? is equivalent to exclusive-OR. to have good randomness properties, long periods and different sequences must be well separated in term of Correlation.
Maximum length sequences or simply m-sequences perfectly fulfil these requirements. They are the largest codes that can be generated by a shift register of a given length. They exist for all integer values n with period N = 2n -1 and can be easily generated by proper connections of feedback paths in an n-stage shift register circuit [ll] . The auto-correlation function and spectral distribution resemble that of white Gaussian noise. Cross-correlation between shifted versions of m-sequences are equal to -1, whereas autocorrelations to the length of the m-sequence. Therefore, one alternative to choose U , to encode the message b (section 2.1) is to consider an m-sequence V I and for each i, v,+1 results from U , by a circular shift of length 1 (each element of U , is shifted to right and the last element becomes the first).
An other alternative for U , is to use Gold Codes 
DFT Watermark
The watermark, in the form of a spread spectrum sequence, is embedded in a mid-frequency range of the discrete Fourier transform (DFT) domain. The upper and the lower frequency bound are fixed in advance as a compromise between the visibility of the watermark (low frequencies contain the most of the image information) and robustness to lossy compression (which remove high frequencies). Also, during decoding (in oblivious watermarking) the block size is unknown since the image may have been transformed by cropping or other image processing.
The spread spectrum message is added to the magnitudes of the DFT and the phase is left unaltered.
From the marked spectrum and the unchanged phase the DFT is inverted (inverse Fourier transform) yielding the watermarked image. The strength of the watermark can be set either interactively or adaptively as a function of the average and standard deviation of the DFT components of the chosen frequency range.
To extract the watermark the magnitude of the DFT domain is considered. Since the mid-frequency range where the watermark was added is known, the sequence w' = w + e , where w is the added watermark and the error e contains the image and for additive noise, can be extracted. To decode the message b from w', the correlation property of the m-sequences and Gold Codes described in section 2.1 are exploited, i.e the cross-correlation between U ; and vj is -1 and for i # j and N for i = j .
However, if the modification suffered by the image are geometric transformations such as rotation, scaling, cropping the positions where the mark was embedded also change. In order to be able to synchronize and to decode the message in these cases, a template is used to detect and invert the geometric transformations undergone by the image prior to extracting the mark. The applied algorithm is detailed in [lo] and will not be addressed here.
The Bayesian Approach
The purpose of this approach is to answer the following questions:
1. Consider a binary string extracted from an image, for which almost all bits agree with a known binary sequence message which may have been embedded in the image. Generally, one can expect that about 50% of the bits of a random sequence will agree with the watermark. What is the probability that the almost perfect agreement occurred at random? 2. Given only the key possibly used to generate a watermark, what is the probability that the watermark was generated using that key?
The last question is extremely interesting because it suggests that one can use the watermark algorithm either to extract binary messages or for binding a watermark to the key and to determine the ownership without decoding the watermark.
Being able to detect a watermark without necessarily being able to decode it, is therefore highly useful since it can help to prove ownership (the owner of the given key) in the case when due to noise the message can only partially be decoded. One expects that watermark detection will always be more robust than watermark decoding because in detection one is essentially transmitting a single bit of information which is to say whether a watermark is present or not.
Known binary message
In order to answer the first question, let us consider the probability that a random sequence will have a certain number of bits in common with our sequence. We can easily show that this probability is given by the Bernoulli distribution:
where N is the number of bits in both messages and i is the number of bits found to be in common.
The implications of this result are quite far reaching. If one decodes a 100 bit watermark and finds that 80% of the bits are "correct" then one can be fairly sure that the watermark was indeed found. This is because the probability of getting 80% or more bits correct is at random 2.17xlO-'. This is the probability of a false alarm -where one would say that a watermark is present when in fact there is none.
The probability of a watermark given only the key
We now turn our attention to the second case, i.e. given only the key possibly used to generate a watermark what is the probability that a watermark was generated using that key? We confine our interest to the encoding spread spectrum messages described earlier. The watermark w' = G b f e is a linear combination of pseudo-random sequences corrupted by noise, where e is a noise vector corrupting the watermark (including the image and additive noise).
If we assume that the noise is Gaussian distributed we can apply the Bayesian approach described in [14] and obtain the probability that a spread spectrum signal w' extracted from the image I contains a message of length M encoded with the key IC:
where b' = (GTG)-lGTw' and f = GTb are the least squares estimate for the bits and the least squares fit respectively. R, and R6 are irrelevant constants introduced as normalization factors.
As we are interested in analyzing spread spectrum signals composed of a linear combination of Gold sequences or m-sequences, we can show that the M x M matrix GTG is of the following form:
The two terms in expression (2) which require the most computation are A = (GTG)-' and (GTG[. However, both the determinant and the inverse can be computed in closed form:
In a similar way, we obtain that the probability that no message was embedded (a message of length 0) with a given key in the image is given by:
Finally, to decide if a given key was used or not to generate a watermark, we compute the relative logprobability:
and we compare it to 0.
Experimental results

Synthetic data
For an example of equation (2) at work we consider a synthetic watermark and corrupt it by Gaussian noise. The amplitude of the Gaussian noise is twenty times larger than the watermark amplitude or equivalently the Gaussian noise is 400 times more powerful. Here we shall consider the problem of determining the probable length of a watermark generated using a given key. For this we take the watermark above and we compute the probability that a message of length m, m E {0,25} was encoded with the key.
The length of the message is 10 bits and we compute the probability that the watermark was generated with the correct key. Figure l(1eft) shows the probabilities relative to that of a watermark length of 9 bits. The inferred length is 10 bits which was exactly the value used when generating this synthetic data. shows what happens when one attempts t o infer the length of a watermark when in fact there is none present or when a wrong key was used. The method infers that the watermark is of zero bits in length. Quite logically, as in the first case there is no mark and in the second case the watermark data generated with the wrong key appears as "noise", so it is as if no watermark were present.
Real data
We used three real images for our experiences. In each cases we encoded the message "national" (64 bit) with the key (seed) 1967 and we marked the images (Figure 2 ). Figure 3 shows several attempts on the marked and unmarked images to detect and decode the message using different keys. We can see that the relative logprobabilities were below the threshold (generally between 0 and -4), except, when we used the correct key and the marked images. In these latter cases the values were between 1500-3500 depending on the image. Note, that we have a false alarm, i.e. we obtain a positive value in the case of one of the unmarked image. However, this value is close to 0 (0.46) and it can be avoided by choosing a threshold t > 0) (e.g. 1) instead of 0, by accepting to have occasional false rejections (noisy cases).
Furthermore, we applied several rotations of different angles on each images and we compared bit by bit the encoded and the decoded messages. In each case we were able to decode all 64 bits (100% We also tested the resistance of our algorithm and the behavior of the Bayesian approach to cropping. Figure 4 (right) shows the obtained relative logprobabilities. We can see that the log-probabilities decrease as the cropped area increases. However, 100% of bits can be retrieved until only 30-40% of the original image data i s retained. When a smaller percentage of the image remains, we first begin to lose some bits and finally only 35-65% of bits corresponds t o the encoded message2. Finally we attempted to detect and decode the message from marked images after JPEG lossy data com-*The percentage of bits that will agree between a random sequence and the encoded message (section 4.1). pression ( Figure 5 ). The log-probabilities increase with the quality factor. 84-100% of bits were decoded for a quality factor over 25 (100% for a quality factor 2 40) excepting for Lena.
Conclusion
We have presented here an approach for image watermarking in which the watermark is embedded in the DFT domain. The message is encoded in the spread spectrum signal using an owner key to ensure the security. The properties of the m-sequences or Gold Codes were studied and exploited in order to generate the spread spectrum sequence. Furthermore, a Bayesian approach was developed that acts concurrently to the message decoding, by estimating the probability that a watermark was generated given only the key. We can therefore use the watermark algorithm either to extract binary messages or to bind the watermark to the key so the actual message is irrelevant.
Experimental results show on one hand the efficiency and the robustness of our watermark detection algorithm and, on the other hand, the behavior and the usefulness of the added Bayesian measure.
The most significant feature of the presented approach is its extreme robustness. This justifies its integration into a watermarked-based copyright protection system for digital libraries, which is an acknowledged and pressing need.
