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Resumo
O modelo dos sapos é um sistema de partículas, a tempo discreto, cujos agentes realizam passeios
aleatórios simples em um grafo com probabilidade de desaparecimento p1´ pq antes de cada
salto. Inicialmente, cada vértice do grafo contém um número aleatório de partículas. Aquelas
posicionadas na raiz do grafo encontram-se acordadas, as demais adormecidas. Cada vez que
uma partícula acordada visita uma partícula adormecida, a última é acordada. Resultados de
transição de fase com respeito à sobrevivência e recorrência do modelo são apresentados para
pd1,d2q-árvores birregulares. Para o modelo com configuração inicial de uma partícula por
vértice, determinamos a correta ordem de magnitude da probabilidade crítica com respeito à
sobrevivência do modelo quando d1 e d2 tendem para infinito. Provamos um novo limitante
superior para a probabilidade crítica do modelo dos sapos em d-árvores homogêneas, que melhora
os resultados previamente conhecidos. Esse limitante superior foi conjecturado em Lebensztayn
et al. (J. Stat. Phys., 119 (1-2), 331-345, 2005). Também damos uma fórmula explícita para o
limitante superior.
Palavras e frases-chaves: Modelo dos sapos, árvore birregular, transição de fase, probabilidade
crítica, percolação.
Abstract
The frog model is a discrete time particle system whose agents perform simple random walks
on a graph with probability of disappearance p1´ pq before each jump. Initially, each vertex of
the graph contains a random number of particles. Those positioned at the root of the graph are
awake, the others are sleeping. Each time an awakened particle visits a sleeping particle, the
latter particle is awakened. Phase transition results with respect to survival and recurrence of
the model are presented for pd1,d2q-biregular trees. For the model with initial configuration of
one particle per vertex, we determine the correct order of magnitude for the critical probability
of survival of the model as d1 and d2 approaches infinity. We prove a new upper bound for the
critical probability of the frog model on d-homogeneous trees, which improves the previously
known results. This upper bound was conjectured in Lebensztayn et al. (J. Stat. Phys., 119 (1-2),
331-345, 2005). We also give an explicit formula for the upper bound.
Keywords and phrases: Frog model, biregular tree, phase transition, critical probability, perco-
lation.
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Introdução
Transição de fase é um dos assuntos centrais da Mecânica Estatística e da Teoria
de Probabilidade mais geralmente. O fenômeno de transição de fase pode ser explicado por
meio do seguinte exemplo simples de dinâmica populacional. Considere um sistema, a tempo
discreto, formado por um grande número de partículas e que evolui estocasticamente como segue.
Inicialmente no sistema temos uma única partícula, no instante seguinte ela gera N ě 1 partículas
idênticas com probabilidade θ ou gera 0 partículas com probabilidade 1´θ . A cada instante de
tempo que houver pelo menos uma partícula viva, cada uma gera independentemente N ou 0
partículas de acordo a mesma regra. A fim de simplificar o modelo assumimos que cada partícula
morre após cada instante de tempo. O processo continua até o infinito ou até não haver partícula
viva no sistema. Uma pergunta natural é a seguinte: Existe um valor crítico θc tal que ao variar θ
continuamente através de θc o sistema muda de ter nenhuma partícula viva com probabilidade 1
a ter pelo menos uma partícula viva para todo instante de tempo com probabilidade positiva? A
resposta a essa questão é afirmativa, e um cálculo elementar leva a que θc “ 1{N.
Outro exemplo de transição de fase foi realizado em 1895 por Pierre Curie. Ele
mostrou que um material ferromagnético perde sua magnetização, quando esquentado acima de
uma temperatura crítica, chamada de temperatura de Curie. Neste caso, dizemos que o sistema
passa da fase paramagnética para a fase ferromagnética. A temperatura crítica depende de cada
material particular, por exemplo, o ferro perde a sua magnetização natural a 770 oC, e o cobalto
a 1112 oC.
O fenômeno de transição de fase não se restringe somente a sistemas biológicos ou
físicos, como nos exemplos anteriores. A fim de entender as propriedades típicas de grafos, em
1960 Erdo˝s e Rényi estudaram o grafo aleatório com conjunto de vértices t1, . . . ,nu, denotado por
Gn,θ , em que cada par de vértices é conectado por um elo com probabilidade θ . A densidade θ de
elos pode variar com n, por exemplo, θ “ λ{n com λ ą 0, e comumente é considerada a estrutura
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de Gn,θ conforme n cresce para o infinito. O seguinte comportamento é observado: quando
λ ă 1 o maior componente de Gn,θ é da ordem logn e quando λ ą 1 existe um componente
cujo tamanho é da ordem n, isto é, observamos comportamentos diferentes em as duas fases
delimitadas por λc “ 1.
Em resumo, uma transição de fase ocorre se uma propriedade macroscópica do
sistema muda abruptamente conforme um parâmetro relevante (ex. temperatura, densidade) varia
continuamente através de um valor crítico. Em geral, determinar o valor crítico com exatidão é
uma tarefa muito difícil e somente em alguns casos particulares tem sido conseguido.
Nesta tese lidamos com o problema da transição de fase para um sistema de partículas,
cujos agentes realizam passeios aleatórios simples em um grafo conectado e com raiz, conhecido
como o modelo dos sapos, que pode ser descrito informalmente como segue. Começamos
o processo com uma certa distribuição de partículas em cada vértice do grafo. Inicialmente,
aquelas partículas posicionadas na raiz encontram-se ativas (acordadas) e as demais inativas
(adormecidas). Partículas ativas realizam passeios aleatórios simples a tempo discreto no grafo
ativando qualquer partícula inativa que elas encontram. Uma vez ativadas, as trajetórias de
partículas diferentes são independentes. Usualmente as partículas são referidas como sapos,
continuamos com a tradição aqui.
O processo também pode ser visto como um membro da família dos modelos
A` B ÝÑ 2A, frequentemente usado como um modelo de combustão estocástica, em tais
modelos existem partículas tipo A e B ocupando os vértices (ou sítios) de um grafo G, por
exemplo Zd . Partículas tipo A podem ser interpretadas como “pacotes de energia”que junto com
as partículas tipo B produzem mais energia, de acordo à reação A`B ÝÑ 2A. Quando uma
partícula tipo A colide com uma partícula tipo B, a última se transforma em uma partícula tipo A.
No modelo dos sapos, partículas ativas correspondem a partículas tipo A e partículas inativas a
partículas tipo B. Usualmente, nesta interpretação partículas se movem como passeios aleatórios
a tempo contínuo.
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Destacamos duas versões do modelo, com morte e sem morte, no primeiro caso
partículas ativas realizam passeios aleatórios simples com probabilidade de desaparecimento
p1´ pq antes de cada salto, em que p P r0,1s é um parâmetro fixado. O modelo sem morte (i.e.,
p“ 1) é uma versão a tempo discreto de um modelo proposto por Rick Durrett em 1996, que
sugeriu o nome frog model. A versão com morte foi formulada por Itai Benjamini em 2000.
Habitualmente, o modelo é motivado como um processo para a propagação de uma informação
ou infeção num grafo. Pensando que cada partícula ativa carrega uma informação ou infeção que
compartilha com todas as partículas inativas que ela encontra em seu caminho.
Focaremos nosso estudo do modelo dos sapos à versão com morte no caso em
que o grafo onde as partículas se movimentam é uma árvore não homogênea. Existem várias
motivações para estudar modelos probabilísticos em árvores ao invés de grafos mais gerais, por
exemplo, é bem sabido que em Mecânica Estatística muitos dos resultados não dependem da
estrutura particular do grafo. Além disso, em muitos casos eles capturam o comportamento de
processos em redes hipercúbicas de altas dimensões, como ocorre para o modelo de percolação
de Bernoulli em árvores binárias (veja-se Grimmett (1999) para mais detalhes). O livro de Lyons
e Peres (2017) constitui uma excelente referência para o estudo de diferentes processos aleatórios
em grafos infinitos, com especial ênfase em árvores.
Vale a pena ressaltar que existem dois tipos de comportamentos críticos fundamentais
para o modelo com respeito ao parâmetro p: um relativo à sobrevivência (existência de partículas
ativas em todo instante de tempo) e outro com relação à recorrência (infinidade de visitas de
partículas ativas à raiz). Aqui estudamos ambos os casos.
Algumas referências sobre o modelo incluem o trabalho seminal de Telcs e Wormald
(1999), onde o modelo é chamado “egg model”. Nesse artigo partículas se movimentam em Zd
com tempo de vida indefinido, e os autores provaram que para todo d o modelo é recorrente.
A mesma questão foi abordada por Popov (2001), começando com configuração inicial de
partículas inativas em cada x diferente de 0, a origem de Zd , d ě 3, distribuída de acordo com
ppxq „Bernoullipα{||x||2), em que α é uma constante positiva grande, identificando a taxa crítica
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de decaimento de ppxq que separa as fases entre transiência e recorrência. Em Alves, Machado,
e Popov (2002b) foi mostrado que o conjunto de posições originais de todas as partículas ativas
cresce linearmente e que quando reescalado pelo tempo decorrido converge a um conjunto
compacto, convexo e não vazio. O mesmo resultado é estendido em Alves, Machado, Popov, e
Ravishankar (2001) para o caso de configuração inicial aleatória. Em Ramírez e Sidoravicius
(2004) um resultado similar foi obtido quando as partículas realizam passeios aleatórios a tempo
contínuo. Esse tipo de resultado é conhecido com o nome do Teorema da Forma.
Em contraposição ao comportamento do modelo em Zd que é recorrente para todo d,
o caso é diferente em árvores d-árias. Conforme mostrado por Hoffman, Johnson, e Junge (2017),
o modelo é recorrente na árvore binária e transiente para d ě 5, as dimensões d “ 3,4 ainda
são matéria de investigação. Simulações computacionais sugerem que o modelo é recorrente
para d “ 3 e transiente para d “ 4. Em Hoffman, Johnson, e Junge (2016), também em árvores
d-árias, começando com configuração inicial de partículas inativas em todo vértice diferente da
raiz, regulada por uma variável aleatória Poisson(µ), os autores provam que o modelo exibe uma
transição de fase entre transiência e recorrência conforme µ varia, além disso estabeleceram
limitantes para densidade crítica µcpdq, que separa as fases de transiência e recorrência quase
certamente. Usando uma técnica semelhante aquela empregada por Hoffman et al. (2017),
Rosenberg (2018) provou que o modelo é recorrente na árvore alternante 3,2, a árvore em que as
gerações de vértices alternam entre dois e três filhos.
Para o modelo com morte, a existência de transição de fase conforme p varia foi
estudada pela primeira vez por Alves, Machado, e Popov (2002a), particularmente em redes
hipercúbicas d-dimensionais e d-árvores homogêneas. Como detalharemos depois, a ocorrência
de transição de fase significa que existe um valor de p não trivial separando as fases de extinção
quase certa e sobrevivência com probabilidade positiva do processo. Além disso, a dicotomia
transiência/recorrência do modelo também foi abordada. Em Fontes, Machado, e Sarkar (2004)
os autores estudaram o problema da monotonicidade da probabilidade crítica como função
do grafo, provando que essa propriedade não é válida em geral. Em Lebensztayn, Machado,
Introdução 18
e Popov (2005), quando o modelo evolui na árvore homogênea, os autores estabeleceram o
primeiro limitante superior para a probabilidade crítica no caso de configuração inicial aleatória
e como consequência melhoraram o conhecido na época no caso de configuração inicial de uma
partícula por vértice, provado em Fontes et al. (2004). Recentemente Gallo e Rodriguez (2018)
apresentaram melhoras adicionais a esses limitantes superiores usando Teoria de Renovação.
A tese é organizada como segue, no Capítulo 1, apresentamos o modelo dos sapos
com configuração inicial de partículas por vértice regulada por uma variável aleatória inteira e
não negativa η e parâmetro de sobrevivência p em um grafo conectado, infinito, e localmente
finito com especial ênfase em pd1,d2q-árvores birregulares e provamos o resultado central da
tese, que estabelece a transição de fase para o modelo em estudo com respeito à sobrevivência, o
resultado é provado determinando limitantes explícitos para a probabilidade crítica pcpTd1,d2 ,ηq.
Esses limitantes generalizam alguns conhecidos na literatura no caso em que o modelo é
definido em d-árvores homogêneas. A partir dos resultados obtidos, derivamos a correta ordem
de magnitude da probabilidade crítica quando d1,d2 Ñ8. No Capítulo 2 provamos que sob
adequadas condições nos momentos da distribuição inicial de partículas por vértice temos que o
modelo é transiente para qualquer pă 1. Em particular, provamos que o modelo dos sapos em
Td1,d2 com configuração inicial de uma partícula por vértice é transiente para qualquer p ă 1.
Também mostramos que se a cauda da distribuição inicial de partículas for suficientemente pesada
então o modelo é recorrente para p suficientemente próximo, porém diferente, de 1. No Capítulo
3 provamos um novo limitante superior para pcpTdq que melhora os resultados previamente
conhecidos. Esse limitante superior foi conjecturado em Lebensztayn et al. (2005). Concluímos
a tese com um apêndice sobre ordens de convergência e o Teorema de Taylor (A.1,A.2). Seção
A.3 é devotada à demonstração de uma fórmula explícita para o limitante superior provado no
Capítulo 3. Ressaltamos que em geral, mantivemos como possível as notações em Lebensztayn e
Utria (2018), Lebensztayn e Utria (2019).
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1 Transição de fase para o modelo dos sapos
1.1 Preliminares
Nesta seção vamos estabelecer algumas preliminares para o modelo em estudo.
Grafos
Começamos com algumas definições e notações da Teoria de Grafos. SejaG“ pV,Eq
um grafo com conjunto de vértices V e conjunto de elos E. Um vértice∅ PV é fixado e chamado
de raiz de G. Denotamos um elo não-orientado com extremos x e y, por xy. Dizemos que x
e y são vizinhos se pertencem a um elo comum xy, o que denotamos por x „ y. O grau de x,
denotado por degpxq, é o número de vizinhos de x. Um caminho de comprimento n conectando
x e y, é uma sequência x0 “ x,x1, . . . ,xn “ y de vértices distintos na qual xi „ xi`1 para cada
i “ 0, . . . ,n´ 1. A distância entre os vértices x e y, denotada por distpx,yq é o comprimento
mínimo de um caminho conectando os dois; o nível de x, denotado por |x|, é distp∅,xq. Dizemos
que um grafo é conectado se para cada par de vértices x e y, existe um caminho conectando os
dois. G é infinito se seu conjunto de vértices e elos são infinitos enumeráveis e localmente finito
se degpxq ă 8 para todo x P V. Por uma árvore, entendemos um grafo conectado, desprovido
de circuitos, em que um circuito é uma sequência de vértices x0, . . . ,xn, ně 3, sem repetições
tal que x0 “ xn. Um grafo é bipartido se seu conjunto de vértices pode ser particionado em dois
subconjuntos V1 e V2 de modo que todo elo conecta um vértice de V1 com um vértice de V2.
Para d1 ě 1 e d2 ě 1 inteiros, denotamos por Td1,d2 a pd1,d2q-árvore birregular, que é a árvore
bipartida em que o grau de um vértice é pd1`1q ou pd2`1q, de acordo ao nível do vértice ser
par ou ímpar. A partir de agora, um vértice x P Vi será chamado de vértice tipo i.
Comumente os níveis de uma árvore são chamados de gerações; e a raiz de ancestral.
Para um par de vértices x e y dizemos que x é o pai de y (ou y é filho de x) se e somente se
x é o único vértice vizinho de y no caminho conectando o ancestral com y, claramente vale a
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propriedade de que |y| “ |x|`1. Neste caso, imaginamos a árvore crescendo a partir do ancestral
∅. Algumas árvores de interesse são, por exemplo, a d-árvore homogênea denotada por Td , em
que todos seus vértices têm grau pd`1q ě 2 e a árvore d-ária denotada por T`d , em que a raiz
tem grau d e os demais vértices têm grau pd` 1q ě 2. Observamos que, T`1 é isomorfa a N0
e T1 é isomorfa a Z. Note que a classe das pd1,d2q-árvores birregulares contém as d-árvores
homogêneas, com a escolha de d1 “ d2 “ d. Veja-se a Figura 1 para uma representação de T`2 e
T2,4.
Figura 1 – Uma parte das árvores binária T`2 (em verde) e birregular T2,4, os vértices em V1 e
V2 são destacados em vermelho e azul, respectivamente.
Passeios aleatórios
Por um passeio aleatório simples e simétrico em G, entendemos uma cadeia de
Markov, a tempo discreto, com espaço de estados V e probabilidades de transição adaptadas à
geometria de G, isto é, dadas por p : VˆVÝÑ r0,1s, em que
ppx,yq “
$&% 1degpxq se x„ y0 caso contrário.
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Modelo dos sapos
Definimos formalmente o modelo em estudo em um grafo G “ pV,Eq conectado,
infinito e localmente finito. Denotamos por P e E a medida de probabilidade e a esperança
associada, respectivamente. Escrevemos N :“ t1,2,3 . . .u para o conjunto dos inteiros positivos
e N0 :“ NYt0u “ t0,1,2, . . .u para o conjunto dos inteiros não negativos. Seja tρkukPN0 uma
distribuição de probabilidade em N0 (i.e., ρk ě 0 para todo k P N0 e řkPN0 ρk “ 1), definimos
ϕpsq “řkPN0 skρk, s P r0,1s a função geradora de tρkukPN0 . Além disso, seja η uma variável
aleatória com distribuição tρkukPN0; e considere tηpxq : x P Vu, tpSxnpkqqnPN0 : k P N, x P Vu,
tΞxppkq : k P N, x P Vu conjuntos aleatórios e independentes, definidos a seguir. Para cada x P V,
ηpxq tem a mesma distribuição de η e fornece o número inicial de partículas localizadas no
vértice x, isto é, localizamos k partículas em x com probabilidade ρk. Se ηpxq P N, então, para
cada 1ď k ď ηpxq, pSxnpkqqnPN0 é um passeio aleatório simples e simétrico a tempo discreto em
G iniciando em x e Ξxppkq é uma variável aleatória tal que PrΞxppkq´1“ js “ p1´ pqp j, j P N0,
em que p P r0,1s é um parâmetro fixado, ou seja, pΞxppkq´1q tem distribuição geométrica com
média p1´ pq´1 p.
Desse modo, temos definidos as trajetórias e tempos de vida aleatórios de cada uma
das ηpxq partículas posicionadas inicialmente em x, as quais começam a passear no instante
em que são visitadas pela primeira vez (caso isto venha a ocorrer). Uma vez ativada, a k-ésima
partícula posicionada em x segue o passeio aleatório pSxnpkqqnPN0 e morre ao alcançar pΞxppkq´1q
saltos (devido que, em cada instante de tempo um sapo ativo primeiro decide se sobrevive ou
não, e então, no caso de sobrevivência salta). Observe também que as trajetórias de partículas
ativas são independentes: cada partícula ativa se move independentemente de qualquer coisa. O
modelo recém-definido é chamado de modelo dos sapos em G, com parâmetro de sobrevivência
p e configuração inicial dada por cópias independentes de η em cada vértice de G, e vamos
denotá-lo por MSpG, p,ηq. Se η ” 1, isto é, o modelo com configuração inicial de uma partícula
por vértice, escrevemos simplesmente MSpG, pq.
A fim de introduzir a criticalidade do modelo com respeito à sobrevivência, conside-
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remos a seguinte definição.
Definição 1.1.1. Uma realização particular do modelo dos sapos sobrevive se, para todo instante
de tempo, existe pelo menos uma partícula ativa. Caso contrário, dizemos que a realização se
extingue.
Um argumento de acoplamento mostra quePrMSpG, p,ηq sobrevives é não-decrescente
em p, então definimos a probabilidade crítica como
pcpG,ηq :“ inftp : PrMSpG, p,ηq sobrevives ą 0u.
Como de costume dizemos que o MSpG, p,ηq exibe transição de fase se pcpG,ηq P p0,1q. No
caso de configuração inicial de uma partícula por vértice, omitimos a dependência em η , e
escrevemos pcpGq.
Recordamos que a existência da transição fase conforme p varia foi estudada pela
primeira vez em Alves et al. (2002a), especialmente em G“ Zd e G“ Td . Conforme provado
por Alves et al. (2002a, Theorem 1.1), se d “ 1, então sob a condição E logpη_1q ă 8, temos
que o modelo dos sapos se extingue quase certamente para qualquer pă 1, isto é pcpZ,ηq “ 1. A
imagem é bastante diferente para dimensões superiores. De fato, Alves et al. (2002a, Theorems
1.2 e 1.5) demonstraram que o modelo dos sapos em Td exibe transição de fase para qualquer
d ě 2, desde que ρ0 ă 1 e Eηδ ă8 para algum δ ą 0. Aqui provamos um resultado similar
quando o processo evolui em G“ Td1,d2 .
Com respeito à localização da probabilidade crítica, para o modelo em Td , alguns
limitantes superiores explícitos para pcpTdq foram estabelecidos. Fontes et al. (2004) apresenta-
ram o primeiro limitante superior conhecido, a saber, pd`1qp2d´2q´1 para d ě 4. Lebensztayn
et al. (2005) provaram que a probabilidade crítica é no máximo pd`1qp2dq´1 para d ě 2, esse
resultado é uma melhora daquele provado por Fontes et al. (2004). Em Gallo e Rodriguez
(2018), melhoras adicionais foram obtidas através da Teoria da Renovação, provando o seguinte
limitante superior, pd`1qrp7d´1q´?Ωdsrdp7d´1q2´7d`2´dp7d´1q?Ωds´1 para d ě 3,
em que Ωd “ p7d´1q2´14. No Capítulo 3 da tese provamos um novo limitante superior para
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pcpTdq que melhora os resultados previamente conhecidos. Esse limitante foi conjecturado em
Lebensztayn et al. (2005). Além disso, damos uma fórmula explícita para o limitante superior.
Ao que se saiba somente Rosenberg (2018) considerou outro tipo de árvore, provando
que o modelo é recorrente na árvore alternante 3,2; em que as gerações de vértices alternam
entre dois e três filhos. Vale a pena ressaltar que um passo intermediário para provar a transiência
em T`5 foi considerado por Hoffman et al. (2017, Proposition 19), o qual consistiu na prova da
transiência do modelo na árvore alternante 5,6. Em ambos os casos anteriores foi considerada a
versão sem morte.
A partir deste ponto, nos dedicamos ao estudo do modelo com morte em Td1,d2 .
Neste capítulo, estamos interessados em provar que o MSpTd1,d2, p,ηq exibe transição de fase,
para todo d1 ě 2 ou d2 ě 2. Provamos nosso resultado estabelecendo limitantes explícitos para
pcpTd1,d2,ηq (em particular para Td).
1.2 Existência da transição de fase
Nesta seção abordamos o problema de transição de fase para o modelo dos sapos
em Td1,d2 , isto é, procuramos por condições que garantam que, para p suficientemente próximo
de 1 o sistema sobrevive com probabilidade positiva e para p suficientemente próximo de 0 o
processo se extingue quase certamente.
1.2.1 Resultados principais
Nosso resultado principal é uma transição de fase conforme p varia.
Teorema 1.2.1 (transição de fase). (i) Suponha que Eη ă8. Se d1 ě 2 ou d2 ě 2 e p sufici-
entemente próximo de 0, então PrMSpTd1,d2, p,ηq sobrevives “ 0.
(ii) Suponha que ρ0 ă 1. Se d1 ě 2 ou d2 ě 2 e p suficientemente próximo de 1, então
PrMSpTd1,d2, p,ηq sobrevives ą 0.
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Observação 1.2.1. Pela monotonicidade em p dePrMSpTd1,d2, p,ηq sobrevives, o Teorema 1.2.1
diz que, se Eη ă8 e ρ0 ă 1, então o MSpTd1,d2, p,ηq exibe transição de fase.
Como dito antes, provamos o Teorema 1.2.1 estabelecendo limitantes não triviais
para o parâmetro crítico. Por simplicidade e clareza trataremos primeiro o caso em que η ” 1 e
deixamos o caso de configuração inicial aleatória (não degenerada em 1) para a seção 1.6.
Primeiro, damos uma condição suficiente para a extinção quase certa do processo.
Teorema 1.2.2. Se d1 ě 2 ou d2 ě 2, então
pcpTd1,d2q ě
„ pd1`1qpd2`1q
p2d1`1qp2d2`1q
1{2
.
Para apresentar o limitante superior para pcpTd1,d2q, precisamos a seguinte definição.
Definição 1.2.1. Sejam κ “ pd1`1qpd2`1q, ∆“ κ2´2κpd1`d2qp2`pd2´d1q2 p4. Também
definimos as funções α,β , f : r0,1s Ñ r0,1s dadas por
αppq “ αpd1,d2qppq “
$’’&’’%
κ` p2pd2´d1q´
?
∆
2d2pd1`1qp se 0ă pď 1,
0 se p“ 0,
(1.1)
β ppq “ β pd1,d2qppq “
$’’&’’%
κ` p2pd1´d2q´
?
∆
2d1pd2`1qp se 0ă pď 1,
0 se p“ 0,
(1.2)
f pd1,d2qppq “ αppqβ ppqp2´αppqqp2´β ppqq´ 1
d1d2
. (1.3)
Observação 1.2.2. A fim de evitar uma notação complicada, algumas vezes omitimos a depen-
dência em p ou d1 e d2 das funções dadas na Definição 1.2.1.
Teorema 1.2.3. Se d1 ě 2 ou d2 ě 2, então
pcpTd1,d2q ď p˜pd1,d2q,
em que p˜pd1,d2q é a única raiz em (0,1) da função f pd1,d2q.
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Corolário 1.2.1. Se d1 ě 2 ou d2 ě 2, então
pcpTd1,d2q ď
1
2
„pd1`1qpd2`1q
d1d2
1{2
.
O seguinte resultado concerne ao comportamento assintótico da probabilidade crítica.
Pelo Teorema de Taylor (A.2.1), os limitantes inferior e superior dados em Teorema 1.2.2 e
Corolário 1.2.1 são iguais, respectivamente,
1
2
` 1
8
ˆ
1
d1
` 1
d2
˙
`O
ˆ
1
d21
` 1
d22
˙
e
1
2
` 1
4
ˆ
1
d1
` 1
d2
˙
`O
ˆ
1
d21
` 1
d22
˙
,
conforme d1,d2 Ñ 8. Como consequência, encontramos a correta ordem de magnitude da
probabilidade crítica.
Corolário 1.2.2. Para o modelo dos sapos em Td1,d2 , começando com configuração inicial de
uma partícula por vértice, temos
pcpTd1,d2q “
1
2
`Θ
ˆ
1
d1
` 1
d2
˙
conforme d1,d2 Ñ8.
Corolário 1.2.3. Se d ě 2, então
d`1
2d`1 ď pcpTdq ď
d`1
2d
.
Observação 1.2.3. O limitante inferior pode ser obtido como consequência do resultado provado
por Alves et al. (2002a, Proposition 1.2). Já o limitante superior foi obtido por Lebensztayn et al.
(2005, Theorem 4.1).
Antes de ir mais longe, ressaltamos que um limitante inferior para pcpTd1,d2q pode
ser obtido, usando o seguinte resultado provado por Alves et al. (2002a, Proposition 1.2).
Proposição 1.2.1. Suponha que G é um grafo de grau máximo pD`1q e Eη ă8. Então
pcpG,ηq ě D`1DpEη`1q`1 .
Note que, para G“ Td1,d2 com d1 “ d2, o limitante inferior dado no Teorema 1.2.2
é igual ao fornecido pela Proposição 1.2.1. No entanto, para d1 ‰ d2, o limitante inferior
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estabelecido no Teorema 1.2.2 é melhor que o da Proposição 1.2.1. Para uma ilustração numérica,
consideramos η ” 1, e calculamos os limitantes em Teoremas 1.2.2, 1.2.3 e Proposição 1.2.1
para alguns valores do par pd1,d2q.
pd1,d2q LI Proposição 1.2.1 LI Teorema 1.2.2 LS Teorema 1.2.3
(1,2) 0.6000 0.6325 0.8588
(1,3) 0.5714 0.6172 0.8039
(1,4) 0.5556 0.6086 0.7749
(2,2) 0.6000 0.6000 0.7500
(2,3) 0.5714 0.5855 0.7063
(2,4) 0.5556 0.5774 0.6828
(3,100) 0.5025 0.5359 0.5771
(3,1000) 0.5002 0.5347 0.5743
(4,10000) 0.5000 0.5271 0.5572
Tabela 1 – Valores numéricos dos limitantes para a probabilidade crítica pcpTd1,d2q.
1.3 Extinção do processo: Prova do limitante inferior
A estratégia para a prova de extinção é comparar o modelo dos sapos com um
processo de ramificação multitipo, de modo, que se esse processo se extingue o mesmo acontece
com o MSpTd1,d2, pq.
Prova do Teorema 1.2.2. Primeiro note que uma partícula em V1 tem diferente probabilidade
de saltar para frente (escolher um vértice filho) ou para trás (escolher o vértice pai) que uma
partícula em V2. Pela geometria de Td1,d2 cada partícula durante seu tempo de vida alterna entre
cada uma das classes dos vértices. Considere o seguinte processo de ramificação de Galton-
Watson multitipo, cuja distribuição de reprodução é como segue. Para i“ 1,2, e k1,k2 P N0, seja
ppiqpk1,k2q a probabilidade de uma partícula tipo i produzir k1 partículas tipo 1, e k2 partículas
tipo 2, e defina
pp1qp0,0q “ 1´ p, pp1qp0,1q “ pd1`1 , pp1qp0,2q “
pd1
d1`1 ,
pp2qp0,0q “ 1´ p, pp2qp1,0q “ pd2`1 , pp2qp2,0q “
pd2
d2`1 .
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Além disso, seja M :“ pmi jqi, jPt1,2u a matriz de primeiros momentos, i.e., mi j é o número médio
de indivíduos tipo j produzidos por uma partícula tipo i em uma geração. Então,
M “
«
0 pd1`1p1`2d1q
p
d2`1p1`2d2q 0
ff
.
Observando que dentre os vértices vizinhos a uma partícula ativa no instante de
tempo n P N, existe pelo menos um, tal que o salto para ele não implica a ativação de novas
partículas, obtemos que o modelo dos sapos é dominado pelo processo de ramificação multi-tipo
recém-definido. Já que o conjunto de tipos é finito, é bem sabido, por exemplo, veja-se Cap. 5 de
Athreya e Ney (1972), que o processo de ramificação multitipo de Galton-Watson se extingue
quase certamente se e somente se o maior autovalor da matrix M, λ pMq, é menor que 1. Um
cálculo simples mostra que se
pă
„ pd1`1qpd2`1q
p2d1`1qp2d2`1q
1{2
,
então λ pMq é menor que 1, portanto o processo se extingue quase certamente, o que finaliza a
prova.
1.4 Sobrevivência do processo: Prova do limitante superior
Nesta seção e na seção 1.5, consideramos o caso η ” 1 (Teorema 1.2.3 e Corolário
1.2.1) e nos dedicamos ao caso geral na seção 1.6. Para isso, descrevemos o MSpTd1,d2, pq como
um modelo de percolação que domina processos de ramificação de Galton-Watson apropria-
damente definidos, de modo que se esses processos sobrevivem, então ocorre percolação. A
continuação, levamos esse plano com mais detalhe.
1.4.1 Modelo dos sapos acoplado a um processo de percolação
No modelo de percolação de elos sobre um grafo G¯“ pV¯, E¯q, cada elo é atribuído
aleatoriamente um de dois estados: aberto (1) ou fechado (0) de acordo com certa medida de
probabilidade no espaço produto t0,1uE¯. O principal interesse é o estudo das propriedades de
conectividade do subgrafo aleatório de G¯ obtido após a remoção de elos fechados (veja-se Figura
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2 para uma realização típica desse processo na árvore binária). Para mais detalhes no assunto
referimos ao leitor aos livros de Grimmett (1999), Grimmett (2018).
Ø Ø
Figura 2 – Uma parte da árvore binária (à esquerda) e uma parte da subárvore aleatória após
remoção dos elos fechados (à direita).
Nesta seção vamos descrever o modelo dos sapos em Td1,d2 como um modelo
particular de percolação de elos. Com efeito, considere a seguinte definição.
Definição 1.4.1. (i) Para x P V, seja
Rx :“ tSxn : 0ď nă Ξxpu Ă V,
o conjunto virtual de vértices visitados pela partícula posicionada originalmente em x
durante seu tempo de vida (caso seja ativada) e
(ii) Para x,y P V distintos, definimos
rxÑ ys :“ ry PRxs e rxÛ ys :“ ry RRxs.
Usamos a palavra virtual porque não sabemos se a partícula em x foi ativada ou não.
Assim para x,y P V, rxÑ ys é o evento de que a partícula localizada inicialmente em x visite (ou
alcance) y virtualmente.
Agora, defina
Ñ
Td1,d2 “ pV,
Ñ
Eq como o grafo orientado com conjunto de vértices
da árvore birregular e conjunto de elos
Ñ
E :“ tÑxy : px,yq P VˆV,x ‰ yu, isto é, para cada par
de vértices distintos x e y existe um elo orientado de x a y, denotado por
Ñ
xy. Tendo em vista a
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Definição 1.4.1, declaramos um elo
Ñ
xy em um de dois estados: aberto ou fechado, conforme
rxÑ ys ou rxÛ ys ocorra. Observe que a probabilidade de um elo orientado estar aberto ou
fechado depende de sua orientação, elos emanando de vértices tipo 1 com extremo final em
um vértice tipo 2 tem diferente probabilidade de estarem abertos (resp. fechados) daqueles
emanando de vértices tipo 2 com extremo final em um vértice tipo 1, essa última característica
dá a anisotropia ao modelo. Com efeito, seja αpd1,d2qppq [β pd1,d2qppq] a probabilidade de que
uma partícula começando em x P V1 [x P V2] alcance um vértice vizinho y P V2 [y P V1] durante
seu tempo de vida. Definimos desse modo um modelo de percolação orientada, dependente,
anisotrópica e de longo alcance em
Ñ
Td1,d2 . Com um típico abuso da linguagem vamos chama-
lo de modelo de percolação anisotrópica na árvore birregular Td1,d2 , com parâmetros α e
β , denotado por MPApTd1,d2,α,β q. Além disso, a sobrevivência do MSpTd1,d2, pq equivale
à existência de uma sequência infinita de vértices começando na raiz x0 “ ∅,x1, . . ., tal que
x j Ñ x j`1 para todo j P N0, ou, na linguagem da Teoria de Percolação, que o tamanho do
aglomerado da raiz, neste modelo, seja infinito (mais, ainda dizemos que ocorre percolação em
MPApTd1,d2,α,β q se isto vem ocorrer).
O seguinte lema sobre probabilidades de primeira passagem de passeios aleatórios
simples e simétricos na árvore birregular estabelece uma fórmula para αpd1,d2qppq e β pd1,d2qppq.
Lema 1.4.1. Sejam x „ y um par de vértices vizinhos, e suponha px,yq P ViˆV j, i, j “ 1,2.
Então,
Pry PRxs “
$’&’%
αpd1,d2qppq se i“ 1, j “ 2,
β pd1,d2qppq se i“ 2, j “ 1,
(1.4)
em que αpd1,d2q e β pd1,d2q são dadas na Definição 1.2.1.
Prova do Lema 1.4.1. Seja τi j :“ τxy o tempo de primeira passagem de pSxnqnPN0 no vértice y,
i.e., τxy :“ inftn P N : Sxn “ yu. Suponha primeiro que pă 1, é bem sabido que condicionando
no número de saltos da partícula localizada inicialmente em x, temos que a probabilidade de
pSxnqnPN0 eventualmente (durante sua vida) visitar um vértice y coincide com a função geradora
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de probabilidade de τxy, quer dizer
Pry PRxs “
8ÿ
k“1
pkPrτi j “ ks “ Erpτi js.
Além disso, por condicionamento no primeiro passo do passeio aleatório pSxnqnPN0 ,
temos que, Erpτ12s e Erpτ21s satisfazem o seguinte sistema de equações de segundo grau$’’’’&’’’’%
Erpτ12s “ 1
d1`1 p`
d1
d1`1 pErp
τ12sErpτ21s
Erpτ21s “ 1
d2`1 p`
d2
d2`1 pErp
τ12sErpτ21s
(1.5)
Pela continuidade à direita em 0 das funções geradoras de probabilidade de τ12
e τ21 segue que limpÑ0`Erpτ12s “ limpÑ0`Erpτ21s “ 0. Logo, das quatro soluções de (1.5),
descartamos aquelas ilimitadas próximas de 0. Portanto (1.4) são as únicas possíveis soluções
do prévio sistema de equações (1.5), o que finaliza a prova para p ă 1. Além disso, pela
continuidade à esquerda em 1 das funções geradoras de probabilidade de τ12 e τ21 segue que
quando as partículas têm tempo de vida indefinido (i.e., p“ 1) e px,yq P ViˆV j,
Pry PRxs “ Prτi j ă8s “ lim
pÑ1´
Erpτi js “ d j`1
d jpdi`1q .
Observação 1.4.1. Se d1 ď d2, então αpd1,d2qppq ě β pd1,d2qppq.
Lema 1.4.2. Para px,yq PViˆV j, i, j“ 1,2, com distpx,yq “ kě 1, defina pipi, j,kq :“PrxÑ ys,
como a probabilidade de uma partícula em x visitar o vértice y à distância k. Então,
pipi, j,kq “
$’’’’’&’’’’’%
αnβ n´1 se i“ 1, j “ 2,k “ 2n´1,
αn´1β n se i“ 2, j “ 1,k “ 2n´1,
αnβ n se i“ j,k “ 2n.
(1.6)
Prova do Lema 1.4.2. A prova é consequência do seguinte fato: se px,yq PV1ˆV2 e k“ 2n´1,
então o tempo de primeira passagem de pSxnqnPN0 no vértice y, τxy, é igual em distribuição à soma
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de 2n´1 variáveis aleatórias independentes, tal que, n delas são cópias de τ12 e n´1 são cópias
de τ21. Usando esse fato e o Lema 1.4.1, obtemos que
pip1,2,2n´1q “ αnβ n´1.
Os outros casos são análogos.
Observação 1.4.2. Note que pipi, j,kq é a probabilidade de um elo Ñxy P ÑE , com x P Vi,y P V j e
distpx,yq “ k estar aberto.
Na seguinte seção começamos fornecendo os elementos necessários para a prova da
sobrevivência do modelo. Em suma, a ideia é dominar processos de ramificação apropriadamente
definidos pela percolação acima.
1.5 Árvores de Galton-Watson imersas no modelo dos sapos
Uma árvore de Galton-Watson é uma árvore genealógica gerada aleatoriamente
como segue: dada uma variável aleatória inteira e não negativa ξ , começamos com um indivíduo
ancestral e ele se reproduz de acordo ξ , i.e., a primeira geração é formada pelos ξ filhos dele.
Cada um desses filhos (se houver algum) então se reproduz independentemente com a mesma lei,
e assim sucessivamente para sempre ou até alguma geração ficar extinta. O processo estocástico
que gera essa árvore é chamado de processo de ramificação de (Bienaymé)-Galton-Watson. Nesta
seção construímos uma sequência de processos de ramificação cuja sobrevivência implica que
MPApTd1,d2,α,β q percola. Uma abordagem semelhante é usada em Lebensztayn et al. (2005)
para o modelo dos sapos e por Lalley e Sellke (1998) para o processo de contato; quando ambos
os processos evoluem em Td .
Começamos com algumas definições.
Definição 1.5.1.
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(i) Definimos uma ordem parcial1 ĺ no conjunto de vértices V como segue: para x,y P V,
dizemos que x ĺ y se x é um vértice no caminho conectando ∅ e y; x ă y se x ĺ y e x‰ y.
(ii) Para qualquer vértice x‰∅, seja V`pxq :“ ty PV : xĺ yu e V`p∅q “VzV`p∅1q, em que
∅1 é um vértice vizinho de ∅ arbitrariamente fixado.
(iii) Para x P V e k P N, defina Lkpxq “ ty P V`pxq : distpx,yq “ ku.
(iv) Para x PV, y P Lkpxq, considere x0 “ xă x1 ă ¨ ¨ ¨ă xk´1 ă xk “ y, tal que distpx0,x`q “ `,
o caminho conectando x com y, para cada ` “ 1,2, . . . ,k´1 denotamos por rx0 x`s o
evento que rx0 Ñ x`,x0 Û x``1s.
Definição 1.5.2. Para x P V, y P Lkpxq, considere x0 “ x,x1, . . . ,xk “ y o caminho conectando x
e y. Definimos o evento rx0 oÑ xks indutivamente em k por
(i) Se k “ 1, então
rx0 oÑ x1s :“ rx0 Ñ x1s.
(ii) Se k ě 2, então
rx0 oÑ xks :“ rx0 Ñ xksY
k´1ď
`“1
rx0 x`,x` oÑ xks.
Além disso, denotamos o complementar de rx0 oÑ xks por rx0 oÛ xks.
Ora, para k P 2N :“ t2n : n P Nu, defina
ξ pkq “
ÿ
x:|x|“k
1r∅ oÑxs,
em que 1 denota a função indicadora do evento no subscrito.
Em seguida, construímos uma árvore de Galton-Watson Tpkq com vértice ancestral
∅ imersa no MPApTd1,d2,α,β q, com distribuição de reprodução de acordo ξ pkq, ou seja, cada
indivíduo independentemente tem um número aleatório de filhos com a mesma distribuição de
1 Uma ordem parcial é uma relação binária, que é reflexiva, antissimétrica e transitiva.
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ξ pkq. A descrição anterior pode ser formalizada como segue, para n P N fixado, definimos as
gerações de Tp2nq, como segue.
(i) Y0,n :“ t∅u.
(ii) Para ` P N
Y`,n :“
ď
xPY`´1,n
ty P L2npxq : x oÑ yu.
Além disso, seja Y`,n “ |Y`,n| a cardinalidade de Y`,n.
Note que Y1,n ” ξ p2nq para todo n P N. Em princípio, cada árvore de Galton-Watson
Tpkq pode ter infinitas gerações ou não. O seguinte resultado, será fundamental para estabelecer
uma condição suficiente para que o número de gerações de Tpkq seja infinito com probabilidade
positiva para qualquer k P 2N.
Lema 1.5.1. Para todo n ě 1, temos que tY`,nu`ě0 é um processo de ramificação de Galton-
Watson cuja sobrevivência implica a sobrevivência do MSpTd1,d2, pq. Além disso, o número
médio de descendentes por indivíduo satisfaz ErY1,ns “ pd1d2qnφ pd1,d2qn ppq, em que
φ pd1,d2qn ppq “ rαppqβ ppqp2´β ppqqsnr2´αppqsn´1. (1.7)
Pela definição do processo tY`,nu`ě0 é simples notar que se este sobrevive então o
tamanho do aglomerado da raiz no MPApTd1,d2,α,β q tem tamanho infinito (consequentemente
o modelo dos sapos em Td1,d2 sobrevive), assim resta-nos mostrar a segunda afirmação do Lema
1.5.1 a qual decorre dos seguintes dois resultados. No primeiro provamos que a probabilidade de
descendência por indivíduo em uma geração do processo de ramificação definido por tY`,nu`ě0
cumpre certa fórmula recursiva. Já no segundo mostramos que essa fórmula satisfaz certa equação
linear de diferenças e provamos que de fato a solução é igual a (1.7). Antes disso, seja d1 ě 2 ou
d2 ě 2, vamos definir o domínio Ad1,d2 :“
”
0, d2`1d2pd1`1q
ı
ˆ
”
0, d1`1d1pd2`1q
ı
Ď r0,1s2 . Assumimos
que, nas expressões que aparecem daqui em diante, um somatório da forma
ř0
1 é igual a 0.
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Lema 1.5.2. Para px,yq PViˆV j, i, j“ 1,2, com distpx,yq “ kě 1, defina νpi, j,kq :“Prx oÑ ys,
como a probabilidade de um vértice tipo j ser descendente de um vértice tipo i à distância k.
Para todo ně 1, existem funções Fn,Kn,F‹n ,K‹n com domínio Ad1,d2 , não dependendo de d1,d2,
tal que
νp1,2,2n´1q “ Knpαppq,β ppqq , νp1,1,2nq “ Fnpαppq,β ppqq
νp2,1,2n´1q “ K‹n pαppq,β ppqq , νp2,2,2nq “ F‹n pαppq,β ppqq.
(1.8)
Prova do Lema 1.5.2. Para n ě 1, e pa,bq P Ad1,d2 , definimos recursivamente as seguintes
sequências funções:
Knpa,bq “ anbn´1`
n´1ÿ
`“1
a`b`p1´aqKn´`pa,bq`
n´1ÿ
`“1
a`b`´1p1´bqF‹n´`pa,bq,
K‹n pa,bq “ bnan´1`
n´1ÿ
`“1
a`b`p1´bqK‹n´`pa,bq`
n´1ÿ
`“1
b`a`´1p1´aqFn´`pa,bq,
Fnpa,bq “ anbn`
n´1ÿ
`“1
a`b`p1´aqFn´`pa,bq`
nÿ
`“1
a`b`´1p1´bqK‹n`1´`pa,bq,
F‹n pa,bq “ anbn`
n´1ÿ
`“1
a`b`p1´bqF‹n´`pa,bq`
nÿ
`“1
a`b`´1p1´aqKn`1´`pa,bq.
Agora, usando o fato que Prx0 x`s “ Prx0 Ñ x`s´Prx0 Ñ x``1s, obtemos para
todo ně 1
Prx0 oÑ x2n´1s “ Prx0 Ñ x2n´1s`
2n´2ÿ
`“1
Prx0 x`sPrx` oÑ x2n´1s
“ Prx0 Ñ x2n´1s`
2n´2ÿ
`“1
tPrx0 Ñ x`s´Prx0 Ñ x``1suPrx` oÑ x2n´1s,
e
Prx0 oÑ x2ns “ Prx0 Ñ x2ns`
2n´1ÿ
`“1
Prx0 x`sPrx` oÑ x2ns
“ Prx0 Ñ x2ns`
2n´1ÿ
`“1
tPrx0 Ñ x`s´Prx0 Ñ x``1suPrx` oÑ x2ns.
Dividimos a prova em dois casos.
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(i) Se px0,x2n´1q P ViˆV j, i, j “ 1,2 e i‰ j, então
νpi, j,2n´1q “ pipi, j,2n´1q`
n´1ÿ
`“1
rpipi, i,2`q´pipi, j,2``1qsνpi, j,2pn´ `q´1q
`
n´1ÿ
`“1
rpipi, j,2`´1q´pipi, i,2`qsνp j, j,2pn´ `qq.
(ii) Se px0,x2nq P ViˆVi, i“ 1,2, então
νpi, i,2nq “ pipi, i,2nq`
n´1ÿ
`“1
rpipi, i,2`q´pipi, j,2``1qsνpi, i,2pn´ `qq
`
nÿ
`“1
rpipi, j,2`´1q´pipi, i,2`qsνp j, i,2pn´ `q`1q.
Usando o Lema 1.4.2, o resultado segue por indução em n.
Lema 1.5.3. A sequência tFnu satisfaz a seguinte equação linear de diferenças de primeira
ordem
Fn`1pa,bq “ abp2´aqp2´bqFnpa,bq, ně 1,
com condição inicial F1pa,bq “ abp2´bq. Daí segue que Fnpa,bq “ rabp2´bqsnp2´aqn´1.
Prova do Lema 1.5.3. Seja ně 1 e pa,bq PAd1,d2 , pela definição de Fn temos que
Fn`1pa,bq “ an`1bn`1`
nÿ
`“1
a`b`p1´aqFn`1´`pa,bq`
n`1ÿ
`“1
a`b`´1p1´bqK‹pn`1q`1´`pa,bq.
Colocando em evidência o fator comum e reordenando a soma, segue que
Fn`1pa,bq “ ab
”
p1´aqFnpa,bq`anbn`
n´1ÿ
`“1
a`b`p1´aqFn´`pa,bq
`
nÿ
`“1
a`b`´1p1´bqK‹pn´`q`1pa,bq
ı
`ap1´bqK‹n`1pa,bq,
logo,
Fn`1pa,bq “ abrp1´aqFnpa,bq`Fnpa,bqs`ap1´bqK‹n`1pa,bq. (1.9)
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Afirmamos que
K‹n`1pa,bq “ bp2´aqFnpa,bq. (1.10)
De fato, pela definição de K‹n segue que
K‹n`1pa,bq “ bn`1an`
nÿ
`“1
a`b`p1´bqK‹n`1´`pa,bq`
nÿ
`“1
b`a`´1p1´aqFn`1´`pa,bq.
De novo, colocando em evidência o fator comum e reordenando a soma, obtemos
K‹n`1pa,bq “ b
”
anbn`
n´1ÿ
`“1
a`b`p1´aqFn´`pa,bq`
nÿ
`“1
a`b`´1p1´bqK‹n`1´`pa,bq
ı
`bp1´aqFnpa,bq
“ bFnpa,bq`bp1´aqFnpa,bq
“ bp2´aqFnpa,bq.
Finalmente, substituindo (1.10) em (1.9) fica demonstrado o Lema.
Prova do Lema 1.5.1. Note que ErY1,ns “Erξ p2nqs “ pd1d2qnνp1,1,2nq, usando os Lemas 1.5.2
e 1.5.3 concluímos que Fnpαppq,β ppqq é igual ao lado direito em (1.7), a prova é finalizada ao
se notar que φ pd1,d2qn ppq é simplesmente Fnpαppq,β ppqq.
1.5.1 Prova do Teorema 1.2.3 e Corolário 1.2.1
Nesta seção estamos interessados em provar que para p suficientemente próximo de
1 o processo de ramificação de Galton-Watson tY`,nu`ě0 é supercrítico, isto é, que seu número
médio por indivíduo ErY1,ns ą 1.
A partir do Lema 1.5.1, segue que, resolvendo para cada ně 1 a equação em p
pd1d2qnφ pd1,d2qn ppq “ 1,
obtemos uma sequência de limitantes superiores para pcpTd1,d2q. Então, para todo ně 1, defini-
mos a função
f pd1,d2qn ppq “
”
φ pd1,d2qn ppq
ı1{n´ 1
d1d2
. (1.11)
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Figura 3 – Funções f pd1,d2qn com 1 ď n ď 5, para alguns valores do par pd1,d2q fixados e a sua
respectiva função limite f pd1,d2q tracejada em laranja em cada caso.
Note que para p P r0,1s, temos
lim
nÑ8 f
pd1,d2q
n ppq “ f pd1,d2qppq, (1.12)
em que f pd1,d2q é a função dada na Definição 1.2.1.
Na Figura 3 são apresentadas as funções definidas em (1.11) e (1.12) com 1ď nď 5
para alguns valores do par pd1,d2q P tp2,3q,p4,6q,p9,33q,p19,3qu e a sua respectiva função
limite em cada caso.
Para finalizar a prova do limitante superior apresentado em Teorema 1.2.3 usamos o
seguinte lema de Análise Real (que é enunciado sem demonstração).
Lema 1.5.4. Seja t fnu uma sequência de funções crescentes e contínuas a valores reais, definidas
em [0,1], tal que fnp0q ă 0 e fnp1q ą 0 para todo n. Suponha que t fnu converge pontualmente
quando nÑ8 a uma função crescente e contínua f definida em [0,1] e seja rn a única raiz de
fn em [0,1]. Então, existe r “ limnÑ8 rn e f prq “ 0.
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Agora, estamos preparados para provar o Teorema 1.2.3.
Prova do Teorema 1.2.3. É simples mostrar que as funções em (1.11) e (1.12) satisfazem as
condições do Lema 1.5.4 para todo n suficientemente grande (que depende de d1,d2). Portanto,
definindo p˜npd1,d2q como a única raiz de f pd1,d2qn no intervalo [0,1], segue que
lim
nÑ8 p˜npd1,d2q “ p˜pd1,d2q,
em que o limite é a única raiz de f pd1,d2q em (0,1). Desde que f pd1,d2qn ppq ą 0 para qualquer
pą p˜npd1,d2q, a partir do Lema 1.5.1, temos que
pcpTd1,d2q ď p˜npd1,d2q.
Fazendo nÑ8, o teorema está provado.
Finalizamos esta seção com a prova do Corolário 1.2.1.
Prova do Corolário 1.2.1. Pelo Teorema 1.2.3, temos que p˜pd1,d2q é a única raiz em (0,1) de
f pd1,d2qppq “ αppqβ ppqp2´αppqqp2´β ppqq´pd1d2q´1. Denotamos por
p¯“ p¯pd1,d2q “ 12
„pd1`1qpd2`1q
d1d2
1{2
,
o limitante superior estabelecido no Corolário 1.2.1. O resultado segue desde que f pd1,d2qp p¯q ě 0
para todo d1,d2.
1.6 Modelo dos sapos com configuração inicial aleatória
Até agora provamos que o modelo dos sapos com configuração inicial de uma
partícula por vértice exibe um comportamento crítico não trivial com respeito à sobrevivência.
Nesta seção, procuramos por condições que garantam a existência das fases de extinção e
sobrevivência do modelo ao que se refere à distribuição inicial de partículas dada por cópias
independentes de η em cada vértice. Com isso, ficará demonstrado o Teorema 1.2.1.
Na continuação, provamos a extinção quase certa do MSpTd1,d2, p,ηq, sob a condição
de integrabilidade de η .
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Teorema 1.6.1. Suponha Eη ă8. Se d1 ě 2 ou d2 ě 2, então
pcpTd1,d2,ηq ě
„ pd1`1qpd2`1q
pd1pEη`1q`1qpd2pEη`1q`1q
1{2
.
Prova do Teorema 1.6.1. Dominamos o MSpTd1,d2 , p,ηq pelo seguinte processo de ramificação
multitipo. Como na prova do Teorema 1.2.2, para i“ 1,2, e k1,k2 PN0, denotamos por ppiqpk1,k2q
a probabilidade de uma partícula tipo i produzir k1 partículas tipo 1, e k2 partículas tipo 2.
Recorde-se que Prη “ ks “ ρk, e defina
pp1qp0,0q “ 1´ p, pp1qp0,1q “ p`d1ρ0d1`1 , pp1qp0,kq “
pd1ρk´1
d1`1 , k ě 2,
pp2qp0,0q “ 1´ p, pp2qp1,0q “ p`d2ρ0d2`1 , pp2qpk,0q “
pd2ρk´1
d2`1 , k ě 2.
Neste caso, a matriz de primeiros momentos M :“ pmi jqi, jPt1,2u torna-se
M “
«
0 pd1`1p1`d1pEη`1qq
p
d2`1p1`d2pEη`1qq 0
ff
.
A prova é finalizada ao se notar que se
pă
„ pd1`1qpd2`1q
pd1pEη`1q`1qpd2pEη`1q`1q
1{2
,
então λ pMq é menor que 1, portanto o processo se extingue quase certamente.
Observação 1.6.1. Observe que, no caso η ” 1, o Teorema 1.2.2 é uma consequência direta do
Teorema 1.6.1.
1.6.1 Processos de ramificação dominados por um modelo de percolação
Considere o MSpTd1,d2, p,ηq e defina para cada x P V
Rkx :“ tSxnpkq : 0ď nă Ξxppkqu Ă V,
como o conjunto de vértices visitados pela k-ésima partícula posicionada originalmente no
vértice x e
Rx “
$’&’%
Ťηpxq
k“1 Rkx se ηpxq ‰ 0,
txu se ηpxq “ 0,
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como o traço virtual de x.
Do mesmo modo que na Seção 1.4.1, declaramos cada elo orientado
Ñ
xy P ÑE em um
de dois estados: aberto se o evento rxÑ ys :“ ry PRxs ocorre ou fechado se rxÛ ys :“ ry RRxs
ocorre. Logo, condicionando no número inicial de partículas em x P V e usando o Lema 1.4.2,
obtemos que a probabilidade de que pelo menos uma partícula em x visite um vértice y a distância
k é dada por
piηpi, j,kq “
$’’’’’&’’’’’%
1´ϕp1´αnβ n´1q se i“ 1, j “ 2,k “ 2n´1,
1´ϕp1´β nαn´1q se i“ 2, j “ 1,k “ 2n´1,
1´ϕp1´αnβ nq se i“ j,k “ 2n,
(1.13)
em que ϕ é a função geradora de probabilidade de η .
Neste caso, o chamamos de modelo de percolação anisotrópica em Td1,d2 com
parâmetros α , β , e regulado por η , e vamos denotá-lo por MPApTd1,d2,α,β ,ηq.
De novo, para cada n ě 1, temos que o MPApTd1,d2 ,α,β ,ηq é dominado pelo
processo de ramificação tY`,nu`ě0. Usando a fórmula (1.13), as probabilidades de descendência
por indivíduo, neste caso, são dadas agora por
νηp1,2,2n´1q “ Knpαppq,β ppqq , νηp1,1,2nq “ Fnpαppq,β ppqq
νηp2,1,2n´1q “ K‹n pαppq,β ppqq , νηp2,2,2nq “ F‹n pαppq,β ppqq,
(1.14)
em que as funções definidas na prova do Lema 1.5.2 tornam-se, para cada ně 1,
Knpa,bq “ r1´ϕp1´anbn´1qs`
n´1ÿ
`“1
rϕp1´a``1b`q´ϕp1´a`b`qsKn´`pa,bq
`
n´1ÿ
`“1
rϕp1´a`b`q´ϕp1´a`b`´1qsF‹n´`pa,bq,
K‹n pa,bq “ r1´ϕp1´bnan´1qs`
n´1ÿ
`“1
rϕp1´b``1a`q´ϕp1´a`b`qsK‹n´`pa,bq
`
n´1ÿ
`“1
rϕp1´a`b`q´ϕp1´b`a`´1qsFn´`pa,bq,
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Fnpa,bq “ r1´ϕp1´anbnqs`
n´1ÿ
`“1
rϕp1´a``1b`q´ϕp1´a`b`qsFn´`pa,bq
`
nÿ
`“1
rϕp1´a`b`q´ϕp1´a`b`´1qsK‹n`1´`pa,bq,
F‹n pa,bq “ r1´ϕp1´bnanqs`
n´1ÿ
`“1
rϕp1´b``1a`q´ϕp1´a`b`qsF‹n´`pa,bq
`
nÿ
`“1
rϕp1´a`b`q´ϕp1´b`a`´1qsKn`1´`pa,bq.
Observação 1.6.2. Note que em geral as funções acima não são necessariamente polinomiais
em a e b, pois ϕ depende da distribuição de η , por exemplo, se η „ Poissonpθ q, θ ą 0, então
ϕpsq “ expp´θ ps´1qq, s P r0,1s.
1.6.2 Modelo dos sapos com densidade inicial q
Estudamos primeiro um caso em que as funções tKnu,tFnu,tK‹n u,tF‹n u são polinomi-
ais em a e b. Para isso, consideramos o modelo dos sapos com configuração inicial regulada por
ηq, em que ηq é uma variável aleatória 0-1, com Ppηq “ 0q “ 1´Ppηq “ 1q “ 1´q. Para evitar
trivialidades assumimos qą 0. Provaremos que pcpTd1,d2,ηqq ă 1 e a partir daí mostramos que
pcpTd1,d2,ηq ă 1 desde que ρ0ă 1. Logo, pelo Teorema 1.6.1 concluímos que o MSpTd1,d2, p,ηq
exibe transição de fase, o que finaliza a prova do resultado central deste capítulo (Teorema 1.2.1).
O seguinte resultado garante que o modelo dos sapos com densidade inicial q fixada,
sobrevive para p suficientemente próximo de 1. Primeiro defina para p P r0,1s, a função
f pd1,d2,qqppq “ αppqβ ppqr1`qp1´αppqqsr1`qp1´β ppqqs´ 1
d1d2
, (1.15)
em que αppq, β ppq são dadas na Definição 1.2.1.
Teorema 1.6.2. Suponha que qą 0. Se d1 ě 2 ou d2 ě 2, então
pcpTd1,d2,ηqq ď p˜pd1,d2,qq,
em que p˜pd1,d2,qq é a única raiz em (0,1) da função f pd1,d2,qq dada em (1.15).
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Observação 1.6.3. Note que o Teorema 1.2.3 é uma consequência direta do resultado acima,
com a escolha de q“ 1.
Corolário 1.6.1. Suponha que ρ0 ă 1. Se d1 ě 2 ou d2 ě 2 então temos que
pcpTd1,d2,ηq ď p˜pd1,d2,ρ0q,
em que p˜pd1,d2,ρ0q é a única raiz em (0,1) de f pd1,d2,qq dada em (1.15), com a escolha de
q“ 1´ρ0.
O Teorema 1.6.2 segue do seguinte lema, que estabelece uma fórmula para o número
médio de descendentes por indivíduo do processo de ramificação definido por tY`,nu`ě0.
Lema 1.6.1. Para todo n ě 1, temos que tY`,nu`ě0 é um processo de ramificação de Galton-
Watson cuja sobrevivência implica a sobrevivência do MSpTd1,d2, p,ηqq. Além disso, o número
médio de descendentes por indivíduo é igual ErY1,ns “ pd1d2qnφ pd1,d2,qqn ppq em que
φ pd1,d2,qqn ppq “ qrαppqβ ppqp1`qp1´β ppqqqsnr1`qp1´αppqqsn´1 (1.16)
Prova do Lema 1.6.1. A prova decorre do fato que para s P r0,1s a função geradora de proba-
bilidade de ηq é dada por ϕpsq “ 1´qp1´ sq. Daí temos que piηqpi, j,kq “ qpipi, j,kq, em que
pipi, j,kq é dada em (1.6). Usando este fato, temos que, νηqp1,1,2nq “ Fpqqn pαppq,β ppqq, em que
Fpqqn pαppq,β ppqq é dada pelas fórmulas enunciadas no final da subseção 1.6.1 com a escolha de
ϕpsq “ 1´qp1´ sq. Finalmente, por indução em n, temos que Fpqqn satisfaz
Fpqqn`1pa,bq “ abr1`qp1´aqsr1`qp1´bqsFpqqn pa,bq,ně 1,
com condição inicial Fpqq1 pa,bq “ qrabp1`qp1´bqqs. Consequentemente para todo ně 1,
Fpqqn pa,bq “ qrabp1`qp1´bqqsnr1`qp1´aqsn´1.
O resultado segue, notando que φ pd1,d2,qqn ppq dada em (1.16) é simplesmente Fpqqn pαppq,β ppqq.
Agora estamos preparados para provar o Teorema 1.6.2.
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Prova do Teorema 1.6.2. Para cada ně 1 e q P p0,1s fixado, definimos
f pd1,d2,qqn ppq “
”
φ pd1,d2,qqn ppq
ı1{n´ 1
d1d2
. (1.17)
Note que para p P r0,1s, temos
lim
nÑ8 f
pd1,d2,qq
n ppq “ f pd1,d2,qqppq,
em que f pd1,d2,qqppq é dada na equação (1.15).
Desde que as funções em (1.17) e (1.15) satisfazem as condições em Lema 1.5.4,
obtemos que
pcpTd1,d2,ηqq ď p˜pd1,d2,qq,
em que p˜pd1,d2,qq é a única raiz em (0,1) de f pd1,d2,qqppq.
Por fim, lembre-se que o principal objetivo desta seção é provar que o MSpTd1,d2, p,ηq
exibe transição de fase para η „ tρkukPN0 (não somente uma v.a. 0-1).
Na continuação, provamos o Corolário 1.6.1.
Prova do Corolário 1.6.1. Pela definição de tY`,nu, seu número médio de descendentes por
indivíduo é dado por
ErY1,ns “ pd1d2qnνηp1,1,2nq “ pd1d2qnFnpαppq,β ppqq.
A fim de obtermos um limitante inferior para ErY1,ns (não dependendo de ϕ), trunca-
mos a configuração inicial do modelo dos sapos. Consideremos a configuração inicial modificada
η 1 dada por
η 1pxq “ 1tηpxqě1u, x P V.
Já que η 1 é dominada por η na usual ordem estocástica, segue que
νηp1,1,2nq ě νη 1p1,1,2nq.
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Mas, para o modelo dos sapos restrito com configuração inicial regulada por η 1,
νη 1p1,1,2nq “ φ pd1,d2,qqn ppq,
em que q“ 1´ρ0 ą 0. Então, usando Teorema 1.6.2, desde que η 1 é uma v.a. 0-1, segue que
existe p˜pd1,d2,ρ0q P p0,1q, tal que
pcpTd1,d2 ,ηq ď pcpTd1,d2,η 1q ď p˜pd1,d2,ρ0q.
Observação 1.6.4. (i) Observe que, no caso q“ 1 (ðñ ρ0 “ 0), obtemos o limitante superior
no Teorema 1.2.3.
(ii) Note que, a condição ρ0 ă 1, é também condição necessária para a sobrevivência do
modelo.
Os resultados desenvolvidos nesse capítulo são apresentados em Lebensztayn e Utria
(2018).
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2 Recorrência e transiência para o modelo dos sa-
pos em Td1,d2
Dizemos que uma realização particular do modelo dos sapos é recorrente, se a raiz
é visitada por infinitas partículas ativas. Caso contrário, dizemos que a realização é transiente.
Enfatizamos que, inclusive se cada passeio aleatório for transiente, o número de visitas à
raiz ainda pode ser infinito. Como citado anteriormente, para o modelo sem morte um tema
importante de pesquisa concerne à questão de recorrência/transiência em árvores infinitas e
em redes hipercúbicas, também veja-se Kosygina e Zerner (2017) onde os autores proveram
condições suficientes para a validade de uma lei zero-um, entre recorrência e transiência para
modelos dos sapos em uma ampla generalidade. Em Döbler et al. (2018) estabeleceram a
existência da dicotomia recorrência/transiência dependendo das probabilidades de transição para
o modelo com deriva em Zd e Rosenberg (2017) estudou esse assunto para o modelo em R, em
que as partículas são localizadas nos pontos de um processo de Poisson na reta com intensidade
υ e assim que uma partícula é ativada começa a se mover de acordo um movimento Browniano
com deriva à esquerda, nesse artigo o autor deu condições na intensidade υ para o modelo ser
transiente ou não.
Nesse Capítulo estabelecemos condições na distribuição inicial de partículas, para
que o modelo dos sapos em Td1,d2 , exiba uma transição de fase com respeito à recorrência/transi-
ência conforme o parâmetro p varia. As demonstrações dos resultados principais apresentados
aqui se fundamentam nas ideias do trabalho de Alves et al. (2002a).
Agora, definimos o parâmetro crítico pu, como segue
pupTd1,d2,ηq :“ inftp : PrMSpTd1,d2, p,ηqé recorrentes ą 0u.
Note que, se o MSpG, p,ηq é recorrente então também sobrevive. Portanto, pupG,ηq ě pcpG,ηq
para qualquer G e η .
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2.1 Resultados principais
Começamos apresentando um caso em que o modelo é transiente para todo pă 1.
Teorema 2.1.1. Suponha que Eηε ă8 para todo ε P p0,1q. Se d1 ě 2 ou d2 ě 2, então
pupTd1,d2 ,ηq “ 1,
Observação 2.1.1. Note que, em particular, o Teorema 2.1.1 implica que, começando com
configuração inicial de uma partícula por vértice o modelo dos sapos em Td1,d2 é transiente para
todo pă 1.
O próximo teorema fornece uma condição suficiente na distribuição caudal de η
para que o modelo seja recorrente para p suficientemente perto, porém diferente, de 1.
Teorema 2.1.2. Suponha que existe r ă logp
?
d1d2q
2logp?d1d2`1q tal que
Prη ě ks ě 1
kr
,
para todo k suficientemente grande. Então pupTd1,d2,ηq ă 1.
2.2 Transiência
A ideia da prova para a transiência é supor que todas as partículas encontram-se
ativas no instante inicial, um simples acoplamento mostra que se este modelo menos restrito for
transiente, então o modelo dos sapos original também o será. Iniciamos com um par de resultados
úteis que são enunciados sem demonstração e podem ser obtidos usando cálculo elementar.
Lema 2.2.1. Defina σ : r0,1s ÝÑ r0,1{d1d2s, como σppq “ αppqβ ppq, então temos que σppq
é uma função contínua e crescente em p. Ademais, vale a seguinte equivalência
σppq “ vðñ p“
„ pd1`1qpd2`1qv
pd1v`1qpd2v`1q
1{2
.
Observação 2.2.1. Observe que, para i“ 1,2, e px,yq PViˆVi, pσppqqdistpx,yq{2 é a probabilidade
de uma partícula localizada em x P Vi visitar eventualmente um vértice y P Vi.
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O seguinte resultado pode ser consultado em Alves et al. (2002a, section 2)
Lema 2.2.2. Para u P r0,1s e k,n P N, defina nˆpk,uq “ Xlogk{ logpu´1q\, em que tsu é o maior
inteiro menor ou igual a s, e wpk,n,uq “ 1´p1´unqk. Então, existem constantes, C1,C2,C3 ą 0
tais que,
C1 ď wpk,n,uq ď 1,
para k ď nˆpk,uq
C2un´nˆpk,uq ď wpk,n,uq ďC3un´nˆpk,uq´1,
para k ą nˆpk,uq.
Agora, estamos preparados para provar o Teorema 2.1.1.
Prova do Teorema 2.1.1. Seja V 1 o número de visitas por partículas ativas à raiz no modelo
menos restrito, ou seja, assumindo que todas as partículas encontram-se ativas no instante inicial
e V o número de visitas à raiz no modelo original, é simples notar que V 1 domina estocasticamente
a V . Note que
ÿ
xPVzt∅u
PrxÑ∅s “
ÿ
xPV1zt∅u
PrxÑ∅s`
ÿ
xPV2
PrxÑ∅s.
Primeiro, observe que pela equação (1.13) e pelo Lema 2.2.2, temos que existem existem
constantes (que podem depender de d1,d2), C0,C1,C2 ą 0 tais que
ÿ
xPV1zt∅u
PrxÑ∅s ďC0
ÿ
ně1
pd1d2qnr1´ϕp1´σnqs
ďC1
ÿ
kě1
ρk
»– ÿ
nďnˆpk,σq
pd1d2qnr1´p1´σnqks`
ÿ
nąnˆpk,σq
pd1d2qnr1´p1´σnqks
fifl
ďC0
ÿ
kě1
ρk
»– ÿ
nďnˆpk,σq
pd1d2qn`C1
ÿ
nąnˆpk,σq
pd1d2qnσn´nˆpk,σq´1
fifl
ďC0
ÿ
kě1
ρk
„
1´pd1d2q
logpkq
logp1{σq `C2

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ďC0
ÿ
kě1
ρkk
logpd1d2q
logp1{σq `C2 ă8,
Além disso, seja C “ pd1` 1qp1´ϕp1´β qq ą 0, então pelo Lema 2.2.2, temos que existem
constantes (que podem depender de d1,d2), C10,C11,C12 ą 0 tais que
ÿ
xPV2
PrxÑ∅s ďC10
ÿ
ně1
pd1d2qnr1´ϕp1´σnqs`C
ďC11
ÿ
kě1
ρk
»– ÿ
nďnˆpk,σq
pd1d2qnr1´p1´σnqks`
ÿ
nąnˆpk,σq
pd1d2qnr1´p1´σnqks
fifl`C
ďC10
ÿ
kě1
ρk
»– ÿ
nďnˆpk,σq
pd1d2qn`C1
ÿ
nąnˆpk,σq
pd1d2qnσn´nˆpk,σq´1
fifl`C
ďC10
ÿ
kě1
ρk
„
1´pd1d2q
logpkq
logp1{σq `C12

`C
ďC10
ÿ
kě1
ρkk
logpd1d2q
logp1{σq `C12 ă8,
tomando ε “ logpd1d2qlogp1{σq ă 1 desde que σ “ σ pd1,d2qppq ă 1d1d2 pðñ p ă 1, pelo Lema 2.2.1).
Portanto, pelo Lema de Borel-Cantelli, segue que V 1 é finita quase certamente. Consequentemente
V também o será.
2.3 Recorrência
A grosso modo, a prova da recorrência é baseada no seguinte argumento: partici-
onamos o conjunto de vértices V, como segue V “Ťně0Vpnq, onde Vpnq é definido como o
n-ésimo nível de Td1,d2 com Vp0q “ t∅u. Inicialmente, com alta probabilidade Vpnq contém
um número suficientemente grande de partículas, condicionado nesse evento, também com
alta probabilidade o traço dessas partículas cobrirá o seguinte nível Vpn`1q e à raiz, portanto
acordando todas as partículas localizadas originalmente em Vpn`1q. Então, mostramos que a
interseção desses eventos ocorre com probabilidade positiva, o que implica, consequentemente
que o modelo dos sapos em Td1,d2 é recorrente (desde que para cada n existe uma partícula de
Vpnq que visita à raiz, isso implica que o número de visitas à raiz é infinito). Na continuação
formalizamos essa ideia.
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Prova do Teorema 2.1.2. Fixe a0 ą 1 de modo que logp
?
d1d2q
2logpa0p?d1d2`1qq ą rpðñ
?
d1d2
pa0p?d1d2`1qq2r ą
1q, e fixe σ “ σppq, tal que
1
a0p?d1d2`1q ă σppq ă
1
d1d2
. (2.1)
Agora, sejaL ∅n :“ VpnqYt∅u e definimos os seguintes eventos
An “ Apd1,d2qn “
ď
|x|“n
tηpxq ě ra0p
a
d1d2`1qs2nu,
Bn “ Bpd1,d2qn “
ď
|y|“n´1
tyÑL ∅n u.
Note que Bn`1 é o evento de que existe pelo menos uma partícula no nível n que
visita o nível n`1 e à raiz. Por outro lado, para todo ně 2, temos
|Vpnq| ě pad1d2qn. (2.2)
|L ∅n | ď p
a
d1d2`1qn. (2.3)
Considere os seguintes dois casos:
i. Por (2.2) e pela hipótese na distribuição caudal de η , segue que, para algum C1 ą 0
PrA2ns ě 1´
ź
|x|“2n
p1´Prηpxq ě pa0p
a
d1d2`1qq4nsq
ě 1´p1´Prη ě pa0p
a
d1d2`1qq4nsqpd1d2qn
ě 1´
ˆ
1´ 1pa0pd1d2`1qq4rn
˙pd1d2qn
ě 1´C1 exp
"
´
„
d1d2
pa0p?d1d2`1qq4r
n*
.
Agora, note que
max
|x|“2n,|y|“2n`1
distpx,yq “ 4n`1.
Além disso, usando (2.3) e (1.6) segue que, para alguma constante C2 ą 0
PrB2n`1|A2nXB2ns ě 1´p
a
d1d2`1q2n`1p1´σ2nαqpa0p
?
d1d2`1qq2n
ě 1´C2p
a
d1d2`1q2n`1 exp
!
´αpa0p
a
d1d2`1qσq2n
)
.
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Portanto para n par, temos que
PrAns ě 1´C1 exp
"
´
„ ?
d1d2
pa0p?d1d2`1qq2r
n*
,
e
PrBn`1|AnXBns ě 1´C2p
a
d1d2`1qn`1 exp
!
´αpa0p
a
d1d2`1qσqn
)
.
ii. De novo por (2.2) e pela hipótese na distribuição caudal de η , segue que, para algum
C11 ą 0
PrA2n`1s ě 1´
ź
|x|“2n`1
p1´Prηpxq ě pa0p
a
d1d2`1qq4n`2sq
ě 1´p1´Prη ě pa0p
a
d1d2`1qq4n`2sqpd1d2qn
ě 1´
ˆ
1´ 1pa0pd1d2`1qq2rp2n`1q
˙pd1d2qn
ě 1´C11 exp
"
´
„ pd1d2qn
pa0p?d1d2`1qq2rp2n`1q
*
.
Notando que
max
|x|“2n`1,|y|“2n`2
distpx,yq “ 4n`3,
e por (2.3) e (1.6) temos que para alguma constante C12 ą 0
PrB2n`2|A2n`1XB2n`1s ě 1´p
a
d1d2`1q2n`1p1´σ2n`1β qpa0p
?
d1d2`1qq2n`1
ě 1´C12p
a
d1d2`1q2n`1 exp
!
´β pa0p
a
d1d2`1qσq2n`1
)
.
Portanto para n ímpar, temos que
PrAns ě 1´C11 exp
"
´pad1d2q´1„ ?d1d2pa0p?d1d2`1qq2r
n*
,
e
PrBn`1|AnXBns ě 1´C12p
a
d1d2`1qn`1 exp
!
´β pa0p
a
d1d2`1qσqn
)
.
De i. e ii., e o fato que
?
d1d2
pa0p?d1d2`1qq2r ą 1, a0p
?
d1d2` 1qσ ą 1, concluímos que Bn ocorre
infinitas vezes com probabilidade positiva. Consequentemente o modelo dos sapos em Td1,d2 é
recorrente.
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3 Um novo limitante superior para a probabilidade
crítica do modelo dos sapos em árvores homogê-
neas
O propósito deste capítulo é provar um novo limitante superior para a probabilidade
crítica com respeito à sobrevivência do modelo dos sapos na árvore homogênea Td de grau
pd`1q ě 3, que melhora os resultados previamente conhecidos. Esse limitante foi conjecturado
em Lebensztayn et al. (2005).
O principal resultado em Lebensztayn et al. (2005) consistiu na obtenção do seguinte
limitante superior para pcpTdq para todo d ě 2,
pcpTdq ď d`12d . (3.1)
Em uma observação no final da Seção 4 em Lebensztayn et al. (2005, p. 341), os autores
argumentaram que um refinamento do raciocínio na demonstração de (3.1) levaria a um melhor
resultado, a saber
pcpTdq ď pd`1qv¯1`dv¯2 , (3.2)
onde v¯ é a única raiz em r0,1{ds do polinômio Rpdqpvq “ d2v4´dpd`1qv3`2dv´1. Contudo,
conforme os autores ressaltaram, algumas dificuldades técnicas impossibilitaram a prova por
completo de (3.2). Nosso objetivo principal é provar esse novo limitante superior para pcpTdq, que
também melhora o resultado derivado recentemente em Gallo e Rodriguez (2018). Apresentamos
a prova de (3.2) que se baseia nas ideias de Lebensztayn et al. (2005), porém é totalmente
independente, e tem a vantagem de oferecer uma interpretação probabilística, desde que define
os processos de aproximação que permitem levar à fórmula (3.2).
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3.1 Resultados principais
Para d ě 2, definimos
p¯pdq “ pd`1qv¯
1`dv¯2 , (3.3)
onde v¯ é a única raiz em r0,1{ds do polinômio
Rpdqpvq “ d2v4´dpd`1qv3`2dv´1. (3.4)
Além disso, denotamos por pˆpdq o limitante superior estabelecido em Gallo e Rodriguez (2018,
Proposition 2):
pˆpdq “
$’’&’’%
0.720836 se d “ 2,
pd`1qrp7d´1q´ap7d´1q2´14s
dp7d´1q2´7d`2´dp7d´1qap7d´1q2´14 se d ě 3.
Vale a pena ressaltar que esse limitante melhora (3.1).
Teorema 3.1.1. Para todo d ě 2, temos que:
(i) pcpTdq ď p¯pdq.
(ii) p¯pdq é a única raiz em (0,1) do polinômio
Qpdqppq “ p4´ 4pd`1qp3d`1q p
3´ 2pd´1qpd`1q
2
p3d`1q2 p
2` pd`1q
3
dp3d`1q p´
pd`1q4
dp3d`1q2 . (3.5)
(iii) p¯pdq ă pˆpdq.
Por uma questão de completitude no apêndice A.3, escrevemos uma fórmula explicita
para p¯pdq não envolvendo números imaginários (números complexos com parte imaginária não
nula).
3.2 Prova do Teorema 3.1.1
Seja d ě 2 fixado. O primeiro passo na prova é descrever o MSpTd, pq como um
modelo de percolação como fizemos na seção 1.4.1. Naturalmente, o modelo dos sapos sobrevive
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se e somente se existe uma sequência infinita de distintos vértices x0 “∅,x1, . . ., satisfazendo
x0 Ñ x1 Ñ ¨¨ ¨ (isto é, o aglomerado da raiz nesse modelo de percolação orientada tem tamanho
infinito). Conforme provado em Lebensztayn et al. (2005, Lemma 2.1), a probabilidade de
rxÑ ys é
PrxÑ ys “ pγpdqppqqdistpx,yq,
onde a função γpdqppq : r0,1s ÞÝÑ r0,1{ds é dada por
γpdqppq “
$’’&’’%
pd`1q´apd`1q2´4d p2
2d p
se 0ă pď 1,
0 se p“ 0.
(3.6)
Além disso, ressaltamos que para qualquer v P r0,1{ds,
γpdqppq “ vðñ p“ p1`dqv
1`dv2 . (3.7)
No que segue, necessitamos da seguinte definição.
Definição 3.2.1. Para b P r0,1{ds, definimos
ψpbq “
a
b4´4b`4, e
λ pbq “ b
2
`
2´b2`ψpbq˘ .
A ideia central para provar o Teorema 3.1.1 é resumida no seguinte resultado.
Lema 3.2.1. Para todo ně 1, existe um processo de ramificação tX pdq`,n u`ě0 imerso no MSpTd, pq,
e uma função ωn (que não depende de d) com domínio r0,1{ds, com as seguintes propriedades:
(i) X pdq0,n “ 1.
(ii) A sobrevivência de tX pdq`,n u`ě0 implica a sobrevivência do modelo dos sapos em Td .
(iii) O número médio de descendentes por indivíduo em tX pdq`,n u`ě0 é igual
ErX pdq1,n s “ dnωnpβ pdqppqq.
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Ademais, para qualquer b P r0,1{ds,
lim
nÑ8 rωnpbqs
1{n “ λ pbq. (3.8)
Note que, encontrando p tal que cada um desses processos de ramificação seja
supercrítico, obtemos uma sequência tp¯npdquně1 de limitantes superiores para pcpTdq. Portanto,
para concluir que pcpTdq ď p¯pdq, é suficiente demonstrar que p¯npdq converge para p¯pdq quando
nÑ8. Antes de fazer isso, apresentamos a construção dos processos de ramificação e a prova
do Lema 3.2.1.
3.2.1 Construção formal de tX pdq`,n u`ě0
Para definir o processo de ramificação tX pdq`,n u`ě0, restringimos a propagação do
modelo dos sapos a uma árvore com raiz ∅ que é isomorfa a árvore d-ária. Primeiro, com a
notação introduzida na Definição 1.5.1 (aqui V é o conjunto de vértices de Td), consideramos a
seguinte definição.
Definição 3.2.2. Para x P V, y P Lnpxq, considere x“ x0,x1, . . . ,xn “ y o caminho conectando x
e y. Definimos o evento rx0 oÑ xns indutivamente em n por
(i) Se n“ 1
rx0 oÑ x1s :“ rx0 Ñ x1s
(ii) Se n“ 2
rx0 oÑ x2s :“ rx0 Ñ x2sY rx0 x1,x1 oÑ x2s
(iii) Se ně 3
rx0 oÑ xns :“ rx0 Ñ xnsY rx0 x1,x1 oÑ xnsY
n´1ď
`“2
rx0 x`,xx`´1,x`y oÑ xns
em que
rxx`´1,x`y oÑ xns “ rx`´1 oÑ xnsY rx` oÑ xns
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Agora, seja n P N fixado,X pdq0,n :“ t∅u, e para ` P N defina
X
pdq
`,n :“
ď
xPX`´1,n
ty P Lnpxq : x oÑ yu.
Seja X pdq`,n “ |X pdq`,n | a cardinalidade deX pdq`,n . Então, o processo começa com ∅ de Td , e dado
um vértice x, seus potenciais descendentes diretos são vértices localizados em Lnpxq. Um vértice
é considerado como um descendente de x se e somente se rx oÑ ys.
Observação 3.2.1. Embora seja usada a mesma notação para definir rx oÑ ys daquela usada na
Definição 1.5.2, note que o evento do y ser descendente de x dada aqui contempla a contribuição
de mais partículas.
Note que, para todo n ě 1, tX pdq`,n u`ě0 é de fato um processo de ramificação com
X pdq0,n “ 1, e cuja sobrevivência implica a sobrevivência do modelo dos sapos em Td . Para finalizar
a prova do Lema 3.2.1, necessitamos provar a parte (iii) e a fórmula (3.8).
Primeiro, considere a sequência de funções tωnuně1 com domínio r0,1{ds indutiva-
mente dada por
ω1pbq “ b,
ω2pbq “ b2p2´bq,
ωnpbq “ bn`bp1´bqωn´1pbq`
n´1ÿ
`“2
b`p1´bqrωn´``1pbq`p1´bqωn´`pbqs, ně 3.
(3.9)
Então, a parte (iii) do Lema 3.2.1 é estabelecida uma vez que provemos o seguinte
resultado.
Lema 3.2.2. Para todo ně 1, a probabilidade de um vértice xn P Lnpx0q ser um descendente de
x0 é dada por
Prx0 oÑ xns “ ωnpγpdqppqq,
em que ωn é dada em (3.9).
Prova do Lema 3.2.2. Primeiro note que por (3.6), segue que para `“ 1, . . . ,n´1,
Prx0 x`s “ rγdppqs`r1´ γdppqs.
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Além disso, note-se que Prxx`´1,x`y oÑ xns pode ser obtida por meio da fórmula de Inclusão-
Exclusão, e o fato que
Prx`´1 oÑ xn,x` oÑ xns “ Prx`´1 Ñ x`sPrx` oÑ xns “ γpdqppqPrx` oÑ xns.
Portanto, observando que para ně 3,
Prx0 oÑ xns “ Prx0 Ñ xns`Prx0 x1sPrx1 oÑ xns`
n´1ÿ
`“2
Prx0 x`sPrxx`´1,x`y oÑ xns,
e usando fórmula (3.6), o resultado segue por indução em n.
A prova de (3.8) procede em dois passos, que são formulados em Lemas 3.2.3 e
3.2.4.
Lema 3.2.3. A sequência tωnu satisfaz a seguinte equação linear de diferenças de segunda
ordem
ωnpbq “ bp2´b2qωn´1pbq´b3p1´bqωn´2pbq, ně 3, (3.10)
com condições iniciais ω1pbq “ b e ω2pbq “ b2p2´bq.
Prova do Lema 3.2.3. É simples verificar que para n“ 3, ambas as fórmulas (3.9) e (3.10) levam
a ω3pbq “ b3p4´ 3b´ b2` b3q. Da definição de ωn dada em (3.9), temos que para qualquer
ně 3
ωn`1pbq “ bn`1`
nÿ
`“2
b`p1´bqrωn´``2pbq`p1´bqωn´``1pbqs`bp1´bqωnpbq
“ bn`1`
n´1ÿ
`“2
b``1p1´bqrωn´``1pbq`p1´bqωn´`pbqs`b2p1´bqrωnpbq`p1´bqωn´1pbqs
`b2p1´bqrωnpbq`p1´bqωn´1pbqs`bp1´bqωnpbq.
Portanto, colocando em evidência o fator comum b, obtemos
ωn`1pbq “ brωnpbq´bp1´bqωn´1pbqs`b2p1´bqrωnpbq`p1´bqωn´1pbqs`bp1´bqωnpbq
“ bp2´b2qωnpbq´b3p1´bqωn´1pbq,
como queríamos mostrar.
Capítulo 3. Modelo dos sapos em árvores homogêneas 57
Lema 3.2.4. Para todo b P r0,1{ds, temos que
lim
nÑ8rωnpbqs
1{n “ λ pbq “ b
2
p2´b2`ψpbqq.
Prova do Lema 3.2.4. É suficiente considerar b P p0,1{ds. A fim de resolver (3.10), calculamos
o discriminante ∆0 do polinômio característico associado.
λ 2´bp2´b2qλ `b3p1´bq “ 0, (3.11)
obtendo ∆0 “ b2p4´4b`b4q ą 0, então a equação (3.11) tem duas raízes distintas e reais, dadas
por
λ˘ “ b{2p2´b2˘ψpbqq.
A solução geral de (3.10) é expressa como
ωnpbq “ c1pλ´qn` c2pλ`qn “ pλ`pbqqn
„
c1
ˆ
λ´pbq
λ`pbq
˙n
` c2

, (3.12)
onde c1,c2 são funções de b determinadas pelas condições iniciais. Como λ pbq “ λ`pbq ą λ´pbq,
o resultado segue.
Observação 3.2.2. Para derivar uma fórmula explícita para ωn, estendemos a sequência tωnu
para o indíce n“ 0, reescrevendo
ωnpbq “ bp2´b2qωn´1pbq´b3p1´bqωn´2, ně 2. (3.13)
com condições iniciais ω0pbq “ 1, ω1pbq “ b. Impondo essas condições iniciais em (3.12),
obtemos
c1pbq “ ψpbq´b
2
2ψpbq e c2pbq “
ψpbq`b2
2ψpbq .
Consequentemente, para todo ně 0 e b P r0,1{ds,
ωnpbq “ b
n
2n`1ψpbq
“pψpbq´b2qp2´b2´ψpbqqn`pψpbq`b2qp2´b2`ψpbqqn‰ , (3.14)
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Observação 3.2.3. Com a suposição de que um produtório da forma
ś0
k“1 é igual a 1, considere
a sequência tFnuně1, dada por
Fnpbq “ bn
n´1ź
k“1
p1´bkq`
n´1ÿ
j“1
«
bn´ jFjpbq
n´ j´1ź
k“1
p1´bkq
ff
.
Ressaltamos que ωn é igual à função Gn obtida através do método alternativo descrito em
Lebensztayn et al. (2005), na observação no final da Seção 4, para construir outra função
aproximada a Fn, tal que Fnpbq ě Gnpbq para qualquer b. Isto é, ωn é idêntica à função Gn obtida
quando a inequação p1´bkq ě p1´b2q para k ě 2 é usada ao invés de p1´bkq ě p1´bq para
k ě 1, na definição da função Gn. Essa é a razão pela qual o limitante superior estabelecido aqui
coincide com o conjecturado em Lebensztayn et al. (2005).
3.2.2 Prova do Teorema 3.1.1
Seja d ě 2 fixado. Definimos as funções
hpdqn ppq “
”
ωnpγpdqppqq
ı1{n´ 1
d
, ně 1, e hpdqppq “ λ pγpdqppqq´ 1
d
. (3.15)
Da equação (3.8), temos que, para qualquer p P r0,1s,
lim
nÑ8 f
pdq
n ppq “ f pdqppq.
Além disso, observamos que
λ pbq “ 1
d
ðñ Rpdqpbq “ 0, (3.16)
onde Rpdq é o polinômio do quarto grau dado em (3.4). Desde que λ é uma função crescente,
satisfazendo λ p0q “ 0 e λ p1{dq ą 1{d (pois Rdp1{dq “ pd ´ 1q{d ą 0), concluímos que as
equações equivalentes em (3.16) têm uma única solução v¯ “ v¯pdq no intervalo [0,1/d]. Além
disso, segue que
p¯pdq “ pd`1qv¯
1`dv¯2 ,
é a única raiz da equação hpdqppq “ 0 no intervalo [0,1].
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É simples verificar que thpdqn u e hpdq dadas em (3.15) satisfazem as condições do
Lema 1.5.4. Portanto, definindo p¯n “ p¯npdq como a única raiz de hpdqn no intervalo [0,1], obtemos
que
lim
nÑ8 p¯npdq “ p¯pdq.
Mas para qualquer pą p¯npdq, temos que hpdqn ppq ą 0, daí, pelo Lema 3.2.1, o modelo
dos sapos em Td sobrevive com probabilidade positiva. Consequentemente,
pcpTdq ď p¯npdq,
e a parte (i) do Teorema 3.1.1 é estabelecida fazendo nÑ8.
A parte (ii) é provada expandindo e simplificando apropriadamente a equação
Rpdqpγpdqppqq “ 0.
A manipulação da fórmula envolvida pode ser realizada usando um software mate-
mático. Essa ferramenta também pode ser usada para estabelecer que Qpdqp pˆpdqq ą 0 para todo
d ě 2. Juntamente com o fato que Qpdqp0q ă 0, isso leva à parte (iii).
Os resultados desenvolvidos nesse capítulo são apresentados em Lebensztayn e Utria
(2019).
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APÊNDICE A – Convergência, Teorema de Taylor,
e Fórmula explícita para p¯pdq
Este apêndice contém algumas notações sobre ordens de convergência, o Teorema
de Taylor multivariado, e finaliza com a solução de Descartes da equação Qpdqppq “ 0, em que
Qpdqppq é o polinômio dado no enunciado do Teorema 3.1.1[parte (ii)].
A.1 Ordens de convergência
Para funções f ,g : D ÞÝÑ R, D Ă R, escrevemos f pdq “ Opgpdqq se existem uma
constante C ą 0 e um inteiro d0 ě 1, tal que para todo d ě d0ˇˇˇˇ
f pdq
gpdq
ˇˇˇˇ
ďC.
Se f pdq “ Opgpdqq e gpdq “ Op f pdqq então, escrevemos f pdq “ Θpgpdqq.
Similarmente, para funções f ,g : D ÞÝÑR, DĂR2, escrevemos f pd1,d2q“Opgpd1,d2qq
se existem uma constante C ą 0 e inteiros dp1q0 ,dp2q0 ě 1, tal que para todo d1 ě dp1q0 , d2 ě dp2q0ˇˇˇˇ
f pd1,d2q
gpd1,d2q
ˇˇˇˇ
ďC.
Se f pd1,d2q“Opgpd1,d2qq e gpd1,d2q“Op f pd1,d2qq então, escrevemos f pd1,d2q“Θpgpd1,d2qq.
A.2 Teorema de Taylor
Seja f : U ÞÝÑ R uma função definida no aberto U Ă Rd . O gradiente de f no ponto
a PU , é o vetor
∇ f paq “
ˆ B f
Bx1 paq, . . . ,
B f
Bxd paq
˙
,
em que B fBxi significa a derivada de f em relação a sua i-ésima variável, seja qual for o nome que
se atribua a ela.
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Além disso, assuma que f possui as derivadas parciais B fBx1 pxq, . . . ,
B f
Bxd pxq em todo
ponto x do aberto U . A j-ésima derivada parcial da função B fBxi : U ÞÝÑ R no ponto x PU será
indicada por
B2 f
Bx jBxi pxq “
B
Bx j
ˆ B f
Bxi
˙
pxq, i, j “ 1, . . . ,d.
Se essas derivadas parciais de segunda ordem existirem em cada ponto x PU , teremos d2 funções
B2 f
Bx jBxi : U ÞÝÑ R. Quando tais funções forem contínuas, diremos que f é de classe C2.
Teorema A.2.1 (Taylor). Seja f : U ÞÝÑ R de classe C2 no aberto U ĂRd . Fixado a PU, temos
que
f pxq “ f paq`∇ f paq ¨ px´aq`Op||x´a||2q, conforme xÑ a,
em que }x} :“
b
x21` . . .` x2d e u ¨ v “
řd
i“1 uivi, denotam a norma Euclidiana em Rd e o
produto interno de u“ pu1, . . . ,udq por v“ pv1, . . . ,vdq.
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A.3 Solução de Descartes para Qpdqppq “ 0
A fim de encontrar uma fórmula explícita para o limitante superior apresentado em
(3.3), resolvemos aqui a equação Qpdqppq “ 0, e isolamos a única raiz real no intervalo (0,1).
Aqui apresentamos as ideias principais da demonstração, para mais detalhes veja-se o livro de
Dickson (1917).
Precisamos da seguinte definição.
Definição A.3.1. Para d ě 2 fixado, definimos as constantes
Q“´2pd`1q
2pd`2q
p3d`1q2 ,
R“ pd`1q
3p5d2`2d`1q
dp3d`1q3 ,
S“´pd`1q
4p2d`1q
p3d`1q4 ,
O“´pd´1q
2pd`1q6 `16d3´259d2´162d´27˘
3456d2p3d`1q6 ,
P“´pd´1q
2pd`1q4
36p3d`1q4 ,
Θ“ 1
3
arccos
˜
Oa´P3
¸
, com arccos : r´1,1s ÞÑ r0,pis.
(A.1)
Também, seja
K“
$’&’%
6´1{2r´Q`6tpO`aO2`P3q1{3`pO´aO2`P3q1{3us1{2 se 2ď d ď 9,
6´1{2r´Q`12?´PcospΘqs1{2 se d ě 10.
Teorema A.3.1. Para qualquer d ě 2,
p¯pdq “ d`1
3d`1 ´K`
rKp´4K3´2KQ`Rqs1{2
2K
. (A.2)
Prova do Teorema A.3.1. Primeiro note-se que pela regra dos signos de Descartes, Qpdq tem
uma ou três raízes positivas. Naturalmente, p¯pdq é a menor raiz positiva. Começamos aplicando
a transformação de Tschirnhaus ao polinômio Qpdq, isto é, p “ z` d`13d`1 e obtemos a forma
reduzida.
z4`Qz2`Rz`S“ 0, (A.3)
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onde Q,R e S são dados na Definição A.3.1. Logo, considere a seguinte equação cúbica auxiliar
x3` 1
2
Qx2` 1
16
pQ2´4Sqx´ 1
64
R2. (A.4)
Para resolver a equação (A.3), temos que escolher qualquer raíz X não nula de (A.4) e definir K
como a raiz quadrada positiva do X escolhido. Portanto, as quatro raízes de (A.3) são as raízes
dos seguintes polinômios quadráticos
g1pzq “ z2`2Kz` 12Q`2K
2´ R
4K
,
g2pzq “ z2`2Kz´ 12Q`2K
2` R
4K
,
dadas por
z1 “´K´ rKp´4K
3´2KQ`Rqs1{2
2K
,
z2 “´K` rKp´4K
3´2KQ`Rqs1{2
2K
,
z3 “ K´ r´Kp4K
3`2KQ`Rqs1{2
2K
,
z4 “ K` r´Kp4K
3`2KQ`Rqs1{2
2K
.
(A.5)
A fim de estudar as raízes de (A.3), calculamos o discriminante ∆ da equação (A.4),
obtendo que ∆“ d´4p3d`1q´10H0pdq{4096, onde
H0pdq “ pd´1q4pd`1q12
`
32d3´275d2´162d´27˘ .
Usando o Teorema de Budan-Fourier (1807,1820)[veja-se De Boislaurent (1807),
Fourier (1820)] paraH0, temos queH0 tem 0 raízes reais em (2,9) e que (9,10) contém exatamente
uma única raiz real (i.e., (9,10) é um intervalo isolado), e pelo fato que H0p9q ă 0 ă H0p10q,
concluímos que ∆ă 0 para 2ď d ď 9 e ∆ą 0 para d ě 10. Portanto, separamos a prova em dois
casos:
(i) p2ď d ď 9q. Neste caso, temos que ∆ă 0, a equação (A.3) tem duas raízes reais distintas
e duas raízes complexas, portanto as raízes de Qpdq são uma negativa, uma positiva e
duas complexas conjugadas. Além disso, a equação (A.4) tem uma única raiz real, que é
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positiva. O valor de K dado no enunciado do Teorema A.3.1 para 2ď d ď 9 é exatamente
a raiz quadrada positiva da única raíz real da equação (A.4), a qual foi obtida usando
a solução de Cardano para cúbicas. Observe-se que z3,z4 P C (caso contrário z3 seria
negativo). Portanto, z2`pd`1q{p3d`1q é a única raiz positiva de Qpdq, o que finaliza a
prova da fórmula para p¯pdq neste caso.
(ii) pd ě 10q. Agora, temos que ∆ ą 0, Q ă 0 e 4S´Q ă 0, as raízes de (A.3) são todas
reais e distintas, e isso implica que Qpdq tem três raízes positivas e uma negativa. Além
disso, a equação (A.4) tem três raízes reais positivas, que são melhor expressadas na
forma trigonométrica (o chamado de caso irredutível). O valor de K dado no enunciado
do Teorema A.3.1 para d ě 10 é a raíz quadrada positiva de uma dessas raízes. Assim, as
quatro raízes de (A.3) são z1 ă z2 and z3 ă z4. Para finalizar a prova, é suficiente mostrar
que z1 ă´pd`1q{p3d`1q, mas isso é verdade pois g1p´pd`1q{p3d`1qq ă 0.
