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·1. 
The problem considered is that of optimum control of a vector-valued dynamic: 
l 
system with white noise driving functions. Observations are ta.ken to be ! 
! linear in the system vector and in the observation · error process which is I 
a.lso a white noise. -The covarianc~ matrices of the white noise processes ! 
and the coefficients (time varying) of the dynamic system and of the obseiif~! 
.. i 
ation equation are aJJ. assumed to be known, The loss function is a line~ . ! 
combination of the square of a one-dimensional finaJ. miss dista.n~e and th~ !. · · 
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integraJ. (or sun) over time of the absolute value of the control vector. ,.: 1 
The optimum control is to be detennined as a function of aJ.l available 
··observations,. By attacking the discrete control problem ( cont_rol is· ·1:e-
stricted to a finite number of previously specified times) it is showri 
; 
O' 
() 
that the optimum control is a function only of the "best" estimate of 'the'. 
final. miss and that control is to be applied in·such a way that this esti~te 
remains within a certain boundary. Thus, the optimum control problem :is ~:;, 
,,, 
reduced to that of determining this boundary. For the discrete case, 
recursion equations are given by which· the boundary can be computed. By 
form.ally passing to the continuous case, under certain regularity conditions 
it is shown that this boundary is the solution to a _f'ree boundary problem for. ,. 
the heat equation. 
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Consider the· vector-valued dynamic system . ... 
' 
a. . J I 
~ 1 I 
. ,· 
.... 
~ \ 
·'dx . . ) 
· .· dt, ~ q, ( t) X ( t ) + U ( t ) + W ( t ) O.S,t.S,T ~ ~ 
'·. 
·: ·:··. 
I,•, 
:: t;:· 
., .. , 
. ;: ./';" 
where·: ~ . . '../ : . 
,i 
·,} ·"' 
., 
w(t) 1s white noise with mean zero and covariance:;.:·:·-:··= .. ·.·?:;>_ 
. . ' ' :. -. . ' ' .. ' . ·. . . . 
E[w(t) w{s)] ~ C(t) 6(t-s), . . ·• . ~' . ; 
·~ ,, 
~(t) is a matrix and u(t) 1s · a control vector which 1s to be·.· .. :····.··: ·. · 
,.,. 
~ ; ~ .. , 
determined. as a f.unction of t_ and all available observa'tions _: ·. -~ 
·on the system so as to.minimize the expected.loss 
.·, '\ 
.. _'· 
.I 
E ~ a.~ x ( T)) 2 + i\ J: I u ( t ) I cit] ', 
~-:-- '.; 
a. is a specified column vector(such as a unit vector)/:· -:~~ . ). 
·:ts a pqsitive. constant and 
r .·. 
·:. 
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··, ... ,. ~;· :· ... 
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·,1' 
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lu(t)l=/~(ui,Ct,))2 _., 
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The observations are made in continuous time 
(5) z(t) = H(t) x(t) + c(t) 0 < t < 'l' 
- -
where e(t) · is white noise with mean zero and ~ovariance 
(6) E [ £ ( t) £ ( s)] = R( t) 6 ( t-s) • '\ 
.··.~ 
We will treat concurrently the case in which control may be· 
applied continuously and the case in which a finite number of I . i.-
time points ·¥ .. 
(7) ·~ 
are specified and control is limited to these points. The later 
case will be called the discrete control problem. Only the 
control is discrete; the process remains a continuous parameter 
process. In the discrete control case ·.the control function u ( t) 
~. 
will~ of course,·be a sum of delta functions at the specified 
,.. --~ 
time points. · - ( 
(8) 
(9) 
(10) 
3 
Consider three time points 
0 < t' < t• < tm < T 
and the usual modified problem of dynamic programming. Suppose : 
that a control u(T) has been used up to time t' control 
. ' 
ceases between t' and t• at which point control is to be 
used again, followed by another period of zero control from t• 
to t 111 , and. from t 111 to T. optimum control will be used. Data 
is gathered up to time and we wish to determine as a 
function of this data so as to minimize the expected loss for the 
.. modified problem,· 
/ 
Ef«*x(T))2 ·~ {{1U(T)ld1, + lut,I +J:.,lu(t)l~J • 
The data at time t• consists of 
U( T) 0 < < ti .. .. \ T 
-
\ 
. 
\ Z(T) 0 < T < t• \ 
-
~· 
4 ~ 
, 1: 
6-li 
and will be represented by Dt,• 
..., 
It will be ~ecessary .to asSUJei. that the process determined by 
_,., 
optimum control throughout a continuous time interval can be 
..i 
~ · obtained as a limit or processes ci!termined b! optimum discrete 
control, Under this assumption ttj~ results Or [1] can be extended ... 
i 
...., 
to show that if optiinum control 1~ used.throughout the interval 
.. 
t' < T < T, the control vector u(r) will depend· on the data D 
- - T 
... 
only through the "sufficient stat;1.stic 11 
... 
(11) «(t) c: E[a*x(T) I Dt, u:"_,r) co, ti,. < T] • 
~ 
Extending the results of [L] to the continuous parameter· •,. i.-1 
case, a(t) can be computed ~r -.i 
.c-i..i 
(12) act > = (t"v c T, t )x ct > 
.. 
where 
~ 
(13) x(t) = Hx(t) I Dt] 
--
-.I 
1 I ~ 
. ~-.-'('"~·~~Cir?' • ...,~.,_,., .. 
. , 
5 
.. 
and t(T.,t) is the matrix which extrapolates ·x(t) to f'inal 
time T in the absence or additional control. That is.,. Y(T.,~) 
satisfies · 
(14) x(T) = Y(T.,t)x(t) 
where 
(15) i ( t ) = rp ( t )x ( t ) . 
The estimate x(~) of' the state vector is computed by the 
Kalman filter 
(16) i(t) =-q>(t) i(t) + P(t)H*(t)R-1(t)(z(t) - H(t) i(.t)) . ·.· 
. , x(O) = 0 
where 
(17) P(t) = E[(x(t) - i(t)) (x(t) - i(t)* Dt] 
is computed by the Ricatti matrix equation -
\.-- i_ ,:..: _ _:_.., ,,_ -i~ • ,..:. ' '-' • I ,, ·• • • •• ,;.•• .,,-· • • ·• 
·-" ... \.. . ... , ·· •. ,• -·. ..- - ·-'·---.··:::::~ .. ~:~:<::'::•·-.· • . , .. -- ·-. :t.·_,_ ... ---~•.-;: 
... ,. ---------· ... • • ~.::___,:_~ ... --,. .... _. ~'! -.... ,-- .. -. ...... \ . . ' . 
(18) \ P(t) = q,(t)P(t) + P(t)q,*(t) - P(t)H*(t)R-1(t)H(t)P(t) + C(t) • 
P(O) = E[x(O) x*(O)]. 
-J 
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ti 
In [l] the process a(t) is shown to satisfy 
• (19) &(T) = c*(T) u(T) + ~(T) 
where conditional on Dt' ~(T) tor t < T is white noise 
with covariance 
(20) *· E[~(t) ~ (s)] = b(t) 6(t-s) 
(21) 
and 
(22) * * ~ ··(t) = a Y(T,t) • 
From (19) it is clear that the conditional distributions of 
a{r), t < r· i T, given Dt· depends only on &(t) and further 
that the conditional risk 
(23) 
depends only on &(t). Thus, we may define the function 
'\ . I ~ 
\ 
. (24) 
/ 
7 ::. ·, 
• r". 
·~ 
-~-
i. 
. . . '\ 
where it is assumed that optimum control is ·used· throughout. the· . 
. n . • 
interval t < T ,i T. 
' .. 
. , . 
. . ,.· .. ; 
The expected loss (9) is minim.zed by 
- (25) 
that value which minimizes the conditional loss • ..... -· 
. . 
. .. ~ 
. •: 
. ~ . , . ' 
This expression will be examined term·by term. 
(27) E ~a.* x(T) ]2 jDt~ = E(E[ (1/ x(T) )2 IDT] Dt•) . 
.. 
From (11), (12), and (17) 
(28) 
where . ? 
(29) 2. * ' * . OT= a !(T,t) P(T) !(T,t) a~. 
? ¾.WZJJ ... -· 4&4k¥Ad#lkAA1k#%.£! & &ZW!fi a . a&dlM!::ZU X ., h4J$!4.Jt EttSl&MU!d !JSJ.bt&.4&M..U:k.&lJ.242.£1L&Mi3# . MM· 
. , . 
:• 
8 .-" 
-1 
The next two terms ·are functions ot Dt• ~ Thus (26) become~ 
.... 
(30) t' ~ T 7 . a~+ 1
0 
l~(,-)ldT + >-lut,I + ELi(T)2 +>.It., lu(T)ldT I Dt~ , 
.... 
The last term can be computed from the function F(a..,t•) defined ~ 
.... 
by (24) as follows 
--
....... 
E~a(T))2 + >. /:)u(T)ldT I ntj. 
-.I 
~ E~~&(T))2 + >. l:_,lu(T)ldT I :Dt~ ntj I.I 
(31) · ~ 
. = E[F(-;~t•),t"'.') [ Dt,l ·. ... 
... 
'a, ' 
= ~ .. F~&(t') + ,:;*(t')ut• + ,,, t•) r(,,) dT1 
. I, ' 
--
-
where .. 
.. 
(32) 
\ 
i'(T1) = exp [- 2b/ J/ J2t 
Illa 
\ 
\ 
.. 
\ 
\ t• . ~ 
(33) bt• t• = l b(t) dt. 
, . t• , .. 
-., 
-e.KP4 4*6.'A4!4l%¾k4\:4#1f¼1,Jf_@J_t&~4Pf.¼\.ti4-jJi#kJW$4.tc;;.-.4@.!Q¼#@$~Mf~ffe~4¥htA¾$J4£t4MMJ#¥P,ffif)k¥4'.,f¥4 .£¥ffi,tt&J#iWM$.#vJ@@J@@il¾t#M.t¥ 
.. 
- (34) 
-
(35) 
-
(36) 
9 
4 
This is obtained from (19) by i~tegratirm. trQm t• ·to t• 
. ; . ~ . '•. ' 
(strictly f'rom. t•- to t•-). Thus 
&(t•) * .. = &(t') + g (t•) ut• + ~ 
·where 
t•-
~ = J d~(t) • 
t'-
Conditional on Dt•,·· ~ is Gaussian with mean zero and variance (33). 
It is assumed that b(t) is continuous. 
Neglecting terms which do not depend on ut• (e.1. 
2 t '· ,. 
aT + 'A J Lu(T)ld-r) the conditional loss then is 
0 
Theorem l : 
\ 
\ It \-
\ 
\ 
\ 
-· 
' : ' . 
. . 
,,,·,· 
' '· 10 
(11) F(a, t.,) differentiable in a. 
-
CD 
(111) J F(" + ~, t•) t(~)d~ < m Va. 
-CD 
CD \/a, (iv r J Fa(a· + ~ .. t•) f(~)d~ < m 
-CD 
(v) F (a, t 111 ) 1s odd,' nondecreasil')g and not identically-· 
a - - --------- - - --------
~ .. 
~ the optimum control~ t" ~. given by 
(a ( t II ) - a N ) 
ut.c&ct·» = -i;ct•> · t g &Ct·> > a.t" 
[c(t")]2 
( -& ( t" ) - a. .. ) 
(37) = ~(t•) 2t if &(t•) <~at• 
·· [c(t")] -
, 
= 0 if' 1&.(.t•)I < at• 
where ett• ~ the unique solution to the equation 
(38) \ 
CD 
/ Fa.(a.t• + Tl, t"') t(11)d11 = J n . 
-m 
\ 
\ 
./ 
.. 
, 
i 
-
\ 
~ 
--
... 
-
I 
.. 
-' 
~ 
.'-
la/ 
-
... 
--
-
-
--
.. 
... 
~ 
I.I 
'-
• 
--
-
-
(39) 
-
-
-
- (40) 
.... 
-
-
-
(41) 
-
-
-
• 
(42) 
-
._ 
'(43) 
-
- 1.1. «;;; e 
ll 
The conditional loss 
------
F '(a.. t•) ... E G«(T ))2 + }. IUt" I + }.J :.iuc il dT I ci ( t•) • «] 
satisfies (ii) (v) ~ in addition 
CD 
F 1 (a,t*) = I J F (a+~, t•)·rc~)d~ 
a a 
-m 
A 
c(tfl.) 
for O < a. i a.t• 
for a.> a,t• 
Proof:· From (iv) and (v) it can easily be shown that the function 
CD 
K(a.) = J · Fet{a + ~, t~) f'(11)d~ 
-CD 
1s str+ctly increasing, continuous, finite and odd for· 
--- eo <a.·< eo • Thus there is a unique solution to (38) admitting 
at• c CD 
1n\case. 
\ 
\ A \ lim K( a.) < 0 ( t•) • \ \ 0.-tm . 
z aw& 4WtUtUitt12ii d&WiaeJJJJ.i.titbi!f.tc, ct ... K>liitw~.,X .• ¾.t.sd¢.fo@A.:t4ii$1)¢.t;;Ji;tittt4Mt,t, .:. J.tUJ ~ti.ltiai»tt#S4:t#'¥ 
'I• 
12 
Since K(a.) is odd and increasing 
(44) K(a.) ~ 0 for a. ~ O • 
... 
The optimum ut• is obtained by minimizing L(u,a.) (36) in u. 
First, minimize L(u,a.) under the restriction lul = r. Thus, 
we will minimize 
(45) 
,, -
I 
where v is a Lagrange multiplier. This is differentiable in 
~1 and the derivative may be taken under the integral. Differ-
entiatirg and setting the result to zero 
(46) 
Thus is proportional to Setting 
(47) 
\ 
the 69nditional loss becomes 
·\ 
--
-
· (48) 
(49) 
(50) -
;, 
(5i) 
(52) 
(53) 
13 
CIO . - •. • ' . ' 
L(k,a.) = A lk I + J F(a. + C ( t')k + ,,., . t•) t(,, )d,, • 
-· 
,., 
'. 
For k < ·o 
=··-'A+ cK(a. +·ck)-·. 
For k > O 
a· 
ak L(k,a.) ='A+ c J Fa.(a._+ ck+,,, t 111 ) r(11)d11 
, 
='A+ cK(a. + ck) • 
For a.~ 
:k L(k,a.) < 0 for k < O 
since a.+ ck< a.t• and J(a.) · is strictly increasing. Thus 
\ 
\ 
\-
\ 
\ 
I 
\ 
• .- "> • -~ , • • • ~. 
L(k,a.)~ in k for k < O. . ( ' 
fie L(k,a.) > 0 · · tor k > 0 
... - .... 
l . . ·. . ,' . . . . . 
' . . 
' ' , 
. . 
... ;·-····~JI~-~ z, ,t J. E,.J.PW24MMS4)ki§.Qi,AJQQL4.$$1S!M&faiAQlLAKJ .. QJJl!t4tP.fA:flf,,,4fl$".<~hQ44?tN&,??!,Y-?½52£?.J4li!l¼i½.$$@J4'®#ii¥f¥¥¥#1 
14 
since K(a + ck) ~ O f'or a. + ck > O • Thus 
(54). L(k,a)t in k tox- k > O • 
By continuity, the minimum is attained at 
(55) k=O for 
For a. in the range a.> at* 
(56) :k L(k,a.) = 0 k < 0 
has a solution at 
(57) a + ck = a.t" • 
As before 
(58) tic L(k,et) < 0 f'or k < at" - a. C 
and 
I 
\ 
a.t, - a. . ~ (59) . , ak L(k,a.) > 0 f'or k > .
\ C 
\ 
·\ 
and k r o • 
l . ii 
: i 
.... 
• I 
I i 
. 't t 
i 
... 
·1 I 
I 1 
' I 
; 
I i 
~ 
! ! 
-.I 
I 
w 
i 
·W 
' . : , 
~ ••I 
.. 
-
-' 
w. 
w. 
.. 
-
(60) 
.. 
-
-' 
-
-
-
.. 
-
--
.. 
_, 
•. 
15 
By continuity L(O.,a.) is not a mininnun. Thus (57) supplies·.·. 
the unique minimum. A similar argument ·suffices for a. < o •. 
- '/ 
Combining (47)., (55) and (57)., the optimum is given by (37). 
Substituting (37) in (36) 
CD 
. P '(a.., t*) . =d / F(a.+'1., t•) t ( 11 )d'l O,ia. < a.'··. 
-c:o 
i (a.-a. ") m 
. t + J F(a.t*+,i., t•) t( 11 )d11 . ; a. > a.' 
-· 
Differentiating with respect to -~ (40) is obtained. From the 
properties or K(a.)., Fi(a..,t•) is odd., continuous.,' .. : . .- non-
decreasing and integrable. 
Corollary: If' control is restricted to the time points 
0 i tl < t2 < ••• < t < T n - ., 
\ 
\ the optimum control is given~ (37) tor. t' = ti tor~ 
\ 
' 
\\time point. 'rhe boundary values a,t .!!!! computed 
\ . i 
~-
, . . r 
·.' 
. . . . tj-.&Jm.t iza:wJii&f¥Ztt ... L . . ... "" .1 •• !,;;IL ..,d s ~~11:,uvw~~a.,._ . ,__ . . . . . -~ Hl •. 4\a:th,,..,_ 4:t.Cfz&zrd;(-- -~·it1!1itllqa.rw.4 .. . .. . """'""· . . . ,, ,...,./ · · PUtt kJ.!. 14,,ll£$4i,.._.,_.,.--..,, 1 "~ •• • '· !'.?! .. ~ 
(61) 
(62) 
(63) 
(64) 
., •. 
16 
. 
~ the solutions to (38) ~ v1 (a,) = F~(a..,t
6 ) • .Th! 
!'unctions v1 (a,) ~ computed recursively l2Z, (40) where 
and 11' c ( t ) -> m as t -> -T 
/ 
vn+l (a.) = 2a. • 
Proof: At t• = T, the conditional loss F(a.,T) is given by 
F(a.,T) = E[a(T)2 1 a(T)2 = a.J = ~2 • 
Thus 
Fa. (a., T) = 2a • 
The condition c(t) -> m as A t -> T fmplies that uT = O 
" 
\ I 
I i 
-~ 
I 
1 
I 
--
--
I 
\ I I 
... 
. \, ; 
..., 
I I 
I i 
I I 
~ 
! I 
I 
-~ 
' I : 
and hence (62). If c(T) is finite,there will be control ~ 
at T and the function vn+l(a) (61) will be· truncated. 
It will be convenient to introduce the following notation 
\ 
\ 
\ 
\ 
\ 
v(a.,t) = F (a,t) 
a 
the solution to (38) for· t" = t and t·"' ~i -t ·+· 1:1 • 
-
I / 
! I 
! i 
.. 
I 
·J 
i / 
u 
-.... ... , 
(65) 
(66) 
.< 
v 
1 (er., t ,A) = ~: v(a+t1, t+A) f ( 11; b t, t+A )d11 .' 0 ,i a ~-~t, A .. 
. \ 
-~' ~ ... ..,'. 
··a;>a.··. 
.. , : t,A 
., ' 
,, \ .· 
The function a.(t) will be defined by : ;_. 
a(t)_ a sup-[cr. I ~(cr.,t) ~c(t) J .. ' • 1 • . : ._: 
.• ...... 
Theorem 2: 
If' 
•, : . , 
(1) .v(a..,t) has three derivatives!!! er, tor 
. 'r,' 
. •··.· .... ·: . 
,.·.; .-
la.I < cri(t) ... ·. 
(11) v(a,., t) :Ls odd and non-decreasing !a.· a. 
0 <~ t < T .·.'. 
- - . 
(iv)· v'(a..,t.,11) - v(a..,t) 
-> 0 A 
- --· ~--·· r-•• ----~·\· -- ,-----. ~ - ··- ~-•-··· -
·----~ ---···-----· 
\ (v) c(t) > o., continuous and c(t) -> • as ·t -> T -
\ 
\. (vi) b(t)" > 0 and continuous, 
18 
then v(a.,t) satisfies the parabolic equation 
(67) b(t) Vt c: - -r Va.a. lal < ci(t) 
With boundary conditions 
(68) v(a,(t)., t) 1' 
= c(t) 
(69) va,(a.., t) = 0 a, ~ a,(t) 
(70) v(a.., T) = 2a, • 
Proof: First it will be shown that 
(71) lim inf at_6 6 ~ a.(t). 
. . ., 
Talce A ~ a,t-A 6 -?' lim inf a,t_6 6 n n" n n" n 
(72) 
!' 
from ( 65) • Since V I and C are continuous. 
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-' 
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. ~~ 
. . ·r 
.. ·,' 
-
(73) v'[lim inf a.t-A,A: t, O] A IC 
c(t) ... ' 
.. ,.• ', .;, t 
·! 
But f~om (ivJ 
-. 
(74) 
. .. A 
. v(lim inf a.t-A,A' t) = v'[lim inf a.a.-A,A' t, O] ... c(t) • - · · 
'l'he result (71) then follows from (66). 
Next it will be shown that 
• -:' I '• 
(75) v(t,a.) A for a, 2- a,(t) =- • 
. c(t) 
' . . ' 
. , 
-
... ,•. ,.· 
.. 
From (65) .' ;·.f·' , .. 
.... 
-. 
. ' 
V, (a,~ A :~ . . ' , .. ·· ., (76) t., ·11) 
.i c(t)· ,: -· ~ .. :,, . ~ \ I 
t .-. 
'' 
for all From (iv) '·. a,. . . 
'. 
(77) V '(a.., t., 6) t v(a.,· · t )· • :···.,.- . . ·,. ·. 
--· 
Thus 
\ 
I 
\ 
· (78)' v(a., t) A \ < c(t) • \, -
But since v(et.,t) : is nondecreasing., Ct > et(t) With (66) implies (75) 
-
-
(79) 
(80) 
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.. 
For 6 small from (33) and (vi) 
bt-6,t ~ 6b(t) • 
Thus for 6 small the effective range of 11 is small. For 
la.I< a.(t) by (1) v(a.,t) ia differentiable in a.. For 
a.< a.(t) take 6 small so t:hat 
a. < liu int a,t-111 ~ 
• • I 
'I 
·, 
~ j 
--
.. 
i 
\ l 
~ 
... 
:i .. 
'-. 
Ii.ii· 
.. 
I I 
1.1· 
and hence ·v'(a., t-6, 6) in. (65) is computed by the integral._, , i 
..., 
Expanding v(a.+11, t) to two,terms around a,, 
--
! I 
v' (a., t-6, 6 )" ~ ~: rca., t) + ,,.;ra. (a., t) + 't v a.a. (a., t ~ . f' (,, )d11 ·.I 
-' 
I 
. = v(a.1 t) +ibt•t t .·, Va.a.(~, t) • 
, . W•-'•. ,.,. I' 1., _ . , , .. --
l l 
~ 
From (79) 
\ 
\ 
,;., .... 
-.I 
! I 
.., 
\ 
I 
I 
.. 
i i 
~ 
. t .c 'A#L #MM ,;, a _ JMXA#&. t 4MUW-R&22£2J&XSUMXt a:u.~.;:t;«; o·~=~ i'HiJff;;ij\f.i.t~e~r..-.#~tt)J.;:pg!e.:MtM~Ji-ki!W;;&;.@¼WGS!$. ,.,#ttf 
(81) 
(82) 
, (83) 
(84) 
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v(a.,t) - v(a.,t-A) + v(a.,t-A) - v'(a.,t-61 6) 
. 6 
~ ' '.. . 
'::!Bitl ··c > 
.7 2 . V a,a, a.., t 
From (iv) and (111) 
v(a..,t) - v(a..,t-A) + v(a..,t-A) .- v'(a.,t-A.,A) :;_;, .·.--:-( . ··'.·)i . 
. A .. . . , )> V·t ct., t . . 
Thus (67) is proved. 
Consider the :function 
a, 
v#(a..,t.,A) = J v(a.+~.,t+A) r(~;bt.,t+~)d11. 
-m .. 
For a = a.(t)., expanding v(a.( t) + 11, t) to one term in ,,., 
· from (i) and (75) 
I 
' \ 
\ 
\ 
\ 
v(a.(t) + 11.,t) ~ -v(a.(t).,t) + ~va,(a.(t).,t) 
\. 
v(a.(t).,t) 
Thus from (83), (84), ·and (79) 
,, < 0 
-. 
(85) 
(86) 
(87) 
(88) 
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m m · 1 
v•(a(t),t-6,6) ~ J v(a(t), ·t) t(~)d~ + J ~va(a(t),t) t(~)d~ 
-m -m 
,.,,, 
= ,V(Cl(t},t} _ .fi ./b(t) 
. ·. 'J2i v«(«(t},t} , 
From {83) and (65) 
v 6 (a(t),t-i,6) ~ v'(a,t-6,6). 
Thus f'rom (85) 
J;(tf V(i(«(t},t} ~ v(«(t};0t} - v•(«(t},t-A,A) 
,/2n ' ,/K ' 
But from (iv) 
'\ 
( V ( a.(' t ) , t ) - V ' ( a. ( t ) , t-6, 6 ) 
JK 
v(a.(t),t) - v'(a(t),t-6,6) -> 0 • 
~ 
·• 
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--
-~ 
-
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.. 
._ 
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(91) 
\al 
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-
-
· (93)· 
-
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. :• . 
Thus .I•"•-
~ V (a.(t) t) ( 0 • 
,./2; a, ·' -1T 
Since v(a.,t) is nondecreasing in a. 
va.(a.,t) ~ o Va. • 
Thus since by assumption (v~) b(t) > o, 
va.(a.(t),t) = o ·• 
From (75) 
• VQ,(a.,t) C 0 tor · a, > a. ( t ) • 
Thus (69) is proved. 
Discrete Control 
\ 
\ 
The optimum discrete control tor time ·points 
\ o = t 0 < t 1 < • • • . ·< tn < tn+l c T 
\ 
,_ l , . ,iiw;,,; .,.,.,, .. u;;;;;;;,;;;:e _,u;p.,_z.np,:;;.;. .;;;_ .. liiffii .,.,~,::i!hffii,;;;;;;,;,r,&'&:;;;;;,:;~arlii::na&i:mob::mmi:it:oW!<bS -· ID 
"""" 
(94) 
(95) 
is described by 
ut cacti>> = 
1 
2~~ .· 
- ~(t1)(«(t1) - «1> 
·c(ti )2 
~ ~(ti)(-~(ti) - Bi) 
[c(ti)] 2 
0 
The boundary numbers cr.l, • • • J 
unique solutiqns to 
m 
1r · a c t 1.> ~ a. i 
if' 
-&(ti) i -cii 
if' l&(t1)1 <ai. 
a. are computed as the 
n 
J v1+1<a.1+~) f'(~;bt t )d~ 
-m · 1 1 i+l 
• 
The functions v1 (a) 1 = l, •••, n+l are computed recursively 
' 
by \ 
\ 
\ 
-- .. _ 
·, ~ : 1 
• :i 
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. : I 
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_, 
.. 
--
_, 
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--
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l 
1 
, ' 
(96) 
(97) 
' . 
. . -. ; ' 
25 ... ·-
.• 
,·.:-,· 
CD 
J v i+l (a~11) r(11;bt ... , t )d11_ 
-• •• I 1 1+1 
\ . . 
. . 
.. 
From (31) the conditional loss F1 (a.} c F(a~t1 ) 1 =0, 1, •••, n+l 
can be computed recursively by '.I. 
\ 
Fn+l (a) = a. 
Fi+l (a.) = 
\ 
\ 
\ 
2 
••· ••• 1 
-: ·:. 
if . la. f < a.1 
if' (a)~ ci1 
•, 
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This is of interest since the expected loss (3) is given by 
(98) 
In [2], results or machine computation or this sys1.em (95)-(98) 
are.presented and compared with those obtained for optimal li~ea~ 
control with the same loss function (3). 
Discussion 
In Theorem 2., it is shown that if the functi,:ns 
v '(a., t 1 , ti+l - t 1_1 ) = vi (a) converge to a linr;t; in ·the sense 
or (iv) as (93) becomes dense, then this limit is:the solution 
to the free boundary problem described by (67 )-(7C). This is 
essentially irrelevant to the solution or the optiirum control 
problem since the system of equations (93 )-(98) pr<.',·rides the 
solution to the discrete control problem whether orinot it 
converges. The only interest in the free boundary ,,roblem 
I ; 
• I 
ii.-
I 
... 
I , 
, I 
-~ 
I 
--
I : 
.J 
I 
1. i 
I.I 
I I 
~ 
i I 
._i 
i i 
~ 
I 
_. 
J 
J 
J 
J 
. _. "'· .. 
lies in the case that it can be solved analytically or that 
simple numerical methods may be used for its solution. Certainly.,· ·· · 
in the only·case in which the free boundary. problem is or interest.,· 
·the system (93)-(96) provides an approximate solution., though it 
may indeed be impractical ror n large. 
The only real open problem is whether or not the expected 
· loss for optimal discrete control converges to the expe·cted loss 
tor optimal continuous control. Again., though certainly an inter-
eating· question., the convergence or the processes determined by 
optimal discrete control is not essential since arbitrarily good 
approximations are obtained by optimal discrete control. Certainly., 
if the tree boundary problem can be solved analytically then the 
convergence or the processes to a bona fide limiting process is 
crucial. 
\ 
\ 
\ 
l.\ 
. \ 
\ 
\. l. 
:.,. ~~· .:-~,,,_,_ ~"'·.~ __ '.··--~-- .,.~~·.~~- _\! ,. """··••I .... _tf"ii, ·. 
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