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RESUMEN 
 
El presente trabajo de Tesis, desarrolla el diseño de un algoritmo para el 
conteo de células sanguíneas, específicamente el conteo glóbulos rojos y conteo 
diferenciado de glóbulos blancos,  mediante el Procesamiento Digital de Imágenes;  
basado en dos algoritmos propuestos para cada caso respectivamente. Esto, permite 
automatizar el conteo a través del empleo de una computadora en un tiempo más 
breve que el empleado por un especialista. Para realizar el proceso mencionado, la 
imagen es captada por una cámara instalada en un microscopio y luego transmitida a 
la computadora  para su análisis y conteo de las células sanguíneas mediante el 
algoritmo desarrollado.     
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ABSTRAC 
 
The present work of Thesis, deals with the design of an algorithm for the counting of 
blood cells, specifically the count red blood cells, differentiated with the counting of 
white cells, through the Digital Image Processing; Based on two procedures 
proposed for each case respectively. This procedure allows automating the manual 
count by making use of a computer in a shorter time than the one employed by a 
specialist. To perform the above process, the image is captured by a camera installed 
in a microscope and then transmitted to the computer for analysis and counting of 
blood cells using the developed algorithm. 
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CAPITULO 1:   INTRODUCCIÓN 
 
 
 
 El advenimiento de nuevas tecnologías del  Procesamiento Digital de 
imágenes,  ha hecho posibles nuevos campos de desarrollos tecnológicos como la 
Visión por Computadora, en el cual un programa que gobierna la computadora sustituye 
la visión humana para tareas específicas de observación. Este es el caso de la 
investigación desarrollada en la presente Tesis, donde la tarea específica está referida al 
conteo de células sanguíneas, específicamente glóbulos rojos y glóbulos blancos, en un 
tiempo más breve que el realizado por  un especialista de laboratorio. De esta manera se 
automatiza un proceso manual para ahorrar  tiempo y evitar la fatiga, de una tarea 
repetitiva. Esto, en beneficio del servicio de análisis de sangre  en los centros de salud y 
muy útil para  la investigación y capacitación, en lo referente a identificación  y  
técnicas conteo de células sanguíneas. 
 
 Para el conteo se células sanguíneas se ha desarrollado un algoritmo que 
integra dos procedimientos. El primero, para el conteo de glóbulos rojos mediante el 
Método Basado en la Estimación de Áreas. El segundo, para el conteo diferenciado de 
glóbulos blancos por medio del Método Máximos y Mínimos,  el conteo diferenciado se 
refiere a que el procedimiento identifica, clasifica y cuenta según el tipo de glóbulo 
blanco o leucocito (Basófilos, Eusinófilos, Linfocitos, Monocitos y Neutrófilos).  
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 Con la finalidad de implementar el procedimiento de conteo de glóbulos 
rojos se evaluó los siguientes métodos: el Método Basado en la Estimación de Áreas, 
Método Basado en la  Transformada de Watershed y el Método Basado en la 
Transformada de Hough. Para implementar el procedimiento de conteo de glóbulos 
blancos se realizó la evaluación de los siguientes métodos: Método de Máximos y 
Mínimos, luego el Método Basado en la Redes Neuronales Artificiales  tipo 
Backpropagation. 
 
 Finalmente, se procedió al análisis de los resultados del conteo con el 
Algoritmo desarrollado basado en el Procesamiento Digital de Imágenes y el método 
manual efectuado por un especialista. Luego, se realizaron las pruebas de hipótesis, 
demostrándose que en general, con el método basado en el Procesamiento Digital de 
Imágenes el conteo se realiza en menor tiempo que con el método manual y para el caso 
del conteo de glóbulos rojos con un error relativo menor al 5%.     
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1.1. Situación Problemática  
 
 
 El problema se sitúa en el servicio de laboratorios clínicos  de los 
centros de atención de salud  estatales y privados del país, donde se 
realizan los análisis de tejidos sanguíneos, los cuales consisten en el 
conteo de células usando un microscopio y los reactivos 
correspondientes.  
 
 La característica del problema es que la tarea de realizar el conteo 
de células sanguíneas conlleva un tiempo prolongado en obtener el 
resultado del análisis de tejido sanguíneo (MINSA, 2013). El conteo se 
realiza en forma manual y repetitiva. También, resulta ser costosa debido 
a los costos de los equipos que realizan el conteo celular  en forma 
automática (ADVIA de SIEMENS, 500000 USD, Abott Cell Dyn 3700 
CS, 31000 USD), y por la cantidad de personal  que se emplea en  los 
grandes centros hospitalarios,  cuando se trata de analizar gran cantidad 
de muestras para el conteo de células sanguíneas. 
 
 El problema ocasionado por el conteo repetitivo de las células 
causa fatiga en el tecnólogo y como consecuencia la falta de precisión  en 
el resultado del conteo (MINSA, 2013), consecuentemente, el uso de 
equipos de conteo celular costosos para resolver estos inconvenientes.  
 
 Asimismo, el impacto del problema se observa en la demora en 
dar el resultado del análisis. Esto afecta el tratamiento de un paciente en 
lugar de un oportuno diagnóstico y toma de decisiones del médico 
tratante, en casos de emergencia. 
 
 Otro aspecto del problema es el de capacitación del conteo de 
células sanguíneas, en el sentido que se emplea un docente para capacitar 
simultáneamente grupos de alumnos en el conteo de células sanguíneas, 
tanto glóbulos rojos como glóbulos blancos específicamente en el conteo 
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diferenciado. Esta  capacitación puede  mejorarse si se emplea un 
software que permita indicar a los estudiantes el conteo de células 
sanguíneas y la identificación de estas.  
  
 Las muestras de sangre para el conteo de sangre normalmente son 
desechadas una vez  efectuado el conteo de células. En su lugar una 
imagen de la muestra puede ser almacenada para el análisis de la historia 
clínica de un paciente y posteriormente ser analizada por varios expertos  
o  para fines académicos.  
 
1.2. Formulación del Problema  
 
 
1.2.1. Problema principal 
 
¿Cómo influye el empleo del algoritmo diseñado de 
procesamiento digital de imágenes  en el proceso de conteo de células 
sanguíneas con respecto al costo y tiempo en que se realiza  el proceso 
manual del conteo de células? 
 
 
1.2.2. Problemas secundarios 
 
1.2.2.1  ¿Cuál es la relación con  respecto al tiempo del conteo 
diferenciado de glóbulos blancos, entre el proceso de conteo 
mediante el  procesamiento digital de imágenes basado en el 
algoritmo de Redes  Neuronales Artificiales y el proceso manual 
de conteo células? 
 
1.2.2.2  ¿Cuál es la relación con respecto al tiempo del conteo 
diferenciado de glóbulos blancos, entre el algoritmo basado en 
las Redes Neuronales Artificiales y el algoritmo propuesto en la 
presente investigación, ambos aplicados al conteo diferenciado 
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glóbulos blancos mediante el procesamiento digital de 
imágenes? 
 
1.2.2.3  ¿Cuál es la relación con respecto al tiempo del conteo 
diferenciado de glóbulos blancos, entre conteo mediante 
procesamiento digital de imágenes  basado en el algoritmo 
diseñado y el proceso manual de conteo diferenciado?  
 
1.2.2.4   ¿Cuál es la tasa de error del conteo de glóbulos rojos, usando el 
algoritmo de Estimación de Áreas aplicado en el procesamiento 
digital de imágenes respectivo? 
 
 
 
1.3. Justificación de la Investigación 
 
En los centros de atención de salud, tales como el Hospital María 
Auxiliadora, el Hospital de Ayacucho, Huancavelica, y especialmente 
postas de salud en las zonas urbanas marginales donde se realizan 
permanentemente análisis de tejido sanguíneo, mediante el conteo y 
reconteo de células que conlleva a demoras en el diagnóstico. Un sistema 
que permita automatizar el proceso de conteo de células sanguíneas  
ahorrará tiempo y apoyará de manera más  eficiente, en el diagnóstico del 
paciente  y mejorar el servicio atención de salud en hospitales, clínicas y 
postas de salud.  
 
 
La  automatización del conteo de células sanguíneas permitirá 
ahorrar costos en la adquisición de equipos para este tipo de  servicio, 
sobre todo en los centros de atención primarios de salud como son las 
postas de salud de los sectores urbano marginales y rurales. Finalmente, 
esta reducción de costos se reflejara en la reducción del costo del servicio 
que beneficiará directamente al usuario. 
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El diseño del algoritmo del conteo automático de células constituirá 
un avance en el campo de la biotecnología aplicando técnicas de 
procesamiento digital de imágenes  específicamente, en el análisis por 
microscopio de células sanguíneas  y la visión por computadora basada en 
la inteligencia artificial, para el apoyo al diagnóstico médico.  Estos 
avances formarán  parte de la mejora continua  del servicio  que  brindan 
las instituciones de salud. 
 
En la actualidad el procesamiento de imágenes aplicados al 
análisis de imágenes de seres microscópicos, constituye un área de 
investigación  de gran interés en el campo de la Biotecnología y el campo 
del Procesamiento Digital de Imágenes; siguiendo la tendencia mundial 
de la automatización de procesos.  No existe información bibliográfica en 
referencia a un sistema que permita el conteo de células sanguíneas como 
la propuesta en la presente investigación, la que constituye una 
contribución muy importante para la prestación de servicio de análisis de 
sangre. 
 
El diseño del algoritmo propuesto contribuye en al ámbito de la 
capacitación a de los especialistas en el servicio de análisis de sangre 
específicamente en el conteo de células sanguíneas, y contribuye también 
en el campo de la Microscopia Virtual, donde una de sus  aplicaciones es 
la capacitación en torno al uso del microscopio virtual con el añadido que 
contaría un módulo de visión por computadora,  aspecto que los 
microscopios virtuales actuales no cuentan. 
 
La presente investigación contribuye a los futuros desarrollos en 
el campo del procesamiento digital de imágenes de seres microscópicos,  
y  el diagnóstico  médico; mediante las técnicas propuestas. 
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1.4. Objetivos de la Investigación 
 
1.4.1. Objetivo General 
 
Diseñar un algoritmo para el procesamiento digital de imágenes 
que permita mejorar el proceso de conteo de células sanguíneas con 
respecto al costo y tiempo en que este se realiza con el proceso manual 
de conteo de células. 
 
1.4.2. Objetivos Específicos 
 
 
1.4.2.1  Analizar si el tiempo de conteo diferenciado de     glóbulos blancos 
mediante el método de Redes  Neuronales  Artificiales  aplicado en 
el procesamiento    digital de imágenes de imágenes de glóbulos 
blancos, es   menor que el realizado por el proceso manual de 
conteo.  
 
1.4.2.2  Analizar el resultado  con respecto al tiempo de conteo 
diferenciado de glóbulos blancos, entre el algoritmo de Redes 
Neuronales Artificiales y el algoritmo propuesto  en la presente 
investigación, ambos aplicados en el   procesamiento digital de 
imágenes. 
 
1.4.2.3  Analizar el conteo diferenciado de glóbulos blancos con   respecto 
al tiempo entre el conteo mediante el procesamiento digital de 
imágenes basado en el algoritmo diseñado propuesto en la 
presente investigación y el proceso manual de conteo diferenciado.   
 
1.4.2.4  Analizar la tasa de error de conteo de glóbulos rojos  basado en el 
algoritmo de procesamiento digital de  imágenes propuesto en esta 
investigación. 
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CAPITULO 2:    MARCO TEÓRICO 
 
 
 
2.1. Marco Filosófico 
 
 
 
El estudio de la generación y validación del conocimiento de la 
ciencia, son aspectos que comprende la Epistemología. La filosofía, la 
definición del conocimiento estudiado, su razonamiento y la 
comprobación de la verdad de su entendimiento (Sánchez H, et al., 
2015). 
 
Existen dos metodologías de investigación: cuantitativa y 
cualitativa. La investigación cuantitativa  representa un conjunto de 
procesos de carácter secuencial y probatorio. Es secuencial porque parte 
de una idea, luego objetivos,  preguntas, marco teórico,  hipótesis, diseño 
de la investigación, recolección y análisis de datos, finalmente, concluir 
al final de un informe (Hernández, Fernández, & Baptista, 2014). Y es 
probatorio porque de las preguntas se establecen hipótesis, para 
establecer un diseño  de la investigación y poder probarlas. La 
investigación cualitativa es también secuencial, solo que las preguntas e 
hipótesis pueden desarrollarse antes o después y durante la recolección y 
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análisis de datos. Ambas metodologías son diferentes aproximaciones al 
estudio de un fenómeno y las mejores formas de generar conocimientos e 
igualmente valiosos (Hernández et al, 2014). 
 
La investigación no debe enmarcarse en un solo tipo de 
investigación o en una determinada clasificación sino, tomar 
características  de diversos tipologías de investigación tal como sucede, 
por ejemplo, en el caso de la teoría de la triangulación (Jick, 1979), es 
decir considerar aspectos de la investigación cualitativa y cuantitativa.  
La presente investigación, tiene características de la metodología 
cuantitativa. 
 
Complementando esta fundamentación  epistemológica, se 
presenta a continuación las características epistemológicas de la 
Investigación (Icart, Fuentelsaz, & Pulpón, 2001): 
  
 
2.1.1. Percepción de la realidad 
 
En cuanto a la percepción de la realidad, la investigación es 
objetiva.  Es decir, el investigador procesa la información tal cual es, sin 
ningún tipo de preferencia o sentimiento personal, no solo considerando 
los datos que confirmen la hipótesis; sino, que empleará toda información 
posible para realizar la investigación (Casanova & Antonio, 2015). Esto 
es, la información obtenida del tejido sanguíneo representada por las 
imágenes de las células, son procesadas digitalmente para obtener el 
resultado que podría confirmar la hipótesis. Además de todo el esfuerzo 
necesario para la adecuada obtención  de la información. 
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2.1.2. Razonamiento   
 
El carácter del razonamiento de la investigación es deductivo. 
Permite descubrir consecuencias desconocidas a partir de principios 
conocidos. En este sentido, la investigación propuesta, parte del 
conocimiento que se tiene del campo del Procesamiento Digital de 
Imágenes (algo conocido) y se infiere que si es posible aplicarlas al 
conteo de células sanguíneas (algo desconocido), incluyendo técnicas de 
redes neuronales artificiales (CONALEP, 2015). 
 
 
2.1.3. Finalidad 
 
La finalidad de una investigación consiste en formular nuevas 
teorías,  modificar las existentes, desarrollar nuevos métodos que 
incrementan los conocimientos científicos (CITEC, 2010).  
 
Mediante la investigación se logra la comprobación o 
confirmación de  los resultados de los experimentos a ser desarrollados. 
En este sentido, la presente investigación  tiene como finalidad proponer 
una metodología y trata de comprobar que aplicando los métodos de 
procesamiento digital de imágenes de las células sanguíneas, se puede 
realizar el conteo de estás de manera más eficiente y automatizar un 
proceso manual. 
 
 
2.1.4. Orientación 
 
La investigación tiene una orientación al estudio y  resultado del 
proceso, ya que se trata de un nuevo campo de investigación; que implica  
una investigación sistemática y abierta, la cual puede ser replicada, por 
otros investigadores (COMIE, 2009).  
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Se busca la generalización de los resultados. Se verificará la 
hipótesis, descartándola o rechazándola. Esto, permite  cuantificar la 
relevancia de los resultados de la investigación. Es decir, verificar si 
mediante la metodología propuesta se trata de reducir el tiempo de conteo 
de las células sanguíneas. 
 
 
2.1.5. Principio de verdad  
 
La investigación presenta una coincidencia entre lo que se plantea 
y la realidad. La solución presentada en esta investigación es particular, 
porque adecua el proceso, hacia el objeto de estudio, que son las 
imágenes de las células sanguíneas, es estable por tratarse de una 
solución basada en un sólido sustento matemático (Irisarri, 2012). El 
resultado se construye con el conocimiento previo del campo de estudio 
del Procesamiento Digital de Imágenes que el investigador posee. 
 
 
2.1.6. Perspectiva del Investigador  
 
Desde la perspectiva del investigador, este considera la existencia 
de una relación de independencia entre el investigador y el objeto de 
estudio (las imágenes); porque el investigador tiene una perspectiva 
desde afuera (Márquez, 2013). El investigador comprueba sus 
conocimientos aplicados a las imágenes de las células para realizar el 
conteo respectivo y observar el resultado de esta aplicación, para luego 
inferir si lo que propone como método de conteo es una solución para 
reducir los costos y tiempos del proceso. 
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2.1.7. Causalidad 
  
El carácter de causalidad de la investigación consiste en encontrar 
la relación de causa efecto del experimento materia de estudio de la 
investigación (Llorens, 2011). Los antecedentes de esta investigación  
radican en la aplicación  del procesamiento digital de imágenes como 
método  para el conteo de objetos de una imagen  y sus  aplicaciones de 
visión por computadora. 
 
 
2.1.8. Axiología 
 
La Filosofía de la ciencia no es solo una actividad de tipo 
epistémico y metodológica, sino también,  una actividad axiológica, 
enfocándose en el deber ser de la ciencia, estimulando nuevos valores, 
tanto epistémicos como en la praxis de la actividad científica (Cliffs, 
1969). 
 
Entre los valores están: la veracidad, la precisión, la objetividad y 
todos los valores en relación a objetivos de la ciencia. También se 
consideran,  los valores que se encuentran incluidos en la gestión del 
riesgo cognitivo, en las pruebas y el rigor que corresponde en su 
ejecución. Los valores inherentes al investigador. Finalmente, los 
factores de valor de los productos de la ciencia como bienestar, salud, 
entre otras. 
 
La aplicación del proyecto es genuina  y es una investigación  
desarrollada  con una metodología  propia,   cuyos resultados  quedan  
plasmados en la tesis Doctoral  que será publicada compartiendo el 
conocimiento con la  sociedad para mejorar el servicio de salud  a través 
de un diagnóstico más  oportuno y  eficiente. 
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2.1.9. Punto fuerte 
  
En general la investigación es sólida en términos de la 
confiabilidad y validez. Con la confiabilidad, se refiere a la posibilidad 
de que la metodología propuesta sea empleada por otros investigadores, 
que conduciendo el mismo estudio lleguen a los mismos resultados, los 
que son altamente contrastables con la realidad y la solidez matemática 
(Ruiz & Ildefonso, 2012).   
 
 
2.1.10. Validez 
 
Esta característica consiste en verificar  como influyen las 
variables independientes en las variables dependientes, a ello se 
denominada validez interna, y luego como el resultado de la 
investigación es generalizable, a la cual se le denomina validez externa 
(Ruiz & Ildefonso, 2012). La validez interna nos indicará que los 
resultados de la aplicación del método de procesamiento digital de 
imágenes son verificables y esperados. Y la validez externa que el 
método propuesto  es replicable por otros investigadores.  
 
 
 
2.2. Antecedentes del Problema   
 
El procesamiento digital de imágenes  aplicado a los análisis 
citológicos para ser automatizados, es un campo del conocimiento que se 
encuentra no muy explorado y cobrará más importancia en el futuro 
(Alayon, 2008).  Esta automatización tiene fines de diagnóstico médico, 
disminuir la duración del análisis citológico, mejorar su precisión, 
disminuir costos de estos estudios en los centros de atención de salud, 
aplicaciones de la microscopia virtual y en la formación de especialistas. 
Hay muchos trabajos de investigación en este campo, tales como: 
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En el estudio “Automatic Detection and Quantification of WBCs 
and RBCs Using Iterative Structured, Circle Detection  Algorithm” 
(Alomari, Abdullah, Azma, & Omar, 2015), se propone un método de 
segmentación y conteo de células sanguíneas usando una estructura 
iterativa de detección de círculos. También, se expone una mejora al 
algoritmo llamado Circular Algorithm Called (RDC). Los resultados 
fueron obtener una precisión del conteo de 93% para White Blood Cells 
(WBC) y para Red Blood Cells (RBC) 97%. 
 
En el estudio “An Efficient Technique for White Blood Cells 
Nuclei automatic Segmentation” (Sonar & Bhagat, 2015), el algoritmo 
propuesto reduce el ruido y mejora la precisión de la segmentación. El 
método consiste en el uso del contraste de la escala de grises de la 
imagen y su posterior filtrado para remover los falsos objetos de la 
imagen. Además, se han usado 365 imágenes para validar la propuesta  y 
cada uno de los cinco tipos de glóbulos blancos puede ser evaluado para 
comparar el desempeño del algoritmo propuesto. 
 
En la publicación “A Neuronal Network Based Approach to 
White Blood Cell” (Su, Cheng, & Wang, 2014). El estudio propone una 
segmentación basada en la conversión de la imagen a color bajo el 
modelo Red, Green and Blue (RGB) del leucocito en una imagen a color 
bajo el modelo Hue, Saturation and Intensity (HSI).  Luego, evalúa 
diversas características  de la célula  y aplica las redes neuronales 
artificiales para la etapa de clasificación de los leucocitos, alcanzando un 
alto grado de precisión en la identificación de un leucocito, el resultado 
es solo para la clasificación de un leucocito. 
 
En la investigación “White Blood Cells Identification and 
Classification” (Putzu & Di Ruberto, 2013),   se propone un  método para 
la identificación y clasificación de leucocitos con la finalidad de 
proporcionar un procedimiento como actividad médica de apoyo al 
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diagnóstico de la leucemia linfocítica aguda.   El método permite 
clasificar los leucocitos que indican la enfermedad de leucemia aguda. 
Pero para clasificar el total de leucocitos se requiere un modelo de 
clasificación multiclase  para la identificación respectiva. 
 
En el artículo “Isolation and two-step classification of normal 
White blood cells in peripheral blood smears” (Ramesh, Dangott, 
Salama, & Tasdizen, 2012),  se propone un esquema de clasificación  de 
leucocitos basado en la información de color y morfología celular. 
Usando el método del algoritmo de aislamiento para segmentar el núcleo 
de los leucocitos segmentados y no segmentados y luego determina 
parámetros del núcleo a través de diferentes características que este 
posee. El sistema empleado en la  evaluación de las células es el Ten 
Fold Cross  Validation Technique (TFCVT) y se obtuvo como resultado 
una precisión  del 93.9%. 
 
En la publicación “White blood cell segmentation using 
morphological operator and scale-space analisys” (Borini, Minetto, & 
Leite, 2011), se presenta  un nuevo método para la segmentación de 
glóbulos blancos, mediante la escala de espacio para regularizar el 
contorno de la imagen sin pérdidas.  La operación anterior también filtrar 
ruido de la imagen. Se realiza un análisis cualitativo del núcleo de la 
célula para aumentar la precisión de la segmentación. 
   
En la publicación “Segmentation of Natural Images by Texture 
and Boundary Compression” (Shankar & Sastry, 2010). El autor  expone 
en su tesis un algoritmo que usa principalmente información de la textura 
y bordes de la imagen. Donde  los bordes  de la imagen es codificada 
usando una distribución Gaussiana. En conclusión el autor  propone un 
método nuevo para la segmentación imágenes  de paisajes de la 
naturaleza.  
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En la publicación “A machine learning approach to recovery of 
scene geometry” (Trinh, 2010), en conclusión el autor señala, que ha 
demostrado  que una máquina puede aprender  técnicas  de visión por 
computadora para construir  un sistema  de visión por computadora a 
partir de la geometría de las escenas en 3D, de las imágenes que son 
capturadas. Las imágenes pueden ser de diferentes tipos de entradas 
básicamente de dos vistas en estéreo.  
 
En el artículo titulado “Segmentación semiautomática de 
imágenes de resonancia magnética, basada en redes neuronales 
artificiales” (Drozdowicz, Bernasconi, Reyes, Saba, & Simón, 2005). Los 
autores exponen en esta investigación una solución para la segmentación 
de Imágenes de resonancia magnética nuclear mediante técnicas de redes 
neuronales artificiales enfatizando la buena calidad de la imagen al inicio 
del proceso. Los autores concluyen que el método propuesto es una 
buena alternativa pero se debe considerar la calidad de las imágenes 
previos al proceso. 
 
En el estudio  “Segmentación Markoviana Usando Modelos de 
Textura” (López & Altamirano, 2009), se  concluye  que ha propuesto un 
modelo  de textura  para segmentación Markoviana  que integra  la 
función de energía de segundo grado  definidas a partir  de campos de 
texturas. 
 
La publicación titulada “Fundamentos de Hematología” (Ruiz G. , 
2009), presenta el estado del arte  del conocimiento  de la Hematología 
Clínica. Explica acerca de los orígenes de las células que constituyen el 
tejido sanguíneo hasta el tratamiento de las diversas enfermedades  que 
pueden presentarse en los seres humanos. Finalmente, como conclusión 
el autor del libro presenta un enfoque holístico de la hematología y que el 
especialista en hematología debe considerar su permanente. Sin embargo 
queda claro que el avance  de la medicina moderna hace que el 
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especialista  en hematología  considera su permanente  actualización,  
dado los avances  constantes  de este campo.  
 
En la publicación titulada “Fundamentos de Medicina” (Velez, 
Rojas, & Restrepo, 2009), se realiza un estúdio las células hematoyéticas,  
la semiología de la sangre  como presentación clínica  de las  
enfermedades hematológicas y específicamente en el capítulo 3  trata  
sobre el hemograma como parte  de la práctica clínica.  En conclusión, el 
autor  presenta  una  forma didáctica  de explicar  el proceso de conteo de 
las células  sanguíneas. 
 
En el artículo “Segmentation of Multiple, Partially Occluded 
Objects by Grouping, Merging, Assigning Part Detection Responses” 
(Wu, Nevatia, & Li, 2008), se describe un método basado en la 
segmentación múltiple de los objetos de una imagen procesada. 
 
En la investigación “Segmentación Automática  de Núcleos 
Solapados en Imágenes de Citologías” (Alayon, 2008), se expone  una 
metodología  para la segmentación de núcleos de células  de una imagen 
citológica, basada  en técnicas de umbralización.  La conclusión de la 
autora es que la segmentación de núcleos solapados es una tarea muy 
complicada y que los métodos convencionales no funcionan para este 
caso. 
 
En el artículo “Clasificación de leucocitos utilizando visión por 
computadora” (Ochoa M. , 2006), se  propone  emplear técnicas de 
visión por computadora para identificar y clasificar células sanguíneas, 
específicamente glóbulos blancos. El estudio consistió en identificar las 
células analizadas. Luego, verificar si eran del grupo de segmentadas o 
no segmentadas. El análisis realizado  estuvo basado en la aplicación del 
Análisis de Componentes Principales (PCA) y complementado al uso de 
Redes Neuronales Artificiales (RNA), para la clasificación de las células.  
En conclusión, se obtuvo una precisión del 79.85%,  para la clasificación 
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de células propuestas y solo se consideró Neutrófilos, Eusinófilos, 
Monocitos y Linfocitos. 
 
En el  artículo “Procesamiento de imágenes a color utilizando 
morfología matemática” (Wlliam, 2006), el autor señala que la  
morfología matemática  es una herramienta para el análisis de imágenes 
cuando se trata  de estudiar su topología  y la estructura geométrica  de 
los objetos presentes en ella. Como conclusión el autor señala, que el 
método propuesto permite operaciones morfológicas de la imagen en el 
campo RGB. 
 
En el artículo “Aplicaciones industriales  de la visión por 
computador” (Pajares, 2006), se presenta una visión panorámica de las 
aplicaciones del campo de Procesamiento Digital de Imágenes que da 
una idea de la gran cantidad de aplicaciones en este campo. 
 
En la publicación “Transcriptor de Lenguaje de Señas a Texto 
Universidad de las Américas de Puebla” (Escalante, 2006), se expone 
acerca de un desarrollo de sistema que  transcribe los símbolos del 
lenguaje de señas a palabras mediante el método del procesamiento 
digital de imágenes. En opinión del autor del   proyecto de tesis doctoral, 
concluye  que las redes neuronales artificiales aplicadas al 
reconocimiento de imágenes,  es una herramienta  valiosa  como es el 
caso  de reconocimiento de los símbolos  de las señas  para las personas 
con discapacidad auditiva. 
 
En la publicación “Desarrollo de un Sistema de Análisis 
Automático de Imágenes  de Extendido Sanguíneos” (Pinzon, 2004), se 
presenta un trabajo relacionado al análisis de células sanguíneas 
infectadas con parásitos; las que son procesadas mediante método el 
procesamiento digital de imágenes; usando sustancialmente la 
Transformada de Hugh.  Como conclusión, el sistema ha demostrado ser 
una herramienta muy valiosa, en el estudio de compuestos antimaláricos, 
19 
 
 
tanto para una automatización total del proceso, como para un uso 
supervisado del proceso por parte de un experto, aliviando la carga de 
trabajo de este.    
 
En el libro titulado “Computer Vision: Issues, Problems, 
Principles, and Paradigms” (Fischler & Firschein, 2014) , se expone la 
descripción y análisis de una imagen, como se descompone una imagen, 
la asignación de etiquetas y la extracción de características de una 
imagen. 
 
 
 
2.3. Bases Teóricas 
 
El procesamiento digital de imágenes  está relacionado al 
desarrollo y evolución de las computadoras o sistemas embebidos (Mejía, 
2005), es decir va relacionado con el desarrollo de las tecnologías de 
hardware. Esto debido a que demanda recursos computacionales para 
poder procesar la información para almacenar y procesar las imágenes 
(Gonzalez, 2009). Adicionalmente,  está relacionado  con el desarrollo de 
los lenguajes de computación y los sistemas operativos para el desarrollo 
de muchas aplicaciones.   
 
Entre las aplicaciones desarrolladas se encuentra el procesamiento 
digital de imágenes médicas, satelitales, geográficas, astronómicas, 
biológicas, aplicaciones industriales, etc. 
 
La imagen es el objeto de análisis del procesamiento digital de 
imágenes, en los diferentes campos de aplicación. 
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2.3.1. La  Imagen Digital 
 
Una imagen  es definida como una función bidimensional, f(x,y), 
donde x, y son coordenadas espaciales (en el plano), y la amplitud de f a 
cualquier par de coordenadas (x, y) es llamada la intensidad o el nivel de 
gris de la imagen en un punto. Una imagen digital es una imagen en la que 
la amplitud de valores de f es finita y con cantidades discretas, a través de 
un proceso que frecuentemente se refiere como una digitalización. En una 
imagen digital sus elementos son llamados píxeles (González & Woods, 
2008).  
 
Existen dos tipos de imágenes digitales, las imágenes digitales 
vectoriales y las imágenes rasterizadas. Las imágenes vectoriales, son 
definidas por ecuaciones matemáticas,  y cuya principal ventajas es que la 
imagen cuando es modificada de tamaño no varía en su resolución. Las 
imágenes rasterizadas son definidas por muestras o datos representadas en 
forma de matrices y cuya variación de tamaño afecta la resolución de la 
imagen (García, 2008). 
 
   
              
Figura 1.  Imagen digital.   
Fuente. García, 2008 
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Figura 2. Matriz que representa la imagen.  
Fuente. Elaboración propia. 
 
 
Cada elemento de la matriz representa un píxel de la imagen, que en 
realidad es una muestra o dato.  
   
 
2.3.2. Sistema de Procesamiento Digital de Imágenes 
 
La imagen digital es el objeto del procesamiento digital de 
imágenes. Los sistemas de procesamiento digital  de imágenes tienen por 
finalidad realizar las operaciones de procesamiento digital de imágenes,  
aplicando un conjunto de técnicas a las imágenes digitalizadas con el 
propósito  de mejorarlas u obtener información (Gonzalez, 2009). 
 
En la actualidad los sistemas de procesamiento digital de 
imágenes han evolucionado en la medida que los microprocesadores ha 
continuado mejorando sus capacidades de procesamiento. 
 
La importancia de los sistemas procesamiento digital de imágenes  
se debe al  papel que desempeña en las tecnologías de la información y 
comunicación. Actualmente es la base de una serie de aplicaciones que 
incluye diagnóstico médico, percepción remota, visión por computador, 
robótica, etc.   
 
Los elementos de un sistema de procesamiento digital de 
imágenes  (Gonzalez, 2009) son: 
 
- Adquisición de imágenes. 
- Almacenamiento. 
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- Procesamiento. 
- Comunicación. 
- Presentación. 
 
 
 
 
 
 
 
 
A continuación se describen cada uno de estos elementos 
 
 
2.3.2.1.  Adquisición de imágenes 
 
En esta etapa la imagen se convierte en un conjunto de 
datos que representan a la imagen original. La imagen es captada 
a través de lentes, mediante sensores especializados como los 
sensores Charge - Coupled Device (CCD) y la convierte en señal 
eléctrica. Posteriormente, se produce la digitalización,  que 
convierte la señal eléctrica en datos que representan a la imagen 
(información) y luego, ingresada a la unidad de procesamiento 
(Rodriguez & Sossa, 2012). Los equipos que permiten la 
adquisición de imágenes son: las cámaras fotográficas, cámaras 
de video, escáneres, etc. (ver Figura 4). 
 
 
Figura 3. Diagrama de bloques de un sistema de procesamiento digital de imágenes. 
 Fuente. Elaboración propia. 
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Figura 4. Dispositivos de entrada.  
Fuente. http://www.uncrate.com/men/images/sony-DCR-DVD403-
camcorder.jpg y  http://publicalpha.com/14-videocamara-ano. 
 
 
El proceso de digitalización, convierte una imagen en un 
conjunto de datos organizado en forma de una matriz de datos, 
donde cada elemento de la matriz se denomina píxel (Garcia, 
2008). Cada píxel representa la información de la región más 
elemental de la imagen, como el color o brillo. En imágenes  en 
blanco y negro esta información es el brillo (luminosidad).  
 
En imágenes en color, la información corresponde al brillo 
de cada uno de los componentes de un modelo de color como: 
RGB representado  por la combinación de los colores primarios: 
rojo, verde y azul; y  los colores secundarios: Cian, Magenta y el 
Amarillo,  tal como se observa en la Figura. 
 
 
 
 
Figura 5. Modelo de color RGB.  
Fuente. (Garcia, 2008)) 
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La digitalización comprende tres procesos: el muestreo, la 
cuantificación y la codificación (Proakis & Manolakis, 1998),  es 
realizado por un dispositivo electrónico denominado conversor 
análogo digital.  La imagen captada por los sensores como los 
Charge – Coupled Device (CCD)  la convierte en señal eléctrica,   
a partir de la cual se realiza el muestreo, es decir  se obtienen 
periódicamente muestras de amplitud de la señal eléctrica.  La 
cuantificación consiste en que una vez obtenidas las muestras de 
la señal eléctrica, estas son aproximadas a valores en amplitud 
(voltios) preestablecidos (Rodriguez & Sossa, 2012). Luego se 
produce el proceso de codificación, el cual consiste en asignar a 
estos niveles de amplitud, valores binarios, y en este instante cada 
muestra se convierte en dato o píxel. La digitalización separa 
cierta cantidad de datos en forma ordenada y que constituye la 
matriz que representa a la imagen (ver Figura 6). 
 
 
 
Figura 6. Imágenes de baja resolución izq. y alta resolución der.  
Fuente. (Garcia, 2008). 
        
 
 
En la  Figura 6,  en lado izquierdo, se observa una baja 
resolución del sensor CCD para capturar la imagen, en cambio en 
el lado derecho se observa una buena resolución del sensor al 
momento de captar la imagen (Mejía, 2005).  El sensor  CCD es 
un conjunto de fotoceldas ordenadas en forma de una matriz que 
captan la imagen. La nitidez de la imagen captada depende de la 
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cantidad de fotoceldas que posee el sensor. Es decir a mayor 
cantidad de fotoceldas mejora la nitidez de la imagen. 
 
  
2.3.2.2. Procesamiento 
 
Se encuentra constituido por un sistema digital gobernado 
por un  procesador y por programas que permiten realizar el  
procesamiento digital de las imágenes mediante algoritmos 
(Gonzalez, 2009). Está unidad es fundamental para el sistema y 
constituye la etapa más compleja desde el punto vista del 
desarrollo del sistema. Su implementación depende del tipo de 
aplicación del procesado digital de imágenes. 
 
Los procesadores varían desde  microprocesadores 
especializados hasta arreglos de microprocesadores (Cuevas, 
Zaldivar, & Perez, 2010). Se encargan de procesar las imágenes 
mediante un software o programa. El objetivo del procesamiento 
es obtener información de la imagen o modificarla dependiendo 
de las aplicaciones (Mejía, 2005).  En la actualidad existen 
diversos equipos que realizan el procesamiento de imágenes, 
como tarjetas especializadas con Graphics Processing Unit (GPU) 
y computadoras gráficas, hasta centros de procesamiento digital 
de imágenes  (ver Figura 7). 
 
 
 
Figura 7. Unidad grafica de procesamiento ASUS GTX.  
Fuente: http://folding.stanford.edu.pe/home/faq/faq-nvidia/ 
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La GPU es un dispositivo que permiten a la computadora 
aliviar las funciones de procesamiento digital de imágenes, debido 
a que presentan una arquitectura de múltiples núcleos de 
procesadores para el procesamiento de imágenes. 
 
 
2.3.2.3. Almacenamiento 
 
Una parte muy importante y diferenciable del 
Procesamiento, es la memoria, o dispositivo físico en el que 
quedan almacenados los datos (imágenes y el programa). Las 
imágenes provenientes del digitalizador son almacenadas en la 
memoria y el programa es establecido de acuerdo al tipo de 
aplicación (Gonzalez, 2009). Existen tres categorías básicas: 
 
 Almacenamiento a corto plazo. 
 Almacenamiento en línea. 
 Almacenamiento en archivo. 
 
El almacenamiento a corto plazo, se emplea durante el 
procesamiento, como son las memorias que poseen las placas de 
las computadoras o las tarjetas especializadas como las GPU, 
donde se almacenan las imágenes a las que se pueden acceder con 
rapidez, que puede ser una velocidad de 30 imágenes/segundo, en 
la  Figura 8 se observa un ejemplo . 
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Figura 8. Memoria DDR4 VERGERNCE.  
Fuente.http://www.corsair.com/es-es/vengeance-lpx-16gb-4x4gb-ddr4-dram-
2666mhz-c15-memory-kit-black-cmk16gx4m4a2666c. 
 
 
El almacenamiento en línea, se emplea para una 
reutilización relativamente más rápida en forma frecuente, entre 
este tipo de dispositivos están los discos duros de las 
computadoras en la Figura 9 se observa un ejemplo. 
 
 
Figura 9. Disco duro interno KINGSTON 240 GB. 
Fuente. http://www.phototecnia.com/almacenamiento/229-kingston-ssd-240gb-
v200-sata.html. 
 
 
El almacenamiento en archivo, se caracteriza por 
almacenar las imágenes en forma masiva pero de acceso poco 
frecuente (Gonzalez, 2009), entre este tipo de dispositivos 
podemos encontramos los discos duros externos, los discos 
ópticos,  entre otros en la Figura 10, se observa un ejemplo. 
 
 
Figura 10. Discos ópticos FUJIFILM de 1 TB. 
Fuente:http://www.itespresso.es/fujifilm-comercializara-los-discos-opticos-de-
1tb-en-2015-55753.html. 
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2.3.2.4. Comunicación 
 
 
Se encarga de la  comunicación entre los elementos del 
Sistema de Procesamiento Digital de Imágenes con la etapa de  
procesamiento, son de tipo: cableadas, inalámbricas, locales y 
remotas (Gonzalez, 2009).  
 
La comunicación está basada en diferentes normas de 
comunicación entre dispositivos electrónicos, para distancias 
cortas como Universal Serial Bus (USB), Higyh Definition 
Multimedia Interface (HDMI), que definen protocolo y 
conectores en forma cableada y local (ver Figura 11). En forma 
remota es cableada o inalámbrica como Internet Protocol Version 
4 (IPv4),  satelital, etc. 
 
 
Figura 11. Conectores USB.  
Fuente. http://www.teknoplof.com/2010/08/03/no-te-pierdas-con-los-
conectores-usb/ 
 
 
2.3.2.5. Presentación 
 
En la actualidad hay muchos tipos de dispositivos que 
permiten visualizar las imágenes digitales (los datos organizados 
en forma matricial (Mejía, 2005), y que representan a la imagen 
digital) tales como los monitores fabricados con diferentes 
tecnologías (Gonzalez, 2009).  
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El desarrollo de nuevas tecnologías para la representación  
de imágenes digitales es cada vez más importante, por el rol que 
desempeñan en los medios informáticos y audiovisuales.  
  
Entre los equipos que constituyen la unidad de salida se 
encuentran los monitores y los proyectores de pantalla con 
tecnología LCD-LED (Light Cristal Display-Light Emitting 
Diode). Se caracterizan en el caso de los monitores por producir  
menos cansancio a la vista y las imágenes son de mayor calidad. 
Finalmente el menor consumo de energía eléctrica el cual tiene un 
impacto positivo en el ambiente por ahorrar recursos energéticos 
(Mejía, 2005).   
 
 
Figura 12. Dispositivos de salida.  
Fuente.http://www.google.com.pe/imgres?imgurl=http://imagenes.acambiode.
com/empresas/1/8/9/9/18990080082067565565575550694550/productos/2AL
FA%2520PROYECTOR.jpg&imgre 
 
 
2.3.3. Procesamiento digital de imágenes (PDI) 
 
Es un campo de estudio que trata acerca de las teorías, modelos y 
algoritmos de tratamiento de imágenes. Para transformarlas, 
mejorándolas o extrayendo información a partir de estás.  El PDI  es 
parte de la Visión por  Computador (Mejía, 2005), que es un subcampo 
de la inteligencia artificial cuyo propósito es programar  una 
computadora para que “entienda” la escena o las características de una 
imagen (Gonzalez, 2009) (Bernard, 2002). 
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Los programas que realizan el tratamiento de la información de 
las imágenes, tienen por finalidad mejorar las imágenes y extraer 
información de ellas. 
 
Existen tres tipos de procesamiento digitalizado: bajo, medio y 
alto nivel de procesamiento (González, 2009). 
 
El procesamiento de bajo nivel se refiere a operaciones iniciales, 
como el procesamiento de imagen para reducción de ruido, realzar el 
contraste y el realce de características, en el cual la entrada y salida del 
proceso son imágenes (Platero, 2009). 
 
La reducción de ruido en la imagen se realiza a través de la 
implementación de filtros digitales de imágenes como los filtros 
promedio, mediana, pasa bajo, pasa alto, etc. 
 
La mejora de contraste se realiza mediante técnicas como de los 
histogramas (Rodriguez & Sossa, 2012), lógica difusa entre otras que 
permiten homogenizar la imagen en cuanto a la distribución de regiones 
claras y oscuras. 
 
El realce de las características se logra mediante las matrices 
denominadas máscaras como la de Sobel, Prewit  entre otras que 
permiten resaltar los bordes o detección de bordes (Blanchet, 2006) ver 
Figura 13. 
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Figura 13. Detección de bordes.  
Fuente. http://elgva1.usc.es/~mjose/docencia/3ciclo/tema2.htm 
 
 
El procesamiento de nivel medio en imágenes, comprende tareas 
como la segmentación de la imagen (Mejía, 2005),  el etiquetado de 
regiones y el cálculo de descriptores como el perímetro, área, puntos 
críticos y otros.  La mayor parte de la información de una región está en 
su contorno y en sus puntos de mayor curvatura, denominados puntos 
dominantes o críticos. En este nivel de procesamiento, las entradas 
generalmente son imágenes pero la salida son atributos extraídos desde 
esas imágenes (Gonzalez, 2009). 
 
 
                                    
 
Figura 14. Imágenes: derecha I. original e izquierda I. segmentada.  
Fuente. Elaboración propia. 
 
 
El procesamiento de alto nivel involucra el análisis de imagen. Se 
intenta simular funciones cognitivas asociadas normalmente con la 
visión, el reconocimiento de patrones y el post-procesamiento requerido 
(Garcia, 2008). Aquí se observa la gran importancia que tienen las tareas 
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del nivel medio, pues simplifican y aun posibilitan las de nivel alto. Este 
tipo de procesamiento incluye la aplicación de clasificadores como las 
redes neuronales artificiales y otros métodos que permiten realizar 
funciones cognitivas (Gonzalez, 2009). 
 
 
 
Figura 15. Análisis y clasificación.  
Fuente. (Garcia, 2008) . 
 
 
No todas las aplicaciones del Procesamiento Digital de imágenes 
requieren cumplir con los tres procesos (Garcia, 2008), esto, depende de la 
complejidad de la aplicación, a mayor complejidad más son los procesos 
que se involucran en el desarrollo. 
 
 
2.3.4. Procedimiento para el conteo células sanguíneas mediante  
el procesamiento digital de imágenes 
 
Entre las múltiples aplicaciones de los sistemas de procesamiento 
digital de imágenes se encuentra el procesamiento digital de imágenes de 
organismos microscópicos (Platero, 2002). En el caso específico de las 
células de tejido sanguíneo, se requiere seguir el siguiente procedimiento:  
 
 Obtención de las muestras de tejido sanguíneo. 
 Procesamiento digital de las imágenes de las células. 
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2.3.5. Obtención de las muestras de tejido sanguíneo. 
 
Una muestra de sangre se extrae de  una vena del brazo,  
se pone un torniquete que impide su paso, con lo que las venas 
que quedan por debajo se hinchan y es más fácil introducir en 
ellas una aguja. Se observa el procedimiento (Ver Figura 16, 17 
18). Para algunas pruebas especiales, se obtiene la sangre de una 
arteria en vez de una vena, por ejemplo en una muñeca (INS, 
2005). 
La sangre obtenida se introduce dentro de varios tubos, 
muchas veces con tapones de diferentes colores. Cada color 
representa un  aditivo diferente que se añade a la sangre y sirven 
para conservar la muestra en las mejores condiciones para la 
realización de cada prueba (INS, 2005). Los aditivos para 
diferentes pruebas no son los mismos y la forma de etiquetar para 
cada tubo es en función del color de su tapón. 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.15. Se coloca la aguja en posición paralela a la vena luego se 
aspira. 
 
 
 
 
 
 
 
 
 
 
 
Figura 17. Extracción de una muestra de sangre.  
Fuente. Manual de Procedimientos de Laboratorio en Técnicas Básicas de Hematología del 
Instituto Nacional de Salud –Ministerio) de Salud.  
Figura 16. Limpieza con alcohol de la zona de extracción de sangre. 
Fuente. Manual de Procedimientos de Laboratorio en Técnicas Básic s de Hematología del 
Instituto Nacional de Salud –Ministerio de Salud. 
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La prueba vinculada al  conteo e identificación de células 
sanguíneas se denomina hemograma.  
 
El análisis de sangre es un método  que permite conocer  
el estado de salud de una persona  mediante la evaluación  de la 
sangre y el plasma (MINSA, 2013).  
 
Los principales componentes de la sangre son los glóbulos 
rojos, los glóbulos blancos (hematíes), las plaquetas y el plasma 
sanguíneo como sustancia intercelular. 
 
De los glóbulos rojos o eritrocitos se mide: 
 Número por unidad de volumen  
  
 Hematocrito (Hct): Porcentaje del volumen que ocupan los 
hematíes sobre el volumen total de sangre. 
  
 Cantidad de Hemoglobina por unidad de volumen de sangre 
(HGB). Cuando su resultado es menor de lo normal se dice que se 
tiene anemia. 
  
Figura 18. Retiro de la aguja y torniquete luego se vierte la muestra lentamente. 
Fuente. Manual de procedimientos de laboratorio en técnicas básicas de hematología del 
instituto nacional de salud - Ministerio de Salud. 
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 Volumen corpuscular medio (VCM ó MCV): la media de 
volumen que tienen los hematíes. 
  
 Hemoglobina corpuscular media (HCM ó MCH): la media de 
cantidad de hemoglobina que tiene cada hematíe. 
  
 Concentración de hemoglobina corpuscular media (CHCM ó 
MCHC): la media de cantidad de hemoglobina por unidad de 
volumen de hematíes. 
  
 Distribución de volumen (RDW): Mide si existen grandes 
diferencias de tamaño entre unos hematíes y otros. 
De los glóbulos blancos o leucocitos se mide: 
 Número total por unidad de volumen de sangre (generalmente 
abreviado como LEU). 
  
 Número total por unidad de volumen de sangre, está última forma 
de expresión es la que debe tener en cuenta (INS, 2005) y los 
leucocitos (Lewis, Bain, & Bates, 2008), se agrupan en: 
 Neutrófilos. 
 Linfocitos. 
 Monocitos. 
 Eosinófilos. 
 Basófilos. 
De las plaquetas se mide: 
 Su número  total  por unidad de volumen de sangre (PLQ ó 
PLA). 
  
 Plaquetocrito: Porcentaje del volumen de plaquetas sobre el 
volumen total de sangre. 
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  
 El volumen plaquetar medio (VPM ó MVP): la media del 
volumen de las plaquetas 
  
 Distribución de volumen (PDW): Mide si existen grandes 
diferencias de tamaño entre unas plaquetas y otras. 
 
 
            
Figura 19. Plaquetas y glóbulos rojos.  
Fuente. https://es.wikipedia.org/wiki/Plaqueta. 
 
 
 
                 
 
Figura 20. Glóbulos blancos.  
Fuente. http://bienestaysa.blogspot.pe/2013/10/los-globulos-blancos-la-defensa-del.htm. 
 
 
2.4. Procesamiento digital de las imágenes de las células 
 
Una vez obtenida la muestra de sangre y colocada en el microscopio, 
esté se conecta a una cámara digital para obtener  la imagen del tejido 
sanguíneo que es el objeto de estudio del sistema (Bustamante, 2016). El 
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diagrama de bloques (Figura 21),  muestra cada una de las etapas del sistema las 
que se describe a continuación: 
 
 
 
 Captación de Imágenes. 
 Procesamiento de nivel bajo. 
 Procesamiento de nivel medio. 
 Procesamiento de nivel alto. 
 
 
 
Figura 21. Procesamiento digital de imágenes para el conteo e identificación de células 
sanguíneas.  
Fuente. Elaboración propia. 
 
 
 
El sistema de procesamiento digital imágenes en cual se realiza el procesamiento 
digital de imágenes se ilustra en la siguiente Figura 22, donde se observa el 
microscopio.  
 
 
Figura 22. Sistema de Procesamiento digital de imágenes para el conteo e identificación de células 
sanguíneas.  
Fuente. Elaboración propia 
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2.4.1. Captación de Imágenes 
 
La captación de imágenes al sistema se realiza con la ayuda de 
una cámara digital adaptada al microscopio (Bustamante, 2016). En esta 
etapa se deben considerar algunas características técnicas como la 
resolución de la imagen a ser capturada, el pixel, la microscopia, nivel de 
aumento en el microscopio, ocular, objetivos (óptica), nivel de 
iluminación y hemograma. Otro aspecto es el nivel adecuado de 
iluminación del objeto a ser captado. 
 
         
Figura 23.  Cámara digital y microscopio. 
Fuente.http://cristinita2.files.wordpress.com/2009/01/camara-digital-casio-ex-
z1200.jpg http://deconceptos.com/wp-content/uploads/2009/02/concepto-de-
microscopio.jpg 
 
En esta etapa es necesario considerar algunos conceptos que 
permitan comprender el aspecto técnico de la captación de imágenes: 
 
 
2.4.1.1. Resolución 
 
Cantidad de píxeles de una imagen. La calidad de la 
imagen aumenta en la medida que se puede representar con la 
mayor cantidad de píxeles y mayor será le grado de detalle de la 
imagen (Gonzalez, 2009). 
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2.4.1.2. Pixel  
 
Elemento que representa la menor unidad homogénea  que 
forma parte de una imagen digital, ya sea esta una fotografía, un 
fotograma de vídeo o un gráfico (Mejía, 2005). 
 
 
2.4.1.3. Megapíxel 
 
Equivale a 1 millón de píxeles (a diferencia de otras 
medidas usadas en la computación en donde se suele utilizar la 
base de 1024, en lugar de 1000, para los prefijos debido a su 
conveniencia con el uso del sistema binario (Calderón, 2017). 
Usualmente se utiliza esta unidad para expresar la resolución de 
imagen de cámaras digitales; por ejemplo, una cámara que puede 
tomar fotografías con una resolución de 2048 × 1536 píxeles se 
dice que tiene 3,1 megapíxeles (2048 × 1536 = 3.145.728). 
 
 
2.4.1.4. Microscopía 
 
Técnica de producir imágenes visibles de estructuras o 
detalles demasiado pequeños para ser percibidos a simple vista 
(Ciacciarella, 2017). En la microscopía se evidencia los grandes 
aportes que la física ha hecho a la biología.        
 
 
2.4.1.5. Nivel de Aumento en el Microscopio 
 
Indica el aumento de las imágenes mediante el conjunto de 
lentes que lo componen. Está formado por el ocular y los 
objetivos (GB-CNBA, 2017). El objetivo proyecta una imagen de 
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la muestra que el ocular luego amplía, los aumentos pueden ser 
por ejemplo: 10X (10 veces), 40X (40 veces) y 100X (100 veces). 
 
 
2.4.1.6. Ocular 
 
Sistema de lentes situado en la parte superior del tubo del 
microscopio. Su nombre se debe a la cercanía de la pieza con 
el ojo del observador (Hubard, 2017). Tiene como función 
aumentar la imagen formada por el objetivo. Los oculares son 
intercambiables y sus poderes de aumento van desde 5X hasta 
20X. Existen oculares especiales de  20X y otros que poseen 
una escala micrométrica; estos últimos tienen la finalidad de 
medir el tamaño del objeto observado. 
 
2.4.1.7. Objetivos (Lentes) 
 
Cada objetivo capta la luz de la muestra, los objetivos  
dispuestos en una pieza giratoria del microscopio denominada 
revólver cerca al objeto de la imagen que produce el aumento de 
las imágenes de los objetos y organismos (MEDIC, 2017). Los 
objetivos utilizados corrientemente son de dos tipos: objetivos 
secos y objetivos de inmersión 
 
2.4.1.8. Nivel de Iluminación 
 
Se mide en lúmenes, cada lumen es la medida de la 
"cantidad" total de luz visible en un ángulo determinado, o 
emitida por una fuente dada sobre una superficie plana (NOAO, 
2017). Por ejemplo, una bombilla incandescente de 100 watts 
emite aproximadamente 1700 lúmenes, mientras que una lámpara 
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de vapor de sodio de la misma potencia emite alrededor de 15.000 
lúmenes, unas nueve veces más. 
 
 
2.4.1.9. Hemograma 
 
Prueba de laboratorio que sirve para el conteo de la 
cantidad y las propiedades de los llamados "elementos formes de 
la sangre", es decir, glóbulos rojos (hematíes), glóbulos blancos 
(leucocitos) y plaquetas (Medlineplus, 2017). 
 
La muestra para la realización del hemograma se extrae 
habitualmente en tubos que llevan un aditivo llamado ácido   
etilendiaminotetraacético (EDTA) que impide que la sangre se 
coagule (suelen tener tapón de color morado), denominado tubo 
EDTA, luego se coloca una muestra en la Cámara de Neubauer. 
Se  trata  de un porta objeto  para efectuar el  conteo de células y 
lleva impreso cuadriculas como referencia para el conteo de 
células. 
 
 
2.4.2. Procesamiento de nivel bajo 
 
En esta etapa la imagen se mejora con la finalidad de superar 
algunas imperfecciones o defectos que pudiera tener la imagen (Mejía, 
2005). Se efectúa, el cambio de imagen a color de acuerdo a modelos 
RGB, HSV, a niveles de gris,  el uso de técnicas como el filtrado digital 
de las imágenes (Gonzalez, 2009). Otro aspecto es la adecuada 
iluminación del objeto de la  imagen para mejorar  este aspecto se 
emplea, la técnica del histograma (Ecualización del histograma), manejo 
del contraste. Se exponen a continuación los temas relacionados al 
procesamiento de nivel bajo. 
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2.4.2.1. Modelo de Color 
 
El modelo de color es una formulación matemática que 
permite representar los colores  usando los componentes 
cromáticos (Gonzalez, 2009). Facilita la especificación  de los 
colores de una forma normalizada y aceptada genéricamente. El 
modelo de color especifica un sistema de coordenadas  
tridimensional y también  especifica un sistema en que cada color 
quede representado por un único punto (Gonzalez, 2009). 
 
Gran parte de los modelos de color empleados en la 
actualidad están  orientados bien hacia el hardware como 
monitores e impresoras (Gonzalez, 2009), o bien hacia 
aplicaciones donde se pretende manipular el color. Los modelos 
orientados hacia el hardware son: Red-Green-Blue (RGB1) y 
Cian-Magenta-Yellow (CMY2). 
 
Entre los modelos que se emplean frecuentemente en el 
procesado de imágenes son: RGB, Hue-Saturation-Intensity 
(HSI), Hue-Saturation-Value (HSV3). Generalmente resuelve el 
problema de tener que representar un pixel a color con un sólo 
valor.   
 
 
2.4.2.2. Modelo RGB 
 
Este modelo aparece con sus componentes de color: rojo, 
verde, azul. Se basa en un sistema de coordenadas cartesianas 
(Gonzalez, 2009) (Bernard, 2002). Se muestra en la Figura 24 
mediante  un cubo, en el que los valores RGB están en tres 
                                               
1
 En español: rojo, verde y azul. 
2
 En español: cían, magenta y amarillo      
3
 En español: tono, saturación y valor   
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vértices; el cian, magenta y amarillo en otros tres vértices; el color 
negro, en el origen;  y el blanco, en el vértice opuesto al origen.  
 
 
En  modelo RGB, la escala de niveles de grises comprende 
desde el negro (origen) al blanco a  lo largo de la diagonal del 
cubo, y los colores son puntos del cubo  o de su interior, definidos 
por vectores que se extienden desde el origen de coordenadas. Por 
conveniencia todos los componentes de color RGB han sido 
normalizados de forma que el cubo de la Figura 24, es el cubo 
unidad (Gonzalez, 2009). 
 
 
 
 
 
Figura 24. Componentes normalizados RGB 
Fuente.http://www.gphysics.net/pages/druyd-
content.php?type=content&id_course=1&id_title=12&id_storyboard=352&id
_language=2&header=no. 
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Figura 25. Modelo de  colores RGB.  
Fuente. http://www.paletacolores.com/tonalidades/magenta/. 
 
 
2.4.2.3. Conversión de nivel gris 
 
La conversión de una imagen de color a niveles de gris se 
realiza mediante el cálculo del equivalente de un pixel  a color 
dado a un pixel de niveles de gris  (luminancia) mediante la 
ponderación de las distintas componentes de color de cada píxel 
(Cuevas, Zaldivar, & Perez, 2010). Para realizar la conversión 
basta con aplicar esta ecuación con los coeficientes con 
aproximación a dos decimales:   
 
        Y = 0.299*R + 0.587*G + 0.114*B   
   
Dónde: 
Y: Equivalente en niveles de gris. 
R: Equivalente en niveles de rojo. 
G: Equivalente en niveles de verde. 
B: Equivalente en niveles de azul. 
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Figura 26. Cambio de colores a niveles de gris 
Fuente.http://www.viajesgenesis.travel/1/index.php?option=com_content&view=article&id=197:caribe
&catid=13&Itemid=140. 
 
En la Figura 26, se observa una ilustración de este proceso, en la cual se muestra una 
imagen a color convertida a una imagen en niveles de gris. 
 
 
2.4.2.4. Modelo HSV 
 
Es una transformación no lineal del modelo RGB en 
coordenadas cilíndricas de manera que cada color viene definido 
por los siguientes parámetros: el matiz o tono (H), la saturación 
(S) y el valor del color (V) (Cuevas, et al, 2010). La matiz o tono 
(H) se representa mediante una región circular (circulo de 
colores). La saturación (S)  y el valor (V) se representan por una 
región triangular (triángulo rectángulo), donde  el eje horizontal 
(cateto menor) del triángulo denota la saturación (S), mientras que 
el eje vertical (cateto mayor) corresponde al valor del color (V).  
De esta manera,  un color es elegido al tomar primero el matiz o 
tono (H) de una región circular, seleccionar la saturación (S) y el 
valor (V) del color deseado de la región triangular como se 
observa en la Figura 27 y luego en la Figura 28. 
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Figura 27. Componentes de HSV.  
Fuente: https://pro.arcgis.com/es/pro-app/help/data/imagery/color-model-
conversion-function.htm. 
 
 
 
 
Figura 28. Modelo HSV  
Fuente.http://www.nawojowa.edu.pl/attachments/Podstawy%20budowy%20ob
razu%20komputerowegob.pdf 
 
 
El matiz o tono se representa como un  ángulo cuyos valores 
posibles varían de 0⁰ a 360⁰. Ejemplo 0⁰ es rojo, 60⁰ es amarillo, 
120⁰ es verde y azul es 240⁰. Los valores de saturación posibles 
varían de 0 al 100%. Dependiendo de la saturación, 0% es negro y 
100% es blanco o un color más o menos saturado.  
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La relación de las coordenadas cartesianas con las coordenadas 
cilíndricas son las siguientes: 
                                       
 
Según lo expresado se tiene la siguiente Figura 29 que ilustra las 
equivalencias con las coordenadas cartesianas: 
 
Figura 29 Coordenadas cilíndricas 
Fuente:https://es.wikipedia.org/wiki/Coordenadas_cil%C3%ADndricas#/medi
a/File:Cylindrical_with_grid.svg 
Donde ϑ corresponde a H en el sistema de coordenadas cilíndricas 
de 0º a 360ª,  ρ corresponde  a la saturación S que es la distancia 
del eje central  y z  es el eje corresponde  a V. 
 
En la siguiente Figura 30 se ilustra, la saturación del color rojo.  
 
Figura 30. Saturación en HSV.  
Fuente. Elaboración propia. 
 
En la siguiente Figura 31 se ilustra, el matiz, la saturación  y 
valor.  
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Figura 31. Matiz, saturación y valor.  
Fuente. https://despachovisual.wordpress.com/category/color/. 
 
 
Matiz ó tonalidad, H (Hues) cambia a medida que se mueve 
alrededor del centro. 
 
Saturación, S (Saturation) cambia cuando se mueve del centro 
hacia afuera. 
 
Valor, V (Value), cambia cuando se mueve de arriba hacia abajo. 
 
Para transformar del modelo RGB a HSV se debe considerar lo 
siguiente: 
 
Sea Cmax  el valor máximo de los componentes (Rn,Gn,Bn) y 
Cmin el valor mínimo respectivamente, los componentes del 
espacio HSV se pueden calcular de la siguiente manera: 
 
Cmax = max(Rn, Gn, Bn)  y  Cmin = min(Rn, Gn, Bn) 
 
Normalizando los componentes RGB                         
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H se representa en grados sexagesimales, S y V  de 0 a 1, de acuerdo al modelo  y para 
expresarlo en porcentaje estos dos últimos se multiplican por 100. El valor de H se 
normaliza dividiendo entre 360 y obtener valores de 0 a 1. 
 
2.4.2.5. Histograma 
 
 
Se denomina histograma al trazado del número de veces 
en que se repite cada uno de los niveles de grises de una imagen. 
En el eje de las abscisas  se coloca cada uno de los niveles de 
grises r, de la imagen, mientras que en el eje de las ordenadas se 
coloca la frecuencia de aparición h(r) de cada uno de estos 
niveles. En muchas ocasiones  éste también recibe el nombre de 
aproximación de primer orden de la función de densidad de la 
imagen (Rodriguez & Sossa, 2012). 
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La información que ofrece un histograma resulta valiosa 
para determinar e interpretar de forma objetiva las características 
de una imagen sin necesidad de observarla en forma directa. 
Considerando que el rango dinámico son todos los posibles 
valores de niveles de gris que puede tener un pixel, es decir  [0, L-
1], donde L representa el máximo valor, es decir 256 (Rodriguez 
& Sossa, 2012). Entonces, si una imagen tiene distribuido en casi 
todo el rango dinámico los valores de sus niveles de grises se 
puede decir que la imagen presenta un buen nivel de contraste, 
como se puede observar en la Figura 32. 
 
 
 
Figura 32. Histograma de la imagen superior.  
Fuente. Elaboración propia. 
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2.4.2.6. Ecualización de un histograma 
 
 
La ecualización es una forma específica de transformación 
que tiende a lograr una aproximación muy próxima a una 
distribución uniforme de los valores  de la escala de los niveles de 
grises (Rodriguez & Sossa, 2012). Es decir, la ecualización del 
histograma pretende darle la misma probabilidad de ocurrencia a 
todos los niveles de grises, como se puede observar en la Figura 
33.   
 
 
 
 
Figura 33. Ecualización de la imagen superior.  
Fuente. Elaboración propia. 
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r:  representa un nivel de gris de un pixel. 
L: representa el número de niveles de  gris con el que se puede 
representar la imagen. 
rk: representa el nivel de gris normalizado respecto al valor de   L. 
nk: representa la cantidad de pixeles del nivel correspondiente a rk  
 
 
 
Dónde: 
                     
      : representa al histograma normalizado y 0≤ rk≤1. 
h(r): representa el histograma. 
n: representa el número de pixeles de la imagen.     : representa la probabilidad de ocurrencia del nivel 
correspondiente rk, también llamado histograma normalizado. 
          
 
Sk: representa el nivel normalizado producto de la transformación       para la ecualización de la imagen. 
          ∑         
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2.4.2.7. Filtrado digital de imágenes  
 
Son procedimientos considerados como operaciones en 
donde el nuevo pixel calculado depende no únicamente del pixel 
original, sino de otros pixeles que están en una determinada 
vecindad en relación a él, esta vecindad está relacionada tiene 
como referencia una matriz denominada máscara que se 
superpone encima del píxel original ver la Figura 34.  
 
Este tipo de operaciones permiten encontrar el valor de un 
nuevo pixel a partir  de un conjunto de pixeles provenientes de la 
imagen original sin que esto signifique que exista un cambio de la 
geometría de la imagen resultante, es decir no se alteran las 
formas de los objetos de la imagen, de tal forma que la relación 
entre las imágenes originales y la imagen resultante siga siendo la 
misma (Blanchet, 2006).  
 
 
 
Figura 34. Proceso de filtrado.  
Fuente. http://www.hexahedria.com/2015/08/03/composing-music-with-recurrent-
neural-networks/. 
 
 
Existen dos tipos de filtros: filtros lineales y filtros no lineales. 
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2.4.2.8. Filtros lineales 
 
Los filtros lineales se denominan así porque los valores de 
intensidad  de los pixeles dentro de la vecindad del pixel de 
origen o región de procesamiento se combinan linealmente para 
generar el pixel resultado (Cuevas, et al, 2010). Un tipo de filtro 
lineal es el filtro promedio. Con el mismo mecanismo puede 
definirse un múltiple número de filtros, con diferentes 
comportamientos sobre una imagen, con el hecho de cambiar los 
pesos  con los que los valores de los píxeles, que se encuentran 
dentro de la región de procesamiento, se combinan linealmente. 
El efecto producido por el filtro lineal es el suavizado de la 
imagen es decir un tanto borroso. 
 
2.4.2.9. Filtro promedio 
 
Los píxeles dentro de la región de procesamiento se 
combinan linealmente. Para cada pixel (x,y) de la imagen se lleva 
cabo el siguiente procedimiento: primero, la matriz máscara del 
filtro H(x,y)  es posicionada sobre la imagen original I en el píxel 
I(x,y), de tal forma que el centro de la matriz  H(x,y) coincida con 
el pixel I(x,y), tal como se observa en la Figura 34 (Cuevas, et al, 
2010).  Luego, los pixeles de la imagen que se ubiquen dentro de 
la región  R(x,y) que tiene las dimensiones de la matriz máscara 
definida como H(i,j) son multiplicados por los coeficientes 
correspondientes a cada posición de la matriz máscara del filtro y 
el resultado parcial de cada una de estas multiplicaciones es 
sumado (Cuevas,et al, 2010). Finalmente, el resultado del anterior 
procesamiento es colocado en la posición I’(x,y), de la imagen 
resultado. 
 
La matriz máscara del filtro: 
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       [  
                     ]  
      [         ] 
 
La expresión  de la imagen resultado  I’(x,y) se calcula utilizando 
la siguiente expresión: 
 
 
         ∑                               
 
Luego, para el filtro promedio con una matriz máscara de 3x3 se 
tendrá la siguiente expresión: 
         ∑ ∑                              
 
Finalmente, se tiene la siguiente expresión: 
           ∑ ∑                      
 
 
2.4.2.10. Filtros no lineales 
 
Los filtros no lineales, tienen como característica suavizar 
la imagen pero de manera no uniforme como si lo hace el filtro 
lineal, es decir que los bordes, y líneas no son igualmente 
degradados (Cuevas, et al, 2010). Esto, significa que los 
coeficientes o valores de la matriz máscara se relacionan con los 
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pixeles de la región de procesamiento con operaciones no lineales 
como es el caso del filtro mediana. Están basadas en el orden de 
los pixeles contenidos  de los pixeles de la región de 
procesamiento o elementos de la matriz de la máscara filtro. La 
respuesta está determinada por el resultado del ordenamiento. 
 
 
2.4.2.11. Filtro Mediana 
 
En el filtro mediana, se reemplaza el valor del pixel central 
de la  región de procesamiento por la mediana de los valores de 
los valores de los pixeles de la región de procesamiento. La 
mediana  es el valor de la variable que deja el mismo número de 
datos antes y después que el valor de la variable (Cuevas, et al, 
2010).  
 
Para calcular los datos que conforman la región de procesamiento 
R(x,y),  solo es necesario  realizar  dos  procedimientos: primero, 
acomodar los valores de intensidad de la imagen que  corresponde 
a la región de procesamiento, definida por el filtro en forma de 
vector, después de reacomodar en forma creciente, si existen 
valores repetidos en el nuevo arreglo también serán repetidos en 
el nuevo arreglo. Luego, elegir el valor central como la mediana 
del arreglo tal como se muestra en el siguiente ejemplo: 
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El filtro mediana se expresa de la siguiente forma: 
                    
 
 
Figura 35.  Las imágenes del extremo izquierdo con efecto de lluvia ("ruido") y las imágenes 
centrales y del  lado derecho luego del filtrado.  
Fuente. Elaboración propia. 
 
 
2.4.3. Procesamiento de nivel medio 
 
En esta etapa se extrae los descriptores principales de las imágenes para 
caracterizar un objeto de una imagen son: área, perímetro, compacidad, 
número de Euler, asimetría, entropía, curtosis, media, desviación estándar 
(Gonzalez, 2009). 
 
Para la obtención de los descriptores de los objetos  mencionados, 
se realizan procesos como la segmentación por umbralización (método de 
Otsu o preestablecida), segmentación mediante histograma, 
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segmentación mediante la Transformada de Watershed, Detección de 
bordes (máscaras de Prewitts y Canny) en  la  imagen para resaltar los 
bordes del objeto en la escena de la imagen (Rodriguez & Sossa, 2012).   
 
2.4.3.1. Segmentación 
 
Es un proceso que consiste en la separación de los objetos 
de interés del resto no relevante considerado como fondo de la 
imagen (Rodriguez & Sossa, 2012). Y donde, los objetos de la 
imagen son regiones que comparten ciertas  propiedades, como 
monedas, granos de arroz, células, etc. Para segmentar la imagen 
se emplea la umbralización.  
 
 
2.4.3.2. Umbralización 
 
Se tiene en cuenta  las similitudes entre los pixeles 
correspondientes a un objeto y sus diferencias respecto al resto de 
los pixeles. La imagen debe caracterizarse por un fondo uniforme 
y por objetos similares. Por tanto, se  usa cuando hay claras 
diferencias entre los objetos a extraer con relación al fondo de la 
imagen (Ajoy, 2010). 
 
Cuando se aplica un umbral, la imagen de niveles de 
grises quedará binarizada (Rodriguez & Sossa, 2012); etiquetando 
con 1 los pixeles correspondientes al objeto y con 0 aquellos que 
son del fondo. Por ejemple, si los objetos son claros respecto del 
fondo, se aplicará. 
           {                                          
 
Donde, im_g(x,y) es la función que retorna el nivel de gris 
del pixel  (x,y), im_b(x,y) será la función que representa la  
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imagen binarizada y T es el umbral. En el caso de que los objetos 
sean oscuros respecto del fondo, la asignación  sería a  la inversa: 
           {                                           
 
Por lo tanto,  determinar T  es clave para la segmentación  
mediante la umbralización.  El método para hallar T es el método 
de Otsu. En la práctica lo que se realiza es negar la imagen 
binarizada de la primera situación. 
 
 
2.4.3.3. Método de Otsu. 
 
Este método es una de las técnicas más utilizadas para la 
obtención automática del umbral T para la segmentación de una 
imagen (Rodriguez & Sossa, 2012). Se basa en la suposición de 
que la función de densidad del fondo de la imagen, Cf  y de los 
objetos, Co tienen modelo gaussiano,  N(µf,σf2)  y N(µo, σo2). 
Cada grupo estará formado por los niveles de grises fijados por el 
umbral T: 
    {         }            {             } 
 
El umbral debe de minimizar la suma ponderada de cada 
una de las varianzas de clases, Cf y Co, ya  que se supone que 
conforme la suma de las dos normales se aproxime más al 
histograma real, las desviaciones serán menores. 
 
Para determinar los coeficientes se toman las 
probabilidades de cada una de las clases. Considerando un valor 
fijo de umbral, T, las probabilidades de cada categoría  serán: 
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     ∑               ∑             
 
 
Donde pi es la probabilidad de la intensidad i en la 
imagen.  Las medias y varianzas de cada grupo corresponderán a: 
         ∑                                       ∑               
                        ∑(     )                                                                               ∑ (     )                                    
 
 
Siendo entonces la varianza ponderada: 
 
                       
 
 
Se recorre todo el rango de niveles de gris, de T  =  0 a I-1,  
calculándose  la varianza ponderada y se elige el umbral, T, que 
minimiza este valor. 
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Figura 36. Binarización (Segmentación) por el Método Otsu T=0.5961, imagen de parte 
inferior, luego de negar la imagen superior derecha.  
Fuente. Elaboración propia. 
 
 
2.4.3.4. Segmentación por Histograma 
 
Este tipo de segmentación se basa en tener en cuenta una 
definición clara de los objetos, respecto del fondo, con una 
iluminación relativamente uniforme en toda la escena de la 
imagen (Rodriguez & Sossa, 2012). En la Figura 37, se supone 
que el histograma está constituido por dos picos y un valle.  Al 
segmentar empleando el histograma, se denota que este proceder 
no considera las relaciones de vecindad de los pixeles. El umbral 
estará definido justamente en el valle. El umbral estará definido 
justamente en el valle profundo. 
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Figura 37. Imagen de la parte inferior segmentada.   
Fuente. Elaboración propia. 
 
 
 
Si                
                                                     
Si se  normaliza el valor de T= 170/255 entonces   T= 0.66  en el 
caso se usen umbrales normalizados. 
 
 
Esta técnica se aplica a un histograma con N picos y N-1 
valles, es decir presentando varios umbrales. Se sugiere aplicar 
cuando hay pocas regiones separadas con  niveles gris cercanos.  
La segmentación de los objetos de la imagen se realiza mediante 
detección de los valores  mínimos de valles adyacentes como se 
observa en la Figura 37.  
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2.4.3.5. Transformada Watershed 
 
En la morfología matemática, las imágenes de niveles de 
gris son consideradas como relieves topográficas. Es decir, la 
altura de cada punto  corresponde  con el nivel de píxel 
correspondiente. Esta forma de representar es adecuada para 
percibir el efecto de una transformación de una imagen.   
 
La Transformada de Watershed  tiene como objetivo 
dividir la imagen en regiones de niveles de grises analizadas. Por 
tanto es una técnica de segmentación, donde una de las regiones 
es el fondo de la imagen y el resto son los objetos o regiones que 
se pretende extraer (Rodriguez & Sossa, 2012).  Finalmente, se 
trata de determinar los contornos de dichos objetos, donde el 
problema radica en definir  el contorno  deseado y cual no lo es. 
La ventaja de este método es que  se obtienen curvas 
completamente cerradas. 
 
Watershed se sustenta en visualizar una imagen en tres 
dimensiones, donde dos coordenadas son espaciales y la tercera 
indica los niveles de gris. Por tanto se consideran tres tipos de 
puntos: 
 
 Los puntos que corresponden a mínimos locales. Son los 
que indican los niveles de gris mínimo.  
 Los puntos que corresponden a la zona de inundación, es 
decir aquellos donde sí se coloca una gota de agua, está 
caerá en el fondo o mínimo. 
 Los puntos que corresponde al límite del objeto. Son 
aquellos donde, si cae una gota de agua, está caería con 
igual probabilidad en más de uno de estos mínimos.   
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Supóngase que a cada mínimo regional de la imagen se le 
abre un hueco. Supóngase, además, que esta superficie topológica 
es introducida ligeramente dentro de un lago. Comenzando con 
los mínimos, el agua empezará progresivamente a llenar las 
diferentes piscinas de desagüe de la imagen. Así para cada uno de 
los pixeles donde el agua viene de diferentes mínimos comenzará 
a emerger, esto hace necesario construir tabiques. Al final de este 
proceso de inmersión, cada uno de los mínimos  se encontrará 
completamente rodeado por tabiques, los cuales servirán para 
delimitar sus piscinas de desagüe. Estos tabiques corresponden, 
justamente a los bordes de las regiones de la imagen.  En esto 
consiste el proceso de la Transformada de Watershed.  
 
 
En la imagen, el principal problema es la obtención de los 
mínimos regionales., En general las imágenes, aparecen alteradas 
por ruido, lo que produce muchos mínimos locales y por tanto se 
originan muchas piscinas de desague. Entonces si se aplica  
directamente la Transformada de Watershed  a una imagen 
aparecen muchas líneas de las cuencas, lo cual se conoce como 
sobresegmentación (Rodriguez & Sossa, 2012). Una alternativa 
para solucionar la sobresegmentación es definir una función 
marcadora, es decir, una función capaz de sintetizar de forma 
correcta las características físicas de los objetos de la imagen, que 
incluya el fondo. Así, la segmentación estará ligada a función 
marcadora.    
 
Una manera de obtener una función marcadora sobre la 
gradiente morfológica seria la siguiente: 
 
 Imponer mínimos a la función del gradiente los cuales serán 
denominados con M. 
 Suprimir los mínimos no deseados del gradiente. 
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Para lograr el primer paso, se procede asignando a los 
puntos correspondientes de los mínimos requeridos, un valor 
negativo arbitrario, tal como ω. Luego, los mínimos no deseados 
son eliminados llenando las piscinas de desague, manteniendo 
aquellos puntos etiquetados con el valor ω. Para llevar a cabo esta 
última operación, se aplica sobre la imagen una reconstrucción en 
niveles de grises” (Rodriguez & Sossa, 2012). De esta manera, la 
función marcadora g es la siguiente: 
 
       {                     
 
 
Donde A es una constante arbitraria mayor que la imagen 
resultante del gradiente.  
 
 
 
Figura 38. Watershed.  
Fuente. Elaboración propia. 
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Como se observa en la imagen de la derecha de la Figura 
38, Luego de la reconstrucción morfológica quedan solamente los 
mínimos regionales deseados. Estos mínimos impuestos se 
consideran como las marcas de los objetos y  es de suma 
importancia para realizar con posterioridad la transformación de 
Watershed (Rodriguez & Sossa, 2012).  La obtención de marcas 
adecuadas para las regiones u objetos que serán extraídos es un 
paso esencial en el proceso de segmentación.  
 
 
2.4.3.6. Detección de bordes 
 
En  una región plana, la información está principalmente 
en su contorno, por lo que es importante encontrar los puntos que 
constituyen  los bordes de los objetos de la imagen (Gonzalez, 
2009). Los cambios en la intensidad de los objetos de la imagen 
proceden de discontinuidades en las superficies, o también se 
pueden generar por condiciones de iluminación inapropiadas. Los 
cambios de intensidad se resaltan mediante las líneas de borde 
respectiva. 
 
Entre las técnicas que detectan los bordes basadas todas 
ellas en la diferencia de nivel de gris presentes en los bordes de la 
imagen es la técnica basada en el gradiente (Rodriguez & Sossa, 
2012). La técnica indica que los puntos donde  cambian de 
intensidad los objetos de la imagen, se produce un pico en la 
primera derivada. Esta debe ser evaluada en al  menos dos 
direcciones, dada la bidimensionalidad de la imagen. Se define el 
operador gradiente sobre la imagen como: 
        [                  ] 
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Donde  f(x,y) representa la imagen para detectar los bordes. 
Y la magnitud de          es     
 
   [(    )  (    ) ]   
 
Considerando la matriz máscara: 
 [                  ] 
 
Donde se calcula cada pixel de la imagen resultante luego 
de aplicar la máscara resulta de la siguiente operación: 
     |                     |   |                     |   
 
Las máscaras  conocidas como operadores que se aplican a 
la matriz de imagen fuente son las siguientes: 
 
2.4.3.7. Prewitt: 
 
Si                          
    [                             ]                 [            ] 
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2.4.3.8. Canny 
 
Este algoritmo combina método de gradiente con el 
método de filtro gaussiano (Valverde, 2016). Se obtiene mediante 
la aplicación de cuatro fases para su implementación: 
 
 Se obtiene la gradiente de la imagen filtrada mediante un filtro 
gaussiano.        (      )  (         ) 
       [   
                                                            ]   
 
 
Para                                                                             
   [(    )  (    ) ]   
              ቆ    ቇ 
 
 Supresión no máxima al resultado del gradiente, que tiene 
como finalidad obtener un grosor del borde de un pixel. 
 Histéresis a la supresión no máxima al resultado de la 
gradiente: permite eliminar los máximos procedentes de 
ruido. 
 Cierre de contorno de bordes. 
 
Los propósitos del operador de Canny son los siguientes: 
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 Buena detección de bordes, marcando el mayor número de 
bordes reales. 
 Buena localización ubicando la marca lo más cercano al 
borde de la imagen real. 
 Respuesta mínima, el ruido de la imagen no debe crear 
falsos bordes. 
 
 
 
 
Figura 39. Detección de bordes con máscara de Prewitt.  
Fuente. Elaboración propia. 
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Figura 40. Detección de bordes con máscara de Canny pero con presencia de falsos 
bordes.  
Fuente. Elaboración propia. 
 
 
 
2.4.3.9. Descriptores 
 
Son un conjunto de valores de valores numéricos que 
representan ciertas características de un objeto de una imagen 
(Rodriguez & Sossa, 2012). Entre los principales descriptores 
para caracterizar un objeto de una imagen son: área, perímetro, 
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compacidad, número de Euler, asimetría, entropía, curtosis, 
media, desviación estándar. 
 
2.4.3.10. Área del objeto de una imagen 
 
Se define como el número de pixeles contenido dentro de 
su contorno. Para calcular, la imagen previamente debe estar 
binarizada (Rodriguez & Sossa, 2012), es decir segmentada en 0 y 
1 (ceros y unos), y luego se realiza el conteo de la cantidad de 1 
(unos) que tiene el objeto dentro de su contorno.  
 
2.4.3.11. Perímetro de un objeto de una imagen 
 
Es la longitud del contorno de un objeto de la imagen 
(Gonzalez, 2009). Se calcula sumando los valores de los pixeles 
de contorno de la imagen binarizada (Rodriguez & Sossa, 2012).  
Los pixeles de contorno están formados por  pixeles  cuyo valor 
de cada uno de ellos es 1 (uno). 
 
2.4.3.12. Compacidad  
 
Para calcular la compacidad se requiere de área del objeto 
y su perímetro. Se trata de un descriptor sin dimensión (por tanto 
insensible a los cambios de escala), donde es mínima para una 
región en forma circular (Rodriguez & Sossa, 2012). También es 
insensible a la orientación, con la excepción de los errores 
introducidos por la rotación. 
 
C: Compacidad. 
P: Perímetro. 
A: Área.         
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2.4.3.13. Número de Euler 
 
Es una  propiedad topológica que se calcula mediante la 
diferencia entre el número de componentes conexas  y  el número 
de huecos (Gonzalez, 2009). Una componente conexa de una 
imagen es un área  de un objeto, tal que cualquier par de puntos 
de la misma  se une  por una curva conexa trazada completamente 
dentro del área respectiva que está constituida por 1 (unos) en la 
imagen binarizada.  Los huecos son las áreas dentro del objeto 
que esta constituidas por 0 (ceros). 
 
E: es el número de Euler. 
C: es el número de componentes conexas. 
H: es el número de huecos. 
 
E = C – H 
 
 
2.4.3.14. Asimetría 
 
Determina el grado de simetría de la distribución de la 
información de un histograma, sin generar el gráfico (Suárez & 
Tapia, 2012), respecto del valor central que es la media  ̅ es decir, 
si  la minoría de datos o sesgo se encuentra hacia la izquierda 
entonces el valor de la asimetría será negativa, luego la moda    ̅. Si se encuentra en el centro la asimetría será cero, es decir 
simétrica, luego,     ̅ y si está hacia la derecha será positiva, 
entonces     ̅. Para el cálculo de la asimetría se considera el 
valor de la   diferencia entre la media y la moda  entre la 
desviación estándar. Donde  la moda es el valor de mayor 
frecuencia absoluta del histograma y la media es el promedio de 
todas las muestras de la imagen del histograma. Y la desviación 
estándar es la raíz cuadrada de la varianza, donde la varianza es la 
media de las diferencias al cuadrado de cada pixel y la media. 
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Si:  ̅: Media de los pixeles de la imagen en niveles de grises.   : Moda del histograma de la imagen.    Desviación estándar.   : Asimetría o Coeficiente de Asimetría de Pearson 
     ̅      
 
2.4.3.15. Curtosis 
 
Mediante la Curtosis se determina que el histograma de la 
imagen alrededor del valor central con un gran apuntamiento o 
aplanado (Suárez & Tapia, 2012). En el caso intermedio se trata 
de una distribución normal o en forma de campana de Gauss. La 
curtosis está en función del momento de orden 4 entre la 
desviación estándar elevado a la cuarta. 
 
 
Si:  ̅: Media de los pixeles de la imagen en niveles de grises.  : Valor de un pixel de la imagen.   : Momento de orden 4    Desviación estándar  : Número de pixeles de la imagen.   : Curtosis    ∑     ̅        
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2.4.3.16. Entropía 
 
Indica la mayor o menor cantidad de valores de niveles  de 
gris en la imagen,  a mayor  entropía  más niveles de gris presenta 
la imagen  es menos segmentable (Platero, 2009), y a menor 
entropía más niveles de gris presenta la imagen es más 
segmentable.   
Si: 
 
r:  representa un nivel de gris de un pixel. 
L: representa el número de niveles de  gris con el que se puede 
representar la imagen. 
nk: representa la cantidad de pixeles del nivel correspondiente a rk.  
 
Dónde:         
 
h(r): representa el histograma. 
n: representa el número de pixeles de la imagen.     : representa la probabilidad de ocurrencia del nivel 
correspondiente r. 
          
 
e: representa la entropía. 
    ∑                   
 
La entropía nos indica que a mayor valor mayor el número 
de códigos que representan los niveles de grises, término muy 
usado en teoría de la información. 
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2.4.3.17. Media 
 
Indica la estimación más representativa  del nivel de gris 
de la textura en la imagen (Bustos, 2009). 
 
Dónde: 
 
r:  representa un nivel de gris de un pixel.     : representa la probabilidad de ocurrencia del nivel 
correspondiente r. 
µ: Es la media de la muestras de la imagen en niveles de gris. 
   ∑           
 
2.4.3.18. Desviación Estándar 
 
Es la medida del contraste medio o dispersión de los 
niveles de gris de la imagen respecto a µ (Bustos, 2009). 
 
Dónde: 
 
r:  representa un nivel de gris de un pixel. 
µ: Es la media de la muestras de la imagen en niveles de gris.     : representa la probabilidad de ocurrencia del nivel 
correspondiente r.   : Desviación estándar 
 
    ∑               
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2.4.3.19. Operaciones morfológicas de la imagen 
 
 
Se emplea la morfología en el contexto de la morfología 
matemática como una herramienta para extraer componentes de 
una imagen que sean útiles en la representación de un objeto de 
una  imagen (Gonzalez, 2009). La morfología matemática está 
basada en la teoría de conjuntos, que brinda un método para 
abordar problemas de procesamiento de imágenes. Las imágenes 
a las que se aplica este método son las imágenes binarias. 
 
 
2.4.3.20. Definiciones básicas 
 
Algunas definiciones básicas son necesarias para abordar 
las operaciones morfológicas (Gonzalez, 2009). 
Si A y B son imágenes representados como conjuntos de   , con 
componentes:            y           , respectivamente. 
La traslación de A por          , se representa como     , se 
define como:      {                  } A 
La reflexión de B, representada por  ̂, se define como:  ̂   {                 } 
El complemento del conjunto A es:    {       } 
Finalmente la diferencia de dos conjuntos A y B, representada por    , se define como:     {           }       
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2.4.3.21. Operaciones con imágenes binarias 
 
 
2.4.3.22. Dilatación 
 
 
Expande el contorno del objeto de una imagen binarizada 
aumentando el área del objeto (Gonzalez, 2009).     {    ̂      } 
 
2.4.3.23. Diferencia 
 
 
Conjunto de pixeles que pertenecen a A que no pertenecen a B 
(Gonzalez, 2009).     {  ⁄       }       
 
2.4.3.24. Erosión 
 
 
Contrae el contorno del objeto de una imagen (Gonzalez, 2009).     {        } 
 
2.4.3.25. Apertura 
 
 
Suaviza contornos, rompe istmos estrechos y eliminar pequeñas 
islas y picos agudos (Gonzalez, 2009).            
 
 
 
 
77 
 
 
 
2.4.3.26. Cierre 
 
Suaviza contornos, fusiona interrupciones estrechas y entrantes 
largos y estrechos, y elimina pequeños huecos (Gonzalez, 2009).             
 
 
2.4.4. Procesamiento de nivel alto 
 
Se realiza el análisis de los objetos de la imagen en base a los 
descriptores de la imagen, es decir los parámetros de cada objeto de la 
imagen (Gonzalez, 2009). Los descriptores constituyen las entradas de 
los clasificadores  que permiten clasificar los objetos de las imágenes 
según ciertas características preestablecidas, entre los clasificadores más 
conocidos se encuentran las redes neuronales (Brio, 2007) y 
Transformada de Hough (detección de rectas y detección de círculos). 
Este nivel de procesamiento está orientado hacia el reconocimiento de 
patrones, simulando funciones cognitivas. 
 
 
 
2.4.5. Redes Neuronales Artificiales 
 
Las redes neuronales artificiales (RNA) son modelos, que intentan 
reproducir el comportamiento del cerebro, referente a su arquitectura y 
funcionamiento (Ponce, 2010) (Kriesel, 2016). Las RNA están 
compuestas por neuronas artificiales, trabajando al mismo tiempo para la 
solución de problemas específicos.  Cada neurona artificial está 
conectada unas a otras.  
 
El estudio de las Redes Neuronales Artificiales forma parte del 
campo de la Inteligencia Artificial (Ponce, 2010). Para la implementación 
de las redes artificiales  existen muchas metodologías, las que de acuerdo 
a tipo de aplicación se implementan entre las que podemos mencionar: 
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Back Propagation,  Perceptrón Multicapas, Redes Kohonen, Hopfield, y 
otros (Kriesel, 2016). 
 
 
Una neurona artificial  constituye el elemento fundamental  para 
la construcción de redes neuronales artificiales. Una neurona artificial, 
está inspirada en el modelo y las características más importantes de la 
neurona biológica (Brio, 2007).  
 
 
La neurona artificial  es una unidad de procesamiento constituido 
por el núcleo, uno  o varias entradas y una salida (Ponce, 2010). Las 
entradas representan  señales que provienen de otras neuronas, el núcleo 
es el encargado de proporcionar un valor de salida basado en una función 
umbral que la neurona debe sobrepasar para activarse. La salida 
normalmente se conecta a otras neuronas.  
 
 
Algunos elementos de la neurona artificial son los      siguientes: 
 
 
 Entradas analógicas: Xi 
 Pesos: Wi 
 f(Net): Debe sobrepasar un nivel de umbral preestablecido para    
activarse. 
 
 
En la siguiente Figura 41, se puede observar los elementos antes 
mencionados: 
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Figura 41. Elementos de una red neuronal artificial.  
Fuente.  (Ochoa M. , 2006). 
 
 
 
Los pesos Wi son positivos o negativos, el nodo que suma 
acumula todas las señales de entrada multiplicadas por los pesos y la pasa 
a la salida a través de una función de transferencia denominada también 
función umbral (Bernal, et al, 2000) (Kriesel, 2016).  La entrada Neti a 
cada unidad puede escribirse de la siguiente manera: 
 
      ∑         
 
 
Una vez que se ha activado el nodo el valor de la salida equivale 
a;   
             
 
 
La función fi  representa la función de actividad para esa unidad, 
que corresponde a la función escogida para transformar la entrada Neti  
en el valor de salida yi, que depende de las  características de la red.  
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La red de neuronas artificiales,  se encuentran agrupadas por 
capas, donde una capa es un conjunto de neuronas que de acuerdo a su 
ubicación se denominan capas (Hilera & Martínez, 2000) (Kriesel, 2016). 
Se clasifican en: 
 
 Capa de entrada,  
 Capas ocultas  
 Capa de salida. 
 
La  capa de entrada, recibe las señales de entrada de la red; la 
capa oculta, determinan las diferentes topologías de la red y la capa de 
salida,  recibe la información de la capa oculta y  la transmite al medio 
externo. 
 
El estado de activación  es un valor asignado en yi de la neurona 
artificial y referida según la función de activación que resultara en un 
valor 1 o 0, es decir activado o inhibido (Hilera & Martínez, 2000) 
(Jorge, 2001).  
 
La función de transferencia es la función fi  que corresponde a la 
función escogida para transformar la entrada Neti  en el valor de salida yi, 
que depende de las  características de la red (Bernal, et al, 2000) (Kriesel, 
2016).  
 
La regla de aprendizaje, es el proceso mediante el cual una red 
neuronal modifica sus pesos en respuesta a una información de entrada, 
es decir, el patrón de referencia, dando como resultado nuevos modelos 
de respuesta frente a estímulos externos o información a ser evaluada 
(Hilera & Martínez, 2000) (Kriesel, 2016). 
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Las redes neuronales artificiales presentan  las siguientes  
características: 
 
 Topología de la red (monocapa y multicapa). 
 
 
 Mecanismo de aprendizaje (supervisado y no supervisado). 
 
 Asociación de la entrada y salida (heteroasociativa y 
autoasociativa). 
 
 Forma de representación de la información de entrada y salida 
(forma de vector). 
 
En la topología se debe considerar dos aspectos: el número de 
capas y el número de neuronas en cada capa: Redes Monocapa y Redes 
Multicapa (Jorge, 2001). 
 
Redes Monocapa, donde las entradas están directamente 
conectadas a la capa de salida y algunas veces presentan conexiones entre 
neuronas de la misma capa y autorecurrentes (Hilera & Martínez, 2000) 
(Bernal, Bobadilla, & Gómez, 2000). 
 
Redes Multicapa, donde existe una capa de entrada, una o varias 
ocultas y una capa de salida (Hilera & Martínez, 2000).  Respecto al 
número de capas, se debe considerar una capa de entrada,  una capa de 
salida y como mínimo una capa oculta, aunque no existe un criterio 
riguroso  para determinar la cantidad de capas ocultas. Existen algunos 
criterios que se consideran como el teorema de Kolgomorov (Ponce, 
2010), que señala que una sola función continúa de transferencia puede 
ser aproximada por una capa oculta, más capas hacen más lento procesar 
la información, y a veces se obtienen mejores resultados.  Las conexiones 
pueden ser tipo hacia adelante (feedforward) o tipo hacia atrás 
(feedback), en la que las salidas de la neuronas posteriores están 
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conectadas hacia las  entradas de las capas anteriores (Hilera & Martínez, 
2000).  
 
Sin embargo para aquellas aplicaciones que requieren un gran 
número de entradas, el tiempo de procesamiento se incrementa. Las redes 
neuronales se usan en  aplicaciones  como es el  reconocimiento de 
patrones, para identificar objetos en una imagen (Bustos, 2009). 
 
El mecanismo de aprendizaje, está referido por la regla de 
aprendizaje, es decir, la modificación de los pesos en función de la 
información de entrada (Bernal, et al, 2000). Durante este proceso los 
pesos de las conexiones de la red se modifican, cuando estos permanecen 
estables quiere decir que la red aprendió (Ochoa, 2015). El mecanismo de 
aprendizaje puede ser supervisado o no supervisado, significa proveer a 
la red de la salida deseada, es decir dándole a la red los resultados 
esperados en su salida.  
 
En el mecanismo no supervisado, la red es provista de los datos 
de entrada, pero no los datos  de salida (salida deseada), en este caso el 
sistema debe decidir qué características  usar para agrupar los datos de 
entrada, obteniendo en la salida una clasificación por categorías (Bustos, 
2009) (Hilera & Martínez, 2000). 
 
El tipo de asociación realizada entre la información de entrada y 
salida, se refiere a los datos que la red aprende, y asocia las entradas con 
una salida correspondiente (Bustos, 2009) (Kriesel, 2016). Según lo cual, 
existe dos formas de asociación: Heteroasociación y Autoasociación. La 
Heteroasociación, se presenta cuando a una entrada le corresponde una 
salida. Autoasociación, la red aprende ciertas informaciones de la 
entrada, de tal manera que cuando se le presenta la información de 
entrada, realizará una auto correlación, respondiendo con uno de los 
datos almacenados, el más parecido al dato de entrada (Bustos, 2009) 
(Kriesel, 2016). 
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La forma de representación de la información de entrada y salida 
de una red neuronal artificial pueden de dos maneras: continuos y 
discretos (Bustos, 2009) (Kriesel, 2016). Si los datos de entrada son 
continuos, las funciones de activación de las neuronas son continuas, es 
decir, son de tipo lineal o sigmoidal. Si los datos de entrada son valores 
discretos, entonces  la función de activación es de tipo escalón (Bustos, 
2009). También existen redes híbridas, donde las entradas son continuas 
y las salidas discretas. 
 
 
En general, para cualquier red neuronal artificial utilizada es 
necesario considerar algunos aspectos como la velocidad en cuanto al 
tiempo de aprendizaje de la red,  el tipo de aprendizaje utilizado, factor 
de aprendizaje y numero de neuronas por capa (Bustos, 2009) (Kriesel, 
2016). 
 
 
2.4.6. Modelo de Red Backpropagation (Regla delta generalizada) 
 
 
Se trata de una red Multicapa Perceptrón en la cual se emplea un 
mecanismo de aprendizaje supervisado  basado en un algoritmo de 
Backpropagation (Flórez & Fernández, 2008) (Bernal, et al, 2000). El 
cual, consiste en el aprendizaje de un conjunto predefinido de patrones de 
entrada y salida esperada con dos fases esperadas de acuerdo a la Figura 
42. 
 
 
 
84 
 
 
 
Figura 42. Modelo de Backpropagation.  
Fuente. Elaboración propia. 
 
 
 
Las fases dos fases son: 
 
 Fase de aprendizaje “hacia adelante”, en el que los 
patrones de entrada que se presenta a la primera capa, 
cuyo estimulo se propaga a través de todas las capas de la 
red hasta capa de salida. En esta fase los pesos se 
inicializan con valores cercanos a “0” (Flórez & 
Fernández, 2008). 
 
 Fase de aprendizaje “hacia atrás”, que comienza con la 
comparación de la salida generada por la red y la salida 
deseada, se calcula un valor de error para cada neurona de 
la última de capa de la red (Haykin, 2009) (Hilera & 
Martínez, 2000). Estos errores se transmiten desde la capa 
de salida hacia las neuronas de la capa intermedia que se 
conectan directamente con la capa de salida, y que reciben 
una parte error aproximado a su participación en la salida 
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en la salida original. El proceso se repite capa por capa 
hasta capa de entrada y todas las neuronas de la red hayan 
recibido un error que describa su aportación relativa a la 
salida final (Flórez & Fernández, 2008).  A partir del valor 
de error recibido, se procede al reajuste de los pesos de 
cada neurona para minimizar error cometido por la red en 
el futuro.  
 
 
  De esta forma se termina con la etapa de 
aprendizaje y se inicia el modo de operación. Si el aprendizaje ha sido 
eficaz, la red debe generar una salida próxima a la deseada ante la 
presencia de una nueva entrada desconocida (Flórez & Fernández, 2008) 
(Haykin, 2009). Si se considera una red Perceptrón de tres capas 
representando en la Figura 43. 
 
 
 
Figura 43. Red Perceptrón.   
Fuente. http://sobre-inteligencia-artificial.blogspot.pe/2013/06/redes-
neuronales-artificiales-en-el.html. 
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 zpj  la salida de la neurona oculta j-ésima  (j=1,…,J) ante 
la presentación de la entrada p. 
 ypk  el componente k-ésimo (k= 1….Ni) de la salida de la 
red para el patrón p-ésimo. 
 w’ij el peso asociado a la conexión entre la neurona i-
ésima de la capa de entrada y la neurona j-ésima de la 
capa oculta; 
 w’jk el peso asociado a la conexión entre la neurona j-
ésima de la capa oculta y la neurona k-ésima de la capa de 
salida; 
     la salida deseada para la neurona k-ésima de la capa 
oculta; 
 w0j y w’0k los umbrales de las neuronas de la j-ésima 
neurona oculta y la k-ésima neurona de salida, 
respectivamente. 
 
La salida final generada por la red adopta la expresión: 
     ∑                  ቌ∑            ቍ       
 
Las funciones de activación de las neuronas ocultas  f(Neti) 
pueden  adoptar distintas formas, si bien es necesario que sean continuas, 
no decrecientes y derivables en todos sus puntos, por lo que resulta 
habitual el empleo de funciones de tipo sigmoideo: 
             
 
O también: 
 
87 
 
 
                          
 
La función  del error  a minimizar puede definirse de distintas 
maneras si bien en la práctica suele considerarse el error cuadrático  
medio para simplificar  los cálculos: 
 
       ∑ ∑ [      ∑            ]
   
   
 
    
 
 
 
El proceso de minimización se lleva a cabo mediante el descenso 
del gradiente, existiendo un gradiente respecto de los pesos de la capa de 
salida y otro respecto de los pesos de la capa oculta (Flórez & Fernández, 
2008) (Haykin, 2009). Las expresiones finales de actualización de los 
pesos se obtienen mediante el cómputo de la primera derivada de la 
función error respecto a cada conjunto de pesos, aplicando la conocida 
“regla de la cadena”: 
         ∑                                                       
(pesos capa oculta-salida) 
                          ቀ∑                                      ቁ   (    )       (pesos capa entrada-oculta) 
 
Si se considera la función de error cuadrático medio:                          
 
Así como la función de activación sigmoidea: 
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                        (         )  
 
La actualización de los pesos se simplifica, tanto respecto a la 
actualización por patrón: 
 
                                  ,  Pesos capa 
oculta-salida. 
        ∑                    (     )     ,   Pesos 
capa entrada-oculta 
 
 
Para la actualización por tramos: 
 
        ∑                   (     )     Pesos 
capa oculta-salida 
µ es el factor de aprendizaje y regula la velocidad de aprendizaje.  
 
El algoritmo de propagación Backpropagation (Bernal, et al, 
2000) (Hagan & Demuth, 2014) se puede sintetizar de la siguiente 
manera: 
 
 Paso 1: Inicializar los pesos con los valores aleatorios 
pequeños. 
 
 Paso2: Tomar un patrón de entrada a escogido 
aleatoriamente. 
 
 Paso3: Propagar la señal hacia delante a través  de toda la 
red. 
 
 Paso4: Calcular los errores que se producen en la capa de 
salida. 
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 Paso5: Calcular los errores pertenecientes a la capa 
anterior. 
 
 Paso6: Volver al paso 5 hasta que se alcance la capa de 
entrada. 
 
 
Para actualizar los pesos: 
 
Retornar al paso 2 hasta que el error en la capa de salida sea 
menor que un umbral establecido o hasta que se haya alcanzado un 
número fijado de iteraciones. 
 
 
2.4.7. Transformada de Hough 
 
El algoritmo permite detectar formas geométricas simples en 
una imagen (Platero, 2009). En su procesamiento emplea el conjunto 
total de la imagen, haciéndolo robusto ante la presencia de ruido y 
discontinuidades.  Para su ejecución requiere de una imagen 
binarizada, es decir que presenta dos niveles de gris, el blanco y el 
negro, en la que se ha seleccionado previamente los bordes. La 
transformada de Hough intentará, extraer formas geométricas del más 
alto nivel como son líneas,  circunferencias, elipses o cualquier tipo 
de curva paramétrizada  o no. El mayor inconveniente es su alto 
consumo de procesamiento (Platero, 2009). 
 
 
2.4.7.1. Detección de líneas rectas 
 
Considerando los puntos (pixeles)  de coordenadas  (xi,yi) 
y (xj,yj), seleccionados como elementos que representan dos 
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puntos de una recta (Platero, 2009), (UNQ, 2016), como se 
muestra en la Figura 44. 
 
Figura 44. Representación de una recta.  
Fuente. Elaboración propia. 
 
 
Representada por la ecuación:   
            
 
Luego en el espacio paramétrico o plano ab es 
representado según la Figura 45  de los puntos (xi,yi) y (xj,yj)  
que representan rectas (UNQ, 2016). 
 
 
Figura 45. Intersección de dos rectas.   
Fuente. Elaboración propia. 
 
 
 
 
 
 
91 
 
 
 
 
Donde cada recta en el plano paramétrico ab  es 
representado mediante la siguiente ecuación de la recta: 
 
           
 
 
Entonces, si dos pixeles que pertenecen a una misma línea 
son representados en el espacio paramétrico, la recta  del plano xy 
está definido por la intersección de  las dos rectas del espacio 
paramétrico es decir el punto (a’,b’), donde a’ es la pendiente  a’  
y b’ es la intersección con la ordenada (UNQ, 2016). La 
transformada de Hough aplica este concepto para la localización 
de las líneas rectas en la imagen. Discretiza el espacio 
paramétrico en intervalos de [amin  amax] y [bmin  bmax] como 
se muestra en la Figura 46, creando una rejilllas de celdas de 
acumulación (Acumulador). Por cada pixel, considerado como 
borde o recta de la imagen binarizada, se hace recorrer el rango 
dinámico de “a” obteniendo los valores de “b”. Por cada valor de 
“a” y “b” se le pone un voto en la celda correspondiente (UNQ, 
2016). Esta operación se realiza con todos los pixeles etiquetados 
como bordes de la imagen procesada. Al finalizar, aquellas celdas 
con más votos indicaran la presencia de rectas en la imagen, 
cuyos modelos corresponderán con las coordenadas de la celda. 
Sin embargo el espacio paramétrico no es el más correcto, ya que 
los rangos dinámicos de a y b no son limitados (UNQ, 2016).  
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Figura 46. Espacio paramétrico.  
Fuente. Elaboración propia. 
 
 
 
En cambio, si se efectúa una representación en 
coordenadas polares, el ángulo de la normal de la recta,  θ, está 
limitado al rango de [0  ], mientras la distancia de proyección, ρ, 
está acotada por el tamaño de la imagen. La representación de la 
recta en base a los parámetros (ρ,θ) es: 
                 
 
La representación gráfica será mediante la Figura 47: 
 
 
Figura 47.  Coordenadas polares.   
Fuente.  Elaboración propia. 
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La representación de un pixel seleccionado del plano xy 
en este espacio paramétrico le corresponde una sinusoide en el 
plano ρθ en lugar de una recta. Entonces M puntos colineales en 
el plano xy le corresponden, darán lugar a M sinusoides que se  
cortan en un punto (ρi,θi) en el espacio paramétrico (UNQ, 2016). 
En la siguiente Figura 48 se presenta el plano ρθ con las rejillas 
correspondientes. 
 
 
 
Figura 48. Plano de la transformada de Hough.  
Fuente. Elaboración propia. 
 
 
 
El rango de valores  para el ángulo θ es ±90º, medido con 
respecto al eje de las abscisas. Se permiten valores negativos de ρ 
para rectas por detrás del origen de coordenadas del plano xy. Por 
ejemplo dos rectas que son las diagonales de un cuadrado como se 
muestra en la Figura 49 las cuales son detectadas (UNQ, 2016). 
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Figura 49 .Detección de rectas.  
Fuente. Elaboración propia. 
 
 
Luego, en la Figura 50 podemos observarlas en el plano 
ρθ, donde ρ1=0, ρ2=100, θ1=45º  y, θ2=-45º,, respectivamente 
para ambas rectas y luego la gran cantidad de senoidales que se 
cortan respectivamente en dos puntos brillantes. 
 
 
 
 
Figura 50. Representación de dos rectas en el plano de la Transformada de 
Hough mediante dos puntos.  
Fuente. Elaboración propia. 
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2.4.7.2. Detección de círculos  
 
 
 
Para este  caso, el espacio paramétrico será en tres 
dimensiones (3D), correspondiente a la posición del centro del 
círculo, (xo,yo), y al radio, r (Platero C. , 2009), (Cuevas, et al, 
2010).                      
 
 
Las votaciones  de cada celda del espacio paramétrico se 
realizará variando la posición del centro del círculo, (xo,yo,r), 
para cada pixel etiquetado, (xi,yi), obteniendo los distinto valores 
del radio, r (Platero, 2009) (Cuevas, et al, 2010). Por tanto, se 
depositarán los votos, en la rejilla de acumulación de acuerdo a 
las coordenadas correspondientes al centro del círculo y el radio 
calculado. Los círculos seleccionados serán aquellos que superen 
un cierto umbral de votos recibidos (Platero, 2009) (Cuevas, et al, 
2010).  El mayor inconveniente es su procesamiento 
computacional. Una forma de ahorro en el cálculo es prefijar el 
valor del radio del círculo o limitarlo a un valor máximo. Si se 
conoce el radio, junto con la información de la orientación del 
gradiente del píxel etiquetado, (xi,yi), las posibles coordenadas del 
centro del círculo darán una nube de puntos limitados se muestra 
en dos dimensiones solo considerando los centros porque el radio 
es constante.  En la siguiente Figura 51 se ilustra el proceso 
descrito anteriormente.  
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Figura 51. Detección de círculos.  
Fuente. Matwork. 
 
 
 
La ventaja de esta detección de círculos proviene de las 
características inherentes de la transformada de Hough, la 
inmunidad al ruido que es capaz de detectar círculos, aunque 
exista oclusión del mismo. Por otro lado, en este tipo de curvas, al 
ser cerradas, no hay problemas del carácter infinito de las líneas 
rectas (Platero, 2009) (Cuevas, et al, 2010). Los círculos están 
definidos en la imagen, sin ninguna expansión. En la Figura 52 se 
observa la imagen de monedas para ser detectados en el lado 
izquierdo y en el lado derecho se observa los círculos detectados 
indicando sus coordenadas respectivas. 
 
 
Figura 52. Círculos detectados con centros indicados.   
Fuente. Elaboración propia. 
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En la siguiente Figura 53 se observa  el proceso de 
detección de los círculos realizada por el algoritmo  para detectar 
las monedas.  
 
 
 
 
Figura 53. Círculos detectados en el espacio paramétrico.  
Fuente. Elaboración propia. 
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CAPITULO 3: METODOLOGÍA 
 
 
 
En el presente capítulo se trata acerca de la metodología de 
investigación, una vez definidos, la situación problemática, la 
formulación del problema, justificación, los objetivos en el capítulo 1 y 
el marco teórico en el capítulo 2.   En el presente capítulo se definen las 
hipótesis, el tipo y diseño de la investigación,  variables, 
operacionalización, unidad de investigación, población, muestras e 
instrumentos de recolección y análisis de datos (Hernández, Fernández, 
& Baptista, 2014).    
 
 
3.1. Hipótesis de la investigación 
 
 
3.1.1. Hipótesis general 
 
El diseño de un algoritmo para el conteo de células sanguíneas 
usando técnicas de procesamiento digital de imágenes permitirá reducir 
el costo y tiempo de conteo de células de tejido sanguíneo a partir de las 
imágenes captadas, lo que a su vez mejoraría la eficiencia en la 
utilización de recursos. 
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3.1.2. Hipótesis específicas 
 
 
3.1.2.1 La aplicación del procesamiento digital de imágenes basado en el 
algoritmo de Redes Neuronales Artificiales  permitirá realizar el 
conteo diferenciado de glóbulos blancos en menor tiempo que el 
proceso manual de conteo. 
 
3.1.2.2 El tiempo de conteo diferenciado de glóbulos blancos usando el 
algoritmo propuesto en esta investigación será menor que usando 
el algoritmo de Redes Neuronales Artificiales, ambos aplicados 
en el procesamiento digital de imágenes. 
 
3.1.1.3 El tiempo de conteo diferenciado  de glóbulos  blancos mediante 
el PDI basado en el algoritmo diseñado propuesto en la presente 
investigación será menor que el conteo diferenciado mediante el 
proceso manual 
 
3.1.2.4 La tasa de error de conteo de glóbulos rojos usando el algoritmo 
de procesamiento digital de imágenes propuesto en esta 
investigación no superará el 5%.  
 
 
 
 
3.2. Tipo y diseño de la investigación 
 
 
La investigación  es de metodología cuantitativa y tipo 
experimental. Es cuantitativa,  porque con los instrumentos propuestos se 
obtienen valores cuantificados correspondientes a las variables, las que se 
emplearan para el análisis estadístico (Palella & Martins, 2012). Es decir 
el conocimiento está basado en hechos concretos. 
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La investigación cuantitativa tipo  experimental, se caracteriza por 
que  trata de operar una o más variables independientes (supuestas 
causas), para analizar las consecuencias de esa operación sobre una o 
más variables dependientes (supuestos efectos), dentro de una situación 
de control para el investigador (Briones, 1996). En este tipo de diseño, el 
investigador tiene un rol  activo, es decir no solo identifica las 
características de las variables sino, que las controla, las altera con el fin 
de observar los resultados. 
 
El diseño aplicado en la investigación, es un diseño experimental 
con Grupo Control Postest, el esquema es el siguiente: 
 
Ge:    X        O1 
Gc:     -         O2 
 
Donde: 
 
Ge: Grupo experimental 
Gc: Grupo control 
X: Algoritmo diseñado 
O1: Tiempo de conteo (proceso con algoritmo), Error de conteo 
O2: Tiempo de conteo (proceso manual) 
 
 
En la presente investigación, el sistema de procesamiento de 
digital de imágenes implementado para el conteo de células sanguíneas,  
consiste en captar las imágenes de las células mediante un microscopio 
con cámara y luego es transmitida a la computadora donde es procesada 
analizada, mediante el algoritmo de conteo diseñado para identificar, 
clasificar y contar las células.   
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Considerando lo mencionado anteriormente, para el diseño de la 
investigación  es necesario, realizar la identificación de las variables que 
intervienen y como  operan en el proceso mencionado, considerando las 
hipótesis planteadas.  A continuación se identifican las variables que 
intervienen en el proceso, el cual es detallado en el Capítulo 4. 
 
 
3.3. Identificación de variables 
 
A continuación se presentan las variables de acuerdo a las hipótesis 
planteadas, ver Cuadro 1. 
 
 
Cuadro 1. Identificación de variables 
 
Fuente: Elaboración propia 
 
 
 
1 
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3.4. Operacionalización de variables  
 
La operacionalización de  variable se presenta en el Cuadro 2, donde se 
detalla cada aspecto conceptual y operacional, ver Cuadro 2. 
 
Cuadro 2. Operacionalización de variables 
 
Fuente: Elaboración propia 
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3.5. Unidad de investigación 
 
El objeto de estudio de la presente investigación lo constituyen las 
imágenes del tejido sanguíneo. 
 
 
3.6. Población 
 
La población lo constituye el conjunto de todas las imágenes que 
se pueden obtener  de una muestra de sangre de un individuo. El tamaño 
de la población es infinito. Las muestras serán tomadas en la Clínica 
Universitaria de la  UNMSM, Instituto de Medicina Tropical y en un 
centro hospitalario de primer nivel como el  Hospital María Auxiliadora.  
 
3.7. Muestras 
 
Se toman treinta muestras representativas  mediante una selección 
aleatoria de imágenes de tejido sanguíneo considerando las variables 
dependientes e independientes que se han planteado. Para efectos del 
análisis estadístico se toman las muestras de tiempo de conteo y error 
porcentual. 
 
3.8. Instrumentos de recolección de datos 
 
Para el análisis de los resultados de la investigación tratado en el 
Capítulo 5, es necesario el software  MATLAB, que se emplea tanto para 
la programación del algoritmo y realización de los respectivos programas 
descritos en el Capítulo 5, como procesar las imágenes,  obtener los 
tiempos y errores porcentuales. Otros, instrumentos utilizados son un 
microscopio con una cámara incorporada y una computadora compatible 
conectada al microscopio para realizar el proceso y obtener los datos 
conjuntamente con el software MATLAB. 
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Es a través del programa desarrollado donde se implementa el 
algoritmo, lo que posibilita obtener la información necesaria para realizar 
el análisis de datos 
 
 
 
3.9. Instrumentos de análisis de datos 
 
El análisis de datos se efectúa mediante  programas desarrollados 
en MATLAB cuyos Códigos de programas están en el Anexo 2,  y 
también se emplearon: el aplicativo web StatKey, los programas  SPSS,  
XLSTAT, que fueron empleados para la demostración de las hipótesis,  
los métodos T-Student y Wilcoxon que se observa en el Capítulo 5.  Otra 
herramienta empleada es una computadora compatible y acceso a 
Internet. Las pruebas de hipótesis con XLSTAT se encuentran en las 
Figuras 144 al 147 en el Anexo 3. También se emplearon tablas 
presentadas en las Figuras 140-143 del Anexo 3. 
 
 
3.10. Matriz de Consistencia 
 
El esquema de la presente investigación se presenta en la  
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Cuadro 3. Matriz de consistencia 
 
Fuente: Elaboración propia
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CAPITULO 4:   DISEÑO DEL ALGORITMO 
 
 
La presente investigación está basada en el procesamiento digital de imágenes, 
para ello se desarrolló un procedimiento para el conteo de glóbulos rojos por milímetro 
cubico y otro  para el conteo diferenciado de glóbulos blancos, y luego se integró ambos 
procedimientos  en un solo algoritmo, con la finalidad de validar el método de conteo de 
células de sangre propuesto en la tesis.  
 
En  el presente capitulo se detalla el proceso de diseño del algoritmo, en base a 
lo expuesto en el párrafo anterior y en el orden mencionado, es decir, primero se expone 
acerca del conteo de  glóbulos rojos,  luego el conteo diferenciado de glóbulos blancos y 
finalmente la integración de ambos procedimientos en solo algoritmo. 
 
4.1. Conteo de glóbulos rojos 
 
 
Previamente al proceso de captación de la imagen, necesaria para 
el conteo de glóbulos rojos se procede a explicar el procedimiento para la 
observación de los glóbulos rojos por el microscopio. 
 
Se realiza la extracción de sangre explicado en el acápite 2.3.3, 
luego se disuelve  la sangre extraída con el diluyente de Hayem  con una 
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dilución 1/200, a continuación se almacena una gota de sangre diluida en 
la cámara de Neubauer, finalmente, la muestra de sangre es observada 
mediante el microscopio.  
 
 
 
Figura 54. Cámara de Neubauer.  
Fuente. Elaboración: Propia.  
 
 
 
La cámara de Neubauer es un instrumento que sirve para el 
conteo de células por unidad de volumen en milímetros cúbicos. A 
continuación se presenta el esquema referencial para el conteo mediante 
la cámara de Neubauer. 
 
 
 
 
Figura 55. Cuadriculas para analizar.  
Fuente. Elaboración Propia. 
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Solo se consideran las imágenes de las cuadriculas marcadas en 
color negro para realizar el conteo. 
 
 
 
La fórmula para obtener el número de glóbulos rojos por unidad 
de volumen es el siguiente: 
              
  : Número total de glóbulos rojos en las cinco cuadriculas.  : Número de cuadricula en este caso 5   : Factor de dilución en este caso 1/200.                      
 
Luego, se capta la imagen por el microscopio mediante una 
cámara digital y un programa desarrollado para esa finalidad, tal como se 
muestra en la imagen del lado izquierdo de la Figura 56 con un aumento 
de  10X.  
 
  
Figura 56. Imagen captada.  
Fuente. Elaboración propia. 
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El programa desarrollado recorta cada una de las cuadriculas 
indicadas con color negro de la imagen izquierda de la Figura 56. Para 
este propósito se usó la Transformada de Hough para la detección de las 
líneas que determinan las cuadriculas es decir líneas horizontales y líneas 
verticales. 
 
En la Figura 57 se detectan líneas horizontales, específicamente 
cada una con un ángulo de inclinación de 0º mediante la aplicación de las 
relaciones de transformación: 
 
                  
                 
 
Las que se explicaron en el  acápite 2.4.4.4. 
 
 
Figura 57.  Líneas horizontales detectadas. 
Fuente. Elaboración propia. 
 
 
 
 
En la figura 57 se observa las líneas de color verde las rectas 
detectadas las cuales como son colineales, son unidas para determinar las 
líneas horizontales, las que se pueden observar en la Figura 58. 
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Figura 58. Líneas horizontales unidas.  
Fuente. Elaboración propia. 
 
 
 
Para el caso de las líneas verticales se efectúa el mismo 
procedimiento, solo que las líneas detectadas tienen un ángulo de 
inclinación de 90º, tal como se observa en las Figuras 59 y 60. 
 
 
 
Figura 59. Líneas verticales detectadas.  
Fuente. Elaboración propia. 
 
 
111 
 
 
En la Figura 59 son detectadas las líneas verticales, las cuales 
posteriormente son unidas, formando las líneas verticales tal como se 
observa en la Figura 60. 
 
  
 
Figura 60. Líneas verticales unidas.   
Fuente. Elaboración propia. 
 
 
 
 
A continuación se realiza la operación lógica “or” entre la imagen 
de la Figura 58 y la Figura 60 esta se describe mediante la siguiente 
operación: 
 
A+ B= C 
 
Dónde:  
 
A: Es la imagen de líneas horizontales. 
B: Es la imagen de líneas verticales. 
C: Es la imagen resultante de la suma lógica de A y B ver Figura 
61. 
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Figura 61. Suma de Imágenes A y B.  
Fuente. Elaboración propia. 
 
 
 
La imagen resultante C es delimitada eliminando objetos de los 
bordes por lo que se obtiene la imagen de la Figura 62. 
 
 
Figura 62. Imagen C delimitada.  
Fuente: Elaboración propia. 
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A partir de esta referencia se selecciona en la imagen original las 
cuadriculas recortadas de la imagen de la Figura 56. 
 
 
Figura 63. Imágenes de las cuadriculas de interés recortado.  
Fuente. Elaboración: propia. 
 
 
 
 
El resultado es obtener las imágenes de la Figura 63 donde se 
observa que la imagen de la cuadricula 1, corresponde a la imagen de la 
parte superior izquierda, la imagen de la cuadricula 2 corresponde a la 
imagen de la parte superior derecha, la cuadricula 3 corresponde a la 
imagen de la parte central, la cuadricula 4 corresponde a la imagen de la 
imagen inferior izquierda y finalmente la cuadricula 5 corresponde a la 
imagen de la parte inferior derecha,  todo referido a imagen inicial de la 
Figura 56 del lado derecho. El código en Matlab referente a esta parte de 
la captación de las imágenes de las cuadriculas se presenta en el Anexo 1 
en el Código de programa 30.  
 
A continuación se realiza el conteo respectivos de cada una de las 
imágenes  para finalmente calcular el número de glóbulos rojos por 
milímetro cubico 
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En la investigación se implementaron 03 métodos de conteo de 
glóbulos rojos: 
 Método de conteo por estimación de áreas 
 Método de conteo mediante la Transformada de 
Watershed. 
 Método de conteo mediante la Transformada Hough. 
 
Estos métodos son abordados en los ítems  4.2, 43 y 4.4 
respectivamente, donde en cada  ítem se describe  el procedimiento que 
implementa cada método,  esta descripción finaliza con la presentación 
del algoritmo respectivo mediante su diagrama de flujo. 
  
Luego se realiza  una comparación para elegir el método más 
conveniente con la finalidad de efectuar el conteo de glóbulos rojos que 
se aborda en el Ítem 4.5. 
 
 
 
4.2. Conteo de glóbulos rojos basado en áreas 
 
Este procedimiento comienza analizando la imagen de una de las 
cuadriculas recortadas obtenidas en la Figura 63, captada mediante una 
cámara digital instalada en el microscopio y obtenida mediante el 
procedimiento descrito en el ítem 4.1. Luego, es  mejorada, umbralizada 
que constituye el procesamiento digital de imágenes de nivel bajo, para 
su segmentación, el cual forma parte del procesamiento digital de nivel 
medio, continua con un acondicionamiento para realizar el conteo de las 
células de la imagen aplicando la estimación de áreas, que finalmente 
constituye el procesamiento digital de nivel alto.  
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Figura 64. Procesamiento digital imágenes de glóbulos rojos.  
Fuente. Elaboración propia.  
 
El proceso mencionado cumple con lo expuesto en el ítem 2.3.3 y 
se gráfica en la Figura 64, es decir, se verifica cada una de las etapas de 
un procesamiento digital de imágenes. 
 
El procesamiento digital de imágenes para el conteo de glóbulos 
rojos basado en áreas sigue  la siguiente secuencia: 
 
 Captación de la imagen 
 Mejora de la imagen 
 Umbralización de la imagen   
 Negativo y relleno de agujeros 
 Remoción  y Relleno de agujeros, Dilatación, Erosión y 
Relleno de agujeros 
 El conteo de células por estimación de áreas. 
 
Finalmente, se presenta un diagrama de flujo de la secuencia mencionada 
en la Figura 70.  En los siguientes ítems se detalla cada proceso. 
 
4.2.1. Captación de la imagen 
 
La imagen de una muestra es captada y descrita en el ítem 4.1 con 
una cámara digital y convertida de color a niveles de gris. La conversión 
se realiza mediante la ponderación de los distintos componentes de color 
de cada pixel  de la imagen. Para realizar la conversión basta con aplicar 
la ecuación  descrita en el acápite 2.4.2.3. 
 
 
                Y= 0.3R + 0.596G + 0.11B 
 
Dónde: 
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Y: Nivel de gris 
R: Nivel de rojo 
G: Nivel de verde 
B: Nivel de azul 
 
 La imagen de la Figura 65 es la imagen que se procesa para 
realizar el conteo de glóbulos rojos, que es la que corresponde a  una 
cuadrícula,  de las que se obtiene al final del proceso de captación 
descrita en el ítem 4.1.    
 
 
 
Figura 65. Imagen captada en niveles de grises.  
Fuente. Elaboración propia. 
 
 
La imagen de la Figura 65  se  obtiene a partir de la imagen de la 
cuadricula inferior izquierda, luego de ser amplificada 5 veces. Este 
proceso consiste en establecer proceso de replicación de un pixel en 
varias direcciones a su alrededor. 
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4.2.2. Mejora de la Imagen 
 
 
Se emplea la ecualización del histograma de la imagen anterior, 
para mejorar el contraste de la imagen y poder realizar la ecualización, 
para la segmentación de las células de la imagen. La ecualización es una 
forma específica de transformación que tiende a lograr una aproximación 
muy próxima a una distribución de Rayleight, solo que esta ocasión se ha 
puesto más énfasis en los pixeles de mayor nivel de gris. Lo cual se 
observa en la Figura 66. 
 
 
 
Figura 66. Imagen ecualizada.  
Fuente. Elaboración Propia. 
 
 
4.2.3. Umbralización de la imagen 
 
Este proceso consiste en la determinación de un nivel de umbral 
para pasar los pixeles  de la imagen en solo dos niveles de gris, decir  
“negro” representado por el numero “0” y “blanco” por  “1”,  el umbral 
viene a ser un valor que tal como Um que se obtiene de: 
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Dónde:  
NG: Nivel de gris 
Um: Nivel de umbral. 
 
 
De acuerdo con el valor obtenido para el valor de Um según el 
Método de Otsu en el acápite 2.4.3.3,  El procedimiento consiste en 
indicar que valores son superiores a Um y si lo son entonces el pixel 
cambia a negro de lo contrario el pixel su coloración es de color blanco. 
 
 
 
 
Figura 67. Imagen umbralizada.  
Fuente. Elaboración propia. 
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4.2.4. Negativo y relleno de agujeros 
 
La imagen en este momento está constituida por unos y ceros, 
donde el valor “0” está representado por el blanco y el negro por el valor 
“1” en la Figura 67.  A continuación, sobre la imagen se realiza una 
operación lógica de negación  y al mismo tiempo de una operación de 
dilatación para cubrir agujeros en los objetos de la imagen, dando como 
resultado la imagen de la Figura 68. 
 
 
 
Figura 68. Imagen en negativo.  
Fuente: Elaboración propia. 
 
 
 
4.2.5. Remoción y relleno de agujeros, Dilatación, Erosión y relleno 
de agujeros 
 
En la Figura 69, Imagen 1 representa la eliminación de objetos y 
luego se realiza el relleno de los objetos con agujeros de la imagen de la 
Figura 69, con la finalidad de resaltar los objetos, el resultado se presenta 
en la Imagen 2, donde los objetos son dilatados y en la Imagen 3, los 
objetos son erosionados para poder delimitar cada objeto y finalmente 
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son rellenados los agujeros que se presentan. La Imagen 3 está lista para 
ser procesada para el conteo de células.     
 
 
 
Figura 69. Imagen3 luego de remoción- relleno-dilatación-erosión y relleno.  
Fuente. Elaboración propia.  
 
 
4.2.6. El conteo de células por estimación de áreas 
 
Para realizar el conteo de células se  estima unos 400 pixeles por 
cada objeto o célula que es la medida en promedio de cada objeto, luego 
se divide cada objeto entre 400 si el resultado es menor que 1 se 
considera 1 objeto, si es mayor que 1, se aproxima al inmediato superior 
para determinar el número de células por objeto.  Para esto el programa 
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identifica cada objeto en la imagen y realiza el cálculo mencionado y 
luego suma el total de células en toda la imagen. 
 
A continuación los resultados de la comparación del método 
manual y el método basado en la estimación de áreas, para ello se  
consideran 19 imágenes de glóbulos rojos para realizar el conteo y luego 
se calcula el error de conteo en cada imagen y luego se calcula el error  
de conteo en porcentaje. Finalmente se obtiene el resultado del error 
promedio ver cuadro 4. 
 
 
 
Cuadro 4. Determinación del error de conteo de glóbulos rojos 
mediante el Método Basado en Áreas 
 
     Fuente. Elaboración propia. 
 
 
De la Tabla 01 se observa que el valor promedio del error de 
conteo es 2.5%,  CM significa Conteo Manual y CBA significa Conteo 
Basado en Estimación de Áreas.   
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Asimismo que el  valor máximo es 4.7% y el minino es 1%, estos 
valores están por debajo de un error de 5%.  
 
El  diagrama de flujo del procedimiento de conteo de glóbulos 
rojos por estimación de áreas, se observa en la Figura 70. 
 
 
Figura 70. Diagrama de flujo del algoritmo del procedimiento del conteo de 
glóbulos rojos por estimación de áreas.  
Fuente. Elaboración propia. 
 
 
En los algoritmos posteriores  se considera siempre el proceso de 
captación de la imagen descrito en el  ítem 4.1.  El Código de programa  
31 del Anexo 1 presenta la codificación que permite ejecutar el algoritmo 
de conteo basado en áreas desarrollado en Matlab. 
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4.3. Método de conteo mediante la Transformada de Watershed 
 
 La transformada de Watershed nos permite segmentar los objetos 
de la imagen y luego determinar sus contornos incluso cuando los objetos 
de la imagen se encuentran superpuestos,  y especialmente en el caso de 
objetos como son los glóbulos rojos. Para la aplicación de este método es 
necesario realizar la siguiente secuencia: 
 
 Captación de la imagen 
 Contraste. 
 Complemento del contraste. 
 Segmentación por Umbralización. 
 Determinación de regiones de máxima brillantez 
 Determinación del mínimo de nivel de gris. 
 Segmentación mediante la Transformada de Watershed. 
 Segmentación para el conteo 
 
 
4.3.1. Contraste de la imagen de glóbulos rojos 
 
Se  realiza  de  manera posterior a la captación de la imagen, ya 
explicado anteriormente en el ítem 4.1 donde se obtiene las imágenes de 
las cuadriculas de interés en la Figura 63. Este procedimiento tiene por 
finalidad la mejora de la imagen de cada cuadricula, mediante contraste 
para y obtener las formas y niveles de grises de los objetos más definidos 
para la realización de posteriores procedimientos. Para conseguir el 
contraste deseado se emplea una ecualización al Histograma de la imagen 
1 mostrada en la Figura 72 pero con una distribución de Rayleight ver 
Figura 71, y se obtiene la imagen 1 y su histograma  en la Figura 73. En 
este caso la mayor concentración de pixeles está hacia el lado izquierdo  
como se muestra en la Figura 69.  
124 
 
 
                                                √     
 
                   √    ∑        
 
 
Dónde: 
 x: Es una variable aleatoria 
                                                                                       
 f(x): Función de distribución de probabilidad. 
 
 
 
 
Figura 71.  Función de Rayleight.  
Fuente. Elaboración propia 
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Figura 72. Imagen 1 y su histograma en la imagen 2.  
Fuente. Elaboración propia. 
 
 
En la imagen  2  de la Figura 73, se observa el efecto de la 
ecualización en el Histograma, donde se aprecia que la mayor cantidad 
del histograma de pixeles está orientada hacia la izquierda con respecto a 
la imagen  2  de la Figura 72, tal como se aprecia en la Figura 69  
Función de Rayleight. 
 
 
Figura 73. Imagen2 y su histograma en la imagen 2, resultado de una ecualización.  
Fuente. Elaboración propia.  
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4.3.2. Complemento del contraste 
 
En esta parte del proceso se aplica a la imagen 1 de la Figura 73 el 
complemento aritmético a 2 a cada pixel para obtener la imagen de la 
Figura 74. Este procedimiento se realiza con la finalidad de realizar la 
determinación de las regiones de máxima brillantes  
 
 
 
Figura 74. Imagen complemento de la imagen 1 de la Figura 73.  
Fuente. Elaboración propia. 
4.3.3. Segmentación por Umbralización 
 
 
En esta parte, se realiza la umbralización para realizar la 
segmentación y determinar los objetos o células para poder etiquetarlos e 
identificarlos a cada  uno. El proceso de etiquetado consiste en dar un 
número a cada región de color blanco el cual está constituido por pixeles 
de valor “1”, y corresponde en niveles de gris, al nivel máximo de 
brillantes (blanco) y al resto el  valor de “0”. El resultado de este proceso 
se observa en la Figura 75. 
  
 
127 
 
 
 
Figura 75. Imagen umbralizada.  
Fuente. Elaboración propia. 
4.3.4. Determinación de regiones de máxima brillantes 
 
 
Este proceso consiste en determinar que pixeles de la imagen 1 de 
la Figura 73 tienen el máximo valor de brillantes, es decir, el color blanco 
cuyo valor es 255 y si no lo es, reemplazarlo con 00 que es el color 
negro. Luego, se cierran los objetos más brillantes, es decir todos 
aquellos intersticios entre objetos, se eliminan; mediante una operación 
de erosión y dilatación, respectivamente. Luego, se realiza una operación 
de eliminación de agujeros internos. Finalmente se eliminan objetos de 
área equivalente a 40 pixeles. El resultado de este proceso se observa en 
la imagen de la Figura 76.  
 
Figura 76. Imagen con los máximos niveles de brillo segmentado.  
Fuente. Elaboración propia. 
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4.3.5. Determinación de mínimos niveles de grises 
 
 
Este proceso consiste en marcar con nivel de gris negro los 
núcleos de los glóbulos rojos para aplicar la Transformada de Watershed. 
El proceso realizado consiste en una operación lógica “OR” entre la 
imagen en negativo de la Figura 75, que es la imagen 1 de la Figura 77, y 
la imagen 2 de la Figura 77 (Figura 76). Luego, se obtiene como 
resultado una imagen donde el medio extracelular se imprime de color 
blanco tal como se presenta en imagen 3 de la Figura 77. A continuación, 
la imagen 3 de la Figura 77, es evaluada pixel por pixel tomando como 
referencia la imagen 4 de la Figura 77 (Figura 74). La evaluación 
consiste en comparar si un pixel de la imagen 3 es blanco entonces, el 
pixel correspondiente en la imagen 4 se cambia a color negro, y así 
sucesivamente, se compara todos los pixeles de la imagen 4; si el pixel es 
de color negro se mantiene el nivel de gris de la imagen 4. Finalmente se 
obtiene la imagen de la Figura 78, en donde claramente se observa en la 
imagen que los núcleos se han teñido de color negro. 
 
 
 
Figura 77. Proceso para obtener niveles de gris negro en Imagen 4.  
Fuente. Elaboración propia.  
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Figura 78. Imagen preparada para la aplicación de la Transformada de 
Watershed.  
Fuente. Elaboración propia. 
 
 
4.3.6. Segmentación mediante la Transformada de Watershed 
 
Mediante este proceso descrito de la transformada de Watershed 
que consiste en inundar a partir de los niveles de gris de color negro 
hacia los bordes de máximo nivel de gris, quedando estas regiones como 
los límites de los objetos, aun si estos se superpusieran, los objetos de 
esta manera se delimitan constituyendo una forma segmentación, el 
resultado de este proceso se observa en la imagen de la Figura 79. 
 
 
 
Figura 79. Imagen segmentada mediante la Transformada de Watershed.  
Fuente. Elaboración propia. 
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4.3.7. Conteo de células 
 
 
Este proceso se realiza una vez que se produce la segmentación 
mediante la Transformada de Watershed. A continuación el proceso de 
etiquetado se aplica a cada elemento de la imagen para el conteo. El 
etiquetado consiste en asignar a cada objeto de la imagen segmentada un 
número diferente y por lo tanto el objeto que tenga el mayor número  será 
el número de objetos de la imagen. La imagen para el conteo es la que se 
presenta en la Figura 80. 
 
 
Figura 80. Imagen preparada para el conteo de glóbulos.  
Fuente. Elaboración propia. 
 
 
 
A continuación los resultados de la comparación del método 
manual y el método basado en la Transformada de Watershed, para ello 
se  consideran 19 imágenes de glóbulos rojos para realizar el conteo y 
luego se calcula el error de conteo en cada imagen y luego se calcula el 
error  de conteo en porcentaje. Finalmente se obtiene en la tabla el 
resultado del error promedio, ver Cuadro 5. 
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Cuadro 5. Determinación del error de conteo de glóbulos rojos 
mediante  el método basado en la Transformada de 
Watershed 
 
Fuente: Elaboración propia. 
 
 
 
Del  Cuadro 5 se observa que el valor promedio del error de 
conteo es 3.8%,  CM significa Conteo Manual y CTW significa Conteo 
Basado en Estimación de Áreas. 
   
Asimismo que el  valor máximo es 4.7% y el minino es 1%, estos 
valores están por debajo de un error de 5%.  
 
El  diagrama de flujo del procedimiento de conteo de glóbulos 
rojos por medio de la Transformada de Watershed, se observa en la 
Figura 81. 
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Figura 81. Diagrama de flujo del algoritmo para el conteo mediante la 
Transformada de Watershed.  
Fuente. Elaboración propia.  
 
 
El Código de programa  32 del Anexo 1 presenta la codificación 
que permite ejecutar el algoritmo de conteo basado en la Transformada 
de Watershed desarrollado en Matlab. 
 
4.4. Método de conteo mediante la Transformada de Hough 
 
La Transformada de Hough permite detectar figuras geométricas 
en una imagen, tales como: rectas, círculos y elipses; especialmente en el 
caso de objetos como los glóbulos rojos que tienen formas casi 
circulares. Una vez detectada la forma geométrica es posible de ser 
contabilizada, ya  sea a través de las cantidades de rectas que unen dos 
puntos o los centros que tienen cada círculo o elipse.  En el presente caso 
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se trata de la detección de círculos, para lo cual se debe considerar una 
matriz paramétrica conocida como espacio de Hough, que en este caso es 
tridimensional como se explica en el acápite  de detección de centros. 
  
 
Para efectuar el conteo mediante procesamiento digital de 
imágenes   se realizaron las siguientes etapas: 
 
 Captación de la imagen 
 Mejora de la imagen por contraste adaptativo. 
 Segmentación por umbralización. 
 Detección de bordes.  
 Detección de centros.  
                           
 
 
4.4.1. Mejora de la imagen por contraste  
 
 Este procedimiento se  realiza  de  manera posterior a la 
captación de la imagen, ya explicado anteriormente en el ítem 4.1 donde 
se obtiene las imágenes de las cuadriculas de interés en la Figura 63.  
 
A la imagen de la cuadricula a procesar se le aplica una 
ecualización de niveles de gris con distribución de Rayleight, que tiene 
como efecto en el histograma concentrar los niveles de gris hacia el lado 
izquierdo, incrementando los niveles de gris más oscuros para poder 
realizar la umbralización y posterior segmentación, tal como se observa 
en la Figura 73,  y continuación en la Figura 82. 
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Figura 82. Imagen mejorada mediante ecualización.  
Fuente. Elaboración propia.  
 
 
4.4.2. Segmentación por umbralización 
 
En esta parte, se realiza la umbralización para realizar la 
segmentación y preparar los objetos de a imagen que son las células, para 
poder realizar la detección de bordes. La segmentación, se realiza 
eliminado objetos de los elementos que no son las células, dilatando, 
rellenando los huecos y luego erosionando los objetos correspondientes a 
las células, el resultado del procedimiento mencionado se observa en la 
Figura 83. 
 
 
 
Figura 83. Imagen segmentada por umbralización.  
Fuente. Elaboración propia   
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4.4.3. Detección de bordes 
 
La detección de bordes consiste en determinar los cambios de 
nivel de gris en la imagen, es decir, los bordes de un objeto de la imagen. 
Para este proceso se emplea la máscara u operador de Canny, que es la 
que permite detectar los bordes de los objetos y que una vez detectado lo 
marca con un nivel de gris blanco, tal como se observa en la Figura 84. 
  
 
Figura 84. Imagen con detección de bordes.  
Fuente. Elaboración propia. 
 
4.4.4. Detección de centros y conteo de células 
 
Una vez realizada la detección de los bordes de las células de la 
imagen, se procede a determinar los centros de las células mediante la 
técnica de detección de círculos por medio de la Transformada de Hough. 
Para la determinación de los centros de las células de la imagen, solo se 
evalúa los bordes de las células,  trasladando la imagen al espacio 
paramétrico de la Transformada de Hough, la cual está constituida por 
una matriz tridimensional, en la cual cada coordenada está formada por 
las coordenadas del centro y el radio (xo,yo,r), donde el radio varía desde 
un valor de 0 hasta un valor máximo. La evaluación se realiza por cada 
pixel de borde detectado y se traza el radio establecido para la 
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evaluación, y si la coordenada de la matriz paramétrica coincide con el 
resto de puntos, por cada pixel del borde, se incrementa en uno, es decir 
actúa como un acumulador. Al final de la evaluación de todos los bordes 
se observara que ciertos elementos de la matriz tridimensional tienen 
valores altos, en este caso estas coordenadas de la matriz corresponden a 
los centros de las células. El resultado se muestra en la imagen de la 
Figura 85, donde se ha marcado los centros detectados con un aspa. Para 
determinar el resultado del conteo CTH, se contabiliza el número de 
centros de detectados.  
 
 
Figura 85. Detección de centros.  
Fuente. Elaboración propia. 
 
 
 
Del Cuadro 6, se observa que el valor promedio del error de 
conteo es 3.6%,  CM significa Conteo Manual y  Conteo Basado en la 
transformada de Hough (CTH).  Asimismo que el  valor máximo es 6.7% 
y el minino es 0%, estos valores están por debajo de un error de 5%.  
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Cuadro 6. Determinación del error de conteo de glóbulos rojos  
mediante el método basado en la Transformada de 
Hough  
 
Fuente. Elaboración propia. 
 
 
El  diagrama de flujo del procedimiento de conteo de glóbulos 
rojos por medio de la Transformada de Hough, se observa en la Figura 
86. 
 
 
Figura 86. Diagrama de flujo del algoritmo del procedimiento de conteo de 
glóbulos rojos mediante la Transformada Hough.  
Fuente. Elaboración propia. 
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El Código de programa  33 del Anexo 1 presenta la codificación 
que permite ejecutar el algoritmo de conteo basado en la Transformada 
de Hough desarrollado en Matlab.º 
 
 
 
4.5. Comparación de métodos para el conteo de glóbulos 
rojos 
 
La comparación se realiza con la finalidad de elegir  el método 
para efectuar el conteo de los glóbulos rojos, determinando que método 
presenta menos error. El conteo se realiza mediante el conteo de 
imágenes de glóbulos rojos usando los 3 métodos.   
 
El resultado se observa en el Cuadro 7, donde el menor promedio 
del error de conteo es obtenido por el Método Basado en la Estimación 
de Áreas, por tener el menor promedio de error de conteo. 
 
 
Cuadro 7. Comparación de los tres métodos para el conteo de glóbulos rojos 
por el promedio error de conteo. 
 
Fuente. Elaboración propia 
 
 
 
En el cuadro 7  las siglas significan lo siguiente: el conteo basado 
estimación de áreas (CBA), conteo basado en la Transformada de 
Watershed (CBTW) y conteo basado en la Transformada de Hough 
(CBTH). 
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A continuación se presenta el algoritmo de  conteo de glóbulos 
rojos mediante el Método de Conteo Basado en Áreas (CBA) en la 
Figura 87.   
 
 
Figura 87. Algoritmo de conteo de glóbulos rojos mediante el Método de Conteo Basado en 
Áreas, el código fuente se presenta  en el Código de programa 31 del Anexo 1 y en el 
Cuadro 43 del mismo anexo,  sus entradas y salidas. 
Fuente. Elaboración propia.  
 
   
La Figura 87 presenta el diagrama de flujo del algoritmo de 
conteo de glóbulos rojos mediante el método de Conteo Basado  en 
Áreas. A continuación se describe cada una de sus etapas siguiendo la 
secuencia del diagrama de flujo:  
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 Captación 
El procedimiento se considera desde  la captación de la 
imagen de los glóbulos rojos en la cámara de Neubauer y tiene como 
salida el reporte de conteo de los glóbulos rojos en total presentada en 
la Figura 88. Es decir el conteo de las cinco cuadriculas mostradas en 
la Figura 56 en la imagen de la derecha donde se indica las 
cuadrículas de interés. El proceso comienza con la captación de la 
imagen a color con un aumento de 10X, mediante el microscopio con 
cámara y  luego la imagen es transmitida a la computadora mediante 
un cable USB. 
Para  esta etapa se presenta el siguiente Código de programa 1 
que permita la captura de la imagen. 
 
 
Código de programa 1. Configuración para la captación de la cámara. 
Fuente. Elaboración propia 
En este bloque se realiza también el cambio de imagen a 
colores a imagen de niveles de gris explicado en el acápite 4.2.1, 
con la finalidad de realizar los bloques posteriores se  presenta en 
el Código de programa 2.  
 
 
Código de programa 2. Conversión de una imagen a colores en niveles de grises. 
Fuente. Elaboración propia  
 
 
 Detección de líneas horizontales 
 
El bloque de detección de líneas horizontales basadas en la 
Transformada de Hough, es explicada  en el acápite 4.1, donde se 
observa en la Figura 58, la imagen resultante luego de la detección de 
líneas horizontales, el cual se realiza mediante el siguiente Código de 
programa 3.  
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Código de programa 3. Detección de líneas horizontales en la imagen captada 
Fuente. Elaboración propia  
 
 
 Detección de líneas verticales 
 
El bloque de detección de líneas horizontales basadas en la 
Transformada de Hough, es explicada  en el acápite 4.1, donde se 
observa en la Figura 60, la imagen resultante luego de la detección de 
líneas horizontales, el cual se realiza mediante el siguiente Código de 
programa 4.  Al final de este bloque  se realiza la operación lógica de 
“or”  entre la imagen obtenida en el bloque anterior y el presente, 
para tener la imagen segmentada en cuadriculas como la que se 
presenta en la Figura 62, a cuyo resultado se le aplica a operación 
lógica de “not” para obtener su negativo.  
 
 
Código de programa 4. Detección de líneas verticales y obtención de las cuadriculas como en la Figura 62. 
Fuente. Elaboración propia 
 
 Dilatación-erosión  
En este bloque se realiza la operación de dilatación de la 
imagen obtenida en el bloque anterior y luego erosión con la finalidad 
de unir pixeles adyacentes a los objetos de la imagen  y luego 
uniformizar los bordes, este procedimiento se encuentra describe en 
el acápite 4.2.5. 
 
 Nº G.R/Cuadriculas 
En este bloque se obtienen las imágenes de cada una de las 
cinco cuadriculas tal como se  presenta en la Figura 56 y explicado en 
el acápite 4.1, específicamente en la imagen del lado derecho. Se 
inicializa el contador  de los glóbulos rojos que hay en una cuadrícula 
con “N=0”, mediante el Código de programa 5. 
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Código de programa 5. Obtiene las imágenes de las cuadriculas de la imagen captada 
Fuente. Elaboración propia 
 
 Inicializador, S=0 
Se inicializa el acumulador del  conteo de glóbulos rojos, que 
se obtienen con en N,  donde acumula el número de glóbulos rojos en 
cada cuadrícula. 
 
 Inicializador, i=0 
Se inicializa el contador de cuadriculas con la variable i. 
 
 Condicional, i5 
Este bloque condicional si  no se cumple, inicia el proceso de 
conteo de glóbulos rojos en una cuadrícula, con el bloque Cuadrícula 
recortada. Si se cumple, se ejecuta el bloque Número de glóbulos 
rojos, donde se imprime el número total de glóbulos contados en cada 
cuadricula, además del total. 
 
 Cuadrícula recortada 
En este bloque se obtiene la cuadricula recortada como se 
presenta en la Figura 65 del acápite 4.2.1, dando inicio al proceso de 
conteo.  En esta fase la imagen de la cuadrícula es aumentada en 
cinco veces su tamaño original, tal como se presenta en el siguiente 
Código de programa 6. 
 
 
Código de programa 6. La imagen de la cuadrícula es aumentada 5 veces para un análisis más 
detallado. 
Fuente. Elaboración propia 
 
 Mejora de la Imagen 
En este bloque se mejora el contraste de la imagen mediante la 
ecualización de su histograma con la distribución de Rayleight, como 
se presente en el siguiente Código de programa 7, el cual se trató en 
el acápite 4.2.2 y presentado en la Figura 66. 
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Código de programa 7. Ecualización de la imagen mediante la distribución de Rayleigh. 
Fuente. Elaboración propia 
 
 Segmentación por umbralización 
En este bloque se realiza la segmentación de los objetos de la 
imagen, es decir  la selección de los objetos de la imagen para ser 
procesados, mediante la umbralización, cuyo método fue tratado en el 
acápite 4.23 y presentado en la Figura 67,  y se presenta en el 
siguiente Código de programa 8. 
 
 
Código de programa 8. Segmentación por umbralización 
Fuente. Elaboración propia 
 
 Negativo y relleno de agujeros 
Mediante este bloque se obtiene el negativo de la imagen 
obtenida mediante la operación “Not” lógico, para considerar a los 
objetos de la imagen cuyos pixeles tengan el valor lógico de “1”, 
manifestándose en la imagen con el color blanco y negro el fondo de 
la imagen con valor lógico “0” que representa el mínimo valor de 
nivel de gris, este proceso es explicado en el acápite  4.2.4 y 
presentado en la Figura 68. Mediante el siguiente Código de 
programa 9 se  ejecuta este bloque. 
 
 
Código de programa 9. Convierte la imagen en negativo y relleno de agujeros. 
Fuente. Elaboración propia 
 
 
 Remoción,  dilatación, erosión y relleno de agujeros 
Este bloque es explicado en el acápite 4.2.5 e ilustrado en la 
Figura 69, el cual es ejecutado mediante el Código de programa 10. 
 
 
Código de programa 10. Remoción de objetos de la imagen, dilatación, erosión y relleno de agujeros 
144 
 
 
Fuente. Elaboración propia 
 
 Conteo de células por estimación de áreas 
Mediante la ejecución de este bloque se realiza el conteo de 
los objetos de la imagen basado en la estimación de áreas de los 
objetos de la imagen, el método fue expuesto en el acápite 4.2 y 
realizado mediante el siguiente Código de programa 11. 
 
 
 
Código de programa 11. Conteo de células por estimación de áreas 
Fuente. Elaboración propia 
 
 i=i+1 
Este bloque ejecuta el incremento del contador “i” de 
cuadriculas en una unidad. 
 S=S+N 
Este bloque ejecuta la suma de glóbulos rojos en la 
cuadriculas evaluadas, es de decir  “S” es  un acumulador de los 
valores de “N” que indica la cantidad de glóbulos rojos en cada 
cuadrícula procesada. 
 
 N=0 
Este bloque ejecuta la inicialización para un nuevo ciclo de 
conteo de glóbulos rojos en una cuadrícula. Luego el siguiente bloque 
es el Condicional i5. 
 
 Número de glóbulos rojos, imprimir S 
En este bloque se imprime el resultado del conteo de glóbulos 
rojos en cada una de las cuadrículas, el total “S” y el resultado de 
número de glóbulos rojos por volumen y ejecuta mediante el Código 
de programa 12. 
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Código de programa 12. Imprime el resultado del conteo de glóbulos rojos 
Fuente. Elaboración propia 
 
El cálculo de la cantidad de glóbulos rojos por unidad de volumen 
se expone en los siguientes párrafos. La  entrada y salida del programa 
que implementa el algoritmo se presenta en la Figura 88.  
 
 
 
Figura 88 La entrada presenta la imagen de la muestra de glóbulos rojos en la  cámara de Neubauer 
presentada en cuadriculas y luego la salida  muestra la imagen del resultado del conteo. 
Fuente: Elaboración propia   
 
 
 
 
En la última línea del texto de salida del programa, se indica el 
parámetro “Elapsed time” que indica el tiempo de ejecución del 
programa. El cual se obtiene mediante la ejecución de los comandos: 
“tic” al inicio del Código de programa  31  del Anexo 1 y “toc” al final 
del mismo.   
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El Código de programa  31 del Anexo 1 presenta la codificación 
que permite ejecutar el algoritmo de conteo Basado en Áreas 
desarrollado en Matlab, que es el algoritmo elegido como método de 
conteo de  glóbulos rojos. Asimismo, se presentan en el Cuadro 43 del 
Anexo 1 las entradas y salidas del algoritmo implementado. 
 
  
Finalmente, una vez determinado el método de conteo de glóbulos 
rojos, se aplica el procedimiento para cada cuadricula y luego se aplica la 
formula mencionada en el acápite  4.1. 
 
 
 
 
 
Dónde: 
 
a: Número total de glóbulos rojos en las cinco cuadriculas. 
n: Número de cuadricula en este caso 5 
fd: Factor de dilución en este caso 1/200. 
X= Número de glóbulos rojos por milímetro cubico. 
 
 
 El tiempo  promedio de conteo de glóbulos rojos, 
mediante el algoritmo basado en el método basado en la estimación de 
áreas se presenta en el Cuadro  8. 
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Cuadro 8  Tiempo promedio mediante el algoritmo diseñado para el conteo de glóbulos rojos y el 
conteo manual  
 
Fuente: Elaboración propia 
 
 
En el Cuadro 8 se aprecia  el valor del tiempo promedio de conteo 
manual de 287.885 segundos frente al promedio de 3.49 segundos,  
mediante el algoritmo diseñado.  En el Anexo 1 se presenta el  Cuadro 43 
de donde se ha recopilado los tiempos de ejecución del programa del 
Algoritmo diseñado, específicamente del parámetro “Elapsed time”  del  
reporte de salida de cada conteo. 
 
 
 
4.6. Conteo de glóbulos blancos 
 
Para el proceso de conteo de glóbulos blancos se considera dos 
formas de realizarlo; el primero se refiere al conteo total de glóbulos 
blancos y el segundo se refiere al conteo diferenciado. El conteo 
diferenciado se refiere, conteo de glóbulos blancos considerando el tipo 
de glóbulo blanco es decir  si se trata de un Neutrófilo, Monocito, 
Basófilo, Linfocito y Eusinófilo.  Por tanto, se debe primero clasificar el  
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glóbulo blanco antes de proceder al conteo. Con este propósito se  
propone  ciertos parámetros que se deben considerar para clasificar los 
globulosa blancos, mediante el método de procesamiento digital de 
imágenes. En este trabajo se plantea dos procedimientos: el primero está 
basado en las Redes Neuronales y el segundo mediante el método 
propuesto en esta tesis, es el denominado Método de máximos y 
mínimos. Luego, se evalúa los métodos de conteo de glóbulos blancos en 
el ítem 4.9. Finalmente,  se implementa el algoritmo que  permite el el 
conteo diferenciado de glóbulos blancos 
 
Previo al proceso de captación de la imagen necesaria para el 
conteo de glóbulos rojos se procede a explicar el procedimiento para la 
observación de los glóbulos blancos por el microscopio. 
 
El procedimiento de preparación de la muestra de sangre para el 
conteo diferenciado de glóbulos blancos se aborda a continuación. 
 
Los materiales necesarios para obtener las muestras de células ver 
Figura 89 son un frotis sanguíneo como se observa en la Imagen 1, el 
cual debe ser cubierto por una gota de colorante para la tinción de los 
glóbulos blancos, y luego cubierto con un portaobjeto como se observa 
en la Imagen 2. Luego, lavar con un chorro de agua, para finalmente 
realizar el secado del portaobjeto como se observa en la Imagen 3. 
 
 
Figura 89. Preparación de la muestra, para el conteo de glóbulos blancos.  
Fuente. Elaboración propia. 
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A continuación se expone el método del conteo diferenciado de 
glóbulos blancos mediante el Procesamiento digital de señales. 
 
4.7. Procesamiento digital de imágenes para el conteo 
diferenciado de glóbulos blancos 
 
En el procesamiento digital de  imágenes para el conteo 
diferenciado de glóbulos blancos,  las etapas de captación, procesamiento 
de bajo nivel y procesamiento de nivel medio, son etapas  comunes,  para 
los métodos analizados del conteo diferenciado, que son: 
 
 El método basado en las Redes Neuronales Artificiales 
 El método de Máximos  y Mínimos. 
 
A continuación se detallará cada uno de estas etapas mencionadas. 
 
 
4.7.1. Captación 
 
Esta etapa consiste en captar la imagen a procesar para efectos del 
conteo diferenciado, la cual es capturada por un microscopio con un 
aumento de 100X tal como se observa en la Figura 90, en la cual se 
observa varios leucocitos. 
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Figura 90. Imagen captada de glóbulos blancos.  
Fuente. Elaboración propia. 
 
 
 
4.7.2. Conversión a niveles de gris 
 
En esta etapa la imagen captada a colores es convertida a una 
imagen de niveles  gris en la que el valor de cada pixel varía desde 0 que 
corresponde al nivel de gris de color negro hasta 255 que corresponde al 
color blanco. Es decir en términos de brillo de la imagen es de oscuro 
hasta la máxima brillantez que el color blanco. El resultado de esta etapa 
se puede observar en la Figura 91. 
 
 
 
Figura 91. Imagen captada en niveles de grises.  
Fuente. Elaboración propia. 
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4.7.3. Segmentación 
 
Este proceso consiste en separar los objetos de interés de la 
imagen de niveles de gris,  que este caso son los leucocitos, mediante un 
proceso de umbralización, que se refiere a determinar un nivel de gris a 
partir del cual para los niveles superiores se considera nivel de gris para 
cada pixel, el color negro y para niveles inferiores al del umbral el color 
blanco, como resultado de este proceso se obtiene la imagen de la Figura 
92. 
 
 
Figura 92. Imagen segmentada de la imagen captada.  
Fuente. Elaboración propia. 
 
4.7.4. Erosión y dilatación 
 
Mediante este proceso el área de los objetos se delimita mejor  
para un posterior análisis, en este caso de los leucocitos. Este proceso 
consiste en la dilatación, el cual permite agregar más pixeles en todos los 
bordes o cambios de nivel de gris, desapareciendo los agujeros y 
definiendo más los bordes de cada objeto. Luego se realiza una erosión, 
lo cual significa una reducción de los bordes para restablecer la 
dimensión de las áreas originales. El resultado de este proceso se observa 
en la Figura 93. 
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Figura 93 .Imagen segmentada luego de la dilatación y erosión.  
Fuente. Elaboración propia. 
 
 
4.7.5. Detección de bordes 
 
Una vez definido los objetos de interés de la imagen a ser 
analizada,  procede al proceso de detección de borde lo cual significa 
determinar los pixeles del objeto de una imagen donde se produce un 
cambio de nivel de gris, tal como se observa en la Figura 94. Los bordes 
nos permitirán determinar el perímetro de los objetos o leucocitos. El 
operador de Canny se usó en esta aplicación. 
 
 
Figura 94. Imagen con detección de bordes.  
Fuente. Elaboración propia. 
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4.7.6. Recorte de las imágenes de cada leucocito 
 
Una vez que se obtienen los objetos de interés segmentados tal 
como se observa en la Figura 93, se procede al recorte considerando un 
cuadrilátero rectangular que contenga al objeto en este caso el leucocito, 
se consigue como referencia la posición de los pixeles de la imagen 
segmentada de la Figura 92, con referencia a la imagen de la Figura 90,  
imagen a ser analizada en colores o imagen captada. Luego se realiza el 
recorte  de cada leucocito, tal como se  presenta en la Figura 95. En la 
que se observa cada uno de los leucocitos recortados, como nuevas 
imágenes a ser estudiadas con fines de identificación y posterior 
clasificación. Previamente, la imagen de la Figura 93 es etiquetada y 
luego a partir de ello se obtiene el total de objetos, es decir los leucocitos 
como se presenta en la Figura 95. 
 
 
 
Figura 95. Imágenes de los leucocitos recortadas de la imagen captada.  
Fuente. Elaboración propia. 
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4.7.7. Segmentación de la Célula por Histograma 
 
Para explicar este procedimiento de análisis de la imagen de un 
leucocito se toma como ejemplo el análisis de la imagen del leucocito 2. 
Se procede a segmentar solamente la célula, mediante el análisis del 
histograma de la imagen del leucocito Nº 2 de la Figura 95 en niveles de 
gris. El resultado se observa en la Figura 96. Para realizar la 
segmentación se considera los niveles de gris desde 42 hasta 200. Todos 
estos  pixeles son reemplazados por el pixel 255 que corresponde al color 
blanco y el resto se considera con el valor 0 que corresponde al color 
negro, el resultado se observa en la imagen de la Figura 97.   
 
 
 
 
Figura 96. Histograma de la imagen del leucocito 2.  
Fuente. Elaboración propia. 
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Figura 97. Imagen segmentada del leucocito 2.  
Fuente. Elaboración propia. 
 
 
 
4.7.8. Segmentación del núcleo por Histograma 
 
Para segmentar el núcleo del leucocito se procede a considerar 
todos lo pixeles correspondiente al rango de 42 hasta 96 del histograma 
de la Figura 96. Es decir solo considerar los pixeles hasta el primer valle 
del histograma. De igual forma en este caso los pixeles correspondientes 
al rango mencionado se cambian al valor de 255 correspondiente al color 
blanco y el resto de pixeles  se le asigna el color negro es decir el valor 0. 
El resultado de la segmentación del leucocito 2 se obtiene la imagen de la 
Figura 98. 
 
 
 
Figura 98. Imagen segmentada del núcleo del leucocito 2.  
Fuente. Elaboración propia 
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4.7.9. Segmentación del Citoplasma por Histograma 
 
 
Para lograr la segmentación del citoplasma del leucocito se aplica 
un procedimiento de resta de imágenes, en este caso  se  resta de la 
imagen de la Figura 97, la imagen de la Figura 98, para obtener la 
imagen de la Figura 99, donde la parte de nivel de gris blanco 
corresponde al citoplasma de la célula procesada. 
 
 
 
 
Figura 99. Imagen segmentada del citoplasma del leucocito 2.  
Fuente. Elaboración propia. 
 
 
 
 
4.7.10. Detección de un Eusinófilo mediante el modelo  
             de color HSV  
 
 
Este procedimiento se emplea para analizar el núcleo del 
leucocito y determinar si se trata de un Eusinófilo, debido a que este 
leucocito presenta su núcleo una coloración especial.  Para determinar si 
la coloración del núcleo corresponde a un Eusinófilo, se procede  a 
cambiar el modelo de color de la imagen a color del leucocito al modelo 
157 
 
 
HSV, abordado en el acápite 2.4.2.2, lo que permite representar el color 
con un índice que está entre 0 a 1, en este caso el índice a evaluar es si el 
color está por encima del índice 0.88 que es el índice a partir del cual 
corresponde al color de núcleo de  un Eusinófilo. En la imagen de la 
Figura 100 se representa la imagen a color del Leucocito 2 en el modelo 
de color HSV.  
 
 
 
 
 
 
Figura 100. Imagen del leucocito 2 en colores HSV.  
Fuente. Elaboración propia. 
 
 
4.7.11. Detección de un Neutrófilo mediante la Transformada 
de Hough 
 
Este procedimiento consiste en aplicar a la imagen de la Figura 98 
el algoritmo basado en la Transformada de Hough para determinar el 
número círculos, estimando que los lóbulos  son círculos  y que a partir 
del número mínimo de lóbulos es posible indicar si la célula es un 
Neutrófilo, en este caso el  mínimo es 2 para indicar si se trata de un 
Neutrófilo. Esta técnica se caracteriza por ubicar los centros de los 
círculos detectados, dando dos tipos de información: la ubicación de los 
centros y el número de centros que nos indica el número de círculos o 
lóbulos en este caso. Previamente es necesario aplicar a la imagen de la 
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Figura 98, la detección de bordes mediante el operador de Canny y luego 
aplicar la Transformada de Hough. Finalmente los centros detectados 
como se observa en la Figura 101. 
 
 
Figura 101. Imagen del núcleo de leucocito2 con detección de lóbulos.  
Fuente. Elaboración propia. 
 
4.8. Descriptores para la identificación de los leucocitos 
 
Los descriptores son obtenidos de las imágenes de los cinco tipos 
de leucocitos que se han estudiado como son: Basófilo, Eusinófilo, 
Linfocito, Monocito y Neutrófilo.  Estos,  han sido extraídos de diez 
imágenes de cada tipo de leucocito. 
 
4.8.1. Área de la célula 
 
El área de la célula es determinada a partir de la imagen de la 
Figura 97, donde el programa cuenta los pixeles con nivel de gris 255 de 
color blanco que son los que conforman el cuerpo entero de la célula. La 
cantidad total de pixeles de 255 nos da el parámetro del área. El área se 
mide en función del número de pixeles que tiene la célula de la imagen. 
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4.8.2. Área del núcleo 
 
El área del núcleo se determina a partir de la imagen de la Figura 
98, donde el programa cuenta los pixeles con nivel 255, que corresponde 
al color blanco. La cantidad total de pixeles, resulta ser área del núcleo. 
  
4.8.3. Asimetría 
 
Se analiza el histograma de la célula considerando la delimitación 
de su imagen, presentada en la Figura 96, referenciando a la imagen de 
nivel de gris, es decir la evaluación de cada pixel de la célula. Luego, este 
descriptor indica si los niveles de gris en el espectrograma están 
concentrados hacia la izquierda si el resultado es negativo, si están 
concentrados hacia la derecha el valor del descriptor será positivo; 
finalmente, si el valor del descriptor es cero entonces el espectrograma es 
simétrico. 
 
4.8.4. Compacidad 
 
Mediante este descriptor se analiza si se aproxima a 1 entonces la 
forma de la imagen de la célula es circular y  cuando el valor se aleja de 1 
se dice que la forma del objeto es menos circular, para calcular este 
descriptor es necesario determinar, el perímetro de la célula y el área de 
la célula.   
4.8.5. Desviación estándar 
 
Se calcula a partir de los niveles de gris de los pixeles de la 
imagen de la célula,  es la medida del contraste medio o dispersión de los 
niveles de gris de la imagen. 
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4.8.6. Entropía de la célula 
 
Representa la mayor o menor de diversidad de niveles de gris de 
los pixeles de la imagen de la célula. 
 
4.8.7. Número de Euler 
 
Representa el número de agujeros que presenta la célula,  pero el 
resultado en los descriptores de las células se obtiene el valor de 1, lo 
cual indica  que las células presentan un solo agujero. 
 
4.8.8. Curtosis 
 
Este  descriptor nos indica si  la célula presenta un histograma, 
con tendencia hacia arriba, medio o bajo, el cual es representado 
mediante un descriptor. 
 
4.8.9. Media de la célula 
 
Se calcula a partir de los niveles de gris de los pixeles de la 
imagen de la célula. 
 
4.8.10. Porcentaje del área del núcleo 
 
Considerando que ya se calculó el área total de la célula y del  
núcleo, se procede a determinar el porcentaje del área total de la célula 
representa el área del núcleo.  
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4.8.11. Perímetro 
 
Este descriptor se calcula a partir de los bordes de la imagen, 
determinando la cantidad de pixeles que tiene la célula para determinarlo. 
 
4.8.12. Media del citoplasma 
 
Se calcula la media de los pixeles del citoplasma de la célula. 
 
4.9. Métodos para el conteo diferenciado de glóbulos 
blancos 
 
Se presenta dos métodos de conteo diferenciado que luego son 
analizados para determinar, el método para considerar en el análisis 
propuesta en la presente tesis. Los métodos a ser analizados son: 
 
 El método de conteo diferenciado mediante redes 
neuronales artificiales 
 El método de conteo diferenciado desarrollado máximos y 
mínimos. 
 
4.9.1. Método de conteo diferenciado mediante redes neuronales  
artificiales 
 
Este método está basado en el empleo de la Red Neuronal 
Artificial tipo Backpropagatión. Para implementar este clasificador, es 
necesario dos fases en el proceso de reconocimiento de  un tipo de 
leucocito: 
 
 Fase de entrenamiento de la red neuronal artificial. 
 Fase de reconocimiento de patrones.  
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La fase de entrenamiento consiste en que la red neuronal, 
mediante los patrones de referencia de 12 descriptores de los leucocitos, 
asigna una correspondiente salida, por tanto, a cada patrón de la red 
neuronal le corresponde una salida, esperada. En la Figura 102 se ilustra 
esta fase. 
 
 
Figura 102. Fase de entrenamiento de la Red Neuronal artificial.  
Fuente. Elaboración propia. 
 
 
Para efectos del método se presenta los descriptores obtenidos 
para los patrones establecidos según tipo de leucocito en los cuadros 
siguientes. 
 
 
Cuadro 9. Descriptores del leucocito Basófilo. 
 
Fuente. Elaboración propia. 
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Cuadro 10. Descriptores del leucocito Eusinófilo. 
 
Fuente. Elaboración propia. 
 
 
Cuadro 11. Descriptores del leucocito Linfocito. 
 
Fuente. Elaboración propia. 
 
 
 
Cuadro 12. Descriptores del leucocito Monocito 
 
Fuente. Elaboración propia. 
 
 
Cuadro 13. Descriptores del leucocito Neutrófilo 
 
Fuente. Elaboración propia. 
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A continuación se presenta el Cuadro 14, los patrones de 
referencia según la información de los cuadros  precedentes. 
 
 
Cuadro 14. Patrones de entrada de los 12 descriptores 
 
Fuente. Elaboración propia. 
 
En el Cuadro 15 de la salida de la red neuronal artificial en la 
siguiente tabla donde se observa 50 posibles salidas para 50 patrones, tal 
como se observa en la tabla anterior.  Se establece el mecanismo de 
aprendizaje Supervisado tratado en el acápite 2.4.5 página 82, debido a 
que se establece la salida antes del proceso de reconocimiento. 
 
Cuadro 15. Patrones de salida de la red neuronal artificial 
 
Fuente. Elaboración propia. 
 
 
 
La fase de reconocimiento consiste en tener  a la entrada de la red 
las características del leucocito a ser analizado. Luego la red una vez 
obtenida esta información procede a realizar el proceso de 
reconocimiento mediante el método de Backpropagation, para finalmente 
activar una de las salidas establecidas de acuerdo al patrón de 
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entrenamiento descrito en la fase anterior. En la Figura 103 se puede 
observar la implementación de esta fase. 
 
 
 
Figura 103. Fase de reconocimiento de la Red Neuronal Artificial.  
Fuente. Elaboración propia. 
 
 
 
 
En la Figura 103, no se observan los patrones de referencia 
debido a que en esta fase, estos se encuentran almacenadas en la memoria 
de la red neuronal artificial y establecida las salidas para cada patrón de 
entrada. 
 
4.9.1.1. Procedimiento de la aplicación del método de conteo 
diferenciado mediante redes neuronales  artificiales 
 
El algoritmo que representa el proceso de conteo mediante redes 
neuronales artificiales tipo Backpropagation, se observa en la imagen de 
la Figura 104.  
 
El Código de programa  34 del Anexo 1 presenta la codificación 
que permite ejecutar el algoritmo de conteo basado en Redes Neuronales 
Artificiales desarrollado en Matlab y cuya  descripción de cada bloque se 
realiza previa indicación de los materiales necesarios para su 
implementación. 
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Figura 104. Algoritmo del procedimiento de conteo de glóbulos blancos mediante 
Redes Neuronales Artificiales, el código fuente se presenta en el Código de programa 
34 del Anexo 1 y en el Cuadro 44 del mismo anexo, sus entradas y salidas.  
Fuente. Elaboración propia. 
 
 
En la Figura 104, se puede observar el diagrama de flujo del 
Método de conteo diferenciado mediante redes neuronales artificiales.  
 
Los materiales necesarios para realizar el procedimiento  para la 
implementación del Método de conteo diferenciado mediante redes 
neuronales artificiales  son los siguientes: 
 
1. Microscopio con cámara de video instalado. 
2. Un cable USB de conexión entre la cámara y la 
computadora. 
3. Una computadora con procesador Corei7 de octava 
generación, 8 Gb de memoria RAM. 
4. Sistema operativo Windows 7 o más. 
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5. Programa Matlab 2013 a más.   
6. Preparación de la muestra según lo tratado en el Ítem 4.6 y 
Figura 88. 
 
A continuación se describe cada una de los bloques 
 
  La captación 
El proceso comienza con la captación de la imagen a color con un 
aumento de 100X, mediante el microscopio con cámara y  luego la 
imagen es transmitida a la computadora mediante un cable USB. 
Para  esta etapa se presenta el siguiente Código de programa 13 
que permita la captura de la imagen. 
 
 
Código de programa 13. Captación de imágenes a color por la cámara de los leucocitos 
Fuente. Elaboración propia 
 
  
 Niveles de gris 
La imagen a color es convertida en una imagen en niveles de gris, 
considerando que la imagen a color  está basada en el modelo RGB. El 
proceso de conversión a niveles de gris es tratado en el ítem 4.7.2 y 
mostrado en la Figura 91. 
 
 Segmentación 
Mediante este bloque se realiza la segmentación es decir se 
obtiene una imagen con dos niveles de gris como son el color blanco y 
negro. Este proceso es tratado en el ítem 4.7.3 y mostrado en la Figura 
92. 
 
 Dilatación y erosión 
A continuación, los objetos de la imagen son dilatados y luego 
erosionados para definir mejor los objetos segmentados. Este proceso es 
tratado por ítem 4.7.4 y mostrado en la Figura 93. 
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 Se determina el número de leucocitos 
Luego, los objetos  de la imagen son etiquetados para ser 
contabilizados. Una vez contabilizados, se tiene el número de leucocitos 
en la imagen que en este caso es N. 
 
 Recorte de imágenes 
A continuación se realiza el recorte de las imágenes de los 
leucocitos de la imagen captada por la cámara con fines de 
reconocimiento y clasificación. Este proceso es captada es descrita en el 
ítem 4.76 y presentada en la Figura 95. 
  
 Bloque de inicialización 
En este bloque se inicializa la variable “i” igual a cero para 
realizar el conteo diferenciado. 
 
 Condicional 
Luego, se procede a realizar el reconocimiento de cada tipo de 
leucocito de la imagen, y establece el conteo respectivo mediante un 
bloque condicional donde se establece el valor N (número de leucocitos 
determinado previamente) como valor límite de “i”, las iteraciones donde 
si no se excede el limite N se procede al proceso de identificación del 
glóbulo blanco y si se excede el límite N entonces se contabiliza los 
glóbulos blancos en forma diferenciada.  
 
 Segmenta célula 
Este bloque se ejecuta si el valor de “i” de conteo de glóbulos 
blancos es menor que “N” el número total de células en la imagen 
captada por la cámara. Para el proceso de reconocimiento se  procede a 
segmentar la región de la célula. El proceso es descrito en el ítem 4.7.7 y 
presentadas en las Figuras 96 y 97. 
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 Segmenta núcleo  
La región del núcleo es separada de la imagen de la célula. Este 
proceso es descrito en el ítem 4.7.8 y mostrado en la Figura 98. 
 
 Segmenta del citoplasma  
La región del citoplasma es separada de la imagen de la célula. 
Este proceso es descrito en el ítem 4.7.9 y mostrado en la Figura 99. 
 
  Determinación de descriptores 
Se ejecuta para determinar los 12 descriptores del leucocito a 
identificar a partir de los pixeles de la segmentación de la célula, núcleo 
y citoplasma.  Los descriptores  se presentan en la matriz2  en la 
siguiente Figura 105. 
 
 
Figura 105. Descriptores de las células de la imagen para ser identificadas  
  Fuente: Elaboración propia 
 
En la Figura 105,  cada fila empezando por la parte superior 
representa los siguiente descriptores: Área de célula, Área de núcleo, 
Asimetría, Compacidad, Desviación estándar, Entropía, Número de 
Euler, Curtósis, Media de célula, Porcentaje del área del núcleo, 
Perímetro y Media del citoplasma, todos estos conceptos tratados en los 
ítem 4.8.4 al 4.8.12. Cada columna representa los descriptores de cada 
leucocito en la imagen. 
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 Identificación por RNA 
Se continúa con el ingreso de los descriptores a la red neuronal 
artificial, y se realiza primero el entrenamiento de la red y luego el 
reconocimiento del leucocito. 
 
La fase de entrenamiento de la red neuronal artificial se da inicio 
mediante el uso de los descriptores como patrones de referencia para 
obtener las salidas correspondientes. En los cuadros 9 al 13 se muestran 
los descriptores, cuales fueron obtenidos mediante un procedimiento 
similar al bloque anterior pero de manera independiente, es decir  
previamente antes de ejecutar el programa y se puede verificar 
ejecutando matriz1 como se observa en la siguiente Figura 106. 
 
Figura 106.  Identificadores de los patrones de referencia de cada tipo de células, que son 
ingresadas a la RNA. 
Fuente. Elaboración propia 
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En la Figura 106 de la matriz1,  cada fila representa  un descriptor 
empezando en la parte superior de manera similar a la matriz 2 
mencionado en el bloque anterior, y cada columna representa al tipo de 
célula como patrón  para obtener la salida respectiva.  En el Cuadro 14,  
se observa la estructura de la matriz1 por cada tipo de célula marcada a 
colores y en el Cuadro 15, se presenta su correspondiente salida para 
cada patrón de entrada. 
 
Antes de dar inicio a la fase de entrenamiento de la red neuronal 
se procede a determinar las variables conteniendo los descriptores de 
matriz1 y matriz2 en el siguiente Código de programa14. 
 
 
Código de programa 14. Determina los parámetros de cada una de los leucocitos de la 
imagen 
Fuente. Elaboración propia 
 
Una vez que se obtiene los descriptores para dar inicio a la etapa 
de entrenamiento se establece los parámetros de entrenamiento de la red 
neuronal artificial: 
 
 01 capa de entrada de 12 neuronas. 
 01 capa oculta de 50 neuronas.  
 01 capa de salida de 5 neuronas. 
 Los patrones de entrada fueron 50 y 50 salidas y el 
número de entradas por objeto 12. 
 Las funciones de transferencia de la capa oculta es 
Tangente Hiperbólica y de la capa de salida la función 
Logaritmo Sigmoidal. 
 Los valores de salida fueron 0.0001 para 0 y 0.9999 para 
1. 
 40 iteraciones. 
 0.001 de factor de aprendizaje. 
p=matriz1;% cargados los parámetros adecuadamente ordenadas y repetidas 
          % para la capa de entrada de la RNA (DESCRIPTORES CALCULADOS) 
IM=imread('micro5.jpg'); %imagen de las células para ser contadas          
matriz2=imparblanco(IM); % matriz2 es de (12 x nºde celulas) parámetros de las  
                         % celulas para el conteo difernciado. Se genera en blancos5_h.m 
      %imparblanco() permite determinar matriz2.  
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 Algoritmo de entrenamiento: Levenverg- Macquart para la 
minimización del error cuadrático que se emplea en el 
algoritmo de Backpropagation. 
 Performance: Means Squared Error (MSE). 
 
 
Estos parámetros se presentan en el Código de programa 15. 
 
Código de programa 15. Configuración de los parámetros para la red neuronal artificial en 
la fase de entrenamiento. 
Fuente. Elaboración propia.  
 
 
La fase de reconocimiento consiste en  la identificación de los 
leucocitos. Para esta fase la entrada de la red neuronal son los doce 
descriptores obtenidos en la matriz2, se emplea el método de 
Backpropagation el cual es tratado en detalle en el acápite 2.4.6.  En la 
Figura 107 se presenta el esquema de la red neuronal empleada con 
Matlab en cuyo entorno se utilizó la herramienta nntraintool.   
 
 
El código correspondiente a la ejecución de ambas fases se 
presenta en el siguiente Código de programa 16. 
 
net=newff(minmax(p),[50,5],{'tansig','logsig'},'trainlm'); 
    %Función capa oculta Tangente Hiperbólica 
                        %Función capa de salida Logaritmo Sigmoidal  
net.trainparam.show=50;% neuronas ocultas 
net.trainparam.lr=0.05;% inicio de error (mse) 
net.trainparam.max_fail=5;% 5 salidas 
net.trainparam.mem_reduc=1;% habilitacion de memoria necesaria  
net.trainparam.min_grad=1e-10;% Mínimo valor de gradiente 
net.trainparam.mu=0.001; %inicio del factor mu 
net.trainparam.mu_inc=100;% incremento de mu 
net.trainparam.time=inf;% tiempo estimado de acuerdo a la red. 
net.trainparam.epochs=40;% iteraciones 
net.trainparam.goal=1e-5;% objetivo del error final 
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Código de programa 16. Ejecución de la fase de reconocimiento. 
Fuente. Elaboración propia 
 
 
Figura 107. Esquema de Red neuronal artificial implementada para el conteo diferenciado 
de leucocitos, basada en la herramienta nntraintools de Matlab.. 
Fuente. Elaboración propia  
 
 
 
En la Figura 107  se observa  la estructura de la red neuronal utilizada, 
donde se observa 12 neuronas en la capa de entrada, una capa oculta de  
50 neuronas, donde se observa que se empleó la función Tangente 
Hiperbólica y en las neuronas de la capa de salida, la función Sigmoidal. 
Para la fase de entrenamiento el algoritmo Levenberg-Marquardt y para 
el performance el modelo de Backpropagation tratado en el acápite 2.4.6.  
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 Incremento de conteo 
Se incrementa el conteo cuando a la variable “i” se le incrementa 
en uno, para proceder a la siguiente identificación de glóbulo blanco si el 
limitador en el bloque condicional no excede N. 
 
 Número de leucocitos por tipo 
Este bloque se ejecuta si se excede el limite N del bloque 
condicional, para contabilizar los glóbulos blancos en forma diferenciada 
y luego imprimir el resultado. 
 
 Salida  
Finalmente se contabiliza los leucocitos reconocidos y se imprime 
el resultado.  
 
 
Código de programa 17. Permite la impresión del resultado del conteo de leucocitos 
en pantalla. 
Fuente. Elaboración propia. 
 
 
Se presenta  el Código de programa que permite la impresión en 
pantalla del resultado del conteo respectivo.  
 
 
Figura 108. Impresión del conteo diferenciado mediante Redes neuronales 
Artificiales en lado derecho, y en lado izquierdo la imagen de entrada.  
Fuente. Elaboración propia. 
 
t_cel=sum(mayor2); % En la matriz t_cel se encuentra los resultados 
fprintf('=================================================='); 
fprintf('\nCONTEO DIFERENCIADO (MÉTODO RNA - 12 PARAMETROS)'); 
fprintf('\nBasofilos:    %i',t_cel(1)); 
fprintf('\nEusinofilos:  %i',t_cel(2)); 
fprintf('\nLinfocitos:   %i',t_cel(3)); 
fprintf('\nMonocitos:    %i',t_cel(4)); 
fprintf('\nNeutrofilos:  %i',t_cel(5)); 
fprintf('\n================================================='); 
fprintf('\nTOTAL:        %i',ncel); 
fprintf('\n=================================================\n'); 
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En la Figura 108, se observa el resultado de la impresión en 
pantalla que constituye la salida del programa junto a la entrada, además 
se indica el tiempo de ejecución del programa “Elapsed time”, el cual se 
realiza con los comandos “tic” al comienzo del programa y “toc” al final 
del Código programa 34.  
 
 
En el  Código de  programa 34 del Anexo1 se presenta el código 
en Matlab del algoritmo basado en las Redes Neuronales Artificiales, 
asimismo se presentan en el Cuadro 43 del Anexo 1 las entradas y 
salidas del algoritmo implementado, mediante las corridas respectivas.  
 
 
                       
4.9.2. El método de conteo diferenciado desarrollado mediante 
método de Máximos y Mínimos 
 
Este método consiste en determinar si cada uno de los doce 
parámetros de un leucocito se encuentra entre el mínimo y máximo valor 
de cada descriptor por cada tipo de leucocito y luego analizar en cuál de 
los tipos de leucocitos se obtuvo más resultados dentro del rango 
establecido.  
En la Figura 109, se observa el esquema como trabaja este nuevo 
método desarrollado, en este caso para la identificación de un leucocito, 
cuyos descriptores son ingresados al sistema. Luego, el sistema empieza 
a evaluar si cada descriptor se encuentra dentro del máximo y mínimo de 
los descriptores de cada célula. Si se encuentra dentro del rango se marca 
con “1” de lo contrario con “0”, según se observa en la imagen de la 
Figura 104. Finalmente, se evalúa la cantidad de “1” obtenidos en cada 
columna correspondiente a un tipo de leucocito. En la Figura 109, se 
observa que el leucocito identificado es un Neutrófilo por haber obtenido 
el máximo número marcado con azul. 
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Figura 109. Esquema del método de Máximo y Mínimos.  
Fuente. Elaboración propia. 
 
A continuación se presentan los cuadros correspondientes a los 
valores mínimo y máximo de los descriptores de cada leucocito, los que 
sirvieron para implementar este método. 
 
 
Cuadro 16. Rango mínimo máximo de los descriptores de Basófilos 
 
Fuente. Elaboración propia. 
 
Cuadro 17. Rango mínimo máximo de los descriptores Eusinófilos 
 
Fuente. Elaboración propia. 
 
Cuadro 18. Rango mínimo máximo de los descriptores Linfocitos 
 
Fuente. Elaboración propia. 
 
Cuadro 19. Rango mínimo máximo de los descriptores Monocitos 
 
Fuente. Elaboración propia. 
 
Cuadro 20. Rango mínimo máximo de los descriptores Neutrófilos 
 
Fuente. Elaboración propia. 
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El algoritmo que representa el proceso de conteo mediante el 
método desarrollado de máximos y mínimos, se pude observar en la 
imagen de la Figura 110. 
 
 
 
Figura 110. Algoritmo del procedimiento de conteo diferenciado de glóbulos blancos mediante el 
método de Máximos y Mínimos, el código fuente se presenta en el Código de programa 35 del Anexo 1 y en 
el Cuadro 45 del mismo anexo, sus entradas y salidas.  
Fuente. Elaboración propia. 
 
 
 
En la Figura 110, se observa el diagrama de flujo del método de 
Máximos y Mínimos.   
 
 
A continuación se describe cada una de los bloques del diagrama 
de flujo según la secuencia lógica: 
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 La captación 
El proceso comienza con la captación de la imagen a color con un 
aumento de 100X, mediante el microscopio con cámara y  luego la 
imagen es transmitida a la computadora mediante un cable USB. 
Para  esta etapa se presenta el siguiente Código de programa 17 
que permita la captura de la imagen. 
 
 
Código de programa 18. Configuración de la cámara para la captación de la imagen 
por la cámara. 
Fuente. Elaboración propia. 
 
 Niveles de gris 
La imagen a color es convertida en una imagen en niveles de gris, 
considerando que la imagen a color  está basada en el modelo RGB. El 
proceso de conversión a niveles de gris es tratado en el ítem 4.7.2 y 
mostrado en la Figura 91. 
 
 Segmentación 
Mediante este bloque se realiza la segmentación es decir se 
obtiene una imagen con dos niveles de gris como son el color blanco y 
negro. Este proceso es tratado en el ítem 4.7.3 y mostrado en la Figura 
92. 
 
 Dilatación y erosión 
A continuación, los objetos de la imagen son dilatados y luego 
erosionados para definir mejor los objetos segmentados. Este proceso es 
tratado por ítem 4.7.4 y mostrado en la Figura 93. 
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 Se determina el número de leucocitos 
Luego, los objetos  de la imagen son etiquetados para ser 
contabilizados. Una vez contabilizados, se tiene el número de leucocitos 
en la imagen que en este caso es N. 
 
 Recorte de imágenes 
A continuación se realiza el recorte de las imágenes de los 
leucocitos de la imagen captada por la cámara con fines de 
reconocimiento y clasificación. Este proceso es captada es descrita en el 
ítem 4.76 y presentada en la Figura 95. 
  
 Bloque de inicialización 
En este bloque se inicializa la variable “i” igual a cero para 
realizar el conteo diferenciado. 
 
 Condicional 
Luego, se procede a realizar el reconocimiento de cada tipo de 
leucocito de la imagen, y establece el conteo respectivo mediante un 
bloque condicional donde se establece el valor N (número de leucocitos 
determinado previamente) como valor límite de “i”, las iteraciones donde 
si no se excede el limite N se procede al proceso de identificación del 
glóbulo blanco y si se excede el límite N entonces se contabiliza los 
glóbulos blancos en forma diferenciada.  
 
 Segmenta célula 
Este bloque se ejecuta si el valor de “i” de conteo de glóbulos 
blancos es menor que “N” el número total de células en la imagen 
captada por la cámara. Para el proceso de reconocimiento se  procede a 
segmentar la región de la célula. El proceso es descrito en el ítem 4.7.7 y 
presentadas en las Figuras 96 y 97. 
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 Segmenta núcleo  
La región del núcleo es separada de la imagen de la célula. Este 
proceso es descrito en el ítem 4.7.8 y mostrado en la Figura 98. 
  El Código de programa 18, permite la ejecución del resto de los 
bloques hasta el retorno a la condicional. 
 
 
Código de programa 19. Identifica un leucocito cuando hay un empate. 
Fuente. Elaboración propia. 
   
 Segmenta del citoplasma  
La región del citoplasma es separada de la imagen de la célula. 
Este proceso es descrito en el ítem 4.7.9 y mostrado en la Figura 99. 
 
  Determinación de descriptores 
Se ejecuta para determinar los 12 descriptores del leucocito a 
identificar a partir de los pixeles de la segmentación de la célula, núcleo 
y citoplasma.  Los descriptores  se presentan en la matriz2  en la 
siguiente Figura 111. 
 
 
Figura 111. Descriptores de cada una de las células de la imagen de la muestra para la 
determinación de los máximos y mínimos de cada una de ellas. 
Fuente: Elaboración propia  
 
En la Figura 111  cada fila empezando por la parte superior 
representa los siguientes descriptores: Área de célula, Área de núcleo, 
Asimetría, Compacidad, Desviación estándar, Entropía, Número de 
val=imcompara(Imgb,maxp1); % Identifica el leucocito cuando hay 
empate   
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Euler, Curtósis, Media de célula, Porcentaje del área del núcleo, 
Perímetro y Media del citoplasma, todos estos conceptos tratados en los 
ítem 4.8.4 al 4.8.12. Cada columna representa los descriptores de cada 
leucocito en la imagen. 
 
 Rango Max-Min 
En esta etapa condicional, se determina si cada descriptor 
analizado está dentro de un máximo y  mínimo valor  de cada tipo de 
leucocito, para ello se ha obtenido la información de las tablas de 
máximo y mínimos por cada tipo de leucocito presentados anteriormente 
en los Cuadros  del 16 al 20. 
 
 Tabla de descriptores = 1 
A partir del análisis realizado en el bloque anterior  se elabora una 
tabla donde se coloca un 1 si el descriptor está dentro del rango máximo 
y mínimo, tal como se presenta en la Figura 109.  
 
 Tabla de descriptores = 0 
A partir del análisis realizado en el bloque anterior  se elabora una 
tabla donde se coloca un 0 si el descriptor está fuera del rango máximo y 
mínimo de cada descriptor en la tabla de descriptores, tal como se  
muestra en la Figura 109.  
 
 Suma de valores en Tabla descriptores 
Luego, se determina el máximo puntaje, mediante la suma del 
total de unos en cada columna y se determina  el tipo de  leucocito, como 
se observa en la Figura 109. 
 
 Empate 
En este bloque condicional se determina si hay un empate o no lo 
hay. Si hay un  empate o más, en la puntuación respectiva, entonces se 
procede a analizar es la relación de núcleo con el citoplasma. Si no hay 
empate se ejecuta el bloque Identifica al leucocito. 
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 Núcleo/citoplasma 
Si el bloque condicional Empate, determina si hay empate se  
ejecuta este bloque analizando la relación núcleo/citoplasma y  se obtiene 
un valor determinado. 
 
 Monocito 
Se analiza el valor obtenido en el bloque anterior  verificando si 
corresponde a un Monocito, si lo es,  entonces se ejecuta el bloque 
Identifica al leucocito. Si no lo es,  se ejecuta el bloque Transformada 
Hough para verificar si se trata de un Neutrófilo. 
 
 Transformada Hough 
 Este bloque determina cuantos lóbulos tiene el núcleo mediante 
el uso de la Transformada de Hough y se determina si se trata de un 
Neutrófilo, esto mediante la Transformada de Hough. La cantidad de 
lóbulos se indica en un parámetro.  
 
 Neutrófilos 
En esta etapa condicional se evalúa si el parámetro de la cantidad 
de lóbulos es menor o igual que 3, entonces se  ejecuta el bloque 
Identifica al leucocito. Si el parámetro  es mayor, entonces se ejecuta el 
bloque Modelo color HSV para determinar si se trata de un Eusinófilo. 
 
 Modelo color HSV 
Por la coloración que tiene este tipo de leucocito, esto se realiza 
mediante la transformación del modelo de color RGB  a HSV, donde un 
rango determinado pixeles de valores corresponde al parámetro “hue” o 
tono.                                                                                                                                      
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 Eusinófilo 
Luego, se comprueba si el valor de “hue”  o tono del leucocito es 
mayor que 0.88. Si es mayor  se ejecuta el bloque Identifica al leucocito. 
Si no lo es, se ejecuta el bloque Euler para determinar si se trata de un 
linfocito.  
 
 Euler 
Mediante este bloque condicional se calcula el parámetro Euler 
que determina el número de huecos que presenta el núcleo del linfocito. 
 
 Linfocito 
En este bloque condicional se evalúa si Euler es mayor que “1”, 
entonces se trata de un Linfocito y se ejecuta el bloque Identifica al 
leucocito. Si es menor que  “1” se ejecuta el bloque Basófilo. 
 
 Basófilo 
Se ejecuta este bloque, indicando que mediante un indicador que 
se trata de un Basófilo. Luego se ejecuta el bloque Identifica al leucocito. 
 
 Identifica al leucocito 
Se ejecuta este bloque una vez identificado el leucocito luego de 
las etapas tratadas anteriormente. Siguiendo el criterio la máxima  
puntuación  como se ilustra en la Figura 109. 
 
 
 Incremento de contador 
En este bloque se incrementa el contador para luego ejecutarse el 
condicional. Si en el bloque condicional i es mayor que N se ejecuta el 
bloque Número de leucocitos por tipo. 
 
 Número de leucocitos por tipo 
Una vez determinado los leucocitos y cada uno de ellos se 
procede a su cuantificación respectiva e impresión en pantalla. 
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Código de programa 20. Impresión de los resultados del conteo de leucocitos como salida del 
algoritmo. 
Fuente. Elaboración propia 
 
En el Código de programa se presenta el código para imprimir los 
resultados del conteo, como salida del programa que implementa el 
algoritmo de Máximos y Mínimos. 
 
 
 
Figura 112. Impresión en pantalla del resultado de conteo diferenciado de glóbulos blancos 
por el método de Máximos y Mínimos, en lado derecho y en lado izquierdo la entrada.  
Fuente. Elaboración propia. 
 
En la Figura 112, se observa el resultado de la impresión en 
pantalla, decir es la salida del algoritmo. Se observa en la última línea del 
texto de salida, el parámetro “Elapsed time”, el cual indica el tiempo de 
ejecución del programa para obtener los resultados. 
 
En el  Código de  programa 35 del Anexo1 se presenta el código 
en Matlab del algoritmo basado en el método de Máximos y Mínimos, 
asimismo se presentan en el Cuadro 44 del Anexo 1 las entradas y 
salidas del algoritmo implementado.   
 
 
 
 
 
ce_2=sum(ce_1); % En ce_2 se almacena la suma de cada tipo de cel.  
fprintf('=================================================================='); 
fprintf('\nCONTEO DIFERENCIADO (METODO MAXIMO Y MINIMOS - 12 PARAMETROS'); 
fprintf('\nBasofilos:    %i',ce_2(1)); 
fprintf('\nEusinofilos:  %i',ce_2(2)); 
fprintf('\nLinfocitos:   %i',ce_2(3)); 
fprintf('\nMonocitos:    %i',ce_2(4)); 
fprintf('\nNeutrofilos:  %i',ce_2(5)); 
fprintf('\n================================================================='); 
fprintf('\nTOTAL:        %i',ncel); 
fprintf('\n=================================================================\n'); 
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4.9.2.1. Ventajas del algoritmo basado en el método del 
Máximos y Mínimos (Algoritmo Diseñado)  respecto al 
algoritmo basado en Redes Neuronales Artificiales 
 
A partir de los Cuadro 44 y 45 del  Anexo 1,  se  elaboró el 
Cuadro 21, considerando específicamente el parámetro tiempo de 
ejecución (“Elapsed time”), y los resultados de los conteos de la  salida 
de cada algoritmo implementado.  Los resultados respecto a la precisión 
y falsos positivos fueron obtenidos luego del análisis  de los resultados 
del reporte de salida  en concordancia con los conceptos tratados sobre 
falsos positivos y precisión en el acápite 4.10.1. 
 
 
Cuadro 21. Análisis comparativo de los dos métodos desarrollados con respecto al tiempo de 
procesamiento y los falsos positivos 
 
Fuente. Elaboración propia. 
  
 
En el Cuadro 21 se observa que los conteos se hicieron sobre 
imágenes de 6 células y siendo las mismas para ambos algoritmos. 
 
  A continuación se mencionan las siguientes ventajas: 
 
 
 En el Cuadro 21, se observa que el tiempo de procesamiento 
del Método de conteo diferenciado mediante Redes 
Neuronales Artificiales (19.41 segundos en promedio) demora 
más que el Método de Máximos y Mínimos (2.34 segundos en 
promedio).  
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 Los falsos  positivos  mediante  el  método  de  redes 
neuronales artificiales (1.7 en promedio)  es mayor que  el 
presentado con el método de Máximos y Mínimos (0.2 en 
promedio). 
 
 Finalmente, la precisión con el método de Máximos y 
Mínimos (96% en promedio) es mayor que la presentada con 
el método de Redes Neuronales Artificiales (71.81% en 
promedio). 
 
 Por tanto, por las consideraciones mencionadas el método de 
Máximos y Mínimos es el elegido para efectos del conteo diferenciado de 
glóbulos blancos o leucocitos como  el algoritmo diseñado (AD). 
 
 
4.10. Algoritmo de procesamiento digital de imágenes para el 
conteo de células sanguíneas propuesto. 
 
El algoritmo propuesto en la presente investigación es la 
integración de  los algoritmos de conteo de glóbulos rojos y conteo de 
glóbulos blancos determinados en los acápites 4.5 y 4.9 respectivamente, 
y se presenta en la Figura 113. 
 
 
187 
 
 
 
 
 
Figura 113. Algoritmo diseñado propuesto en la presente investigación.  
Fuente. Elaboración propia 
 
El algoritmo se inicia con la elección del conteo de glóbulos rojos 
o glóbulos blancos. Si se elige el conteo glóbulos rojos se inicia con el 
proceso de captación de la imagen  del microscopio de la imagen derecha 
de la Figura 56, luego, se detectan las líneas horizontales, se continúa con 
las líneas verticales, se realiza un proceso de dilatación y  erosión de la 
imagen obtenida. Se inicializa el con “N” el número de células a contar 
por cuadricula, se inicializa el acumulador “S” que indica la cuenta de 
células de las cuadriculas contadas y luego se inicializa con “i” el número 
de cuadricula contada. Si “i no es mayor que 5”, se realiza el conteo de 
glóbulos rojos en cada cuadricula y el resultado se almacena en N,  se 
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acumula en S y se inicializa “N=0”, para el conteo de siguiente 
cuadricula indicada por “i”. Luego, si “i es mayor que 5” se termina el 
conteo de cuadriculas y el conteo de glóbulos rojos en todas las 
cuadriculas se almacena en “S” y se imprime el resultado.   
 
Si se elige al comienzo del algoritmo, el conteo de glóbulos 
blancos, se realiza la captación de la imagen, luego se cambia a una 
imagen de niveles de gris, luego se procede a la segmentación para 
seleccionar los objetos de interés de la imagen, se realiza un proceso de 
dilatación y erosión de la imagen segmentada para mejorar la imagen 
segmentada. Luego se realiza el conteo de los objetos seleccionados que 
son las células y se obtiene el número de glóbulos blancos en la imagen, 
cuyo valor se almacena en “N”. Luego se realiza el recorte de cada 
glóbulo blanco de la imagen, formando nuevas imágenes solamente una 
por cada glóbulo blanco recortado, de esta manera se facilita el  análisis 
individual de cada una. Luego se inicializa “i” para el conteo y análisis 
de cada tipo de glóbulo blanco.  Se continua con el condicional de si 
“i>N”, es decir, cuando “i” sea mayor que “N” se imprime los resultados 
del conteo diferenciado. De lo contrario se realiza el análisis de cada 
glóbulo blanco, mediante la segmentación del glóbulo blanco, luego la 
segmentación del núcleo, luego la segmentación del citoplasma, luego se 
determinan los valores de los de los descriptores del glóbulo blanco, a 
continuación se determinan si estos valores están dentro de un rango 
mínimo o máximo previamente determinado para los glóbulos blancos, si 
lo están se marca con 1, si no lo están se marca con 0 en la tabla de 
descriptores generado para el glóbulo blanco analizado. Se continua con 
la suma de los valores de obtenidos en la tabla por cada tipo posible de 
glóbulo blanco, tal como se observa en la Figura 105.  En la tabla se 
verifica si hay empates en los resultados de la suma. Si lo hay, se procede 
a realizar un análisis más detallado del núcleo del glóbulo blanco, 
primero realizando un análisis de  la relación de tamaño de núcleo y 
citoplasma, luego determinar si se trata de un Monocito con una 
referencia predeterminada, si no lo es se aplica la Transformada de 
Hough al núcleo para determinar si se trata de un neutrófilo, es decir 
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mediante la Transformada de Hough se detecta la presencia de más de 
dos lóbulos, tener estos cierta forma circular. Si no es un Neutrófilo, se 
analiza el núcleo mediante el modelo HSV de color para determinar si se 
trata por el color del núcleo  un Eusinófilo. Si no lo es, se verifica el 
Numero de Euler  al núcleo, que nos determina el número de huecos que 
tiene la imagen y si es más de dos  se indica que es un Linfocito.  Si no lo 
es, entonces por defecto se trata de un Basófilo. Identificado el glóbulo 
blanco, se corrige la tabla del empate. Luego, se incrementa el valor de 
“i” en uno para proceder al análisis del siguiente glóbulo blanco, y así 
hasta que “i=N” entonces se termina el conteo diferenciado de glóbulos 
blancos. Finalmente se imprime el resultado, en la Figura 114, se observa 
la entrada y salida de los algoritmos de conteo de glóbulos rojos y 
blancos respectivamente.  La integración de los algoritmos mencionados 
en el párrafo inicial se realiza mediante la interfaz gráfica de la Figura 
127 y su codificación en el Código de programa 36 del Anexo 1, el cual 
es tratado en detalle en el acápite 5.1.3 del Capítulo 5. 
 
 
Figura 114. Entradas y  salidas del algoritmo de conteo de glóbulos rojos y blancos 
respectivamente. 
Fuente. Elaboración propia  
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4.10.1. Desempeño del Algoritmo de procesamiento digital 
de imágenes propuesto. 
 
El desempeño de un sistema informático en este caso el programa 
en base al algoritmo diseñado,  nos indica cuan bien realiza su trabajo 
mediante la combinación de medidas respectivas (Curiel, 2017).  A 
continuación se presenta las características de desempeño del programa 
desarrollado en base al algoritmo propuesto: 
 
 Tiempo de respuesta 
 Throughput  
 Capacidad 
 Precisión 
 Disponibilidad 
 
A  continuación  se  trata acerca de cada uno de los  parámetros 
mencionados: 
 
 El tiempo de respuesta 
 Es el intervalo de tiempo que transcurre durante la ejecución del 
programa que ejecuta el conteo de células sanguíneas (Curiel, 2017).  
El tiempo de respuesta del conteo de glóbulos rojos es 3.49 
segundos, para lo cual se consideró el promedio  del Cuadro 8, 
correspondiente al Algoritmo diseñado. En el caso del conteo de glóbulos 
blancos, el tiempo de respuesta se consideró, el tiempo promedio del 
Cuadro 21 del Algoritmo diseñando igual a 2.34 segundos, el cual 
también se presenta en el Cuadro 23.    
 
 
 El throughput  
Es la tasa  a la cual el programa realiza el conteo, es decir el 
número de conteos por tiempo de respuesta (Curiel, 2017).  
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Para determinar el throughput  se calcula, considerando el número 
de conteos por unidad de tiempo de la siguiente manera: 
          
Dónde:     : Throughput   : Número de conteos   : Tiempo de respuesta 
 
Para el caso de los glóbulos rojos   =1 conteo   =3.49 segundos    =0.29 conteos/segundo 
 
 
Para el caso de los glóbulos blancos   =1 conteo   =2.34 segundos    =0.43 conteos/segundo 
 
 La capacidad 
 
 Es calculada en base al máximo número de células contadas entre 
el tiempo  de respuesta correspondiente  (Curiel, 2017).  
 
 En el caso del número máximo de células contadas se obtienen 
los datos de los glóbulos rojos y glóbulos blancos a partir de los cuadros 
2 y 21 respectivamente.  
        
Dónde:   : Número máximo de glóbulos contados  
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  : Tiempo de respuesta correspondiente al número máximo de 
células contadas.    Capacidad  
 
Para el caso de los glóbulos rojos. 
   = 503 glóbulos rojos    = 3.29 segundos    = 153 glóbulos/segundo  aproximando al entero más cercano 
 
Para el caso de los glóbulos blancos 
   = 6 glóbulos blancos    = 2.07 segundos  es el  menor tiempo de conteo para el conteo 
de 6 glóbulos.  = 3 glóbulos/segundo aproximando al entero más cercano 
 
 
 
 Falsos positivos 
Es la suma de objetos de la imagen identificados en forma 
incorrecta. 
 
 Valores positivos 
Es la suma de objetos de la imagen  debidamente identificados. 
 
 La precisión 
Es una métrica del algoritmo diseñado y representa los objetos 
clasificados de la imagen, expresado en porcentaje, y se define como la 
relación entre resultados correctos y el total de resultados de la operación 
(Berzal, 2017).  Es decir,  los valores positivos entre la suma de los 
valores positivos y los falsos positivos. El cociente de la división  se 
multiplicada por 100 para expresar la precisión en porcentaje. 
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Precisión, es calculado en base a los valores positivos (VP) es 
decir a los aciertos en la discriminación de las células por parte del 
programa y los falsos positivos (FP). 
            x 100% 
 
 
Pf: Precisión 
VP: Valores positivos 
FP: Falsos positivos         
 
Para el caso de los glóbulos rojos los datos se obtiene del cuadro 
25. 
 
Pf = 98 % 
VP= 96  glóbulos rojos  (promedio conteo Manual) 
FP= 2     glóbulos rojos falsos positivos del total de objetos en la 
imagen (promedio conteo AD 98 glóbulos).      
 
Para el caso de los glóbulos blancos se obtiene del cuadro 21. 
 
Pf = 96 % (promedio) 
VP= 5.6   (promedio)      glóbulos blancos identificados 
FP= 0.22 (promedio)     glóbulos blancos identificados falsos 
positivos respecto al total de glóbulos blancos identificados en la 
muestra.   De acuerdo a los valores promedio del Cuadro 21. 
 
 
 La disponibilidad 
Es el tiempo que el  programa es disponible para el usuario y esta 
expresado en porcentaje (Curiel, 2017).   
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La disponibilidad, está en función de cuánto tiempo está 
disponible el programa y cuánto tiempo esta no está disponible por 
factores como el mantenimiento.  
                 
D: Disponibilidad 
Td: Tiempo  disponible del programa 
Tnd: Tiempo  no disponible del programa 
 
Para el caso de los glóbulos rojos y glóbulos blancos. 
 
D=100% 
Td= 24*365 días (todos los días al año) Tiempo  disponible del 
programa 
Tnd=  0 días Tiempo  no disponible del programa 
 
 
En el siguiente cuadro se muestra las características de 
desempeño del algoritmo desarrollado mostrando los resultados 
obtenidos. 
 
Cuadro 22 : Características de desempeño 
 
Fuente: Elaboración propia 
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En el presente trabajo de investigación se considera el tiempo de 
respuesta como el parámetro más importante de desempeño del algoritmo 
diseñado (Curiel, 2017). El algoritmo desarrollado realiza el conteo de 
glóbulos rojos y el conteo diferenciado de glóbulos blancos. 
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CAPITULO 5: RESULTADOS Y DISCUSIÓN 
 
 
 
 
En el presente capítulo se presentan  los resultados relacionados 
con los objetivos e hipótesis de la tesis. En primer lugar, se presenta  el 
algoritmo diseñado, propuesto para la presente investigación, para el 
conteo de células sanguíneas referido a glóbulos rojos y glóbulos 
blancos. Luego, se realizan las pruebas de hipótesis  correspondientes a la 
hipótesis general e hipótesis especificas a partir de los resultados 
obtenidos en las mediciones de los conteos de células sanguíneas.  
 
5.1. Algoritmo de conteo de células sanguíneas  
 
En el desarrollo del Capítulo 4, se expone  acerca de los 
fundamentos  de la implementación del algoritmo diseñado, presentado 
en este Capítulo  que constituye a su vez la integración de los siguientes 
algoritmos: 
 
 Algoritmo para el conteo de glóbulos rojos de la Cámara de 
Neubauer. 
 Algoritmo para el conteo  diferenciado de glóbulos blancos. 
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Finalmente, se presenta el algoritmo diseñado para el conteo de 
células sanguíneas resultado de la integración de los dos anteriores, que 
es la propuesta de la presente Tesis (acápite 5.1.3). 
 
5.1.1. Algoritmo para el conteo  de glóbulos rojos de la Cámara de 
Neubauer 
 
La imagen captada en este algoritmo es la imagen proveniente de 
la Cámara de Neubauer colocada en el portaobjeto del microscopio, la 
que se observa en la imagen de la izquierda de la Figura 56, del acápite 
4.1. Luego se realiza la extracción de 5 imágenes correspondientes a las 
cuadriculas a ser analizadas las que se muestran  en las Figuras 55 y 56. 
Para la implementación de este procedimiento, se realiza primero la 
detección de las líneas horizontales, tal como se presenta en las Figuras 
56 y 57. Luego, se  realiza la detección de líneas verticales, igualmente se 
presenta en las Figuras 58  y 59. Estos procedimientos están sustentados 
en la aplicación de la Transformada de Hough, para la detección de 
líneas. Una vez obtenidas las líneas  se procede a establecer las 
cuadriculas y luego se delimitan para determinar las cuadrículas de 
interés. A continuación se analizan las imágenes de las cuadriculas 
seleccionadas para proceder a realizar el conteo de los glóbulos rojos 
respectivo, mediante el algoritmo presentado en el acápite 4.2.6, Figura 
70, correspondiente al Método de Conteo de Glóbulos Rojos Mediante 
Basado en Áreas (CBA) del Procesamiento Digital de Imágenes.  
 
 Finalmente, el algoritmo se observa en la Figura 115, el cual 
posteriormente se integrará al  algoritmo de conteo diferenciado de 
glóbulos blancos que resultará en el algoritmo, que es objetivo de la 
presente investigación y descrito en forma detallada en el acápite 4.5. 
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Figura 115. Algoritmo de conteo de glóbulos rojos mediante el Método de Conteo 
Basado en Áreas, el código fuente  se presenta en el Código de programa 31 del 
Anexo 1 y en el Cuadro 43 del mismo anexo, sus entradas y salidas.  
Fuente. Elaboración propia.  
 
 
 
Figura 116. La entrada presenta la imagen de la muestra de glóbulos rojos en la  
cámara de Neubauer presentada en cuadriculas y luego la salida  muestra la 
imagen del resultado del conteo. 
Fuente: Elaboración propia   
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Las entradas y salidas  del programa  se muestran  en el Cuadro 
44 del Anexo 1, de manera similar a la presentada en la Figura 116. 
 
El algoritmo de conteo de glóbulos rojos, se incorporó en el 
programa de la interfaz gráfica  que se presenta   en la Figura 117, 
mediante la herramienta  Guide Interfaz User (GUI) de Matlab con la 
finalidad de observar su aplicación en un prototipo. El código fuente de 
la interfaz es mostrado en el Código de programa 37 del Anexo 1.  
 
 
 
Figura 117. Interfaz gráfica del programa para el conteo de glóbulos rojos inicial. 
Fuente. Elaboración propia. 
 
 
El procedimiento  para realizar el conteo de glóbulos rojos  
mediante la interfaz gráfica es la siguiente:  
 
 
 
 
 
200 
 
 
 Se presiona el botón “Encender cámara” en la interfaz de la 
Figura 117. En el siguiente  código se presenta el Código de 
programa 21 referente al botón. 
 
 
Código de programa 21. Botón de Encender cámara y el código respectivo para la 
configuración de la captación de imágenes de la cámara.  
Fuente. Elaboración propia 
 
 
 Una vez captada la imagen,  con el botón “Capturar imagen”, se 
obtiene la imagen a procesar como la imagen de la parte superior 
de la interfaz en la Figura 118.  En el siguiente  código se 
presenta el Código de programa 22 referente al botón. 
 
 
Código de programa 22. Botón de Capturar imagen y el código respectivo para 
mostrar la imagen en la interfaz gráfica.  
Fuente. Elaboración propia 
 
 
 Con el botón “Contar glóbulos rojos” se realiza el conteo y se 
obtiene el resultado final como la imagen de la parte inferior de la 
Figura 119. En el siguiente  código se presenta el Código de 
programa 23 referente al botón. 
 
 
 
function pushbutton2_Callback(hObject, eventdata, handles) 
global vid 
% hObject    handle to pushbutton2 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
set(handles.pushbutton4,'enable','on'); 
set(handles.Axis1,'visible','on'); %Hace visible el boton 
axes=(handles.Axis1); % Crea el objeto axes 
vid=videoinput('winvideo'); % Habilita el driver 
vid.ReturnedColorSpace='grayscale'; % Habilita la escala de grises 
vidRes=get(vid,'VideoResolution'); % Habilita la resoluc. De video 
nBands=get(vid,'NumberOfBands'); % Habilita los 3 canales RGB 
himage=image(zeros(vidRes(2),vidRes(1),nBands)); 
preview(vid,himage); 
function pushbutton4_Callback(hObject, eventdata, handles) 
global vid 
global k  
% hObject    handle to pushbutton4 (see GCBO) 
foto=getsnapshot(vid); % imagen capturada en foto 
imshow(foto); %se muestra iagen de foto 
set(handles.pushbutton4,'UserData',foto); 
k=1; 
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Código de programa 23. Botón de Contar glóbulos rojos y el código respectivo para mostrar 
el resultado del conteo.  
Fuente. Elaboración propia 
 
 
Opcionalmente: 
 
 Si se desea otro conteo, con el botón “Limpiar” se  vuelve al 
inicio como en la Figura 117, y se repite todo el proceso anterior. 
 
 Si se desea guardar la imagen capturada de la cámara, se presiona 
el botón “Guardar”. 
 
 Si se desea abrir una imagen de archivo, se presiona el botón 
“Abrir imagen”. 
 
 
 
 
 
function pushbutton5_Callback(hObject, eventdata, handles) 
global k 
    if  k==1 
        image=get(handles.pushbutton4,'UserData'); 
    end 
    if  k==2 
        image=get(handles.pushbutton12,'UserData'); 
    end     
% hObject    handle to pushbutton5 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
%Nota MUY IMPORTANTE: 
  
Img=image;%IMPORTANTE: Siempre cargar imagen a variable 
resultado=contagr_bea(Img); % Se almacena en resultado los resultados  
resultado1=['Cuadricula 1 =  ',num2str(resultado(1))]; 
resultado2=['Cuadricula 5 =  ',num2str(resultado(2))]; 
resultado3=['Cuadricula 13 =  ',num2str(resultado(3))]; 
resultado4=['Cuadricula 21 =  ',num2str(resultado(4))]; 
resultado5=['Cuadricula 25 =  ',num2str(resultado(5))]; 
resultado6=[' El total de glóbulos rojos =  ',num2str(resultado(6))]; 
resultado7=[' Nº Glóbulos rojos/mm3 =  ',num2str(resultado(7))]; 
final={'================================================';... 
       'CONTEO DE GLÓBULOS ROJOS EN LAS 5 CUADRICULAS';... 
       '================================================';... 
       resultado1;... 
       resultado2;... 
       resultado3;... 
       resultado4;... 
       resultado5;... 
      ' ';... 
      '=================================================';... 
      resultado6;... 
      'Factor de dilusión = 1/200';... 
      resultado7;... 
      '=================================================='}; 
set(handles.edit1,'String',final); % En final, está el mensaje 
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 Si ya no desea captar imagen de la cámara, se presiona el botón 
“Apagar cámara”. 
 
 Si se desea salir del programa se presiona el botón “Ir al menú 
principal”. 
 
 
 
 
Figura 118. Interfaz donde se presenta la imagen de entrada para el algoritmo de 
conteo de glóbulos rojos 
Fuente. Elaboración propia 
 
 
 
 
Como se puede observar el uso de la presente interfaz tiene la 
característica de uso intuitivo, debido a la secuencialidad en que se 
encuentran dispuestos los botones de la interfaz para el conteo de 
glóbulos rojos, que es una característica de usabilidad pertinente.   
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Figura 119. Interfaz gráfica de la salida del programa de conteo de glóbulos rojos. 
Fuente. Elaboración propia 
 
 
Finalmente, en la Figura 119 se presenta el resultado del proceso, 
tanto la entrada que es la imagen de la parte superior y la salida que es la 
imagen de la parte inferior, mostrando el reporte del conteo. El Código 
de programa 37 de  la interfaz  presenta el código fuente respectivo en el  
Anexo 1 y en el Cuadro 43 se presentan las entradas y salidas 
correspondiente a las corridas del programa. 
. 
 
5.1.2. Algoritmo para el conteo  diferenciado de glóbulos blancos 
 
Este algoritmo es mostrado en la Figura 116, como se indica es la 
implementación del conteo diferenciado de glóbulos blancos (leucocitos) 
por el Método de  Máximos y Mínimos de PDI, explicado en el acápite 
4.9.2, que es el resultado de la evaluación comparativa con el conteo 
diferenciado mediante Método de Redes Neuronales Artificiales 
(MRNA), presentado en el acápite 4.9.1. 
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Figura 120. Algoritmo de conteo diferenciado leucocitos mediante el método de Máximos y 
Mínimos, el código fuente se presenta en el Código de programa 35 del Anexo 1 y en el 
Cuadro 45 del mismo anexo, sus entradas y salidas. 
Fuente. Elaboración propia. 
 
 
 
 
Se puede observar que este algoritmo utiliza una evaluación de 
cada leucocito en su integridad y luego si es necesario el análisis se 
centra en el núcleo. Este procedimiento resulta más ventajoso para el 
algoritmo por que realiza una evaluación bastante detallada de las 
características del leucocito. Las técnicas aplicadas basadas en lo 
expuesto en el capítulo 2 y aplicado en el capítulo 4, específicamente 
referido al procesamiento digital de imágenes, transformada de Hough y 
modelado de color HSV, son plasmados íntegramente en este desarrollo.   
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Figura 121. Impresión en pantalla del resultado de conteo diferenciado de glóbulos 
blancos por el método de Máximos y Mínimos, en lado derecho y en lado izquierdo 
la entrada.  
Fuente. Elaboración propia. 
 
Las entradas y salidas que   se muestran en el Anexo 1, en el 
Cuadro 45 del Anexo1 de manera similar a la presentada en la Figura 
121. 
El algoritmo de conteo diferenciado de glóbulos blancos, se 
incorporó en el programa de la interfaz gráfica  que se presenta   en la 
Figura 122, mediante la herramienta  Guide Interfaz User (GUI) de 
Matlab y  mostrado en el Código de programa 38 del Anexo 1, con la 
finalidad de observar su aplicación en un prototipo. 
 
 
Figura 122. Interfaz gráfica del programa para el conteo de glóbulos blancos inicial. 
Fuente. Elaboración propia 
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El procedimiento  para realizar e l conteo de glóbulos rojos  
mediante la interfaz gráfica es la siguiente:  
 
 Se presiona el botón “Encender cámara” en la interfaz de la 
Figura 122. En el siguiente  código se presenta el Código de 
programa 24 referente al botón. 
 
 
Código de programa 24. Botón de Encender cámara y el código respectivo para la 
configuración de la captación de imágenes de la cámara.  
Fuente. Elaboración propia 
 
 Una vez captada la imagen,  con el botón “Capturar imagen”, se 
obtiene la imagen a procesar como la imagen de la parte superior 
de la interfaz en la Figura 123.  En el siguiente  código se 
presenta el Código de programa 25 referente al código que se 
ejecuta para el botón. 
 
 
Código de programa 25. Botón de Capturar imagen y el código respectivo para 
mostrar la imagen en la interfaz gráfica.  
Fuente. Elaboración propia 
 
 
 Con el botón “Contar glóbulos rojos” se realiza el conteo y se 
obtiene el resultado final como la imagen de la parte inferior de la 
Figura 124. En el siguiente  código se presenta el Código de 
programa  referente al código que se ejecuta para el botón. 
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Código de programa 26. Botón de Contar glóbulos blancos y el código respectivo para 
mostrar el resultado del conteo.  
Fuente. Elaboración propia 
 
 
 
Opcionalmente: 
 
 Si se desea otro conteo, con el botón “Limpiar” se  vuelve al 
inicio como en la Figura 122, y se repite todo el proceso 
anterior. 
 
 Si se desea guardar la imagen capturada de la cámara, se 
presiona el botón “Guardar”. 
 
 Si se desea abrir una imagen de archivo, se presiona el botón 
“Abrir imagen”. 
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 Si ya no desea captar imagen de la cámara, se presiona el 
botón “Apagar cámara”. 
 
 Si se desea salir del programa se presiona el botón “Ir al menú 
principal”. 
 
 
 
Figura 123. Interfaz donde se presenta la imagen de entrada para el algoritmo de 
conteo de glóbulos blancos 
Fuente. Elaboración propia 
 
 
 
Como se puede observar el uso de la presente interfaz tiene la 
característica de ser intuitivo su uso, debido a la secuencialidad en que se 
encuentran dispuestos los botones de la interfaz para el conteo de 
glóbulos blancos, que es una característica de usabilidad.   
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Figura 124. Interfaz gráfica de la salida del programa de conteo de glóbulos rojos. 
Fuente. Elaboración propia 
 
Finalmente, en la Figura 124 se presenta el resultado del proceso, 
tanto la entrada que es la imagen de la parte superior y la salida que es la 
imagen de la parte inferior mostrando el reporte del conteo. 
 
5.1.3. Algoritmo diseñado de Conteo de Células Sanguíneas 
 
Como resultado de la integración de los dos algoritmos expuestos 
anteriormente se obtiene el algoritmo diseñado, presentado en la Figura 
117, donde se indica el resultado final de la integración de los algoritmos 
tratados. Este nuevo algoritmo permite procesar tanto glóbulos rojos y 
glóbulos blancos mediante el procesamiento digital de imágenes (PDI). 
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Figura 125. Algoritmo diseñado propuesto en la presente investigación, el código fuente se presenta 
en el Código de programa 30 y 35  del Anexo 1 y en los Cuadros 43 y 45 del mismo anexo, sus 
entradas y salidas, integrado en la interfaz gráfica de la Figura 127 y su Código de programa 36.  
Fuente. Elaboración propia 
 
 
Figura 126.  Entradas y salidas de los algoritmos implementados en el programa de integración 
mediante la interfaz  gráfica de Matlab que se presenta en la Figura 127. 
Fuente. Elaboración propia  
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En la Figura 126 se observa las entradas y salidas de los  
algoritmos de conteo glóbulos rojos y conteo diferenciado de glóbulos 
blancos, que se integraron mediante  el programa de la interfaz gráfica  
que se presenta   en la Figura 127, mediante la herramienta  Guide 
Interfaz User (GUI) de Matlab y  que se presenta en el Código de 
programa 36 del Anexo 1, con la finalidad de observar su aplicación en 
un prototipo. 
 
 
 
Figura 127. Interfaz gráfica de la integración de los algoritmos de conteo  de glóbulos rojos y 
conteo diferenciado de glóbulos blancos.  
Fuente. Elaboración propia 
 
El procedimiento  para realizar el conteo de glóbulos rojos  
mediante la interfaz gráfica es la siguiente:  
 
 Se presiona el botón “Contar glóbulos rojos” en la interfaz de la 
Figura 127, para ejecutar el conteo de glóbulos rojos mediante la 
interfaz de la Figura 128, el cual fue presentado y tratado en el 
acápite 5.1.1. En el siguiente código se presenta el Código de 
programa 27 referente al botón. 
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Código de programa 27. Código de botón para abrir interfaz de Conteo de glóbulos 
rojos. 
Fuente. Elaboración propia. 
 
 
 Se presiona el botón “Contar glóbulos blancos” en la interfaz de 
la Figura 127, para ejecutar el conteo diferenciado de glóbulos 
blancos mediante la interfaz de la Figura 129, el cual fue 
presentado y tratado en el acápite 5.1.2. En el siguiente  código se 
presenta el Código de programa 28 referente al botón. 
 
 
 
Código de programa 28. Código de botón para abrir interfaz de Conteo  diferenciado 
de glóbulos blancos. 
Fuente. Elaboración propia. 
 
 
 
 
 Se presiona el botón “Salir” en la interfaz de la Figura 127, para 
dar por terminado el programa. En el siguiente se presenta el 
Código de programa 29, referente al botón. 
 
 
 
Código de programa 29. Código de botón para abrir interfaz de Conteo  diferenciado 
de glóbulos blancos. 
Fuente. Elaboración propia. 
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Figura 128. Interfaz de conteo de glóbulos rojos, tratado en el acápite 5.1.1. 
Fuente. Elaboración propia 
 
 
 
 
Como se puede observar el uso de la presente interfaz tiene la 
característica de ser intuitivo en su uso, debido a la secuencialidad en que 
se encuentran dispuestos los botones de la interfaz para el conteo de 
glóbulos rojos, que es una característica de usabilidad, desarrollado para  
este prototipo.   El desarrollo y explicación se encuentra en el acápite 
5.1.1 
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Figura 129. Interfaz de conteo diferenciado de glóbulos blancos, tratado en el acápite 5.1.2. 
Fuente. Elaboración propia 
 
 
Como se puede observar el uso de la presente interfaz, al igual 
que lo comentado  en el párrafo anterior, tiene la característica de ser 
intuitivo en su uso, debido a la secuencialidad en que se encuentran 
dispuestos los botones de la interfaz para el conteo diferenciado de 
glóbulos blancos, la cual es una característica de usabilidad, desarrollado 
para  este prototipo.   El desarrollo y explicación se encuentra en el 
acápite 5.1.2. 
 
Finalmente, el objetivo general de la presente tesis  es “diseñar un 
algoritmo para el procesamiento digital de imágenes que permita 
mejorar el proceso de conteo de células sanguíneas con respecto al costo 
y tiempo en que este se realiza”, se ha cumplido; con relación al costo, el 
análisis se realiza en la prueba de la hipótesis general. En cuanto a  los 
objetivos específicos de los subacápites: 1.4.2.1, 1.4.2.2, 1.4.2.3 y 1.4.2.4  
fueron cumplidos, y  se presenta en los siguientes párrafos, donde se 
analizan los conteos mediante el Procesamiento Digital de Imágenes 
(PDI) basados en el algoritmo diseñado, propuesto en la presente 
investigación, el algoritmos Redes Neuronales Artificiales (RNA) y el 
proceso manual de conteo. Otro aspecto a considerar es que el algoritmo 
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diseñado, propuesto en la presente investigación para el conteo de células 
está basado en dos procedimientos: El conteo de glóbulos rojos  basado 
en el algoritmo de Conteo Basado en Áreas y el conteo diferenciado de 
glóbulos blancos está basado en el algoritmo de Máximos y Mínimos.   
 
5.1.4. Análisis del tiempo de conteo diferenciado de glóbulos 
blancos entre el proceso de conteo mediante el PDI basado  
en el algoritmo de RNA y el proceso de conteo manual. 
 
El análisis, relacionado al objetivo presentado en el acápite 
1.4.2.1, se realiza mediante el Cuadro 23 donde se presenta los resultados 
obtenidos de las mediciones efectuadas para el conteo diferenciado de 6 
células. El tiempo de conteo diferenciado mediante el Procesamiento 
Digital de Imágenes basado en RNA fueron extraídas del Cuadro 44 del 
Anexo 1, del texto de cada imagen de salida, específicamente el 
parámetro “Elapsed time”. En el Cuadro 23, el promedio del tiempo de 
conteo diferenciado de glóbulos blancos mediante el Procesamiento 
Digital de Imágenes basado en la Redes Neuronales Artificiales es 19.41 
segundos menor que 24.78 segundos realizado por el proceso manual.   
   
 
 
Cuadro 23. Tiempo de conteo diferenciado de glóbulos blancos del algoritmo 
de RNA y el proceso manual de conteo 
 
Fuente. Elaboración propia 
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Considerando que  la desviación estándar  en cada caso es 0.37 y 
1.94 respectivamente, indica que la variabilidad es pequeña en relación al 
promedio en cada caso, sin embargo la diferencia de tiempo  de conteo es 
5.57 segundos. Siendo esta diferencia de tiempo no muy significativa 
para los tiempos en que se realiza el proceso de conteo, lo cual determinó 
buscar un algoritmo que realice dicho proceso aún en menor tiempo.   
 
 
5.1.5. Análisis del tiempo de conteo diferenciado de glóbulos 
blancos entre el algoritmo de RNA y el algoritmo diseñado, 
propuesto en la presente investigación, ambos  aplicados al 
PDI. 
 
 El análisis, relacionado al objetivo presentado en el acápite 
1.4.2.2, se realiza mediante el Cuadro 24 donde se presenta los resultados 
de las mediciones del tiempo efectuadas para el conteo diferenciado de 6 
células registrado en los Cuadros 42 y 43 del Anexo 1, específicamente el 
parámetro “Elapsed time” (tiempo de ejecución del programa) que se 
presenta en el texto de la imagen, en la  salida de cada corrida de los 
programas respectivos.  
 
El promedio de tiempo (Elapsed time), de conteo diferenciado de 
glóbulos blancos mediante el algoritmo diseñado, propuesto en la 
presente investigación es 2.34 segundos, menor que 19.41 segundos  
correspondiente al algoritmo de Redes Neuronales Artificiales.  
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Cuadro 24. Tiempo de Conteo del Algoritmo de RNA y el Algoritmo propuesto 
 
Fuente. Elaboración propia 
 
En el Cuadro 24,  la desviación estándar  en cada caso es 0.18 y 
0.37 respectivamente, indica que la variabilidad es pequeña. Sin 
embargo, en relación al promedio del tiempo de respuesta de cada 
algoritmo, la diferencia de tiempos es 17.07 segundos.  Considerando la 
amplia diferencia alcanzada mediante el algoritmo diseñado en la 
presente investigación, el cual queda establecido como aporte de la 
presente tesis. En el presente trabajo de investigación se considera al 
tiempo de respuesta como el parámetro más importante de desempeño 
del algoritmo diseñado (Curiel, 2017). 
 
5.1.6. Análisis del tiempo de conteo diferenciado de glóbulos 
blancos entre el algoritmo diseñado, propuesto en la 
presente investigación y el proceso manual de conteo. 
El análisis, relacionado al objetivo presentado en el acápite 
1.4.2.3, se realiza mediante el Cuadro 25 donde se presenta los resultados 
de las mediciones del tiempo efectuadas para el conteo diferenciado de 6 
células registrado en el Cuadros 45 del Anexo 1, específicamente el 
parámetro “Elapsed time” (tiempo de ejecución del programa) que se 
presenta en la  salida de cada corrida de los programas respectivos. 
Luego se consideran los tiempos del conteo mediante el proceso manual, 
el cual comprende el conteo total y el conteo diferenciado, es decir 
clasificando cada uno de los glóbulos blancos de cada muestra.  
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El promedio de tiempo (Elapsed time), de conteo diferenciado de 
glóbulos blancos mediante el algoritmo diseñado, propuesto en la 
presente investigación es 2.34 segundos, menor que 24.78 segundos  
correspondiente al proceso de conteo manual. 
Cuadro 25. Tiempo de conteo del algoritmo diseñado y del proceso de conteo 
manual 
 
Fuente. Elaboración propia. 
 
 
En el Cuadro 25,  la desviación estándar  en cada caso es 0.18 y 
1.94 respectivamente, indica que la variabilidad es pequeña. Sin 
embargo, en relación al promedio del tiempo de respuesta de cada 
algoritmo, la diferencia de tiempos es 22.44 segundos. Se aprecia una 
amplia diferencia en el tiempo de conteo en ambos métodos, dada la 
automatización  del proceso de conteo mediante el algoritmo diseñando, 
 
5.1.7. Análisis de la tasa de error de conteo de glóbulos rojos 
basado en el algoritmo diseñado de procesamiento digital de 
imágenes propuesto en la presente investigación.  
 
El análisis, relacionado al objetivo presentado en el acápite 
1.4.2.3, se realiza mediante el cuadro 26, donde se presenta los  
resultados de las mediciones efectuadas para el conteo de glóbulos rojos 
mediante el procesamiento digital de imágenes basado en el algoritmo 
diseñado,  propuesto en esta investigación, y la tasa de error promedio. El 
cual es 2.7% menor que 5%. Se tomó como referencia las células 
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contadas mediante el proceso manual. Se consideró un límite de 5%  
(Biggs & Macmillan , 1948), donde Biggs considera un rango entre 
3.12% y 7.8%, se observa que el resultado es aún menor que este rango. 
 
Considerando que  la desviación estándar  en cada caso es 1.36 
indica que la variabilidad es pequeña en relación al promedio.  
Considerando la tasa de error alcanzada mediante del algoritmo diseñado 
en la presente investigación la cual queda establecida como aporte de la 
presente tesis. 
 
Cuadro 26. Tasa de error de conteo mediante el algoritmo diseñado, 
propuesto en presente investigación 
 
Fuente. Elaboración propia 
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5.1.8. Aspectos adicionales para el conteo de glóbulos rojos y 
conteo diferenciado de glóbulos blancos.  
 
Para proceso de conteo de células sanguíneas se deben tener en 
consideración los valores mostrados en el Cuadro 27.   
 
Son valores que deben mantenerse, para garantizar el 
procesamiento digital de imágenes. Con relación a la Resolución de 
imagen 1920x1080, este valor  es adecuado para  poder captar las 
imágenes, tanto en una cámara fotográfica como en una cámara de video 
de High Definition (HD). Con relación a la Profundidad de la imagen se 
indica 24 bit, está referido al modelo de color Red, Green y Blue (RGB), 
y son 8 bits por cada color, y cuando la imagen se transforma en niveles 
de gris la profundidad de la Imagen es de 8 bits.  En cuanto al Aumento 
del microscopio este depende si se procesa glóbulos rojos o blancos, en el 
caso del reactivo es diferente en cada tipo de célula sanguínea. El nivel 
de iluminación es 1700 lúmenes lo que resulta en una potencia de 
iluminación de 100watts.  
 
Cuadro 27. Parámetros de conteo de glóbulos rojos y conteo diferenciado de leucocitos 
 
Fuente. Elaboración propia 
 
 
Otro, aspecto a considerar es tener en cuenta que los glóbulos 
rojos y los glóbulos blancos deben encontrarse dispersos en la muestra de 
sangre para facilitar su conteo, así como su identificación, todo ello 
depende del procedimiento de  preparación de la muestra mediante el 
reactivo respectivo.  
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5.2. Pruebas de hipótesis 
 
Se presentan las pruebas de hipótesis para corroborar  las 
hipótesis planteadas en la presente tesis y presentadas en el Capítulo 3, 
primero la hipótesis general (acápite 3.1.1) y luego las hipótesis 
específicas (acápite 3.1.2). 
 
Para los cálculos realizados de cada una de las pruebas de 
hipótesis, se ha elaborado un programa de cálculo respectivo, mediante el 
programa Matlab, cuyo código fuente se encuentra en el Anexo 2. Luego, 
para la gráfica donde se ubica el tt   que sirve analizar el rechazo o la 
aceptación de la hipótesis  nula se emplea el programa StatKey que se 
encuentra en la dirección web indicada en la fuente de cada  figura de la 
gráfica donde se ubica tt. Además se ha empleado los programas SPSS y 
XLSTAT, para evaluar la distribución normal de las muestras de cada 
experimento y corroborar los resultados de la prueba de hipótesis 
respectivamente. 
 
Para la prueba de hipótesis general  se emplea una prueba no 
paramétrica, (Gómez, Condado, Adriazola, & Solano, 2005) y  a 
continuación se hace el análisis de costo. 
5.2.1. Prueba de la Hipótesis General  
 
La hipótesis general es: “El diseño  de un algoritmo para el 
conteo  de  células sanguíneas usando técnicas de procesamiento digital 
de imágenes permitirá reducir el costo y el tiempo de conteo  de células 
de tejido sanguíneo a partir  de las imágenes captadas lo que a su vez 
mejoraría la eficiencia en la utilización de recursos”, a partir de la cual 
se realiza la prueba de hipótesis. 
 
 
. 
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Se demuestra mediante la siguiente prueba de hipótesis.   
 
Previo a la prueba de hipótesis es necesario realizar la prueba de 
hipótesis de normalidad de las muestras de tiempo de conteo manual 
(CM) y muestras de tiempo de conteo con el algoritmo diseñado (AD) 
del cuadro 25, para ello se procede a realizar el análisis mediante el 
programa SPSS. 
 
Prueba de hipótesis de normalidad. 
 
Ho: La muestra evaluada  tiene Distribución Normal. 
H1: La muestra evaluada  no tiene Distribución Normal. 
 
Las muestras evaluadas son: CM y AD 
 
Cuadro 28. Evaluación de la distribución normal de las muestras CM y AD 
 
Fuente: Elaboración propia 
 
Del cuadro se debe considerar la prueba de Shapiro-Wilk 
debido a que la cantidad de 29 muestras es menor que 50 y 
considerando que nivel de significancia 0.280 de la muestra CM 
es mayor que 0.05 se acepta la hipótesis nula, con respecto a la 
muestra AD su nivel de significancia es 0.002 es menor que 0.05 
se rechaza la hipótesis nula.  
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Como resultado de la prueba de normalidad se observa que 
las muestras del Algoritmo diseñado (AD) no presentan 
distribución normal. Se aplica la prueba no paramétrica de 
hipótesis de Wilcoxon y ser muestras relacionadas. 
 
Paso 1: Se plantean las dos hipótesis: 
Ho: Hipótesis nula. 
H1: Hipótesis alternativa. 
 
 
PDI: Procesamiento Digital de Imágenes 
 
Ho: M≥ 291.45         La mediana M del tiempo de conteo 
mediante el PDI basado en el algoritmo 
diseñado (AD), propuesto en la presente 
investigación es mayor igual  a 291.45 seg. 
mediana del conteo manual (CM) . 
 
 
H1: M < 291.45        La mediana del tiempo de conteo mediante  
el PDI basado en el algoritmo diseñado (AD), 
propuesto en la presente investigación es menor 
que 291.45 seg. mediana del conteo manual 
(CM). 
Paso 2: Se toma una muestra aleatoria de tamaño n=29, se 
realizan los cálculos para obtener la estadística de prueba. 
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Cuadro 29. Determinación de rangos de las muestras CM y AD 
 
Fuente: Elaboración propia 
 
 
 
Dónde: 
M: Mediana del tiempo de conteo mediante el PDI basado en AD 
T+: Suma de rangos positivos 
  T-: Suma de rangos negativos 
  Tc: T calculado 
  Tt: T teórico 
   ɑ: Nivel de significación 0.05  
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  Estadística de prueba: 
   
  T+ = 0                   Ver Cuadro 29 
 
 
Paso 3: Obtención de la región crítica,  
 
                       Considerando que:         T+=Tc       y        T+ ≤ Tt 
 
Recurriendo al cuadro del anexo 3 de Valores críticos de la 
prueba de Wilcoxon donde Tt es 141 (Anexo3 y Figura 142) 
hipótesis de una cola (unilateral) y se considera Tc = 0   
 
 
 
Paso 4: Decisión 
   
Como el valor de   Tc=0 cae dentro de la región de rechazo de Ho 
tal como se indica  en el paso 3. Se concluye que la mediana del 
tiempo de conteo mediante el PDI basado en el algoritmo 
diseñado, propuesto en la presente investigación, es menor que 
291.45 segundos. Ver en la Figura 128, donde mediante el 
programa XLSTAT se realiza la prueba, obteniéndose el mismo 
resultado. 
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Cuadro 30. Tabla de tiempo de conteo de 5 cuadriculas mediante el proceso de conteo 
manual y el conteo en algoritmo diseñado propuesto en la presente investigación- 
 
Fuente. Elaboración propia 
 
El tiempo medido para el Método Manual se efectuó con un 
cronómetro de mano, y el tiempo medido del proceso mediante PDI 
basado en el algoritmo propuesto en la presente investigación se extrajo 
del Cuadro 43 del Anexo 1, específicamente del parámetro “Elapsed 
time” de la salida de cada corrida.     
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 Costos del conteo de glóbulos blancos y glóbulos 
rojos 
 
Como consecuencia del desarrollo del Método de conteo 
de células sanguíneas mediante el Procesamiento Digital 
Imágenes basado en el algoritmo diseñado se reduce el costo y se 
incrementa la productividad. 
 
 
Cuadro 31. Costo del servicio de conteo de células sanguíneas 
 
Fuente: (MTPE, 2017) (HNAL, 2017) 
 
En el caso del servicio de  recuento de células se observa en el 
Cuadro 31, se reduce el costo del servicio al reducir el personal 
profesional que ejecuta el servicio de dos a una persona en este caso 
se trata de un Tecnólogo Médico, y se reduce el tiempo del servicio a 
la mitad del tiempo. Debido a que en una hora se realiza el doble del 
número de conteo de células sanguíneas que con el método manual. 
Por otro lado la productividad se incrementa al hacer más recuentos de 
células en la misma unidad de tiempo. 
 
El servicio de recuento de células  comienza con la extracción de 
sangre del paciente, luego los preparativos de la muestra de la sangre 
para ser analizada por el especialista en este caso el tecnólogo médico 
y finalmente el recuento de células observadas a través del 
microscopio,  por ejemplo del recuento de células tipo glóbulos rojos  
por el método manual dura en promedio 288 segundos  y el Método 
Basado en el Procesamiento Digital de imágenes (PDI) o Método 
Basado en Estimación de Áreas 3.5 segundos. 
 
 
La hipótesis general se cumple verificándose con el algoritmo 
diseñado que permite reducir el costo y el tiempo de conteo de células 
sanguíneas mediante el PDI.  
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5.2.2. Prueba de Hipótesis Específica: Subacápite 3.1.2.1 
 
Sea la hipótesis: “La aplicación del procesamiento digital de 
imágenes basado en el algoritmo de Redes Neuronales Artificiales  
permitirá realizar el conteo diferenciado de glóbulos blancos en menor 
tiempo que el proceso manual de conteo”. 
 
Se demuestra mediante la siguiente prueba de hipótesis.   
 
Previo a la prueba de hipótesis es necesario realizar la prueba de 
hipótesis de normalidad de las muestras Algoritmo_RNA y 
Método_manual del cuadro referente para ello se procede a realizar el 
análisis mediante el programa SPSS. 
 
Prueba de hipótesis de normalidad. 
 
Ho: La muestra evaluada  tiene Distribución Normal. 
H1: La muestra evaluada  no tiene Distribución Normal. 
 
Muestra evaluada: Algoritmo_RNA y Método_mnual 
 
 
Cuadro 32. Evaluación de la distribución normal de las muestras Algortmo_RNA y 
Método_manual 
 
Fuente: Elaboración propia. 
 
Del cuadro se debe considerar la prueba de Shapiro-Wilk 
debido a que la cantidad de 10 muestras es menor que 50 y 
considerando que el nivel de significancia 0.880 de la muestra 
Algoritmo_RNA es mayor que 0.05 se acepta la hipótesis nula, 
con respecto de la muestra Método_manual su nivel de 
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significancia es 0.094 es mayor que 0.05, se acepta la hipótesis 
nula. 
 
Como resultado de la prueba de normalidad se observa que 
las muestras de Algoritmo_RNA y Método manual presentan 
distribución normal. Se aplica la prueba paramétrica de hipótesis 
de t de Student para muestras dependientes. 
    
 
 
Paso 1: Se plantean las dos hipótesis 
 
Ho: Hipótesis nula. 
H1: Hipótesis alternativa. 
 
PDI: Procesamiento Digital de Imágenes 
RNA: Redes Neuronales Artificiales 
 
Ho:   µ1=µ2  El tiempo µ1 de conteo de glóbulos blancos  
mediante PDI basado en el algoritmo de 
RNA (Algoritmo_RNA) es  igual que el 
tiempo promedio µ2=24.78seg. proceso 
manual (Método_manual). Contraste de 
hipótesis unilateral. 
 
H1:   µ1< µ2  El tiempo µ1 de conteo de glóbulos blancos  
mediante PDI basado en el algoritmo de 
RNA (Algoritmo_RNA) es menor que el 
tiempo promedio µ2=24.78seg. proceso 
manual (Método_manual). 
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Paso 2: Cálculo de los valores de las muestras y  tc 
Del Cuadro 33 se tiene lo siguiente: 
n=10                         Es el número de muestras dependientes   ̅                        Es  la media de Algoritmo_RNA   ̅̅̅                        Es la media de Método manual.   ̅    ̅̅̅               Es el promedio de  Diferencia                           Desviación estándar de Diferencia                Diferencia de medias  de  Ho 
k = 9          Es el número de grados de libertad. 
tc:                        t  calculado 
tt:       t teórico   
 
Determinando tc 
       ̅    ̅̅̅           √  
               √   
           
 
Paso 3: Se determina la región crítica 
Si        nivel de significación entonces tt= -1.833 verificación 
en la tabla de T-Student en la Figura 143 (Anexo 3).  La región se 
gráfica en la Figura 130.  
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Figura 130. Distribución T-Student con la determinación de tt=-2.25. Contraste unilateral. 
Fuente. http://www.lock5stat.com/StatKey/theoretical_distribution/theoretical_distribution.html#t  
 
 
Paso 4: Decisión 
Como el valor de tc=-8.406 está dentro de la región de rechazo de 
Ho. Se concluye que el  tiempo de conteo de glóbulos blancos 
mediante PDI basado en el algoritmo de RNA es menor que el 
proceso manual de conteo. Esto, verifica lo establecido en la 
hipótesis específica analizada. Ver la Figura 145 del Anexo 3  
donde se presenta la prueba realizada con el programa XLSTAT, 
obteniéndose el mismo resultado. También se desarrolló un 
programa en Matlab que permita corroborar los cálculos 
respectivos, el cual, se presenta en el Código de programa 39 en 
el Anexo 2. 
 
 
232 
 
 
Cuadro 33. Cuadro de tiempos  de conteo  diferenciado  de  glóbulos blancos  
mediante PDI basado en el algoritmo  de RNA y el tiempo conteo del proceso 
manual de conteo. 
 
                          Fuente: Elaboración propia. 
 
 
 
 
Los tiempos de conteo mediante el PDI basado en el algoritmo 
RNA son claramente reducidos con respecto al tiempo de conteo manual, 
más aun si consideramos sus promedios respectivos de 19.41 segundos y 
24.78 segundos. El tiempo medido por el proceso manual de conteo se 
efectuó con un cronómetro de mano, y el tiempo medido mediante el PDI 
se efectuó empleando un aplicativo de Matlab, el cual fue extraído del 
cuadro 44 del Anexo 1, específicamente del parámetro “Elapsed time”, 
del texto de la imagen de cada salida correspondiente a la corrida 
respectiva del programa que ejecuta el algoritmo basado en RNA.   
 
 
5.2.3. Prueba de Hipótesis Específica: Subacápite 3.1.2.2. 
 
Sea la hipótesis: “El tiempo de conteo diferenciado de glóbulos 
blancos usando el algoritmo propuesto en esta investigación será menor 
que usando el algoritmo de Redes Neuronales Artificiales, ambos 
aplicados en el procesamiento digital de imágenes”. 
 
Se demuestra mediante la siguiente prueba de hipótesis.   
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Previo a la prueba de hipótesis es necesario realizar la prueba de 
hipótesis de normalidad de las muestras usando algoritmo de redes 
neuronales artificiales (Algoritmo_RNA) y el algoritmo propuesto  
(Algoritmo_Diseñado) del cuadro 13, para ello se procede a realizar el 
análisis mediante el programa SPSS. 
 
Prueba de hipótesis de normalidad. 
 
Ho: La muestra evaluada  tiene Distribución Normal. 
H1: La muestra evaluada  no tiene Distribución Normal. 
 
Muestra evaluada: Algoritmo diseñado y Algoritmo_RNA, 
se evalúan por separado.  
 
 
Cuadro 34. Evaluación de la distribución normal de las muestras Algoritmo_RNA y 
Algoritmo_diseñado 
 
Fuente: Elaboración propia 
 
 
 
Del cuadro se debe considerar la prueba de Shapiro-Wilk 
debido a que la cantidad de 10 muestras es menor que 50 y 
considerando que el nivel de significancia 0.340 de la muestra 
Algoritmo_RNA es mayor que 0.05 se acepta la hipótesis nula, y 
con respecto de la muestra Algoritmo_diseñado y su nivel de 
significancia es 0.182 es mayor que 0.05, se acepta la hipótesis 
nula. 
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Como resultado de la prueba de normalidad se observa que 
las muestras de Algoritmo_RNA y Algoritmo_diseñado presentan 
distribución normal. Se aplica la prueba paramétrica de hipótesis 
de t de Student para muestras dependientes. 
 
 
 
Paso 1: Se plantean las dos hipótesis 
 
Ho: Hipótesis nula. 
H1: Hipótesis alternativa. 
 
PDI: Procesamiento Digital de Imágenes 
RNA: Redes Neuronales Artificiales 
 
Ho:   µ1= µ2     El promedio de  tiempo de conteo diferenciado de 
glóbulos blancos usando el algoritmo diseñado 
en esta investigación será  igual que usando el 
algoritmo de Redes Neuronales Artificiales. 
Contraste unilateral de hipótesis. 
 
    
H1:   µ1< µ2  El promedio de  tiempo de conteo diferenciado 
de glóbulos blancos usando el algoritmo 
diseñado en esta investigación será menor que 
usando el algoritmo de Redes Neuronales 
Artificiales. 
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Paso 2: Cálculo de los valores de las muestras y  tc 
 
 
Del Cuadro 33 se tiene lo siguiente: 
n=10                         Es el número de muestras dependientes   ̅                        Es  la media de Algoritmo Diseñado   ̅̅̅                       Es la media de Algoritmo RNA.   ̅    ̅̅̅              Es el promedio de  Diferencia                            Desviación estándar de Diferencia                Diferencia de medias  de  Ho 
k = 9          Es el número de grados de libertad. 
tc:                        t  calculado 
tt:       t teórico   
 
Determinando tc 
       ̅    ̅̅̅           √  
                  √   
            
 
Paso 3: Se determina la región crítica 
Si        nivel de significación entonces tt= -1.833 verificación 
en la tabla de T-Student en la Figura 143 (Anexo 3). Se gráfica en 
la Figura 131.  
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Figura 131. Distribución T-Student con la determinación de tt=-2.16.  
Fuente. http://www.lock5stat.com/StatKey/theoretical_distribution/theoretical_distribution.html#t  
 
 
 
Paso 4: Decisión 
Como el valor de tc=-118.36 está dentro de la región de rechazo 
de Ho. Se concluye que el promedio de  tiempo de conteo 
diferenciado de glóbulos blancos usando el algoritmo propuesto 
en esta investigación será menor que usando el algoritmo de 
Redes Neuronales Artificiales. Esto, verifica con el programa 
XLSTAT  en el Anexo 3 en la Figura 146. Asimismo, se 
desarrolló un programa en Matlab que permita realizar los 
cálculos necesarios para demostrar la hipótesis, el cual, se 
presenta en el Código de programa 40 en el Anexo 2. 
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Cuadro 35. Cuadro de tiempos del método de conteo manual de  glóbulos 
blancos y el método Máximos y mínimos de Procesamiento digital de 
imágenes 
 
 Fuente: Elaboración propia. 
 
 
 
Los tiempos de conteo mediante PDI basado en el algoritmo 
propuesto en la presente investigación son claramente reducidos con 
respecto al tiempo de conteo efectuado con el PDI basado en el algoritmo 
de RNA, más aun si consideramos sus promedios respectivos de 2.34 
segundos y 19.41 segundos.  La información del tiempo fue extraída de 
los Cuadros 45 y 44 respectivamente del Anexo 1, específicamente del 
parámetro “Elapsed time” del texto de la imagen de salida de cada 
corrida respectiva. 
 
 
 
5.2.4. Prueba de Hipótesis Específica: Subacápite 3.1.2.3. 
 
Sea la hipótesis: “El tiempo de conteo diferenciado de células 
sanguíneas como los glóbulos blancos mediante el PDI basado en el 
algoritmo diseñado, propuesto en la presente investigación sea menor 
que el conteo mediante el proceso manual”.  
 
Se demuestra mediante la siguiente prueba de hipótesis.   
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Previo a la prueba de hipótesis es necesario realizar la prueba de 
hipótesis de normalidad de las muestras Método_manual y 
Algoritmo_Diseñado del cuadro referente para ello se procede a realizar 
el análisis mediante el programa SPSS. 
 
Prueba de hipótesis de normalidad. 
 
Ho: La muestra evaluada  tiene Distribución Normal. 
H1: La muestra evaluada  no tiene Distribución Normal. 
 
Muestras evaluadas: Algorítmo_diseñado y Método_manual 
 
Cuadro 36. Evaluación de la distribución normal de las muestras Algoritmo diseñado y Método 
manual 
 
Fuente: Elaboración propia 
Del cuadro se debe considerar la prueba de Shapiro-Wilk 
debido a que la cantidad de 10 muestras es menor que 50 y 
considerando que nivel de significancia 0.182 de la muestra 
Algorítmo_diseñado es mayor que 0.05 se acepta la hipótesis 
nula, con respecto de la muestra Método manual  su nivel de 
significancia es 0.094 es mayor que 0.05 se acepta la hipótesis 
nula. 
Como resultado de la prueba de normalidad se observa que 
las muestras de Algoritmo_diseñado y Método manual presentan 
distribución normal. Se aplica la prueba paramétrica de hipótesis 
de t de Student para muestras dependientes. 
 
Paso 1: Se plantean las dos hipótesis 
 
Ho: Hipótesis nula:              
H1: Hipótesis alternativa. 
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Ho:  µ1 = µ2       El promedio de tiempo de conteo  diferenciado 
de células sanguíneas como los glóbulos blancos 
mediante el PDI basado en el algoritmo diseñado, 
propuesto en la presente investigación es  igual al 
promedio de  tiempo de conteo mediante el 
proceso de conteo manual. Contraste de hipótesis 
unilateral. 
 
H1:   µ1< µ2       El promedio de tiempo de conteo  diferenciado 
de células sanguíneas como los glóbulos blancos 
mediante el PDI basado en el algoritmo diseñado, 
propuesto en la presente investigación es menor 
al promedio de  tiempo de conteo mediante el 
proceso de conteo manual.                 
 
 
Paso 2: Cálculo de los valores de las muestras y  tc 
Del Cuadro 33 se tiene lo siguiente: 
n=10                         Es el número de muestras dependientes   ̅                        Es  la media de Algoritmo Diseñado   ̅̅̅                       Es la media del conteo manual.   ̅    ̅̅̅             Es el promedio de  Diferencia                           Desviación estándar de Diferencia                      Diferencia de medias  de  Ho 
k = 9               Es el número de grados de libertad. 
tc:                             t  calculado 
tt:            t teórico   
 
Determinando tc 
       ̅    ̅̅̅           √  
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                √   
           
 
Paso 3: Se determina la región crítica 
Si        nivel de significación entonces tt= -1.833 verificación 
en la tabla de T-Student en la Figura 143 (Anexo 3). Se gráfica en 
la Figura 132.  
 
 
Figura 132. Distribución T-Student con la determinación de tt=-2.25.  
Fuente. http://www.lock5stat.com/StatKey/theoretical_distribution/theoretical_distribution.html#t  
 
 
 
Paso 4: Decisión 
Como el valor de tc=-35.10 está dentro de la región de rechazo de 
Ho. Se concluye que el promedio de tiempo de conteo  
diferenciado de células sanguíneas como los glóbulos blancos 
mediante el PDI basado en el algoritmo diseñado, propuesto en la 
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presente investigación es menor al promedio de  tiempo de 
conteo mediante el proceso de conteo manual. Esto, se verifica 
con el programa XLSTAT en el Anexo 3 en la Figura 147, y por 
medio del programa respectivo, elaborado en Matlab,  el cual se 
presenta en el Código de programa 41  en el Anexo 2.   
 
 
  
Cuadro 37. Cuadro de tiempos del método de conteo manual de  glóbulos blancos y el 
Algoritmo Diseñado, propuesto en la presente investigación 
 
Fuente: Elaboración propia. 
 
 
 
 
Los tiempos de conteo mediante el método de Máximos y 
Mínimos son claramente reducidos con respecto al tiempo de conteo 
efectuado con el Método Manual, más aun si consideramos sus 
promedios respectivos de 2.2 segundos. y 24.7 segundos. El tiempo 
medido para el Método Manual se efectuó con un cronómetro de mano, y 
el tiempo medido por el Método Máximos y Mínimos se efectuó a través 
un aplicativo de Matlab. Los tiempos del Algoritmo Diseñado fueron 
extraídos del Cuadro 45 del Anexo, específicamente del parámetro 
“Elapsed time” del texto de la imagen de salida de cada corrida.   
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5.2.5. Prueba de Hipótesis Específica: Subacápite 3.1.2.4. 
 
Sea la hipótesis: “La tasa de error de conteo de glóbulos rojos 
usando el algoritmo de procesamiento digital de imágenes propuesto en 
esta investigación no superará el 5%”.  
 
En la hipótesis la tasa de error, se refiere al error relativo obtenido 
mediante el PDI basado en el algoritmo diseñado, propuesto en esta 
investigación  es menor que 5%. El cual es definido como al valor 
absoluto del error absoluto dividido entre el  conteo manual (valor 
medido) este resultado multiplicado por 100. 
          |      |         
 
Dónde:   
 
CM: Conteo manual 
CAD: Conteo basado en el algoritmo diseñado.      : Error absoluto |      |: Valor absoluto del Error absoluto         : Error relativo 
 
 
 
La  hipótesis se prueba siguiendo el siguiente procedimiento: 
 
 
 
Previo a la prueba de hipótesis es necesario realizar la prueba de 
hipótesis de normalidad de la muestra en este caso la variable Error (%) 
del cuadro referente para ello se procede a realizar el análisis mediante el 
programa SPSS.  
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Prueba de hipótesis de normalidad. 
Ho: La variable de tasa de error tiene distribución normal. 
H1: La variable de tasa de error no tiene Distribución Normal. 
 
Cuadro 38. Evaluación de la distribución normal de las muestras  
 
Fuente: Elaboración propia 
 
 
Del cuadro se debe considerar la prueba de Shapiro-Wilk debido a que la 
cantidad de 29 muestras es menor que 50 y considerando que nivel de 
significancia 0.010 es menor que 0.05 se rechaza la hipótesis nula.  
 
 
Considerando que la prueba de normalidad indica que la muestra no tiene 
Distribución Normal se aplica la prueba de hipótesis no paramétrica de 
Wilcoxon para una muestra. 
 
 
Paso 1: Se plantean las dos hipótesis: 
Ho: Hipótesis nula. 
H1: Hipótesis alternativa. 
 
 
PDI: Procesamiento Digital de Imágenes 
 
Ho: M≥5%         La mediana de la tasa de error usando el PDI 
basado en el algoritmo diseñado (AD), 
propuesto en la presente investigación es mayor 
igual 5%. 
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H1: M < 5%        La mediana de la tasa de error usando el PDI 
basado en el algoritmo diseñado, propuesto en 
la presente investigación es menor que 5%. 
 
 
Paso 2: Se toma una muestra aleatoria de tamaño n=30, se 
realizan los cálculos para obtener la estadística de prueba. 
 
 
 
 
 
Cuadro 39.  Determinación de los rangos para la Prueba de Hipótesis de Wilcoxon. 
 
Fuente: Elaboración propia 
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Dónde: 
M: Mediana de la tasa de Error usando PDI basado en AD 
T+: Suma de rangos positivos 
  T-: Suma de rangos negativos 
  Tc: T calculado 
  Tt: T teórico 
 
  Estadística de prueba: 
   
  T+ = 80.5      Ver Cuadro 39 
 
 
 
Paso 3: Obtención de la región crítica,  
 
                         Considerando que:         T+=Tc       y        T+ ≤ Tt 
 
Recurriendo al cuadro del anexo 3 de Valores críticos de la 
prueba de Wilcoxon donde Tt es 141 (Anexo3 y Figura 142) 
hipótesis de una cola (unilateral) y se considera Tc = 80.5     
 
 
    
    
Figura 133. Ubicación de Tc en la distribución.  
Fuente. Elaboración propia 
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Paso 4: Decisión 
 
Analizando la Figura 133, se observa que como el valor de   
Tc=80.5 cae dentro de la región de rechazo de Ho. Se concluye 
que la mediana de la tasa de error usando el PDI basado en el 
algoritmo diseñado, propuesto en la presente investigación, es 
menor que 5%. Ver en la Figura 148 en el Anexo 3, donde 
mediante el programa XLSTAT se realiza la prueba, obteniéndose 
el mismo resultado. 
 
Cuadro 40.  Tabla del error entre el conteo manual y el conteo mediante el 
PDI basado en el algoritmo diseñado, propuesto en la presente 
investigación  
 
Fuente. Elaboración propia. 
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El conteo de las células se efectuó en imágenes  de las cuadriculas 
de la Cámara de Neubauer.  Los valores de la columna de Error (%) 
corresponden a los errores relativos en porcentaje. El promedio de Error 
(%) es 2.55%  menor a 5%. Se cumple  la Hipótesis de la Tesis planteada 
en relación a que la tasa de Error (%) es menor que 5% con el método 
propuesto.  
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CAPITULO 6: IMPACTOS 
 
 
 
 
En el presente capítulo se aborda las aplicaciones de los 
desarrollos de la presente Tesis que están orientados hacia los servicios 
de laboratorio clínicos, investigación y capacitación, considerando sus 
aplicaciones e implementaciones.  
 
 
6.1. Conteo de glóbulos rojos o Eritrócitos 
 
 
Mediante el conteo de glóbulos rojos con el Método de 
Estimación de Áreas basado en el Procesamiento Digital de Imágenes, en 
menor tiempo que el conteo por el Método manual es posible realizar 
diagnósticos más rápidos en caso de emergencias. En este caso solo es 
suficiente captar la imagen  con un aumento de 40X de la muestra en la 
cámara de Neubauer. Luego  la imagen es procesada tal como se  expone 
en el Capítulo 4, y finalmente una vez obtenido el conteo de las 
cuadriculas. 
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Calcular el número de glóbulos rojos por unidad de volumen, 
como se observa en las Figuras 113 y 114. 
 
                
 
  : Número total de glóbulos rojos en las cinco cuadriculas.  : Número de cuadricula en este caso 5   : Factor de dilución en este caso 1/200.                      
 
 
Nota: cada cuadrícula mide 1/5 mm de lado y profundidad 0.1mm, por lo 
tanto tiene un volumen  de 1/50mm3 y contiene  glóbulos rojos con una 
dilución 1/200, por lo tanto se multiplica  el número de glóbulos rojos 
por cuadricula por 200. Y para saber por el total de glóbulos, es decir, las 
5 cuadriculas, el resultado anterior se tiene que multiplicar  por 5.  
 
 
 
 
Figura 134. Ilustración del proceso de conteo de glóbulos rojos mediante el Método Basado en 
Estimación de Áreas.  
Fuente. Elaboración propia 
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Figura 135. Cuadriculas de conteo de glóbulos rojos y el resultado del conteo.  
Fuente. Elaboración propia. 
 
La imagen 1 ilustra las cuadriculas donde los glóbulos rojos son 
contadas y luego en la imagen 2  ilustra  la impresión en pantalla del 
resultado del conteo. 
 
Aspectos del diagnóstico del análisis de sangre por medio del 
conteo de glóbulos rojos son: 
 
Los rangos normales del conteo de glóbulos rojos son: 
 Hombre: de 4.7 a 6.1 millones de células por milímetro 
cúbico (células/mm3) 
 Mujer: de 4.2 a 5.4 millones de células por milímetro 
cúbico (células/mm3) 
 
 
La cantidad de glóbulos rojos altos se deben a: 
 A mayor altitud 
 Consumo de cigarrillo. 
 Insuficiencia del lado derecho del corazón. 
 Deshidratación. 
 Tumor renal. 
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 Niveles bajos de oxígeno en sangre. 
 Cicatrización y engrosamiento de los pulmones. 
 Enfermedad de la médula ósea  que causa que causa un 
aumento de los glóbulos rojos. 
 Consumo del antihipertensivo Metildopa en forma 
comercial “Aldomet”. 
 Consumo del antibiótico Gentamicina. 
 
 
La cantidad de glóbulos rojos bajos se deben a: 
 
 Anemia 
 Sangrado 
 Insuficiencia de la médula ósea (ejemplo, por radiación, 
toxinas o tumor) 
 Deficiencia de una hormona llamada eritropoyetina 
(causada por enfermedad renal) 
 Destrucción de glóbulos rojos (hemólisis) debido a 
transfusión, lesión vascular u otra causa 
 Leucemia 
 Desnutrición 
 Cáncer de médula ósea llamado mieloma múltiple 
 Poco hierro, cobre, folato, vitamina B12 o vitamina B6 en 
su dieta. 
 Mucha agua en el organismo (sobrehidratación) 
 Embarazo  
 Consumo de quimioterapéuticos. 
 Quinidina para arritmias y malaria. 
 Consumo del antibiótico Cloranfenicol  
 Hidantoina relajante muscular. 
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Asimismo, los algoritmos desarrollados para la presente 
investigación alternativos para el conteo de  glóbulos rojos tales como el 
algoritmo basado en la Estimación de Áreas, el algoritmo basado en la 
transformada de Watershed  y  Transformada de Hough, constituyen 
bases para el desarrollo de otras aplicaciones dentro del campo de 
Procesamiento Digital de Imágenes específicamente el campo de visión 
por computadora. 
 
6.2. Algoritmo  Basado en la Estimación de Áreas 
 
Este algoritmo desarrollado en  la presente tesis, permite el conteo 
de objetos de la imagen superpuestos, con la condición de que dichos 
objetos tengan las mismas características, en este caso se empleó en el 
conteo de glóbulos rojos, pero en general se puede aplicar a objetos de 
otra naturaleza, como monedas, figuras geométricas, células, etc. En las 
Figuras 113 y 114 se puede observar su aplicación. Esta técnica  se 
seleccionó para el método de conteo en la presente tesis, la cual se trató 
en detalle en el acápite 4.2.6.   
 
 
6.3. Algoritmo de aplicación de la Transformada de 
Watershed 
 
El algoritmo de la Transformada de Watershed, tratado en el 
acápite 4.3, constituye una buena herramienta para la  segmentación de 
imágenes de los objetos superpuestos, porque se presenta la dificultad de 
delimitar un objeto de otro. Con esta técnica una vez segmentada la 
imagen es posible analizar objeto  por objeto en la imagen 2 como indica 
la Figura 136.  
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Figura 136. Aplicación de la Transformada de Watershed.  
Fuente Elaboración propia. 
 
 
 
En la imagen 1 de la Figura 136 se observa los objetos 
superpuestos  de la imagen segmentada, y en la imagen2 se observa 
claramente la separación de los objetos superpuestos como efecto de la 
aplicación de la Transformada de Watershed. 
 
 
 
6.4. Algoritmo de aplicación de la Transformada de Hough 
 
El algoritmo de la Transformada de Hough, tratado en el acápite 
4.4, se puede emplear para la detección de rectas y circunferencias; 
aplicarse en el conteo de círculos mediante el cálculo de la cantidad de 
centros.  Es necesaria la detección de bordes de los objetos segmentados 
por umbralización para  la detección mencionada como lo indica la 
Figura 137. 
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Figura 137. Aplicación de la Transformada de Hough.  
Fuente. Elaboración propia 
 
 
 
En la imagen 1 de la Figura 137 se observa los objetos de la 
imagen segmentados, luego de la  detección de bordes, finalmente, se 
aplica la Transformada de Hough para detectar las circunferencias y por 
consecuencia sus centros  cuyo número sirve para determinar la cantidad 
de objetos de interés en la imagen, esto se observa en la imagen 2. 
 
 
 
6.5. Conteo de glóbulos  blancos o leucocitos 
 
Mediante el conteo diferenciado de glóbulos blancos  con el 
Método de Máximos y Mínimos, basado en el Procesamiento Digital de 
Imágenes, se realiza en menor tiempo que el conteo por el Método 
manual, es posible realizar un diagnóstico más rápido en caso de 
emergencias, y se puede realizar el procedimiento  en forma seguida sin 
tener problemas de precisión  por cansancio debido que el conteo lo 
realiza un autómata, además de la ventaja del almacenamiento de la 
imagen de la muestra en una base datos, la que puede formar parte de la 
historia clínica del  paciente. Ver Figuras 138 y 139.   
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Figura 138. Ilustración del proceso de conteo de glóbulos blancos mediante el Método Máximos y 
Mínimos.  
Fuente. Elaboración propia 
 
 
 
 
 
Figura 139. Imagen captada de glóbulos blancos y el resultado del conteo.  
Fuente. Elaboración propia. 
.  
 
 
 
 
La imagen 1 de la Figura 138,  la imagen de  los glóbulos blancos, 
captada por  la cámara del microscopio son contadas en forma 
diferenciada y luego en la imagen 2 se ilustra  la impresión en pantalla 
del resultado.  
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6.6. Clasificación mediante  el Método de Máximos y Mínimos 
 
Es el método, tratado en el acápite 4.9.2, desarrollado en la 
presente tesis  para la clasificación de objetos de una imagen por medio 
de  sus características topográficas y aspectos estadísticos mediante la 
elección de máxima puntuación de  los parámetros máximos y mínimos 
de cada uno de los objetos en forma integral, y si existe empate entre dos 
o más objetos, se realiza el desempate  mediante un segundo nivel 
análisis más detallado de una característica interna, este proceso se ilustra 
en la Figura 104. En el caso de la presente tesis, es el núcleo del glóbulo 
blanco. Este método se aplica a otros tipos de aplicaciones donde se 
requiere la clasificación de objetos de una imagen. 
 
 
6.7. Capacitación en la clasificación de glóbulos blancos 
 
Al margen de demostrar que el algoritmo desarrollado permite 
realizar el conteo en menor tiempo que el método manual, esta aplicación 
puede ser útil en la capacitación para el conteo de glóbulos blancos de 
humanos en los diversos campos de estudio. El cual permitiría tener un 
instructor permanente para el adiestramiento en este tipo de capacidades. 
 
 
6.8. Microscopia virtual 
 
 Mediante este campo las muestras de glóbulos rojos  o blancos 
son analizadas a distancia  a través de la imagen, captada y enviada a 
diferentes especialistas  luego se realiza el análisis de la imagen con la 
ayuda de programa de Procesamiento Digital de Imágenes. Otra 
aplicación es el desarrollo de simuladores para microscopios virtuales los 
cuales permite contribuir a la capacitación, solo que no incluye métodos 
de Procesamiento Digital del Imágenes. 
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6.9. Aplicaciones para análisis citológicos 
 
A partir de las aplicaciones desarrolladas se pueden realizar otras 
aplicaciones de análisis citológicos como el conteo de plaquetas o 
trombocitos,  o también otras orientadas al diagnóstico de enfermedades 
como la malaria y otras similares. Es el caso de la identificación de 
espermatozoides de ratones para su clasificación teniendo como elemento 
diferenciable su mitocondria que forma parte de la cola de la célula, y 
que puedan ser identificados haciendo uso de algunos de los algoritmos 
desarrollados.   
 
Otro impacto sería el desarrollo de equipos portátiles de 
microscopia para análisis de células sanguíneas haciendo uso de los 
algoritmos desarrollados, considerando que a nivel de programa no 
consumen muchos recursos de procesamiento, por lo que puede 
emplearse una Laptop, Tablet o Smartphone  como elemento de 
procesamiento y de esta manera mejorar el servicio de análisis de sangre 
de manera más rápida y oportuna. 
 
 
6.10. Impacto en el costo del servicio y la productividad. 
El impacto del diseño de un algoritmo de conteo de células 
sanguíneas es su reducción de tiempo y costo del conteo. En el caso del 
costo tiene se refiere al empleo de menos personal para el proceso y al 
empleo de equipos menos costosos que si se realiza con otros equipos 
como los analizadores de sangre. En el caso de reducción de personal se 
trató en el acápite 4.3 de la presente investigación y el uso de equipos 
menos costosos se observa en el Cuadro 24, donde se compara los 
precios de analizadores de sangre y el precio de los equipos necesarios 
para realizar el conteo de células mediante el método de Procesamiento 
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Digital de Imágenes. El cual se descompone en el precio del Microscopio 
(M), el precio del software de conteo de células (S), y el precio de la 
cámara de video (PC).   
 
Cuadro 41. Comparación de equipos 
  
Fuente: Elaboración propia 
 
En los Cuadros 45 y 46 del Anexo 3, se  presentan los costos del 
software y el cálculo del Método PDI  respectivamente, de manera 
detallada. 
 
Finalmente,  se presenta un impacto en el incremento de la 
productividad, al aumentar el número de servicios de conteo de células 
en una hora tal como se expone en el acápite 5.2.1, en el análisis de 
costo. 
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CONCLUSIONES 
 
 
 
Luego de  haber culminado el desarrollo planteado para la presente tesis  
basado en el Procesamiento Digital de Imágenes, y habiendo desarrollado  la 
metodología,  presentado el resultado, discusión e impactos se concluye lo 
siguiente: 
 
 El algoritmo desarrollado usando técnicas de Procesamiento Digital de 
Imágenes, permite reducir el tiempo de conteo de células sanguíneas (glóbulos 
rojos y glóbulos blancos), con respecto al Método Manual. En el caso de los 
glóbulos rojos se puede verificar  en el Cuadro 30 y corroborar en la prueba de 
hipótesis del acápite 5.2.1, paso 4. En el caso de los glóbulos blancos se puede 
verificar  en el Cuadro 37 y corroborar en la prueba de hipótesis,  del acápite  
5.2.4, paso 4. De esta manera se prueba que es posible reducir el tiempo de 
conteo de células sanguíneas y automatizar este procedimiento, mediante el 
Procesamiento Digital de Imágenes. 
 
 La tasa de error de conteo de glóbulos rojos es menor a 5% usando el algoritmo 
para el conteo de conteo de glóbulos rojos, tal como se verifica en el Cuadro 30,  
corrobora en la prueba de hipótesis del acápite 5.2.5, paso 4. 
 
 La aplicación de Redes Neuronales  Artificiales  tipo  Backpropagation es 
factible para la identificación de glóbulos blancos usando descriptores, pero para 
el propósito de conteo, no es recomendable dado el tiempo de  procesamiento 
260 
 
 
que se requiere y el mayor número de falsos positivos que  presenta, frente al 
conteo por el Método de Máximos y Mínimos.  
 
 Se desarrolló  un algoritmo para el conteo de células sanguíneas tales como 
glóbulos rojos y glóbulos blancos. El algoritmo desarrollado se  muestra en la 
Figura 109. El cual presenta un procedimiento de conteo de glóbulos rojos y otro  
para el conteo diferenciado de glóbulos blancos. 
 
 El algoritmo desarrollado de conteo de glóbulos rojos Basado en la Estimación 
de Áreas de los objetos similares de una imagen, constituye  una  técnica nueva 
para aplicaciones como el conteo de células sanguíneas. 
 
 Se ha efectuado una aplicación de la Transformada de Watershed para la 
segmentación de objetos similares superpuestos en una imagen  en este caso fue 
para células sanguíneas mediante un algoritmo. 
 
 Se ha efectuado  aplicaciones de la Transformada de Hough para la detección de 
rectas o circunferencias en una imagen para el conteo de glóbulos rojos, y 
también para la detección de lóbulos como en el caso de los núcleos de los 
glóbulos blancos, mediante los algoritmos respectivos en cada caso. Siendo muy 
útil para aplicaciones de identificación y conteo de los objetos mencionados. 
 
 El algoritmo desarrollado de conteo de glóbulos blancos mediante el Método de 
Máximos y Mínimos es un nuevo enfoque para la identificación y objetos de una 
imagen alternativo para aplicación como el conteo e identificación de células 
sanguíneas. 
 
 En general en el campo de procesamiento digital de imágenes las técnicas y 
conocimientos se adaptan de acuerdo a la aplicación en este caso se desarrolló 
un procedimiento para el conteo de glóbulos rojos y otro para el conteo e 
identificación de glóbulos blancos.  
 
 El costo del conteo de células sanguíneas es menor, debido a que se diseñó un 
algoritmo de conteo de células sanguíneas que permite reducir el tiempo de 
conteo de células sanguíneas y por tanto brindar mayor cantidad de servicio por 
unidad de tiempo tal como se expone en el acápite 5.2.1 aumentando la 
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productividad y emplear un equipamiento de menor costo comparado con 
analizadores de sangre tal como se expone en el acápite 6.10. 
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RECOMENDACIONES 
 
 
 
A partir de la presente tesis,  se proponen algunas recomendaciones, 
como resultado del desarrollo y experiencias adquiridas que conduzcan a 
continuar con la investigación y plantear nuevos desarrollos, las siguientes: 
 
 Desarrollar una aplicación para el conteo de plaquetas o trombocitos, para 
complementar, los desarrollos alcanzados. 
 
 Diseñar un equipo portátil de microscopia que permita realizar el análisis de 
hemograma mediante el procesamiento digital de imágenes, haciendo uso de 
dispositivos móviles como laptops, tabletas o celulares. Para hacer del servicio 
de análisis de sangre más oportuno y menor costo. 
 
 Aplicar el algoritmo de Máximos y Mínimos para el análisis más detallado de 
glóbulos rojos con la finalidad de detectar células falciformes y otras 
alteraciones  producidas por enfermedades como la Malaria y otras similares. 
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ANEXO 1 
 
En esta sección se presenta los códigos de programa en Matlab empleados en los 
diferentes procedimientos del desarrollo de la presente tesis. 
A.1.1. Código de programa para obtener las imágenes de las cuadrículas  
 
Código de programa 30.  Obtención de las imágenes de cuadrículas de la imagen captada por la cámara 
Fuente. Elaboración propia 
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A.1.2. Código de programa del conteo de GR basado en la estimación de áreas  
 
 
Código de programa 31.  Programa que realiza el conteo de GR  basado en estimación de áreas 
Fuente. Elaboración propia 
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A.1.3. Código de programa del conteo de GR basado en la Transformada de 
Watershed  
 
 
Código de programa 32. Programa que realiza el conteo de GR  basado en la Transformada de Watershed 
Fuente. Elaboración propia 
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A.1.4. Código de programa del conteo de GR basado en la Transformada de 
Hough 
 
 
 
Código de programa 33. Programa que realiza el conteo de GR  basado en la Transformada de Hough 
Fuente. Elaboración propia 
 
 
 
272 
 
 
A.1.5. Código de programa del conteo de GB basado en Redes Neuronales 
Artificiales 
 
 
Código de programa 34. Programa que realiza el conteo de GB  basado en Redes Neuronales Artificiales 
Fuente. Elaboración propia 
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A.1.6. Código de programa del conteo de GB basado en el método de Máximos y 
Mínimos  
 
 
Código de programa 35. Programa que realiza el conteo de GB  basado en el método de Máximos y Mínimos 
Fuente. Elaboración propia 
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A.1.7. Código de programa de la Interfaz para el conteo de GR y GB  
 
 
Código de programa 36. Programa que implementa la interfaz de conteo de GR y GB  
Fuente. Elaboración propia 
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A.1.8. Código de programa de la Interfaz para el conteo de GR.  
 
 
Continúa en la siguiente página… 
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Código de programa 37. Programa que implementa la interfaz de conteo de GR y GB  
Fuente. Elaboración propia 
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A.1.9. Código de programa de la Interfaz para el conteo de GB.  
 
 
Continúa en la siguiente página… 
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Código de programa 38. Programa que implementa la interfaz de conteo de GR   
Fuente. Elaboración propia 
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A.1.10. Cuadro de las entradas y salidas para el conteo de GR.  
 
Cuadro 42. Entradas y salidas del programa que implementa el conteo de GR basado en el algoritmo diseñado. 
 Entradas Salidas 
1 
 
 
2 
 
 
3 
 
 
4 
 
 
5 
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6 
 
 
7 
 
 
8 
 
 
9 
 
 
10 
 
 
281 
 
 
11 
 
 
12 
 
 
13 
  
14 
 
 
15 
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16 
 
 
17 
 
 
18 
 
 
19 
 
 
20 
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21 
 
 
22 
 
 
23 
 
 
24 
 
 
25 
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26 
 
 
27 
 
 
28 
 
 
29 
 
 
30 
 
 
 
Fuente. Elaboración propia 
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A.1.11. Cuadro de las entradas y salidas para el conteo de GB, basado en las 
Redes Neuronales Artificiales.  
 
Cuadro 43. Entradas y salidas del programa que implementa el conteo de GB basado en el algoritmo Redes 
Neuronales Artificiales 
 
Imagen Entradas Salidas 
1 
 
 
2 
 
 
3 
 
 
4 
  
5 
 
 
6 
 
 
7 
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8 
 
 
9 
 
 
10 
 
 
Fuente. Elaboración propia 
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A.1.12. Cuadro de las entradas y salidas para el conteo de GB, basado en el 
algoritmo  de Máximo y Mínimos.  
Cuadro 44. Entradas y salidas del programa que implementa el conteo de GB basado en el algoritmo y 
Máximos y Mínimos 
Imagen Entradas Salidas 
1 
 
 
2 
 
 
3 
 
 
4 
 
 
5 
 
 
6 
 
 
7 
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8 
 
 
9 
 
 
10 
 
 
Fuente. Elaboración propia 
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ANEXO 2 
   
En el presente Anexo se presentan los programas utilizados con Matlab para realizar las 
demostraciones de las hipótesis correspondientes, que permitan aplicar las formulas 
respectivas en cada caso: 
 
 Programa 1 de demostración de hipótesis especifica 1 
 Programa 2 de demostración de hipótesis específica 2 
 Programa 3 de demostración de hipótesis especifica 3 
 
El Programa 1 demuestra que el promedio de tiempo de conteo con el método de 
Redes Neuronales Artificiales (RNA) es   menor que con el método manual.  
 
El Programa 2 demuestra que  el promedio de tiempo de conteo con el método 
de conteo de procesamiento digital de señales con el algoritmo diseñado (AD) es menor 
que con el método de Redes Neuronales Artificiales (RNA). 
 
  El Programa 3 demuestra que el promedio de tiempo de conteo con el método de 
Algoritmo Diseñado (AD) es   menor que con el método manual.  
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A.2.1. Código de programa para  demostrar la hipótesis que el tiempo de conteo 
de GB, basado en el algoritmo  de RNA es menor que el realizado con el 
Método Manual (Programa1).  
 
 
Código de programa 39. Programa que implementa la demostración de la hipótesis en el que el tiempo de 
conteo de GB  basado en el algoritmo de RNA es menor que el realizado con el método manual. 
Fuente. Elaboración propia 
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A.2.2. Código de programa para  demostrar la hipótesis que el tiempo de conteo 
de GB, basado en el algoritmo  diseñado basado en el método de Máximos y 
Mínimos  es menor que el realizado con el Método de Redes Neuronales 
Artificiales (Programa2).  
 
 
Código de programa 40. Programa que implementa la demostración de la hipótesis en el que el tiempo de 
conteo de GB basado en el Algoritmo diseñado es menor que el realizado con el algoritmo basado en RNA. 
Fuente. Elaboración propia 
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.  
A.2.3. Código de programa para  demostrar la hipótesis que el tiempo de conteo 
de GB, basado en el algoritmo  diseñado basado en el método de Máximos y 
Mínimos  es menor que el realizado con el Método de conteo manual 
(Programa 3). 
 
Código de programa 41. Programa que implementa la demostración de la hipótesis en el que el tiempo de 
conteo de GB basado en el Algoritmo Diseñado basado en el método de Máximos y Mínimos es menor que el 
realizado con el método manual. 
Fuente. Elaboración propia 
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ANEXO 3 
 
En esta sección se presenta las tablas utilizadas en las pruebas de hipótesis. 
A.3.1. Tabla de U de Mann Whitney.  
 
Figura 140: Tabla para el cálculo de U(α,n1,n2) 
Fuente: Barrios & García 
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A.3.2. Tabla de F de Snedecor  
 
 
Figura 141. Tabla para la determinación de la región critica de F de Snedecor y decidir si la 
población posee varianza desconocida igual o diferente. 
Fuente: ww.jorgegalbiati.cl/nuevo_06/Fsned.pdf 
 
A.3.3. Tabla de Wilcoxon  
 
 
Figura 142: Tabla para determinar la región crítica mediante la prueba de Wilcoxon 
Fuente: http://materias.unq.edu.ar/pye/Trabajos%20Pr%C3%A1cticos/Tablas%20de%20Estadistica.pdf 
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A.3.4. Tabla de t-Student  
 
 
Figura 143. Tabla de t-student para la determinación de la región critica 
Fuente: http://dm.udc.es/profesores/ricardo/Archivos/tablas_estadisticas.pdf 
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A.3.5. Prueba de hipótesis con XLSTAT 
 
 
 
Figura 144. Prueba de la Hipótesis General respecto al Subacápite 5.2.1 Prueba de Wilcoxon con el 
programa XLSTAT, donde Muestra 1 es AD (seg) y Muestra 2 es CM (seg). La Ho indica que las 
medianas son iguales y H1 que la mediana de las Muestra 1 es menor que la Mediana de la Muestra2. 
Se rechaza Ho. Las Muestras son valores en unidades de tiempo en segundos. 
Fuente: Elaboración Propia 
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A.3.6. Prueba de hipótesis con XLSTAT 
  
 
Figura 145. Prueba T de Student para la hipótesis del Acápite 5.2.2 para una población de varianza 
desconocida y diferente, Usando el programa XLSTAT. Se verifica la hipótesis propuesta. Donde 
Muestra 1 es Algoritmo RNA y Muestra 2  es Proceso Manual. Las Muestras son valores en 
unidades de tiempo en segundos. 
Fuente: Elaboración propia  
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A.3.7. Prueba de hipótesis con XLSTAT 
 
 
Figura 146. Prueba t de Student para la hipótesis del Acápite 5.2.3 para una población de varianza 
desconocida y diferente, Usando el programa XLSTAT. Se verifica la hipótesis propuesta. Donde 
Muestra 1 es Algoritmo Diseñado y Muestra 2 es Algoritmo RNA. Las Muestras son valores en 
unidades de tiempo en segundos. 
Fuente: Elaboración propia  
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A.3.8. Prueba de hipótesis con XLSTAT 
 
 
 
Figura 147. Prueba T de Student para la hipótesis del Acápite 5.2.4 para una población de varianza 
desconocida y diferente, Usando el programa XLSTAT. Se verifica la hipótesis propuesta. Donde 
Muestra 1 es Algoritmo Diseñado y Muestra 2 es Método Manual. Las Muestras son valores en 
unidades de tiempo en segundos. 
Fuente: Elaboración propia  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
300 
 
 
 
 
 
 
A.3.9. Prueba de hipótesis con XLSTAT 
 
 
 
Figura 148. Prueba de Wilcoxon para la hipótesis del acápite 5.2.4 usando el programa XLSTAT. 
Se verifica la hipótesis propuesta, al rechazar la Ho. Las muestras están dadas en porcentaje de 
error. 
Fuente: Elaboración propia 
 
 
 
A.3.10. Costo del software  
 
Cuadro 45. Determinación del costo del software elaborado 
 
Fuente. Elaboración propia. 
 
Se considera  una cantidad de ventas mínima para las ventas mensuales.  
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A.3.11. Costo del Método de PDI para el conteo de células 
 
Cuadro 46. Determinación de la implementación el Método PDI para el conteo de células  
 
Fuente. Elaboración propia 
 
El costo podría reducirse a solo el costo del software es decir S/.2100, 
considerando que el usuario cuenta generalmente con un microscopio al que se 
le adapta una cámara de video de alta resolución o baja resolución y una laptop o 
PC. Esto, permitiría  disminuir a S/.2100 el costo del sistema implementado. 
