Interval protection or partial cell suppression was introduced in "M. Fischetti, J.-J. Salazar, Partial cell suppression: A new methodology for statistical disclosure control, Statistics and Computing, 13, 13-21, 2003" as a "linearization" of the difficult cell suppression problem. Interval protection replaces some cells by intervals containing the original cell value, unlike in cell suppression where the values are suppressed. Although the resulting optimization problem is still huge-as in cell suppression, it is linear, thus allowing the application of efficient procedures. In this work we present preliminary results with a prototype implementation of Benders decomposition for interval protection. Although the above seminal publication about partial cell suppression applied a similar methodology, our approach differs in two aspects: (i) the boundaries of the intervals are completely independent in our implementation, whereas the one of 2003 solved a simpler variant where boundaries must satisfy a certain ratio; (ii) our prototype is applied to a set of seven general and hierarchical tables, whereas only three two-dimensional tables were solved with the implementation of 2003.
Introduction
Post-tabular data protection methods are based on modifying or suppressing some of the table cells, yet satisfying the table additivity (that is, the sum of the "inner" cells has to be equal to the marginal cell) and preserving the original value of a subset of cells (e.g., some subtotal or total cells). This is the main difference compared to pre-tabular methods, which at the same time cannot guarantee table additivity and the original value of a subset of cells. Among post-tabular data protection methods we find cell suppression [4, 9] and controlled tabular adjustment [1, 3] , both formulating difficult mixed integer linear optimization problems. More details can be found in the monograph [12] and the survey [5] .
Interval protection or partial cell suppression was introduced in [10] as a linearization of the difficult cell suppression problem. Unlike in cell suppression, interval protection replaces some cell values by intervals containing the true value. From those intervals, no attacker can be able to recompute the true value within some predefined lower and upper protection levels. One of the great advantages of interval suppression against alternative approaches is that the resulting optimization problem is convex and continuous, which means that theoretically it can be efficiently solved in polynomial time by, for instance, interior-point methods [13] . Therefore, theoretically, this approach is valid for big tables from the big-data era.
However, attempting to solve the resulting "monolithic" linear optimization model by some state-of-the-art solver is almost impossible for huge tables: we will either exhaust the RAM memory of the computer, or we will require a large CPU time. Alternative approaches to be tried include a Benders decomposition of this huge linear optimization problem. In this work we present preliminary results with a prototype implementation of Benders decomposition. A similar approach was used in the seminal publication [10] about partial cell suppression. However, this work differs in two substantial aspects: (i) our implementation considers two independent boundaries for each cell interval, whereas those two boundaries were forced to satisfy a ratio in the code of [10] (that is, actually only one boundary was considered in the 2003 code, thus solving a simpler variant of the problem); (ii) we applied our prototype to a set of seven general and hierarchical tables, where results for only three two-dimensional tables were reported in [10] . As we will see, our "not-too efficient and tuned" classical Benders decomposition prototype still outperforms state-of-the-art solvers in these complex tables.
The paper is organized as follows. Section 2 describes the general interval protection method. Section 3 outlines the Benders solution approach. The particular form of Benders for interval protection is shown in Sect. 4, which is illustrated by a small example in Subsect. 4.1. Finally, Sect. 5 reports computational results with some general and hierarchical tables.
The General Interval Protection Problem Formulation
We are given a table (i.e., a set of cells
n , u ∈ R n being known a priori lower and upper bounds for cell values. For positive tables we have l i = 0, u i = +∞, i = 1, . . . , n, but the procedure here outlined is also valid for general tables.
For instance, we may consider the cells provide information about some attribute for several individual states (e.g., member states of European Union), as well as the highest-level of aggregated information (e.g., at European Union level). The set of multi-state cells, or cells providing this highest-level of aggregated information could be the ones to be replaced by intervals, and they will be denoted as H ⊆ N .
Let F, S, M be a partition of N , i.e., N = F ∪S ∪M, and F ∩S = F ∩M = S ∩ M = ∅. S is the set of sensitive cells to be protected, with upper and lower protection levels upl s and lpl s for each cell s ∈ S. F is the set of cells whose values are known (e.g., they have been previously published by individual states). M is the set of non-sensitive and non previously published cells. To simplify the formulation of the forthcoming optimization problems, we can assume that for f ∈ F we have l f = u f = a f , and then cells from F can be considered elements of M, that is, M ← M ∪ F and F ← ∅. Following our example, we have that, in general, cells in S provide information at state level, but in some cases multistate cells may also be sensitive; thus we may have S ∩ H = ∅. In a similar way, since multi-state cells may not have been previously published we may also have M ∩ H = ∅. To make the formulation more general our only assumption will be that H ⊆ N . When H = N we just have the standard "interval protection" or "partial cell suppression" introduced in [10] .
Our purpose is to publish the set of smallest intervals 
a s and a s being defined as
Clearly, for cells i ∈ H ∩ S, (1) and (2) imply that
The previous problem can be formulated as a large-scale linear optimization problem. For each primary cell s ∈ S, two auxiliary vectors x l,s ∈ R n and x u,s ∈ R n are introduced to impose, respectively, the lower and upper protection requirement of (1) . The problem formulation is as follows:
where w i is a weight for the information loss associated with cell a i .
Problem (3) is very large (easily in the order of millions of variables and constraints), but it is linear (no binary, no integer variables), and thus theoretically it can be efficiently solved in polynomial time by general or by specialized interior-point algorithms [7, 13] .
Outline of Benders Decomposition
Benders decomposition [2] was suggested for problems with two types of variables, one of them considered as "complicating variables". In MILP models complicating variables are the binary/integer ones; in continuous problems, the complicating variables are usually associated to linking variables between groups of constraints (i.e., variables lb and ub in (3)). Consider the following primal problem (P ) with two groups of variables (x, y)
where y are the complicating variables, c,
Fixing some y ∈ Y , we obtain:
The dual of (Q) is:
It is known that if (Q D ) has a solution then (Q) has a solution too, and both objective functions coincide; if (Q D ) is unbounded, then (Q) is infeasible. Let assume that (Q D ) is never infeasible (in the interval protection problem this is always the case). If, as notation convention, we consider that the objective of (Q) is +∞ when it is infeasible, then (P ) can be written as
be the convex feasible set of (Q D ). By Minkowski representation we know that every point u ∈ U may be represented as a convex combination of the vertices u 1 , . . . , u s and extreme rays v 1 , . . . , v t of the convex polytope U . Therefore any u ∈ U may be written as
is unbounded, and thus (Q) is infeasible. We then impose
The optimal solution of (Q D ) is then known to be in a vertex of U , and (P ) may be rewritten as
Introducing variable θ, (P ) is equivalent to the Benders problem (BP ):
Problem (BP ) is impractical since s and t can be very large, and in addition the vertices and extreme rays are unknown. Instead, the method considers a relaxation (BP r ) with a subset of the vertices and extreme rays. The relaxed Benders problem (or master problem) is thus:
Initially I = J = ∅, and new vertices and extreme rays provided by the subproblem (Q D ) are added to the master problem, until the optimal solution is found. In summary, the steps of the Benders algorithm are: Convergence is guaranteed since at each iteration one or two constraints are added to (BP r ), no constraints are repeated, and the maximum number of constraints is s + t.
Benders Decomposition for the Interval Protection Problem
Problem (3) has two groups of variables: x l,s ∈ R n , x u,s ∈ R n ; and lb ∈ R |H| , ub ∈ R |H| , which can be seen as the complicating variables, since if they are fixed, the resulting problem in variables x l,s and x u,s is separable, as shown below. Indeed, projecting out the x l,s , x u,s variables, (3) can be written as
where
0 n ∈ R n denoting the zero vector. Problem (5) is separable in the x l,s , x u,s variables for each s ∈ S so it can be replaced by the solution of 2|S| smaller problems of the form
for the lower protection of sensitive cell s ∈ S, and
for the upper protection of sensitive cell s ∈ S. Note that (5)- (7) are just feasibility problems with a constant (dummy) objective function.
Problems (6) and (7) are our Benders subproblems. Due to its constant objective function, (6) and (7) are feasibility problems. Therefore Benders algorithm will only include extreme rays of the dual formulations of (6) and (7) to guarantee the feasibility of the values of lb and ub provided by the master problem.
Denoting the j-th extreme ray of the dual formulation of (6) (6), it can be shown that the feasibility cut to be added to the master problem would be
(8) The extreme rays of the dual of (7) ) and so does the feasibility cut to be added to the master problem:
Denoting as I l,s and I u,s the set of indices of feasibility cuts obtained from Q l,s and Q u,s , the master problem is:
The Benders decomposition algorithm will then solve (10) for the master problem and the duals of (6) and (7) for the subproblems.
Illustrative Example
Consider the following simple table Note that this example, in principle, can not be solved with the original implementation of [10] since the ratios between upper and lower protection levels are not the same for all sensitive cells. We next show the application of Benders algorithm to the previous table:
1. Initialization. The number of cuts for the lb and the ub variables is set to 0, this means I l,s = I u,s = ∅. The first master problem to be solved is thus 
has solution lb = [5, 15, 25, 20, 10, 37] 
Computational Results
We developed a prototype implementation of the Benders algorithm for interval protection using the AMPL modeling language [11] and Cplex for the master and subproblems. We solved seven instances, whose dimensions are given in Table 1 .
Columns n, |S| and m provide, respectively, the number of cells, sensitive cells and table linear equations. Table " targus" is a general table, while the remaining six tables are 1H2D tables (i.e., two-dimensional hierarchical tables with one hierarchical variable) obtained with a generator used in the literature [1, 8] . The results obtained with the Benders decomposition are provided in the last columns of Table 1 . Columns "CPU", "it B ", "it S " and "obj" provide respectively the total CPU time, number of Benders iterations, overall number of simplex iterations, and the final optimal objective function obtained. Table 2 provides results for the solution of the monolithic model (3) using Cplex default linear algorithm (dual simplex). Column "n.var" reports the number of variables of the resulting linear optimization problem. The meaning of remaining columns is the same as in Table 1 . Three executions, clearly marked, were aborted because the CPU time was excessive compared with the solution Table 2 2944.87 a -530880 16056608400 Table 3 522.875 a -63600 260592812 Table 4 11085.6 436895 102816 9134139 Table 5 10.6764 17325 4704 303844 Table 6 7816.61 a -453024 4404161015 a Aborted due to excessive CPU time by Benders; in those cases column "obj" provides the value of the objective function when the algorithm was stopped. From these tables it is clear that the solution of the monolithic model is impractical and that an standard implementation of Benders can be more efficient for some classes of problems (namely, 1H2D tables).
Conclusions
Partial cell suppression or interval protection can be an alternative method for tabular data protection. Unlike other approaches, this method results in a huge but continuous optimization problem, which can be effectively solved by linear optimization algorithms. One of them is Benders decomposition: a prototype code was able to solve some nontrivial tables more efficiently than state-of-the-art solvers applied to the monolithic model. It is expected that a more sophisticated implementation of Benders algorithm would be able to solve even larger and more complex tables. An additional and promising line of research would be to consider highly efficient specialized interior-point methods for block-angular problems [6, 7] . This is part of the further work to be done.
