The ATLAS muon Cathode Strip Chamber (CSC) backend readout system has been upgraded during the LHC 2013-2015 shutdown to be able to handle the higher Level-1 trigger rate of 100 kHz and the higher occupancy at Run-2 luminosity. The readout design is based on the Reconfigurable Cluster Element (RCE) concept for high bandwidth generic DAQ implemented on the Advanced Telecommunication Computing Architecture (ATCA) platform. The RCE design is based on the new System on Chip XILINX ZYNQ series with a processor-centric architecture with ARM processor embedded in FPGA fabric and high speed I/O resources. Together with auxiliary memories, all these components form a versatile DAQ building block that can host applications tapping into both software and firmware resources. The Cluster on Board (COB) ATCA carrier hosts RCE mezzanines and an embedded Fulcrum network switch to form an online DAQ processing cluster. More compact firmware solutions on the ZYNQ for high speed input and output fiberoptic links and TTC allowed the full system of 320 input links from the 32 chambers to be processed by 6 COBs in one ATCA shelf. The full system was installed in September 2014. We will present the RCE/COB design concept, the firmware and software processing architecture, and the experience from the intense commissioning for LHC Run 2.
(a) (b) Figure 1 . (a) ATLAS Small Wheel and the CSC chambers. Small chambers are not seen in the photo as they overlap the big chambers from behind (b) Cosmic event that passes through the CSC detectors on both endcaps. The CSC chambers that were hit are shown in red circles.
On-detector Electronics 1
The on-detector (or front-end) electronics of the CSC consist of 5 Amplifier Storage Module (ASM-2 II) board for each chamber. For each channel a bipolar pulse with 70 ns peaking time is created 3 and sampled every 50 ns. Each board handles 192 channels and stores the samples on a 144 cell 4 analog memory Switched Capacitor Array (SCA). Each sample is digitized to 12 bits of data, and 5 the front-end can ship two or more of those samples to the off-detector readout system, or so called 6 Readout Driver (ROD) via high speed fiberoptic G-Links. There are a total of 10 G-Links from a 7 chamber to ROD, that carry the data of 96 channels each, and 5 G-Links from ROD to chamber for 8 controlling ASM-II boards [3] . As there is no zero-suppression on the front-end, 5.76kB of data is 9 created per event, creating an input of 4.4Gbits/sec per chamber at 100kHz of Level 1 (L1) trigger 10 rate. The ROD then must perform threshold cut and cluster finding, resulting in a data reduction 11 up to a factor of 60.
12
The Run-1 ROD was limited to run at maximum rate of 75kHz, inducing high deadtime as L1 13 rates went beyond 75kHz [4] . 14 For Run 2, LHC bunch spacing was to be decreased from 50ns to 25ns, energy to be increased 15 to 13 TeV and luminosity increased by having higher number of collisions per bunch crossing.
16
Thus development of a new ROD was needed to handle L1 rate of 100kHz and higher luminosity, The development of the CSC Run-2 off-detector readout system was based on a generic Data 21 Acquisition (DAQ) concept that has been developed at SLAC since 2007. This section will explain the concept, while the next section will focus on the implementation on the CSC. 1 
Platform 2
Advanced Telecommunication Computing Architecture (ATCA), which was originally developed 3 for the telecommunication industry, was selected as the host platform for the development of the 4 DAQ system. It is becoming increasingly popular in high energy physics due to the high speed 5 backplane, its high availability, hot swapability of boards and the Intelligent Platform Manage-6 ment Interface (IPMI) based shelf management infrastructure. The backplane is protocol agnostic, 7 providing pin-to-pin connections between cards, allowing the user to select the communication 8 protocol, and the Rear Transition Modules (RTM) allow separating the data processing from the 9 input/output. and sent to the Information Service (IS is a ATLAS service that is used to share variables between 10 DAQ applications, and log them) every 5 seconds for debugging and diagnosis. The CSC system 11 makes use of ATLAS TDAQ automatic recoveries, such as resynchronizing an RCE during data 12 taking, or reconfiguring the whole system.
13
For the pedestal runs, a dedicated histogramming service runs on the FEX software to perform 14 a fast calibration for threshold calculation. inducing any additional deadtime. ATLAS in Run 2 so far hasn't reached such L1 rates and lu-23 minosities. Therefore, for the performance tests random triggers are generated on CTP to test the 24 system, and the CSC occupancy is set using specific threshold patterns that simulates fake clusters.
25
The system was tested with L1 rates up to 106kHz at Run-2 occupancy using the CSC complex 26 deadtime setting, and no additional deadtime was observed due to the CSC. Furthermore, fixing the 27 L1 rate at 100kHz, the CSC occupancy was varied from 0 to 15%, and no dead time was observed 28 due to the CSC until 14% occupancy, which is much higher than the Run-2 expectation for the CSC 29 ( Fig. 5) . 30 
Conclusion

31
With the increased luminosity and L1 rate in ATLAS in Run 2, a new readout system was developed 32 for the CSC. It is the first deployment of ATCA and RCE based modern DAQ systems in ATLAS.
33
The main reason for development is performance improvements. The system features a powerful 34 hardware, and matching firmware/software framework, to handle high rates and luminosities. The Figure 5 . (a) The CSC induced deadtime and complex deadtime with Run-2 occupancy of 4.6%. With the complex deadtime protection of the CSC setting 15/370, no additional deadtime is induced by the CSC even at the maximum possible rate allowed by the complex deadtime setting. Without any protection, the CSC still runs without causing deadtime until 96kHz. Note that dashed and solid lines are obtained from two separate tests (b) The CSC induced deadtime vs. the occupancy of the CSC for L1 rate of 100 kHz. The CSC starts to induce deadtime in much higher occupancies compared to the expected occupancy in Run 2.
