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Abstract
We consider insurance derivatives depending on an external physical risk process,
for example a temperature in a low dimensional climate model. We assume that this
process is correlated with a tradable financial asset. We derive optimal strategies
for exponential utility from terminal wealth, determine the indifference prices of the
derivatives, and interpret them in terms of diversification pressure. Moreover we
check the optimal investment strategies for standard admissibility criteria. Finally
we compare the static risk connected with an insurance derivative to the reduced
risk due to a dynamic investment into the correlated asset. We show that dynamic
hedging reduces the risk aversion in terms of entropic risk measures by a factor
related to the correlation.
2000 AMS subject classifications: primary 60H10, 91B30; secondary 91B76,
93E20, 60H30.
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1 Introduction
In recent years, financial risks originating in the uncertainties of weather and climate
are gaining an increasing attention in insurance and banking. This is partly due to the
public coverage changes in weather patterns obtain, but also to the awareness that modern
methods of stochastic finance offer new ways for dynamically transferring insurance risk
to financial markets. Not only since the increasing activity in weather extremes such as
big tropical storms became publicly aware, there is no doubt that insurance companies,
in particular big re-insurers, have to face the dramatic effects of climate and weather.
The idea for this paper arose from discussions with a representative of a re-insurance
company that is involved in dynamical hedging of weather risk, by offering HDD deriva-
tives for example. These derivatives are written on the surplus of Heating Degree Days,
i.e. days on which temperatures are above the 18 degree Celsius minimum heating tem-
perature, and provide an instrument for hedging the risk an energy producer faces due to
a too warm heating season, during which less energy is sold to private households. The
discussions were focussed on the idea of cross hedging, i.e. using the potentials that are
due to the negative correlation of risk exposure of different agents on a finance and insur-
ance market. In a simple equilibrium model (see [8] and [3]) we previously dealt with the
idea of creating a market for hedging climate risk, for instance due to the randomly peri-
odic phenomenon of the sea surface temperature anomaly of the South Pacific commonly
known as El Nin˜o. To test the concepts in a numerical simulation, we considered a set of
small financial agents composed of a fisher, a farmer and a bank, with either negatively
correlated risk exposure or with the desire of diversification of their portfolio. The idea
of using the potentials of negative correlation of climate risk exposure in cross hedging
is of course applicable in scenarios that are closer to the interest of re-insurers than the
simple toy example just mentioned. Just imagine energy producers in different parts of
Europe, for which the weather patterns have a strong tendency of complementarity, due
to the position of the jet stream directing the trajectories of cyclones. And of course,
re-insurers have to be modelled as big agents, capable of influencing prices of risky assets
on a financial market designed for this alternative risk transfer.
In the simple conceptual financial market model considered in this paper, on the one
hand we try to develop a basic understanding of the impact of the correlation of risk
exposure of different agents on prices and hedges of weather or climate derivatives. On
the other hand, we try to keep it simple enough to obtain explicit solutions for pricing
and hedging of financial products designed for climate or weather risk, which we simply
call external risk henceforth.
The basic ingredient in our model therefore is given by an external risk process X
describing for example the temperature during a heating period, the uncertainty of which
is modelled by a Wiener process W with volatility function σ. We face an agent, for
instance an insurance company, who sells a derivative which from his perspective provides
the random income F (XT ) depending on the position XT of the risk process at maturity
T . The second source of income for the agent is given by a security on a financial market
with price process P , which can serve as an investment possibility for hedging the risk of
the derivative. X and P are correlated: the proportional infinitesimal increment dPt
Pt
at
2
time t contains a component of W with intensity β21 , a component with intensity β
2
2 of an
independent Wiener process B, as well as a drift component depending on the risk process
X . A strategy pi for investment into the asset leads to a wealth process V π. The agent is
supposed to measure his utility from total terminal wealth F (Xt)+V
π
T with respect to an
exponential utility function U(x) = − exp(−ηx), x ∈ R, with risk aversion coefficient η.
In this situation, for initial wealth x ∈ R, the utility indifference price p for the derivative
F (XT ) is given according to
(1) sup
π
E(U(V πT + F (XT )− p) = sup
π
E(U(V πT )).
Its price p(t, x) at time t ∈ [0, T ] for initial wealth x is explicitly found to be
p(t, x) = −1
k
lnEQ(exp(−kF (Y t,xT ))),
where Q is an equivalent probability measure and Y t,x is a diffusion process starting at x
at time t and originating in the Feynman-Kac formula, and
k = η
β22
β21 + β
2
2
.
By equally elementary and explicit computations, formulas for the optimal investment pi∗
(in the presence of the derivative) on the left hand side and pi♯ (without the derivative)
on right hand side of (1) are obtained. For obtaining explicit results of this type one
starts with the observation that a multiplicative decomposition of utility related to V π
on the one hand and to F (XT ) on the other hand allows to handle the associated HJB
equation. This observation was already made in Musiela and Zariphopoulou [11], where
in the special case of geometric X and S corresponding formulas were derived, however
starting from an entirely different paradigm. For a numerical analysis see [10]. The results
apply to provide an intriguing explicit relationship between pi∗ and pi♯: their difference is
given by a quantity we call diversification pressure
δ(t, x) = −β1σ(t, x)∂p(t, x)
∂x
,
multiplied by 1
β21+β
2
2
. This name is justified for obvious reasons. Suppose that the risk
sensitivity ∂p(t,x)
∂x
of the price is positive. If the correlation β1σ(t, x) between external risk
and price is negative, then the derivative F (XT ) diversifies the portfolio risk, and more
will be invested in the asset, i.e. pi∗ > pi♯. Conversely, if β1σ(t, x) > 0, then the derivative
F (XT ) amplifies the financial risk, and thus pi
∗ < pi♯.
We then consider two special scenarios for the market, both interesting from our
perspective of weather and climate risk: the non-degenerate case in which the volatility
function σ of the risk process is uniformly elliptic, and the geometric case where volatility
and drift depend linearly on the distance x from 0 and keep the diffusion on one half line.
In both cases, we are mainly interested in properties of the diversification pressure such
as finiteness, boundedness and behavior at infinity (Theorems 3 and 4), and ultimately
in a comparison of the risks of static and dynamic hedging. We compare the price s of
3
the derivative obtained without dynamic investment on the financial asset of the market
with the dynamic cross hedging indifference price p. Typically, we find that cross hedging
reduces the risk aversion by the factor
β22
β21+β
2
2
(Theorem 10), viewed from the perspective
of entropic risk measures which in a natural way measure risky positions for exponential
utilities. If the correlation between external risk and security price enters through its drift
instead of its uncertainty component, we derive equally explicit alternative calculations
describing both utility indifference price and optimal strategies. In this situation we
see that the dynamic hedging price is higher than the static price iff the correlation of
the derivative and the expected wealth from investment into the security are negative
(Theorem 4). Since admissibility of optimal trading strategies is not granted in general
(see Schachermayer [15]), we give this aspect a detailed treatment in Theorems 8, 9 and
7.
Here is a short outline of the presentation of the material. In Section 2 we introduce
the model, formulate the optimal cross hedging problem, describe an explicit solution of
the related HJB equation, and thus derive formulas for indifference prices and optimal
strategies. Since the solution of a control problem obtained by Musiela and Zariphopoulou
in [11] (see also [4] for a similar result solved via duality methods) covers a special case
of our setting, our short presentation is focussed on the main arguments. In the Sections
3 and 4 we separately discuss the non-degenerate and geometric cases, provide sufficient
conditions for the regularity of the solutions of our control problem, and describe proper-
ties of the diversification pressure. In Section 5 we check the admissibility of optimal cross
hedging strategies. After this in Section 6 we study the difference between the static risk
connected with an insurance derivative and the reduced risk due to a dynamic investment
into the correlated asset, in terms of entropic risk measures.
2 The model
The pay-off of an insurance derivative is based on external risks such as weather and
climate. We consider here financial instruments derived from an external risk which can
be modelled as a diffusion
dXt = b(t, Xt)dt+ σ(t, Xt)dWt and X0 = x0,(2)
where W is a Brownian motion on a filtered probability space (Ω,F , (Ft)t≥0,P). Let
F be a measurable and real-valued function and let T > 0. Then the random variable
F (XT ) is an insurance derivative with maturity T . Typical examples are so-called weather
derivatives which are often based on the average temperature during a certain time period
at a fixed location.
We suppose that there exists a financial market consisting of one non-risky asset with
zero interest and one risky asset whose price process is correlated to the process X . More
precisely, we assume that the price dynamics of the risky asset satisfies
dPt = Pt (g(t, Xt)dt+ β1dWt + β2dBt) , and P0 > 0,(3)
where g : [0, T ] × R → R is measurable, β1 ∈ R, β2 6= 0 and B is a further Brownian
motion independent of W . We denote by β =
√
β21 + β
2
2 the volatility of P . Notice that
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W is a Brownian motion driving both the risk process X and the price process P , and
that the risk process affects the drift part of the price process.
By an investment strategy, or simply strategy, we mean any (Ft)t≥0-predictable process
pi with pi0 = 0 and such that the stochastic integral process of pi with respect to∫ ·
0
[g(t, Xt)dt+ β1dWt + β2dBt]
exists on [0, T ]. We will interpret pi as the value of the portfolio fraction invested in the
asset. This means that pit = Ptθt, where θt is the number of asset shares in the portfolio
at time t. The wealth process resulting from an investment strategy pi is then given by
dV πt = pit (g(t, Xt)dt+ β1dWt + β2dBt) and V
π
0 = v0,(4)
where v0 is the initial wealth.
Suppose that an investor has preferences determined by an exponential utility function
U(v) = − exp(−ηv), with η > 0, and assume that he aims at maximising the expected
value of his wealth at time T . If the investor has a derivative F (XT ) in his portfolio, then
the optimal strategy piopt is determined by
(5) E
[
U
(
V π
opt
T + F (XT )
)]
= sup
π
E [U (V πT + F (XT ))] ,
where the sup on the right hand side of (5) is taken over all admissible strategies. For
convenience we recall the definition. Let a ≥ 0. A strategy pi is said to be a-admissible
if for all t ∈ [0, T ] we have V πt ≥ −a, almost surely. pi will be called admissible if there
exists an a ≥ 0 such that pi is a-admissible.
If the utility function is finitely valued for all x ∈ R, then in general the optimal
strategy solving the classical utility maximization problem is not admissible (see [15]).
However, it may be that the optimal strategy can be approximated by admissible strate-
gies. In this spirit the following definition is useful.
Definition 1 A strategy pi is called quasi-admissible with respect to U if there exists
a sequence (pin) of admissible strategies such that U(V
πn
T ) converges to U(V
π
T ) in L
1 as
n→∞.
Observe that doubling strategies are not quasi-admissible.
We aim at deriving explicitly the optimal investment strategy piopt. Moreover, we want
to find the indifference price p such that
(6) sup
π
E [U (V πT + F (XT )− p)] = sup
π
E [U (V πT )] .
We will denote by pi♯ the strategy optimizing the right hand side of (6), whereas the
strategy optimizing the left hand side such that (6) holds will be denoted by pi∗.
We start by solving a 2-dimensional stochastic control problem with the two processes
X and V π.
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2.1 Solving the control problem
We compute the two sides of (6). We make a little modification on X and V π and
define for all (t, x, v) ∈ [0, T ]× R2:
∀r ≥ t, V π,t,x,vr = v +
∫ r
t
pis
(
g(s,X t,xs )ds+ β1dWs + β2dBs
)
;(7)
∀r ≥ t, X t,xr = x+
∫ r
t
b(s,X t,xs )ds+
∫ r
t
σ(s,X t,xs )dWs.(8)
We assume that there exists µ ∈ R and K ≥ 0 s.t.
• ∀t ∈ [0, T ], ∀(x, x′) ∈ R2:
(x− x′)(b(t, x)− b(t, x′)) ≤ µ|x− x′|2,
|g(t, x)− g(t, x′)|+ |σ(t, x)− σ(t, x′)| ≤ K|x− x′|.
• ∀t ∈ [0, T ], ∀x ∈ R, |g(t, x)|+ |b(t, x)| + |σ(t, x)| ≤ K(1 + |x|).
• ∀t ∈ [0, T ], the function x 7→ b(t, x) is continuous.
Then the SDE (7) and (8) have a unique strong solution V π,t,x,v and Xπ,t,x.
Let us define KG : [0, T ]× R× R→ R by:
KG(t, x, v) = sup
π
E
[
U
(
V
π,t,x,v
T +G(X
t,x
T )
)]
,
where G is a given function. In (6), G is equal to 0 or to F (.)− p.
For this control problem, the Hamilton-Jacobi-Bellman equation leads to the following
(see for example [6]): for all (t, x, v) ∈ [0, T [×R× R
∂h
∂t
+
σ2(t, x)
2
∂2h
∂x2
+ b(t, x)
∂h
∂x
+ sup
π
{
pi2β2
2
∂2h
∂v2
+ piβ1σ(t, x)
∂2h
∂v∂x
+ pig(t, x)
∂h
∂v
}
= 0.(9)
And h satisfies
h(T, x, v) = U(v +G(x)).
Remark that the supremum in (9) is finite if
∂2h
∂v2
< 0. We want to find an explicit solution
h for (9) and then by means of a verification theorem we will show that h = KG.
Since U(v) = − exp(−ηv), the utility of the whole portfolio is the product of the
utility of the derivative and the utility arising from the investment. Motivated by this
multiplicativity property we search h such that
h(t, x, v) = U(v) exp (−ηΓ(t, x)) .
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Then the condition
∂2h
∂v2
< 0 holds, Γ(T, x) = G(x), and
∂Γ
∂t
+
σ(t, x)2
2
∂2Γ
∂x2
+ b(t, x)
∂Γ
∂x
− σ(t, x)
2η
2
(
∂Γ
∂x
)2
− inf
π
{
pi2β2η
2
+ piβ1σ(t, x)η
∂Γ
∂x
− pig(t, x)
}
= 0.
The optimal strategy is given by
(10) pi∗ = pi∗(t, x) =
1
β2
[
g(t, x)
η
− β1σ(t, x)∂Γ
∂x
(t, x)
]
,
and hence we obtain
∂Γ
∂t
+
σ(t, x)2
2
∂2Γ
∂x2
− β
2
2
β2
σ(t, x)2η
2
(
∂Γ
∂x
)2
+
[
b(t, x)− αβ1σ(t, x)
β2
]
∂Γ
∂x
+
g(t, x)2
2ηβ2
= 0.(11)
Let ψ be the function defined by
ψ(t, x) = exp
(
−ηβ
2
2
β2
Γ(t, x)
)
⇐⇒ Γ(t, x) = − lnψ(t, x)
k
, with k =
β22
β2
η.
Then
ψ(T, x) = exp (−kG(x)) ,
and Equation (11) leads to
(12)
∂ψ
∂t
+
σ(t, x)2
2
∂2ψ
∂x2
+
[
b(t, x)− β1g(t, x)σ(t, x)
β2
]
∂ψ
∂x
− kg(t, x)
2
2β2η
ψ = 0.
Under some regularity conditions on G, we can apply the Feynman-Kac formula in order
to obtain a solution of the previous PDE. We will provide sufficient conditions in later
chapters, but for the moment we simply suppose that we may do so. Then a solution of
(12) is given by
ψG(t, x) = E
[
exp
(−kG(Y t,xT )) exp(− k2β2η
∫ T
t
g(r, Y t,xr )
2dr
)]
,
where Y t,x is the solution of the following SDE:
(13) Y t,xr = x+
∫ r
t
b̂(s, Y t,xs )ds+
∫ r
t
σ(s, Y t,xs )dŴs,
where b̂(t, x) = b(t, x)− β1g(t, x)σ(t, x)
β2
, and Ŵ is an arbitrary one-dimensional Brownian
motion. As a consequence the solution of (9) is given by
h(t, x, v) = U(v)ψG(t, x)η/k
= U(v)
{
E
[
exp
(−kG(Y t,xT )) exp(− k2β2η
∫ T
t
g(r, Y t,xr )
2dr
)]}η/k
.(14)
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If for any t and x the stochastic integral ( β1
β2
g(·, X t,x) ·W ) satisfies Novikov’s condition,
then we can define a new probability measure P̂ with density
(15)
dP̂
dP
= exp
(
−
∫ T−t
t
β1g(s,X
t,x
s )
β2
dWs − 1
2
∫ T−t
t
β21g
2(s,X t,xs )
β4
ds
)
.
Note that the distribution of Y t,x relative to P coincides with the distribution of X t,x
relative to P̂, and hence in this case we may write ψG in terms of Xx,t and P̂, and
h(t, x, v) = U(v)
{
E
bP
[
exp
(−kG(X t,xT )) exp(− k2β2η
∫ T
t
g(r,X t,xr )
2dr
)]}η/k
.
The right hand side of (6).
Here we take G = 0. Then the value function K0(t, x, v) satisfies
(16) K0(t, x, v) = sup
π
E
[
U
(
V
π,t,x,v
T
)]
,
and a solution of the Hamilton-Jacobi-Bellman equation is given by
(17) h0(t, x, v) = U(v)E
[
exp
(
− k
2β2η
∫ T
t
g(r, Y t,xr )
2dr
)]η/k
= U(v)ψ0(t, x)η/k.
Assume at the moment that the optimal strategy pi♯ is quasi-admissible and that the
following property is satisfied:
Regularity Property 1: there exists an open set V ⊆ R such that h0 belongs to the
class C1,2([0, T [×V × R), and for all x ∈ V, the process X t,x stays in V.
This means that h0 is a classical solution of the HJB equation (9) on [0, T ]× V × R.
Using the Verification Theorem (see [6], Chapter IV), we obtain h0(t, x, v) = K0(t, x, v)
on [0, T ]× V × R. Moreover the optimal strategy for (16) is given by
(18) pi♯(t, x) =
1
β2
[
g(t, x)
η
+
β1σ(t, x)
kψ0(t, x)
∂ψ0
∂x
(t, x)
]
.
Observe that if g is constant equal to α, we find the classical result
K0(t, x, v) = K0(t, v) = exp
[
− α
2
2β2
(T − t)
]
U(v) and pi♯(t, x) = pi♯ =
α
ηβ2
.
The left hand side of (6).
We come now to the left hand side of (6). Here the value function satisfies
KF (t, x, v) = sup
π
E
[
U
(
V
π,t,x,v
T + F (X
t,x
T )− p
)]
,
8
and a solution of the related Equation (9) is
hF (t, x, v) = U(v)ψF (t, x)η/k
= U(v)E
[
ekp exp
(−kF (Y t,xT )) exp(− k2β2η
∫ T
t
g(r, Y t,xr )
2dr
)]η/k
.(19)
Only temporarily we will assume that the optimal strategy pi∗ is quasi-admissible and
that hF is regular in the following sense.
Regularity Property 2: there exists an open set U ⊆ V such that hF belongs to the
class C1,2([0, T [×U × R), and for all x ∈ U , the process X t,x stays in U .
This means that hF is a classical solution of the HJB equation (9) on [0, T ]× U × R.
Therefore, by using the Verification Theorem (see [6], chapter IV), we can prove that if
v ∈ R and x ∈ U , then
hF (t, x, v) = KF (t, x, v).
In Section 5 we will provide sufficient conditions for the optimal strategies pi♯ and pi∗ to
be quasi-admissible. In the next two sections we will develop two important cases and
provide sufficient conditions for both Regularity Property 1 and 2 to hold. To this end
we will have to appropriately restrict the control problem on the set [0, T ] × U × R. In
the remainder of this section, however, we simply assume Regularity Property 1 and 2 to
be satisfied. We can thus stay in a more general framework and discuss general results
on the indifference price and the optimal cross hedging strategy.
2.2 The indifference price p
In this subsection we will have a closer look at the indifference price. First note that
we obtain an indifference price p(t, x) at any time t and for any risk level x by setting
(20) sup
π
E
[
U
(
V
π,t,x,v
T + F (X
t,x
T )− p(t, x)
)]
= sup
π
E
[
U
(
V
π,t,x,v
T
)]
.
This is equivalent to h0(t, x, v) = hF (t, x, v), which implies
p(t, x) = −1
k
ln
E
[
exp
(−kF (Y t,xT )) exp (− β222β4 ∫ Tt g(r, Y t,xr )2dr)]
E
[
exp
(
− β22
2β4
∫ T
t
g(r, Y t,xr )2dr
)] ,
where Y is the solution of the SDE (13). Let Q be the probability measure with density
relative to P given by
(21)
dQ
dP
=
exp
(
− β22
2β4
∫ T
t
g(r, Y t,xr )
2dr
)
E
[
exp
(
− β22
2β4
∫ T
t
g(r, Y t,xr )2dr
)] .
Then we obtain
p(t, x) = −1
k
lnEQ exp
[−kF (Y t,xT )] .(22)
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In the case where ( β1
β2
g(·, X t,x) · W ) satisfies Novikov’s condition we get the following
representation of the indifference price.
Theorem 1 If ( β1
β2
g(·, X t,x) ·W ) satisfies Novikov’s condition, then
(23) p(t, x) = −1
k
lnE
bQ exp
[−kF (X t,xT )] ,
where
(24)
dQ̂
dP̂
=
exp
(
− β22
2β4
∫ T
t
g(r,X t,xr )
2dr
)
E
[
exp
(
− β22
2β4
∫ T
t
g(r,X t,xr )2dr
)] .
Remark:
1. Note that the indifference prices p(t, x) do not depend on v, the initial wealth.
Besides the prices do not depend on both Brownian motions W and B, but only on
the one driving the risk process X .
2. A similar respresentation as in (23) has been obtained starting with a quite different
motivation by Musiela and Zariphopoulou (see Thm 3, [11]). However, the authors
consider just the special case where the price process is a geometric Brownian motion
with constant drift, which means in our context that g is a constant function. Note
that in this case we have Q = P and Q̂ = P̂.
3. It can be shown that under some regularity conditions, the indifference price p(t, x)
coincides with the solution of a BSDE with quadratic growth (see for example [14],
[8], and many others). The advantage of the approach here is that we have a
simpler representation of the price by using a forward SDE. Therefore the model
assumptions required here are weaker. Moreover, we know more about the structure
properties of the price p(t, x); for example on the differentiability in x, which will
be of crucial importance in order to characterize the optimal cross hedging strategy
pi∗ (see Section 2.3).
On the other hand, the BSDE approach would allow for derivatives which do not
only depend on the risk process X , but also on the asset price P . But this kind of
financial product is not in the focus of this paper.
2.3 The optimal cross hedging strategy
In this section we will show how the optimal strategies pi∗ and pi♯ are related. It turns
out that the difference depends essentially only on the sensitivity of the indifference price
due to changes in Xt.
First note that p(t, x) = − 1
k
ψF (t,x)
ψ0(t,x)
. Therefore, if Regularity Properties 1 and 2 are
satisfied, then p(t, x) is differentiable with respect to the initial capital x. Moreover,
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Equation (10) implies that for (t, x) ∈ [0, T ]× U the optimal strategy pi∗ is given by
pi∗(t, x) =
g(t, x)
ηβ2
− β1
β2
σ(t, x)
∂Γ
∂x
(t, x)
=
g(t, x)
ηβ2
+
β1σ(t, x)
kβ2
1
ψ0(t, x)
∂ψ0
∂x
(t, x)− β1σ(t, x)
β2
∂p
∂x
(t, x),
whereas pi♯ is given by (18). By using some elementary calculations we obtain the intrigu-
ingly simple formula
pi∗(t, x) = pi♯(t, x)− β1σ(t, x)
β2
∂p
∂x
(t, x).(25)
The optimal strategy pi∗ depends on the risk sensitivity
∂p(t, x)
∂x
of the indifference price
p(t, x) of the derivative at time t and risk level x. Thus pi∗ is equivalent to an optimal
investment in an asset with price P where the drift is corrected by a quantity which in
a way measures the agent’s proneness to diversify. Therefore we introduce the following
notion.
Definition 2 The function defined by
δ(t, x) = −β1σ(t, x)∂p(t, x)
∂x
, 0 ≤ t ≤ T, x ∈ U
is called diversification pressure at time t and initial capital x.
The motivation for this name choice is given by the following considerations. Suppose
that the risk sensitivity ∂p(t,x)
∂x
of the price is positive. If the correlation β1σ(t, x) between
external risk and price is negative, then the derivative F (XT ) diversifies the portfolio risk,
and more will be invested in the asset, i.e. pi∗ > pi♯. Conversely, if β1σ(t, x) > 0, then the
derivative F (XT ) amplifies the financial risk, and thus pi
∗ < pi♯.
The following main formula captures in a concise way the relationship between pi∗ and
pi♯.
Theorem 2 The optimal cross hedging strategy pi∗ differs from the classical optimal in-
vestment strategy pi♯ only by the diversification pressure; more precisely
(26) pi∗(t, x) = pi♯(t, x) +
1
β2
δ(t, x).
Two particular cases
In the following sections, we study two particular cases, underpinned by important
examples of external risk sources. In the first case, σ is non degenerate. Therefore the
open set U in Assumptions 1 and 2 is given by R. In the second case, we suppose that X
is a geometric Brownian motion, i.e. b(t, x) = µx and σ(t, x) = νx. The corresponding
open set U is R∗ = R \ {0}. But by a symmetry argument, we restrict ourselves to R∗+.
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Moreover if X is for example the temperature expressed in degrees Kelvin or the pressure
at the sea surface, it is natural to assume that X belongs to R∗.
For both cases, we will prove sufficient conditions for the fundamental Regularity
Properties 1 and 2 to hold. Besides, we will be interested in describing properties of the
optimal strategies and the diversification pressure. Hence we will give some estimates on
the δ.
3 The non-degenerate case
Throughout this section, we assume that σσ∗ is uniformly elliptic, i.e.
(27) ∃λ > 0, ∀(t, x) ∈ [0, T ]× R, ∀ξ ∈ R, 〈ξ, σσ∗(t, x)ξ〉 ≥ λ|ξ|2.
We start with some examples of risk processes X being uniformly elliptic and on which
some insurance derivatives may be based.
Example 1 The principal external risk sources we are interested in originate in weather
and climate. The El Nin˜o sea surface temperature anomaly of the South Pacific describes
an external risk process the main features of which can be modeled by various low dimen-
sional diffusion processes that satisfy Condition (27). Let us briefly recall two of these,
used in simulations of the market performance in a simple model to trade El Nin˜o risk,
in [3].
The first one comes from a nonlinear two-dimensional stochastic differential equation
coupling the thermocline depth in some area of the South Pacific with the sea surface
temperature (see [1]). The system turns out to be an autonomous nonlinear stochastic
oscillator which in some parameter regimes acts as a stochastically perturbed bistable dif-
ferential equation with an intrinsically defined periodicity. For our purposes, we mimic it
by taking a one-dimensional SDE driven by a Brownian motion. It describes the motion
of a state variable traveling through a bi-stable potential landscape, with an explicit peri-
odic dependence of the potential shape creating a non-autonomous stochastic system that
retains the characteristics of the two-dimensional model. Let U be a double-well potential
function, for example U(T ) = T
4
4
− T 2
2
, T ∈ R. Moreover, fix a period length T0, and some
intensity parameter c1 > 0. The diffusion process T given by the SDE
dTt = −U ′(Tt)dt+ c1 · sin
(
2pi
T0
t
)
dt+ σdWt
models temperature in a bi-stable environment. For σ chosen appropriately, the trajecto-
ries of K are almost periodic, with a tendency of alignment to the deterministic curves of
period length T0 given by the solution trajectories with noise turned off. This phenomenon
is investigated under the name stochastic resonance. See [7] for a review.
The second one comes from a 15-dimensional linear SDE of the Ornstein-Uhlenbeck
type with a 15 × 15−matrix with non-trivial rotational part and entries determined by
satellite measurements which is used in linear prediction models for El Nin˜o (see [12]).
It creates a diffusion with non-trivial rotation numbers implying random periodicity for
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the sea surface temperature contained in the model. For our qualitative problems we may
describe the temperature curve as a simple mean-reverting linear sde with an additional
deterministic periodic forcing. This leads to the following concrete example. A simple
model for a temperature process fluctuating around an average value A ∈ R is given by an
Ornstein-Uhlenbeck process determined by
dTt =
[
c1(Tt − A) + c2 sin
(
2pi
T0
t
)]
dt+ σdWt,
where c1, c2 > 0, σ > 0 and A ∈ R.
In the next section we will povide sufficient conditions for the Regularity Properties 1 and
2 to be satisfied.
Regularity
We will see that under some rather weak assumptions, the function hG is continuous
on [0, T ]×R×R and belongs to the class C1,2,2([0, T [×R×R) = C1,2([0, T [×R2), and ψG
is the solution of the linear PDE (12).
Proposition 1 (Regularity of the solution hG) Assume that:
1. (27) holds;
2. b, σ, g are bounded functions;
3. σ is Lipschitz continuous w.r.t. x;
4. ψG(T, .) = exp(−kG(.)) is continuous and slowly increasing, i.e. for every k > 0:
lim
|x|→+∞
exp(−kG(x)) exp(−k|x|2) = 0.
Then the function hG is a classical solution, i.e. belongs to C1,2([0, T [×R2;R) and is
continuous on [0, T ]× R× R.
Proof. In order to prove that hG is regular, we just have to prove that ψG is positive and
smooth. But recall that ψ = ψG solves the linear PDE (12)
∂ψ
∂t
+
σ(t, x)2
2
∂2ψ
∂x2
+
[
b(t, x)− β1g(t, x)σ(t, x)
β2
]
∂ψ
∂x
− kg(t, x)
2
2β2η
ψ = 0
with terminal condition:
ψG(T, x) = ekp exp(−kG(x)).
Using the results of Veretennikov [16] and [17], we deduce that there exists a unique
solution ψG in the space
⋂
p>1
W
1,2
p,loc([0, T [×R2)∩C([0, T ]×R2). Moreover the solution ψG
is also slowly increasing. 
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Proposition 1 implies that the Regularity Properties 1 and 2 are satisfied with V =
U = R; in the first case ψ0(T, .) = 1 is slowly increasing, while in the second case
ψF (T, .) = exp(−kF (.)) is slowly increasing if F is at most of linear growth:
∃K > 0, |F (x)| ≤ K(1 + |x|).
Notice that in the special case considered in [11], the function is supposed to be bounded.
Theorem 3 Under the assumptions of the previous proposition, the diversification pres-
sure δ, and therefore the optimal strategies pi∗ and pi♯, are locally bounded.
Proof. Observe that the optimal strategies are given by
pi♯(t, x) =
g(t, x)
ηβ2
+
β1σ(t, x)
kβ2
1
ψ0(t, x)
∂ψ0
∂x
(t, x)(28)
and
pi∗(t, x) =
g(t, x)
ηβ2
+
β1σ(t, x)
kβ2
1
ψF (t, x)
∂ψF
∂x
(t, x).(29)
The functions g and σ are bounded. Since ψ0(T, .) = 1, ψ0 is uniformly bounded away
from zero. Since exp(−kF ) ≥ C > 0 on compact sets, ψF stays locally away from zero.
Moreover, from [17], we know that ψG belongs to W 1,2p,loc for all p > 1, thus ∇ψG is locally
bounded. Therefore the conclusion follows. 
4 The geometric case
In this section we assume that both the risk process X and the price process P are
geometric Brownian motions with drift. More precisely, let b(t, x) = µx, σ(t, x) = νx and
g = α, where µ, α ∈ R and ν ∈ R \ {0}. Having these rather strong assumptions on
the diffusion, we almost do not need to impose assumptions on the derivative function
F . All we need is a growth condition (see Equation (30)) which guarantees exponential
integrability. Neither do we need any continuity or smoothness conditions on F ; nor does
F have to be bounded, as it is assumed in [11].
Example 2 Weather derivatives are financial instruments based on underlyings such as
temperature, rainfall or snowfall. A commonly used index are the accumulated heating
degree days (cHDD). A heating degree of a day with average temperature T is defined as
HDD = max{0, 18−T}. The cHDD are given as the sum of the HDD over a fixed period,
for instance a month,
cHDD =
31∑
i=1
HDDi.
The cHDD can be seen as a moving average process. Real data show that the cHDD are
almost lognormally distributed and therefore they can be modeled as a geometric Brownian
motion (see M. Davis [5]).
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Throughout we will assume that the initial value of X satisfies X0 = x0 > 0. The
integral ψG is given by
ψG(t, x) = E
[
exp (−kG(xZT−t)) exp
(
− β
2
2
2β4
α2(T − t)
)]
,
where Zr−t is a Gaussian random variable with mean and variance
a =
(
µ− ναβ1
β2
− ν
2
2
)
(r − t) and b2 = ν2(r − t).
First of all, the expectation in (19) must be finite. And a sufficient condition for this is
that there is a constant K such that
(30) ∀x ≥ 1, F (x) ≥ −K(1 + lnx).
We continue by proving that this condition also implies Regularity Properties 1 and 2.
Regularity
Notice that h0(t, x, v) = U(v) exp
(
− β22
2β4
α2(T − t)
)
, and Regularity Property 1 is triv-
ially satisfied. Regularity Property 2 will follow from the next theorem, where the regu-
larity of the function hF is directly verified. To simplify notation we define
I(t, x) = E exp (−kF (xZT−t)) ,
which implies that we may write hF = exp
(
− β22
2β4
α2(T − t)
)
I(t, x).
Proposition 2 (Regularity of the solution hF ) Assume (30). The function hF is a
classical solution, i.e. h belongs to the class C1,2([0, T [×R∗+ × R;R). Moreover if F is
continuous, hF is in C0([0, T ]× R∗+ × R;R).
Proof. We just have to prove that I belongs to C1,2([0, T [×R∗+;R). Observe that for all
x > 0 and t < T
I(t, x) =
∫
R
exp (−kF (xez)) exp
(
−(z − a)
2
2b2
)
dz
b
√
2pi
=
∫
R
exp (−kF (ev)) exp
(
−(v − lnx− a)
2
2b2
)
dv
b
√
2pi
.
Therefore we deduce from the dominated convergence theorem, that for all x > 0 and
t < T
∂I
∂x
(t, x) =
∫
R
exp (−kF (ev)) exp
(
−(v − ln x− a)
2
2b2
)
(v − ln x− a)
b2x
dv
b
√
2pi
=
1
x
∫
R
exp (−kF (xez)) exp
(
−(z − a)
2
2b2
)
(z − a)
b2
dz
b
√
2pi
=
1
x
E
[
exp
(−kF (xeZ)) (Z − a)
b2
]
.
15
With similar arguments we obtain
∂2I
∂x2
(t, x) =
1
x2
E
[
exp
(−kF (xeZ))((Z − a)
b2
− 1
2
)2]
− 4 + b
2
4b2x2
I(t, x).
Using once again the dominated convergence theorem, we prove that
∂I
∂t
(t, x) =
1
2(T − t)I(t, x) +
a′
b2
E
[
exp
(−kF (xeZ)) (Z − a)]
− 1
2ν2(T − t)2E
[
exp
(−kF (xeZ)) (Z − a)2] ,
with a′ =
(
ναβ1
β2
+ ν
2
2
− µ
)
.
If F is continuous, then I(T, x) = exp(−kF (x)) is also continuous, and we deduce
immediately that hF is continuous. 
Estimates of the diversification pressure
Observe that the optimal strategy pi∗, given by (10), satisfies
pi∗(t, x) =
α
β2
(
1 +
β1νx
αk
1
I(t, x)
∂I
∂x
(t, x)
)
,
and so the diversification pressure is given by
δ(t, x) =
β1ν
k
x
I(t, x)
∂I
∂x
(t, x).
In the geometric case, the diversification pressure possesses the following properties.
Theorem 4 If F is bounded, then δ is finite on [0, T [×R∗+. If F is differentiable and
satisfies
(31) ∃M ≥ 0, ∀x ≥ 0, |xF ′(x)| ≤ M,
then
∀t ∈ [0, T ], ∀x > 0, |δ(t, x)| ≤ β1νM.
Proof. Let F be bounded. Recall (see Proposition 2) that for all x > 0 and t < T
∂I
∂x
(t, x) =
1
b2x
E
[
exp
(−kF (xeZ)) (Z − a)] .
Since F is bounded, we deduce that
δ(t, x) =
β1ν
k
1
b2
E
[
exp
(−kF (xeZ)) (Z − a)]
E [exp (−kF (xeZ))] ≤ CE
[∣∣∣∣Z − ab2
∣∣∣∣] ≤ C˜ 1b .
The first result follows.
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Now assume that F is differentiable and that (31) holds. Since I(T, .) = exp(−kF (.)),
we have δ(T, x) = −β1νxF ′(x), the absolute value of which is bounded by β1νM . Now
for t < T we have
∂I
∂x
(t, x) = (−k)E [eZF ′ (xeZ) exp (−kF (xeZ))] .
Hence
δ(t, x) = (−β1ν)
E
[
xeZF ′
(
xeZ
)
exp
(−kF (xeZ))]
E [exp (−kF (xeZ))] .
This implies
|δ(t, x)| ≤ β1νM,
which achieves the proof. 
As an example for the second statement of the preceding Theorem, we can take F (x) =
ln(1 + x) for x ≥ 0. Recall that we always assume that Condition (30) holds.
In the following example, Condition (31) does not hold. Note that here, besides being
differentiable, F is non-decreasing.
Example 3 If F (x) = c(1 + (ln x)2) for x ≥ 0 with a constant c > 0, then δ(t, x) =
A1(t) lnx+ A2(t), where A1 and A2 are two positive bounded and continuous functions.
Proof. We have
ekcI(t, x) = E
[
exp
(−kc(ln x+ Z)2)]
= e−kc(lnx)
2
E
[
exp
(−2kc ln xZ − kcZ2)]
=
1√
1 + 2kcb2
exp
[
− kc
1 + 2kcb2
(
(ln x)2 − a ln x+ a2)] .
Recall that
∂I
∂x
(t, x) =
1
b2x
E
[
exp
(−kF (xeZ)) (Z − a)]
= − a
b2x
I(t, x) +
1
b2x
E
[
exp
(−kF (xeZ))Z] ,
so that
δ(t, x) = −β1ν a
kb2
+ β1ν
1
kb2I(t, x)
E
[
exp
(−kF (xeZ))Z] .
Now
ekcE
[
exp
(−kF (xeZ))Z] = a− 2kcb2 ln x
1 + 2kcb2
I(t, x),
which leads to
δ(t, x) = −β1ν 2c
1 + 2kcb2
(a+ ln x).

We remark that the bound on the functions A1 and A2 depends linearly on c. If c is
sufficiently small, then we can apply Lemma 9.
The situation of the preceding example can be generalized to give the following result.
17
Theorem 5 If F is Lipschitz and non-decreasing, then there is a constant K such that
|δ(t, x)| ≤ K(1 + |x|)
and δ is non-increasing.
Proof. Recall that
∂I
∂x
(t, x) = (−k)E
[
exp
(−kF (xeZ)) eZ ∂F
∂x
(xez)
]
.
Suppose that ∂F
∂x
is bounded by M . Then∣∣∣∣∂I∂x(t, x)
∣∣∣∣ ≤ kME [exp (−kF (xeZ)) eZ]
= kMea+b
2/2E
[
exp
(
−kF (xeb2ebN+a)
)]
,
where N is a standard Gaussian r.v. Hence∣∣∣∣ 1I(t, x) ∂I∂x(t, x)
∣∣∣∣ ≤ kMea+b2/2E
[
exp
(
−kF (xeb2ebN+a)
)]
E [exp (−kF (xebN+a))] .
If F is increasing, then for all (t, x) ∈ [0, T [×R∗+ we have
(32)
∣∣∣∣ 1I(t, x) ∂I∂x (t, x)
∣∣∣∣ ≤ kMea+b2/2,
and
1
I(T, x)
∂I
∂x
(T, x) = (−k)∂F
∂x
(x).
So Inequality (32) holds for t = T . 
5 Admissibility of the optimal cross hedging strategy
We will now analyze under which conditions the optimal strategies pi♯ and pi∗ are
quasi-admissible. To this end we will frequently use the following exponential inequality.
If M is a continuous local martingale vanishing at 0, then
(33) P
[
sup
t≥0
|Mt| ≥ x, 〈M,M〉∞ ≤ y
]
≤ exp
(−x2
2y
)
,
(see Chapter IV in [13]).
In order to find sufficient conditions for the optimal strategies pi♯ and pi∗ to be quasi-
admissible we first provide conditions under which the derivatives of ψ0 and ψF are
bounded.
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Lemma 1 Suppose that there exists a constant C such that σ and b̂ are globally Lipschitz
continuous and for all (t, x) ∈ [0, T ]× R we have |bb(t,x)|+|σ(t,x)|
1+|x|
≤ C.
If g is bounded and Lipschitz continuous in x, then the partial derivative ∂ψ
0
∂x
is bounded;
and if in addition F is Lipschitz continuous and bounded from below, then ∂ψ
F
∂x
is bounded.
Proof. We first show boundedness of ∂ψ
F
∂x
. Observe that there exist constants C1, C2, . . .
such that for all x, x′ ∈ R and t ∈ [0, T ],
|ψF (t, x)− ψF (t, x′)|
≤ C1
{
E
[
exp(−kF (Y t,xT ))
∣∣∣ exp(− β22
2β4
∫ T
t
g2(r, Y t,xr )dr)− exp(−
β22
2β4
∫ T
t
g2(r, Y t,x
′
r )dr)
∣∣∣]
+ E
[
exp
(
− β
2
2
2β4
∫ T
t
g2(r, Y t,x
′
r )dr
)
| exp(−kF (Y t,xT ))− exp(−kF (Y t,x
′
T ))|
]}
≤ C2
{
E
[
sup
r∈[t,T ]
|g2(r, Y t,xr )− g2(r, Y t,x
′
r )|
]
+ E
[
| exp(−kF (Y t,xT ))− exp(−kF (Y t,x
′
T ))|
]}
≤ C3
{
E
[
sup
r∈[t,T ]
|g(r, Y t,xr )− g(r, Y t,x
′
r )|
]
+ E
[
|F (Y t,xT )− F (Y t,x
′
T )|
]}
≤ C4E
[
sup
r∈[t,T ]
|Y t,xr − Y t,x
′
r |
]
.
It follows from standard results (see Lemma 4.5.6. in [9]) that E
[
supr∈[t,T ] |Y t,xr − Y t,x′r |
] ≤
C5|x − x′|. Consequently all difference quotients ψ
F (t,x)−ψF (t,x′)
x−x′
are uniformly bounded,
and hence ∂ψ
F
∂x
is bounded. Similarly, one can show that ∂ψ
0
∂x
is bounded as well. 
Corollary 1 Let the assumptions of Lemma 1 be satisfied and suppose that σ is bounded.
Then the optimal strategies pi♯ and pi∗ are bounded.
Proof. This follows immediately from (28) and (29). 
Theorem 6 Let the assumptions of Corollary 1 be satisfied. Then U(V ♯T ) and U(V
∗
T ) are
integrable; and pi♯ and pi∗ are quasi-admissible.
Proof. Let pi be either pi♯ or pi∗. By Corollary 1, pi is bounded, and hence U(V πt ) belongs
to L1 for all t ∈ [0, T ].
For n ∈ N let τn be the following stopping time:
τn = inf {t ≥ 0, V πt = −n} ∧ T.
The process V πt∧τn is bounded from below by −n, and we have
E|U(V πT )− U(V πτn)| = E
[| exp(−ηV πT )− exp(ηn)|1{τn<T}]
= E
[
(exp(−ηV πT )− eηn) 1τn<T1{V πT ≤−n}
]
+E
[
(eηn − exp(−ηV πT ))1{τn<T}1{V πT >−n}
]
≤ E [exp(−ηV πT )1{V πT ≤−n}]+ eηnP(τn < T ).
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Notice that P (τn < T ) ≤ P (supt∈[0,T ] |V πt | ≥ n). Obviously the quadratic variation of V πt
is bounded, say by B ∈ R+. Hence the exponential inequality (33) yields
P (τn < T ) ≤ exp
(−n2
2B
)
.
As a consequence we have lim
n→∞
E|U(V πT )− U(V πτn)| = 0, and hence the result. 
In the remainder of this section we consider some special cases of our model. We can
thus weaken the assumptions of Theorem 6.
The case β1 = 0
Suppose in the following that β1 = 0, which means that the external risk and the price
process are only correlated via the drift part. Notice that in this case pi♯t = pi
∗
t =
g(t,Xt)
ηβ2
, and
in particular the optimal strategy pi∗ does not depend on the structure of the derivative
F (XT ). We also assume that g is such that the stochastic integral of g(·, X) relative to
B is defined. This is guaranteed for instance if g is bounded or continuous in t and x.
Theorem 7 Let β1 = 0. Then U(V
∗
T ) is integrable and pi
∗ is quasi-admissible.
Proof. We put Mt =
∫ t
0
g(u,Xu)
β2
dBu. Then V
∗
t = v0 +
1
η
Mt +
1
η
〈M,M〉t, and
Ee−ηV
∗
T ≤ e−ηv0Ee−MT− 12 〈M,M〉T ≤ e−ηv0 ,
which means that U(V ∗T ) is integrable.
Let τn = inf{t ≥ 0 : V ∗t = −n} ∧ T , n ∈ N. Then the strategies pin = pi∗1[0,τn] are
admissible, V πnT = V
∗
τn, and
E|U(V ∗T )− U(V ∗τn)| = E
[| exp(−ηV ∗T )− exp(ηn)|1{τn<T}]
≤ E [exp(−ηV ∗T )1{V ∗T≤−n}]+ eηnP(τn < T ).
The maximal inequality for positive supermartingales (see f.e. [13], Chapter II), and
Inequality (33) imply
P(τn < T ) = P( sup
t∈[0,T ]
[−Mt − 〈M,M〉t] ≥ ηn+ v0)
≤ P( sup
t∈[0,T ]
[−Mt − 1
2
〈M,M〉t] ≥ 9
8
ηn+ v0, 〈M,M〉T ≥ ηn
4
)
+ P( sup
t∈[0,T ]
[−Mt − 〈M,M〉t] ≥ ηn+ v0, 〈M,M〉T ≤ ηn
4
)
≤ P( sup
t∈[0,T ]
e−Mt−
1
2
〈M,M〉t ≥ e 98ηn+v0)
+P( sup
t∈[0,T ]
−Mt ≥ ηn + v0, 〈M,M〉T ≤ ηn
4
)
≤ e− 98ηn−v0 + e−2 (ηn+v0)
2
ηn .
Therefore limn→∞ e
ηnP(τn < T ) = 0. 
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The geometric case
As in Section 4 we consider here the case that the risk process X and the price P are
geometric Brownian motions. To this end, assume again b(t, x) = µx, σ(t, x) = νx and
g = α ∈ R. First observe that in this case pi♯ = α
ηβ2
.
Theorem 8 The optimal strategy pi♯ maximizing the right-hand side of (6) is quasi-
admissible.
Proof. We have already proved that U(V ♯) belongs to L1. For n ∈ N let τn be the
following stopping time:
τn = inf
{
t ≥ 0, V ♯t = −n
}
∧ T.
The process V ♯t∧τn is bounded from below by −n, and we have:
E|U(V ♯T )− U(V ♯τn)| = E
[
| exp(−ηV ♯T )− exp(ηn)|1{τn<T}
]
= E
[(
exp(−ηV ♯T )− eηn
)
1{τn<T}1{V ♯T≤−n}
]
+E
[(
eηn − exp(−ηV ♯T )
)
1{τn<T}1{V ♯T>−n}
]
≤ E
[
exp(−ηV ♯T )1V ♯T≤−n
]
+ eηnP(τn < T ).
If τn < T , then sup
s∈[0,T ]
|W˜s| ≥ ηn+ v0
α
, with W˜s =
β1
β2
Ws +
β2
β2
Bs. Thus,
eηnP(τn < T ) ≤ eηn exp
(
−η
2(n+ v0)
2
2α2T
)
,
and hence lim
n→∞
E|U(V ♯T )− U(V ♯τn)| = 0. 
We now give a sufficient criterion for the optimal strategy pi∗ to be quasi-admissible.
This criterion was seen to be valid in important scenarios in Section 4.
Theorem 9 Suppose that there exist constants A,C > 0 such that the diversification
pressure satisfies |δ(u, x)| ≤ C + A| log x|, for all (u, x) ∈ [0, T ]× R∗+. If A is sufficiently
small, then the optimal control pi∗ is quasi-admissible.
Proof. To simplify notation we assume throughout that the constant C may be chosen
to be zero, i.e. that |δ(u, x)| ≤ A| log x| for (u, x) ∈ [0, T ]×R∗+. For n ∈ N let τn = inf{t ≥
0 : V ∗t = −n} ∧ T . Then the strategies pin = pi∗1[0,τn] are admissible, we have V πnT = V ∗τn,
and
E|U(V ∗T )− U(V ∗τn)| = E
[| exp(−ηV ∗T )− exp(ηn)|1{τn<T}]
≤ E [exp(−ηV ∗T )1{V ∗T≤−n}]+ eηnP(τn < T ).
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Note that by Equation (26) we have V ∗t = V
♯
t +
∫ t
0
κδ(u,Xu)
1
Pu
dPu, where κ =
1
β2
.
Therefore
P(τn < T ) = P( inf
t∈[0,T ]
V ∗t ≤ −n)
≤ P( inf
t∈[0,T ]
V
♯
t ≤ −
n
3
) + P( inf
t∈[0,T ]
∫ t
0
κδ(u,Xu)αdu ≤ −n
3
)
+ P( inf
t∈[0,T ]
∫ t
0
κδ(u,Xu)(β1dWu + β2dBu) ≤ −n
3
).
By arguments as in the proof of Lemma 8
D1(n) = P( inf
t∈[0,T ]
V
♯
t ≤ −
n
3
) ≤ exp
(
−η
2(n
3
+ v0)
2
2α2T
)
.
Furthermore
D2(n) = P
(
inf
t∈[0,T ]
∫ t
0
κδ(u,Xu)αdu ≤ −n
3
)
≤ P
(
sup
t∈[0,T ]
∫ t
0
A|κα|| logXu|du ≥ n
3
)
≤ P
(∫ T
0
A|κα||νWu + (µ− ν
2
2
)u|du ≥ n
3
)
≤ P
(
sup
t∈[0,T ]
|Wu| ≥
n
3A|κα|
− |µ− ν2
2
|T 2
2
νT
)
≤ exp
−
(
n
3A|κα|νT
− |µ− ν2
2
| T
2ν
)2
2T
 .
Finally, the third summand satisfies
D3(n) = P( inf
t∈[0,T ]
∫ t
0
κδ(u,Xu)(β1dWu + β2dBu) ≤ −n
3
)
= P
(
inf
t∈[0,T ]
∫ t
0
δ(u,Xu)(β1dWu + β2dBu) ≤ − n
3κ
,
and
∫ T
0
δ(u,Xu)
2du ≤ An
β2
)
+P
(
inf
t∈[0,T ]
∫ t
0
δ(u,Xu)(β1dWu + β2dBu) ≤ − n
3κ
,
and
∫ T
0
δ(u,Xu)
2du >
An
β2
)
≤ exp
(
−
n2
9κ2
2nA
)
+ P
(∫ T
0
A2 log(Xu)
2β2du > An
)
≤ exp
(
− n
18Aκ2
)
+ P
(∫ T
0
|νWu + µu− ν
2
2
u|2du > n
Aβ2
)
.
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Moreover
P
(∫ T
0
|νWu + µu− ν
2
2
u|2du > n
Aβ2
)
≤ P
(∫ T
0
2ν2W 2u + 2(µ−
ν2
2
)2u2du >
n
Aβ2
)
≤ P
(
2ν2T sup
t∈[0,T ]
|Wu|2 > n
Aβ2
− 2
3
(µ− ν
2
2
)2T 3
)
≤ exp
−
∣∣∣∣ n2Aβ2ν2T − (µ− ν22 )2T 23ν2 ∣∣∣∣
2T

= exp
(
−
∣∣∣∣∣ n4Aβ2ν2T 2 − (µ− ν
2
2
)2T
6ν2
∣∣∣∣∣
)
.
As a consequence, if A is sufficiently small, then
lim
n→∞
eηnP(τn < T ) = lim
n→∞
eηn(D1(n) +D2(n) +D3(n)) = 0,
and thus the proof is complete. 
6 Dynamic versus static risk
Consider an insurer who sells a derivative. The contract is such that at maturity T
he has a risk source related income given by F (XT ). We may view the contract from his
perspective as compelling him to pay −F (XT ) at maturity. Hence the expected value
EU(F (XT )) measures the static risk of making this payment at time T . By how much
does dynamic cross hedging reduce this risk?
Let s be the insurer’s indifference price of the derivative F (XT ) if he does not invest in
a correlated financial asset. s is uniquely determined by the equation EU(F (XT )− s) =
EU(0) = −1, and we refer to s as the static indifference price of F (XT ). Obviously s
satisfies
s = −1
η
logEe−ηF (XT ).
Note that the static indifference price is again independent of the initial wealth.
The indifference prices p and s measure the risk associated with the insurance deriva-
tive F (XT ). Indeed p and s coincide with a so-called entropic risk. We recall the definition
of this concept.
Definition 3 We denote by X the set of all measurable random variables. The entropic
risk measure ργ with risk aversion coefficient γ > 0 is defined by
ργ : X ∋ Ψ 7→ 1
γ
logEe−γΨ.
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We will write ρPγ if we want to stress the probability measure P we are referring to.
It can be shown that the mapping
mγ : X ∋ Ψ 7→ inf{ργ(Ψ− V πT + v0) : pi is a strategy}
is also a risk measure for any γ > 0 (see Barrieu, El Karoui [2]). It measures the risk
by taking into account the cross hedging strategies with initial capital v0 = 0. We call mγ
therefore the cross modified risk measure.
Observe that the static indifference price of a derivative F (Xt) coincides with the
negative entropic risk of our insurance derivative, i.e.
s = −ρη(F (XT )).
Remarkably, the indifference price p can also be viewed as entropic risk. Note that by
Equation (22),
(34) p = −ρQk (F (Y 0,x0T )),
where Q is the measure defined in Equation (21) and Y 0,x is the solution of the SDE (13)
with cross modified drift b̂(t, x) = b(t, x)−β1g(t, x)σ(t, x)
β2
. The dynamic indifference price
is thus the entropic risk of the cross modified payoff F (YT ) relative to the new probability
measure Q and the risk aversion coefficient k.
If
∫
β1
β2
g(·, X ·,x0)dW satisfies Novikov’s condition, then by Theorem 1 we have
(35) p = −ρbQk (F (X0,x0T )),
where Q̂ is defined as in (24). Consequently, we have the following result:
Theorem 10 Let D be the set of all derivatives of the form F (XT ). If
∫
β1
β2
g(·, X ·,x0)dW
satisfies Novikov’s condition, then the cross modified risk measure mη on D is equal to the
entropic risk measure relative to the new probability measure Q̂ and risk coefficient k, i.e.
mη = ρ
bQ
k on D.
We thus are able to to compare the risk associated with F (XT ) if we invest and if we do
not invest into the correlated asset: the difference p− s is a monetary measure of the risk
reduction through dynamic hedging.
Observe that, since k < η, cross hedging always leads to a reduction of the risk
aversion coefficient. Surprisingly however, the dynamic risk is not necessarily smaller
than the static risk. This may be the case if the derivative F (XT ) amplifies the risk of
the portfolio and the negative effect due to lower diversification exceeds the positive effect
due to the aversion reduction (see Proposition 4).
If the derivative F (XT ) diversifies the risk in our portfolio, then the dynamic risk will
always be smaller than the static risk. For example, if F is monotone increasing, g ≥ 0
and β1σ
β2
≤ 0, then the derivative has a diversifying impact. It does not come as a surprise
in this case that the risk is always reduced by cross hedging, as is shown in the next result.
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Proposition 3 Let F be monotonically increasing, g ≥ 0 and β1σ
β2
≤ 0 and suppose that
cov
(
exp(−kF (Y 0,x0T )), exp
[
− k
2ηβ22
∫ T
0
g2(r, Y 0,x0r )dr
])
≤ 0.
Then dynamic hedging reduces the risk of F (XT ); in other words, p− s ≥ 0.
Proof. Let Y = Y 0,x be the solution of the SDE (13), and define the abbreviations
ζ = exp(−ηF (XT )), Ψ = exp(−kF (YT )) and ξ = exp
[
− k
2ηβ22
∫ T
0
g2(r, Yr)dr
]
.
The drift of Yt, given by b̂(t, x) = b(t, x)− β1g(t, x)σ(t, x)
β2
, is bigger than the drift b(t, x)
of the SDE X . If we choose Ŵ = W in (13), then by a comparison theorem for SDEs
(see Theorem 3.7, Ch. IX, [13]), we have XT ≤ YT , P -a.s. Then ζ = e−kF (XT ) ≥ e−kF (YT ),
and with Jensen’s Inequality, E(ζ)
k
η ≥ E(Ψ). Therefore,
p− s = − log
(
E (Ψξ)
E (ζ)
k
η E (ξ)
) 1
k
≥ − log
(
E (Ψξ)
E(Ψ)E (ξ)
) 1
k
= − log
(
1 +
cov (Ψ, ξ)
E(Ψ)E(ξ)
)
,
and thus, p− s ≥ 0 if cov (Ψ, ξ) ≤ 0. 
Consider now the special case where the price process P is only driven by the second
Brownian motion B, i.e. β1 = 0. Then P and the risk process X are only correlated via
the drift term g. In this case k = η, and hence cross hedging does not reduce the aversion
coefficient. Moreover, the negative correlation between the drift g and the derivative
F (XT ) is a sufficient and necessary condition for cross hedging to reduce risk.
Proposition 4 Let β1 = 0. Then p ≥ s if and only if
cov
(
exp(−ηF (XT )), exp
[
− k
2ηβ22
∫ T
0
g2(r,Xr)dr
])
≤ 0.
Proof. Note that the random variables ζ and Ψ defined in the proof of Proposition 3
coincide if β1 = 0. Therefore
p− s = − log
(
1 +
cov (ζ, ξ)
E (ζξ)
)
,
which implies the result. 
Let us finally consider the case where the drift of the price process satisfies g = 0.
Normally a risk averse investor would not invest in an asset with price dynamics P .
However, if he has derivative F (XT ) in his portefolio, then he should invest
1
β2
δ(t, Xt) of
his wealth at time t in the asset. Doing this he will always reduce his risk.
Proposition 5 Let g = 0. Then the dynamic indifference price p of a derivative F (XT )
is always bigger than the static price s.
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Proof. Note that in this case
(36) p− s = log
(
E[e−ηF (XT )]
1
η
E[e−kF (XT )]
1
k
)
.
Since k < η, Jensen’s inequality implies E[e−kF (XT )]
1
k ≤ E[e−ηF (XT )] 1η , and thus p− s ≥ 0.

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