To address three important issues related to extraction of water features from Landsat imagery, i.e., selection of water indexes and classification algorithms for image classification, collection of ground truth data for accuracy assessment, this study applied four sets (ultra-blue, blue, green, and red light based) of water indexes (NWDI, MNDWI, MNDWI2, AWEIns, and AWEIs) combined with three types of image classification methods (zero-water index threshold, Otsu, and kNN) to 24 selected lakes across the globe to extract water features from Landsat-8 OLI imagery. 1440 (4x5x3x24) image classification results were compared with the extracted water features from high resolution Google Earth images with the same (or 1 day) acquisition dates through computing the Kappa coefficients. Results show the kNN method is better than the Otsu method, and the Otsu method is better than the zero-water index threshold method. If the computational cost is not an issue, the kNN method combined with the ultra-blue light based AWEIns is the best method for extracting water features from Landsat imagery because it produced the highest Kappa coefficients. If the computational cost is taken into account, the Otsu method is a good choice. AWEIns and AWEIs are better than NDWI, MNDWI and MNDWI2. AWEIns works better than AWEIs under the Otsu method, and the average rank of the image classification accuracy from high to low is the ultra-blue, blue, green, and red light-based AWEIns.
Introduction
The Earth's inland surface water body consists of rivers, freshwater or saltwater lakes, and marshes with a total surface area of about 5.6 million km 2 (about 1.1% of Earth's surface area), i.e., 0.8 million km 2 for rivers [1] , 2.1 million km 2 for lakes and 2.7 million km 2 for marshes [Error! Reference source not found.]. Although these inland surface water bodies only hold about 0.013% of Earth's total water, i.e., about 178,000 km 3 [2] [3] [4] , they are important compartments in the global terrestrial water cycle and mapping inundation areas of inland surface water bodies is of great significance for flood prediction and prevention [5] [6] [7] [8] , flood risk and damage assessments [9] [10] [11] [12] [13] [14] [15] [16] [17] , estimation of water storage in rivers, lakes and reservoirs [18] [19] [20] , calculation of evaporation from wetlands and lakes/reservoirs [21] , retrieval of lake water level and river stage [22] [23] [24] [25] , reservoir operation and management [26] , and assessment of ecological functions and health in wetlands and marshes [27, 28] . In addition to the above mentioned practical applications, surveying inland surface water body can provide critical measurements/observations for improving our understanding of the water cycle and inundation dynamics at multiple spatial and temporal scales [29] [30] [31] . Given the tremendous surface area associated with the Earth's inland surface water bodies, mapping their inundation areas from space using remote sensing technique is indeed one of the most efficient approaches.
Both optical (passive) and microwave (active) remote sensing methods have been widely utilized for surveying Earth's inland surface water bodies, but both of them have some advantages and limitations. Microwave remote sensing is not limited by clouds, weather conditions and sunlight, but it usually has coarse spatial resolutions, and revisit frequency is also low. Optical remote sensing of inundation areas only works under clear sky and daylight conditions, while the spatial resolutions of spaceborne optical sensors, especially those mounted on commercial satellites (e.g., Ikonos, QuickBird, WorldView, GeoEye) could achieve the centimeter-level resolutions. Since commercial satellite imagery is not free to public and acquired only through purchase, the most commonly used optical remote sensing images employed for mapping inland surface water bodies at medium resolution (e.g., 30 m) have been and will continually be collected by the Landsat series satellites (e.g., Landsat 4-5 TM, Landsat 7 ETM+, Landsat 8 OLI).
Most researches related to mapping inland surface water bodies using Landsat imagery consist three steps: 1) using the spectral reflectance captured by Landsat to compute one type of water index at each pixel; 2) using one type of image classification algorithm (unsupervised or supervised) to identify water and non-water pixels; 3) using ground truth or alternative data to assess accuracy of the extracted water body features. However, all these three steps have some unsolved issues, and inconsistent conclusions can be found across the literature [32] [33] [34] [35] [36] [37] . Therefore, this study is dedicated to address these problems so that our knowledge and techniques in optical remote sensing of inland surface water bodies using Landsat imagery could be advanced.
A number of field experiments measuring various land surface features' spectral reflectance [38] [39] [40] show that turbid water and algae-laden water usually have a distinct higher reflectance in the green light than any other visible lights, and beyond the near-infrared (>0.9m) their spectral reflectance approaches to zero, unlike soil and vegetation which exhibit high reflectance in infrared bands. The characteristics of water spectral reflectance have promoted three commonly used water indexes developed in the literature: 1) normalized difference water index (NDWI) [41] , 2) modified normalized difference water index (MNDWI) [42] , and 3) automated water extraction index (AWEI) [43] . All these three water indexes were derived based on spectral reflectance in the green light and near-infrared, or shortwave infrared. The NDWI [41] is defined as follows:
where Rg and RNIR are spectral reflectance in the green light band and the near-infrared band, respectively. Xu (2006) showed that the NDWI had troubles to eliminate the build-up land noise from the extracted water features. Considering that the build-up land shows relatively high reflectance in the shortwave infrared (1.5-3.0m) band than the near-infrared (0.7-1.3 m) band, Xu (2006) modified the NDWI by replacing the near infrared band by the shortwave infrared (SIR) band in the water index referred as the modified normalized difference water index (MNDWI):
Although Landsat-5 TM has two SIR bands (i.e., band 5 and band 7), Xu (2006) found band 5 of Lansdat-5 was better than band 7 and thus band 5 was used in the MNDWI.
In the water body classification, shadows produced by mountains, tree and building, and even river banks can contaminate satellite imagery classification of water features. To remove the impact of shadows, Feyisa et al. (2014) proposed the AWEI using five bands given as follows: According to Eqs.(1)-(4), not surprisingly, we can find that the spectral reflectance in green light is the key variable in these three commonly used water indexes, given the relatively high reflectance in green light associated with turbid or algae-laden water measured in the fields [38, 39] . Thus in this paper we refer these three commonly used water indexes as the green-light-based water indexes.
However, if we pay attention to the measured spectral reflectance of clear water in Meaden and Kapetsky (1991) , we can find that the reflectance in blue light actually is the highest among all visible lights. On the other hand, if water contains a certain amount of sediments, the spectral reflectance in red light should be the highest [38] . It seems that these kinds of questions have not been paid much attention in the literature, therefore the first goal of this study is to evaluate performances of all water indexes including the green light-(commonly used), ultra-blue light-(only Landsat 8 has this ultrablue band), blue light-, and red light-based water indexes.
One key purpose of utilizing water indexes in the extraction of water features from satellite imagery is to simplify the image classification by defining zero water index value as the threshold to differentiate water and non-water pixels. However, this single zero-water index threshold method may not work well and studies showed a dynamic or automatic selected threshold method such as the Otsu method [43] was better than the zero-water index threshold method [32] . No matter the single threshold method or the automatic selected threshold method, they all belong to the unsupervised image classification. Compared to the unsupervised image classification, the supervised image classification should perform better because human intervene and input of training data could assist computers to identify water and non-water pixels, although computational efficiency of the supervised methods is usually lower than the unsurprised methods. Obviously there is a tradeoff between computational efficiency and accuracy of image classification, and thus the following questions such as 1) What image classification algorithm is proper for a particular study?
2) How to choose an image classification method? should be answered. Therefore, the second goal of this study is to address these questions, and provide recommendations regarding selection of image classification methods through comparing performances of different image classification methods.
Accuracy assessment is the critical final step in the image classification which also have some critical issues, such as 1) how to collect ground truth data to validate the image classification results?
2) how to properly compare the computed accuracy (e.g., the Kappa coefficient) among tested sites?
Collecting ground truth data for validating extracted water features from Landsat imagery is time consuming and labor intensive, especially to draw a general conclusion, multiple Landsat images across the globe are necessary for the accuracy assessment, which make it even more difficult to facilitate a ground campaign to collect all ground truth data for validating all the selected Landsat images across the globe. Considering the difficulty in collecting ground truth datasets, this study took the advantage of high resolution satellite imagery (spatial resolution  5 m) archived in the Google Earth and utilized the Google Earth imagery as the "alternative" ground truth data for evaluating
Landsat imagery classification results.
In this paper, we target at these three critical issues and conduct a systematic study to shed new light on the problems and provide our recommendations for the remote sensing community with regrade to the best water index(es) and image classification method(s) in terms of the accuracy of extracted water features from Landsat imagery. The reminder of this paper is organized into four sections: Section 2 describes study area and data sources. Section 3 introduces the methods employed in this study. Results and discussion are presented in Section 4. Conclusions are given in Section 5.
Study Areas and Data
Unlike Landsat that has a 16-day revisit frequency, high resolution satellites (e.g., Ikonos, QuickBird, WorldView, GeoEye) seldom continuously scan the Earth as they are overhead, because they are commercial satellites, and high resolution satellite images are only acquired by these satellites through purchase. Therefore, the number of high resolution satellite images archived in the Google Earth generally is much less than the number of Landsat images over a specified area. To match the image acquisition date between Landsat imagery and high resolution satellite imagery over a particular water body (such as lakes, rivers), manually searching high resolution satellite
images archived in the Google Earth and Landsat imagery is needed. The strategy taken in this study is to first find high resolution satellite imagery (click "Show historical imagery" on the Google Earth top button) over a selected lake, then go to the United States Geological Survey (USGS)
EarthExplorer website (earthexplorer.usgs.gov) to search if around the same date (1 day) there is a Landsat image without cloud cover over the selected lake. If a pair of Landsat and Google Earth images with the same (or ± 1 day) acquisition date are found, the following steps are taken to build the ground truth data based on the Google Earth image.
Step 1: in Google Earth Pro Preferences, select "Decimal Degrees" for "Show Lat/Long", and "Meters, Kilometers" for "Units of Measurements".
Step 2: turn on "Show historical imagery" and "Save image", write a description about the image and image acquisition date in the "Edit: Title and Description" window.
Step 3: zoom the image to the level as the scale bar showing 1 km. This step can ensure that after reprojection of the Google Earth image from the geographic projection to the Universal Transverse Mercator (UTM) projection the image spatial resolution is finer than 5 m.
Step 4: press the letter "r" on the keyboard to straighten the view, and from the "View" menu select "Enter Full Screen".
Step Step 6: click "Save Image" button to save the image.
Step 7: import the Google Earth image to ArcMap, select World WGS84 for the Geographic Coordinate Systems. Use the saved four corners of the Google Earth image to complete a georegistration.
Step 8: re-project the Google Earth image from the geographic projection to the UTM projection to match the projection of the corresponding Landsat image.
This study selected 24 lakes across the globe as shown in Figure 1 . The acquisition date, pixel cell size, water surface elevation (WSE), latitude range and longitude range of each Google Earth image are listed in Table 1 , along with the acquisition date, and path and row indexes of the corresponding Landsat-8 OLI scene downloaded from the USGS EarthExplorer website. For each Landsat-8 OLI scene, first 8 bands (i.e., band 1 -band 8, Table 2 lists Landsat-8 OLI band information) images were clipped into the same spatial extend as the corresponding Google Earth image, and then resampled into the same spatial resolution as the Google Earth image using the bilinear resampling method embedded in ArcGIS software package. 2) through computing the spatial correlation between the Google Earth image and the resampled Landsat-8 OLI band 8 image over a range of shift in x and y directions to determine the optimal shift in x and y directions that is associated with the maximum spatial correlation coefficient. Then use the optimal shift to correct the Google Earth image.
Methods

Water index
As discussed in the Introduction Section, the commonly used water indexes are referred as the green-light-based water indexes. In this study, in addition to these green-light based water indexes, we also compared the performance of other three sets of water indexes, i.e., ultra-blue-light-, bluelight-, and red-light-based water indexes listed in Table 3 .
To compute water indexes, digital number (DN) of each Landsat-8 imagery pixel needs to be converted to the top-of-atmosphere (TOA) spectral reflectance R as follows:
where M = 2 × 10 −5 , A=-0.1 are rescaling factors for converting digital number to reflectance in band λ, and θ is the solar zenith angle in degree which is given in the metadata file of each Landsat scene. In addition to the simplest fixed single threshold method, a nonparametric and unsupervised method for automatic threshold selection method proposed by Otsu (1979) was evaluated in this study. The principle of the Otsu's method is to maximize the following objective function f:
where PW and PNW are probabilities of water pixels and non-water pixels, respectively, W and NW are mean water index values of classified water pixels and non-water pixels, respectively. The optimal water index threshold is determined through searching the water index threshold (WIT)
between -1 and 1 (as all the proposed water indexes are greater than zero for water pixels) with an interval of 0.001 for maximizing the objective function shown in Eq. (6) . All terms on the right hand of Eq.(6) are computed as follows:
where WIi is water index of pixel i, n, nW, and nNW are numbers of total pixels, pixels with WI>WIT, and pixels with WIWIT, respectively.
Supervised image classification
Given relative simplicity of identifying water or water-land boundary by human visual inspection, supervised classification might be a good choice for fulfilling the task of water pixel classification by inputting a training dataset for classification. There are several supervised classification methods, such as maximum likelihood, Gaussian mixture, minimum distance, nearest neighbor, kNN (nearest neighbor), and etc. This study chose the KNN method to be evaluated because of its simplicity and effectiveness [45] .
Applying the kNN method to determine if an unknown pixel x belongs to water class or nonwater class, we first need to compute the spectral distance between the pixel x and each training pixel in m-dimensional spectral space as follows:
where i is the index of training pixels, n is the number of training pixels, j is the band index, m is the number of bands to be used in image classification, Rx,j is the spectral reflectance of the pixel x to be classified in band j, and Ri,j is the spectral reflectance of the training pixel i in band j. All the computed spectral distances between the unknown pixel x and all the training pixels will be ranked from the lowest to the highest. Based on k ranked spectral distances, the final step is to determine which class the pixel x belongs to, and k is the number of the nearest training pixels to be considered in image classification. There are two questions must be answered before we can accomplish the final step : 1) what is the suitable k value? and 2) what is the proper method for classifying unknown pixels? In this study, since we are interested in identifying water-body class, there are actually only two classes to be determined, i.e., water and non-water, and thus the training pixels either belong to water class or non-water class. Therefore, we set k to be the number of training water pixels (nw).
With regard to the second question, two possible approaches can be used to solve this problem:
1) count the numbers of the nearest neighbors that belong to water class (kw) and non-water class (knw) among the k ranked nearest training pixels (k=kw+knw). If kw is greater than knw, then the unknown pixel belongs to water class, otherwise it belongs to non-water class. 2) compute the average spectral distance (dw) to the kw nearest water pixels and the average distance (dnw) to the knw nearest land pixels. If dw is less than dnw, the unknown pixel belongs to water class, otherwise it belongs to nonwater class. However these two methods are subject to uncertainty associated with the selected k value, because a small variation in the selected k value could result in a different image classification result. To eliminate such uncertainty, in this study we proposed to compute the sum of the inverse distances of each class among the identified k ranked nearest training pixels. For water-body identification problem, there are only two classes, water or non-water, and thus we only need to compute two sums of the inverse distances. To avoid the division by zero (i.e., as the spectral distance is zero), we first identify the minimum non-zero spectral distance (dmin) among the distances from pixel x to all training pixels. If the computed spectral distance is zero, we set the inverse spectral distance to be 2/dmin, otherwise the inverse spectral distance is 1/di, where di is the spectral distance from pixel x to training pixel i. If the sum of the spectral distances to kw nearest water training pixels greater than that to knw nearest non-water training pixels, pixel x is a water pixel, otherwise it is a non-water pixel.
Results and Discussion
Benchmark data
Since no metadata file is available for each Google Earth image, we could not use pixel's digital number (DN) to compute the spectral reflectance without the required calibration parameters usually listed in the metadata file. Thus in this study we directly used digital numbers (DN) of three bands (red, green, blue) of each Google Earth image and the kNN image classification method as described in section 3.2.2 to extract water body. The only difference is that the digital number distance, rather than the spectral reflectance distance, is computed in the kNN classification.
For each Google Earth image, we first defined a rectangle covering a portion of water body and a portion of land. Then we carried out the kNN image classification inside the predefined rectangle.
To reduce errors, the classification results need human visual inspection and correction, because man- 
Assessmenet of image classifcation results
In this study we employed a commonly used image classification accuracy index known as the Kappa coefficient () [45] to assess the image classification results among 24 selected lakes across the globe. The Kappa coefficient is defined as follows:
Corresponding to Eq.(9), the specific Kappa coefficient used in this study was computed as below:
where PLGw is the probability that both Landsat and Google Earth place a pixel in water class, PLGl is the probability that both Landsat and Google Earth place a pixel in land class, PLw and PLl are the probabilities that Landsat places a pixel in water class and land class, respectively, and PGw and PGl are the probabilities that Google Earth places a pixel in water class and land class, respectively. For each selected lake, 60 combinations of 20 different water indexes (see Table 3 ) and three different image classification algorithms (i.e., the zero-water index threshold method, the Otsu method, and the kNN method) were applied for extracting water body from Landsat imagery. The computed
Kappa coefficients for three different image classification algorithms are listed in Tables 4-6 6 ). For each image classification method, the average Kappa coefficient among 24 sites for each water index is listed in the second last row of each table, and the associated mean rank (from high to low  among 20 water indexes) is listed in the last row of each table (see Tables 4-6 ). Based on the image classification results using the zero-water index threshold method listed in Comparing the computed Kappa coefficients of the image classification results using the Otsu method listed in Table 5 to the Kappa coefficients using the zero-water index threshold method listed in Table 4 , we can find that the Otsu method produced better results than the zero-water index threshold method, because overall there are only 24 Kappa coefficients less than 0.76 for the Otsu method, while the zero-water index threshold method produced 60 Kappa coefficients less than 0.76 which is more than double of the number for the Otsu method. On the other hand, all the average Kappa coefficients listed in Table 5 are greater than 0.75. The automatic selection of water index threshold value in the Otsu method determines that the Otsu method is better than just using a threshold water index value of zero to differentiate water and non-water pixels. Among 20 different water indexes, AWEIns performed better than other types of water indexes, no matter it is ultra-blue light, blue light, green light or red light based AWEIns, because they all produced greater than 0.75
Kappa coefficients at 24 sites, as the Otsu method is used for image classification. Among 4 types of AWEIns, the ultra-blue light based AWEInsub is the best.
According to Among the 24 tested lakes, the selected area of Okeechobee lake caused troubles for most of water indexes of NDWIs and MNDWIs, and only AWEIns worked well for extracting water body in this area, no matter which visible light band is used in the AWEIns. The complex pattern of the shoreline in the selected area of Okeechobee lake as shown in Figure 2 is the potential cause of the poor performance of image classification by NDWIs and MNDWIs.
Conclusions
This With regard to the computed water index for identifying water pixels from Landsat imagery, in addition to the commonly used green light based water indexes, Landsat-8 OLI's ultra-blue, blue, and red light band based water indexes were also tested in this research. The rationale behind this is that clear water has higher spectral reflectance in the blue light band than the green and red light bands. For turbid water especially with high concentration of sediment loads, its spectral reflectance in the red light band might be higher than in the blue or green light bands [38] [39] [40] . Therefore, this study tested four sets of water indexes corresponding to four visible light (ultra-blue, blue, green, and red) bands of Landsat-8 OLI. Each set of water indexes contain: 1) normalized difference water index (i.e., NDWI), 2) modified normalized difference water index using the first shortwave infrared (SIR1) band (MNDWI), 3) modified normalized difference water index using the second shortwave infrared (SIR2) band (MNDWI2), 4) automated water extraction index without shadow (AWEIns), and 5) automated water extraction index with shadow (AWEIs). With regard to the image classification, two unsupervised methods i.e., the single zero-water index threshold method, and the Otsu's automatic threshold selection method, and the supervised kNN method were employed for conducting the image classification. Overall, 60 combined methods (20 water indexes  3 image classification algorithms) were applied to each of 24 selected Landsat-8 lake images. The Kappa coefficients were computed for 1440 image classification results against the benchmark data derived from the high resolution Google Earth images. The following conclusions have been drawn based on the computed Kappa coefficients.
The kNN method is better than the Otsu method, and the Otsu method is better than the single zero-water index threshold method. But the computational efficiency associated with the kNN method is very low compared with other two methods. Therefore, if the computational cost is not an issue, the kNN method combined with the AWEInsub (i.e., the ultra-blue light based AWEIns) is the best method for extracting water features from Landsat imagery because of its top one average rank in terms of the Kappa coefficients (see Table 6 ). If the computational cost is taken into account, the Otsu method is a good choice.
AWEIns and AWEIs are better than NDWI, MNDWI and MNDWI2. If the single zero-water index threshold method is used for image classification, MNDWI2 should be avoided because of its poor performance in differentiating water and non-water pixels. AWEIns works better than AWEIs under the Otsu method, and the average rank of the image classification accuracy from high to low is the ultra-blue light, blue light, green light, and red light based AWEIns. This finding actually proved that a blue light band in water index might be better than a green light band for clear water because the spectral reflectance of clear water usually is higher in blue light than any other visible light bands.
On the other hand, if lake water is turbid or sediment-laden, the red-light band based water indexes might work better than other visible light bands in detecting water body because turbid or sedimentladen water reflects red light stronger than other visible light [38] . However, none of the red light based water indexes showed any improvement in extracting water features in this study, which is probably due to the fact that none of the 24 selected lakes had high sediments loads leading to high reflectance in red light.
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