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1 Introduction
1.1 General introduction
The knowledge of technological development stage is crucial in all decision making
related to emerging technologies. Moreover, the assessment of technological devel-
opment stage is a diﬃcult decision making problem itself mainly due to data and
information available for decision making. There is a huge amount of information
available in the form of patents, scientiﬁc publications and news articles but it is
very diﬃcult for the decision maker to ﬁnd the relevant information for the problem
in hand.
Technology Readiness Assessment (TRA) is a concept developed by NASA in the
1970s for risk management purposes in research and technology development pro-
grammes (Mankins, 2009). The aim of TRA is to ﬁnd out the Technology Readiness
Level (TRL) for all technologies in a system (e.g. a space shuttle) and the infor-
mation of individual TRLs is used for estimating whether the system is ready to
be used in missions. The TRL is deﬁned on a nine point scale ranging from the
observation and reporting of basic scientiﬁc principles to the actual system proven
to work through successful mission operations. The basic idea behind the scale is
that a system consisting of components still under development is more likely to
fail than a system consisting of components that are proven to work in previous
missions.
Among many other organisations, the concept of TRLs has been adopted by the Eu-
ropean Commission's ObservatoryNANO project1, which aims to support European
decision makers with information and analysis on developments in nanoscience and
nanotechnology. The ﬁnal goal of the project is to provide ongoing and indepen-
dent support to European decision makers by analysing scientiﬁc and technological
trends as well as economic realities and expectations. This information is used to
help the EU make strategic judgements on funding priorities, prioritise research and
technology development programmes and provide investors with early indicators of
opportunities.
Within the ObservatoryNANO project, there is a need for assessing the TRL as well
as the potential impact of certain nanotechnologies. TRL scale used by the project
resembles the NASA scale but is simpliﬁed to ﬁve levels due to more market oriented
and more future looking approach of the project. Most of the technologies assessed
by the project are still in very early stage of development but it is necessary for
decision makers in Europe to know what are the technologies that will have highest
impact in ﬁve to twenty years of time and what will be their impact for applications
and the community.
So far, most of the TRL assessment has been based on interviews and desk research
conducted by analysts. The sources of information include patents and scientiﬁc
1http://www.observatorynano.eu/project/
2publications along with statistical information from respective databases. Most of
the analyst work and decision making is, however, based on subjective opinions.
TRL assessment conducted by a single analyst both takes a lot of time and is
subject to many sources of bias and uncertainty. This study aims to create a more
systematic and automatic process for the TRL assessment and provide a simple
tool for conducting the TRL analysis quickly, economically and reliably. The tool
is intended to visualise the technological development stage by linking together the
TRL and technology impact in a visually eﬀective way. The manual analyst work,
however, cannot be fully replaced by an automatic tool but the goal is rather to
support the TRL assessment process by providing information in a compact form.
This information is then supported by links to relevant publications and descriptions
related to the technologies being assessed.
Technology assessment can be considered as a part of larger ﬁeld of futures research
where one aim is to ﬁnd out how technological development will aﬀect the soci-
ety. Technology Futures Analysis (TFA) and futures research methodology include
general decision support methods for various purposes. Along with NASA's TRA
scheme, they represent the background of this study in the sense of collecting and
analysing data for future looking decision making problems. Relevant methodology
for TRL assessment is very diverse including quantitative, qualitative, normative
and exploratory methods as well as diﬀerent kinds of mixtures of these. Section 1.2
of this study gives a general introduction to the concept of technology readiness and
TRL from both NASA and ObservatoryNANO project point of view. Methodology
used for TFA and futures research is reviewed in section 1.3 in order to ﬁnd out
what kind of approaches have been successful for decision making problems similar
to this study.
The use of expert opinion is important to decision making problems where little
or no data is available or it is very diﬃcult to use. This applies for this study,
as there is no clear set of data describing the TRL of a certain nanotechnology,
for instance quantum dot technology for optical interconnects in microprocessor
chips. A straightforward approach is to use relevant experts such as researchers in
universities, research organisations and companies to give their assessment on the
technological development stage on a quantitative scale. The use of expert opinion
has been widely studied in literature which is reviewed in section 1.4. This includes
an introduction to decision analysis and expert use, modeling of uncertainties and
bias as well as presenting relevant methodology that will be used in section 2.
The aim of this study is to develop a robust decision making process and tool for
TRL assessment for the ObservatoryNANO project. This includes designing of a
web questionnaire for expert data collection, developing a method for analysing and
reporting the data and producing the analysis along with estimation of diﬀerent
uncertainties in the process. Moreover, this study aims to ﬁnd out whether there is
a need for advanced mathematical methods for combining expert opinion or if simple
aggregation schemes such as calculating the average of expert opinion is enough.
Section 2 of this study speciﬁes the requirements for the tool, introduces the data
3and its collection process, presents diﬀerent methods for analysing the data and
assessing the reliability of the results. The results, that is TRL and technology
impact estimates, for three technology areas are presented in Section 3. Technolo-
gies assessed as part of this study are printed electronics manufacturing technolo-
gies, nanostructures for on-chip and chip-to-chip optical interconnects and universal
memory technologies. Discussion and suggestions for future research are in section
4.
1.2 Concept of technology readiness
1.2.1 Technology in this context
In order to assess technological readiness, the term technology needs to be deﬁned.
The European Space Agency deﬁnes technology as our species' ability to make and
use new tools: "Technology is the practical application of knowledge so that some-
thing entirely new can be done, or so that something can be done in a completely
new way" (ESA, 2009). Another deﬁnition by Merriam-Webster Online Dictionary
(2010b) deﬁnes technology as "a capability given by the practical application of
knowledge" and "a manner of accomplishing a task especially using technical pro-
cesses, methods, or knowledge". Diﬀerent ﬁelds of technology include information
and communication technology or ICT, construction technology and energy technol-
ogy to name a few. On the other hand the word technology can be found in diﬀerent
functions such as manufacturing technology, measurement technology or materials
technology.
Another concept closely related to technology is science. By the deﬁnition of
Merriam-Webster Online Dictionary (2010a), science means "knowledge or a sys-
tem of knowledge covering general truths or the operation of general laws especially
as obtained and tested through scientiﬁc method" and "such knowledge or such a
system of knowledge concerned with the physical world and its phenomena". Dif-
ferent ﬁelds of science include physics, chemistry or information sciences and deal
with, for instance, theories about diﬀerent physical properties and interactions. In
a nutshell, science is about knowledge of the physical world and its phenomena and
technology is the practical application of this knowledge for accomplishing tasks and
solving problems.
Nanotechnology is a relatively new area of technology that originates from the 1950s.
In 1959, Richard Feynman gave his famous speech where he presented a technolog-
ical vision of extreme miniaturisation (Bhushan, 2006). However, the emergence of
appropriate methods of fabrication of nanostructures in 1980s made a number of
signiﬁcant technological developments possible. In a nutshell, nanotechnology can
be deﬁned as dealing with various structures of matter having dimensions of the
order of a billionth of a meter (1 × 10−9m = 1nm) (Poole et al., 2003). Nanoscale
structures as themselves are not a novel thing as they exist in nature but controlling
the matter at nanoscale provides novel properties of materials that are not present
4in the larger scales. Nanoparticles are aggregates of atoms bonded together with
a radius between 1 and 100nm (Bhushan, 2006). In summary, nanotechnology has
been deﬁned by National Nanotechnology Initiative as "Research and technology
development at the atomic, molecular or macromolecular levels, in the length scale
of approximately 1 - 100 nanometer range, to provide a fundamental understanding
of phenomena and materials at the nanoscale and to create and use structures, de-
vices and systems that have novel properties and functions because of their small
and/or intermediate size" (Roco, 2001).
For assessing the technological development stage, there must be a distinction be-
tween nanoscience and nanotechnology. An application focused approach is used in
this study because it oﬀers a practical starting point for deﬁning technology areas
and furthermore the questions in expert elicitation. In this approach, a nanoscale
feature or structure is not meaningful alone and it requires an application or a
problem its solves. This can be, for instance, a novel feature that nanotechnology
enables for given technology area or performance increment that cannot be achieved
using non-nanotechnology. A few examples of technology deﬁnitions in this study
are given below.
Technology areas assessed as part of this study include printed electronics, optical
interconnects and universal memory technologies. Printed electronics is about print-
ing electronic systems on a substrate by methods similar to conventional printing
techniques (ObservatoryNANO, 2010c). Printed electronics as a whole is not nan-
otechnology but nanotechnology will likely have a positive eﬀect on various printed
electronics applications as it provides miniaturisation of printed devices and novel
features as well as oﬀers cost savings and performance increase. Optical intercon-
nect technology is used for data transmission in very short range connections such
as on and between microprocessor chips (ObservatoryNANO, 2010b). Due to na-
ture of light, optical interconnects are naturally nanotechnology. Universal memory
technologies are a group of emerging technologies that potentially oﬀer very high
speed operation, high density storage and non-volatility with low power consumption
(ObservatoryNANO, 2010a).
There are several ﬁelds of nanoscience that are present in printed electronics, optical
interconnects and universal memory. For all these, relevant ﬁelds of nanoscience in-
clude (but are not limited to) semiconductor physics, materials science and nanopho-
tonics. All of these areas are, however, too broad for conducting Technology Readi-
ness Assessment. For example, quantum dots are a three dimensional nanostructure
(sometimes referred as a nanomaterial) that can be fabricated of various materials
such as Silicon or III-V semiconducting materials. Quantum dots are a discovery
originating from scientiﬁc research but they have no relevance as such and therefore
it does not make sense to assign a TRL for them.
As technologies are closely related to application of science, a fruitful viewpoint
for choosing technologies to be assessed is to start from the real applications. In
this approach, a discovery typically from scientiﬁc research is applied to some real
world challenge, which eventually deﬁnes a nanotechnology for which Technology
5Readiness Assessment is feasible. Quantum dots can be applied in several areas of
nanotechnology, for instance in optical interconnects or photovoltaics. Moreover,
the material used for fabrication of quantum dots is also important and with these
constraints a nanotechnology called "Silicon quantum dot laser" can be deﬁned.
Similarly "Quantum dot laser based on III-V materials" makes sense.
As a fundamental feature of nanotechnology is that controlling the matter in nanoscale
changes the properties of matter, the role of materials in deﬁning nanotechnologies
is diﬃcult. A good example are nanoparticle inks, which are used for printed elec-
tronics. As the properties of the ink depend on the material used in the ink and the
diameter of particles, conducting Technology Readiness Assessment does not make
sense for nanoparticle inks. If one were to assess and compare the technological
readiness of nanoparticle inks, there would be in theory inﬁnite amount of diﬀerent
technologies for assessment.
In conclusion, the following list of nanotechnologies are assessed and used as practical
examples for developing the TRA framework:
• Manufacturing technologies for nanoscale printed electronics
 Roll-to-roll nanoimprint lithography
 Ink-jet printing
 Gravure printing
 Flexography printing
• Nanotechnologies/nanostructures for optical interconnects
 Quantum wells of Silicon
 Quantum dots of Silicon
 Quantum wells of III-V materials
 Quantum dots of III-V materials
 High index-contrast structures (e.g. photonic crystals)
 Surface plasmon polaritons
• Universal Memory technologies
 Magnetoresistive RAM (MRAM)
 Phase-change RAM (PCRAM)
 Ferroelectric RAM (FeRAM)
 Resistive RAM (RRAM)
 SONOS
 Conductive Bridging RAM (CBRAM)
 Carbon nanotube based RAM (CNT RAM)
 Quantum dot RAM (QD RAM)
 Racetrack memory
61.2.2 Technology Readiness Level and technology impact
The success of advanced technology research and development (R&D) eﬀorts is cru-
cial for the development of new system capabilities. The main challenges any system
development project face inevitably are related to performance, schedule and bud-
get. The National Aeronautics and Space Administration (NASA) introduced the
concept of Technology Readiness Levels (TRLs) in the mid 1970's to allow more ef-
fective assessment of, and communication regarding the maturity of new technologies
(Mankins, 2009). Technology Readiness Assessment (TRA) is a formal, systematic,
metrics-based process for assessing and reporting the maturity of technologies. The
United States Department of Defense (DoD) and NASA use TRA for assessing the
maturity of certain technologies called Critical Technology Elements (CTEs) to be
used in systems. TRLs are the metric used assessing the maturity of CTEs and they
are based on a scale from one through nine (see table 1)(DoD, 2009). In addition
to measuring the technological development stage, TRLs provide a systematic mea-
surement system for consistent comparison of maturity between diﬀerent types of
technology (Mankins, 1995).
Table 1: NASA deﬁnition of Technology Readiness Levels (DoD, 2009; Mankins,
1995)
TRL Description
1 Basic principles observed and reported
2 Technology concept and/or application formulated
3 Analytical and experimental critical function and/or characteristic
proof-of-concept
4 Component and/or breadboard validation in laboratory environment
5 Component and/or breadboard validation in relevant environment
6 System/subsystem model or prototype demonstration in a relevant
environment
7 System prototype demonstration in an operational environment
8 Actual system completed and qualiﬁed through test and demonstra-
tion
9 Actual system proven through successful mission operations
As the concept of TRL has originated from military organisations and defence in-
dustry, it is still mostly used for such applications. Organisations using TRLs as a
tool for managing their research and development eﬀorts include national defence
organisations such as UK Ministry of Defence (UK MOD, 2010), NATO, Australian
Defence Organisation and recently the Turkish defence industry (Altunok and Cak-
mak, 2010). The main reason for using TRLs in military organisations is technology
related risk management for multiple interdependent technologies. The users among
these organisations include especially the technology management and systems en-
gineering.
In addition to defence organisations, both the European Space Agency (ESA) and
7NASA in United States are among the users of TRLs. Both use TRLs for technol-
ogy risk management that is especially important for missions in space. In industry,
TRLs have been applied by Institut national d'optique and Brio Conseils in Canada
and by Network Rail in the United Kingdom. The former uses TRLs for technol-
ogy transfer and managing innovation eﬃciently. Beneﬁts can be found in project
management, business development, intellectual property strategies and resources
allocation. The latter employs TRLs as part of new product introduction process
with business beneﬁts, safety assurance, asset protection and supply diversity.
For some uses, the concept of TRL has been considered too restrictive and similar
application speciﬁc measures are suggested to solve this issue. These include Manu-
facturing Readiness Levels (MRL), System Readiness Levels (SRL) and Innovation
Readiness Level (IRL). These measures extend the original TRL framework and are
not considered any further in this study.
Diﬀerent organisations use TRLs for diﬀerent purposes and a few parallel systems
for measuring TRLs are used. NASA and DoD use a 9 level scale, which is mainly
used for risk management purposes in technology development. The deﬁnition of
TRLs used by NASA and DoD are listed in table 1. The ObservatoryNANO project
uses a simpler 5 level scheme that is more suitable for market oriented technology
assessment because it describes the technology readiness by intuitively named levels
that are easy to understand. The downside in the 5 level scheme is that there a lot
of diﬀerent operations performed under each TRL and transitions between diﬀerent
levels require a large eﬀort. The mapping between the schemes can be found in
ﬁgure 1.
Figure 1: ObservatoryNANO TRL scheme (left) corresponding to the defence stan-
dard nine-point scheme (NASA, right)(ObservatoryNANO, 2010d)
The ﬁrst level in ObservatoryNANO scale is fundamental research that corresponds
to the ﬁrst level in NASA scale. Fundamental research phase includes the observa-
tion and reporting of basic principles of the technology. Applied research phase (lev-
8els 2-5 in NASA scale) includes formulation of the technology concept and demon-
strating the main components of the technology in both laboratory and relevant
environments. The prototype level includes prototype demonstration in a relevant
and in the ﬁnal operating environment, which are levels 6 and 7 in the NASA scale.
Despite very diﬀerent naming schemes for the last two levels of technology readiness,
the same idea exists behind both ObservatoryNANO and NASA scales. The second
to last level, "Market entry" or "Flight qualiﬁcation" means that the actual product
or system is successfully demonstrated in its ﬁnal operating environment. Similarly
the last TRL, either "Mature markets" or "Flight proven" means that the technol-
ogy is successfully operated in the ﬁnal operating environment for several times.
Mature markets phase also implies that there are several technology providers in
the market.
NASA's TRL calculator2 originated from the need to have a standard, consistent
method for assessing and implementing the TRLs. The TRL Calculator attempts
to address the issue of lacking guide on "How to use TRLs" by providing technology
program managers with a tool that can be used to provide a snapshot of technology
maturity at a given point of time (Nolte et al., 2003). According to a survey by
Graettinger et al. (2002), TRLs account to 30% of the factors needed in making
technology selections and in total up to 50 diﬀerent factors need to be considered
in technology transfer from university research to commercial use. The authors did
not manage to ﬁnd any commercially available tool suitable for DoD in their TRA.
Statistical validity of the TRL Calculator has not been demonstrated and Nolte
et al. (2003) suggests that a formal validation should be performed.
1.3 Technology assessment
1.3.1 Introduction to technology assessment
Technology Readiness Assessment can be considered a part of a broader area of Tech-
nology Futures Analysis. According to Porter et al. (2004) the analysis of emerging
technologies and their implications are vital to today's economies, societies and
companies. Decision makers in organisations need to be well-informed in order to
prioritising research and development (R&D) eﬀorts, understanding and managing
risks, exploiting intellectual property and enhancing technological competitiveness.
Multiple, often overlapping methodologies are used for technology intelligence, fore-
casting, roadmapping, assessment and foresight. Porter et al. (2004) introduce
the umbrella concept Technology Futures Analysis (TFA) to cover the ﬁeld of
technology-oriented forecasting methods and practices. They divide the ﬁeld into
"Technology foresight", "Technology forecasting" and "Technology assessment".
TFA itself intersects with a wider concept of futures research. Most methodol-
ogy used for futures research can be applied in technology futures analysis, too
2The most recent version of the calculator can be found in https://acc.dau.mil/
CommunityBrowser.aspx?id=25811&lang=en-US
9and technology futures analysis can be considered as a subset of futures research.
A framework of TFA in Fig. 2 summarises the inputs, outputs, applications and
relationships between diﬀerent players of the TFA process.
Figure 2: A Framework for Technology Futures Analysis shows relations between
business or public policy, decision makers and decision studies. The outputs of TFA
are used to e.g. increase awareness or inputs in policy making and the ﬁndings may
be the starting point for a new TFA study. Adapted from Porter et al. (2004).
As their primary reference of Technology Futures Analysis, Porter et al. use the Fu-
tures Research Methodology V2.0 (version cited is V3.0)(Glenn and Gordon, 2009)
by the United Nations' Millennium Project. The book includes a large collection
of futures research methods for various diﬀerent situations where forecasting the fu-
ture is necessary. A simple taxonomy suggested by the book suggests classifying the
methods in quantitative, qualitative, normative and exploratory categories. This
classiﬁcation and listing of methods included in the book can be found in Appendix
B.
Another way for classifying and organising futures research methodology is suggested
by Aaltonen (2009). Aaltonen classiﬁes the methods in a two by two matrix (Fig.
3) which includes the means of controlling or directing the system on horizontal
dimension and nature of possible understanding of system on vertical dimension.
The measure used in the evaluation of controlling or directing the system is based
on the level of ambiguity of the results. The nature of possible understanding takes
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into account the standpoint of the researcher trying to understand the system. With
designed systems the expert can stand outside the system whereas with emergent
systems the system cannot be understood or managed as a whole by the researcher.
This is because the system emerges through the interaction of the agents involved:
people, processes, technology, etc.
Figure 3: The evaluation and organisation of futures research methodology adapted
from Aaltonen (2009). The ﬁgure shows relative position of relevant futures research
methodology regarding this work in terms of nature of the system and level of
ambiguity.
1.3.2 Key methodology
This section presents relevant key methodology for futures research. The methods
introduced in this section will not be used as such later on in this thesis but they
provide an important insight to the methodology used in similar forecasting or tech-
nology assessment problems. All methods have both advantages and disadvantages
for any given decision making problem and therefore they provide a valuable input
for the development of eﬃcient methodology. Descriptions of methods presented are
based on Glenn and Gordon (2009).
Delphi is a forecasting method using expert panels originally developed by RAND
Corporation in the early 1960s. Delphi method begins with inviting a set of experts
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from diﬀerent disciplines to participate in a study to establish a forecast on, for
instance, the date by which a manned Mars landing would occur. Delphi technique
is based on several rounds of sequential questionnaires used for reﬁning relevant
questions, providing new insights from the experts and ﬁnally reaching a consensus
between the expert panel. To eliminate biases in the process, there is no direct
expert to expert interaction in Delphi and the communication between experts is
achieved through the researchers.
The questions are ﬁrst reﬁned by the researchers conducting the study and presented
to each expert individually in a form of a questionnaire. The experts then provide
their feedback to the questionnaire, e.g. their judgement on the date of the Mars
landing, and researchers analyse the results of the ﬁrst questionnaire and present
the range of opinions to the experts in the form of a second round questionnaire.
The experts having extreme opinions are then asked to reassess their opinion and
provide reasons for their initial assessments. After the second round, researcher
synthesises the group opinion and forms the third questionnaire based on it, which
is again presented to the group. Several rounds of questionnaires can be performed
but ﬁnally the group opinion is expected to reach a consensus.
The Delphi methodology by no means provides statistically signiﬁcant results but
its strength lies in the ideas it generates whether or not a consensus is reached. It
is diﬃcult to perform Delphi studies well and a great deal of time is required for
executing multiple rounds of questionnaires. A lot of eﬀort needs to be put in the
selection of experts and designing the questionnaire.
Environmental scanning is a general monitoring procedure that is involved in
all futures research in one way or another. Plans for future are typically based on
forecasts and forecasts are based on assumptions. Environmental scanning systems
provide information on future threats and opportunities as well as make it possible
to detect weak signals or get early warnings about important changes.
Environmental scanning is based on deﬁning a set of sources from which the infor-
mation on future is acquired. This information is then analysed and synthesised by
a scanning team that forwards the conclusions to decision makers. Sources used in
environmental scanning may include expert panels (e.g. Delphi), database litera-
ture reviews, web based alert systems (e.g. Google Alerts or web crawlers), websites,
electronic or hard-copy literature reviews, essays by experts or key person tracking.
Requirements for the environmental scanning team are set by the decision makers
and they also give feedback to the team for adjusting the scanning process and set
of sources.
The work in ObservatoryNANO project can be considered environmental scanning
as it combines information from multiple sources including literature, websites, ex-
perts as well as scientiﬁc publication and patents databases. On the other hand,
reports produced by ObservatoryNANO members could be used as part of a larger
environmental scanning scheme.
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Robust decisionmaking (RDM) is essentially what this study is all about. In
the context of futures research, RDM is a theoretic framework aiming to make
systematic use of a large number of highly imperfect forecasts of the future. Instead
of probabilistic predictions, RDM tries to produce a best possible representation
of the future using the information that is available. Robustness means that the
predictions given by RDM promise to do a reasonable job of achieving the decision
makers' goals.
The methodology has been applied in a wide variety of decision problems including
defence, climate change and science and technology planning. In summary, "RDM
is an iterative, quantitative approach for identifying decision strategies whose good
performance is relatively insensitive to key uncertainties facing decision makers and
characterising the residual vulnerabilities of these strategies."
Technology Sequence Analysis (TSA) is a method for forecasting the time
of technology dependent system becomes available. This system based approach
somewhat resembles the TRL scheme used by NASA. The main diﬀerence is that
TRL scheme used by NASA assigns a TRL to all components of a system in order
to assess the technological risks related to the whole system. In TSA, the estimates
of time required to achieve intermediate technology steps are combined statistically
to produce an estimate when the full system could become available. The TSA is a
trademark of The Futures Group and therefore the software is not available to the
public.
In TSA a model network of subsystems, components and related technologies is
built representing the structure of the system. The network uses boolean logic
for relationships (paths) between subsystems and technologies, which means that a
working subsystem may require multiple mature technologies (AND gate) or only
one technology might be required (OR gate). In case of a harvesting robot, a
fully working system needs guidance technology, position sensing, ripeness sensing,
cleaning technology and packaging technology. If one of these subsystems is missing,
the robot is not functional. On the other hand, there is only need for one ripeness
sensing technology, which could be one of hormonal content sensor, color sensor or
odour sensor.
A typical TSA network may consist of hundreds of nodes and hundreds of paths
of either "AND" or "OR" relationship. The analysis is performed using a Monte
Carlo method, which produces a probabilistic estimate of availability of intermediate
technologies and components as well as the ﬁnal system. TSA can be used for
estimating the costs related to use of diﬀerent technologies, identifying technological
risks to be considered in R&D programmes and for estimating uncertainties in the
development schedule. The TRL estimates produced by the methodology of this
study could be used as inputs for TSA. The main disadvantage, however, is that
acquiring large amount of data for building a network of hundreds of nodes and
paths is very costly.
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Decision modeling is a very general framework that attempts to model the hu-
man behaviour in decision making. It is based on identiﬁcation of speciﬁc criteria for
the decision task and assessing how well competing technologies meet those criteria.
Each criteria is weighed by its relative importance and each technology is given a
score per criteria. In case of technology assessment, decision modeling can be used
for estimating the market potential by comparing new technologies to current mar-
ket requirements. Based on the criteria weightings and item scores, a compound
score can be calculated for each technology.
The main weaknesses of decision modeling are related to the modeling process itself.
First of all, identifying the criteria and their weights is not an easy task and psycho-
logical factors distort the selection of what is important. A lot of information is also
needed for establishing the criteria and their weights. Moreover, the perceptions of
decision makers and the markets or customers change over time and therefore both
the criteria and weights need to be evaluated again at a later point of time.
The main strength of decision modeling is that market research data can easily be
used as an input. Both the decision criteria and their weights can be determined by
customer feedback acquired through a questionnaire. This fact also promotes the use
of questionnaires as a tool for this study. One practical example of decision modeling
is the Analytic Hierarchy Process (AHP), which models the problem in hand as a
hierarchy structuring decision into smaller parts. These parts can include social,
political, technical and economic factors. The decision makers then perform the
assessment by making simple pairwise comparisons on the lowest level of hierarchy,
which result in the ﬁnal high level assessment done by the software used. Using a
light hierarchy for both TRL and technology impact is considered later on in this
study.
Patent analysis, publication analysis and text mining Patent and publica-
tion analysis along with text mining share similar targets with methodology consid-
ered in this study. They all aim at providing information on technology readiness
by well deﬁned processes and report their ﬁndings in compact form, for instance in
statistical tables. Patent and publication analysis oﬀer a simple temporal perspec-
tive for technology readiness by measuring the number of patents and publications
on a certain technology area during a period of time.
Publication count data is a purely quantitative measure of scientiﬁc production
but its problem is that it does not capture scientiﬁc progress very well. Patent
data can be better used for measuring innovation but its main ﬂaw is that every
technological innovation does not receive a patent. Martin and Daim (2007). Despite
their ﬂaws, they are a good addition to any TRA process because they can be
included in the process by relatively simple means and as the outputs are numerical,
they can be used as independent variables in regression models. Moreover, patent
and publication data can be used to produce time series on how the R&D eﬀorts on
a certain technology have developed over time.
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Text mining, or tech mining, is a bibliometric method that goes deeper than pure
patent or publication analysis by taking into account the content of those documents
as well. Text mining for TRA can also include data sources such as news articles,
commercial documents released by companies or even blogs from experts dedicated
to follow certain technology areas. The information sources for text mining can
be divided in ones tracking developments in fundamental research (e.g. publica-
tion databases) and others in applied research (engineering oriented publications),
invention (patent databases) and commercial application (product databases and
marketing data).
Text mining along with patent and publication analysis can be potentially a very
powerful tool for TRA. However, it faces signiﬁcant challenges in terms of costs
of obtaining data, assessment of its credibility and the process for automating and
using the results obtained. The quality of results achieved by text mining is also
naturally limited by the quality of data sources used. Subscription fees to the best
available patent and publication databases are very high, which limit the usability of
statistical analysis for low intensity use. A practical implementation of text mining
is presented in Britt et al. (2008), where automatic document classiﬁcation is used
for Technology Readiness Level analysis achieving accuracy of 86%.
1.3.3 Summary and integration of methods
This section has presented a number of methods for assessing technology future and
technology readiness. In conclusion, a complete TRA scheme would consist of a
multitude of methods including environmental scanning, the use of expert opinion
such as Delphi and quantitative methods in form of patent and publication analysis
along with text mining. All these methods are situated in the bottom of ﬁgure
3, which states that they try to understand the technology readiness by standing
outside the system.
Implementing statistical or decision making models moves the decision maker closer
to the system and requires the decision making scheme to understand and model the
interactions between diﬀerent agents in the system. Technology sequence analysis,
for instance, requires careful design when it comes to understanding the system
structure and results in a model that deﬁnes interactions between components and
subsystems, which correspond to the agents in the system. In summary, the use
of decision modeling techniques ultimately means that the decision maker needs to
understand the relations between data and the technology under assessment well. It
is always easy to collect large amount of data using independent measures but the
work becomes increasingly diﬃcult when a conclusion needs to made.
Technology readiness and estimated impact of new technologies are arguably a very
important part of predicting technology success. However, it is not only the tech-
nological side that will determine what are the technologies having largest impact
in future. Galbraith et al. (2006) develop a model for estimating technology success
including a number of factors such as: company size, age, R&D strategy, external
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funding, level of education of research team and formal partnerships. They achieve
almost 50% goodness-of-ﬁt with their model, where company age, technological de-
velopment stage and amount of external funding (with a negative coeﬃcient) are
the most signiﬁcant variables. Company age and amount of external funding can
in most cases be determined quite easily. Therefore the assessment of technological
development stage is crucial in predicting technology success.
1.4 Use of expert opinion in decision analysis
1.4.1 Decision analysis
The fundamental background of this thesis lies in the area of decision analysis. The
object of decision analysis is to help a decision maker think hard about the speciﬁc
problem at hand, including the overall structure of the problem as well as his or her
preferences or beliefs. Decision analysis provides both an overall paradigm and a set
of tools with which a decision maker can construct and analyse a model of a decision
situation. The main idea of decision analysis is to be able to represent real-world
problems using models that can be analysed to gain insight and understanding. The
ultimate goal of decision analysis is then that the decisions can be improved using
this insight and understanding gained (Clemen, 1996).
Diﬀerent problems in decision making involve diﬀerent and often case-speciﬁc dif-
ﬁculties. According to Clemen (1996), there are four basic sources of diﬃculty in
decision analysis problems. First, the decision making problem can be hard because
of its complexity, which means that there may be, for instance, multiple diﬀerent
sources of uncertainties, diﬀerent possible courses of action and economic impacts
to name a few. In complex problems, keeping all of the issues in mind at one time
is nearly impossible and decision analysis aims to provide tools to structuring com-
plex problems to make them possible to analyse. Second, decision making can be
diﬃcult due to uncertainties involved in the decision making. Uncertainties can be
found in data as well as in the projected consequences of the decision. Therefore,
the decision maker can never be sure about the basis of his decision nor the impact
of his decision.
Third is the trade-oﬀ between multiple objectives found in some decision making
problems. In these cases, the decision maker must trade oﬀ beneﬁts in one area
against costs in others. Typical trade-oﬀ situations include economic versus envi-
ronmental eﬀects in environmental decision making as well as expected return and
riskiness in investment decisions. Finally, diﬀerent approaches in decision making
may often lead to diﬀerent conclusions and small changes in the input data may lead
to diﬀerent choices and decisions. Diﬀerent views of individuals are also a challenge
in decision making as they may disagree on the uncertainty or value of the various
outcomes. The use of decision making tools aims to resolve these diﬀerences whether
the decision maker is an individual or a group of stakeholders with diverse opinions.
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Figure 4: A decision-analysis process ﬂowchart adapted from (Clemen, 1996). The
process is followed in the structure of this study.
The advantage of decision analysis is to make complex problems easier to under-
stand. Clemen (1996) presents a ﬂowchart (Fig. 4) that deﬁnes the decision analysis
process in simple steps that are: identifying the problem, identifying diﬀerent alter-
natives for decision making, decomposing and modeling the problem, choosing the
best decision alternative and inspecting its sensitivity and ﬁnally implementing the
best alternative. The decision situation and alternatives were discussed earlier in
the introduction section. Modeling the problem, uncertainties and preferences are
presented in the following sections.
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1.4.2 Expert use in decision analysis
Decision making problems often include a signiﬁcant amount of uncertainty. As
stated earlier, one elemental part of decision making is modeling of the problem,
which requires the deﬁnition of data to be used. TRL is an artiﬁcial concept created
to help decision making in various situations and therefore there is no fundamentally
clear set of data that can be used for assessing it. There are, of course, publicly
available databases such as patent or scientiﬁc publication databases but using them
for assessing the Technology Readiness Level of a certain technology would require
a signiﬁcant amount of eﬀort. Moreover, data retrieved from patent or publication
databases can in general cases be included in technology readiness assessment as a
qualitative source, which is taken into account by the decision maker.
The fact that quantitative data is in practice not available for technology readiness
assessment gives rise to the use of expert opinion in decision making. Expert opin-
ion is often used in real world decision making problems that include a signiﬁcant
amount of uncertainty (Morris, 1974). The uncertainty can be attempted to resolve
by relying upon the judgement of one or more other persons referred as experts.
An expert can be deﬁned simply as a person who provides a judgement concerning
uncertain matters (Morris, 1974).
Another view for using expert opinion in technology readiness assessment is that
experts can be considered to reﬂect the state of the TRL of a certain technology
because they have a large amount of knowledge on the contents of relevant informa-
tion, such as patents and scientiﬁc publications. Similar grounds are also discussed
in Daneshkhah (2004) who suggest that expert judgement is appropriate when data
are sparse or diﬃcult to obtain, data are too costly to obtain, data are open to
diﬀerent interpretations or there is need to perform an initial screening of problems.
In most situations requiring decision making under uncertainty, there is no abso-
lutely correct answer to the question involved. Moreover, consulting multiple persons
often produces contradictory opinions which make the decision making process diﬃ-
cult despite the increased amount of information received from the experts. Johnson
and Albert (2001) compare combining of multiple expert opinions to having more
than one wristwatch. "With one watch, you know the time  or at least you think
you do. But with two watches, you are never sure."
There are several ways for obtaining expert opinion including mail/email surveys,
expert interviews, expert meetings, interactive groups and the Delphi. Each of the
situations have both advantages and disadvantages extensively discussed in Meyer
and Booker (1991). In this study, only email questionnaires are used even though
the process designed is not limited to using any particular form of communication
and it is also suitable for a Delphi study. The mail surveys are good for eliciting
simple data from a large sample (Meyer and Booker, 1991). The disadvantage is
naturally the lack of communication with the expert and typically low response rates.
Face-to-face communication and telephone on the other hand requires much more
time and eﬀort but results in larger amount of qualitative data and observations.
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Obviously, no single best method exists and email questionnaire is a good starting
point for TRA because of its low cost nature. Individual interviews should be used
if interaction between the analyst and expert is required and meetings with a group
of experts can be established if expert to expert interaction is considered helpful.
These can also be achieved by interactive group sessions or workshops. The Delpi,
as presented earlier, tries to combine advantages of questionnaires and group work
and as such can be considered as a natural extension to questionnaire based TRA.
1.4.3 Assessment of uncertainty
The mathematical way for measuring, quantifying and modeling uncertainty is prob-
ability. Mathematical rules of probability are based on a simple set of axioms and
they are well understood and noncontroversial. However, the interpretation of prob-
ability for modeling uncertainties is controversial and so are diﬀerent attempts for
trying to distinct between types of uncertainty. (Winkler, 1996) The types of un-
certainty can be divided in aleatory and epistemic (i.e. reducible and irreducible
or stochastic and subjective) uncertainties, and even though for instance Winkler
does not consider this kind of classiﬁcations useful they provide an insight into the
sources of uncertainty in probabilistic models.
Aleatory uncertainty is a type of uncertainty that cannot be expected to reduce
because it comes from natural, unpredictable variation in the system under study
(Daneshkhah, 2004). In modeling, there is no way one could obtain information
that could be used for reducing aleatory uncertainty because of physical or even
economic reasons. Winkler (1996) gives an example of tossing a coin where, at ﬁrst,
the uncertainty about how a fair coin lands can be thought as aleatory. However, if
one knew all the conditions surrounding the toss one could use the laws of physics
for predicting the outcome of the toss. Measuring all the initial conditions is in
practice infeasible and therefore there is always some aleatory uncertainty included
in the process of predicting the outcome of the toss of a fair coin.
Epistemic uncertainty originates from the lack of knowledge about the system under
study and can be conceptually resolved (Daneshkhah, 2004). Epistemic uncertainty
can be decreased or eliminated by collecting a suﬃcient amount of information from
the system under study. In practice decreasing epistemic uncertainty could mean
observing the system for a longer period of time or by collecting data from as many
sources (e.g. experts) as possible. The fundamental reason Winkler (1996) does not
consider the distinctions between types of uncertainty fruitful is that there is always
uncertainty in the ﬁnal probabilistic model and it is more important to improve the
modeling and analysis part, including data collection, rather than focusing on the
semantics.
Instead of using aleatory and epistemic uncertainties, Winkler (1996) argues that it
can be useful to think about certain types of uncertainties that are related to the
modeling process itself. First of all, he distinguishes between uncertainties about
events or variables that are observable and uncertainties that are not. Outside
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temperature can be considered as an observable variable that can be measured to
ﬁnd out how good was the model used for forecasting tomorrow's temperature.
There may also be some unobservable variables in the model trying to forecast
the temperature and these parameters might not be easy to understand and they
might not have an intuitively reasonable interpretation. Winkler (1996) furthermore
points out that it is easier for experts to think about their subjective probabilities
for observable quantities than about unobservable ones such as parameters in the
probabilistic model.
This reasoning has an important role in this context. TRLs are an abstract concept
and clearly unobservable variables as such. Therefore asking experts to try to assess
the TRL straight away is a diﬃcult task. Instead, a decomposition of the TRL
assessment problem into smaller subproblems makes it easier for experts to express
their opinion (Kynn, 2008). The discussion of question setting for TRL assessment
is continued in later parts of this study.
1.4.4 Sources of bias
In addition to uncertainty, every decision analysis problem includes several sources
of bias, which can be deﬁned as skewing of results in an unfavourable direction.
Based on this, one can say that a result in decision making that is not biased is
reality or truth (Meyer and Booker, 1991). Bias is a common term in statistics,
where estimates that are biased are generally considered harmful. Biases can occur
in many forms and from many sources but in using expert opinion, biases originate
from human decision making processes where the experts interpret reality through
their previous experiences or mental models. It is important to take the eﬀect of
bias into account in modeling by identifying diﬀerent sources of bias and controlling
bias properly when modeling the problem and interpreting the results.
The sources of bias can be classiﬁed in two categories: motivational bias and cog-
nitive bias (Meyer and Booker, 1991; Clemen, 1996). Motivational bias typically
originates from other people or factors aﬀecting experts thinking and results in ex-
perts not reporting their actual opinions. When other people, such as the interviewer
or other experts, are involved when expert is expressing her opinion there tends to
be social pressure for answering what people expect the expert to answer. More-
over, in group working situations, the group may steer towards a consensus which
increases the bias of expert opinion due to an eﬀect called group think. Sometimes,
an experts wants to answer in a way that is favourable to them, which is called the
wishful thinking eﬀect. Wishful thinking might occur for instance when the expert
receives money from assessing the results of her own work. Another good example
of motivational bias is a salesperson doing the sales forecast for future. The person
may be tempted to estimate the sales lower than the actual expectation to make
him look good when results are assessed (Clemen, 1996).
Motivational bias is also included in the decision maker side in the form of misinter-
pretation. Human interpretation of incoming information is selective and decision
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makers tend to trust information that supports their original views (Meyer and
Booker, 1991). In an interview situation, for instance, the analyst is already some-
what familiar with the expert's ﬁeld and therefore interprets the expert opinion
based on her current knowledge on the subject. Misinterpretation bias can also
originate from problem modeling. The decision maker often encodes expert opinion
and forms a mathematical model to combine collected data and is subject to intro-
ducing misinterpretation bias when making subjective assumptions in the modeling
phase.
Cognitive biases originate from human mind not being able to process and remember
all information available. People tend to make solving of complex problems easier by
taking short cuts to reduce the cognitive burden (Meyer and Booker, 1991). Forming
an opinion starts with the ﬁrst impression which is then adjusted slightly based on
new information received and therefore subsequent information is not used as much
as the ﬁrst impression. This eﬀect is called anchoring bias referring to anchoring
the opinion on the ﬁrst impression. In case of the salesperson, it is likely that sales
forecasts are based on past results rather than the person really trying to predict
what factors aﬀect future sales. The salesperson is, on other words, anchoring to
past results (Clemen, 1996).
Other sources of cognitive bias include inconsistency bias that deals with humans
forgetting their assumptions and therefore being inconsistent in the problem solving
process. Some information is also easier to remember than other, which results in
availability bias. This means that people tend to overestimate frequencies of events
based on familiar, concrete or recent events. Finally, people are poor in estimating
uncertainties and probabilities in general.
1.4.5 Summary and implications
The previous section makes many relevant points with important implications re-
garding the expert elicitation process. The decision analysis process ﬂowchart by
Clemen (1996) (Fig. 4) can be used in deﬁning the TRA scheme in this study.
Assessing TRL of competing technologies is a task where the real answer cannot be
derived from any traditional information source because the TRL is a very abstract
concept. Therefore, TRL assessment needs to be done by either qualitative research
conducted by the analyst or by expert elicitation that can be either qualitative or
quantitative.
There are several alternatives for data collection, analysis and modeling that will
be discussed later on in this study. Biases can be eﬀectively reduced by using
multiple experts instead of one (Kuhnert et al., 2009) but choosing the experts is
non trivial when many of them are needed for the assessment. Daneshkhah (2004)
suggestion for general principles that should be applied in expert elicitation include
noteworthy points in using expert elicitation, expert selection, modeling and dealing
with uncertainties. As stated before, expert elicitation is appropriate when data are
sparse, costly to obtain, subject to diﬀerent interpretations or an initial screening
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of the problem is required. In risk assessment, experts are used to either structure
the problem or provide estimates, which is the case in this thesis.
In the analysis process, only an expert's opinion is worth eliciting and therefore eﬀort
needs to be put in the selection of experts. The questions asked should consider
observable variables to make experts more comfortable with their task. Signiﬁcant
attention must be paid on reducing or at least accounting for expert biases and
uncertainties. In order to do this, the elicitation process should involve feedback and
an uncertainty model to deal with e.g. overconﬁdence or anchoring (Daneshkhah,
2004).
Both Daneshkhah (2004) and Kuhnert et al. (2009) also point out that the use of
multiple experts should be taken into account in models. The experts are and should
be dependent at least to some extent. Modeling of dependencies has been dealt
widely in literature but it is left out from the scope of this study because dependency
considerations would signiﬁcantly increase the complexity of the models. Calibration
is a technique used in both single-expert and multi-expert models to ensure that the
expert opinion is interpreted correctly. Similarly to dependency modeling, there is no
clear deﬁnition of correct calibration of the expert and therefore it is not considered
in this study either.
1.5 Expert opinion aggregation
1.5.1 Measuring and modeling expert opinion
The format for collecting expert opinion plays a big role in expert opinion aggrega-
tion. A number of data acquisition techniques are suggested by Meyer and Booker
(1991). All techniques have their advantages and disadvantages, which are ﬁrst
dealt in this section and later relevant methodology related to each type of data is
presented.
• Probability estimates and probability distributions
• Odds ratio
• Continuous scales
• Pairwise comparisons
• Ranks or ratings
• Estimate of physical quantity
• Bayesian updating
Probability estimates and probability distributions are very commonly used in deci-
sion analysis because they allow ﬂexible use of statistical methods by nature. Their
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main disadvantage is that most people are not good at estimating probabilities
and estimating probabilities or probability distributions is very fatiguing and time-
consuming to the expert (Meyer and Booker, 1991). Mathematical aggregation of
probability distributions reﬂecting expert opinion has been widely studied in litera-
ture especially for risk analysis purposes (Clemen and Winkler, 1999). The experts
may also be asked to assess quantiles instead of full probability distributions, which
makes the assessment simpler. This approach is presented, for instance, by Garth-
waite and Dickey (1985).
Other common expert opinion acquisition methods are diﬀerent sort of scales. Con-
tinuous scales have continuous number lines and the experts mark their answers in
between the extreme values of the scale. Continuous scales might additionally be la-
beled with integers, text, probabilities or categories. Their main advantages include
ease of use for the expert and simple mathematical representation. According to
Meyer and Booker (1991) they may be, diﬃcult to develop and care must be taken
to guard against biased wording of the labels or their deﬁnitions.
Ranks, ratings and pairwise comparisons are among the easiest for the expert to
perform (Meyer and Booker, 1991). Pairwise comparison is about the expert com-
paring two objects at a time. People are generally good at estimating pairwise
comparisons but the disadvantage is that pairwise comparisons are time consuming
when the amount of objects is large. Pairwise comparisons also provide only relative
diﬀerences between objects compared and no absolute quantities, which might be an
issue for some analysis. This problem is addressed with ranks and ratings, which in-
volve assigning numbers or descriptions to the objects in question. The descriptions
can be used to provide the baseline scale required for absolute assessment of the
object. The main disadvantage of ranks and ratings is that the diﬀerence between
diﬀerent ratings is not deﬁned and therefore a numerical representation of results is
not mathematically valid.
The acquisition techniques are closely related to the classiﬁcation of scales of mea-
surement presented by Stevens (1946). The type of data collected has important
implications on the mathematical and statistical methods allowed for manipulation
of the data. The scales can be either nominal, ordinal, interval or ratio and they are
presented in table 2.
The nominal scale is the most unrestricted in terms of assignment of numerals but
is the most restrictive in terms of mathematical operations that can be performed
on them. The numbers assigned on nominal data are only used as labels in iden-
tiﬁcation and they have no mathematical meaning. The ordinal scale includes a
rank-ordering and it is widely used in, for instance, psychology. Because of the rank
ordering, means and standard deviations are strictly speaking prohibited statistics
when dealing with ordinal data.
For instance, the diﬀerence between an expert agreeing strongly versus agreeing
moderately cannot be explicitly deﬁned to have the same distance as the diﬀerence
between the expert agreeing moderately versus having a neutral opinion. The use
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Table 2: Classiﬁcation of scales of measurement (Stevens, 1946)
Scale Basic Empirical Operations Permissible Statistics
Nominal
Number of cases
Determination of equality Mode
Contingency correlation
Ordinal Determination of greater or less
Median
Percentiles
Interval
Mean
Determination of equality of intervals Standard deviation
or diﬀerences Rank-order correlation
Product-moment correlation
Ratio Determination of equality of ratios Coeﬃcient of variation
of means and standard deviations would imply knowledge of something more than
the relative rank-order of data and therefore they do not typically have a statistical
meaning for ordinal data. However, Stevens (1946) among many other researchers
have argued that using this kind of illegal statistical operations leads to fruitful
results in numerous instances.
As suggested in table 2, interval and ratio data are the most ﬂexible from analysis
and modeling point of view. They are what is normally understood by the word
quantitative. The main diﬀerence between the two scales is that in case of interval
data, the zero point is a result of agreement whereas for ratio data there exists a
true zero point. Most scales in physics are ratio scales and constructing either ratio
or interval scales is often tried in psychometrics but quantifying, for instance, an
expert opinion leads to scales where the deﬁnition for the zero point is usually not
clear. This thesis later focuses in obtaining expert opinion by ordinal scales, interval
and ratio data are not considered need not be considered any further.
As discussed before, expert opinion aggregation methods have to deal with many
diﬀerent sources of uncertainty and bias. The most ﬂexible model for TRLs would be
modeling them as a probability distribution of reaching a certain level. In this kind
of setting, the expert attempts to estimate the probability distribution of the TRL
with lower bound in TRL not reached at all and upper bound in TRL fully reached.
If the expert is very certain about his opinion, he places most of the probability
mass on a very short interval and if he is very uncertain about the TRL he will give
a distribution resembling the uniform distribution. This means that the variance
(σi) of the expert opinion, regarding estimated item i, is low when the expert is
certain about his opinion and high when expert is uncertain. The aggregation of
expert probability distributions then produces one probability distribution for the
TRL based on assessments of multiple experts. In this setting, it is comfortable for
the aggregation method to report how much of probability mass is distributed close
to "TRL fully reached".
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Another aspect of uncertainty is related to the expertise level of experts. A university
professor studying ink-jet printing is likely to be more aware of TRL of ink-jet
printing than a junior researcher studying nanoimprint lithography. From the TRL
assessment point of view, it is still important to get both to give their TRL estimate
for both technologies given that they both are familiar with each others ﬁeld of
research. Otherwise, it would be very diﬃcult to perform pairwise comparisons
between TRL estimates of nanoimprint lithography and ink-jet printing. This aspect
can be taken into account by including the level of expertise in the model. The level
of expertise tries to assess how likely the expert is to correctly assess diﬀerent TRL
items. Mathematically this means that the variance (σj) of an expert j is lower
for more experienced experts and higher for more junior ones. More examples of
including expert uncertainty are given along with introduction of models.
The methodology for combining expert opinion can be classiﬁed in two categories:
mathematical and behavioural approaches. Furthermore, mathematical approaches
can be further classiﬁed in three groups: non-Bayesian axiomatic models, Bayesian
models and psychological scaling models (Ouchi, 2004). Various methods for com-
bining expert opinion in risk analysis are reviewed by Clemen and Winkler (1999)
and Ouchi (2004). Combination of expert opinion is a popular subject in risk anal-
ysis because in many cases "hard" quantitative data is not available for decision
making and the experts can provide valuable information in the decision making
process. Application areas of using expert judgement include environmental risk as-
sessment, military intelligence, nuclear engineering and various types of forecasting
(economic, technological, etc.) among many others.
1.5.2 Axiomatic and Bayesian models
Axiomatic approaches are the simplest methods for combining probability distri-
butions. In axiomatic approaches, certain properties and regularity conditions are
established for combining probability distributions (Ouchi, 2004). The simplest
axiomatic combination schemes are opinion pools that can be either linear or loga-
rithmic. A linear opinion pool corresponds to the calculation of a simple weighted
arithmetic mean whereas the logarithmic opinion pool corresponds to weighted ge-
ometric mean. The deﬁnitions of these opinion pools are in equations 1 and 2,
respectively. The problem with opinion pools is that the weights need to be set sub-
jectively case by case. Typical interpretation of the weights is "the better an expert,
the heavier the weight"(Morris, 1977), which leads to a problem of measuring and
balancing between expert goodness.
p(θ) =
∑
i
wipi(θ) (1)
p(θ) = k
∏
i
pi(θ)
wi (2)
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The basic Bayesian approach for expert opinion combination allows much more ﬂex-
ibility than the axiomatic models. A model developed by Morris (1977) is illustrated
in equation 3. Opinions fn from multiple experts about interesting quantity x are
combined in the likelihood function and the decision maker can aﬀect the process
by choosing the model for the likelihood function p(f1, . . . , fn|x, d) as well as by
including his own prior beliefs d in the prior density function p(x|d).
p(x|f1, . . . , fn, d) ∝ p(f1, . . . , fn|x, d)p(x|d) (3)
Most of the early work, in 1970's and 1980's, on using Bayesian aggregation schemes
has focused on using independent normal distributions for experts' assessments
(Ouchi, 2004). The assumption of independence between experts' probability distri-
butions makes it easy to form the likelihood function because independence implies
p(f1, . . . , fn|x, d) =
∏
i p(fi|x, d). Independence between experts is, however, a prop-
erty diﬃcult to satisfy because they are assessing the same object x and therefore
using overlapping sets of information for making their conclusion on the probability
distribution. In case of normal model for data, the dependencies can be modelled
simply in a covariance matrix (Clemen, 1987). One can argue that dependencies be-
tween experts are by no means linear and their modelling would be a very diﬃcult
task for example in the setting of this study and therefore they are not considered
further.
A more recent study by Lipscomb et al. (1998) develops a hierarchical Bayesian
model for physician staﬃng. The hierarchical model means that a set of hyper-
parameters are used for estimating probability distributions for real parameters.
Hierarchical modeling approach makes it possible to take into account dependen-
cies among the experts as well as each expert's ability to accurately estimate the
time required for performing certain medical procedures. This approach essentially
decreases the sensitivity of the model to small variations of data, which is also a
favourable requirements for this study, too. Similar problems of the one handled
in Lipscomb et al. (1998) have been typically solved by Delphi processes and the
authors discuss it could be possible to replace the interactive Delphi process by us-
ing the simple hierarchical approach that produces statistically interpretable results.
The main advantage in Delphi process is that errors and misunderstandings can be
easily detected and corrected during the interactive process.
Most of the traditional theory on Bayesian models does not apply for this study
because of the type of data collected. The traditional Bayesian settings expect
the data in the form of probability distributions, either full or quantile based. As
the data used for this study is ordinal, there are some fundamental limitations on
mathematical operations that can be applied (Table 2). Most of the models designed
for ordinal data use logits of cumulative probabilities also called cumulative logits.
They are, however, often intended for regression problems where the goal is to
estimate the behaviour of a dependent variable by one or more independent variables.
For an extensive review of ordinal regression models for diﬀerent purposes, see Liu
and Agresti (2005).
26
1.5.3 Measures for rater agreement
Measurement System Analysis (MSA) studies the quality of measurements and ways
to improve their usefulness, accuracy, precision and meaningfulness. Precision of
measurement system means a diﬀerent thing for diﬀerent users. In industry, most
emphasis is on measurement spread whereas psychometrics focuses on reliability.
When analysing ordinal data, the goal is often to draw one concluding ﬁgure of the
data available and therefore measurements for the rate of agreement among data
are needed. Mast and Wieringen (2004) present the concept of intraclass correlation
coeﬃcient (ICC) and Kappa that are commonly used for measuring reliability and
agreement and used as a background for more advanced latent variable models (e.g.
in (Johnson and Albert, 2001)) that are presented later in this section.
In ICC the observations Xij are assumed to follow the model
Xij = Zi + ij, (4)
where Zi ∼ N(µp, σ2p) denotes the true value of an item i and ij ∼ N(0, σ2e) the
measurement error. Index j denotes the diﬀerent measurements, e.g. experts, that
have rated item i. ICC (Eq. 5) is then deﬁned as the correlation between diﬀerent
measurements Xij of an object i.
ICC =
Cov(Xij, Xik)√
V ar(Xij)V ar(Xik)
=
σ2p
σ2p + σ
2
e
(5)
By equation 5, ICC is deﬁned as the ratio between variance of interest over the total
variance.
Kappa is a measure used for evaluating rater agreement typically for nominal scales.
It is a measure of agreement corrected for agreement by chance. The deﬁnition of
Kappa is
κ =
Po − Pe
1− Pe . (6)
In the equation (6), Po denotes the observed proportion of agreement and Pe the
expected proportion of agreement, i.e. the agreement by change. The basic version
of Kappa is not intended for multivariate data and the theory has been developed
further for solving this issue. ICC and Kappa play an important role in development
of latent variable models used in this study but the multivariate version is out of
the scope of this study.
1.5.4 Latent variable models for ordinal data
One possible view to ordinal data is to understand the data as a representation of an
underlying latent (i.e. unobserved) variable associated with each response. This is
somewhat against the strict statistical requirements set in table 2 but oﬀers greater
ﬂexibility in modeling. In the latent variable approach, the data is assumed to be
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drawn from a continuous distribution centred on a mean value that is diﬀerent for
each individual respondent. Figure 5 represents the latent variable approach in case
of ordinal data with four categories A-D. Each expert expresses his opinion of the
latent variable by one of the categories. The data is then combined to form a latent
probability distribution that is assumed to be behind the expert opinion. Vertical
lines in the ﬁgure denote the category cutoﬀ points.
In latent variable models (e.g Johnson and Albert (2001)), the true value of the
measured property is denoted by Z ∈ R. The quantity t = Z +  denotes the
perception of the latent trait on the underlying trait scale where  denotes the
measurement error. The latent variable model is linked to the ordinal scale used
according to equation 7. Measured variable is assigned the category c if it satisﬁes the
condition in the equation. The category cutoﬀs are denoted by γj, where γ0 = −∞,
γK =∞ and γj = {γ1, . . . , γK−1}. The number of categories is denoted by K.
γc−1 < t ≤ γc (7)
Figure 5: Normal latent trait for four category ordinal data. Numbered x axis
denotes the true value of the measured variable and the letters between vertical
lines (cutoﬀ points) mark the ordinal categories.
Three latent variable models are considered in more detail in this study. Their
features and applications are brieﬂy presented here and more thoroughly in section
2. All models presented here have a diﬀerent approach and applications but they
are also closely linked with each other and the subject of this study regarding the
fundamental problem of ﬁnding out the underlying variable from a dataset. More
models for ordinal data, especially for regression purposes, are presented in Liu and
Agresti (2005).
Mast and Wieringen (2004) base their model on the ICC, which is modiﬁed for
ordinal data. They use a link function similar to one used in logistic regression for
28
mapping from the ordinal scale to real numbers. Estimates for latent parameters are
calculated by optimisation of a function that combines together multiple items rated
by multiple experts. In addition to latent variables, there is one common variance
parameter σ2e in the model, which denotes the stochastic error in the data. Mast and
Wieringen (2004) have applied their model on a dataset from visual inspection of
printer assembly data. The inspection is done by 3 diﬀerent raters and the authors
ﬁnd out that visual inspection is completely inadequate for testing of the printing
quality.
Latent variable model by Johnson and Albert (2001) is an attempt to develop a con-
sistent measure for essay grade data in case of multiple raters. Their model includes
the use of judge speciﬁc category cutoﬀs as well as judge speciﬁc rater precision.
This approach oﬀers much greater ﬂexibility compared to the model by Mast and
Wieringen (2004), which only has population speciﬁc link function and variance.
Due to the complexity from judge speciﬁc category cutoﬀs, precision variables and
their prior distributions, Monte Carlo sampling is required which greatly increases
the time required to run the model.
Yet another latent variable model for rating data is suggested by Ho and Quinn
(2008). They derive their model from Johnson and Albert (2001) as a special case
with population wide category cutoﬀs but introduce additional parameters for ﬁnd-
ing out how positive and discriminating the raters are. The model is intended to be
used in online rating systems, e.g. ones used in Youtube or iTunes, where the rating
system has no prior knowledge on how consistent or "good" the raters are.
1.5.5 Subjective logic
Subjective logic is a form of logic which operates on subjective beliefs about the state
of the world. Subjective logic is closely related to belief theory originally developed
by Dempster and Shafer (Jøsang, 2010). This work is called Dempster-Shafer theory
of evidence and it provides means for representing and working with subjective
beliefs. In standard logic used in computing, propositions can be either true or false
whereas the belief theory takes uncertainty into account, too. The theory behind
subjective logic and its relation to Dempster-Shafer theory of evidence is thoroughly
presented in Jøsang (2010) and Jøsang (2001).
Subjective logic provides an interesting framework for combining subjective opin-
ions from multiple experts even though the theory behind both Dempster-Shafer
theory of evidence and subjective logic is slightly controversial. Pearl (1990), for
instance, states that belief functions should only be used in analysis of deterministic
systems, such as electronic circuits. There are many advantages in subjective logic
for purposes of combining expert opinion and therefore it is reasonable to assess its
performance. This section presents the fundamentals of subjective logic necessary
to be utilised for the purpose of this study.
A key concept in Dempster-Shafer belief model is a set of possible situations which
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is called the frame of discernment. The frame consists a set of possible states and
exactly one of these states is assumed to be true at any given time. Figure 6
illustrates a simple example case of frame of discernment Θ, which contains four
elementary states x1, x2, x3, x4 ∈ Θ. The powerset of Θ, denoted by 2Θ, contains all
atomic states and all their possible unions along with Θ itself. Any combination of
these elementary states therefore belongs in the powerset: x ∈ 2Θ.
Figure 6: Example of a frame of discernment (Jøsang and Knapskog, 1998). Each
xi presents an elementary state for which the belief, disbelief and uncertainty is
deﬁned by 9. Elementary states can also be overlapping and subjective logic provides
operators for computing the opinion tuple for any combination (union, intersection,
etc.) of the elementary states.
Without going too much into detail of the belief function theory, the belief mass
of the whole system is distributed in belief (b), disbelief (d) and uncertainty (u)
functions according to equation 8. The subjective opinion can be then deﬁned by a
tuple ωx deﬁned in equation 9. Term (a) is called relative atomicity, which is used
for including the decision makers prior belief in the model. The opinion space can
be visualised by an equilateral triangle illustrated in ﬁgure 7.
b(x) + d(x) + u(x) = 1, x ∈ 2Θ, x 6= ∅ (8)
ωx ≡ (b(x), d(x), u(x), a(x)) (9)
Figure 7: Triangle showing the opinion space in subjective logic. Adapted from
Jøsang and Knapskog (1998). Variable ω denotes the opinion deﬁned in equation 9.
Subjective logic provides a ﬂexible set of operators and functions for mathematical
processing of expert opinion. These include addition and subtraction, multiplication
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and division, deduction and abduction as well as fusion of opinions. Subjective
logic, by deﬁnition, makes it possible to include expert uncertainties in the data
collection phase which is very favourable for expert opinion aggregation. More
detailed explanation of applying subjective logic is presented in section 2.
1.5.6 Other methods
Traditional statistics oﬀer a multitude of methods more or less suitable for analysis
of ordinal data. The most advanced methods in traditional statistics, such as vari-
ance analysis are not to be used for ordinal data and therefore one needs to rely
on non-parametric methodology. Non-parametric statistical tests permissible for
ordinal data include Mann-Whitney U test, Wilcoxon matched pairs tests, Kruskal-
Wallis tests and Friedman's test. Contingency tables are also a popular method for
presenting categorical and original data in a nonparametric way but they do not
oﬀer the possibility for combining expert opinion especially needed in this study.
Nonparametric tests, as well as other traditional statistics, are best suited for relative
comparisons between groups. This kind of information is helpful but does not solve
the problem for deriving a point estimate for decision making. Therefore, traditional
statistics methods are left out of the scope of this study.
Elicitator (James et al., 2010a,b) is a recent tool for eliciting expert opinion from
one or multiple experts. Elicitator is based on Bayesian framework using logistics
regression and beta distributions for deriving the ﬁnal expert opinion on the mea-
sured quantity. The expert is presented a number of covariates and he is to assess
the probability of success for several cases based on these covariates.
A very practical approach for analysing ordinal questionnaire data has been taken
by Hassall (1999), who uses so called triangular fuzzy numbers for combination of
multiple ordinal values. Triangular numbers include a centre point in the original
ordinal value and minimum and maximum artiﬁcially set by the analyst. In case of
ordinal value of 3, the minimum could be 2 and maximum 4. The fuzzy approach
oﬀers the advantage of mapping the numerical results with linguistic values of the
scale. However, the approach means in practice no more than computing a weighted
average of the results and does not oﬀer any added value for this work.
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2 Method
2.1 Introduction to methodology
This section describes the methodology of the TRL assessment scheme that is de-
veloped as part of this thesis. The section is divided in 5 subsections covering the
requirements, data collection and analysis, modeling, estimation of reliability and
practical implementation. The subsections are described in diﬀerent levels of detail
reﬂecting their importance of the thesis.
The requirements speciﬁcation subsection explicitly speciﬁes the requirements set
broadly in the general introduction of this thesis. It combines the theoretical back-
ground from literature review with practical requirements from the Observatory-
NANO project. The main high level requirements for the method are economic
approach, robustness and reliability of the model as well as practical implementa-
tion. The analysis tool produced as part of this study is ﬁnally evaluated against
the requirements speciﬁed.
Data subsection introduces the collection, interpretation and analysis of TRL data
used in this study. The approach to data collection is very practical due to the
fact that there was no prior information on how one should collect expert opinion
data for TRL assessment purposes from a group of experts all around the world.
All the methods chosen are suitable for analysing ordinal data. Multinomial models
were chosen because of their simplicity and they are used as a reference for more
complex models. Subjective logic was chosen because of its simple structure and
easy practical implementation. Latent variable models oﬀer very good performance
for some similar problems and therefore three diﬀerent methods were selected for
comparison.
Modeling subsection describes 5 diﬀerent models for analysing expert opinion data.
The models included are brieﬂy described in literature review and more thorough
mathematical description is given in this section. The models are then compared
and assessed in section 3 based on the reliability measures described in this section.
Reliability of the methodology is mainly discussed from sensitivity viewpoint but
high level schemes for veriﬁcation and validation are also introduced.
Finally, a practical implementation of the tool developed as part of this study is de-
scribed. The implementation ties together data collection, its preprocessing, analysis
and visualisation of TRL estimates.
2.2 Requirements speciﬁcation
An important part of the tool development is the deﬁnition of requirements. As
presented before, there are multiple diﬀerent methods for conducting technology
futures assessment or technology readiness assessment. Each of these methods have
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features that are advantageous for some purposes but disadvantageous for other pur-
poses. First of all, there is a clear distinction between quantitative and qualitative
methods. In the context of ObservatoryNANO project, most focus is on qualitative
research and quantitative research methods should be designed so that they support
the qualitative research eﬃciently and economically.
Most part of the research related to the work in ObservatoryNANO project is quali-
tative research based on interviews and text based sources. This part of the research
cannot and should not be replaced by any means as it provides the readers grounds
for their decision making. The role of quantitative research considered in this work
is supportive. Quantitative results as such should not be the basis of any deci-
sion making but they can be and should be used to summarise the ﬁndings of the
analyst work. Moreover, ﬁgures and estimates provided by the quantitative analy-
sis can be used for eﬃcient representation of the research ﬁndings in, for instance,
presentations.
Another important aspect of the quantitative research is its reliability. The amount
of data is seldom the same in case of diﬀerent studies. Data collected from diﬀerent
sources for foresight purposes is typically contradictory and therefore the goal of the
quantitative analysis is to give the best possible estimate given the data together
with a reliability estimate of results.
The requirements presented here are summarised in the listing below.
• Data collection
 Method shall collect data economically
 Method shall collect data from a large group (n ≥ 100) of relevant experts
 Data collected shall include TRL estimates, technology impact estimates
and estimates of when to reach a TRL
• Analysis
 Method shall take into account the reliability of data entry
 Method shall estimate the reliability of the results
 Method shall be robust, i.e. not sensitive to small variations in data
• Results
 Method shall express the results for each technology in two dimensions:
TRL and technology impact
 Method shall represent the results in visual form
 Numeric results behind the visual results shall be available to the user
 Numeric reliability estimates shall be available to the user
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The main requirements for the methods are clearly contradictory with each other.
On one hand, data should be collected from as many experts as possible but on
the other hand there is only a limited number of relevant experts in the world.
The quality of results will improve only to a certain point when the number of
experts invited to participate is increased. At some point, inviting a larger number
of experts does not improve the quality of the results because the quality of experts
drops. Moreover, increasing the number of experts invited to participate increases
the costs of conducting TRL assessment. Therefore, the number of experts that can
be invited to participate in the study is limited by total number of relevant experts,
the quality of experts and resources available for conducting the study.
2.3 Data
2.3.1 Collection and description
An integral part of the development of methodology for this study is collection
of expert opinion data. There are several diﬀerent methods for data collection
suggested in futures research including interviews, surveys, Delphi and the use of
expert reports and publications. The selected approach for this study is a web
questionnaire because of its simple implementation and relatively low cost of the
process.
The data collection procedure for collecting expert data is called sampling, which
means selecting a subgroup of a population to be invited to participate in the study.
A population can be deﬁned as an aggregate of all the elements sharing a common
set of characteristics and comprising the universe for the purpose of the decision
making problem, e.g. technology assessment. Information about a population may
be obtained by either sampling or by taking a census, which means involving the
whole population in the study. Malhotra (2004) summarises the conditions when
sampling should be used instead of census. Generally, sampling is more economic of
two and census is only favourable when the population is small. In case of technology
assessment, it is not possible to know every researcher or company working with a
certain technology and therefore the census approach is not possible in practice.
Malhotra (2004) divides the sampling process in ﬁve steps: deﬁnition of population,
determining the sample frame, selecting a sampling technique, determining the sam-
ple size and executing the sampling. Target population is the collection of elements,
in this case experts, that possess information sought by the researches, which in this
study means knowledge on technological development stage. Therefore the relevant
expert population for technology assessment are all researchers and people employed
by companies or other organisations that possess information about technological
development stage of technology or technologies being assessed.
A sampling frame is a representation of the elements of the target population and
consists a list or set of directions for identifying the target population. For instance,
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a sampling frame might be a telephone book from which the researcher chooses the
numbers to be dialled. It is often possible to compile a list of population elements
but using this kind of list may lead to sampling frame error, which should be taken
into account when analysing the results (Malhotra, 2004).
Sampling techniques can be generally classiﬁed in two classes, nonprobability and
probability sampling. In nonprobability samples, the researcher subjectively chooses
the elements whereas in probability sampling the sampling units are selected by
chance. Probability sampling techniques have many favourable properties and they
allow the calculation of conﬁdence intervals and other statistics by nature. On the
other hand, they require a precise deﬁnition of target population and a general spec-
iﬁcation of sampling frame. By the nature of this study, it is generally diﬃcult to
determine the whole population for technology assessment and therefore nonproba-
bility sampling techniques are more convenient. Moreover, it is likely that a realistic
target population is at maximum thousands of people and therefore every expert
identiﬁed can be included in the study. (Malhotra, 2004)
The most relevant nonprobabilistic sampling method is therefore judgement sam-
pling, in which the population elements are selected based on the judgement of the
researcher. The researcher chooses the elements exercising judgement or expertise
with a belief that they are representative of the population of interest. Common
examples for using judgement sampling listed by Malhotra (2004) include testing
market potential of a new product or expert witnesses used in court, which closely
resemble the requirements of technology assessment.
The data was collected by two email questionnaires sent to groups of relevant experts
on the technology areas studied: (1) printed electronics, (2) optical interconnects
and (3) universal memory. The study on printed electronics focuses on manufac-
turing technology capabilities for printing nanoscale features. The study on optical
interconnects focuses on diﬀerent nanostructures that can be used for building on-
chip and chip-to-chip optical interconnect systems to replace traditional electrical
interconnects. The focus reports related to this data can be found on the Observa-
toryNANO project website (ObservatoryNANO, 2010b,c).
The population for each study was the people working with or studying the selected
technology area. This includes professors and researchers in universities and research
organisations as well as people employed by companies developing the selected tech-
nologies (typically CEOs, CTOs, managers or senior staﬀ working in research and
development). Most of the invited people were based in Europe because of the Ob-
servatoryNANO project's focus on the European situation. The sample of invited
people was gathered from sources such as company databases or publicly available
information in the Internet.
Table 3 contains the number of invited people, number of respondents and the
corresponding response rate for the surveys conducted. Based on several sources
(Kaplowitz et al., 2004; Sheehan, 2001; Hamilton, 2009), the response rates of 26%
and 31% can be considered very good when taking into account the length of the
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questionnaires. The response rates in the reference studies range from 13% to 33%.
The response rates are also very good from economic point of view because they ba-
sically indicate that getting one more response to the questionnaire requires inviting
of 3-4 new people to take part. The experts invited also used a fair share of their
time to answer the questionnaire. They used roughly 25 minutes to answer (by mean
and median), which means that the total expert contribution was between 10 to 20
hours depending on the respondent count. This much contribution is often very
costly to obtain by other means. However, it is likely that the response rates and
other ﬁgure for these kind of surveys are very case-speciﬁc and the results cannot
not yet be considered as a general guideline.
Table 3: Response rates for questionnaires conducted
Questionnaire Invited Clicked Responded Bounced Un-subbed Responded/
Clicked
Printed electronics 110 46% 26% 6% 1% 56%
Optical interconnects 85 53% 31% 7% 0% 58%
Universal memory 264 31% 18 % 6% 0% 58%
List below gives an example of the data types collected by the questionnaires. The
structure given is used in the printed electronics case. One part of the data contains
the expert opinion related to several claims related to TRLs, time in years to reach
the TRLs, technology impact as well as several open-ended questions. The focus in
this study is the quantitative data and therefore the open-ended questions are not
considered in more detail.
• Expert performance
 Expert's own assessment of his expertise
{Not familiar, Know how the technology works, Have been working with or
studying the technology}
• Expert opinion
 Expert opinion on several claims related to TRLs
{Strongly disagree, Moderately disagree, Moderately agree, Strongly agree}
 Expert opinion on time to reach TRLs
{Now, 1-3 years, 4-7 years, Later, Never}
 Expert opinion on several claims related to technology status
{Very bad, Bad, Neutral, Good, Very good}
 Several open-ended questions
Expert opinion is measured on an ordinal scale from strongly disagree to strongly
agree. Neutral option was omitted in the questionnaire because it would not pro-
vide any extra information to the assessment. Neutral opinion was allowed in the
assessment of technology status because it is possible that a technology oﬀers nei-
ther negative or positive impact on some property (e.g. performance) but has a
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signiﬁcant impact on some other property (e.g. cost). In addition to expert opinion,
the respondents were asked to assess their own level of expertise on a three level
ordinal scale.
2.3.2 Interpretation and analysis
Before any analysis can be performed, the interpretation of data must be deﬁned.
As suggested by Stevens (1946), stretching the strict rules of mathematical methods
allowed for ordinal data a bit may lead to fruitful results. The basic structure of
data collected is a group of ordinal responses for a number of questions regarding
the TRL status of a certain technology. Each question corresponds to one level of
TRL and there are 1-4 questions for each TRL.
This is the case in data collected for assessing the status of printed electronics
nanoscale manufacturing methods, which is used as a sample for later development
of the expert opinion aggregation model. The printed electronics dataset is the most
complex of the data collected and the same principles apply in the analysis of other
datasets as well. This applies also for assessing the impact of technologies because
a similar ordinal scale is used.
The ﬁnal goal of the analysis in this study is to draw a conclusion on the TRL of
technologies assessed. As the proposed TRL assessment scheme consists of multiple
questions per one level of TRL, the expert opinions need to be combined to form the
ﬁnal conclusion. Moreover, it is important for the analyst to know something more,
preferably the probability distribution, about the expert opinion collected because
there is seldom a yes or no answer in the assessment. Probabilistic modeling is
also necessary for estimating the uncertainties related to the process. Based on this
reasoning, several schemes for interpreting the TRL data collected were considered.
The simplest interpretation for the data is one presented in table 4 in the form
of basic statistics. Even though their use cannot be argued mathematically, they
oﬀer a compact presentation of the dataset. For calculating the basic statistics, the
following mapping was used between the ordinal categories and integers: strongly
agree=4, moderately agree=3, moderately disagree=2, strongly disagree=1. By a
simple visual inspection of the table, it can easily be stated that gravure printing
and ﬂexography printing are nowhere near of reaching even TRL 1 because both
their median and mean score lie under the average value of 2.5. On the other hand,
all claims related to nanoimprint lithography on TRL 1 seem to indicate that all of
the requirements for this TRL would already be reached.
Drawing conclusions directly from descriptive statistics such as mean or median
leads to a clearly biased estimate, though. Fundamentally, the data collected is
multinomial because there are four categories of possible responses and the frequency
of answers observed for each category is known for each question. In the very basic
multinomial interpretation, a probability of experts agreeing of reaching a certain
TRL can be calculated by a simple multiplication. Table 5 contains the frequencies
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Table 4: Basic statistics for printed electronics data. Barplots of category frequencies
for each technology can be found in Appendix A.
Nanoimprint lithography Ink-jet printing
median mean stdev count median mean stdev count
Fundamental 1 3 2,8 0,9 27 3 2,8 1,0 29
Fundamental 2 3 3,2 0,9 27 3 2,6 0,9 29
Fundamental 3 3 2,7 0,9 27 2 2,5 1,0 29
Applied 1 3 2,7 1,0 27 2 2,5 0,9 29
Applied 2 3 2,8 1,1 26 2,5 2,5 1,0 28
Applied 3 2 2,4 0,9 25 2 2,4 1,0 27
Applied 4 2 2,2 0,9 24 2 2,1 1,0 26
Prototype 1 2 2,2 0,8 24 2 2,4 0,9 26
Prototype 2 1,5 1,8 0,9 24 2 2,1 1,0 25
Prototype 3 1,5 1,7 0,8 24 1,5 1,6 0,7 24
Markets 1 4 3,6 0,7 23 3 2,9 1,1 26
Markets 2 1 1,7 1,0 24 1 1,4 0,8 21
Markets 3 1,5 1,8 0,9 24 1,5 2,0 1,2 22
Gravure printing Flexography printing
median mean stdev count median mean stdev count
Fundamental 1 2 2,2 1,2 21 2 2,2 1,2 22
Fundamental 2 2 2,3 1,1 21 2 2,3 1,0 22
Fundamental 3 2 2,1 1,0 21 2 2,1 0,9 22
Applied 1 2 2,1 1,0 20 2 2,1 0,9 21
Applied 2 2 2,0 1,1 20 2 2,0 1,0 21
Applied 3 2,5 2,4 0,8 18 2 2,2 0,9 19
Applied 4 1,5 1,7 1,0 18 2 1,6 0,8 19
Prototype 1 2 2,3 1,0 19 2 2,1 0,9 20
Prototype 2 2 2,1 1,1 19 1,5 1,8 1,0 20
Prototype 3 1 1,8 1,0 17 1 1,6 0,7 18
Markets 1 4 3,0 1,3 17 3 2,8 1,1 19
Markets 2 1 1,6 1,0 16 1 1,5 0,7 16
Markets 3 1 1,5 0,9 14 1 1,6 0,8 16
for each category of TRL 1 (Fundamental research) for the Nanoimprint lithography
technology. Direct probability calculation suggests that the probability of an expert
strongly agreeing with each claim is only 2%. The probability of an expert agreeing
strongly or moderately to each claim is 33%. Therefore one cannot draw a conclusion
that TRL 1 would be reached because the average value of responses for each TRL
1 related question is above the average value of 2.5.
Table 5: Sample data for TRL 1 of Nanoimprint lithography in printed electronics
Strongly
agree
Moderately
agree
Moderately
disagree
Strongly
disagree
Fundamental 1 22% 44% 26% 7%
Fundamental 2 41% 44% 7% 7%
Fundamental 3 22% 37% 33% 7%
By the reasoning above, it seems necessary that the multinomial format of data
is retained throughout the process to achieve unbiased estimates in the modeling
point of view. This implies that the ordinal nature of data is retained, too. For the
ﬁnal analysis of TRL and related uncertainties, the probabilities assigned for each
TRL related question need to be combined to conclude the probability of reaching
the speciﬁc TRL. In order to achieve this, the scheme in table 6 is suggested. This
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kind of interpretation is not needed for subjective logic as the framework contains
operators for combination of beliefs of independent (or dependent) items.
The suggested scheme is based on the assumption that individual TRL related items
would be independent. This is of course not the case but it greatly simpliﬁes the
analysis and it would be very diﬃcult to model the dependencies between the TRL
claims. The independence between claims should be considered in the questionnaire
design.
The scheme for agreement consists of four diﬀerent groups based on the number of
experts agreeing with the claims. The highest category consists of the events where
all three items are agreed and the lowest category consists of the events where all
three items are disagreed. The uncertainty is taken into account in a similar mapping
that classiﬁes responses based on the certainty of the respondent.
Table 6: Suggested TRL interpretation scheme. The pattern describes ordinal cate-
gory frequencies for: strongly agree-moderately agree-moderately disagree-strongly
disagree. The sum of probabilities exceeds 100% due to rounding.
(a)
Agreement Patterns Probability
3 items
3-0-0-0 2%
2-1-0-0 9%
1-2-0-0 15%
0-3-0-0 7%
total 33%
2 items
2-0-1-0 6%
1-1-1-0 17%
0-2-1-0 12%
2-0-0-1 2%
1-1-0-1 5%
0-2-0-1 3%
total 45%
1 item
1-0-2-0 6%
0-1-2-0 8%
1-0-1-1 3%
0-1-1-1 4%
1-0-0-2 0%
0-1-0-2 1%
total 22%
0 items
0-0-3-0 1%
0-0-2-1 1%
0-0-1-2 0%
0-0-0-3 0%
total 2%
(b)
Uncertainty Patterns Probability
3 items
0-2-1-0 12%
0-3-0-0 7%
0-0-3-0 1%
0-1-2-0 8%
total 28%
2 items
1-2-0-0 15%
1-1-1-0 17%
0-1-1-1 4%
1-0-2-0 6%
0-2-0-1 3%
0-0-2-1 1%
total 46%
1 item
2-1-0-0 9%
2-0-1-0 6%
0-1-0-2 1%
1-1-0-1 5%
1-0-1-1 3%
0-0-1-2 0%
total 24%
0 items
3-0-0-0 2%
2-0-0-1 2%
0-0-0-3 0%
1-0-0-2 0%
total 4%
2.4 Modeling
2.4.1 Multinomial and weighted multinomial models
Multinomial model for TRL data is very simple and is for most parts already de-
scribed in data interpretation subsection. The main idea in the multinomial model
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is that the probability of each ordinal category is its relative frequency among the
response data to one item. The multinomial data frame for item i can be deﬁned as
mi = {fi1, fi2, . . . , fiK} = {ni1
N
,
ni2
N
, . . . ,
niK
N
} (10)
where K denotes the number of categories, n the number of responses per category
per item and N the total number of responses per item. For convenient comparison
of performance between diﬀerent models, an expected value or a point estimate can
be calculated to the multinomial data frame:
E[mi] =
∑
k
k · fik. (11)
This is diﬀerent from the true expectation operator for multinomial data and is used
only for comparing of model performances. Another approach for comparing model
performances is comparing the shares of experts agreeing and experts disagreeing,
which better retains the ordinal nature of data.
The basic multinomial model does not allow any weighing of experts to be done.
To apply weighing, the basic model can be modiﬁed by including weights in the
calculation of category frequencies:
mwi = {fi1,w, fi2,w, . . . , fiK,w} = {
∑
j wijIij1∑
j wij
,
∑
j wijIij2∑
j wij
, . . . ,
∑
j wijIijK∑
j wij
}, (12)
where the indicator function Iijk gets value one if judge j has responded to item
i by the category k and is otherwise zero. Parameter wij denotes the judge and
item speciﬁc weight of each judge and is used weighing the scores and normalising
the results. Multinomial expectation function in eq. 11 works for weighted multino-
mial model, too. The practical comparison between models is performed in R and
implementation is done according to equations 10 and 12.
2.4.2 Judge-speciﬁc model
All multi-rater latent variable models discussed here are based on the assumption
that judge j observes the true value of the item Zi with an additive judge-speciﬁc
error ij. The quantity tij = Zi + ij denotes the perception of the judge, which is
assigned in one of the ordinal categories c by the following equation:
γj,c−1 < tij ≤ γj,c. (13)
The variable γj,c denotes the judge-speciﬁc category cutoﬀ for category c. For the
model presented in Johnson and Albert (2001), extreme cutoﬀs are deﬁned γj,0 =
−∞ and γj,K =∞.
Based on category cutoﬀs, the following likelihood function can be written for the
data:
L(Z, {tij}, γ, {σ2j}) =
n∏
i=1
J∏
j=1
1
σj
f(
tij − Zi
σj
)I(γj,yij−1 < tij ≤ γj,yij), (14)
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where f denotes the standard normal distribution density function and I the indi-
cator function that gets the value 1 when the perceived value tij lies in between the
categories and 0 when it does not.
Rater variances σ2j are assumed to be independent by Johnson and Albert (2001)
and their prior distribution when f is the standard normal distribution is deﬁned as
an inverse-gamma density:
g(σ2j , λ, α) =
λα
Γ(α)
(σ2j )
−α−1 exp(− λ
σ2j
), α, λ > 0. (15)
Category cutoﬀs γ are assumed to be independent and distributed uniformly a priori.
The prior for true values of items Zi is the standard normal distribution denoted by
φ. The joint prior density distribution in the model by Johnson and Albert (2001)
is therefore given by:
g(Z, γ, {σ2j}) =
2∏
i=1
φ(Zi, 0, 1)
J∏
j=1
g(σ2j , λ, α) (16)
and the joint posterior density is formed by combining equations 14 and 16 into:
g(Z, {tij}, γ, {σ2j}|y) ∝ L(Z, {tij}, γ, {σ2j}g(Z, γ, {σ2j})) (17)
Due to the complexity of the model, its joint posterior probability cannot be evalu-
ated directly and an MCMC sampling scheme is needed. As the sampling procedure
is relatively complex and not in the main focus of this study, it is not presented
in detail. The complete scheme including MATLAB source code can be found in
Johnson and Albert (2001). The R implementation of the model strictly follows the
original MATLAB source code.
2.4.3 Intraclass correlation based model - "ICC"
Mast and Wieringen (2004) base their model for bounded ordinal data on the intra-
class correlation coeﬃcient (ICC, Eq. 5). Instead of deﬁning category cutoﬀs, they
employ a much simpler approach by two maps, LRD(Z) and LDR(k), between the
latent variables Z ∈ R and ordinal variables k ∈ D, where D is assumed a ﬁnite
set whose categories are labeled 1, 2, . . . , a. The maps are deﬁned in the following
equations:
LRD(Z) =
⌈
a expZ
1 + expZ
⌉
(18)
LDR(k) = log
k − 1/2
a− k + 1/2 (19)
Based on the log-likelihood function, estimates for true latent values Zi and the
measurement error σ2e can be established by maximisation:
Zˆ1, . . . , Zˆn, ˆσ2e,ml = arg max
n∑
i=1
a∑
k=1
nik log Φ(A(+))− Φ(A(−)). (20)
41
Function Φ denotes the cumulative standard normal distribution and function A is
deﬁned by:
A(±) = LDR(k ± 1/2)− Zi
σe
(21)
The R implementation of the ICC method is done according to equations speciﬁed
in this subsection and Mast and Wieringen (2004).
2.4.4 Rater behaviour based model - "Ratings"
Another possible approach for latent variable modeling is suggested by Ho and
Quinn (2008), who use a model with ﬁxed category cutoﬀ points but include rater
critical and discriminative behaviour in the model. In the model yobsij denotes the
observed judgements that belong to one of the ordinal categories. Corresponding
latent variables are deﬁned by
y∗ij = αj + βjθi + ij. (22)
Parameters αj take real values and are used to model the central point of rater j
scale. If αj of a rater j is larger than α of other raters, the rater j gives on average
higher estimates for values of items. Similarly, if αj is lower, the rater tends to give
lower estimates on average. Parameter θi denotes the latent value of item i and
parameter βj the rater's ability to be able to discriminate between diﬀerent values
of items. Raters with high discrimination value are sensitive to small diﬀerences in
item values whereas raters with low discrimination value estimate the item values
close to random.
A Bayesian MCMC approach is used for ﬁtting the model that has the likelihood
function of:
p(Yobs|α, β, θ, γ) =
∏
i,j
{
Φ(γyobsij − αj − βjθi)− Φ(γyobsij −1 − αj − βjθi)
}
, (23)
where Φ denotes again the standard normal distribution function. Prior distribu-
tions used by Ho and Quinn (2008) are αr N(1, 1), βr N(−5, 20) truncated to the
positive half of real line, uniform distribution for γ and standard normal distribu-
tion for θp. After running the simulation and obtaining MCMC samples, ordinal
category probabilities are their relative proportion among all MCMC samples. R
implementation for the ratings method is provided as an R library named "Ratings"
by the authors of Ho and Quinn (2008).
2.4.5 Subjective logic
Subjective logic is based on representing beliefs by a vector of four components:
belief, disbelief, uncertainty and relative atomicity. Mathematically the belief infor-
mation of event x is deﬁned by ωx = (b(x), d(x), u(x), a(x)). The use of subjective
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logic for TRL assessment with ordinal data requires the deﬁnition of a mapping be-
tween the ordinal data and subjective logic framework. The mapping used for this
study is visualised in ﬁgure 8 and is based on ordinal data received by experts, expert
evaluation of his own expertise and analysts evaluation of an expert's expertise.
Figure 8: Mapping of TRL data to subjective logic framework. The dots represent
the eﬀect of uncertainty in the values of belief and disbelief. When uncertainty
approaches 1 in the top corner of the triangle, the numerical diﬀerences in belief
values between diﬀerent categories become smaller. Therefore opinions with high
uncertainty possess less information than opinions with low uncertainty.
In case of 4 category ordinal scale, the line between belief and disbelief can be
divided in 5 equally long segments. The centre points of these segments denote
the diﬀerent ordinal categories expect the line that is in the middle of belief and
disbelief, which corresponds to the omitted neutral category. By this deﬁnition, the
probabilities assigned for the belief of ordinal categories are: 0.9 for strongly agree,
0.7 for moderately agree, 0.3 for moderately disagree and 0.1 for strongly disagree.
The belief of omitted neutral category would be 0.5. By deﬁnition, disbelief in
subjective logic is d(x) = 1− b(x).
As the data acquired by the questionnaire does not include an uncertainty value for
experts' assessments of each item, the uncertainty needs to be based on estimated
expert value. For this, a simple scheme is suggested where both expert's own and
analysts assessment of expertise, on 0-2 integer scale, are summed to get a 0-4
integer scale. This score is directly mapped to uncertainty values by: u(0) = 1,
u(1) = 0.8, u(2) = 0.6, u(3) = 0.4 and u(4) = 0.2. This gives a linear, monotonously
increasing certainty value as the function of expertise. To meet the requirement of
belief vector components summing to one, belief and disbelief scores need to be
multiplied by (1 − u(x). To summarise the procedure, a level 3 expert moderately
disagreeing with an item would get a belief vector of ωx = (b(x), d(x), u(x), a(x)) =
(0.18, 0.42, 0.4, 0.5). The base rate or relative atomicity is always set to 0.5 because
no prior information on any item or expert is assumed.
As a result of applying the procedure described above, there is a list of belief
vectors for each TRL assessment item. To reach a consensus between experts,
subjective logic oﬀers a consensus operator combining conﬂicting beliefs (Jøsang,
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2002). This operator is deﬁned between opinions of agents A and by with beliefs,
ωAx = (b
A
x , d
A
x , u
A
x , a
A
x ) and ω
B
x = (b
B
x , d
B
x , u
B
x , a
B
x ). The common denominator is de-
ﬁned κ = uAx + u
B
x − uAx uBx , which is assumed to be larger than zero throughout this
study.
bA,Bx = (b
A
x u
B
x + b
B
x u
A
x )/κ
dA,Bx = (d
A
x u
B
x + d
B
x u
A
x )/κ
uA,Bx = (u
A
x u
B
x )/κ (24)
aA,Bx =
aAx u
B
x + a
B
x u
A
x − (aAx + aBx )uAx uBx
uAx + u
B
x − 2uAx uBx
The consensus operator is both commutative and associative, which means that the
same consensus between multiple opinions is reached by any order of application of
the operator.
Calculation of a single TRL value requires the combination of diﬀerent questions
related to the TRLs. As presented earlier in the subsection 2.3, the questionnaire
consists of 13 TRL related questions per each technology which are distributed as:
3 questions per TRL 1, 4 questions per TRL 2, 3 questions per TRL 3, 2 questions
per TRL 4 and one question per TRL 5. Beliefs about independent individual TRL
questions can be combined by the multiplication operator in subjective logic (Jøsang,
2010). The operator is deﬁned as ωx∧y for the belief frames ωx = (bx, dx, ux, ax) and
ωy = (by, dy, uy, ay):
bx∧y = bxby +
(1− ax)aybxuy + ax(1− ay)uxby
1− axay
dx∧y = dx + dy − dxdy
ux∧y = uxuy +
(1− ay)bxuy + (1− ax)uxby
1− axay (25)
ax∧y = axay.
Consensus and multiplication operators allow the combination of TRL related beliefs
by calculating the belief of experts agreeing with all claims related to a single TRL.
This is equal to performing the operation ωx∧y∧z, where x, y and z are the TRL
related claims for which the belief vector is achieved by the consensus operator.
In order to ﬁnd out the belief for events such as ωx∧y∧z¯, which corresponds to a
situation where TRL items x and y have been reached but z has not. The negation
or complement operator, ω¬x needed here is deﬁned (Jøsang, 2001):
b¬x = dx
d¬x = bx
u¬x = ux (26)
a¬x = 1− ax
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2.5 Reliability
2.5.1 Sensitivity analysis
There are many views on how to measure reliability of a decision analysis tool such
as the one suggested in this study. However, in this case two measures are by
far more important than the others. Firstly, the analyst does not have any prior
knowledge on how many respondents there will be for the questionnaire. Moreover,
it is usually even unknown how many experts there are regarding the technologies
to be assessed. Therefore, the robustness of the decision support models is the most
important individual measure for comparing model performances. Robustness in
practice means that the model should vary as little as possible as the function of
number of respondents. The robustness is measured as the model's sensitivity to
data available.
Clemen (1996) deﬁnes sensitivity analysis as ﬁnding out what inputs of the model
really matter in the ﬁnal decision. As all the data in this study is considered equal,
we can only compare the models on how they perform when diﬀerent sets of data
is used. The comparison is done using two diﬀerent schemes: using a random set
of data sampled from the whole set of data both using and not using replacement.
The former is called bootstrap sampling. The best model in robustness sense is the
one that has least variation in the function of experts available to the study.
The reasoning behind the suggested scheme is to ﬁnd out how much the results could
change if more experts had responded to the study. The comparison is performed
by item level and the performance of best available method is then compared on
ﬁnal decision level as the decision making is based on item values.
Two measures for sensitivity analysis will be used in the results section of this
study. Mean Absolute Percentage Error (MAPE) compares the estimates to the
best estimates achieved by each method and presents the result in percentages.
The use of percentages is essential because the use of diﬀerent methods lead to
diﬀerent estimates and therefore the absolute values as such would not results in a
fair comparison. MAPE can be deﬁned by:
MAPE =
n∑
i=1
∣∣∣∣Ai − FiAi
∣∣∣∣ , (27)
where Ai denotes the actual value for item i and Fi the forecasted value. There are
some weaknesses in MAPE, most notably its inability to handle zero actual values
and the fact that there is no upper limit to the percentage error, which might lead to
highly skewed error estimates. The estimates in this study will be limited between
zero and one and most of the items to be estimated will be considerably higher than
zero.
To assess the robustness in case of biased estimators, the methods will be compared
against each other also using Median Absolute Deviation or MAD. MAD is a measure
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of variability, which does not take into account the reference value of the data as
MAPE does. MAD is deﬁned by:
MAD = mediani(|Xi −medianj(Xj)|), (28)
which corresponds to taking the median from the absolute deviation of the data from
its median. The use of median values makes MAD robust to outliers and therefore
a favourable choice for this study.
2.5.2 Veriﬁcation and validation
Validation of the results is not straightforward because there is naturally no reference
data available. There are in practice two strategies for validation of results, by using
all available cues of TRL status to manually validate the results or by asking the a
group of experts their opinion on the ﬁnal results.
Validation using cues means trying to ﬁnd publicly available information such as
news articles and scientiﬁc publications to get cues on the TRL. These might in-
clude for example news of companies starting to manufacture a new product (i.e.
market entry phase), R&D organisations successfully demonstrating a component
or prototype (i.e. applied research or prototype phase). This kind of validation is
always case speciﬁc and relies solely on the information available. It can be eﬀec-
tively used for rejecting the results because if completely contradicting information
is available, it is likely that the TRL estimates are incorrect. Searching news articles
and browsing scientiﬁc publications or patents is very time consuming and diﬃcult
for a non-technology expert making this validation scheme sometimes diﬃcult to
apply.
Another strategy for validation is to ask the experts what they think about the
results. The experts may or may not be the same as in the assessment phase. This
approach closely resembles the Delphi methodology, where subsequent assessment
rounds are performed to reach a group consensus. The expert validation gives ex-
perts a chance to revise their opinion and indicate if there is something very wrong
with the results. Even though the expert review is widely used for the validation
of academic studies, it may still provide incorrect information for TRA purposes.
The experts may not always be aware of the latest advancements and would then be
likely to argue that the assessment is incorrect. It is also possible that two or more
experts give contradictory comments in the review phase. In conclusion, there is no
perfect way for validating and no method can guarantee that the estimates would
be indisputably valid.
Both publicly available information and expert reviews were successfully used during
the process of TRA. Findings related to validation are presented in section 3 and
discussed in 4.
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2.5.3 Estimating and reducing uncertainty and bias
As discussed in literature review, there are multiple sources for uncertainty and bias
in the process of Technology Readiness Assessment. The uncertainty included in
the process can be reduced by collecting large amount of data and building a model
that tries to resolve the uncertainty as much as possible. From this perspective,
one possible solution would be to deﬁne Technology Readiness Levels in such detail
that the experts can give their estimate in binary statements of either true or false.
This decomposition would ﬁrst of all make TRL related claims observable variables,
which would lead to a simpler assessment problem for the experts. A simple process
is essential for reducing expert originating motivational and cognitive biases.
The main challenge is that deﬁning very detailed claims of each TRL is a diﬃcult task
for anyone. It is also very diﬃcult to create a technology independent questionnaire
that consists of dozens of claims. Another approach for designing the questionnaire
is to leave it as simple as possible and rely on each experts ability to understand
and assess technology readiness as a whole. This kind of approach would require the
expert to give only one assessment of TRL per technology resulting in a very simple
statistical model where TRL would be assigned to the category which got the most
expert votes.
In conclusion, two extreme approaches are possible in choosing the modeling ap-
proach for TRA. The ﬁrst tries to minimise expert originated biases by deﬁning an
exhaustive questionnaire for TRA. The challenge is that deﬁning such questionnaire
is a diﬃcult task and will probably introduce analyst originated motivational bias
due to the analyst not fully understanding the technologies being assessed. The
other approach where a minimal questionnaire is designed tries to eliminate any
model originated biases by using as simple model as possible. This relies on the
experts in determining the TRL and requires clear deﬁnition of TRLs to be avail-
able to the experts. As more room is left for experts own assessment, it is likely
that there will be a greater amount of motivational bias as well as cognitive bias
originating from the expert assessment.
Other sources of biases present are more clearly related to the data collection proce-
dure. The selection of respondent population is crucial to the assessment. It should
be large enough to cover all relevant experts but compact enough not to include any
people that do not understand the area under study. Moreover, the questionnaire
invitation and structure need to be so attractive that the invited experts feel it is
useful for them to participate. Response rate is a good indicator for the quality
of results. A very low response rate (e.g. below 10%) indicates that there may be
something wrong with the questionnaire as the experts are not interested in taking
part. A faulty questionnaire will naturally lead in very biased estimates of the TRL.
Most of the subjects relevant for TRA require a global perspective. Especially
in case of information and communication technologies, experts are distributed all
over the world most notably in Europe, Asia and America. The English language
is a natural choice for the study but it needs to be noticed that people have very
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diﬀerent levels of proﬁciency in English. Very simple language should be used to
avoid bias originating from diﬀerent interpretations of questions. In extreme cases
people understand the question in opposite ways rendering it totally useless.
It is likely that the experts suﬀer from wishful thinking when assessing technologies
they are personally working with. If TRA is used for instance in European Union
level funding decision, it is obvious that many experts would answer in such way that
could increase their chances in getting more funding. One solution is to assign low
weights to experts considered suﬀering from wishful thinking, which is of course very
diﬃcult to know. Somewhat easier task is to try weighing experts based on estimates
on their expertise level. Weighing tries to ensure that opinions from best experts
would aﬀect the results most but it is diﬃcult to deﬁne who is a high quality expert
and who is not. A simple weighing scheme is present in the weighed multinomial
model as well as in subjective logic and it can be used to assign weights on experts
by any ranking considered appropriate.
2.6 Implementation
The practical implementation of the expert elicitation process consists of the follow-
ing steps. First, some desk research is required for the analyst to become familiar
with the subject. It is crucial to understand the big picture of technologies to be
assessed in order to design a valid questionnaire. The knowledge on current state-
of-the-art and most potential emerging technologies is especially needed. In the
questionnaire design phase, the analyst needs to deﬁne what is the set of technolo-
gies to be assessed and what are the most relevant factors corresponding to the
technology impact. The questionnaire is designed based on the ﬁndings in the desk
research based and then executed by a web survey tool.
Analysis of the questionnaire data is typically done in either the web survey tool
or in a spreadsheet application. For this study, a simple tool is developed to per-
form all data preparation, analysis and reporting work semi-automatically based on
analysts commands. As the questionnaire structure is diﬀerent each time, a fully
automatic solution cannot be achieved. The implementation follows the guidelines
set in requirements speciﬁcation in the beginning of this section. The visualisation
provided by the tool is in ﬁgure 12 in section 3.
The tool developed is a front-end for loading the data, performing the analysis and
saving the results for later time. It also contains the analysis engine allowing an
easy extension of new analysis or visualisation methods. The main advantages of
the tool are to reduce bias from individual analysts actions and oﬀer a consistent
framework for visualising the results. Moreover, as the data is encapsulated by the
tool there is a smaller chance for altering or losing the work in progress by accident.
In conclusion, the tool developed makes the process much less vulnerable to analyst
originated biases, reduces the amount of work needed and in general results in a
leaner process.
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3 Results
3.1 Comparison
In total 8 methods are compared in this section. They are a basic multinomial model
(Basic), a weighed multinomial model (Weighed), three subjective logic models (SL
Basic, SL Averaging, SL Medium) with diﬀerent parameters, a judge-speciﬁc latent
variable model (Judge-speciﬁc), ICC based latent variable model (ICC) and rater
behaviour based latent variable model (Ratings). The basic subjective logic model
assumes that expert opinions are in the extreme ends of the belief-disbelief scale and
therefore it closely resembles the basic multinomial model. The averaging subjective
logic model distributes the expert opinion uniformly between belief and disbelief and
as a results provides estimates that are heavily biased towards neutral values, thus
the name "averaging". The SL Medium model is in between these two in terms of
the model behaviour.
The basic multinomial model is used as a reference for the comparisons. The basic
model does not make any assumptions on the data and it is not able to include any
additional data in calculating the TRL score. All other methods try to beneﬁt from
additional data either from the analyst (weighed multinomial and subjective logic)
or from the latent structure of data and larger data set for performing the analysis
(latent variable models). For instance, the basic model uses data from 28 raters for
assessing the score of an individual TRL item whereas latent variable models are
able to use data from roughly 28 × 13 × 4 = 1456 individual ratings (experts,TRL
items and technologies).
Table 7 reveals that from the methods compared, averaging subjective logic and
ratings are the least discriminating and the weighed multinomial model is the most
discriminating. This means that 65% of the scores given by the averaging subjective
logic model are closer to the neutral or indecisive value than the scores given by the
basic model. To give a practical example, a model assigning all scores to the neutral
value would get the most robust results with highest bias. Similarly the averaging
subjective logic clearly biases the scores towards the neutral value because of the
handling of uncertainty in the model. Therefore, on average the scores given by the
averaging subjective logic model are 4 percentage points closer to the neutral value
than the scores given by the basic model. Full table of results used for calculating
the scores for comparison can be found in Appendix D.
The latent variable models, Ratings and ICC, are also less discriminating than the
basic model. The only model that is more discriminating than the basic model
is the weighed multinomial. If the comparison is taken on the level of individual
technologies (Tab. 8), one can see that the pattern is the same for each technology.
This is because the weighed multinomial assigns larger weights for experts that
work with a certain technology and these experts are more likely to give answers
with more conﬁdence and tend to favour the technology they are working with.
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Table 7: The eﬀect of models in comparison to the basic multinomial model. The
ﬁrst row indicates the share of individual TRL scores being closer to neutral opinion.
The second row contains the average eﬀect of the model: e.g. -4% means that on
average subjective logic scores were 4 percentage points closer to neutral than with
the basic model. Notable deviations from expected value labeled by exclamation
marks.
Measure
(unit,expected)
Weighed SL Aver-
aging
SL
Medium
SL Basic Ratings ICC Judge-speciﬁc
Scores closer
to neutral (%,
50%)
21 (!) 65 (!) 48 31 (!) 67 (!) 54 54
Median eﬀect
(pp,0%)
2 -3 (!) 1 6 (!) -2 0 0
Average eﬀect
(pp,0%)
2 -4 (!) 1 5 (!) -2 -1 0
St dev of the ef-
fect (pp,0%)
5 7 (!) 7 (!) 8 (!) 6 (!) 5 3
The comparison on the level of individual technologies also reveals that the methods
tend to favour gravure and ﬂexography printing. In case of weighed multinomial,
this is probably due to the fact that they are the least known technologies regarding
their ability to print nanoscale features. Therefore the amount of highly skilled
experts is lower and high weights are assigned on them. The same behaviour, where
gravure and ﬂexography get more extreme scores, can be seen for all other methods,
too. This is clearly an adverse results because it means that two technologies that
get the most extreme scores with the basic method get less extreme scores with other
models. The more advanced methods therefore tend to average the scores especially
when there is a clear indication of an extreme value. In practice this would lead
to a situation where an item that gets 100% respondents agreeing a priori would
get signiﬁcantly lower score after applying the more advanced models because the
models would think this as a faulty score that is not likely given rest of the data.
Table 8: Results broken down on the level of individual technologies show that
nanoimprint lithography is drawn most aggressively towards neutral values. Weighed
multinomial model on the other hand provides more extreme results for each tech-
nology. ICC and Judge-speciﬁc models provide the most robust results in broad
sense. Notable deviations from expected value labeled by exclamation marks.
[pp] Weighed SL Aver-
aging
SL
Medium
SL Basic Ratings ICC Judge-speciﬁc
NIL
Average 1 -8 (!) -3 2 -7 -2 0
Median 0 -11 (!) -4 -1 -6 -2 0
St dev 4 8 (!) 8 (!) 9 (!) 5 5 0
INK
Average 2 -3 0 4 -2 -2 0
Median 2 -3 2 5 -2 -2 0
St dev 5 8 (!) 8 (!) 8 (!) 6 5 3
GRA
Average 3 -1 4 8 (!) 1 0 1
Median 2 0 5 8 (!) 2 1 0
St dev 3 4 4 4 6 4 3
FLE
Average 4 -3 1 4 -2 1 1
Median 5 -1 0 5 -2 2 0
St dev 5 8 (!) 8 (!) 10 (!) 6 5 3
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3.2 Reliability, robustness and sensitivity
A view to the reliability of methods is got by comparing them in terms of deviation
from the best available estimate as well as their variability. The deviation from the
best available estimate, as a function of number of respondents, is calculated for
each method separately. The reference value, i.e. the best available estimate, is the
median estimate with the full population of respondents. Using bootstrap sampling,
1000 samplings for an increasing number of respondents (15 to 28) are drawn from
the full dataset for comparing the methods. All estimates are then compared to the
reference value and an average relative error (in percentages) is plotted in ﬁgure 9a.
Tests were executed at the same time with same samples for all methods apart
from "Judge-speciﬁc". A sample size of 1000 was used, which seems to be large
enough for the results to converge close to their ﬁnal values. Tests for the "Judge-
speciﬁc" method were run independently from others with 500 samples and 500
MCMC iterations for each sample. The convergence of MCMC iterations was only
inspected visually because it is not in the focus of this thesis. The results are very
well in line with other methods and do not indicate that further inspection would be
required for MCMC convergence. Execution of 500 samplings for "Judge-speciﬁc"
method and 1000 samplings for other methods takes a full weekend to ﬁnish even
on the most powerful student computer provided by the Aalto University.
Figure 9a shows that there are clear diﬀerences in the robustness of the methods.
This is closely linked with the type of the methods, as the three least averaging
methods perform the worst. This is because the basic methods do not make any
assumptions on the data, which increases the variance of results. From robustness
viewpoint, latent variable models Ratings and ICC, achieve similar performance
even though their implementations diﬀer signiﬁcantly. Finally, the subjective logic
implementing a classiﬁcation for expert uncertainty seems to be the most robust of
the compared methods. This, however, comes with a price of the method being the
most biased as well.
Another view to robustness is achieved by calculating the Median Absolute De-
viation (MAD) for the bootstrapped estimates. The MADs in ﬁgure 9b show a
similar pattern that is achieved for average errors. This concludes the point that
the more advanced methods for aggregating expert opinion have clearly an eﬀect in
the robustness of results achieved.
Based on results introduced earlier in this section, subjective logic seems the most
convenient method for expert opinion aggregation in this case. None of the more ad-
vanced latent variable models proved to be signiﬁcantly better than subjective logic
in terms of reliability, robustness and sensitivity measures used. Moreover, sub-
jective logic provides very convenient operators for combining beliefs from various
sources of information and merging of diﬀerent statements by e.g. the multipli-
cation operator. The performance of ICC is perhaps the largest surprise in the
comparison. It is the simplest from latent variable models, results in good robust-
ness and relatively low bias. The reason for choosing subjective logic over ICC for
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Figure 9: Median Absolute Percentage Error (MAPE) (a) and Median Absolute De-
viation (MAD)(b) for estimates of methods compared. Clear groups with diﬀerent
performance levels are present in ﬁgure (a) whereas the results in (b) are more dis-
persed. Both measures, however, lead to same conclusion of methods' performances.
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full TRL estimates is that subjective logic can be modiﬁed more easily for diﬀerent
questionnaire settings and the performance diﬀerence is very small between the two
methods.
Based on the TRL data interpretation scheme suggested in section 2, the ﬁnal belief
mass in favour of a certain TRL level to be reached is equal to the average of belief
masses in favour of sub-TRLs have been reached according to the equation below.
In the equation a denotes the number of items agreed on the left hand side and i
each item the TRL consists of.
b(3a) +
2
3
b(2a) +
1
3
b(1a) =
b(i1) + b(i2) + b(i3)
3
(29)
Figure 10 represents the average error in case of TRL 1 as a function of the number
of respondents. TRL 1 consists of 3 items and it is easy to notice that the aver-
age errors are in fact approximately one third of the average error of item speciﬁc
errors. Moreover, when three items have been composed into the TRL estimator,
the diﬀerence in relative errors between the methods get smaller. It is very likely
that this eﬀect results from the correlation between the items. In case of TRL 1,
all the items describe actions in fundamental research phase, which are interlinked
with each other up to some extent. This linkage or correlation between items results
in lower variance in the ﬁnal results.
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Figure 10: MAPE for TRL 1 probability of Nanoimprint lithography as function of
number of respondents. Sampling with replacement (bootstrap), number of samples
100.
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Even though the variance of the results is smaller in the ﬁnal estimates, there are
still signiﬁcant diﬀerences between diﬀerent methods. Figure 11 shows that the
averaging subjective logic framework in terms of deviation of results estimates the
probability of TRL 1 at 65%. On the other hand, the SL Basic with most deviations
would suggest the probability of TRL 1 being approximately 75%. Based on these
results of the ﬁnal estimates, using multiple items to deﬁne the levels of TRL is a
way to decrease variability of the ﬁnal results but it does not guarantee that there
would be no diﬀerences between the analysis methods used.
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(b) Sampling without replacement
Figure 11: Distribution of the ﬁnal estimate of TRL 1 for Nanoimprint lithogra-
phy. (a) Sampling with replacement (bootstrap), (b) sampling without replacement.
Number of samples 100. The most averaging subjective logic variant has least vari-
ation whereas the basic subjective logic has most variation.
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3.3 Final estimates
Figure 12 represents the ﬁnal results obtained by the tool implemented. Based
on the evidence reported earlier in this section, subjective logic was selected as
the aggregation method because it is simple to implement and provides adequate
performance. The same method is used for aggregating both TRLs and technology
impacts taking into consideration that 4 level ordinal scale was used for TRLs and 5
levels for the impact. Estimates of individual impacts are listed in table 9 suggesting
that the nanoimprint lithography has clearly the highest potential of succeeding in
future.
Figure 12: Final estimates obtained by the tool. Analysis method used is subjective
logic
In case of TRLs, achieving the ﬁnal estimates requires deﬁnition of a probability level
when a certain TRL level is reached. Figure 11 shows that diﬀerent analysis methods
suggested diﬀerent probabilities for TRL 1 to be reached in case of Nanoimprint
lithography technology and whether TRL 1 can be assigned for NIL technology
depends on the limit. The motivation for using expert elicitation scheme in the
ﬁrst place is to obtain as objective estimates for the TRL status as possible. It is
very diﬃcult to know, which one of the experts possesses correct information on
the TRL status and therefore it is also diﬃcult to set the decision limit when a
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Table 9: Impact values for nanoscale printing technologies for the moment being
and at estimated time of market entry. Resulting impacts are plotted in ﬁgure 12
[%] Novel features Performance Cost eﬀectiveness Scalability EHS Average
Now
NIL 78 73 71 81 75 76
INK 77 51 63 64 66 64
GRA 51 59 63 63 60 59
FLE 41 60 73 75 58 62
Market entry
NIL 89 86 84 87 81 85
INK 77 70 73 72 70 72
GRA 64 71 76 73 57 68
FLE 62 69 74 71 55 66
level of TRL should be reached. Based on practical consideration, the decision limit
should lie somewhere between 70% and 90%. Limits above 90% would result in each
technology obtaining TRL 0 just because there is a small number of experts who
do not really know what is really going on in the ﬁeld. Setting the limit so high
would mean a highly negative approach. On the other hand, a limit of 50% would
mean that only half of the probability mass is in favour of reaching a TRL leading
to highly positive and thus biased estimates.
The eﬀect of decision limit setting can be seen in table 10. The eﬀect is huge as 10%
diﬀerence in the decision limit can result in one level diﬀerence in the TRL estimate.
One possible explanation based on ﬁndings in ObservatoryNANO (2010c) can be
that nanoimprint lithography and ink-jet printing are the most common printed
electronic technologies used. Therefore, if all the issues of printing nanoscale features
can be solved, these technologies are immediately ready for prototype production
thus leading to rapid development in the technology readiness. This is not the case
with gravure and ﬂexography printing with which it is unclear if they can ever be
used for printing nanoscale features. Nevertheless, the choice of the decision limit
itself is very diﬃcult and can lead to highly biased results. The results here also
indicate that technology readiness is not a strictly linear process. Linearity, however,
is assumed in this work to make analysis and visualisation of results simpler.
Table 10: TRL level estimates on diﬀerent decision limits. The limit setting greatly
aﬀects the results, which need to be considered when analysing the results.
Limit 50% 60% 70 % 80 % 90%
NIL 2.5 2.5 1.9 0.9 0.8
INK 2.7 1.9 0.9 0.8 0.7
GRA 0.5 0.5 0.4 0.3 0.3
FLE 0.6 0.5 0.4 0.4 0.3
The decision tool was also used for TRA of universal memory technologies, which
are a group of non-volatile random access memory technologies (ObservatoryNANO,
2010a). The questionnaire had similar structure to ones used for printed electronics
and optical interconnects with the diﬀerence of TRL assessment consisting of only
one question per TRL. Some of the universal memory technologies have already
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entered the market and therefore there is clearly more variation in the TRL levels
assigned to diﬀerent technologies. Corresponding results of the universal memory
TRA are in table 11.
In case of universal memory (table 11), there is much less sensitivity in the results
than in the printed electronics case. It is clear that decision limit of 90% is too high.
There is also little diﬀerence between results based on decision limit of 50% and
60% indicating that both are too low values for the limit. According to the table,
four of the technologies (MRAM, FeRAM, PCRAM and SONOS) are already in the
market. This correctly represents the reality and can be validated from multiple
sources in the media and was conﬁrmed by a number of experts in the peer-review
of the ObservatoryNANO project Universal Memory brieﬁng (ObservatoryNANO,
2010a). Based on this reasoning, the correct decision limit in this case is somewhere
close to 70%.
Table 11: TRL level estimates on diﬀerent decision limits. The limit setting greatly
aﬀects the results, which need to be considered when analysing the results.
Limit 50% 60% 70 % 80 % 90%
MRAM 5.0 4.9 4.7 4.0 1.0
QD RAM 3.0 2.8 2.7 2.6 2.0
FeRAM 5.0 5.0 5.0 5.0 4.0
PCRAM 4.8 4.7 4.6 3.9 1.0
RRAM 3.5 3.4 2.9 2.8 0.9
CNT RAM 3.4 3.3 3.3 3.0 0.9
Racetrack 3.6 2.9 1.9 0.9 0.8
Millipede 0.5 0.4 0.4 0.3 0.3
CBRAM 3.6 3.5 3.4 3.4 0.9
SONOS 5.0 4.9 4.8 3.9 3.0
NEMS RAM 5.0 5.0 3.9 3.8 0.9
Given the tables 10 and 11, it is not clear where the decision limit of reaching a
certain TRL should be set. There is no correct value for the limit and it is very
likely that best results will be achieved by tuning the parameter case speciﬁcally
because the data set properties vary between diﬀerent questionnaires and respondent
populations. Tuning the decision limit brings another source of bias in the analysis
process. The eﬀect of diﬀerent parameter values is brieﬂy discussed here but a more
detailed discussion would require more experience for applying the tool in real world
TRA exercises.
3.4 Validation of results: case universal memory
The most recent application of the tool and process in practice at time of writing
this thesis is the ObservatoryNANO universal memory brieﬁng (ObservatoryNANO,
2010a). In total 51 experts in various areas of emerging memory technologies were
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contacted during the process and the composed results can be seen in ﬁgure 13.
The information collection process included quantitative questions regarding TRL,
technology impact and time estimates. A large amount of qualitative information
was also collected.
Figure 13: Final estimates obtained by the tool for Universal Memory technologies.
Original ﬁgure provided by the tool slightly modiﬁed manually in order to ﬁt it in
report template. Circle size denotes the number of respondents to the questionnaire,
which is directly related to reliability of the results. Therefore the conclusion for
RRAM, PCRAM and MRAM can be considered most reliable. Red color used shows
what are the most potential technologies according to qualitative feedback from the
experts. The number inside circles tells the median estimate of time to market entry
or maturation.
The validation of results was performed by both expert peer review and validation
by publicly available cues. Four technologies, namely PCRAM, MRAM, SONOS
and FeRAM, are claimed to lie in between market entry and mature markets ac-
cording to the experts contacted. This can be validated by public search engines
and press releases from semiconductor companies developing memory technologies.
For instance, Fujitsu company reports on its website that it has already delivered
some 100 million FeRAM devices, which concludes the point. None of the experts
in the review process argued against the TRL suggestion regarding these mature
technologies. Hewlett-Packard and Hynix have reported their plans to sell RRAM
end-user products by the end of 2013, which is reasonable close to the expert assess-
ment3. According to the news article and other news on the subject, the RRAM is
clearly in the prototype phase.
3EETimes: "HP, Hynix to commercialize the memristor" (August, 2010)
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3.5 Other means for estimating technology readiness level
The questionnaire used for nanoscale printed electronics TRL assessment also in-
cluded a question where experts were asked to indicate a time estimate of when
they expect a certain TRL to be reached 4.3. A 5 point scale is used with levels
corresponding to TRL already reached (Now), TRL will be reached in short term
(1-3 years), TRL will be reached in medium term (4-7 years), TRL will be reached
in long term (Later) or TRL will never be reached (Never). The last option is given
for the experts to indicate that the technology will never mature up to a certain
level due to e.g. limitations in the technology.
Table 12: Estimating TRL by year estimates. Experts gave their answer on scale
{Now, 1-3 years (Short), 4-7 years (Medium), Later (Long), Never}. The scale is
also transformed to numerical values and means are calculated for the values. TRL
estimated from expert given year estimates gives slightly more optimistic results
than the detailed claims.
TRL 1 TRL 2 TRL 3 TRL 4 TRL 5
NIL
Mode Now Short Short Medium Long
Median Now Short Short Medium Long
Mean [1.0, 2.9] [1.3, 3.7] [1.7, 4.6] [3.3, 7.0] [5.9, 10.1]
INK
Mode Now Short Short Medium Long
Median Now Short Short Medium Long
Mean [0.6, 2.1] [1.5, 4.0] [1.8, 4.7] [3.3, 6.9] [5.5, 9.5]
GRA
Mode Now Short Short Medium Long
Median Now-Short Short Medium Medium Long
Mean [0.6, 2.5] [1.3, 3.8] [2.9, 6.4] [4.0, 7.9] [6.7, 11.0]
FLE
Mode Short Short Short Medium Long
Median Short Short Medium Medium Long
Mean [0.5, 2.6] [1.6, 4.6] [2.9, 6.4] [3.7, 7.6] [6.4, 10.8]
Table 12 presents this data in terms of mode, median and mean. Mode and median
represent the original categories whereas the mean is calculated from lower and upper
limits of the categories. Based on the table, it can be concluded that nanoimprint
lithography, ink-jet printing and gravure printing either have reached TRL 1 or are
very close to reaching it. Flexography printing will most probably reach TRL 1 in
1-3 years if time. Moreover, according to the time estimates it is quite clear that
none of the technologies have reached TRL 2 or any of the higher TRLs. It will take
more at least 4 years for any nanoscale printing method to reach the market and
almost 10 years to reach the mature market phase.
Means calculated from the category limits give somewhat controversial results when
compared to modes and medians. For instance, the mode and median state that
ﬂexography printing will be the last technology to reach TRL 1 but mean indicates
that it would be among the ﬁrst ones. The means seem to be well in line with modes
and medians in case of TRL 2 and TRL 4.
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As a conclusion, year estimates can be used for estimating TRLs up to some extent
but the largest challenge is that estimating reliability of the results becomes much
more diﬃcult. On the other hand, the year estimates provide perhaps the most
important results of the whole TRL assessment scheme as they provide an insight
in what will happen in the future. They can be used for assessing the TRLs, too,
but decision on the assessment scheme should be made case by case. Use of year
estimates for TRL estimation was tested in practice for the optical interconnects
case (ObservatoryNANO, 2010b) and it proved to work reasonably well.
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4 Discussion
4.1 Process
The process for TRA has been considered from multiple points of view during the
course of this thesis. The background of this work lies in various attempts in indus-
try and academia to understand technology readiness and its assessment. On the
other hand, expert opinion elicitation and aggregation along with its advantages,
limitations and uncertainties have been considered. As a result, a process and a tool
for expert elicitation for Technology Readiness Assessment was developed.
The work from NASA and DoD for evaluating the TRL shows that the scheme has
practical relevance and the fact that TRLs have been adopted by multiple organ-
isations around the world (including the ObservatoryNANO project) proves that
there is a need for such concept. All the organisations so far have been using TRLs
as an internal tool where the assessment work is done by an individual or a small
group. In the ObservatoryNANO project, TRLs are used for reporting technological
advancements to the general public. The general process for producing reports for
the project have included desk research, expert interviews and questionnaire and
therefore it is sensible to try to improve the quality of the process and make it more
ﬂuent by designing a process for expert elicitation.
Apart from executing expert interviews and questionnaires, there was no prior
knowledge on how the experts would react to the web questionnaires and how to
analyse the data. A practical approach was selected using a set of simple email
based questionnaires for obtaining the data. This kind of approach is reasonable
because in general expert opinion data is very costly to obtain. As a surprise, the
reception of questionnaires and feedback from experts was very positive. Moreover,
the response rates reaching 30% can be considered very high for web questionnaires
on any standards. Many of the respondents replied to the invitation with gratitude
and they were also eager to see the results when published.
Despite the warm welcome, it is by no means easy to design and execute such surveys.
Even though much consideration is put in questionnaire design and understanding
the technology, there is a chance of asking wrong questions. Therefore, understand-
ing the technology is crucial and the requirement cannot be bypassed by developing
the process further. The worst case scenario for questionnaire design would be that
it cannot be used at all because irrelevant or faulty questions were asked because
of limited technological knowledge. Language and cultural issues also play a role
in the data collection. The scope of questionnaires is world-wide and the language
skills and culture vary from expert to expert. The questions should be so unam-
biguous that every respondent understands them in the same way. This requirement
is very hard to satisfy and one has to rely on the assumption that majority of the
respondents got the question correctly.
It is also very diﬃcult to obtain a statistically valid sample, which needs to be
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taken into account when analysing and interpreting the results. The amount of
responses received should be at least on the level achieved in this study: from 30 to
50 experts. This of course depends on the number of technologies to be assessed,
the more technologies the more experts need to be reached. As the response rates
achieved were above 10%, the number of respondents can be quite easily increased
by inviting more people to participate in the study. There is of course a limit to this
because there is no reason to invite non-experts to join the study and therefore the
sample size cannot be increased inﬁnitely.
The results and ﬁndings of this study can be considered from qualitative and quan-
titative points of view. The former includes the whole process as a way for collect-
ing and analysing expert opinion and reporting the TRL status based on multiple
sources of information. Previously, the process for producing reports for the Obser-
vatoryNANO project has included desk research, expert interviews and case speciﬁc
questionnaires. The process developed here partially answers to each part by provid-
ing a lot of qualitative information on the TRL status, which could only be received
by extensive expert interviews. Quantitative data is also obtained and this data
can be used for creating visualisations to support other parts of the TRA. Similarly
to the Delphi process, the quantitative data cannot be considered as a statistical
representation of the technology status and therefore one needs to be careful on how
to interpret the results.
4.2 Methodology
Altogether three approaches for questionnaire design and TRL assessment were pre-
sented in sections 2 and 3. The most thorough follows the guidelines of NASA/DoD's
TRA process where each TRL consists of several items, which need to be achieved
before a certain TRL can be reached. This approach was applied for analysing
nanoscale printed electronics manufacturing technologies. It is mostly used in de-
velopment of the analysis framework presented in this study.
A simpler approach was employed in the case of optical interconnects consisting of
bare time estimates provided by the experts. This results in a much shorter ques-
tionnaire still making proper execution of TRA possible. The largest disadvantage
is that the experts only provide a time estimate without any indications of their
conﬁdence, which makes estimation of uncertainty more diﬃcult. TRA framework
developed in this study does not currently utilise time estimates but their analysis
is rather simple in a spreadsheet program.
The ﬁnal approach simpliﬁed the original TRA scheme by using only one question
per TRL, i.e. whether the TRL has been reached or not. A 7-point ordinal scale
was used and the analysis was performed with the framework developed.
In conclusion, there is no clear answer to how the TRL status should be asked from
the experts. According to table 3 in section 2, the respondents behaved similarly in
each case and approximately 55% of the experts who clicked the invitation link also
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responded to the questionnaire. The diﬀerences in the ratio of "Clicked" invitees is
dependent on the population and attractiveness of the invitation letter. These ﬁnd-
ings suggest that the questionnaire design can be altered case speciﬁcally according
to expectations from the TRA results. For a general overview, it may be enough to
use a simple questionnaire but in more complex cases more thorough approach can
be applied.
The TRA process developed by NASA/DoD is essentially linear and results in binary
estimates of TRL. This is understandable when the TRA is used for risk analysis
and a certain risks are closely related to TRLs. For forecasting purposes that are a
central part of this study, greater ﬂexibility could be allowed in assigning the TRL.
This could in practice mean assigning a probability for each TRL and visualising the
information eﬀectively. The visualisation is, however, supposed to be very simple
and including the distributions could end up in a messy result diﬃcult to use in
practice. The process as such does not take into consideration the fact that mature
technologies also develop all the time. The development can be modelled by technol-
ogy impact but currently the model is only a static representation of the technology
status. An estimate for TRL development is included in the visualisation and future
impact estimates were asked in the printed electronics questionnaire but the experts
found it diﬃcult because the deﬁnition of a reference level is not unambiguous.
4.3 Future research
The process developed in this thesis deals with multiple disciplines. Background for
the assessment framework includes technology readiness assessment by NASA/DoD,
general technology assessment theories from multiple authors, decision analysis the-
ory and elicitation and aggregation of expert opinion. Based on the ﬁndings of this
study, there is no clear need for studying diﬀerent analysis methods further unless
more eﬀort is put in the data collection ﬁrst.
Before executing the questionnaires for the three cases presented earlier, it was very
uncertain if a web questionnaire is a suitable tool for collecting expert opinion for
TRA. It turned out that a large amount of both quantitative and qualitative data
can be collected in such way and it is possible to ﬁnd out the technological status by
the process developed here. The simplest way for achieving higher quality results
would be increasing the amount of experts taking part in the process and further
improving the questionnaire invitation letter and structure.
To increase the amount of expert contribution the questionnaires could be used as
part of a Delphi process for instance in an international conference. This would, of
course, require a signiﬁcant eﬀort from the analyst, which is in contrast with the
requirements speciﬁed in section 2. Another more likely scenario could be intro-
ducing periodical screening of certain technology areas, where the same group of
experts would provide their feedback in e.g. 6 or 12 month intervals. This kind of
approach would add a temporal dimension in TRA. Thus, one possible theme for
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future research would be how to improve the reliability of the analysis by getting
the experts more involved in the process.
Another viable goal for future research would be to study the eﬀect of variations in
the questionnaire design to the ﬁnal results. This could include both questionnaire
structure and data type to be collected. Three diﬀerent structures were introduced
in this study and further research could try to address what are the factors in the
questionnaire structure aﬀecting response rate and what kind of questionnaire has
the best balance between response rate and quality of responses. Another important
part in the questionnaire design is also the model and corresponding data collection
of expert uncertainty.
The subjective logic framework, for instance, allows the use of continuous scales
for both belief and uncertainty for each individual item. Therefore, it would be
favourable if the questionnaire allowed the experts to give estimates of their level
of certainty for each individual item. One possible method for gathering this kind
of information could be the Visual Analog Scale (VAS) used in psychometrics and
implemented in some web survey platforms. Such method for data collection could
potentially lead to simpler questionnaire structure capable of collecting more data
than the current solution. Visual Analog Scale is not, however, implemented in the
survey platform used and therefore its application was not possible for this thesis.
Currently, most commercial survey platforms do not have an implementation for
VAS which furthermore limits its applicability.
In conclusion, the framework and tool for technology readiness assessment have
proven to be useful for the purpose they are designed. The process provides in-
dependent information to support traditional qualitative analysis, which deﬁnitely
helps the TRA process even though the statistical signiﬁcance cannot be guaranteed.
This is in line with the Delphi method that is the closest counterpart in technology
assessment methodology. Based on practical experience from applying the tool in
real world exercises of printed electronics, optical interconnects and universal mem-
ory, the methodology works as it was intended to. According to expert reviews
and manual validation of results from various sources, it seems that the estimates
represent the current technology status rather accurately.
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Appendix A
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(a) Nanoimprint lithography
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(b) Ink-jet printing
Figure A.1: Data on TRL related claims for printed electronic manufacturing tech-
nologies: Nanoimprint lithography (a) and ink-jet printing (b)
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(a) Gravure printing
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(b) Flexography printing
Figure A.2: Data on TRL related claims for printed electronic manufacturing tech-
nologies: gravure printing (a) and ﬂexography printing (b)
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Appendix B
Table B.1: A simple taxonomy of Futures Research Methods (Glenn and Gordon,
2009)
Method Quantitative Qualitative Normative Exploratory
Agent Modeling X X
Causal Layered Analysis X X
Chaos and Non-Linear Systems X X
Cross-Impact Analysis X X
Decision Modeling X X
Delphi Techniques X X X
Econometrics and Statistical Modeling X
Environmental Scanning X X
Field Anomaly Relaxation X X
Futures Polygon X X X X
Futures Wheel X X X
Genius Forecasting, Vision, and Intuition X X X
Interactive Scenarios X X X
Morphological Analysis X X
Multiple Perspective X X X
Participatory Methods X X
Prediction Markets X X
Relevance Trees X X
Robust Decisionmaking X X
Scenarios X X X X
Science and Technology Roadmapping X X X X
Simulation-Gaming X X
State of the Future Index X X X X
Structural Analysis X X X
Substitution Analysis
Systems Modeling X X
Technological Sequence Analysis X X
Text Mining X X X
Trend Impact Analysis X X
Visioning X X
Wild Cards X X X
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Appendix C
Printed electronics questionnaire with the following manufacturing technologies assessed:
• Roll-to-roll nanoimprinting
• Inkjet printing
• Gravure printing
• Flexography printing
1. How familiar are you with the following technologies?
• I am (or have been) working with or studying this technology
• I know how the technology works
• I am not familiar with this technology
2. Fundamental research
(a) Physical laws and phenomena behind this technology for printing nanoscale features are known?
• Strongly agree
• Moderately agree
• Moderately disagree
• Strongly disagree
(b) Beneﬁts of this technology in nanoscale printed electronics for ICT applications are known?
(c) Critical elements (functions/components/materials/inks) of this technology enabling ICT applica-
tions have been identiﬁed?
3. Applied research: Component and system level proof-of-concept
(a) Critical elements (functions/components/materials/inks) are available for printing proof-of-concept
nanoscale features for ICT applications?
(b) This technology has been demonstrated in printing proof-of-concept nanoscale features for ICT ap-
plications?
(c) End user requirements for the ICT applications have been deﬁned?
(d) Performance of proof-of-concept models is on required level?
4. Prototype
(a) Final operating environment and external interfaces for ICT applications have been deﬁned?
(b) Prototype products with all required functionalities have been printed with this technology?
(c) Performance of prototype products in the ﬁnal operating environment is on required level ?
5. Market phase
(a) There is an ICT market need for nanoscale electronics printed with this technology?
(b) First products for ICT applications containing nanoscale features printed with this technology have
entered the market?
(c) Multiple vendors are providing products printed with this technology?
6. Please indicate the year when you expect the listed Technology Readiness Levels to be reached
(a) Fundamental research: Basic elements and technology concept
• Now
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• 1-3 years
• 4-7 years
• Later
• Never
(b) Applied research: Component and system level proof-of-concept
(c) Prototype: Functional prototypes built
(d) Markets: Market entry
(e) Markets: Mature markets
7. What is the current status of technologies listed compared to the current state-of-the-art printed electronics
manufacturing technologies?
(a) Manufacturing process enables novel features in nanoscale printed electronics ICT applications
• Very good
• Good
• Neutral
• Bad
• Very bad
(b) Performance (e.g. speed, linewidth, yield, reliability) of the manufacturing process
(c) Cost eﬀectiveness of the manufacturing process
(d) Scalability of the manufacturing process
(e) Environment, Health and Safety (EHS) aspects of the manufacturing process
8. Please estimate the status of technologies listed when they hit the market compared to the current state-
of-the-art printed electronics manufacturing technologies?
(a) Manufacturing process enables novel features in nanoscale printed electronics ICT applications
(b) Performance (e.g. speed, linewidth, yield, reliability) of the manufacturing process
(c) Cost eﬀectiveness of the manufacturing process
(d) Scalability of the manufacturing process
(e) Environment, Health and Safety (EHS) aspects of the manufacturing process
9. What kind of ICT applications could need printed nanoscale features? Comments?
10. Are there any other signiﬁcant impacts or issues related to technologies assessed?
11. Please, give general feedback on technologies assessed or the questionnaire here
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Appendix D
Table D.1: Full results of method comparisons for the printed electronics data
Basic
multi-
nomial
Weighed
multi-
nomial
SL Aver-
aging
SL
Medium
SL Basic Ratings ICC Judge-
speciﬁc
1
NIL 67 % 68 % 63 % 66 % 70 % 61 % 63 % 66 %
INK 62 % 67 % 65 % 70 % 75 % 56 % 61 % 65 %
GRA 38 % 36 % 33 % 29 % 26 % 36 % 38 % 40 %
FLE 41 % 32 % 32 % 28 % 24 % 36 % 38 % 43 %
2
NIL 85 % 89 % 72 % 82 % 91 % 73 % 78 % 85 %
INK 62 % 63 % 57 % 61 % 65 % 53 % 53 % 61 %
GRA 38 % 38 % 45 % 40 % 36 % 42 % 42 % 35 %
FLE 45 % 50 % 47 % 48 % 49 % 41 % 40 % 43 %
3
NIL 59 % 63 % 60 % 62 % 64 % 60 % 60 % 59 %
INK 45 % 46 % 54 % 52 % 50 % 46 % 51 % 43 %
GRA 33 % 29 % 33 % 28 % 23 % 36 % 34 % 32 %
FLE 32 % 23 % 31 % 25 % 19 % 38 % 35 % 30 %
4
NIL 63 % 68 % 63 % 68 % 74 % 58 % 57 % 63 %
INK 48 % 52 % 56 % 57 % 58 % 48 % 51 % 46 %
GRA 30 % 30 % 35 % 29 % 24 % 33 % 35 % 32 %
FLE 38 % 33 % 35 % 34 % 33 % 35 % 32 % 40 %
5
NIL 65 % 78 % 75 % 83 % 91 % 60 % 64 % 65 %
INK 50 % 57 % 58 % 61 % 65 % 40 % 50 % 44 %
GRA 30 % 29 % 29 % 26 % 22 % 25 % 28 % 22 %
FLE 38 % 29 % 29 % 26 % 24 % 26 % 28 % 31 %
6
NIL 44 % 44 % 48 % 47 % 47 % 49 % 48 % 44 %
INK 48 % 54 % 51 % 53 % 54 % 47 % 46 % 48 %
GRA 50 % 50 % 51 % 55 % 58 % 43 % 45 % 47 %
FLE 37 % 45 % 50 % 53 % 56 % 43 % 38 % 34 %
7
NIL 25 % 28 % 44 % 37 % 31 % 39 % 38 % 26 %
INK 27 % 30 % 44 % 41 % 38 % 36 % 34 % 31 %
GRA 11 % 10 % 21 % 13 % 5 % 17 % 21 % 13 %
FLE 5 % 0 % 18 % 9 % 1 % 17 % 16 % 7 %
8
NIL 38 % 36 % 45 % 41 % 38 % 39 % 38 % 37 %
INK 46 % 50 % 47 % 49 % 51 % 41 % 45 % 44 %
GRA 42 % 37 % 39 % 34 % 29 % 34 % 41 % 41 %
FLE 30 % 29 % 40 % 36 % 32 % 34 % 33 % 28 %
9
NIL 17 % 17 % 31 % 24 % 17 % 24 % 19 % 17 %
INK 32 % 36 % 43 % 39 % 36 % 35 % 34 % 32 %
GRA 37 % 35 % 39 % 37 % 35 % 28 % 32 % 35 %
FLE 25 % 25 % 34 % 32 % 30 % 26 % 21 % 22 %
10
NIL 13 % 16 % 30 % 23 % 17 % 22 % 16 % 13 %
INK 13 % 12 % 25 % 19 % 12 % 22 % 15 % 14 %
GRA 24 % 16 % 21 % 15 % 8 % 19 % 22 % 25 %
FLE 11 % 5 % 19 % 11 % 3 % 19 % 13 % 12 %
11
NIL 91 % 88 % 80 % 83 % 86 % 78 % 93 % 91 %
INK 69 % 78 % 68 % 74 % 81 % 68 % 66 % 65 %
GRA 71 % 72 % 68 % 72 % 77 % 57 % 70 % 67 %
FLE 63 % 71 % 67 % 73 % 79 % 58 % 63 % 59 %
12
NIL 17 % 20 % 30 % 26 % 21 % 21 % 15 % 17 %
INK 10 % 0 % 13 % 7 % 1 % 14 % 8 % 10 %
GRA 19 % 12 % 16 % 12 % 9 % 14 % 14 % 19 %
FLE 13 % 6 % 14 % 9 % 4 % 14 % 11 % 13 %
13
NIL 25 % 25 % 37 % 34 % 30 % 25 % 20 % 25 %
INK 36 % 33 % 31 % 31 % 31 % 30 % 28 % 38 %
GRA 14 % 7 % 14 % 9 % 4 % 16 % 12 % 14 %
FLE 19 % 17 % 25 % 21 % 17 % 20 % 15 % 19 %
