The liberalization of electricity markets and the development of renewable energy sources has led to new challenges for decision makers. These challenges are accompanied by an increasing uncertainty about future electricity price movements. The increasing amount of papers, which aim to model and predict electricity prices for a short period of time provided new opportunities for market participants. However, the electricity price literature seem to be very scarce on the issue of medium-to long-term price forecasting, which is mandatory for investment and political decisions. Our paper closes this gap by introducing a new approach to simulate electricity prices with hourly resolution for several months up to three years. Considering the uncertainty of future events we are able to provide probabilistic forecasts which are able to detect probabilities for price spikes even in the long-run. As market we decided to use the EPEX day-ahead electricity market for Germany and Austria. Our model extends the X-Model which mainly utilizes the sale and purchase curve for electricity day-ahead auctions. By applying our procedure we are able to give probabilities for the due to the EEG practical relevant event of six consecutive hours of negative prices. We find that using the supply and demand curve based model in the long-run yields realistic patterns for the time series of electricity prices and leads to promising results considering common error measures.
Introduction
The past decades in electricity price research were characterized by the rapid liberalization process of several electricity markets across the world and the increasing development of renewable energy. Either voluntarily or by regulation, many institutions in the field of electricity contributed to an continuously improving transparency and quality of mostly freely available information on electricity prices and related time series. This in turn has helped researchers and practitioners to understand the mechanics of the price formation and lead to a large amount of papers which focus on electricity price forecasting. According to Weron, there was only a negligible amount of papers published before the year 2000, whereas in 2005 and 2006 the amount of papers reached their first peak point followed up by its hitherto maximum in 2009. (Weron, 2014) Research in electricity price forecasting originates from many different fields of science, e.g. engineering or statistics, which led to a manifold structure of different approaches. However, most of these approaches have in common that they focus on forecasting electricity prices in the short-term, specifically up to one day ahead with an hourly resolution (see e.g. Aggarwal et al. (2009) or Weron (2014) for a literature review on electricity price forecasting). In contrast to this, electricity price forecasting methods which consider a longer period of time are rare. (Yan and Chowdhury, 2013 ) A large proportion of research for that time horizon originates from fundamental models, which capture that no temporal dependency information is used remains unsolved.
Summarizing these findings, we observe that electricity price forecasting approaches rarely focus on models, which are able to produce long-term forecasts with hourly resolution. By adding the important perspective of probabilistic forecasting there is no single paper known to us, which can account for all three components. Possible reasons for that are for instance computational burdens due to high-dimensional datasets and too restrictive modeling perspectives. However, the recently developed X-Model, which considers the price as a function of supply and demand, provides a promising basis to meet all the requirements for probabilistic long-term modeling with hourly resolution. The model was proposed by Ziel and Steinert (2016) and focuses on the hourly sale and purchase curves for electricity, as illustrated in Figure 1 . By analyzing the bidding behavior of market participants, the model is able to predict not only impending heavy price movements but also the whole time-dependent distribution function, including the stylized fact of price clusters. To construct forecasts the model utilizes the main source of price formation, e.g. the expectations of market participants about the key drivers of electricity prices. These expected or planned time series of conventional generation, wind and solar power are shown in Figure 1 . Using these time series qualifies the model in general to incorporate possible shocks on the electricity market, e.g. the outage of power plants. Extending this model to a long-term forecast horizon will therefore also grant insights for the electricity price in long-term scenario analysis, when for instance the expansion of renewables is considered. Moreover, electricity producers or consumers need accurate forecasts for future events to reduce business risk. For instance, renewable energy producers in Germany can get subsidies according to the German Renewable Energy Sources Act 2014 (EEG 2014). However, due to §24 of the EEG 2014 these payment is cut, if the electricity price is negative for at least six hours in a row. Those events where the electricity price is negative for six hours in a row are extremely difficulty to forecast, especially if they are far in the future. One reason for that is that these events are usually very rare and therefore only a few observations to learn from are present. Moreover, to successfully predict such an event the dependency structure between the electricity prices must be forecasted. Standard techniques that give an hourly price forward curve as well as so called probabilistic forecasting methods like quantile regression are not able to do so. The statistical reason behind it is that quantile regression only allows the evaluation of the marginal distribution of the electricity price at a certain time point, but ignores the dependency structure that is relevant for events like the six consecutive hours of negative prices. This 4 paper presents a modeling methodology that allows for forecasting and estimating the probability of these events even far in the future.
The approach we will establish within this paper will therefore start with the basic X-Model and aims to amplify it to long-term forecasting. We will therefore elaborate a scheme which maps real observations of electricity production into market expectations. We will follow up with a rigorous presentation of the full density of up to a few years ahead forecasted electricity prices and present information on the important probability for six consecutive hours of negative prices. Hence, our paper is organized as follows. In section 2 we will describe the neccessary model setup, the dataset and the market conditions of the EPEX SE for the auction of the day-ahead electricity spot price of Germany and Austria. Section 3 provides a brief introduction to the X-model and will continue with a detailed description of the changes necessary to adjust the model to a long-term forecasting horizon. In the following we will describe our forecasting procedure briefly. The outcome of our forecasting study is presented in section 5 which will also cover the results of the analysis for the likelihood of hours with negative prices. We will evaluate our approach by a common error measure for probabilistic forecasting and will provide a critical reflection of our work. Section 6 concludes our findings.
Market Model
The model for the hourly German and Austrian EPEX day-ahead spot price is constructed in several steps.
Assume we want to estimate the electricity price of a day d. As we model a day-ahead market were the auction is every day at 12:00 for the 24 hours (from 0:00 to 23:00) of the next day we have to take into account that traders on the market must make their bidding decision based on expectation for the next complete day. Thus their bid relies heavily on the expectations of relevant input variables, such as the load or the wind power net feed-in of the next day. These expectations are in generally quite good, but still suffer from uncertainty. Note that the predictions of many input variables used for making the bid decisions, such as wind power net feed-in, tend to have larger uncertainty for later hours. So the wind-power forecast for the 0:00 hour is usually much closer to the true value than the 23:00 hour. This is simply because of the fact that the latter event is further in the future and meteorologic models get worse precision with increasing forecast horizon. To tackle this issue we invented a specific model setup which uses four different steps. These steps, which are also illustrated in Figure 2 , consist of:
1. The physical market situation of a certain day, e.g. the actual load or wind power production, is simulated and considered as real observed time series.
2. Based on the simulated physical market we construct the expected values of these time series, as if market participants would estimate the planned capacity for e.g. their power plants.
3. Given the planned processes we utilize the expectations to construct the bidding behavior for the supply and the demand side of the market by using the X-Model.
4. All the bids are aggregated and yield the sell and purchase curves of the market for which the intersection represents the market clearing price.
This model setup will be explained in detail in the following sections.
The physical market situation model objects
The physical market situation is described by a multivariate process of relevant hourly inputs. These considered market information contains several processes. For our model setup they are the electricity generation of power plants of specific types, like nuclear, lignite, hard coal, natural gas and pump storage, where each energy source has its own time series. Moreover, we added the joint production of conventional power plants larger than 100 MW installed capacity as one single time series, the electricity consumption, the temperature and the wind and solar power net feed-in. For the temperature we consider only the temperature of Frankfurt(Main) which is a city in Germany, relatively close to the center. Even though we consider the German/Austrian market, all these processes cover only German information due to a lack of availability of the considered data for Austria. Nonetheless, the electricity consumption of Austria is only about 10% of the German electricity consumption. All production data originates from the EEX transparency database and the temperature data is downloaded from the Deutscher Wetterdienst (German Meteorological Office) climate data center.In Figure 3 all the considered relevant processes, except for the temperature, are illustrated for the same period of time as used in Figure 1 . Note that the considered power generation does not always sum up to the full consumption for two reasons. The first one is that some electricity sources are ignored in the study, for example biomass and hydro power, mainly because of the data quality not being sufficient. The second reason is that electricity imports and exports of electricity are ignored. As Germany is usually an electricity exporting country during the years of consideration, it happens that the sum of the considered generation sources is larger than the consumption even though not all power sources are included.
For the considered processes we assume a specific relationship. For example the temperature in-fluences the electricity consumption, but not the other way round. Furthermore, we decided to adjust the wind and solar power feed-in by the installed capacity. The main reason for this is that we wanted to smooth these time series to increase predictability. This procedure also guarantees that we take the increased production over the years into account. We define the capacity adjusted wind and solar generation process to be the wind and solar net feed-in divided by the installed capacity of this time point. This process is more or less boiled down to the wind and sunshine effects. The installed capacity data originates from the Bundesnetzagentur (German Federal Network Agency). As the processes evolve over time we consider an autoregressive model for Y t that is able to capture all relevant known stylized facts , see e.g. Paraschiv et al. (2014) or Ziel et al. (2015) . These processes can be partitioned into two groups. The first one contains processes that are mainly driven by human impact, the other one are mainly driven by meteorologic influence. In our situation, only the temperature, the wind and solar processes fall into the meteorologic class. All other inputs fall into the first class where we have clear human impact, especially weekend effects and public holiday effects.
Day-ahead expectations on the physical market situation
In order to determine the correct bid price, market participants have to make their expectations about all the before mentioned time series. Due to the day-ahead market structure, they have to do this for a time horizon of 24 hours of the next day. To determine a market price participants cannot know the physical market setting which corresponds to the day-ahead price they trade, as this is information concerns the future. It is therefore necessary, to transfer the physical market setting towards the market participants expectations, before we can directly implement them into the X-model.
For the 3-dimensional process of real produced electricity Y gen.,t , Y wind,t , Y solar,t , for which gen represents the generation of all conventional power plants, we observe the corresponding expectations for these time series one day in advance as planned production, as they are published by the EEX transparency. Hence, we denote the corresponding planned or day-ahead expected processes of Y gen.,t , Y wind,t , Y solar,t by Y exp. gen.,t , Y exp. wind,t , Y exp. solar,t as expectation for the physical market situation. To extend the notation from t to a more detailed day and hour representation we will use
,h , where d is the day of time t and h is the corresponding hour of the day. As we can match the real production time series from the physical market setting with the expectations represented by the planned production we can learn from the decision making process over time and create our own expectation generating process using the physical market setting. The exact way this is done is described in section 3.
Market model objects
To map the expectations into the actual electricity price, we make use of the X-model of Ziel and Steinert (2016) . To utilize this model, we need to analyze and model the sale and purchase curves of the market.
The market clearing price is the result of an auction that takes place every day at 12:00 for the next day. For the German and Austrian EPEX spot price the EUPHEMIA algorithm is used since February 2014. This is a very complex algorithm developed from markets participating in the Price Coupling of Regions Initiative (PCR) like EPEX SPOT, Nord Pool, GME or OMIE. We use a simple but efficient approximation, that models the bids on the supply and demand side. By market regulation the price is defined to be between -500 and 3000 EUR/MWh. Market participants can give their bid in this price span, where the minimal volume unit is 0.1 MWh and minimum price difference is 0.1 EUR/MWh. There are several different order products available, for example simple orders, block orders and smart orders, which are not included into our model setting. We approximate the market by regarding every bid as a simple order. Therefore we take the reported aggregated sale and purchase curve of the EPEX, and compute the bid volume at each price and each time point as if there were no block products. For a minimum price difference of 0.1 EUR/MWh on a possible price range of -500 to 3000 EUR/MWh this leads to 35001 possible volumes on the given price grid. To reduce the dimension we use the grouping approach from Ziel and Steinert (2016) . Here we create groups for the bidding behavior at the supply and demand side such that every bidding group contains in average about 1000 MWh of the bid volume. So e.g. there could be a group ranging from 10.0 EUR/MWh to 15.3 EUR/Mwh that contains all bid on the demand side. Note that for the supply side this usually results in a different restriction.
Every group is now considered a single time-series which is dependent on the expectations of the market participants regarding the distinct energy sources. Please note that the physical market situation therefore only has an indirect impact on the model, as we only use the expectations transitioned from the physical market and not the physical time series itself. From the different groups we are able to approximately reconstruct the original sale and purchase curves. For the exact description on how this is done, we refer to Ziel and Steinert (2016) .
The time series models
As mentioned, we can divide the process into two classes. The physical market, that evolves over time and the bidding processes which consists of the expectations for the market situation one day ahead. We usually have 24 hourly prices every day, except for the last Sunday in March, where only 23 hours are traded and the last Sunday in October, where 25 values are traded. As we want to exclude this effect, which is induced by the clock change we interpolate the missing hour in March and average the two 2 a.m. hours in October.
Model for physical market situation
For the processes of the first class we consider a model that captures the autoregressive impact, the daily, weekly and annual seasonal behavior and public holidays effects as well as interaction effects. The general construction of the models follows mainly the probabilistic load and temperature forecasting model of Ziel and Liu (2016) . It proved high forecasting accuracy in forecasting competitions for short and long term forecasting, see Hong et al. (2016) .
In general, for all processes the assumed model is given by
for each i ∈ {1, . . . , D} where ψ i,k and φ i,j,k are parameters, U k,t are external regressors and ε i,t the error term. The first sum contains dummy information, such as seasonal cycles or public holiday impacts. In detail, the index sets I i describe the active dummy information. The index sets J i,j specify the autoregressive dependency structure. So it gives the lags of time series j that have a potential impact on the time series i. Furthermore, for each time series we distinguish between two different types of modeling: If Y depends on X such that Y t depends on X t−1 , X t−2 , . . . we call this dependency autoregressive. If Y depends on X such that Y t depends on X t , X t−1 , X t−2 , . . ., e.g. it uses the actual value of X t , we call the dependency causal autoregressive. The dependency concerning the causally autoregressive characterization of the involved processes of the market situation is illustrated and given in Figure (4) . The black solid arrow characterizes a causal autoregressive relationship. All components within a box of Figure (4) depend on each other autoregressively, e.g. the meteorologic components and the consumption/production based components. Note that the meteorologic components do not depend on the consumption/production time series, so for instance the temperature does not depend on the electricity consumption but obviously the consumption depends on the temperature. The dashed arrows illustrates the capacity transformation of the wind and solor power, which we receive easily by multiplying the seasonal adjusted wind and solar processes with the installed capacity at time t. In detail, if a relationship between i and j in model equation (1) causally autoregressive we use J i,j = {0, . . . , 360}. Hence, we allow for a possible memory of 360 historic hours which corresponds to 15 days. The external regressors U k,t are made of several components as similarly used in Ziel and Liu (2016) . The full matrix U t is given by
where we have daily, weekly, annual, smooth annual, daily-smooth annual interaction, fixed date holidays and varying date holidays effects. For the meteorologic components we only consider daily, smooth annual and daily-annual interaction effects, as the other ones are clearly human driven due to week or holiday pattern.
The daily and weekly components are defined by U
and U
give the hour of the day (0, . . . , 23) and week (0, . . . , 167) and the day of the year (1, . . . , 365) of hour k where the 29th of February is considered as 28th February (both are considered as day 59 of the year). For the smooth annual basis we consider simply sin and cosine functions with a period of 365.24 and 365.24/2. The interactions are defined as multiplication of each daily component of U daily k,t with their U sm. annual k,t . This multiplication allows for changes of the daily pattern over the year. This is usually very distinct for meteorologic components, as the length of the night is shorter in summer in the northern celestial sphere than in winter.
The most complex external regressors concern the public holidays. Here we distinguish between fixed date and varying date public holidays, as considered in Hong (2010) or Ziel and Liu (2016) . Fixed date public holidays are every year at the same date, so e.g. 1. January (New Years Day) or 25. December (Christmas). Here the weekday when the public holiday occurs changes from year to year. Therefore the human impact is likely to change as well from year to year, thus the modeling is quite complicated. For the flexible date holidays the date changes over the year. In Germany this affects Easter related holidays. Still, here the weekday of the public holiday is fixed, e.g. Black Friday is on a Friday or Easter Monday is on Monday. Hence, it makes sense to assume that the effects are similar every year. A more detailed definition of the used external regressors U k,t is presented in Ziel and Liu (2016) . As public holidays we consider all official public holidays of Germany, such as the important regional public holidays Corpus Christi, Epiphany, All Saints as well as Christmas Eve and New Years day.
Model for day-ahead expectations of the physical market and bid processes
As we are aiming to forecast the electricity price up to three years by forecasting the different bid price groups we need to forecast the expectations for the physical market also for up to three years. As this cannot be done by simply estimating and forecasting these time series of expectations with 365 or 366 days ahead, we had to create a specific update scheme for the expectations.
This procedure is illustrated exemplary in Figure 5 . There we assume that the current time is at day d and h = 18 and we are interested in a three days ahead forecast, so d + 3. For the day d + 3 the auction takes place at d + 2 and h = 12. At day d 18:00 we can create a model for the physical market components as described in section 3.1. Given such a model we can simulate many wind power productions paths, which characterize the space of possible market situation outcomes. All these simulation paths are equally likely. In the figure there are two possible paths for the wind power generation given. A market participant could have observed e.g. the path 1 in cyan. On auction day d + 2 at 12:00 the market participants have to make up their expectations on the market situation for all 24 hours of the next day d + 3. These expectations are conditional expectations of all available data up to the day d+2 at h = 12 where the day-ahead auction takes place. A real market participant would now make a forecast for the planned production based on the available information set up to that day and hour. However, as we already stated, the time series of market participants expectations was modeled so that it incorporates the real production value of the future. Given the simulation path 1 for the wind production we can now use this information additionally to create a smooth day-ahead expectation time series of the market participants, simply by treating this simulated path as real future path of wind production. Please note, that these expectations are not necessarily unbiased. The same explanation applies to the second simulated wind path in pink, which seems to shift in a slightly different direction. 0:00 6:00 12:00 18:00 0:00 6:00 12:00 18:00 0:00 6:00 12:00 18:00 0:00 6:00 12:00 18:00 0:00 6:00 12:00 18:00 0:00
observed wind simulated wind path 1 expected wind of path 1 at d+3 simulated wind path 2 expected wind of path 2 at d+3 day−ahead auction at d+2 actual time Figure 5 : Different simulated wind production paths for a three days ahead forecast. The solid bold print lines in red and blue show the forecasted time series of expectations of the market participants given the simulated wind path right before the auction for the third day starts. These expectations are formulated on the assumption that these simulated paths were the real observable wind production.
Given the true market situation we can infer the expectations from the actual market situation. Therefore we use the available planned process Z t which is the planned process of Y t . Z t is assumed to be available to the market participants one day in advance. Remember that the auction is every day at 12:00 and the day-ahead forecasts Z t are available for the full next day at this time point. Similarly we have the grouped bids as a 24-dimensional process. Therefore we model these day-ahead expected processes by the 24 individual submodels. The general modeling approach is similar to Ziel and Steinert (2016) .
Let Z d,h denote the planned process at day d and hour h, we can model Z i,d,h for every time series i by
Similarly as for the physical market situation we consider a specific autoregressive relationship. So the planned processes of wind and solar generation depend only on the true values of the future, so that the forecasting behavior of the planned processes is well mapped. This helps the model to learn from the expectation formation process given the true production process. When the out-of-sample forecasting is done for the physical market we are able to map the expectations from the forecast values as if they were the true values of the production process. In contrast, the bidding groups depend on the physical market expectations, e.g. the day-ahead expectations of wind, solar and conventional generation, in a causal autoregressive way. Additionally these day-ahead market bids also depend in a standard autoregressive way on their own history. In detail we assume for a autoregressive relationship between i at hour h and j at hour l that
{0, 1, . . . , 36} , i = j and h = l {0, 1, . . . , 8} , (i = j and h = l) or (i = j and h = l) {0, 1} , i = j and h = l and the autoregressive relationship
, . . . , 36} , i = j and h = l {1, . . . , 8} , (i = j and h = l) or (i = j and h = l) {1} , i = j and h = l .
Hence, the potential memory of e.g. the supply bids at -500 EUR/MWh at day d and hour h = 2 can depend on the past 35 days of the bids at -500 EUR/MWh at hour h = 2. Additionally it can depend on up to the past 8 days of the bids at -500 EUR/MWh at other hours j (so j = h = 2) and the past 8 days of supply or demand bids at other price groups at hour h = 2. Finally, we allow that a bid at -500 EUR/MWh at hour h = 2 can depend on all other bids of an arbitrary hour of the previous day. This complex specification allows us to capture the most relevant dependency structure between the bids. The external regressors V i,h contain as in Ziel and Steinert (2016) only week-day dummies which correspond to U weekly k,t from the previous section.
Estimation and Forecasting
We conducted an estimation and forecasting study based on data from 1. November 2012 to 19. April 2015. We estimate the physical market model (1), the day-ahead expectations on the market model (2), and the electricity market bids (2) using lasso. The lasso estimation techniques introduced by Tibshirani (1996) can handle highly parameterized linear models efficiently using the coordinate descent estimation algorithm of Friedman et al. (2007) . For a linear model given by Y = β X + ε where the elements of X have the same variance the lasso estimator is given by
11 where λ ≥ 0 is a tuning parameter and · 1 and · 2 are the standard L 1 and L 2 norms. In this study we chose the optimal tuning parameter by minimizing the Bayesian Information Criterion (BIC) as in Ziel and Liu (2016) or Ziel and Steinert (2016) .
Given the data we perform a three year ahead (3×365 = 1095 days) forecasting study. The forecast is performed using residuals based bootstrap as in Ziel and Liu (2016) . The residuals are sampled from all daily 24-dimensional residual vectors of all relevant processes 1 . Using the autoregressive formulation of all relevant time series (see (1) and (2)) we can easily simulate sample paths for the physical marked situation, the corresponding day-ahead expectations as well as the supply and demand bids. Given the simulated supply and demand bids of a simulated day we compute the forecasted market clearing price for a specific day of a simulation path by calculating the intersection of the supply and demand curves. In total we are using N = 10000 sample paths for forecasting.
For computing the wind and solar power after simulating the capacity adjusted wind and solar power time series we require an assumption on the newly installed capacity. For the simulation study we considered the governmental plan for new installed capacities at the time when the forecast started. In detail the assumptions are based on the German Renewable Energy Sources Act from 2014 (EEG 2014) . Within that Act, the installed solar power was planned to be increased by 2.5-3.5GWh annually, so we considered a linear annual growth of 3GWh. Similarly, for the wind power the plan was to annually increase the capacity by 2.4GWh to 2.6GWh on-shore and 0.75 GWh off-shore. Hence, we assume a linear wind power capacity growth of 3.25GWh per year.
Empirical Results and Discussion
The model design allows us to estimate probabilities of basically all possible events or distributional characteristics. For probabilities of certain events, the relative frequencies in the N sample paths can be used. For distributional characteristics like moments or quantiles we can use their sample estimates of the N simulated paths to receive a suitable estimator. For illustration purpose we present some interesting results given the N = 10000 simulated paths.
In Figure 6 we show the probabilistic forecasting results for the electricity consumption and the electricity price. The graphs show the 99 percentile estimates, e.g. the quantiles for 1%, 2%, . . ., 99%, for both processes from the 1. November 2015 to the 10. January 2016. As the forecasts starts at the 20. April 2015 this time frame corresponds to the seventh to ninth month of the forecasting horizon. Note that the forecasted winter period has usually a relatively high electricity consumption, except for the holiday period around Christmas and New Years Day. In both graphs, 6a and 6b, the quantile estimates are displayed using colored prediction bands. The median estimate (50% quantile) is given by the blue colored center. Rare events, e.g. the 1% and 99% quantile, are reddish colored. The observed consumption and price values are added to the graphs using a black line. The day of the week as well as the considered (public) holidays are shown at the top of each picture.
For the consumption we see that the overall behavior is well captured. The estimated daily and weekly seasonalities match clearly the observed pattern. However, at the working days around Christmas the consumption is overestimated. Still, on the holidays and weekends during this period it is relatively well captured, even though the available past information is limited. Note that even the effect of the regional public holiday Epiphany on 6. January is appropriately estimated.
For the electricity prices in 6b we observe similar daily and weekly seasonal patterns as for the consumption in 6a. The electricity price tends to be smaller during night than during the day, and smaller on the weekend than during the standard week. In general it seems that the overall price behavior is well captured, as most of the realized prices fall into the colored areas. We see that working days in November and beginning of December had a reasonable chance for a relatively high electricity price greater than 70 EUR/MWh. Indeed, on Monday, the 23. November, and Thursday, the 26. November, prices larger than 70 EUR/MWh occurred. Furthermore, we can see that the model for the electricity prices estimates a small chance for negative prices. The highest likelihood is during 0 2 J a n 1 6 0 4 J a n 1 6 0 6 J a n 1 6 0 8 J a n 1 6 1 0 J a n 1 6 0 2 J a n 1 6 0 4 J a n 1 6 0 6 J a n 1 6 0 8 J a n 1 6 1 0 J a n 1 6 the Christmas and New Years Days holiday period. Similarly, we observed negative prices for the 22. December and the 26. December. In general, the price model seems to struggle for the winter holiday period not as much as the consumption model as illustrated in 6a. Still, the electricity prices tend to be overestimated within this period. However, by eyeballing Figure 6b , the long term electricity price forecasts seems to capture the relevant behavior well. As motivated in the introduction, renewable energy producers that get subsidies according to the EEG 2014 have a natural interest in forecasts of negative prices. As the subsidies get cut if the electricity price is 6 times in a row negative they are interested in the probability of those events. Therefore we call an event where the electricity price is negative for c hours in a row, a ch-price≤0 event. For instance, at time t a 6h-price≤0 event occurs if the electricity price at time t and the five prices before t are negative. As mentioned above we can easily estimate the probabilities of these events by evaluating relative frequencies of the N events. In Figure 7 the probabilities for the 1h-price≤0 and 6h-price≤0 events are presented for the time period of the 1. November 2015 to the 10. January 2016. For comparison purpose this is the same time range as used in Figure 6 . In this figure the 24 different hours when such an event occurred are highlighted by different colors.
We observe that in general the probabilities for these negative price events are small. Obviously, the probability for 1h-price≤0 events is larger than for 6h-price≤0 events. For 6h-price≤0 events the probability is estimated always below 3% and usually even below 1%. We observe that the highest probabilities for such events usually occur during the early morning hours h = 4, h = 5 and h = 6. These probabilities are even higher on Monday's early morning. In contrast, the probability for one negative price, e.g. an 1h-price≤0 event, is usually the highest during the night hours h = 24, h = 1, . . ., h = 5. This finding can be explained by the fact that for 6h-price≤0 events the first five prices need to be negative and as we receive that prices start being negative at hours around h = 24 the first consecutive six hours of negative prices can be found at around h = 5, which matches our finding for the 6h-price≤0 events. Furthermore, we see in Figure 7a and 7b that the probabilities for 1h-price≤0 and 6h-price≤0 events are larger on weekend nights than during the working week. Another very distinct observable feature is that during the winter holiday period the probability is clearly higher than during weeks for both events. The 27. December 2016, which is a Sunday followed by the Christmas holidays, seems to exhibit the highest probability for these negative price events. By comparing the probabilities for negative price events with the real prices in Figure 6b we can conclude that during the days for which the probabilities seem to increase are also the days which had the most amount of negative prices in reality.
Note, that at the time when the study is conducted we only had real data up to the 30. November 2016 available, as the remaining time-frame of the 3-year ahead forecasts is still in the future. Thus,0 2 J a n 1 6 0 4 J a n 1 6 0 6 J a n 1 6 0 8 J a n 1 6 1 0 J a n 1 6 (a) h=10 2 J a n 1 6 0 4 J a n 1 6 0 6 J a n 1 6 0 8 J a n 1 6 1 0 J a n 1 6 (b) h=6
Figure 7: Probabilities for Events we do any following evaluation based on the first 1.5 years of our forecasts. In Table 1 we see the average forecasted probability, measured as relative frequency, of a ch-price≤0 event for the out-ofsample range from 20. April 2015 to 30. November 2016 as well as the observed relative frequency of negative price events. We see that overall the forecasted probability for a negative price is about 0.77% wheras the observed prices exhibit a relative frequency of 0.88% which is remarkably close for such a long forecasting horizon. Obviously, the forecasted probabilities and their observed counterpart decrease in c. For the important 6h-price≤0 event we forecasted an average probability of about 0.09% but observed this event with a probability of 0.16%, which is still quite good for a complex event and long forecasting horizons. We have seen in Table 1 that the observed frequency of negative prices is close to the forecasted probabilities of the considered model in the out-of-sample range. However, by this table it cannot be concluded that such an event happened when we actually forecasted a high probability. Therefore we created Figure 8 , which provides information on the relative frequencies of negative prices for the 1h-price≤0 event plotted against its forecasted probabilities, categorized in groups. For instance, there is a group of hours where the forecasted probability for negative prices ranged from about 9.1% to 10.9%. So we expect that in total about 10% of the hours that fall into that category had a negative price and 90% did not have a negative price. If our probabilities were correct, the red bar, which represents the relative frequency of prices within that category which were not negative, would be exactly 0.9 and the stacked green bar would start from 0.9 and end at 1.0, representing 10% of the whole distance. For the of the 9.1% to 10.9% group this is almost the case, which means that the probabilities seem to be properly forecasted. In Figure 8 we also added a black line, which represents the theoretical relationship of relative frequencies with the forecasted probabilities if all estimations were perfect. In this case, the center of the top of the red bars would be the points through which the line runs. The blue dashed line however is the line which provides the true fit given our forecasted probabilities, estimated via weighted OLS regression where the weights are chosen as number of observations within each group. The high R 2 value of 91.4% shows a high forecasting prediction power of the model for these events. Overall it can be stated, that the higher the forecasted probability for a specific price was, the more likely it was for this price to exhibit a negative value, exhibiting an almost perfect relationship.
As the X-model is tailor-made for probabilistic forecasting, it is indicated to perform a statistical based evaluation of the forecasting accuracy for the whole prediction interval. Therefore, we evaluate the coverage probability of the quantile estimates. In detail we consider the 99 percentile estimates as used in Figure 6 . The estimated coverage probabilities of the full available time range is given in Figure 9 . The colors of the bars in the histogram 9 match the prediction band colors of Figure 6 for easier comprehension. Each bar represents the relation of how many real values were in that specific estimated quantile to the amount of theoretical values that should be in that quantile. This means that if we have an empirical coverage of more than 1 for a quantile we can conclude that in reality more prices fell into this estimated quantile than expected. In the optimal case the colored distribution in the histogram should not be distinguishable from the uniform distribution which is highlighted by the dashed line. Clearly this is not the case here, which indicates that some systematical errors may still be present in the modeling approach. The lower quantiles till 35% seem to be overrepresented by around 30%, which means that our model underestimated the probability for low prices. The quantiles around 50% to 95% seem to be underrepresented which means that our model estimated the likelihood of higher prices too high. Similarly as in the short term model in Ziel et al. (2015) the extreme upper quantiles (98% and 99%) are overrepresented as well. However, as we are comparing the forecasting results of around 1.5 years ahead with hourly resolution, we still consider these results as promising. Nevertheless, our modeling approach still leaves room for improvements. For instance, adjustment methods as discussed in e.g. Bello et al. (2016) for electricity price forecasting may help to reduce the bias even further.
From the modeling perspective there are many areas where single model components can be improved and increase the overall accuracy, this holds for the statistical modeling perspective but also for the fundamental model perspective. Also the capacity assumptions can be improved, additional plans for specific shut-downs of other power plants could be incorporated into the model. Moreover, other economic variables, like fuel prices, especially coal and natural gas as well as CO 2 -costs or GDPgrowth can be integrated into the model to capture associated dependencies and uncertainty. Moreover the X-model itself that is used to describe the bidding behavior relationships can be improved. Similarly we could incorporate price information from the future market into the day-ahead market expectations for the future. Finally the market coupling and cross-border aspects as well as political risks were excluded from the model. An incorporation of these effects could likely improve the overall performance. A possible way of implementing these effects may be done via scenario analysis, where different target values of governments policy plans are considered. 
Conclusion
In this research study we proposed an innovative modeling methodology for mid-and long-term forecasting of electricity prices. The approach includes a complete modeling of the electricity market structure, including modeling components like electricity consumption and power generation of renewable energy like wind and solar. Furthermore, it takes the detailed day-ahead market bidding structure into account by modeling the market bids for the supply and demand side. The results show that the application of path based electricity price forecasting is possible even in the long run. By simulating many possible physical market situations with the resulting day-ahead expectations and the corresponding bids on the day-ahead market we are able to get a realistic map of the future electricity prices. This includes not not only the mean and variance behavior, but also the path dependent interactions. We show that the estimation of probabilities of complex events even far in the future is feasible. Regarding this, we provide information on probabilities for the occurrence of at least one negative price and the practical relevant event of six consecutive negative prices. As we are able to forecast them up to three years in advance, this may help practitioners for their investment decisions, e.g. concerning the construction of new wind power plants.
By forecasting the whole probabilistic density of prices we can support the risk management of electricity companies in their decision making even in the long-run. A backtesting study for about 1.5 years showed that our model is able to capture the full behavior of the electricity price quite well, given the long time horizon. We further demonstrate, that econometric models are eligible to long-term forecasting horizons, if the whole market situation is considered in the model structure. Therefore, we reduce the gap between econometric modeling approaches and fundamental market approaches even further.
