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ABSTRACT
The StegoAppDB [Newman, J. (2019)] is a digital image database containing camera data from
Android and iPhone mobile phones and developed for forensic purposes. Taken with a custom-
designed camera app called Cameraw rather than the camera app native to the mobile device, it
is not known what relation exists between the exposure settings of images taken with Cameraw
and those with the native app. This knowledge would provide the digital image forensic analyst
more information to answer this question: are the images in the database representative of images
encountered in forensic settings? To this end, this thesis provides results from experiments designed
to model the relation between exposure settings between images taken from the two camera apps.
For purposes of this thesis, the term exposure settings denotes the exposure time and the ISO
value excluding the lens aperture variable, as that last variable is fixed on a mobile phone.
In this thesis, images acquired from four iOS devices - an iPhone 7, iPhone 8, and two iPhone
Xs - are analyzed to develop regression models that fit exposure settings from image data for each
device. Specific image acquisition experiments are designed to collect pairs of images very close
in time and space from each of the two apps so that their exposure settings could be compared.
A broad range of ISO and exposure time values are collected to represent a variety of exposure
settings possible on a mobile device. Several different regression models with cross validation are
developed for the data from each phone, and generalized linear models are also applied. Errors for
the training, validation and testing sets are used to evaluate the performance of individual models,
and the adjusted R2 statistic is used to compare performances across models. The best models with
respect to the performance measures are identified for each type of analysis and for each iPhone.
The results show that most of the linear models typically model the data fairly well, and exposure
settings can be predicted from the models. One notable exception is the iPhone 7: the best models
for the iPhone 7 are different because the exposure setting data differs significantly from the other
ix
two iPhone models’ exposure setting data. The results in this thesis show that in a very limited
case, for these four devices, the Cameraw app can be a reliable alternative to the native camera
app.
1
CHAPTER 1. INTRODUCTION
Steganography is the practice of concealing a file, message, image, or video within another media
[Morkel, T. (2005)]. A cover image, which contains no hidden media, is known as an innocent
or clean image, while an image containing a hidden message is referred to as a steganographic or
stego image. A forensic database is a computerized archive of information relating to a specific
type of physical evidence. In this case, the evidence includes stego images. This image data must
be provenanced to ensure its integrity and accuracy. Data provenance refers to the origin of the
data, what happens to it, and where it moves over time.
There are many camera apps around for mobile phones that are different from the native camera
app installed on the phone. While there is no general interest in how pictures differ between a
“store” camera app, that is, an app downloaded from say Google Play or App Store, and the
native app, in a forensic setting this is useful knowledge. In a reference forensic database of images,
provenance of each image is required to maintain the integrity of the data. If a different camera
app is used to acquire reference image data, this information is recorded in the database. If the
database images are used in DIF (Digital Image Forensics) research to model real life scenes using
the native camera app, then it would be useful to have a formal relationship between the exposure
settings of the native camera app photos and the “store” camera app photos.
Exposure settings include aperture, shutter speed and ISO speed. The aperture for mobile
phones is fixed, so it is not taken into account for our models. However, the shutter speed and
the ISO speed settings are used for developing models since they vary depending on what camera
app is used to take the picture and what the picture is of. The name of what a picture is taken
of is called a scene. For the data collected to develop the models, the shutter speed is called the
exposure time and the ISO speed is just called ISO. Sometimes, especially when it comes to the
graphs that are generated for analysis, the exposure time will be shortened to EXP. The forensic
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reference database StegoAppDB [Newman, J. (2019)] is a dataset of images taken from 28 different
mobile phone devices representing 10 different models. Many images in the StegoAppDB are stego
images produced from mobile stego apps, but the original image data, with no hidden messages,
were acquired by a camera app called Cameraw. Cameraw was developed to acquire many images
in a short amount of time and is not the same app as the native camera app.
The goal of the research is to create several statistical models for the relationship between the
exposure settings of the native camera app and the Cameraw camera app used to collect all data
in StegoAppDB. These models are compared, and one is then found to produce the best fit for the
data.
In order to develop the models, additional data collection is necessary. In particular, two
pictures are taken of the same indoor scene and only a few moments apart in time. One picture
is acquired using Cameraw and the other picture with the native camera app, in that order. This
image data is not available in the StegoAppDB and is needed to develop the statistical models.
More details are given in a later section.
For the remainder of this thesis, Chapter 2 discusses related work. Chapter 3 will describe
the experiment design setup and the data acquisition process. Chapter 4 contains a description of
the pre-processing of the data. In Chapter 5, there will be descriptions of the models. Chapter 6
presents analysis of the different models. Lastly, Chapter 7 contains conclusions and future research
considerations.
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CHAPTER 2. REVIEW OF LITERATURE
There have been many mathematical modeling or data analysis papers written concerning cam-
eras and their built-in algorithms. One such example is a paper that illustrated how careful mod-
eling of the error sources and the various processing steps enabled them to accurately estimate the
”response function”, the inverse mapping from image measurements to scene radiance for a given
camera exposure setting [Tsin, Y. (2001)]. Another example is a paper that allowed accurate
compensation of color mismatches for multicamera systems by developing a distance metric and
a model function [Porikli, F. (2003)]. So, the overall idea of a mobile phone doing some built-in
processing of image data has been documented. However, we are unable to find any modeling or
data analysis done on iPhones that is similar to what is done in this thesis. There is also a database
of similar images that were collected and a camera app that was used to collect that image data.
Below is a more in-depth description of these ideas and tools.
Chesher, C. (2012) gives a good description of how the iPhone does a lot of processing of images
using built-in algorithms. “Any app that uses the iPhone’s camera becomes an interface between
user events of photography and a particular set of possible visual and informational processes.”
This is an important part of why the Cameraw app is used to compare against the native camera
app, since the Cameraw app’s behavior is known and the native camera app and other “store” apps
behavior is not.
StegoAppDB, a steganography apps forensics image database [Newman, J. (2019)], is a database
of image data from mobile phones. It is the first database consisting of mobile phone photographs
and stego images produced from mobile stego apps. StegoAppDB contains over 960,000 innocent
and stego images using 10 different phone models from 24 distinct devices, with detailed prove-
nanced data such as a wide range of ISO and exposure settings, EXIF data, stego app, message
information, embedding rate, and other information. StegoAppDB is a great image database, but
4
it sadly lacked data from the native camera app. So, a whole new dataset is collected to compare
the pictures from the native app and Cameraw.
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CHAPTER 3. EXPERIMENT DESIGN SETUP AND DATA ACQUISITION
Usually when people take a picture with their mobile phone, they use the built-in native camera
app. They also typically use auto exposure and let the native app try to maximize the quality of
the image. The native app does this by adjusting the exposure settings. Recall that the exposure
settings include the exposure time and the ISO. These two parameters are dependent on one
another. The longer the aperture is open when taking an image (exposure time), the more light
enters the lens and hits the camera’s pixels (ISO). When an image is taken, all this information
and lots more is stored in the metadata of the image. The metadata of an image is called EXIF
data. EXIF data can easily be extracted and altered, so it’s important to keep the integrity of the
images intact.
There are other apps that people can purchase or download to take images on their mobile
phone. Some of these apps allow the user to manually set some or all exposure settings. Cameraw
is one of these apps. Cameraw was developed to take the images that are stored in StegoAppDB.
It was developed by the CSAFE research team at Iowa State University.
From Figure 3.1, the user interface (UI) of Cameraw displays lots of helpful information about
the current exposure settings of the scene before an image is taken. Cameraw was initially configured
to take multiple pictures using set exposure times over a short amount of time. For the purposes
of collecting the data that is used to develop our models, a modified version of Cameraw is used.
The modified version did not take multiple images, but just one. Also, that image is taken using
auto exposure. This is to better simulate how a typical person might use the app when taking a
picture.
To provide justification that Cameraw delivers photos reasonably close to those acquired by
native app, the experiment is designed to model the relationship between the exposure settings of
the two apps. To this end, pairs of auto exposure photos are needed, one from the native app and
6
the other from Cameraw that are taken close in time and space. This data is not present in the
StegoAppDB as there is no data using any other app besides Cameraw.
To get the required data, new data pairs over a range of ISO values are acquired. The ISO value
is picked as an anchor for the exposure settings because Cameraw displays the ISO value of the
current scene in a stack view on the phone screen prior to capture. This can be seen in Figure 3.1.
Figure 3.1 Image of Cameraw UI
After some experimentation with different ISO values, it is decided to use the bin ranges shown
in Table 3.1. Figure 3.2 and Figure 3.3 are examples of pictures in the lowest and highest respective
ISO bin ranges, which shows the difference in how bright a scene is in each bin.
Four different mobile phones are used to acquire pictures. The phones include two iPhone X’s,
one iPhone 8, and one iPhone 7. Over twelve hundred images are acquired for each phone in pairs
for each range of ISO values, determined by the ISO value on Cameraw’s interface.
7
Table 3.1 ISO Bin Ranges
ISO Bin Ranges Cameraw Native
0 to 99 100 100
100 to 199 100 100
200 to 499 150 150
500 to 999 150 150
1000 to 2000 100 100
A very specific protocol is developed to acquire the data in a consistent manner. The following
protocol is used to acquire over 1200 images per phone:
1. All photos are taken using a tripod or platform, in landscape mode, with charger port to the
right. Only inside photos are acquired.
2. A single pair of images are taken of the same scene. One image taken using the Cameraw
app and the other image using the native app.
3. First, a Cameraw picture is taken. Then a switch to the native app is done and a second
picture is collected. The switch is done in as little amount of time as possible and without moving
the camera so that the images are of the same scene and under the same conditions.
4. The goal is to get a total of 600 images from each of Cameraw and of the native app, for a
total of 1200 images.
5. The Cameraw app does not keep track of the ISO bins. For each pair of images taken,
a manual count of which bin the images belong to is written down in order to keep track of the
number of images in each bin.
To make the data acquisition efficient, the four phones are placed on a rolling cart. This allowed
for one scene to be shot by all four cameras in succession. Using the Cameraw app’s ISO display
value from each camera, the scene is put into the necessary ISO bin range. For a chosen scene, a
picture is taken with the Cameraw app, and then as quickly as possible without moving the camera,
another picture is taken with the native camera app. Both apps are set for auto exposure. This is
8
Figure 3.2 Picture from iPhone X-2 in ISO bin range 0-99
to simulate how a person in a typical environment would use the phone’s camera to take a picture.
Scenes are chosen to include a variety of objects and indoor environments while not collecting any
personally identifiable information (PII). Once the pictures are taken by all four phones, the cart
is moved to another location and the process is started over.
All pictures taken are stored in CyBox. They are separated into folders for each phone. This
helps with keeping the data’s integrity and also helps with the individual analysis of the phones so
that they can be compared later. This will be discussed more in Chapter 6.
9
Figure 3.3 Picture from iPhone X-2 in ISO bin range 1000-2000
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CHAPTER 4. DATA OBSERVATIONS AND PREPARATIONS
Upon examining the EXIF data from these images, the recorded ISO and exposure time values
fell into only a handful of values. This is in spite of the fact that the images are taken throughout
the entire range of the ISO bins ranges. An example of this can be seen in Figure 3.1, which shows
an ISO value of 66 and this value is not recorded from any image taken. Histograms showing the
quantized nature of the ISO recorded data are shown in Figure 4.1 and Figure 4.2. Figure 4.1,
Figure 4.2, and the remaining images for each ISO bin can be found in the Appendix. It should also
be mentioned that in these histograms, the values on the x-axis are not a range of values, but one
singular value. Then at the top of the corresponding column, the number of images that recorded
that value is listed.
These graphs also show that at the lowest (brightest images) and the highest (darkest images)
ends of the ISO range, the app is unable to properly record the correct ISO values. This is because
the Cameraw app can distinguish very low and very high values of the ISO, but there was no
recorded values at these extremes. Very low ISO values are anything below 20, and very high ISO
values are anything above 2000.
These findings led us to want to analyze the data using linear regression and generalized linear
models (GLMs). In order to do this, the data is extracted from the images and put into a format
that is compatible with Matlab [Higham, D. (2016)]. This is discussed more in the next chapter.
Once the data is collected, the exposure settings are extracted from the EXIF metadata in each
photo using ExifTool [Harvey, P. (2013)]. The ExifTool, by default, extracts all the metadata from
a given picture or pictures. Figure 4.3 is the extracted metadata from Figure 4.4. However, only
the image name, the date and time the image is taken, the exposure time data, and the ISO data
from the image are needed. Table 4.1 is an example of this selected data extracted from Figure 4.3.
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Figure 4.1 Frequency count for iPhone X-2 for the ISO bin range 0-99
Once the metadata is extracted to a text file, it then needs to be copied to an Excel worksheet in
order to be compatible with Matlab.
Table 4.1 Limited EXIF data from the image in Figure 4.3 as text output
Image Name Date Time ISO Exposure Time
AWUA0228.JPG 2019:08:17 13:54:16 200 1/20
Once the metadata has been copied over to an Excel sheet, the columns are separated via
tab delimination. Excel has some issues properly reading in the date and time field as well as
the exposure time. The date and time column has to be changed to a Time field. The column
containing the exposure time has to be converted to a text field. Otherwise, Excel is not able to
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Figure 4.2 Frequency count for iPhone X-2 for the ISO bin range 1000-2000
properly read the fraction. The decimal representation of the fractions is also calculated and placed
in another column. This allowed Matlab to more easily read the information, while not losing any
accuracy due to decimal rounding errors.
After the data is in a readable state in Excel, it now has to be sorted and pulled apart into
pairs of data. One pair consists of the exposure time and ISO from the Cameraw app and the
exposure time and ISO from the native app of the same scene. To do this, the data is sorted by
time. Since a pair of pictures are taken in quick succession, in comparison to another a pair, it is
easy to separate out an individual pair by date and time. These pairs are copied to another sheet,
so as not to lose data integrity.
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Figure 4.3 Example of a typical image
Now that the data is readable and in pairs, the only thing left to do is to sort it by the Cameraw
ISO values. This sorting needs to be done to help with cutting up the data into bins for analysis. A
more complete description of why this is necessary will follow in the analysis section (Chapter 6).
All EXIF information and Excel sheets are stored in CyBox. They are placed in the appropriate
phone’s folder to which they are attributed.
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Figure 4.4 Roughly half of the extracted EXIF data from Figure 12 using Harvey’s tool
[Harvey, P. (2013)]
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CHAPTER 5. MODEL DESCRIPTIONS
Once the data is in Matlab, the exposure settings of the Cameraw and the native app are
analyzed to see if any trends can be found. The ISO data from the Cameraw app and the native
app seems to correlate linearly. Similarly, the exposure time data from the Cameraw app and the
native app also seems to have a linear correlation. This can be seen in Figure 5.1 and Figure 5.2.
Also, the exposure time from the native app gets much larger than the exposure time from the
Cameraw app. The ISO data from the native app is much smaller than the Cameraw app, which
makes sense because of the tie between exposure time and ISO. If the exposure time is relatively
high, this means that the aperture is open longer. Since the aperture is open longer, the image
taken is brighter and so the ISO is lower.
Models dependent upon the Cameraw and native camera app’s exposure time and ISO values
from various scenes are desired. First, two simple linear models were created in order to compared
the dependency of the exposure time values of the Cameraw app and the exposure time values of
the native app. The other model compared only the ISO values of the Cameraw and the ISO values
of the native app values.
Two more models are created in hopes to better model the data. One is comparing the exposure
time values and the ISO values of the Cameraw app and the exposure time values of the native
app. The other is comparing the exposure time values and the ISO values of the Cameraw app to
the ISO values of the native app.
Two final models are investigated. The introduction of a codependent variable of the exposure
time and the ISO of the Cameraw app is added to the prior two models. This yields a total of six
models.
The models are ordered in terms of what the dependent variable is, i.e. the native exposure time
or the native ISO. Then, they are numbered with the more independent variables in the model,
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Figure 5.1 Exposure time data from iPhone X-2 images
the higher the number than those that have fewer independent variables. The equations of the six
models are shown in Figure 5.3.
The variable y is associated with the native app and the subscripted part dictates whether it
is the exposure time or the ISO values that are considered. The variable x is associated with the
Cameraw app and the subscripted part is the same as for the native app. The variables yEXP
and yISO are the response variables or dependent variables. The variables xEXP and xISO are the
explanatory variables or independent variables. The variables a, b, c, and d denote constants that
17
Figure 5.2 ISO data from iPhone X-2 images
are later solved for in Chapter 6. The operations +, ∗ and .∗ are used, where + is addition, ∗ is
scalar multiplication, and .∗ is element-wise array multiplication respectively.
The data is also analyzed using generalized linear models. GLMs are considered because the
data is so quantized. In this case, quantized means that the data falls on specific data values and
not over a continuous range. This can be seen very well in Figure 4.1 and Figure 4.2. The model
variables are the same as described above, but the equations are a little different because the data
is assumed to have a Poisson distribution. The full analysis is in Chapter 6. The equations for the
six GLMs are in Figure 5.4.
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Model 1
yEXP = a1 ∗ xEXP + b1 Equation 1
Model 2
yEXP = a2 ∗ xEXP + b2 ∗ xISO + c2 Equation 2
Model 3
yEXP = a3 ∗ xEXP + b3 ∗ xISO + c3 ∗ xEXP . ∗ xISO + d3 Equation 3
Model 4
yISO = a4 ∗ xISO + b4 Equation 4
Model 5
yISO = a5 ∗ xEXP + b5 ∗ xISO + c5 Equation 5
Model 6
yISO = a6 ∗ xEXP + b6 ∗ xISO + c6 ∗ xEXP . ∗ xISO + d6 Equation 6
Figure 5.3 Regression equations for models for iPhone X-2
GLM Model 1
log yEXP = a1 ∗ xEXP + b1 Equation 7
GLM Model 2
log yEXP = a2 ∗ xEXP + b2 ∗ xISO + c2 Equation 8
GLM Model 3
log yEXP = a3 ∗ xEXP + b3 ∗ xISO + c3 ∗ xEXP . ∗ xISO + d3 Equation 9
GLM Model 4
log yISO = a4 ∗ xISO + b4 Equation 10
GLM Model 5
log yISO = a5 ∗ xEXP + b5 ∗ xISO + c5 Equation 11
GLM Model 6
log yISO = a6 ∗ xEXP + b6 ∗ xISO + c6 ∗ xEXP . ∗ xISO + d6 Equation 12
Figure 5.4 GLM equations for models for iPhone X-2
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CHAPTER 6. MODEL VALIDATION AND ANALYSIS
This chapter discusses the procedure to solve the regression equations for their parameters,
the parameters found, and the various metrics used to evaluate and compare the models. Cross
validation is performed on all the data for the regression models, and errors collected from each
part of the data partition. Visual plots of the 95% confidence intervals are obtained to determine
if any data lies outside an expected range. Finally, the data is reanalyzed using generalized linear
models assuming the data follows a Poisson distribution. The process to solve the GLM equations,
the solutions for the parameters, and the p-values for each parameter is discussed and compared.
Chi-square tests for each model are compared to evaluate the GLM models.
6.1 Linear Regression
To test how well our models fit the data, cross validation with 10 folds is used for each of the
six linear regression models [Friedman, J. (2001)]. Error values for the training sets, validation
sets, and testing sets are collected. All 600 pairs of images for each phone are used to produce a
model.
Figure 6.1 shows exactly how the data is separated in order to do 10-fold cross validation. 10%
of the data is first taken away from the whole dataset to later test the training set. To choose
these 60 pairs, the data is separated into its appropriate Cameraw ISO bin. Then, the ISO bins
are randomized. Lastly, 10% is taken from each bin and collected and saved to test with later. The
remaining 90% of the data, which is still separated into Cameraw ISO bins, is then rerandomized
and a 30-70 split of each bin is done. 70% of the data makes up the training set and the remaining
30% make up the validation set. The two strips in Figure 6.1 illustrate how the validation set
“rotates” through the 10 folds. This process is run 100 times in order to accurately test the
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models. Once cross validation is done, the error for the training sets, validation sets, and testing
sets are averaged.
Now that cross validation is done, the validation errors and the training errors should be com-
pared in order to evaluate each model’s validity.
Figure 6.2 and Figure 6.3 show the validation error and training error for the EXP models for
iPhone X-2 respectively. Since the training errors range from 0.7 − 1.0 × 10−3, which are lower
than the validation errors that range from 0.8−1.3×10−3 for each model, all three of these models
are valid. Similarly, Figure 6.4 and Figure 6.5 show the validation error values of 801 − 826 are
higher than the training error values of 763 − 790 for the ISO models for iPhone X-2. Again, the
training errors are lower than the validation errors for each model, so all three of these models are
also valid.
Similar results can be found by comparing the training errors and validation errors of each
model for the other three phones. The graphs showing the training errors and validation errors can
be found in the Appendix.
Now that we’ve determined that each model for the iPhone X-2 is valid, the training errors and
the testing errors for each model are evaluated to determine how well the model fits the data. If
the training error of a model is lower than the testing error of a model, then the training set is
overfit and should be retrained [Friedman, J. (2001)]. However, if the training error is higher than
the testing error of a model, then the training set has been trained appropriately to accommodate
for more varied data than the testing set. In Figure 6.3 and Figure 6.6, the training and testing
errors, respectively, for the X-2 models of exposure times are presented. The training errors for all
three models is on the order of 0.7 − 1.0 × 10−3, while the testing errors have errors of magnitudes
of 0.6 − 0.8 × 10−3. While these values are roughly the same, the testing errors are lower than the
training errors for each model, all three models fit the data quite well.
Figure 6.5 and Figure 6.7, are the graphs of the training and testing errors, respectively, for the
iPhone X-2 models. The training errors for all three models is on the order of 760− 790, while the
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testing errors have errors of magnitudes of 495 − 525, which is smaller in value. Since the testing
errors are lower than the training errors for each model, all three models fit the data quite well.
The iPhone X-1 and iPhone 8 training errors are higher than the testing errors, which indicates
that all six models are trained properly. The exposure time models for the iPhone 7 also seem
to be trained properly. For the iPhone 7 ISO models, while the testing error is lower than the
training error, the errors are not in the same order of magnitude as each other. By comparison,
the testing error values for the iPhone 8 are approximately 90% of the training error values. The
testing error values for the iPhone 7 ISO models are approximately 30% of the training error values.
This difference will show up again when we are comparing models to determine which would be
the best for each phone. The testing error graphs for iPhone X-1, iPhone 8, and iPhone 7 are in
the Appendix.
The solutions for the parameters for each regression equation are the last piece of analyzing
each model individually for the iPhone X-2. The solved regression equations for each model for the
iPhone X-2 can be found in Figure 6.8.
All the parameter solutions are in the same order of magnitude as each other. This is true when
looking at just the EXP models or just the ISO models, but not all six models. This is one of the
reasons why the models are ordered in the way that they are.
Similarly, the parameter solutions are in the same order of magnitude for the other three phones.
The solved regression equations for the other three phones can be found in the Appendix.
6.1.1 Adjusted R2 Statistic
To compare our results between models within the same device, we use the adjusted R2 statistic
[Friedman, J. (2001)]. The adjusted R2 statistic is used instead of just the R2 statistic because the
number of observations is taken into account. The R2 statistic assumes that every single variable
explains the variation in the dependent variable. The adjusted R2 statistic gives the percentage of
variation explained by only the independent variables that actually affect the dependent variable.
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Note that the adjusted R2 statistic is calculated for the training sets for each model and averaged
over the 100 runs. Figure 6.9 and Figure 6.10 are graphs that show these values for the iPhone
X-2. For easy comparison, Table 6.1 shows the R2 statistics for each model for each phone. The
model with the highest adjusted R2 value is highlighted in green for each phone. From Table 6.1 we
see that the R2 values for the exposure models are all less than the R2 values for the ISO models.
Within the ISO models, the values differ only in the thousandths decimal. Thus, any one of these
models might be used to represent the relation of exposure setting between the two apps.
Table 6.1 Average adjusted R2 statistics for each model and each phone
Phone Model Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
iPhone X-2 0.88818 0.90894 0.92082 0.93730 0.93676 0.93875
iPhone X-1 0.23985 0.57767 0.72521 0.93375 0.93408 0.93460
iPhone 8 0.84884 0.89564 0.91006 0.93869 0.93908 0.94217
iPhone 7 0.86592 0.90391 0.91984 0.86728 0.87156 0.87786
For the iPhone X-1 and the iPhone 8, Model 6 is best. However, for the iPhone 7, Model 3 is
best. This does make sense because of the discrepancy between the training sets and the testing
sets for the ISO models for the iPhone 7 that we discussed above. The graphs showing the other
three phone’s average adjusted R2 statistics for each model can be found in the Appendix.
6.1.2 Confidence Intervals
Another evaluation is to determine the upper and lower 95% confidence intervals, and then plot
them on the same graph with the model curve [Uusipaikka, E. (2008)]. Figure 6.11 and Figure 6.12
show the confidence intervals for Model 1 and Model 4 for the iPhone X-2 respectively. Most of the
data lies within the confidence intervals, and the few data points that are not are located at the
edge ranges of the collected values. This means that at the extremes of the collected values, there
is more uncertainty as to what the values will be. This is because when the iPhones collect the
data, it quantizes the data, so extreme values are not well represented. The graphs for the other
models for the iPhone X-2 and the graphs for all the models for the other three phones are similar
and can be found in the Appendix.
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6.2 Generalized Linear Models
Lastly, data is fit using generalized linear models since the data is quantized and not inherently
linear. Note that cross validation is not used here to develop the GLMs, but the entire dataset is
used to generate the GLMs. We were more interested in a simple comparison between the GLM
and linear fit, and not into using cross validation to see how good the prediction power is of the
GLMs. Recall that using cross validation helps to set up the data to give us a better indication to
determine how well a particular model is at prediction for our problem.
The solved equations for each GLM for the iPhone X-2 can be found in Figure 6.13. Just
like with the solved regression parameters, all the parameter solutions are in the same order of
magnitude as each other when comparing just the EXP models or just the ISO models, but not all
six models. The solved equations for the other three phones behave much the same and are located
in the Appendix.
Each variable from each model is analyzed to see if it is significant for the respective model
or not. Table 6.2 contains the p-values for this analysis for the iPhone X-2. The p-value is the
probability of obtaining results as extreme as the observed results of a statistical hypothesis test,
assuming that the null hypothesis is correct. A smaller p-value means that there is stronger evidence
in favor of the alternative hypothesis. Tables of the p-values for the independent variables for each
model for the other three phones are in the Appendix.
Table 6.2 P-values for the independent variables for each model for the iPhone X-2
Independent Variable Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
xEXP 4.7207e
−07 6.4968e−06 0.0003 —- 0 0
xISO —- 0.5956 0.5284 0 0 5.8891e
−48
xEXP . ∗ xISO —- —- 0.5410 —- —- 4.4713e−16
constant 2.0356e−14 5.6280e−14 3.2104e−08 0 0 0
The specific variables in the models where the p-values are above the significance level of 5%
are considered not significant or not necessary for the model and are highlighted in blue. The
other three phones have similar results with variables in Models 2 and 3 not being significantly
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important. Lastly, the chi-squared test results for each model for the iPhone X-2 are obtained.
The chi-squared test is used to analyze the models because the image data is assumed to follow a
Poisson distribution. A Poisson distribution, also called a log-linear distribution, perfectly fits the
data because of its quantized nature and that the variability of the dependent variable increases as
the independent variable increases. The change in deviance of a GLM with data having a Poisson
distribution has a chi-squared distribution. Deviance is a goodness of fit statistic, so it’s a great
way to compare our GLMs and comparing the chi-squared tests is a good way to determine which
model fits the data the best. Comparing the chi-squared tests is a good way to determine which
model fits the data the best [Dobson, A. (2008)].
Table 6.3 Chi-squared test p-values for each model for the iPhone X-2
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
2.82e−11 2.09e−10 9.59e−10 0 0 0
From Table 6.3, all six models fit the data very well because all six test p-values are at or near
zero. The ISO models (Models 4, 5, and 6) are the best, but it’s indistinguishable which is better
because their test p-values are all zero. The chi-squared test results for each model for the other
three phones are very similar to iPhone X-2’s results. Table 6.4 shows the results of the chi-squared
tests of each model for each phone. There is one difference with the iPhone X-1. Model 1’s p-value,
which is highlighted in blue, is above the 5% significance level and should be considered an invalid
model. All four phones’ ISO models have an indistinguishably low p-value and should be considered
very good models. The other three phones’ chi-squared test results are in the Appendix.
Table 6.4 Chi-square test p-values for each model and each phone
Phone Model Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
iPhone X-2 2.82e−11 2.09e−10 9.59e−10 0 0 0
iPhone X-1 0.0942 0.0002 8.7e−06 0 0 0
iPhone 8 2.59e−10 1.55e−09 6.68e−09 0 0 0
iPhone 7 9.47e−11 6.2e−10 2.55e−09 0 0 0
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Figure 6.1 Image of how the data from each iPhone is separated for cross validation
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Figure 6.2 Validation error of native EXP models for iPhone X-2
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Figure 6.3 Training error of native EXP models for iPhone X-2
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Figure 6.4 Validation error of native ISO models for iPhone X-2
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Figure 6.5 Training error of native ISO models for iPhone X-2
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Figure 6.6 Testing error of native EXP models for iPhone X-2
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Figure 6.7 Testing error of native ISO models for iPhone X-2
Model 1
yEXP = 4.3701 ∗ xEXP − 0.0642 Equation 1
Model 2
yEXP = 3.6545 ∗ xEXP + 6.8774e−05 ∗ xISO − 0.0529 Equation 2
Model 3
yEXP = 3.3676 ∗ xEXP − 0.0004 ∗ xISO + 0.0071 ∗ xEXP . ∗ xISO − 0.0260 Equation 3
Model 4
yISO = 0.2186 ∗ xISO + 33.8313 Equation 4
Model 5
yISO = −49.7298 ∗ xEXP + 0.2189 ∗ xISO + 34.9930 Equation 5
Model 6
yISO = 143.6251 ∗ xEXP + 0.5438 ∗ xISO − 4.7618 ∗ xEXP . ∗ xISO + 16.7749 Equation 6
Figure 6.8 Solved regression equations for models for iPhone X-2
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Figure 6.9 Average adjusted R2 values of native EXP models for iPhone X-2
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Figure 6.10 Average adjusted R2 values of native ISO models for iPhone X-2
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Figure 6.11 Model 1 training data vs. testing data for iPhone X-2
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Figure 6.12 Model 4 training data vs. testing data for iPhone X-2
GLM Model 1
log yEXP = 46.4968 ∗ xEXP − 4.5278 Equation 7
GLM Model 2
log yEXP = 44.6102 ∗ xEXP + 0.0001 ∗ xISO − 4.4840 Equation 8
GLM Model 3
log yEXP = 50.2275 ∗ xEXP + 0.0037 ∗ xISO − 0.0541 ∗ xEXP . ∗ xISO − 4.8507 Equation 9
GLM Model 4
log yISO = 0.0011 ∗ xISO + 4.2289 Equation 10
GLM Model 5
log yISO = 14.2588 ∗ xEXP + 0.0009 ∗ xISO + 3.5252 Equation 11
GLM Model 6
log yISO = 15.7846 ∗ xEXP + 0.0021 ∗ xISO − 0.0178 ∗ xEXP . ∗ xISO + 3.4263 Equation 12
Figure 6.13 Solved GLM equations for models for iPhone X-2
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CHAPTER 7. SUMMARY AND FUTURE RESEARCH
The main goal of this research is to determine the relationship between the native camera app
in several iPhone cameras and a custom camera app called Cameraw. A dataset of comparable
photos was collected from the two apps for four iPhone devices, and the exposure settings for
these images were extracted from the EXIF data. By building a model to describe the relation
between the exposure settings between images taken with the two apps, we provide the digital image
forensic analyst more information to answer the question: are images taken with the Cameraw
camera representative of images taken with the native camera app? Since our results support
this conclusion in this limited experiment, we give initial evidence that the 960,000 images in the
StegoAppDB database can be representative of images in forensic investigations.
The exposure settings from the native camera app and the Cameraw app for the iPhone X, 8,
and 7 display a linear correlation. Table 7.1 shows the models that were developed and the variables
used to develop the models. These six models were used for each phone that was analyzed.
Table 7.1 Models and their variables
Model # Dependent Variable Independent Variable(s)
1 yEXP xEXP
2 yEXP xEXP , xISO
3 yEXP xEXP , xISO, xEXP . ∗ xISO
4 yISO xISO
5 yISO xEXP , xISO
6 yISO xEXP , xISO, xEXP . ∗ xISO
By comparing the average adjusted R2 statistics of the six different models for each phone,
the addition of more ”terms” typically improved each model. This improvement was much more
noticeable in the exposure time models than the ISO models. So, all of the ISO models have
relatively the same adjusted R2 values, whereas the EXP models adjusted R2 values increase quite
a bit as you add more terms. We believe that this is because the camera’s built-in algorithms are
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designed to pick or use the ISO value that maximizes the signal to noise ratio. This increases the
quality of the image taken, but in this picking of the ISO value, the addition of exposure time
variables do not increase how well the models fit the data much. Whereas fro the EXP models, the
addition of the ISO variables does make the models fit the data better and hence the increase of
the adjusted R2 values.
For all phones, excepting the iPhone 7 whose best model was Model 3, Model 6 was the best
model. Table 7.2 shows the R2 statistics for each model for each phone for easy comparison, with
the model displaying the highest average adjusted R2 values highlighted in green.
Table 7.2 Average adjusted R2 statistics for each model and each phone
Phone Model Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
iPhone X-2 0.88818 0.90894 0.92082 0.93730 0.93676 0.93875
iPhone X-1 0.23985 0.57767 0.72521 0.93375 0.93408 0.93460
iPhone 8 0.84884 0.89564 0.91006 0.93869 0.93908 0.94217
iPhone 7 0.86592 0.90391 0.91984 0.86728 0.87156 0.87786
We observed that both the exposure time and the ISO values for almost all the data occurred
with quantized values. Thus, we applied the general linear model to determine its fit for each phone’s
data, with the assumption that the data followed the discrete Poisson distribution. Table 7.3 has
the results of the chi-squared tests of each model for each phone.
Table 7.3 Chi-square test p-values for each model and each phone
Phone Model Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
iPhone X-2 2.82e−11 2.09e−10 9.59e−10 0 0 0
iPhone X-1 0.0942 0.0002 8.7e−06 0 0 0
iPhone 8 2.59e−10 1.55e−09 6.68e−09 0 0 0
iPhone 7 9.47e−11 6.2e−10 2.55e−09 0 0 0
All models, except for Model 1 for iPhone X-1, have very low p-values and should be considered
good models. Model 1 for iPhone X-1 should be considered an invalid model and is colored blue
in Table 7.3. The ISO models, models 4-6, have lower p-values than the EXP models, models 1-3,
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and should be considered better models and are colored green. However, it is impossible to tell
which of the ISO models is better for any of the phones.
Given enough data from the iPhone devices that we evaluated, it would be very possible to
distinguish an iPhone 7 from an iPhone X or an iPhone 8 by simply inspecting the ISO values
from the native app. The difference between the ISO values from the native iPhone 7 camera and
the corresponding Cameraw app was noticeably higher than the difference for other iPhones. For
pictures taken with the Cameraw app that had an ISO value of 1500 or greater, the native app
recorded ISO values of 500 or below, with the one exception being the iPhone 7 which had ISO
values as high as 1000. Recall that high ISO values correspond to darker images. Figure 7.1 shows
a plot of the native camera ISO values versus Cameraw ISO values for all four phones. For the
iPhone 7, the ISO values from the native app get as high as 1000, but the ISO values for the other
phones have a maximum value of 500. Also, the ISO values from the Cameraw app on the iPhone
7 have a maximum value of 1600, but for the other phones, the ISO values have a maximum of
2000.
Future work could include preprocessing of the data to explore different models.
No preprocessing of the data was done for this experiment because the experimental data is
meant to be representative of a typical person taking a picture with these mobile phones. However,
there are a few ways that could improve the accuracy of the results if another similar experiment
is done.
One preprocessing technique that could improve the models’ accuracy is scaling of the data by
dividing by two standard deviations so that the magnitudes of coefficients can be directly compared
[Gelman, A. (2008)] or global normalization which could improve the accuracy of the analysis [Yang,
Y. (2018)]. Eliminating outlier data is also a common way to improve the accuracy of the data
to generate better models, but doing this might not be indicative of how a typical person takes a
picture with these phones, or the occasional extreme exposure settings used by the phones.
Another possible way to preprocess the data is by subtracting the means from the variables,
also known as centering the variables [Forest, J. (2017)]. This helps reduce the amount of mul-
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Figure 7.1 Plot of ISO data from all four iPhones, native app versus Cameraw
ticollinearity that we could get given that ISO and exposure time are dependent on each other.
Multicollinearity occurs when independent variables in a regression model are correlated. If the
degree of correlation between variables is high enough, it can cause problems when you fit the
model and interpret the results.
Besides preprocessing of the data, there are a few other things that could be done to improve
the models. Having many people to take images from many more varied scenes would make the
data more realistic to how a person would use their phone to capture images. This could make a
difference when comparing the R2 statistic of the models, since for most of the phones, all three
ISO models average adjusted R2 values were very close.
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Lastly, completely different models might better model these phones. A few examples of such
models’ equations are below:
yEXP
yISO
 = a ∗
xEXP
xEXP
 + b ∗
xISO
xISO
 + c ∗
xEXP . ∗ xISO
xEXP . ∗ xISO
 + d ∗
1
1

log(yEXP + yISO) = a ∗ xEXP + b ∗ xISO + c
These equations provide additional models that could be investigated. The first is called a
coupled equation. The second is to further test the tie between the exposure time and the ISO
values.
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APPENDIX A. ADDITIONAL FIGURES
Figure A.1 Frequency count for iPhone X-2 for the ISO bin range 0-99
44
Figure A.2 Frequency count for iPhone X-2 for the ISO bin range 100-199
45
Figure A.3 Frequency count for iPhone X-2 for the ISO bin range 200-499
46
Figure A.4 Frequency count for iPhone X-2 for the ISO bin range 500-999
47
Figure A.5 Frequency count for iPhone X-2 for the ISO bin range 1000-2000
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APPENDIX B. iPHONE X-2 FIGURES
Model 1
yEXP = 4.370 ∗ xEXP − 0.0642 Equation 1
Model 2
yEXP = 3.6545 ∗ xEXP + 6.8774e− 05 ∗ xISO − 0.0529 Equation 2
Model 3
yEXP = 3.3676 ∗ xEXP − 0.0004 ∗ xISO + 0.0071 ∗ xEXP . ∗ xISO − 0.0260 Equation 3
Model 4
yISO = 0.2186 ∗ xISO + 33.8313 Equation 4
Model 5
yISO = −49.7298 ∗ xEXP + 0.2189 ∗ xISO + 34.9930 Equation 5
Model 6
yISO = 143.6251 ∗ xEXP + 0.5438 ∗ xISO − 4.7618 ∗ xEXP . ∗ xISO + 16.7749 Equation 6
Figure B.1 Solved regression equations for iPhone X-2
49
Figure B.2 Validation error of native EXP models for iPhone X-2
50
Figure B.3 Validation error of native ISO models for iPhone X-2
51
Figure B.4 Training error of native EXP models for iPhone X-2
52
Figure B.5 Training error of native ISO models for iPhone X-2
53
Figure B.6 Testing error of native EXP models for iPhone X-2
54
Figure B.7 Testing error of native ISO models for iPhone X-2
55
Figure B.8 Average adjusted R2 values of native EXP models for iPhone X-2
56
Figure B.9 Average adjusted R2 values of native ISO models for iPhone X-2
57
Figure B.10 Model 1 training data vs. testing data for iPhone X-2
58
Figure B.11 Model 2 training data vs. testing data for iPhone X-2
59
Figure B.12 Model 3 training data vs. testing data for iPhone X-2
60
Figure B.13 Model 4 training data vs. testing data for iPhone X-2
61
Figure B.14 Model 5 training data vs. testing data for iPhone X-2
62
Figure B.15 Model 6 training data vs. testing data for iPhone X-2
63
Table B.1 P-values for the independent variables for each model for the iPhone X-2
Independent Variable Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
xEXP 4.7207e
−07 6.4968e−06 0.0003 —- 0 0
xISO —- 0.5956 0.5284 0 0 5.8891e
−48
xEXP . ∗ xISO —- —- 0.5410 —- —- 4.4713e−16
constant 2.0356e−14 5.6280e−14 3.2104e−08 0 0 0
Model 1
log yEXP = 46.4968 ∗ xEXP − 4.5278 Equation 7
Model 2
log yEXP = 44.6102 ∗ xEXP + 0.0001 ∗ xISO − 4.4840 Equation 8
Model 3
log yEXP = 50.2275 ∗ xEXP + 0.0037 ∗ xISO − 0.0541 ∗ xEXP . ∗ xISO − 4.8507 Equation 9
Model 4
log yISO = 0.0011 ∗ xISO + 4.2289 Equation 10
Model 5
log yISO = 14.2588 ∗ xEXP + 0.0009 ∗ xISO + 3.5252 Equation 11
Model 6
log yISO = 15.7846 ∗ xEXP + 0.0021 ∗ xISO − 0.0178 ∗ xEXP . ∗ xISO + 3.4263 Equation 12
Figure B.16 Solved GLM equations for iPhone X-2
Table B.2 Chi-squared test p-values for each model for the iPhone X-2
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
2.82e−11 2.09e−10 9.59e−10 0 0 0
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APPENDIX C. iPHONE X-1 FIGURES
Model 1
yEXP = 0.4975 ∗ xEXP + 0.1302 Equation 1
Model 2
yEXP = 1.5835 ∗ xEXP + 0.0001 ∗ xISO + 0.0247 Equation 2
Model 3
yEXP = 2.5618 ∗ xEXP + 0.0010 ∗ xISO − 0.0130 ∗ xEXP . ∗ xISO − 0.0405 Equation 3
Model 4
yISO = 0.2370 ∗ xISO + 28.6966 Equation 4
Model 5
yISO = 28.5934 ∗ xEXP + 0.2349 ∗ xISO + 28.6596 Equation 5
Model 6
yISO = 297.0009 ∗ xEXP + 0.3318 ∗ xISO − 1.5390 ∗ xEXP . ∗ xISO + 14.9787 Equation 6
Figure C.1 Solved regression equations for iPhone X-1
65
Figure C.2 Validation error of native EXP models for iPhone X-1
66
Figure C.3 Validation error of native ISO models for iPhone X-1
67
Figure C.4 Training error of native EXP models for iPhone X-1
68
Figure C.5 Training error of native ISO models for iPhone X-1
69
Figure C.6 Testing error of native EXP models for iPhone X-1
70
Figure C.7 Testing error of native ISO models for iPhone X-1
71
Figure C.8 Average adjusted R2 values of native EXP models for iPhone X-1
72
Figure C.9 Average adjusted R2 values of native ISO models for iPhone X-1
73
Figure C.10 Model 1 training data vs. testing data for iPhone X-1
74
Figure C.11 Model 2 training data vs. testing data for iPhone X-1
75
Figure C.12 Model 3 training data vs. testing data for iPhone X-1
76
Figure C.13 Model 4 training data vs. testing data for iPhone X-1
77
Figure C.14 Model 5 training data vs. testing data for iPhone X-1
78
Figure C.15 Model 6 training data vs. testing data for iPhone X-1
79
Table C.1 P-values for the independent variables for each model for the iPhone X-1
Independent Variable Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
xEXP 0.0339 0.0731 0.0131 —- 1.0208e
−117 0
xISO —- 9.3386e
−05 0.0767 0 0 0
xEXP . ∗ xISO —- —- 0.0953 —- —- 3.3297e−267
constant 2.3798e−61 7.3923e−43 3.2104e−08 0 0 0
Model 1
log yEXP = 2.0196 ∗ xEXP − 1.9034 Equation 7
Model 2
log yEXP = 1.9842 ∗ xEXP + 0.0006 ∗ xISO − 2.2842 Equation 8
Model 3
log yEXP = 22.1056 ∗ xEXP + 0.0091 ∗ xISO − 0.1282 ∗ xEXP . ∗ xISO − 3.5248 Equation 9
Model 4
log yISO = 0.0011 ∗ xISO + 4.2335 Equation 10
Model 5
log yISO = 1.3102 ∗ xEXP + 0.0011 ∗ xISO + 4.1589 Equation 11
Model 6
log yISO = 13.3123 ∗ xEXP + 0.0060 ∗ xISO − 0.0747 ∗ xEXP . ∗ xISO + 3.4283 Equation 12
Figure C.16 Solved GLM equations for iPhone X-1
Table C.2 Chi-squared test p-values for each model for the iPhone X-1
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
0.0942 0.0002 8.7e−06 0 0 0
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APPENDIX D. iPHONE 8 FIGURES
Model 1
yEXP = 4.3415 ∗ xEXP − 0.0667 Equation 1
Model 2
yEXP = 3.4560 ∗ xEXP + 5.9299 ∗ xISO − 0.0474 Equation 2
Model 3
yEXP = 3.1550 ∗ xEXP − 0.0005 ∗ xISO + 0.0080 ∗ xEXP . ∗ xISO − 0.0189 Equation 3
Model 4
yISO = 0.2302 ∗ xISO + 29.7135 Equation 4
Model 5
yISO = −86.5636 ∗ xEXP + 0.2318 ∗ xISO + 34.2893 Equation 5
Model 6
yISO = 143.6944 ∗ xEXP + 0.5645 ∗ xISO − 4.8180 ∗ xEXP . ∗ xISO + 12.0657 Equation 6
Figure D.1 Solved regression equations for iPhone 8
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Figure D.2 Validation error of native EXP models for iPhone 8
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Figure D.3 Validation error of native ISO models for iPhone 8
83
Figure D.4 Training error of native EXP models for iPhone 8
84
Figure D.5 Training error of native ISO models for iPhone 8
85
Figure D.6 Testing error of native EXP models for iPhone 8
86
Figure D.7 Testing error of native ISO models for iPhone 8
87
Figure D.8 Average adjusted R2 values of native EXP models for iPhone 8
88
Figure D.9 Average adjusted R2 values of native ISO models for iPhone 8
89
Figure D.10 Model 1 training data vs. testing data for iPhone 8
90
Figure D.11 Model 2 training data vs. testing data for iPhone 8
91
Figure D.12 Model 3 training data vs. testing data for iPhone 8
92
Figure D.13 Model 4 training data vs. testing data for iPhone 8
93
Figure D.14 Model 5 training data vs. testing data for iPhone 8
94
Figure D.15 Model 6 training data vs. testing data for iPhone 8
95
Table D.1 P-values for the independent variables for each model for the iPhone 8
Independent Variable Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
xEXP 1.1804e
−06 2.6758e−05 0.0061 —- 0 0
xISO —- 0.4289 0.5325 0 0 1.9724e
−184
xEXP . ∗ xISO —- —- 0.5429 —- —- 4.8116e−141
constant 6.8098e−14 3.1495e−13 4.5344e−05 0 0 0
Model 1
log yEXP = 45.5263 ∗ xEXP − 4.4933 Equation 7
Model 2
log yEXP = 42.4714 ∗ xEXP + 0.0002 ∗ xISO − 4.4113 Equation 8
Model 3
log yEXP = 51.3150 ∗ xEXP + 0.0062 ∗ xISO − 0.0900 ∗ xEXP . ∗ xISO − 5.0159 Equation 9
Model 4
log yISO = 0.0011 ∗ xISO + 4.2076 Equation 10
Model 5
log yISO = 15.5513 ∗ xEXP + 0.0010 ∗ xISO + 3.4210 Equation 11
Model 6
log yISO = 23.7060 ∗ xEXP + 0.0077 ∗ xISO − 0.1002 ∗ xEXP . ∗ xISO + 2.8472 Equation 12
Figure D.16 Solved GLM equations for iPhone 8
Table D.2 Chi-squared test p-values for each model for the iPhone 8
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
2.59e−10 1.55e−09 6.68e−09 0 0 0
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APPENDIX E. iPHONE 7 FIGURES
Model 1
yEXP = 4.1655 ∗ xEXP − 0.0566 Equation 1
Model 2
yEXP = 3.3038 ∗ xEXP + 7.2552 ∗ xISO − 0.0421 Equation 2
Model 3
yEXP = 3.0451 ∗ xEXP − 0.0005 ∗ xISO + 0.0082 ∗ xEXP . ∗ xISO − 0.0125 Equation 3
Model 4
yISO = 0.2478 ∗ xISO + 27.6267 Equation 4
Model 5
yISO = 121.0728 ∗ xEXP + 0.2300 ∗ xISO + 26.4521 Equation 5
Model 6
yISO = 323.4816 ∗ xEXP + 0.5814 ∗ xISO − 5.2036 ∗ xEXP . ∗ xISO + 6.8746 Equation 6
Figure E.1 Solved regression equations for iPhone 7
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Figure E.2 Validation error of native EXP models for iPhone 7
98
Figure E.3 Validation error of native ISO models for iPhone 7
99
Figure E.4 Training error of native EXP models for iPhone 7
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Figure E.5 Training error of native ISO models for iPhone 7
101
Figure E.6 Testing error of native EXP models for iPhone 7
102
Figure E.7 Testing error of native ISO models for iPhone 7
103
Figure E.8 Average adjusted R2 values of native EXP models for iPhone 7
104
Figure E.9 Average adjusted R2 values of native ISO models for iPhone 7
105
Figure E.10 Model 1 training data vs. testing data for iPhone 7
106
Figure E.11 Model 2 training data vs. testing data for iPhone 7
107
Figure E.12 Model 3 training data vs. testing data for iPhone 7
108
Figure E.13 Model 4 training data vs. testing data for iPhone 7
109
Figure E.14 Model 5 training data vs. testing data for iPhone 7
110
Figure E.15 Model 6 training data vs. testing data for iPhone 7
111
Table E.1 P-values for the independent variables for each model for the iPhone 7
Independent Variable Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
xEXP 5.4032e
−07 1.9422e−05 0.0040 —- 0 0
xISO —- 0.4878 0.4652 0 0 0
xEXP . ∗ xISO —- —- 0.4761 —- —- 3.3271e−260
constant 7.7436e−15 4.00648e−14 1.7329e−05 0 0 0
Model 1
log yEXP = 44.9543 ∗ xEXP − 4.4450 Equation 7
Model 2
log yEXP = 42.1060 ∗ xEXP + 0.0002 ∗ xISO − 4.3738 Equation 8
Model 3
log yEXP = 51.8474 ∗ xEXP + 0.0066 ∗ xISO − 0.0971 ∗ xEXP . ∗ xISO − 5.0398 Equation 9
Model 4
log yISO = 0.0013 ∗ xISO + 4.1291 Equation 10
Model 5
log yISO = 15.2417 ∗ xEXP + 0.0011 ∗ xISO + 3.4007 Equation 11
Model 6
log yISO = 25.8571 ∗ xEXP + 0.0096 ∗ xISO − 0.1269 ∗ xEXP . ∗ xISO + 2.6478 Equation 12
Figure E.16 Solved GLM equations for iPhone 7
Table E.2 Chi-squared test p-values for each model for the iPhone 7
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
9.47e−11 6.2e−10 2.55e−09 0 0 0
