We present a six-dimensional potential energy surface for the (H 2 ) 2 dimer based on coupled-cluster electronic structure calculations employing large atom-centered Gaussian basis sets and a small set of midbond functions at the dimer's center of mass. The surface is intended to describe accurately the bound and quasibound states of the dimers (H 2 ) 2 , (D 2 ) 2 , and H 2 -D 2 that correlate with H 2 or D 2 monomers in the rovibrational levels (v, j) = (0, 0), (0, 2), (1, 0), and (1, 2). We employ a closecoupled approach to compute the energies of these bound and quasibound dimer states using our potential energy surface, and compare the computed energies for infrared and Raman transitions involving these states with experimentally measured transition energies. We use four of the experimentally measured dimer transition energies to make two empirical adjustments to the ab initio potential energy surface; the adjusted surface gives computed transition energies for 56 experimentally observed transitions that agree with experiment to within 0.036 cm −1 . For 29 of the 56 transitions, the agreement between the computed and measured transition energies is within the quoted experimental uncertainty. Finally, we use our potential energy surface to predict the energies of another 34 not-yet-observed infrared and Raman transitions for the three dimers.
4 2) has its center of mass on the positive z axis. The orientation of molecule i is specified by its spherical polar and azimuthal angles (θ i , φ i ). We let R represent the distance between the molecules' centers of mass, and let r i represent the bond length of molecule i. The H 2 -H 2 potential energy surface can then be expanded in terms of coupled spherical harmonics:
where φ = φ 2 − φ 1 , the summation indices l 1 , l 2 , and L are non-negative integers that must satisfy
and the homonuclear symmetry of the two H 2 monomers dictates that l 1 and l 2 are also both even. The angular functions G l 1 ,l 2 ,L have the form
where C is a Clebsch-Gordan coefficient and Y l,m is a spherical harmonic normalized so that The appearance of the Clebsch-Gordan coefficient C in Eq. (3) means that l 1 , l 2 , and L must satisfy the angular momentum triangle rule.
The functions G l 1 ,l 2 ,L constitute a complete, orthogonal basis set for functions of the three angular coordinates (θ 1 , θ 2 , φ). For fixed R, r 1 , and r 2 , the coefficient A l 1 ,l 2 ,L (R, r 1 , r 2 ) can therefore be computed as A l 1 ,l 2 ,L (R, r 1 , r 2 ) = 1 2L + 1 G l 1 ,l 2 ,L (θ 1 , θ 2 , φ)V (R, r 1 , r 2 , θ 1 , θ 2 , φ) dS 1 dS 2
where dS i = sin θ i dθ i dφ i .
Earlier studies of the four-dimensional rigid-rotor H 2 -H 2 potential energy surface 14, 15, 18 show that the surface is dominated by four terms, with (l 1 , l 2 , L) = (0, 0, 0), (0, 2, 2), (2, 0, 2), and (2, 2, 4). In this work, we use numerical quadrature to compute the right-hand side of Eq. (4) for these four (l 1 , l 2 , L) triples. Specifically, at fixed values of R, r 1 , and r 2 , we use the 18-point spherical quadrature rule numbered 25.4 .64 in Ref. 31 to evaluate the integrals over both dS 1 and dS 2 in Eq. (4). This requires us to compute the H 2 -H 2 interaction energy V (R, r 1 , r 2 , θ 1 , θ 2 , φ), using ab initio quantum chemical methods that we describe in the next subsection, at 12 sets of angles (θ 1 , θ 2 , φ) when r 1 = r 2 and at 19 sets of angles when r 1 = r 2 . Symmetry relationships allow the rest of the 18 2 = 324 interaction energies at fixed (R, r 1 , r 2 ) to be determined from these ab initio calculations.
The accuracy of the A l 1 ,l 2 ,L coefficients computed in this fashion is limited by the fact that the quadrature rule we use fails to reproduce the orthogonality conditions
when l 1 + l ′ 1 ≥ 6 or l 2 + l ′ 2 ≥ 6. This means that the value of A 0,0,0 obtained via quadrature also includes some contamination from A 6,0,6 and A 0, 6, 6 (if these coefficients are nonzero in the ab initio potential energy surface), while A 2,2,4 is contaminated by (among other terms)
A 2,4,6 and A 4,2,6 , which describe the long-range electrostatic quadrupole-hexadecapole (QH) interaction between the two H 2 molecules.
To assess the magnitude of these erroneous contributions to the four A l 1 ,l 2 ,L coefficients of interest, we used the more accurate 24-point spherical quadrature rule of Ref. 31 to calculate the coefficients at (R, r 1 , r 2 ) = (4.5 a 0 , 1.4 a 0 , 1.7 a 0 ), a repulsive (H 2 ) 2 configuration where we expect the angular anisotropy of the potential energy surface to be relatively high, and where this contamination should thus be relatively severe. Table I compares the coefficients obtained using the two quadrature rules (based on ab initio interaction energies computed using the protocol outlined in Sec. II B); the errors introduced at this (R, r 1 , r 2 ) configuration by using 18-point quadrature appear to be quite small for the four terms that we include in our final potential energy surface. This table also gives the values for two additional coefficients in the coupled spherical harmonic expansion, A 2,2,0 and A 2,2,2 , at this (H 2 ) 2 configuration, and shows that they are one to two orders of magnitude smaller than any of the four terms we retain in Eq. (1). This is in accord with previous studies 14, 15, 18 of the four-dimensional rigid-rotor H 2 -H 2 potential energy surface.
B. CCSD(T) ab initio calculations
function exponents are taken from Ref. 36 .
We carry out these calculations at r 1 and r 2 values of 1.1, 1.4, and 1.7 a 0 , and at 19 R values ranging from R = 4.25 a 0 to 12.0 a 0 , for a total of 1653 unique (R, r 1 , r 2 , θ 1 , θ 2 , φ) (H 2 ) 2 configurations. We turn off automatic checking of the one-electron overlap matrix for near linear dependence and retain all 206 one-electron basis functions at every configuration;
this eliminates possible discontinuities in the potential energy surface that could arise when some of these functions are dropped from the one-electron basis set. The Gaussian 03 H 2 -H 2 total CCSD(T) energies for these configurations are available from the EPAPS depository.
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We have checked a small subset of these energies against calculations using the Dalton ab initio code; 38 the dimer total energies computed using the two codes agree to within 2 × 10 −8 hartrees or better.
To assess the error introduced by truncating the one-electron basis set at the aug-ccpVQZ + (3s3p2d) level, we performed some calculations at selected configurations using a smaller aug-cc-pVTZ atom-centered basis set and the same (3s3p2d) bond function set. The coefficients A l 1 ,l 2 ,L obtained from these two sets of ab initio interaction energies are listed in Table II . The two sets of coefficients generally differ by no more than 1% to 2%, suggesting that the aug-cc-pVQZ + (3s3p2d) basis set is nearly saturated. Truncating the one-electron basis set seems to have the largest effect on the isotropic coefficient A 0,0,0 computed at small values of R, where the potential energy surface is strongly repulsive.
C. CCSDT ab initio calculations
Our earlier study of the vibrational dependence of the H 2 -H 2 interaction 39 indicates that incompleteness in the many-electron basis set could materially affect the shape of the potential energy surface in the van der Waals well. Similar effects have been observed in other weakly-bound dimers of two-valence-electron systems. 40, 41 To reduce the error associated with truncation of the many-electron basis set at the CCSD(T) level of theory, we employ a coupled-cluster treatment that includes a fully iterative treatment of single, double, and triple excitations, 42, 43 abbreviated CCSDT, to compute the H 2 -H 2 interaction energy at selected high-symmetry geometries (those in which θ 1 , θ 2 , and φ take values of 0 or π/2).
These calculations are performed using the tensor contraction engine 44 incorporated into version 4.7 of the electronic structure code NWChem.
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Unfortunately, the CCSDT calculations are prohibitively expensive if we employ the aug-cc-pVQZ + (3s3p2d) one-electron basis set used in the CCSD(T) calculations. We therefore perform the CCSDT calculations using a smaller one-electron basis set consisting of only atom-centered aug-cc-pVTZ functions. We also use NWChem to perform CCSD(T)
calculations at these high-symmetry geometries using the atom-centered aug-cc-pVTZ basis set. We then take the difference between the CCSDT and CCSD(T) counterpoise-corrected interaction energies as an additive correction to the aug-cc-pVQZ + (3s3p2d) CCSD(T) potential energy surface. For the sake of brevity, we will call this the "full-triples" correction.
We found that to insure convergence of the CCSDT iterations at some geometries, it was necessary to increase the cutoff for computational linear dependence in the one-electron basis set to 10 −6 . For consistency, we therefore used this cutoff in all of the CCSDT and CCSD(T) calculations performed with NWChem.
Because we compute the full-triples correction at a small number of H 2 -H 2 orientations (θ 1 , θ 2 , φ), we cannot use the quadrature scheme described in the the previous subsection to extract corresponding full-triples corrections to the A l 1 ,l 2 ,L coefficients computed at the CCSD(T) aug-cc-pVQZ + (3s3p2d) level of theory. Instead, we use least-squares techniques to fit the full-triples correction to the function
We then add the corrections ∆A l 1 ,l 2 ,L to the corresponding coefficients A l 1 ,l 2 ,L obtained from four-dimensional quadrature over the CCSD(T) aug-cc-pVQZ + (3s3p2d) interaction energies. The CCSDT and CCSD(T) energies used to compute the full-triples correction are available through EPAPS. 37 For the sake of brevity, we henceforth use the term "coefficients"
to mean the sum of the CCSD(T) coefficients and the full-triples corrections.
D. Construction of a smooth potential energy surface
We now construct a smooth potential energy surface from the ab initio coefficients above 12.0 a 0 using functions described in the next two paragraphs. At R = 4.25 a 0 , the slope of each cubic spline is constrained to match the slope of the corresponding small-R extrapolating function.
We extend each cubic spline to R values below 4.25 a 0 using a simple two-parameter exponential extrapolation of the form U exp(−cR) that fits the coefficients obtained at R = 4.25 a 0 and 4.5 a 0 . We should stress that this extrapolation is not expected to give highly accurate interaction energies for small R; we use it simply to define the slope for the cubic spline at R = 4.25 a 0 . The dimer bound state wave functions we compute using our potential energy surface are not sensitive to the highly repulsive small-R region of the potential energy surface.
Beyond R = 12.0 a 0 , we extrapolate each spline using an inverse-power expansion of the form n C n /R n , including terms with n = 5 and 6 in the extrapolations for A 2,2,4 , terms with n = 6, 8, and 10 for A 0,0,0 , and terms with n = 6 and 8 in the extrapolations for A 0,2,2 and A 2,0,2 . All C n coefficients are determined as functions of r 1 and r 2 . To reduce the discontinuities in the higher-order derivatives of the coefficients at R = 12.0 a 0 , where the cubic spline meets the long-range inverse-power extrapolating function, we use the long-range function to compute values of the A l 1 ,l 2 ,L coefficents at six evenly spaced "phantom" points ranging from R = 13.0 a 0 to R = 18.0 a 0 , and force the spline to intercept these phantom points as well as the points computed at the 19 R values cited above. At R = 18.0 a 0 , we also constrain the slope of the spline to match that of the inverse-power expansion. However, we only use the spline to evaluate the coefficients between R = 4.25 a 0 and R = 12.0 a 0 ; beyond R = 12.0 a 0 , we use the inverse-power expansion to compute the
Using these extrapolated cubic splines, we can compute the coefficients
at any R for the discrete pairs of H 2 bond lengths (r 1 , r 2 ) at which we performed the ab initio calculations described above. As the last step in defining a smooth potential energy surface, we fit these interpolated (or extrapolated) coefficients to the expression
where r eq = 1.4 a 0 . In the shallow well, our vibrationally averaged A 0,0,0 coefficient agrees fairly well with the extrapolated CCSD(T) results, 14,15 which were computed within the rigid-rotor approximation using the v = 0 vibrationally averaged bond length for both H 2 monomers. The repulsive wall of our isotropic potential energy curve is slightly softer than that of the extrapolated CCSD(T) curve; our repulsive wall closely tracks the shape of the modified ab initio potential energy surface 18 that gives accurate second virial coefficients, except that our repulsive wall is shifted to slightly larger R values. It is interesting to note that in the small-R repulsive region, the empirical isotropic potential energy curve 51 derived from scattering data is considerably softer than any of the three curves derived from ab initio computations.
III. COMPUTATION OF DIMER BOUND STATE ENERGIES
We assess the quality of our potential energy surface by using it to compute the energies of several bound (and long-lived quasibound) states of the (H 2 ) 2 , H 2 -D 2 , and (D 2 ) 2 dimers.
In this section, we summarize the methods used to compute these energies; the energies themselves are presented in later sections. We employ a standard close-coupled approach
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in which the nine-dimensional dimer wave function is written as
Here r i is the vector separating the two nuclei of H 2 molecule i, R is the vector separating the two molecules' centers of mass, andr i andR are the corresponding unit vectors. The quantum numbers J and M represent respectively the total angular momentum of the dimer (excluding nuclear spin angular momentum) and its projection on a space-fixed z axis. The angular basis functions I J,M,γ , which are defined as
couple the rotational angular momenta (j 1 , j 2 ) of the two H 2 molecules with the orbital angular momentum L of the dimer to create functions of definite J and M; we use γ to represent the collection of angular momentum quantum numbers (j 1 , j 2 , J 12 , L), where J 12 is the quantum number corresponding to the (vector) sum of the rotational angular momenta of the two H 2 molecules. The summation index λ represents a collection of eight quantum numbers: the four quantum numbers listed in γ, the total angular momentum quantum numbers J and M, and the vibrational quantum numbers v 1 and v 2 of the two monomers.
The functions φ v,j (r) are H 2 monomer radial wave functions, defined so that
and obtained from a Numerov-Cooley 52 analysis of the Ko los-Wolniewicz 53 H 2 potential energy curve.
The dimer radial functions F λ (R) are solutions to a set of coupled second-order differential equations; the R-dependent terms that couple the radial functions F λ (R) and F λ ′ (R) are obtained by integrating the six-dimensional H 2 -H 2 potential energy surface over the eight coordinates (r 1 , r 2 ,R), and are defined by replacing the rigid-rotor potential coefficients 
We use the ABVN program 54 to evaluate the angular momentum coupling coefficients that appear in Eq. (9) We convert the set of coupled second-order differential equations to a matrix eigenproblem by discretizing the equations on a grid in R, ranging from R min = 3.0 a 0 to R max = 28.0 a 0 in steps of 0.1 a 0 , and replacing the dimer radial kinetic energy operator with a five-point central difference approximation evaluated on the grid. (Convergence tests show that using a smaller step size or a larger value of R max does not change significantly the energies of the dimer states considered here.) We then solve the matrix eigenproblem using the ARPACK code 55 driven by the SYMMLQ linear algebra routine. 56 We truncate the wave function expansion given in Eq. (8) by limiting j 1 and j 2 to the values 0, 2, and 4, with the additional restriction that j 1 + j 2 ≤ 6, and by limiting v 1 and v 2 to the values 0 and 1. We also assume that the three vibrational manifolds defined by v t = v 1 + v 2 = 0, 1, or 2 are effectively decoupled from one another, which further reduces the size of the matrix eigenproblem.
The energies of the (v, j) rovibrational states of the H 2 and D 2 monomers and the dimer reduced masses, which appear in the close-coupled equations for the radial functions F λ (R), are computed from the parameters listed in Table III .
Because we consider only even values of j 1 and j 2 here, the parity of the angular basis function I J,M,γ is controlled by the dimer orbital angular momentum quantum number L;
when L is even, I J,M,γ has even parity. Angular basis functions with different parities are not coupled together by Eq. (8). In addition, for a dimer of two identical monomers, the overall spatial wave function (exclusive of spin) must be either symmetric or antisymmetric under exchange of the two monomers, and the overall spin wave function must also be symmetric or antisymmetric under monomer exchange. The total wave function, which is the product of the spatial and spin wave functions, must be symmetric or antisymmetric under monomer exchange for bosonic and fermionic monomers, respectively.
The para-H 2 molecule is a spin-zero composite boson. For a dimer of such bosons, no exchange-antisymmetric spin wave function can be constructed, and therefore only states whose spatial wave functions are symmetric under monomer exchange are physically admissible. These exchange-symmetric spatial wave functions are the only (H 2 ) 2 wave functions considered here. On the other hand, ortho-D 2 molecules may have a total nuclear spin quantum number of either zero or two, and it is possible to construct (ortho-D 2 ) 2 dimers that have either an exchange-symmetric or an exchange-antisymmetric spin wave function.
Consequently the spatial wave function for (ortho-D 2 ) 2 may also be either symmetric or antisymmetric under monomer exchange, provided that the total (spin times spatial) (ortho-D 2 ) 2 wave function is symmetric under monomer exchange.
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To check that our matrix-based implementation of the close-coupled formalism is correct,
we have used the BOUND code 58 to compute the energies of the (H 2 ) 2 , H 2 -D 2 , and (D 2 ) 2 bound states that correlate with the monomers' (v, j) = (0, 0) ground rovibrational states, and compare these energies with those obtained from our matrix-based code.
[Because the BOUND code employs the rigid-rotor approximation, for this comparison we ignore the j dependence of the monomer radial wave functions φ v,j (r) that appear in Eq. (8) and replace these radial wave functions with those for the monomers' ground rovibrational states. This is equivalent to neglecting centrifugal distortion effects on the monomer radial wave functions.]
The good agreement between these two calculations confirms the validity of our matrix-based close-coupled approach.
Some of the dimer states discussed below are long-lived quasibound states that can decay via rotational predissociation. The energies reported for these states are those obtained following the "infinite wall" procedure outlined by Grabenstetter and Le Roy, 59 in which the energy of the quasibound state is monitored as R max is decreased in 0.1 a 0 steps. We estimate that using a finite step size of 0.1 a 0 in this procedure introduces an uncertainty in the quasibound state energies of no more than 0.002 cm −1 .
IV. EMPIRICAL ADJUSTMENTS TO THE POTENTIAL ENERGY SURFACE
In this section, we show that if we make two small empirical modifications to our ab initio potential energy surface, it gives rotational and rovibrational transition energies for (H 2 ) 2 , H 2 -D 2 , and (D 2 ) 2 dimers in good agreement with those obtained experimentally. The two modifications involve a small inward shift of the repulsive wall of the potential energy surface, which we quantify using an adjustable parameter s, and a slight increase in the magnitude of the surface's A 2,2,4 term, which we quantify using an adjustable parameter q.
The unmodified, purely ab initio potential energy surface is defined by (s, q) = (0, 0).
We focus first on H 2 -D 2 and (D 2 ) 2 dimer states that correlate with rotationally cold (j = 0) monomers as R → ∞. Because the wave functions of these states are overwhelmingly dominated by angular basis functions I J,M,γ with j 1 = j 2 = 0 in Eq. (8), the states' energies are insensitive to the anisotropic terms (A 0,2,2 , A 2,0,2 , and A 2,2,4 ) of the potential energy surface; however, the states' energies are very sensitive to the location of the surface's repulsive wall. We therefore find the optimal value for s by adjusting s to bring the computed energies for transitions involving these states into good agreement with experimentallymeasured transition energies.
Next we consider IR-active transitions of the H 2 -D 2 dimer which involve either (1) a pure vibrational transition v = 1 ← 0 in the H 2 monomer and a pure rotational transition j = 2 ← 0 in the D 2 monomer, or (2) a rovibrational transition (v, j) = (1, 2) ← (0, 0) in the H 2 monomer and no excitation of the D 2 monomer. These transitions involve final states whose energies are sensitive to the A 0,2,2 and A 2,0,2 anisotropic terms of the dimer potential energy surface. We find that, once the repulsive wall of the potential energy surface has been shifted inward slightly, the energies computed for these transitions are in good agreement with experimental measurements. This suggests that the A 0,2,2 and A 2,0,2 terms of the shifted potential energy surface are accurate, at least in the range of R values probed by the H 2 -D 2 dimer wave functions.
Finally, we examine (H 2 ) 2 and (D 2 ) 2 dimer states which correlate with R → ∞ limits involving one j = 0 and one j = 2 molecule. Some of these states have energies that are very sensitive to the strength of the A 2,2,4 term of the potential energy surface. By examining how the computed energies for transitions involving these states change with q, we find the value for q that gives the best overall agreement with experimental measurements.
absorption experiment are quasibound, and can decay through vibrational predissociation.
Our assumption that these states are decoupled from the v t = 0 states, however, closes off this decay channel. Because the lifetimes of the v t = 1 dimer states are known to be extremely long, 26 this should not materially affect our results.) Table IV shows that the computed J = 2 ← 0 spacings are 0.015 cm −1 to 0.025 cm
lower than the experimental ones. If the dimers were rigid rotors, the J = 2 ← 0 spacings would be equal to six times the dimers' respective rotational constants. Because the dimers undergo large-amplitude zero-point motion along the R direction, a rigid-rotor model for the dimers' overall end-over-end rotation is not really appropriate. Nonetheless, this simpleminded picture suggests that the dimer states supported by the computed potential energy surface have average intermolecular distances that are slightly too large, by about 0.02 a 0 for the (D 2 ) 2 dimer and 0.03 a 0 for the H 2 -D 2 dimer.
As we noted in our discussion of We therefore modify our ab initio H 2 -H 2 potential energy surface as follows. For R values below 6.5 a 0 , we shift our computed ab initio interaction energies to new, smaller, R values defined by
and then construct a smooth s-dependent H 2 -H 2 potential energy surface (as described above in Sec. II D) using the shifted points. Because we have not yet changed the strength of the A 2,2,4 term, we are at present implicitly holding q fixed at q = 0. terms are fairly accurate, at least over the range of R values for which the H 2 -D 2 dimer has substantial probability density. If we compute the expectation value of the dimer's potential energy using the upper state wave function,
we find that it includes substantial contributions from the isotropic A 0,0,0 term of the potential surface and the anisotropic A 0,2,2 and A 2,0,2 terms, along with a small contribution from the A 2,2,4 term; this last contribution is proportional to the integral
where F λ and F λ ′ are the two radial functions shown in Fig. 3 . As we explained previously, the lower state for this transition has a wave function dominated by the (j 1 , j 2 ) = (0, 0) channel, and its potential energy expectation value is therefore sensitive to only the isotropic To place tighter constraints on q, we turn to the (D 2 ) 2 dimer, which, because it is both heavier than (H 2 ) 2 and has less severe restrictions arising from nuclear spin statistics, exhibits many more absorption features in its far-IR S 0 (0) band. 28 Twelve of these features are relatively sharp, suggesting that they involve bound or long-lived quasibound states, and also have firmly assigned initial-and final-state angular momentum quantum numbers. (We discuss later a thirteenth sharp transition whose initial-and final-state assignments are more tentative.) Figure 5 and Table VI show how the errors in the energies computed for these twelve transitions depend on q. For the q = 0 potential energy surface, the deviations between computed and measured transition energies range from −0.025 cm −1 (transition e) to +0.064 cm −1 (transition h); at q = 0.0235, however, the computed energies for eight of the twelve transitions (those labeled e through l) agree with experiment to within ±0.007 cm −1 .
Only one of these eight transitions has a computed transition energy that differs from the experimental value by more than 0.005 cm −1 , which is the experimental uncertainty quoted for these transitions in Ref. 28 . Furthermore, the value q = 0.0235 minimizes the mean absolute deviation between the predicted and observed transition energies for these eight transitions.
The four transitions labeled a through d in Table VI Finally, we note that the computed transition energies listed in Table V change by only 0.001 to 0.002 cm −1 when the (s, q) = (0.0175, 0.0235) potential energy surface is used. This validates our decision to hold q fixed at q = 0 while we find the optimal value for s, and then hold s fixed at this value while we find the optimal value for q.
V. OTHER COMPARISONS WITH EXPERIMENT
In the previous section, we showed that the quality of the four A l 1 ,l 2 ,L terms of our potential energy surface could be assessed individually by considering transitions between pairs of states that have energies sensitive to specific subsets of these terms. We found that with two small adjustments to the potential energy surface, we could generate a surface that gives computed transition energies in fairly good agreement with a number of high-resolution experimental measurements.
Although some of the transitions considered in the previous section involve vibrational excitation of the H 2 monomer in the H 2 -D 2 dimer, we have not yet considered vibrationally excited states of the (H 2 ) 2 or (D 2 ) 2 dimers. In these dimers' v t = 1 vibrationally excited states, the vibrational excitation is delocalized across the pair of monomers; transitions to these excited states therefore probe the simultaneous dependence of the potential energy surface on r 1 and r 2 .
In this section, we show that our modified potential energy surface predicts energies for these transitions that are in good agreement with experiment, indicating that the surface accurately describes the vibrational coupling between the two monomers in the (H 2 ) 2 and (D 2 ) 2 dimers. We also consider IR-active double vibrational transitions of the (D 2 ) 2 dimer, in which each monomer undergoes a v = 1 ← 0 excitation; the good agreement we obtain with experiment provides further evidence that our modified potential energy surface has the correct (r 1 , r 2 ) dependence.
A. Q 1 (0) spectra of the (H 2 ) 2 , H 2 -D 2 , and (D 2 ) 2 dimers Tables VII through IX list the energies of several (H 2 ) 2 , H 2 -D 2 , and (D 2 ) 2 bound states that correlate with j = 0 monomer states, computed using the final (s, q) = (0.0175, 0.0235) potential energy surface. Using these bound state energies and the monomer Q 1 (0) transition energies from Table III , we can obtain theoretical positions for the P and R lines in the dimers' Q 1 (0) IR absorption spectra. In Table X, Table IX give J = 2 ← 0 and 3 ← 1 spacings for both the v t = 0 and IR-active v t = 1 manifolds within 0.002 cm −1 of the experimentally-derived values. 26 These observations suggest that the systematic deviations observed for (D 2 ) 2 in Table X are not related to a poor choice for s.
These discrepancies could indicate a small error in the isotropic A 0,0,0 term's simultaneous dependence on r 1 and r 2 ; the vibrationally excited (D 2 ) 2 states involved in the transitions listed in Table X A 0,2,2 , and A 2,0,2 terms. In contrast to the H 2 -D 2 transitions discussed in Sec. IV B, however, the (H 2 ) 2 S 1 (0) transition is sensitive to the A 2,2,0 and A 2,2,2 terms of the potential energy surface, which we have ignored; the fact that we obtain good agreement with experiment without explicitly including these terms in our surface is further evidence that these terms are of minor importance for the dimer bound states considered in this work.
The S 1 (0) IR absorption band for (D 2 ) 2 is much richer than that for (H 2 ) 2 , and is described In Ref. 26 , initial-and final-state quantum number labels were proposed for the nine other narrow lines that appear in the (D 2 ) 2 dimer's S 1 (0) IR absorption band; these assignments were descrbed as "less certain" than the assignments for the pairs of lines linked by groundstate combination differences. Eight of these lines are listed in the lower part of Table XII , which shows that using these transition assignments, we again observe very good agreement between computed and measured transition energies. (The one line omitted from Table XII involves a transition to a J = 4 state whose energy we have not attempted to compute.) The upper-state wave functions for the transitions listed in Table XII Table XII measures the degree of mixing in the upper-state wave functions. The good agreement between computed and observed transition energies in Table XII, especially for transitions to upper states with L ≥ 2 or with F values below 0.9, indicates that the (r 1 , r 2 ) dependence of our potential energy surface, and of the A 2,2,4 term in particular, is reasonably accurate.
Further evidence that the (r 1 , r 2 ) dependence of our potential energy surface is accurate comes from Table XIII , where we compare the computed and observed transition energies for several (D 2 ) 2 transitions in the dimer's Q 1 (0) + S 1 (0) overtone IR absorption band. The agreement between computed and observed transition energies is fairly good, although it appears that the potential energy surface generally underestimates slightly the energies of the upper states of these transitions.
VI. PREDICTIONS FOR NOT-YET-OBSERVED TRANSITIONS
In this section, we use our final (s, q) = (0.0175, 0.0235) potential energy surface to predict the energies of some not-yet-observed IR transitions of the H 2 -D 2 dimer and some
not-yet-observed Raman transitions of the (H 2 ) 2 and (D 2 ) 2 dimers. Experimental studies designed to search for these transitions would help test the accuracy of the potential energy surface presented here.
The region of the H 2 -D 2 dimer's IR absorption spectrum associated with Q 1 (0) excitation of the H 2 monomer has already been studied experimentally, and as Table X shows, our potential energy surface gives accurate transition energies for the four P and R lines in this portion of the dimer's IR spectrum. The dimer should have four additional IR-active P and R lines associated with Q 1 (0) excitation of the D 2 monomer. We have computed the transition energies for these four lines based on the dimer binding energies listed in Table VIII;   Table XIV lists the predicted transition energies for these four absorption features.
As we noted earlier, the single Raman-active transition in the (H 2 ) 2 dimer's Q 1 (0) Because the (D 2 ) 2 dimer has four bound states, its Raman spectrum will be much richer than that of (H 2 ) 2 . In Tables XV and XVI we give predictions for Raman-active transitions of the (D 2 ) 2 dimer in the monomer Q 1 (0), S 0 (0), and S 1 (0) bands; these predictions are based on the energy levels listed in Tables IX and XVII . There will be additional Raman features in the dimer's S 0 (0) and S 1 (0) bands, associated with transitions to final dimer states with J = 3, which we have omitted from The coefficients are grouped into pairs of rows corresponding to fixed (R, r 1 , r 2 ); the upper row in each pair lists the aug-cc-pVQZ coefficients, while the lower row in each pair lists the aug-cc-pVTZ 
