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ABSTRACT 
Dynamic traffic assignment is widely recognised as being more useful to evaluate traffic 
management measures than is static counterpart, as it allows us to analyse how 
congestion forms and dissipates in time-varying conditions. In this thesis, both 
deterministic and stochastic dynamic assignments are modelled with a proper fink 
performance function, and solved with efficient solution algorithms so that they give rise 
to high quality solutions. 
A deterministic dynamic assignment is formulated in the form of variational inequality and 
solved by a route-based solution algorithm which intrinsically respects correct flow 
propagation. Similarly a stochastic dynamic assignment is formulated in the form of 
variational inequality, but solved with a link-based algorithm with an explanation on how 
to maintain correct flow propagation in this solution approach. In particular, both 
solution algorithms are developed in a way that we can find optimal solutions efficiently 
without direct evaluation of an objective function, based on the interpolation method. 
In both dynamic assignment techniques, the deterministic queuing model is adopted as the 
basis of the link performance function. This model is suitable to describe the relationship 
between inflows, outflows, and travel costs for a link in time-varying conditions because 
it respects all requirements for dynamic traffic modelling such as traffic conservation, the 
FIFO discipline, correct flow propagation, and causality. 
Finally, application of both dynamic assigm-nent techniques to several test networks, 
including a medium-size network with 24 nodes and 76 links, shows that a proper way of 
associating costs with flows in discrete time is crucial to the calculation of plausible 
dynamic assignments. 
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CHAPTER 1 INTRODUCTION 
1.1BACKGROUND 
From the mid 20th century, the number of cars has increased dramatically as many 
people can afford to own a car which allows them to travel freely, comfortably, and 
quickly with increased privacy. On the other hand, the overall length of road has not 
been sufficiently increased to accommodate the increased number of cars as it has 
been getting difficult to procure land to build roads, particularly in urban areas. In 
Great Britain, the number of licensed cars had increased by more than 11-fold from 
1951 to 1998 (from 2,380,000 to 27,538,000 vehicles), whilst the total length of road 
has been increased by 25 per cent over the same period (from 297,466 to 371,603 
km) (Transport Statistics Great Britain, 1999). These numbers suggest those people 
in the late 1990s suffer from more transport problems such as congestion, air 
pollution, and traffic noise than those in the 1950s in Great Britain, because a much 
greater number of cars are sharing an only slightly greater amount of road. In 
particular, these transport problems have been found to be more severe in urban areas 
than in rural areas because a large number of vehicles will travel in a limited space and 
time (e. g. main roads during morning peak periods). 
Now that it is being difficult to build and expand roads in urban areas, there have been 
two alternative approaches to relieve the gap between supply and demand in road 
transport systems. The first approach is to improve supply by utilising the existing 
roads and transport facilities more effectively and efficiently as far as possible. The 
introduction of bus lanes, the installation of traffic-response signal systems or variable 
message signs, and ramp metering, are examples of traffic management measures for 
increasing the capacity of existing roads. A second approach is to reduce or manage 
the demand for travel by car. The reduction of parking facilities in inner city areas, 
congestion charges, and raising the petrol tax are examples of management measures 
for reducing peak demand. 
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When we consider the introduction of these management measures, we need to 
identify their likely impact on travellers' behaviour and on overall traffic conditions 
beforehand so that we may choose the most desirable between several candidate 
measures. For this purpose, we often use a network analysis tool called a traffic 
assignment model. 
A traffic assignment model is a tool to analyse traffic flow patterns and related travel 
conditions, given demand patterns from place (origin) to place (destination), travel 
cost functions for each link in the network, and route choice models. A general 
process of traffic assigm-nent model can be briefly explained in two steps. First, we 
calculate costs for each link with link cost functions, then we calculate travel costs for 
each route which connects the origin to the destination. Secondly, we assign traffic 
demands for each route according to a certain model of travellers' behaviour in 
choosing routes. 
To understand how the traffic assignment model can be used to evaluate the effect of 
a management measure, let us suppose that we intend to install a bus lane on a certain 
road section. Firstly, the bus lane may change overall travel cost (or time) along the 
installed road section, and this will in turn result in some changes to flow patterns 
because some car drivers are expected to divert to less costly routes which may avoid 
this road section. In the traffic assignment model, a change of travel cost can be 
modelled by a link cost function, and the resulting travel pattern can be obtained by 
assigning traffic based on the changed travel cost pattern. 
Although the conventional (steady-state) traffic assignment models are useful tools to 
analyse overall traffic flow patterns and related travel conditions in a network, they 
cannot explain how network conditions will vary over time. However, it has become 
increasingly important to analyse how network conditions will change over time as we 
consider more advanced transport systems in which we provide travellers with real- 
time traffic information and control management measures according to the prevailing 
traffic conditions. This kind of transport system is called ITS (Intelligent 
Transportation System), and is under development in many countries. 
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In this respect, we have developed a dynamic (traffic) assignment model which can 
analyse how network conditions will change over time and how travellers response to 
these changes. With the dynamic assignment, we can even understand how congestion 
forms and dissipates in time-varying conditions during peak periods. Consequently, 
we can evaluate either conventional or advanced traffic management measures in 
great detail. 
Certain problems in existing dynamic assignment models have so far been indicated in 
a number of studies (see, for example, Patriksson, 1994, p59; Heydecker and 
Addison, 1996; Lin and Lo, 2000). They can be summarised in three criteria. 
Firstly, few dynamic assignment models have shown good equilibrium results 
expected in their modelling framework. This seems to be the result of either improper 
formulation or inappropriate solution methods for dynamic assignment problems. For 
instance, Janson (1991), Romph (1994), and Jayakrishnan et al (1995) used a 
formulation which cannot consider the non-separability of link cost functions which 
arise in the dynamic assignment problem and solved these in an implausible way: they 
did not consider that a link cost at a certain time can be affected not only by flows in 
the present, but also by ones in the past. 
Secondly, many existing dynamic assignment models have used implausible link 
performance functions to represent the relationships between inflow, outflow, and 
travel cost on the link of a network. For example, a whole link-based outflow model 
has been adopted as a link performance function in many studies (for example, 
Merchant and Nemhauser, 1978a; Friesz et al, 1990, Ran and Boyce, 1996), but this 
cannot maintain all of the First-In-First-Out (FIFO) discipline, flow propagation and 
causality, which are required in the dynamic assignment model. The properties of 
these requirements will be explained in detail in Chapter 5. 
Tbirdly, it is difficult to find dynamic assignment models which have been applied to 
general road networks. Most of them have been applied only to relatively simple 
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networks which have few nodes, links and origin-destination pairs. Others cannot 
meet the requirements for dynamic assignments such as the FIFO discipline, flow 
propagation, and causality, although they can be applied to a substantially larger 
network. 
1.2 OBJECTIVES 
The objectives of this study are, therefore, to develop dynamic traffic assignment 
models which can give rise to high quality solutions using plausible link performance 
functions, and to apply them to general road networks. This can be expressed as 
follows: 
Firstly, to formulate dynamic assignment problems appropriately and to find solutions 
with proper approaches so that we can find high quality solutions. In particular, both 
deterministic and stochastic dynamic assignment models will be formulated and 
solved. 
Secondly, to adopt a plausible link performance function which respects dynamic 
requirements such as the FEFO discipline, flow propagation, and causality. 
rn*dly, to apply both deterministic and stochastic dynamic assignment models to a 
general road network. 
1.3 STRUCTURE OF THE STUDY 
The remainder of this study is made up of follows. In Chapter 2, the general concept 
of traffic assigm-nents is explained, including how such assignments can be classified. 
In Chapter 3, formulations and solution algorithms for a deterministic static 
assigm-nent are presented. Then, performance of some solution algorithms including a 
new one are compared by applying them in a simple example network. In Chapter 4, 
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stochastic static route choice models and network loading methods are presented. 
Then, formulations and solution algorithms are shown for a stochastic equilibrium 
assignment, followed by a comparison of several solution methods by applying them 
to example networks including a medium size network. In Chapter 5, some 
requirements for dynamic assignments are identified including the FIFO discipline, 
flow propagation, and causality. Subsequently, several fink performance functions are 
compared in the framework of these requirements. In Chapter 6, proper formulations 
and solution methods are presented for a deterministic dynamic assignment, and they 
are applied to simple example networks. In particular, Chapter 6 investigate how to 
associate costs with flows in discrete time so as to achieve good quality solutions. In 
Chapter 7, proper formulations and solution methods are shown for a stochastic 
dynamic assignment problem, and they are applied to the same example networks 
which are used in Chapter 6 using an efficient stochastic dynamic network loading 
method. Chapter 8 shows the results when we apply both deterministic and stochastic 
dynamic assignment models to a medium size network which has 24 nodes, 76 links, 
and 12 origin-destination pairs. Finally, we finish the study by summarising and 
concluding in Chapter 9. Certain mathematical materials which are related to the study 
are presented in appendices. 
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CHAPTER 2 TRAFFIC ASSIGNMENT 
2.1 INTRODUCTION 
Traditionally, a traffic assignment has been used mainly in the framework of 
conventional four stage traffic modelling, which is made up of trip generation, trip 
distribution, modal split, and traffic assignment. In the trip generation, we estimate 
how many trips will be generated for each trip purpose, whilst in trip distribution, we 
estimate how many trips will be distributed from place (origin) to place (destination). 
Modal split is a stage in which we estimate how trips will use the transport modes that 
are available. Finally, in the traffic assignment we analyse traffic flow patterns and 
related travel conditions in a road network by loading traffic demand which has been 
obtained from the previous stages. We usually follow this four stage demand 
modelling when we establish a long-term transport plan because we can evaluate 
overall effects (or the resulting flow patterns and travel conditions) of planning items 
particularly in the traffic assignment. 
In general, the following four elements are considered in the traffic assignment: 
network representation, traffic demands, link cost functions, and route choice. Firstly, 
a network representation is necessary to describe a road network in a suitable form so 
that we can handle it easily. A network can usually be described by a combination of 
nodes and links. Secondly, traffic demands are naturally required for each origin- 
destination pair, because they are assigned to a network. Thirdly, we need to define a 
cost function for each link to identify costs associated with traffic flows. Finally, we 
need to model how travellers will choose a route from those available before assigning 
traffic into particular routes. 
Once we know these four elements, we can perform a traffic assignment. Firstly, we 
calculate travel cost for each link using a link cost function, then we calculate the 
travel cost for each route by summing the cost of those links that constitute a route. 
Secondly, we assign traffic for each route according to the assumption of travellers' 
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route choice behaviour. We usually suppose that route choice is directly influenced by 
the cost of routes. 
Recently we have recognised the need for an evaluation tool which can analyse how 
network conditions vary over time as we consider more advanced transport systems in 
which we provide travellers with real-time traffic information and control management 
measures according to the prevailing traffic conditions using advanced communication 
and computing technology. In this respect, we have been developing a dynamic 
assignment which considers a time variable unlike the conventional static traffic 
assignments. This additional consideration gives a substantial advantage in analysing 
road networks compared to its static counterpart. For example, we can even 
understand how congestion forms and dissipates in time-varying conditions. 
For the dynamic assignment, we should take traffic demand profile over time, and 
take into account how link costs and flow patterns change over time. Consequently, it 
becomes complicated to calculate route travel costs because we should consider that 
travellers will experience different network conditions as they traverse along a route. 
However, this assignment allows us to analyse how traffic flows and related travel 
conditions change over time so we can evaluate traffic management measures in great 
detail with this. More information on dynamic assignments can be found in Chapter 5 
to 8. 
In the following sections, the four elements of a traffic assignment: network 
representation, traffic demands, link cost functions, and route choice are explained in 
detail in Section 2.2 to 2.5. Then a general classification of traffic assignments is given 
in Section 2.6. 
2.2 NETWORK REPRESENTATION 
We usually represent a road network in a simple form with nodes and links and give 
them numbers so that we can refer to them in a process of traffic assigni-nents. A node 
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represents a point where several road sections are connected, and a link represents a 
road section for travel in one direction between a pair of nodes. In urban road 
networks, each junction can be represented by a node and each road section which 
connects a pair of junctions can be represented by a link. 
Apart from nodes and links, we usually consider trip-end zone centroids and centroid 
connectors additionally. A centroid is a point which represents an origin or destination 
where travellers are supposed to start or finish their journeys in a certain trip-end 
zone, and centroid connectors are special links which connect each centroid to nodes 
of road networks. However, these centroids and centroid connectors are not always 
necessary because we use nodes of the road network to represent origins and 
destinations. 
Figure 2-1 depicts an example road network which is represented with nodes and 
links, and centroids and centroid connectors. 
Figure 2-1 Example road network 
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2.3 TRAFFIC DEMANDS 
Traffic demands, which are assigned into a network, are usually obtained after 
finishing three stages in the conventional four stage demand modelling. In other 
words, we obtain traffic demands after the modal split, in which we estimate the 
number of trips for each transport mode for each origin-destination pair. However, 
the number of trips cannot be a traffic demand in itself, because it represents the 
number of person trips rather than vehicles. Therefore, we convert the number of trips 
for each transport mode (except for the transport modes which do not use roads such 
as rail or walking) into the number of vehicles for each mode by dividing by an 
average vehicle occupancy for that mode. 
There is alternative method of estimating traffic demands. In this approach, we 
estimate the traffic demand for each origin-destination pair using observed link flows 
(or traffic counts). The main advantage of this approach is that we can obtain reliable 
traffic demands more cheaply than by the traditional four stage demand modelling. 
One can refer, for example, to Willumsen (1981), Fisk (1988), and Oh (1991) for 
more information on this approach. 
2.4 LINK COST FUNCTIONS 
In general, there is an important relationship between travel costs and flows. For 
example, one might expect that as flows on a link increase, so the travel costs will also 
increase. A link cost function represents this relationship in mathematical terms, and is 
used to calculate link travel costs when flows are given. 
The link cost function is important in traffic assignments because the sum of the costs 
of those links that constitutes a route gives the route travel cost, and this is used as a 
criterion for route choice. Note that, in traffic assignment, we generally use the travel 
cost as the main criterion for route choice. 
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There have been many suggestions for link cost functions for use in static traffic 
assignment, including BPR (Bureau of Public Roads, 1964), Davidson (1966), 
Branston (1976), and Fisk (1991). As an example, the BPR function is shown as 
(2.1). Note that the BPR function shows a separable increasing relationship between 
costs and flows: 
Ca =0, '+(X 
ea 
Qa 
where, Ca is costs on link a 
ea is flows on link a 
0. is a free flow travel time for link a 
is a capacity of link a 
(x, Pare parameters (typicafly (x=O. 15,0=4.0). 
2.5 ROUTE CHOICE 
(2.1) 
In order to assign traffic onto a network, we need to know how travellers choose one 
among various routes which connect their origin to their destination. Traditionally, we 
can identify two approaches in modelling route choice. One is the deterministic 
approach in which we assume that travellers will use only routes of the minimum cost 
with perfect information on network conditions and with identical criteria in 
perceiving the route costs. The other is the stochastic approach in which we assume 
that not all travellers use the minimum cost route, considering that they may not have 
perfect information or identical criteria in perceiving the route costs. In other words, 
in the stochastic approach we take into account that travellers can behave differently 
in the same traffic situation. 
Note that in traffic assignment, the term 'cost' is assumed to comprise not only 
monetary cost, but also other factors which can affect route choice such as travel 
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time, the level of congestion, tolls, and route length. In this respect, in traffic 
assignment this cost is sometimes referred to as a generalised cost. 
In the deterministic approach, it is particularly important to calculate the minimum 
cost route because travellers will use only routes of minimum cost. For this purpose, 
we can use tree building algorithms such as Moore (1957), D'Esopo (see Van Vliet, 
1977), and Dijkstra (1959). In this study, the Dijkstra algorithm is used whenever it is 
necessary to calculate a minimum cost route. 
2.6 CLASSIFICATION OF TRAFFIC ASSIGNMENT METHODS 
In general, traffic assignment models can be classified according to several criteria: 
use of time variable; assumption of the travellers' route choice behaviour; and now 
patterns which are derived from traffic assignments. Firstly, we can classify traffic 
assignment models according to whether or not they consider the time variable. We 
use the term dynamic if a traffic assignment model calculates costs and flows that vary 
with time, otherwise we use the term static. Secondly, we divide traffic assignment 
models according to the underlying assumption on modelling travellers' route choice 
behaviour. We use the term deterministic if travellers are assumed to use the 
minimum cost routes only with perfect information on network conditions and with 
identical criteria in selecting the minimum cost route, whereas we use the term 
stochastic if we suppose that not all travellers have perfect information and may have 
different criteria in perceiving the minimum cost route. Furthermore, we use the term 
system optimal if travellers are assumed to use the routes so that the total travel cost 
of the system is minimised in a given network and demand pattern rather than their 
own travel cost. Finally, we distinguish user equilibrium assignment from others in 
both deterministic and stochastic assignments in terms of finding a special flow pattern 
in which no traveller can reduce his or her travel cost by unilaterally changing routes. 
Table 2-1 classifies traffic assignment models according to these criteria. 
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Table 2-1 Classification of traffic assignments 
Deterministic Stochastic System optimal 
Static * All-or-nothing Pure stochastic System optimal 
assigm, nent assignment assigm-nent 
o User equilibrium - Logit assignment 
assignment - Probit assignment 
41 Stochastic user 
equilibrium assignment 
Dynamic 9 Dynamic user Dynamic stochastic Dynamic system 
equilibrium user equilibrium optimal 
assignment assignment assignment 
Apart from both static and dynamic system optimal assignments, all of the assignment 
models shown in Table 2-1 will be discussed in detail in the following chapters. 
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CHAPTER 3 DETERMINISTIC STATIC USER EQUILIBRIUM 
ASSIGNMENT 
3.1 INTRODUCTION 
Two broad approaches to static traffic assignment can be identified according to how 
travellers behaviour is represented as discussed in Chapter 2. One is a deterministic 
assignment, the other is a stochastic assignment. In the deterministic approach, it is 
assumed that all travellers have perfect information on the traffic condition in a 
network and that they choose routes according to identical criteria. This means that 
all travellers will always take the minimum cost routes. In contrast, in the stochastic 
assignments it is assumed that not all travellers have perfect information on the traffic 
conditions that they will encounter, and they may not have identical criteria for route 
choice, so they may behave differently in the same traffic situation. Therefore, not all 
travellers use the minimum cost routes as in the deterministic case, so some travellers 
may choose routes which are more expensive than the minimum cost. It seems that 
assumptions underlying the stochastic assignment are more realistic than their 
deterministic counterparts. 
In the deterministic case, we may consider an 'all-or-nothing' assignment based on the 
assumption that all travellers have perfect information and choose routes according to 
identical criteria. In this assigm-nent, all traffic for each origin-destination pair is 
assigned only to the single minimum cost route. Therefore, the current minimum cost 
route can be overloaded and gives rise to greater travel cost than other routes. In this 
case, some travellers can reduce their travel costs by changing the route. However, 
we can find a certain stable state where no traveller can reduce his or her travel cost 
by unilaterally changing routes if we assume that all travellers are trying to reduce 
their own travel costs by changing routes, and that the cost of routes (or links) will 
increase as the flow on them increases. This condition is called the user equilibrium 
state. In this state, unlike the all-or-nothing assignment several routes can be used, 
and costs of all used routes are identical and less than other routes. 
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Accordingly, in the equilibrium assignment, we assign traffic so that it satisfies the 
user equilibrium state which can be formulated in mathematical terms. This can in turn 
be identified with the optimality conditions of an equivalent mathematical programme. 
Therefore, we can obtain the user equilibrium flow pattern by solving these 
mathematical programmes. 
3.2 FORMULATION 
The user equilibrium state was first described in. Wardrop's (1952) first principle 
under the implicit assumption of perfect information and homogeneous drivers. This 
can be expressed as: 
"The journey times on all the routes actually used are equal, and less than 
those which would be experienced by a single vehicle on any unused route. " 
This means that all travellers use the minimum cost routes. Later, Beckmann (1956) 
stated this principle in the equivalent mathematical form as: 
cp= Cod 
fp =0 => Cp ýý c*, 
Vp c= Rd Vo, d 
(3.1) 
p 
is the flow in route where, f 
Cp is the cost incurred on route p 
- is the minimum travel cost from o to d Cod 
Rodis the set of routes from o to d 
The complementary inequalities (3.1) explain that the flows on route p would be 
greater than 0 only if the travel cost on the route is equal to the minimum travel cost, 
otherwise route p does not carry flows in the equilibrium state. In other words, travel 
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costs on all used routes are equal and less than those on any unused routes. This 
represents Wardrop's first principle precisely. 
3.2.1 Mathematical programme 
Beckmann (1956) transformed the complementary inequality (3.1) into the equivalent 
minimisation. problem as: 
_. i 
f 
min z(e) =Ie. e0 Ca(w)dw 
a 
(3.2a) 
subject to 
jfp =q 
od 
PERod 
Vo, d (3.2b) 
fp 
P8 
a ea fp 
od pERM 
where, 
od is demand from o to d 
Vp E=- Rd I Vo, d 
Va 
c,, is a cost function for link a 
81 
if link a lies on route 
p0 otherwise 
(3.2c) 
(3.2d) 
Although there is no straightforward interpretation of the objective function (3.2a), 
the solution of the minimisation problem (3.2) satisfies the complementary inequality 
(3.1). This can be seen by examining the Karush-Kuhn-Tucker conditions (K-K-T; 
Bazaraa et al, 1993, p162) for the optimality of the Lagrangian function of the 
formulation (3.2) (Sheffi, 1985, p63-66). 
Firstly, we can formulate the Lagrangian function for optimisation problem (3.2) as: 
od) L(e, f, [t, V, z(e) -q . jgod( 
jfp 
_l 
I 
Jvpf p _j 
Xa ea 
I 
8a fp 
p 
od pE Rýd od pr=Rod aEL od pERod 
(3.3) 
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where, ýt od ývP, and Xa denote the Lagrange multipliers associated with the 
constraints (3.2b), (3.2c), and (3.2d) respectively. 
The first order condition for L(e, f, g, v, X) with respect to e and f can be written as: 
aL 
=0 => Ca(ea)-ý'a = 
aea 
Xa 
=C 
a(ea) 
aL 
a = () =* -god - Vp 
2: 2'a5p 
afp 
ar=L 
vp -= Cp - god 
Va 
(3.4a) 
Va 
Vp E=- Rod, and from (3.4a) 
(3.4b) 
Vp E=- Rod 
According to the K-K-T conditions at the optimal point, the Lagrangian (3.3) satisfies 
the following conditions (3.5) with respect to route flows, fp: 
fp 
V, fp =0 
vvp ýý 0 
fp : ýe 0 
jfp 
(cp 
od) 
:-0 
Cp " god 
Vp E=- Rod I Vo, d (3.5) 
The condition (3.5) shows that the cost on the route p should be identical to the god ý 
if there are flows en route p (i. e. fp >0), otherwise the cost should be greater than or 
equal to the god *In other words, the Lagrange multiphergod is less than or equal to 
the travel cost on all routes. Therefore, condition (3.5) explains that the user 
equilibrium condition (3.1) is hold in the optimal solution of the minimisation problem 
(3.2). 
Furthermore, we can show that the optimal solution of (3.2) is unique with respect to 
link flows provided that a link cost function is separable and increasing since the 
Hessian of the objective function (3.2a) with respect to link flows becomes a diagonal 
matrix in this case. 
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Firstly, the separable and increasing link cost function can be written in mathematical 
tenns: 
a Ca. 
> 0, 
a Ca 
= 
a ea D eb 
if (3.6) 
The condition (3.6) explains that the travel cost on any link is a function of the flow 
on that link only. 
Secondly, we can see that the derivatives of the objective function z(e) with respect to 
the link flows eais identical to the link cost Ca ý if (3.6) holds. This can be written as: 
az(e) ae ýa 
0 ca(w)dw -": Cb aeb aeb aI 
(3.7) 
From the conditions (3.6) and (3.7), we can see that the Hessian of the objective 
function (or Jacobian of link cost function) is a diagonal matrix with strictly positive 
elements at the diagonal and hence positive definite; therefore a solution to the 
minimisation problem (3.2) is unique in respect of link flows, if the link cost function 
is separable and increasing. 
00 3.2.2 Variational inequa ity 
Smith (1979) showed that Wardrop's equilibrium state can be represented as 
vanational inequality with demand feasible flow patterns. 
Firstly, demand feasibility can be assured if- 
If =q 
od Vp 
., p 
pERM 
fp ý: 0Vp 
e =E 
Ef 
P8 
a Va 
ap od pERod 
Then, 
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(3.8) 
a route flow vector f is in user equilibrium, if and only if it is demand feasible 
and 
f)T. Cq):: ý 
for all feasible route flow vectors h 
(3.9) 
In terms of link flows, the variational inequality condition for the user equilibrium can 
be written: 
a link flow vector e is in user equilibrium, if and only if it is demand feasible 
and 
-(v - e)T - c(e):! ý 
for all demand feasible link flow vectors v 
(3.10) 
The variational inequality formulation is particularly useful in that it can be used in 
non-separable cases as well as in separable ones, so the cost of using a link can be 
affected by not only the flows on that link but also the flows on the other links. 
3.3 SOLUTION ALGORITHM 
Many algorithms have been developed to solve traffic assignment problems. Among 
them, the longest established one is the Frank-Wolfe algorithm (1956) which is easy 
to implement, but is relatively inefficient and inaccurate compared to some others. 
Thus, application of simplicial decomposition methods and column generation 
methods have been developed for road traffic assigninent to overcome some 
drawbacks of the Frank-Wolfe algorithm. However, all these algorithms have the 
limitation that they can be applied directly only when link cost functions are separable. 
For the non-separable and asymmetric case generally, a diagonalisation method 
(Dafermos, 1982) is applied. In this section, these solution algorithms will be 
explained in detail. 
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3.3.1 General framework of solution algorithm 
To find the optimal solution, most solution algorithms take iterative approaches, and 
such an approach minimises an objective function starting from a certain feasible flow 
pattern. For example, the F-W algorithm generally adopts Beckmann's objective 
function (3.2a), though more recently an objective function based upon (3.10) has 
been suggested in some studies such as (Smith, 1979; Friesz at al, 1993; Patriksson, 
1994, p78): 
zvl (e) = max- (v - e)T - C(e) VED (3.11) 
In general, each iteration consists of two parts: a direction finding and a search (or 
variants of these). In the direction finding part, we identify the search space consisting 
of a direction y' or a set of feasible directions with the property that they will admit 
improvement on the current flow pattern e'. Then, in the search part, we decide a 
I') provided by the search space so that the good move along a direction (y' -e" 
resulting flow pattern can be closer to the solution. This is usually decided by 
comparing objective function values along the search direction. In other words, we 
are trying to find a flow pattern which is progressively closer to the solution over 
iterations. However, we stop iterating if the optimal solution is found or if we can no 
longer find a better solution. Note that this convergent flow pattern is usually the 
optimal solution if the objective function is convex. 
For a convergence criteria (stopping criteria), we can use root mean square statistics 
such as: 
Pd = 
e 
n+l 
e 
n)2 
aa 
en a 
(3.12) 
The Pd represents how resulting flow patterns from successive iterations are different 
from each other. If it becomes less than a certain suitably small value (F- ), then we 
stop iterating because little progress is being made. 
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A 
For the same purpose, we can use a gap function, G(-) (Heam, 1982; Patriksson, 
1994, p79), based on the objective function (3.11) as: 
G(e) = max- (v - e)' - c(e") (3.13a) veD 
c(e" )T - e' -min c(e' 
)T V 
vED (3.13b) 
Note that G(e) 't-> 0 because -(e' - e')' - e(e) =0. We may also note that the gap 
function (3.13) represents the difference in total travel costs between that of the 
current flow pattern e and that of the corresponding all-or-nothing assignment 
solution if current costs are maintained. Therefore, if the value of the gap function is 
greater than zero, there is a potential benefit to some travellers in adjusting their 
routes and, if it is zero, the current flow pattern is in the equilibrium state. 
3.3.2 Frank-Wolfe algorithm 
The Frank-Wolfe (1956) (F-W) algorithm can be applied to any non-linear 
optimisation. problem with pseudoconvex ob ective function and linearly constrained j 
feasible set. Accordingly, it has been widely used to solve traffic assignment problems. 
Firstly, the search direction is obtained by optimising a linear approximation of the 
objective function while maintaining feasibility. 
Let z0be an objective function, and e and y be flows. Then, we can obtain a linear 
approximation, z-(. ) by taking the first order of Taylor's series of the objective 
function. This can be written for y as: 
z(y) = z(e 
n+ Vz(e n (y -en 
where, the superscript n denotes the iteration number. 
(3.14) 
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Therefore, a descent direction of zocan be identified by minimising the linear 
ap roximation (3.14). I- p 
min z-(y) = z(e 
n)+ Vz(e n (y -en (3.15) YED 
The objective function (3.15) can be reduced conveniently, because 
z(e') - Vz(e') - e' is independent of the variable y. We can therefore identify the 
solution of (3.15), which represents the search direction y' as: 
yn= arg min z(y) = arg min Vz(e 
n). y 
YED yED 
(3.16) 
We note that the solution of (3.16) is identical to the all-or-nothing assignment, 
because the derivative of the objective function with respect to the link flows e' is the 
sum of the resulting costs for all links according to (3.7), and because z-(y) can be 
minimised when all flows are assigned into the minimum cost route. 
Secondly, we find the flow pattern which minimises the objective function along the 
search direction. This is performed by solving an uni-dimensional minimisation 
problem in terms of X: 
xn= arg min z[e 
n+Ä (Y n_en )] 
O: gx<l 
Flows are then, updated as: 
e 
n+l 
=en+ 
Xn (Y n_en) 
(3.17) 
There are several ways of finding suitable values for the move size X. These include 
interval reduction methods such as the golden section method, which requires 
evaluation of the objective function or the bi-section method which requires 
evaluation of the derivative of the objective function. (Sheffi, 1985). More discussion 
will be presented in Chapter 4. 
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In summary, we can apply the F-W algorithm as follows to find user equilibrium 
solution to traffic assignment problems: 
Step 0 (initialisation): Set n=O; implement all-or-nothing assignment based on the free 
flow travel cost pattem. 
Step I (update): Calculate link travel cost, cn, using e 
Step 2 (direction finding): Implement all-or-nothing assignment to the minimum cost 
route based on c" ; this yields auxiliary link flow y' 
Step 3 (line search): Find X" as the value of X that solves 
min Zennen 0! 5x: 51 
(y )l 
Then, calculate new link flow e n+I as, 
e 
n+l 
=en+ 
Xn (Y n_en) 
Step 4 (convergence test): If a convergence criterion is met, stop; 
otherwise, set n=n+1 and go to Step I 
Although the F-W algorithm progresses quickly during early iterations, the 
convergence rate falls as the iteration approaches the optimal solution because of the 
zigzagging pattern of successive descent directions (Patriksson, 1994; Fukushima, 
1984). In addition, Janson et al (1987) pointed out that cyclic flows can be generated 
in the F-W algorithm, especially during early iterations. Consequently, there have been 
many efforts to enhance the rate of convergence of the F-W algorithm. Most 
approaches are based on a modification of the search direction (3.16). For example, 
Fukushima (1984) and Arezki and Van Vliet (1985) have identified search directions 
as combinations of known feasible solutions instead of the single all-or-nothing 
assignment. 
Most alternatives to the F-W algorithm can be identified within the framework of the 
simplicial decomposition method (Patriksson, 1994) which identifies the search space 
by exploiting several extreme points of the feasible region. 
36 
3.3.3 Simplicial decomposition 
A simplicial decomposition method is a general solution approach for non-finear 
programmes and it is consists of two parts: a linear and a master subproblem. The 
notion of simplicial decomposition is based on Von Hohenbalken (1977), who 
founded the theoretical grounds. The simplicial decomposition method generally finds 
the optimal solution much faster than the F-W algorithm, and thus has been adopted 
by many authors such as Pang and Yu (1984), Lawphongpanich and Hearn (1984), 
Larsson and Patriksson (1992), Patriksson (1994), and Lee (1995). 
The main idea of simplicial decomposition methods is based on Caratheodory's 
theorem (Bazaraa et al, 1993, p37), which can be stated as follows: 
Let Wc R' and let H(W) be the convex hull of W, then every eE=- H(W) 
can be expressed as a convex combination of at most m+l of the points in 
w. 
In other words, e can be represented as: 
k 
2; Piej for some V5 m+1 
i=l 
k 
Pi ý! 0i=1,2,..., k 
EWi=1,2,..., 
(3.18) 
The direct consequence of Caratheodory's theorem is that we can represent any 
feasible flow pattern, including the optimal solution, by a convex combination of 
several extreme points (see Larsson and Patriksson, 1992). In a simplicial 
decomposition method, this theorem is used in the master subproblem, where the flow 
pattern is updated by minimising the objective function over the convex hull of 
extreme points. These extreme points are generated by all-or-nothing assignment and 
are represented in the form of a link flow pattern in the linear subproblem. The 
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general simplicial decomposition algorithm for a traffic assginment problem can be 
written as follows: 
Simplicial decomposition algorithm (Lee, 1995) 
Step 0: (initialisation) 
iteration n=O ; 
identify a feasible point, e' E=- D 
set Wn = 
fe nj 
Step 1: (linear subproblem) 
let c(e") Vzl,, =, .,, and 
y' = arg min c(e YED 
if c(e)(y' - e") ý! 0, stop : e' is the optimum solution 
otherwise W"' = W' u fen I 
Step 2: (master subproblem) 
let e"' = arg rmn , z(e), e(=H(Wn+ ) 
where z(. ) is Beckmann's objective function (3.2a); 
n=n+l; 
return to step 1. 
The simplicial decomposition method is a generalisation of link-based solution 
algorithms such as the F-W algorithm, PARTAN algorithm (Luenberger, 1989). For 
example, the direction finding and the line search step in the F-W algorithm 
corresponds to the linear subproblem and the master subproblem respectively. 
3.3.4 Column Generation method 
The column generation method is a general solution approach for non-linear 
programmes. The main advantage of this method is that programmes with many 
variables can be solved in a restricted form with reduced variables (or columns) 
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instead of using all variables. Like the simplicial decomposition method, this approach 
is also based on Caratheodory's theorem. Therefore, the column generation method is 
similar to the simplicial decomposition method in that it exploits several extreme 
points, but they differ in their way of representing these extreme points. The former 
represents extreme points in the form of route flows whilst the latter represents them 
in the form of link flows (see Patriksson, 1994, p 116). 
The column generation method was first applied to traffic assignment problems by 
Dafermos and Sparrow (1969) with explicit path enumeration. Then, Leventhal et al 
(1973) developed the method which can generate routes as they are needed. Later, 
Schittenhelm. (1990) applied this method to solve the combined trip distribution and 
assignment problem. As an example, Schittenhelm's algorithm is summarised as 
follows: 
Step 0 (initialisation): 
Set iteration counter n=O; Perform all-or-nothing assignment to the minimum cost 
routes, Pn* for all origin-destination (od) pairs; set 
Mod = n* 
1, 
set n=n+l; od n 
jPod 
Step I (equilibration): 
For each origin-destination pair od, repeat the following steps. 
1.1 Find the minimum cost route at iteration n pn * based on the current costs. od 
1.2 If p 
n* 0 Mod set Mod =mod u 
n* 
. od n-l ýn n-1 
jPod I 
1.3 Find the maximum cost (used) route - from 
Mod (i. e. -- Pod n Pod -": arg Max 
Cp 
PEMýdj, >O 
1.4 Transfer some flow from Tod to p'* so as to equilibrate costs between - od Pod 
and p* . 
This flow transferred from - n* can be decided by the one od Pod 
to Pod 
which minimises Beckmann's objective function (3-2a), while fixing other 
route flows. 
1.5 Repeat Step 1 for the next origin-destination pair. 
Step 3: (convergence test) 
If a convergence criterion, Pd is less than some test value 6, stop; otherwise, set 
n=n+1, go to Step 2. 
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In the Schittenhelm algorithm, columns are generated by finding minimum cost routes 
and are stored in the reference route set Mod . Flows are then assigned to these routes n 
in the equilibration process (Step 1.4). 
We can view Schittenhelm's algorithm in the framework of the simplicial 
decomposition method as follows (Lee, 1995). As explained earlier, in this method, 
extreme points are represented in the form of link flows which are obtained from all- 
or-nothing assignment, and the flow patterns are updated, exploiting both the 
maximum and the minimum cost flow patterns (y', y nin ) among stored extreme 
points in W "': 
Schittenhelm algorithm in the simplicial decomposition 
Step 0: (initialisation) 
iteration n=O ; 
identify a feasible point, e" E=- D; 
set Wn = 
le nj 
Step 1: (linear subproblem) 
let c(e) =VZIe=e" and 
yn= arg n-nn c(e 
yeD 
if c(e)(y' - e') ý! 0, stop: optimum solution is e' 
otherwise W "' = W" u 
fen I 
Step 2: (master subproblem) 
let y rmn = arg 
let y" = arg 
min c(e) 
Y4=-wn+l 
max c(e) 
Y(=-W"+l 
let Än= arg min z(e 
n +Ä(Ymin -ymax 
); 
oýgx<l 
40 
set e"' = e' + 
Xn (Ymin 
_ ymax 
); 
n=n+l; 
return to step 1. 
3.3.5. Modified Schittenhelm algorithm 
Alternatively, we can perform a Schittenhelm algorithm without the optimisation of 
Beckman's objective function (3.2a). The present study found that we can equilibrate 
flow pattern between the minimum cost route and the maximum cost route by making 
a single transfer of flows with an amount based on interpolation. 
The goal of transferring flows from the maximum cost route to the minimum cost 
route is to equilibrate costs between the two routes (in Step 1.4). If the cost of p"* is od 
still less than after transferring all flows from p, ", d, all flows should be 
Tod Tod to 
od 
transferred. Otherwise, we can estimate the optimal transfer using the cost differences 
between j5, d and p,, 'd'. This can be written mathematically after suppressing the 
subscription od and iteration counter n for simplicity: 
if C(P*)X=l C(T)X=l 
xn=1.0 
else 
Xn C(P-)X=o - C(P*)X=O (3.19) 
(C(P)X=o - C(P*)X=O) - (C(P)X=l - C(P*)x=, ) 
where, 
is the proportion of fý that is transferred from route p to route p 
C(p)x=o, C(p*)x=o are the costs of the maximum cost route and the minimum cost 
route respectively, when there is no transfer 
C(P)X=I, C(p are the costs of the maximum cost route and the minimum cost 
route respectively, when all flows are transferred from T to p* 
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Equation (3.19) can be obtained from the assumption that the cost difference between 
routes depends on the flow pattern, and hence on the size of the transfer X. We can 
represent this relationship graphically as shown in Figure 3- 1: 
Figure 3-1 Optimal flow transfer rate 
cost 0) cost 1.0) 
C(T)X=O --------------------------------------------- 
---------------------------------- C(P*)X=l 
C(P.. )X=o 
0 Xn X* 1.0 
interpolated costs 
.......... cost functions 
We can get the following equations from linear interpolation of cost functions: 
(C(P-)X=l - 
C(P*)X=I) 1.0 
_ 
Xn 
(C(P)X=o - 
C(P*)X=O) Xn 
... 
w 
= 
c(j5)X=O - C(P*)X=O 
(C(P-)X=o - C(P*)X=") - (C(P-), =, - CV), =0 
However, in Figure 3-1, we can see that the interpolation method will not necessarily 
identify the optimal X* exactly because route costs do not necessarily change linearly. 
As an example, the modified Schittenhelm algorithm is applied to a simple three link 
network (Sheffi, 1985, p 114) as follows. 
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Figure 3-2 Three-link network 
4 
cl = 10 1+0.1 
2i 
C2 =20 1+0.1 
L2 
4 
Enk 3 
f, + f2 + f3 = 10 (veh / min) 
4 
c3 = 25 1+0.1 
L3 
3 
Table 3-1 shows how the modified Schittenhelm algorithm works in the three-link 
network shown in Figure 3-2. The equilibrium solution has been found at iteration 29, 
when we set convergence tolerance F, = 0.0001 for the convergence criteria (3.12). 
Note that the equilibration between two routes (the minimum cost route and the 
maximum cost route at the current flow pattern) are made at each iteration, and that 
all routes are in the reference route set (Mod) from iteration 10. In addition, we can 
see the value of a gap function decreases as iteration goes on, and it becomes near to 
0 at the final iteration. 
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Table 3-1 Process of finding an optimal solution from the new algorithm 
iter. route flows (veh/min) costs(X = 0.0) costs(X = 1.0) transfer gap 
set f, 01 f2o 31 f3o (min) (min) rate function 
(Mod) qq Iq cli q Iq 
(X n*) (min) 000111 
1 1 10.00,0.00,0.00 947.5,20.0,25.0 10.0,137.2,25.0 0.8794 9275.0 
2 1,2 1.21,8.79,0.00 10.2,90.1,25.0 947.5,20.0,25.0 0.0793 702.55 
3 1,2 1.90,8.10,0.00 11.2,70.4,25.0 947.5,20.0,25.0 0.0600 478.77 
... 
9 
... 
1,2 
... 
3.55,6.45,0.00 
... 
24.9,40.3,25.0 
... 
947.5,20.0,25.0 
... 
0.0163 99.337 
10 1,2,3 3.66,6.34,0.00 26.7,39.0,25.0 26.7,20.0,100.0 0.1488 95.114 
11 1,2,3 3.66,5.40,0.94 26.7,30.0,25.0 26.7,20.0,100.0 0.0581 32.838 
12 1,2,3 3.66,5.08,1.26 26.7,27.8,25.1 26.7,20.0,100.0 0.0330 19.810 
... 
28 
... 
1,2,3 
... 
3.58,4.65,1.77 
... 
25.5,25.5,25.5 
... 
25.5,20.0,103.5 
... 
0.0001 0.1135 
29 1,2,3 3.58,4.65,1.77 25.5,25.5,25.5 25.5,20.0,103.5 0.0001 0.0087 
Table 3-2 compares performance of some solution algorithms: the F-W algorithm, the 
simplicial decomposition method, and the modified Schittenhelm algorithm. The 
modified Schittenhelm algorithm shows the largest number of iterations for 
convergence, the highest Pd value (the root mean square of the difference between 
two successive flow patterns), and the longest total running time among the three 
algorithms, although the values of Beckman's objective function (3.2a) is less than 
those of the other two algorithms, and the value of a gap function is less than the F-W 
algorithm. This seems to occur because the interpolation method cannot find good 
optimal transfer rates, as we can see in Figure 3-1. In contrast, the simplicial 
decomposition method shows the best performance among these solution algorithms 
except for the value of the objective function. In particular, this algorithm needs fewer 
evaluations of the objective function compared to that of the F-W algorithm and gives 
smallest value of the gap function. 
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Table 3-2 Comparison of Derformance between solution alizorithms 
Simplicial Modified 
F-W algorithm decomposition Schittenhelm 
(Schittenhelm) (new algorithm) 
Number of iterations 12 9 29 
Pd 0.000075 0.000011 0.000086 
Total running time (ms. ) 116.5 79.6 117.4 
Objective function value z(. ) 189.332048 189.332064 189.332028 
(veh-min) 
Total number of evaluation for 
325 225 0 
Gap function (min. ) 0.183704 0.035340 0.086547 
Nevertheless, it should be noted that the modified Schittenhelm. algorithm has the 
advantage that it does not require an evaluation of the objective function. 
Furthermore, it seems to be less inefficient than the number of iterations suggests in 
terms of total running time. These features suggest that this new solution algorithm 
would be suitable to use in cases where the evaluation of the objective function is 
complicated. 
3.3.6. Diagonalisation method 
If the cost of using a link depends on the flows on any other link in the network, the 
link cost function is non-separable and the Jacobian matrix will be non-diagonal. 
Furthermore, if the interaction between costs and flows on links are not symmetric, 
the Jacobian will also be asymmetric. In this case, we cannot use Beckman's objective 
function (3.2a) directly because the value of the integral will be path-dependent. 
However, it is known that we can find the user equilibrium solution in this case with a 
special solution approach called a diagonalisation method (Dafermos, 1982). In 
particular, this method is known to be suitable to solve the variational inequality 
problem which accommodates non-separable and asymmetric link cost functions 
(Florian and Spiess, 1982 ; Thomas, 199 1). 
In this approach, we calculate the cost on each link, supposing that the flows on all 
other links are fixed at their latest estimated values during iteration n. That means the 
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effect of other links on the cost of link a is fixed at a certain value. Then we express 
the fully separable approximation to the cost function for iteration n as: 
cn (e,, e n-I ee n-I a a-I a a+l (3.20) 
According to the cost function (3.20) which is separable, we can formulate a 
mathematical programme which gives rise to user equilibrium solution as its optimal 
point with the following objective function and the same constraints as (3.2). 
min z"(e) 
e,, 
'(w)dw 
e 
fo 
Ca 
a 
Now that the objective function is a function of the flow on link a only, this 
minimisation problem can be solved by any solution algorithms for the separable case 
such as the F-W algorithm. The term 'diagonalisation' stems from the fact the Hessian 
of the above objective function (3.21) is a diagonal matrix. 
In the diagonalisation method, the above minimisation problem (3.2 1) is solved by 
iterative way until a convergent flow pattern is found. It is known that the convergent 
solution is found when the cost on Fink a is dominated by the flows on link a only 
(Dafermos, 1982; Sheffi, 1985). 
The diagonalisation algorithm can be surnmarised as follows : 
Step 0 (initialisation): Set n=O. Find a feasible link flow vector en. 
Step I (subproblem): Solve the diagonalised problem (3.21) by an existing algorithm 
for the separable case. This yields a new link flow vector e"I. 
n+l nE Step 2 (convergence test): If le e-, stop; otherwise, set n=n+ 1, and go to 
step 1- 
Sheffi (1985, p220) suggested a streamlined version of the diagonalisation method 
which gives rise to the convergent solution much faster than the original method. The 
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main idea is that we can find the convergent solution with just one iteration within the 
subproblem (Step 1). This means that we can reduce the number of network loading 
substantially. This is important because the network loading generally takes the 
longest computation time in the solution algorithm. 
3.4 DISCUSSION 
There have been numerous approaches to solving the user equilibrium assignment 
problem which can be formulated as a minimisation problem (Beckmann, 1956) or as 
a variational inequality (Smith, 1979). The longest established approach is the Frank- 
Wolfe (1956) algorithm but it suffers from the problem of poor convergence after a 
few iterations. The simplicial. decomposition method and the column generation 
method have been introduced to find good solutions more efficiently. The main 
difference between these two approaches is that the former is based on link flows 
whilst the latter is based on route flows. However, these solution algorithms can be 
applied directly only if the link costs are separable and symmetric. If the link costs are 
non-separable and asymmetric, the diagonalisation method can be used. 
In the present study, a new solution algorithm is developed based upon a modification 
of Schittenhelm's (1990) algorithm, which is a column generation method. Though 
the new algorithm shows less good performance compared to the other solution 
approaches, it is expected to be efficient in cases where the evaluation of the objective 
function is complicated because it does not need it. 
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CHAPTER 4 STOCHASTIC STATIC USER EQUILIBRIUM 
ASSIGNMENT 
4.1 INTRODUCTION 
In stochastic assignments, not all travellers use the minimum cost routes as in the 
deterministic case, because we allow either that travellers do not have perfect 
information on traffic conditions in the network or that they do not have identical 
criteria in choosing routes or both of these. In other words, we consider that there is a 
perception difference between travellers in respect of the minimum cost route. This 
difference will generally result in some use of routes that are more expensive than the 
minimum cost when their costs are measured. 
A probability for choosing each route can be modelled by discrete choice models. Of 
these, the logit and the probit model are the most popular in the field of transport and 
have been used in various choice problems, including mode choice or the continuous 
departure time choice problem. In stochastic assignments, they are used to calculate 
route choice probability, and traffic is assigned to each route proportionate to this. 
Thus, stochastic assignments are called the logit or the probit assignment, according 
to the names of the discrete choice model that is used. In general, it is known that the 
logit assignment is simple to use but it cannot explain route choice pattern properly 
when routes overlap heavily, whilst the probit model can consider this case but at the 
expense of more computation times. 
In stochastic assignment, we identify a stable state where travellers cannot improve 
the cost which they perceive by changing the route unilaterally. This contrasts with 
the deterministic counterpart in which measured rather than perceived cost applies. 
This is the so called stochastic user equilibrium state. We can find this flow pattern 
by solving an equivalent mathematical programme. 
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In this chapter, fundamentals of discrete choice models will be summarised briefly. 
Then, both logit and probit stochastic assignments win be discussed in detail. Finally, 
use of the stochastic user equilibrium assignment associated with the logit choice 
model will be illustrated with some examples. 
4.2 DISCRETE CHOICE MODEL 
A discrete choice model (or random utility model; see Ben-Akiva and Lerman, 1993) 
is a fundamental basis for modelling a stochastic route choice problem. The 
underlying assumption of discrete choice models is that a decision maker chooses the 
alternative that yields the highest utility for that individual. Here, we discuss how to 
define utilities and calculate choice probabilities. 
Utilities can be regarded as a function of certain attributes. For example, utilities for a 
certain route can be a function of travel time, distance, level of congestion, etc. 
However, not all attributes which influence on individual's utilities can be observed or 
measured directly. Therefore, utilities are modelled randomly as the sum of 
measurable utilities and error terms as: 
Uk(a) = Vk(a)+ýJa) Vk eK 
where, Uk(a) is the utility for alternative k 
Vk(a) is a measurable utility (systematic component) for alternative k 
ý 
k(a) is an effor term 
K is a set of altematives 
a is a vector of variables which represents attributes of alternatives and a 
decision maker 
In the equation (4.1), we assume that the expectation of the error term, E[ý k(a)] is 
equal to 0, assuming that it follows a certain probability distribution. For example, a 
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logit model arises when ýk(a) follows the Gumbel distribution, whilst a probit model 
arises when it follows the normal distribution. Accordingly, the expectation of the 
utilities, E[Uk(a)] is equal to measurable utility Vk(a) from (4.1). 
Once we have identified the distribution of utilities, the choice probability for a certain 
alternative k in choice set K is calculated according to the probability that Uk(a) is 
higher than the utility of any other alternatives under a. This can be written as: 
P (a) = P[Uk(a) ý! U, (a), Vk# 1] Vk, l cK k (4.2) 
The choice probability Pk(a) has all the properties of an element of a probability mass 
function: 
0:! ý Pk(a) <1 
K 
2; Pk(a) =1 
k=l 
(4.3) 
In the case of route choice, we represent the measurable utility Vk for using route k 
with route cost Ck , assuming that utilities will 
increase as costs decreases as: 
V, = --Oc kk 
where, 0 is a positive parameter that controls dispersion. 
(4.4) 
Then, utilities can be written as follows after considering random errors in perceiving 
route costs as (4.1): 
Uk = --ock 
Where , 
Ck -": Ck +ýk 
(4.5) 
In order to distinguish 
Ck from Ck 
, we call the 
first perceived route cost, and call the 
second measured route cost. In general, the expectation of the perceived route cost 
E[C', ] is equal to the measured route cost Ck , because E 
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4.3 THE LOGIT BASED STOCHASTIC ASSIGNMENT 
According to the logit model, we derive a simple equation to calculate a choice 
probability from the concept of random utility (4.1) and utility maximisation theory 
(4.2), assuming that the random error terms for each utility function follow 
independently and identically distributed Gumbel distribution (Domencich and 
McFadden, 1975). This kind of choice model has been widely used in the demand 
analysis and mode choice problems because of its simple structure and readiness of 
evaluation. The choice probability according to multinomial logit model can be 
written as: 
P (a) k exp(Vk(a)) K 
exp(Vi (a)) (4.6) 
Then, in the route choice problem, the equation (4.6) can be written in terms of route 
costs based on (4.4) as: 
Pk exp(-OCk) Vk E=- Rýd lexp(-OC, ) 
rER, d 
(4.7) 
Although it is easy to calculate choice probabilities according to the logit model, the 
model does not give rise to plausible results in the cases of overlapping routes because 
routes do not satisfy the requirement of independence of the error term ýk . For 
example, assume that there are three routes connecting a certain origin and 
destination, and that their costs are identical. Among them, two routes overlap almost 
entirely and the other route is totally separate. Then one might expect that the choice 
probability for the separate route would be close to 1/2, and those for the other routes 
might be close to 1/4 so that their sum would be close to 1/2. However, according to 
the logit model, the choice probabilities for each route would be exactly 1/3, because 
three routes are regarded as being distinct options. 
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This implausible feature results from an intrinsic problem of the logit model which is 
known as the Independence of Irrelevant Alternatives(IIA) property. This arises 
because the logit model cannot represent the correlation between the error terms, but 
always regards them as independent of each other. Accordingly, the logit based 
assignment cannot properly consider the topology of a network in respect to the 
degree of overlap between routes. This is the main drawback of the logit assignment. 
Nevertheless, the logit based assignments have so far been developed in many ways 
and some of them can overcome the IIA property. We next consider algorithms that 
have been designed for logit assignment. 
4.3.1 Dial's assignment 
Dial (1971) suggested a logit-based stochastic assignment and developed a solution 
algorithm for it that dispenses with the need for path enumeration. Firstly, it defines 
route choice set with reasonable routes, each of which takes travellers farther from 
their origin and brings them nearer to their destination or just takes them farther from 
origin. Then, it assigns traffic into a network by calculating the link choice probability 
directly without consideration of routes. In some literature (for example, Sheffi, 
1985), this simple and efficient assignment is called the STOCH algorithm. The 
process of assignment for each origin-destination pair can be summarised as follows: 
Step 0: Calculation of link likelihood 
Compute the minimum travel cost C,, i from the origin node o to each node i. 
Calculate the likelihood, a(i, j) jor each link (i, j) : 
exp(A[C*, c - C, - (ili) 
11 
a(j) = 
10 if coi * ý> Coi* I Cid* > Cjd* 
otherwise 
(4.8) 
Step 1: Forward pass 
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By examining all nodes i in ascending sequence with respect to C,, i starting with the 
origin o, calculate link weights w(j, j) for each link (i, j) : 
a(i, j) 
(i, j) a (ili) I W(k, i) (k, i)EB(i) 
if i=o 
otherwise 
where, B(i) is the set of links ending at the node i. 
When the destination node d is reached, stop. 
(4.9) 
Step 2: Backward pass 
By examining all nodesj in descending sequence with respect to C,, 'j, starting with the 
destination node d, calculate link choice probability and link flows for the connected 
links: 
q od 
WUID if j=d I 
W(k, j) 
e od 
(k, j)EB(j) 
UID 
od WUID otherwise yd'U, M) (j, m)EA(i) W(k, j) 
(k, j)EB(i) 
where, A(j) is the set of links starting from the node j. 
(4.10) 
In Dial's logit assigm-nent, a link choice probability for a certain origin-destination pair 
od 
Oj od, p(j, j) is calculated using 
link weight, w(j, j), and origin-specific node weight, W 
od 
w (ili) 
p(i, j) w. 
01 
where, WW 0i (k, j) (k, j)EB(i) 
Equation (4.11) can be written in different form as: 
(4.11) 
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Wa W od oi (Q) jd P(ili) 
Wod 
(4.12) 
Van Vliet (198 1) established the equivalence of equation (4.11) and (4.12) to Dial's 
assignment rule using the explicit form of node weights as: 
W= 
,, j 
1: exp(-O (Ck'j - C., *j (4.13) 
ke Rq 
where, Ck'j is the cost on route k connecting origin o to node 
4.3.2 Bell's alternative logit assignment 
Bell (1995) suggested an alternative logit assignment method, which admits use of all 
possible routes including loops. Therefore, we do not define specific route choice set 
prior to this assignment method. This contrasts to Dial's counterpart, in which we 
define only reasonable routes for the route choice set. However, this assignment 
method is similar to Dial's counterpart in that traffic is assigned into a network after 
calculating link choice probability directly without consideration of routes. In other 
words, it does not need path enumeration. The main disadvantage of this method is 
that we must calculate an inverse matrix in order to calculate the link weights, and this 
procedure may well become computationally expensive for larger networks. The 
process of the assignment can be summarised as: 
Step 1: (calculation of initial weights matrix WO ) 
Calculate elements of WO for all nodes i and 
0 exp(-Oc(i, j)) 
if (i, j) cL 
w(i, j) 0 otherwise 
where, L is a set of links 
Step 2: (process of weights matrix ) 
W=wo + W2+W3 =(I -W)-l -1 000 
In this assignment, the weight of nodej, W,,, can be written explicitly as: 
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W= 
,, j 
E exp(-Ocoj (4.14) 
k (= R,, j 
Once the node weight matrix, W has been calculated, we can obtain a link choice 
probability using (4.12). Note that the explicit form of (4.12) would be identical 
whether we use node weights from Dial's assignment (4.13) or those from Bell's 
assignment (4.14) because exp(OC,, j) in (4.13) would be eliminated when it is applied 
to 
Then, we can assign traffic onto each link according to choice probability as: 
4.3.3 Cascetta's C-logit assignment 
pod 
d 
(i, j)qo (4.15) 
od 
Cascetta et al (1996) proposed a C-logit assignment which can overcome the intrinsic 
problem of the logit model or Independence of Irrelevant Alternatives (IIA) property. 
In other words, this assignment considers correlation between routes. For this 
purpose, the 'commonality factor' is introduced in the utility function to describe the 
degree of overlap between routes. However, the C-logit model requires an explicit 
path enumeration in order to evaluate the commonality factor. A route choice 
probability, Pk, can be written after considering the commonality factor as: 
exp(Vk -Tlk) (4.16) 
Y. 
exp(Vh 
hER, d 
where, 
Vk is the measurable utility of route k 
11 is the commonality factor for route k which represents the degree of 
overlap between route k and all the other routes as: 
Lkh 
'n ko 
loge I- Vk E=- R, )d 
_hERM 
jk Lh 
(4.17) 
55 
where, P,, is a coefficient (0 -5 P,, < 1) 
Lkh is a sum of costs on links that are common to routes k and h 
Lk is the cost of route k 
The equation (4.17) shows that in the extreme case of m routes that entirely overlap 
with each other but are independent of other routes, the relative commonality factors 
are less than or equal to log,, (m) between these routes. Therefore, their choice 
probabilities from (4.16) are greater than or equal to 1/m times compared to those 
from the standard logit model (4.6). This implies that the introduction of a new route 
which overlaps with an existing one can modify the probability of the old route if 
0<P,,, :51, and the sum of the probabilities for new and old routes should be greater 
than or equal to the probability of the old route before the introduction of a new one. 
Furthermore, route choice probabilities from (4.16) would always be equal to those 
from the standard logit model (4.6) if P,, =0- 
We can rewrite equation (4.16) with respect to costs rather than utility as: 
p exp[--OCk -Tlkl Vk E=- R 
(4.18) 
k 
exp[-OCh -flhl 
od 
hERod 
Once we have calculated the route choice probability, we can assign traffic to each 
route according to the formula: 
fk = Pk q 
od (4.19) 
4.4 THE PROBIT BASED STOCHASTIC ASSIGNMENT 
In the probit model, it is assumed that the random error term of each utility 
follows 
the multinomial normal distribution, like many other statistical models, and the choice 
probability for a certain alternative is decided by the probability that 
its utility is higher 
than any other utilities according to (4.2). However, the choice probability cannot 
be 
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expressed in a straightforward manner as in the logit model, because the cumulative 
normal distribution function cannot be evaluated in closed fon-n (Sheffl, 1985). In 
general, use of some numerical procedure including the Monte Carlo simulation or 
Clark's approximation (Clark, 1961), is required to evaluate these choice 
probabilities. 
In the Monte Carlo simulation method, the value of random error term for each 
alternative is generated at each iteration (or drawing) with appropriate variances and 
the maximum utility alternative is recorded by calculating utilities using (4.1). Then 
the choice probability for alternative k can be estimated after a suitable number of 
iterations as: 
- 
Nk 
Pk 
- 
n 
(4.20) 
where, Nk 
is the number of times when k was a maximum utility alternative, and 
n is the total number of iterations. 
In Clark's approximation method (Clark, 196 1) we use the approximation that the 
maximum of the two normal random variables itself follows the normal distribution. 
Accordingly, we can estimate a choice probability that a certain alternative has the 
greatest utility by comparing pairs of alternatives successively. However, this method 
is known to become computationally expensive and inaccurate if the number of 
alternatives is more than 10 or 20 (Sheffi, 1985, p 300). 
The Monte Carlo simulation can be applied efficiently for stochastic assignment. 
Suppose that the perceived link costs are generated with the Monte Carlo simulation, 
then the resulting least perceived cost route would be the one with the greatest utility. 
Therefore, if we assign all traffic to this route and repeat this process over several 
iterations, the average link flow would correspond to that from the probit route 
choice model. This can be implemented as follows (Sheffi and Powell, 
1982): 
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Step 0 (initialisation) Set an iteration number n=1 
Step 1 (sampling) Generate an perceived link cost c^,,, fromCa - N(Ca, oc,, ) for each 
link. Here P denotes a certain positive constant. 
Step 2: (all-or-nothing assignment) Based on c^,, assign all demands to the minimum 
cost route for each origin-destination pair. This yields new link flows, e'. a 
[(n 
- 
I)ea"- I+ en 
Step 3: (successive flow average) Let e"-a Vn a 
n 
Step 4: (stopping test) 
denotes the standard deviation of e as: (a) Let CT a 
nnmn ]2 Cy 
aI 
[ýa 
- ea Va n(n - 1) M=j 
(b) if max cr, ' , :! 
ý F,, stop, otherwise n=n+1 
a 
This probit assignment which is based on the simulation method seems to be efficient 
because it does not need path enumeration and it considers the correlation between 
routes intrinsically. However, it has been pointed out that the perceived link costs 
which are generated in Step I (sampling) can be negative in some cases, and different 
convergent solutions can be obtained if we start from different initial conditions. 
Therefore, this kind of assignment cannot produce reliable results when applied to 
evaluate two scenarios such as the same network with and without a new road 
scheme. All these problems result from the underlying assumption that the error terms 
follow the normal distribution. (Thomas, 1991; Maher and Hughes, 1997) 
Burrell (1968) suggested the use of a uniform distribution for random error terms. 
However, this distribution seems to be rather unrealistic for a link cost, and it gives 
rise to relatively large variations over the perceived link costs (Thomas, 1991). 
More recently, Maher (1992) suggested the SAM (Stochastic Assignment Model) 
algorithm which performs a probit assignment without path enumeration by exploiting 
the simple and efficient network loading procedure in the STOCH algorithm. In 
addition, it can overcome the problem of simulation approaches since it has adopted 
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Clark's approximation method. This method can be summarised for each origin- 
destination pair as follows: 
Step 1: (Forward pass) 
Perform 'merging' and 'scanning' from origin o to destination d by 
considering the node j in turn. 
(a) Merging: 
calculate C,, j , the minimum perceived cost from origin o to the node j by: 
0 if j=0 
Cli A, 
min (C('ilj)) otherwise (4.21) (i, j)r=B(j) I 
where, C('j"j) is the perceived cost from the origin to the node j via link (i, 
Then, calculate P, d a link choice probability that a link (i, j) is chosen: (Q) I 
od 0 -0, V (i, j) E: B(j) 
(4.22) 
Pr C(,, j) = min 
p(i, j) 
(C(ok, 
j) 
1ý 
(k, j)EB(j) 
(b) Scanning: 
For each link (j, k) E=- A(j) , calculate 
&k the perceived cost from the origin 
e(j, 
k) ý 
to the node k via link (j, k) : 
eok V (j, k) G A(j) (4.23) j, Coji + C(j, k) (j k) 
is the perceived where, C(j, k) link cost for link (jk) 
Step 2: (Backward pass) 
Load the demand from the destination based on the link choice probability as: 
od od d 
e(i, j) : -- p(i, j)q' 
(4.24) 
59 
Note that the distribution of the minimum perceived cost Cý * ,, j 
(4.21) and the link 
choice probability (4.22) in the 'merging' process are calculated based on Clark's 
approximation method. The original SAM method suffered from 'deadlock', which is 
a state where no perceived link cost can be calculated, because of a loop. This arises 
in a situation in which we cannot update the minimum perceived cost to a node j 
without processing some nodes beforehand, but they cannot be evaluated properly 
without processing the node j itself because of the presence of loop. However, several 
ways of overcoming this problem have been suggested in Maher and Hughes (1997). 
4.5 STOCHASTIC USER EQUILIBRIUM ASSIGNMENT 
As in the deterministic case, we can define a stable state as one in which travellers 
cannot reduce their perceived cost by changing route. This is the so called, stochastic 
user equilibrium (SUE) state. We can formulate a stochastic user equilibrium 
assignment by modifying the Wardrop's first principle (Daganzo and Sheffi, 1977) as: 
"The routes selected by individual drivers are those which minimise their 
perceived costs; 
No driver believes he can reduce his perceived cost by unilaterally changing 
his route. " 
The above principle can be written mathematically as: 
A (4.25a) 
P, RV od kq od od' 
p 
If od 
q 
od Vo, d (4.25b) 
p(=-Rod 
f od >0 Vo, d (4.25c) 
p 
f e P8 
a Va (4.25d) 
ap 
od pERod 
60 
where, 
R= Pk (c) = Pr(Ck 
Ch Vh E=- RVk E=- Rd k :5 od C) (4.26) 
The route choice probability Pk in (4.26) is the one that the perceived travel cost on 
route k is the smallest of all routes and it is dependent on the link cost pattern. In the 
SUE state, the route choice probability which is obtained from (4.26) should be 
identical to the one from (4.25a). This condition can be achieved when the perceived 
cost pattern does not change following the corresponding stochastic network loading. 
In the SUE state, the measured costs on all used routes are not necessarily equal as 
they are in the deterministic user equilibrium (UE) state because travellers are allowed 
to have different perceptions on route costs. However, if we assume that there is no 
difference in perceptions, the SUE state will be the same as the UE state. Thus, the 
UE state can be viewed as a special case of the SUE state. 
4.5.1 Formulation 
Sheffi and Powell (1982) showed that the SUE state can be found by minimising the 
following objective function as: 
min z(e) = -1 
od Sod lCod (e) +I ea Ca(e 
ea 
c 
., 
q a) -Yaf a 
(W) &V 
e od aa 
(4.27) 
where, 
S, d IC, d (e) I represents the expected perceived travel cost (or dissatisfaction). 
In the case of the logit model, Williams (1977) showed that this can be calculated as: 
Sod lCod 
1E 
P[_()Cod] (e)l 
0 
In 
kr=Rod 
ex k (4.28) 
Akamatsu (1997) showed that the expected perceived travel cost can be Later, Al, 
obtained easily from Dial's (197 1) STOCH algorithm 
because of its special structure 
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in the 'forward pass'. This can be written with a node weight Wod for destination 
node d in the STOCH algorithm as: 
Sod lCod (e) I= Cod- I InWod 0 
(4.29) 
Though the objective function (4.27) does not have any simple meaning in itself, 
Sheffi (1985; p312-322) showed that the optimal solution of the minimisation problem 
(4.27) is equivalent to the stochastic user equilibrium state (4.25) and its solution is 
unique if the link cost function is separable and increasing. 
On the other hand, Fisk (1980) identified another form of an objective function for 
solving the stochastic user equilibrium assignment problem, but it can only be used 
with the logit based network loading method and it requires path enumeration for the 
evaluation (Maher and Hughes, 1998). Fisk's objective function can be written as: 
fea 
C (W)aW 
(4.30) f od In f od + z(e) k lk -d a () 
od kERod a 
4.5.2 Solution algorithm 
We can use a descent feasible direction algorithm (Luenberger, 1984, p214; Sheffi, 
1985,323) rather than the Frank-Wolfe (F-W) algorithm to calculate a stochastic user 
equilibrium assigmnent. The main difference of this algorithm from the F-W algorithm 
is that we work on the original problem rather than a linear approximation when we 
find a descent direction. Therefore, we perform stochastic network loading (i. e. 
stochastic assignment) rather than an all-or-nothing assignment to the minimum cost 
route when we find the auxiliary flow pattern (Step 3). This is because the descent 
direction of the objective function (4.27) is defined by the stochastic network loading 
at the current cost pattern (Sheffi, 1985, p323). The solution algorithm for the SUE 
assignment problem can be written as: 
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Step 0 (initialisation): Set n=O; implement a pure stochastic network loading based on 
the free-flow travel cost pattern 
Step I (update): Calculate the link travel costs, c" , using e' 
Step 2 (direction finding): Implement a pure stochastic network loading based on c' 
this yields auxiliary link flow y' 
Step 3 (line search): Find X" as the value of X that solves 
arg inin C> 0! 5Ä<l 
Then, update the link flow as 
z[e 
n +X 
(y n_en )l 
e 
n+I 
en+ 
X" (Y nn) 
Step 4 (convergence test): if a convergence criterion is met, stop; 
otherwise, set n=n+1 and go to Step 1. 
In this SUE assignment solution method, the difference between the current and the 
auxiliary flow patterns tends to zero in the limit as costs and flows become consistent. 
This is because the auxiliary flow pattern in this algorithm is a stochastic network 
loading at current cost rather than an extreme point which could be far from the 
optimal solution. Therefore, as costs converge to their SUE values, so the auxiliary 
flows converge to the SUE solution as iteration goes on. By contrast, in the UE 
assignment case, the auxiliary flow pattern is always an all-or-nothing assignment, 
which can be far from the equilibrium flow pattern, even when costs are at their 
equilibrium values. Therefore, in SUE assignment, the difference between the current 
and the auxiliary flow patterns can be used as a convergence measure p, as: 
(Ce ýn_n a Ya 
PS 
n I ea 
a 
(4.31) 
Note that because the auxiliary flows results from the stochastic network loading 
rather than an all-or-nothing assignment, there is no incentive to use other solution 
algorithms such as simplicial decomposition or the column generation method, which 
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exploits extreme points or all-or-nothing assignment patterns to find the optimal 
solution. 
4.5.3 Decision of move size 
In step 3 of the solution algorithm (line search), we find a new link flows by 
combining the current and auxiliary link flows so that they may produce the smallest 
objective function value. Here we explain several methods to decide an appropriate 
combination rate or move size (X ). 
Method of Successive Average (MSA) 
Sheffi and Powell (1981) suggested the method of successive average for the move 
size X: 
Xn =1 
n 
(4.32) 
This method gives a sequence of solutions which converges and there is no need for 
objective function evaluation, but it generally takes more iterations and greater 
computation time than other methods. 
Interval reduction methods 
We can find the optimal move size ý: by successively reducing the interval where it 
lies until the size of interval becomes sufficiently small. Here, we consider two ways 
of finding move size in interval reduction methods. One is the golden section method, 
and the other is the bi-section method. 
In the golden section method, we reduce the current interval by the golden ratio 
or (F5 - 1) /2 so that X* lies in the new interval, after comparing the objective 
function value at two interior points which are decided by the golden ratio. In other 
words, we discard some parts of the current interval in which objective function 
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values would be greater than those from the other parts. We can obtain a good 
approximation for ý: by continuing to reduce intervals in this way if the objective 
function has a single minimum point. 
Similarly, in the bi-section method, we reduce the interval by a half so that X* lies in 
the new interval after checking the sign of the gradients of the objective function with 
respect to X at the mid point of the current interval. If the sign is negative, we discard 
the left-hand side of the current interval because the objective function value can be 
reduced in the right-hand side of the interval. Otherwise, we discard the right-hand 
side because the objective function value can be reduced in the left-hand side of the 
interval. We can obtain a good approximation for X* by continuing to reduce intervals 
in this way if the objective function has a single minimum point. 
In general, it is well known that the bi-section method finds optimal X faster than the 
golden section method if the calculation of gradients is not as difficult as calculating 
the objective function itself (Sheffi, 1985). However, the interval reduction method is 
expensive in that it needs an evaluation of the objective function or gradients 
whenever a different value of X is considered. 
Interpolation methods 
We can estimate the optimal move size using interpolation methods by assuming that 
the objective function follows a quadratic or a cubic function with respect toX. In 
other words, we regard the optimal point of the interpolated quadratic or cubic 
function as the optimal move size. The main advantages of this method are that not 
only can we estimate the optimal move size with simple formulae, but we can also 
easily obtain the necessary values for interpolation. 
Firstly, Maher and Hughes (1997) suggested a quadratic interpolation method to 
estimate the optimal move size using gradients of the objective 
function when X=0 
and X=1. The interpolated point of 
X can be represented graphically as: 
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Figure 4-1 The interpolation of the optimal move size 
y 
In Figure 4- 1, go and g, represent the gradients of the objective function with respect 
to X when X=0 and X=I respectively. However, we can see that there is a small 
difference between the optimal move size ý: and the interpolated move size X' . The Xý 
can be calculated from the quadratic interpolation of the objective function as 
(derivation of all interpolation formulae shown here are described in Appendix): 
Maher and Hughes' quadratic interpolation: 
-90 
-90 + g, 
(4.33) 
Generally, g", the gradient of the objective function with respect to X at iteration n is 
calculated as: 
d), dc n (y 
(4.34) 
gn z(e n +Ä(yn -e 
n» ye-e)an_e n) 
Ä _, 
Ga('a 
anaa den dÄ a ea=a 
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where, 
e =e 
n+ X(Y' -en aaaa 
ee a( 
ýa ) is an auxilialy flow of ^ 
en is the current flow at iteration n, a 
y"is an auxilimy flow of en aa 
Therefore, gO and g, ' are obtained as: 
ndn) dc n 90 = (e 
(yn 
-e 
n)2-- a_ 
Aaa de n aa n=en ea a 
(4.35) 
gn =dZ yn) = _1: (^a(yn) 
n 
(y 
(4.36) 
_ yn)dCa n_ n) yaa de nna ea 
aa ea =Yan 
Note that go' can be calculated relatively easily at the current iteration, but gj" can be 
calculated only after additional network loading based on the cost pattern from y,,. 
In addition to the quadratic interpolation method, Maher and Hughes (1997) 
suggested a cubic interpolation method using not only gradients, but also objective 
function values as: 
B-VB 2+ Ago 
A 
where, A= -6zo + 6z, - 3go - 3g, 
B= -3zo + 3z, - 2go - g, 
zo is the objective function value when 0 
z, is the objective function value when X=1 
(4.37) 
On the other hand, we can use different combinations of gradients and objective 
function values for quadratic interpolation. For example, we can interpolate an 
optimal move size using g,,, zo, z, or gj, zo, z, respectively as: 
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Method A: 
xA 
= 
go (4.38) 
Method B: 
2(zo - z, + go) 
XB 
=gl 
+ 2zo - 2z, 
2(zo - z, + gl) 
(4.39) 
The performance of method A, which is developed in this study, seems to be better 
than Maher and Hughes' in terms of computing time, because method A does not 
need gl, which can be calculated only after additional network loading. However, 
Maher and Hughes' quadratic interpolation method can be useful in cases where 
evaluation of the objective function is difficult, since it requires only gradients of an 
objective function with respect to X which is convenient to calculate from (4.35) and 
(4.36). As a summary, Table 4-1 shows how the input values are different between 
interpolation methods presented in this section. 
Table 4-1 Comparison of input values for various interpolation methods 
Interpolation methods zo Z, go 91 
Maher and Hughes' cubic 000 
Maher and Hughes' quadratic 00 
Method A (quadratic) 000 
Method B (quadratic) 000 
On the other hand, the application of the interpolation method to the F-W algorithm 
to solve the deterministic user equilibrium assignment problem failed to converge. 
Figure 4-2 shows the difference between two successive flow patterns over iteration 
(ps) when we interpolate the move size using equation (4.33) in the F-W algorithm 
to find the deterministic user equilibrium solution for the three-link network in Figure 
2-2. We may notice that the flow patterns fluctuate from iteration 8 onwards. 
Accordingly, we cannot find the convergent solution by interpolation in this case. This 
implies that the estimated move size, which does not necessarily correspond to the 
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optimal move size, may not lead to the optimal solution in the deterministic case. This 
seems to result from the auxiliary flow pattern in the deterministic case being an all- 
or-nothing assignment. Thus, use of the estimated move size may lead to an flow 
pattern which is relatively no closer to the optimal solution, even if the current flow 
pattern is near to the optimal solution. On the contrary, it is known that we can find 
the optimal solution in the stochastic case if the search direction is a descent vector 
only on the average (Sheffil, 1985, p325). This means that we can find the SUE 
assignment solution even if we do not use an accurate approximation to the optimal 
move size or the search direction. The convergence of the MSA method and the 
interpolation method can be understood in this respect. 
Figure 4-2 Difference between two successive flow patterns over iteration (Pd ) 
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4.5.4 Numerical example 
We now illustrate the use of the stochastic user equilibrium assignment by applying it 
to several example networks. These are a two-link network, a 5x5 regular grid 
network, and the Sioux Falls network (LeBlanc, 1975), which are depicted 
in Figure 
4-3,4-4, and 4-5 respectively. 
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The present SUE assignment model adopts Dial's (1971) STOCH algorithm for the 
network loading, and Sheffi and Powell's (1982) objective function (4.27) for the 
equivalent minimisation problem. In terms of link cost function, the BPR (US Bureau 
of Public Roads, 1964) function (2.1) is adopted which is shown in Chapter 2. 
Figure 4-3 Two-link network (Sheffi, 1985; p313) 
fink I 
link 2 
(free-flow travel time, capacity, (x, 
(min) (veh/min) 
link 1: (1.0,1.0,2.0,1.0) 
link 2: (2.0,1.0,0.5,1.0) 
f, + f2= 4 (velVmin) 
Figure 4-4 The 5x5 grid network (Dial, 1971) 
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In the 5x5 grid network, there is only one origin and one destination (node I and 25 
respectively), and the demand is 2000 (veh/h). The free flow travel times and 
capacities for each link are 0.1(hour) and 1000 (veh/h) respectively, except for links 
19,21,23 and 25, which are 0.05(hour) and 1500 (veh/h) respectively, and a and 
values in the BPR function are fixed at 0.15 and 4.0 respectively. 
Figure 4-5 Sioux Falls network (LeBlanc, 1975) 
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The Sioux Falls network has 24 nodes, 76 links, and 552 origin-destination pairs. The 
demand for each origin-destination pair, the free flow travel times and the capacities 
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for each fink are shown in Appendix. The a and P values in the BPR function (2.1) 
are fixed at 0.15 and 4.0 respectively. 
Before applying SUE assignment to example networks with the STOCH algorithm, it 
should be noted that the reasonable routes set, which take travellers further from their 
origin and bring them nearer to destination, should be fixed to obtain a convergent 
solution. That is because the reasonable routes are dependent on a cost pattern and 
they can change over iterations. In other words, the flow pattern can vary over 
iterations because the route set changes over iterations. In fact, this non-convergent 
property of the STOCH algorithm has been pointed out by Van Vliet and Dow 
(1979). In this respect, Maher (1998) suggested fixing the reasonable routes set at a 
certain iteration and using this afterwards. Alternatively, we might consider Bell's 
(1995) logit assignment, which considers all possible routes for choice set in order to 
obtain the convergent solution. This assignment will give rise to the convergent 
solution because a route choice set is constant over iterations. In this study, the 
reasonable routes set is fixed at the first iteration. 
Table 4-2, Table 4-3, and Table 4-4 compare the performance of the different line 
search methods; the MSA method, the golden section method, and Maher and 
Hughes' quadratic and cubic interpolation methods, when we have applied the 
stochastic user equilibrium assignment to the two-link network, the 5x5 grid network, 
and the Sioux Falls network respectively. 
Table 4-2 Performance results for the two-link network (0=1.0 min-') 
MSA Golden Quadratic Cubic 
section interpolation interpolation 
Total running time (seconds) 
Number of iterations 
Running time/iteration (seconds) 
objective function value 
PS 
1.124 0.590 0.627 1.350 
7 3 4 5 
1.0177 0.1977 0.1568 0.261 
-9.10249 -9.10249 -9.10249 -9.10249 
0.00040 0.00071 0.00076 0.00000 
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Table 4-3 Performance results for the 5x5 grid network (0=1.0 hour-) 
MSA Golden Quadratic Cubic 
section interpolation interpolation 
Total running time (seconds) 
Number of iterations 
Running time/iteration (seconds) 
objective function value 
25.269 2.987 1.467 1.861 
200 7 4 5 
0.1264 0.4267 0.3668 0.3722 
2991.32 2991.32 2991.32 2991.32 
Ps0.00099 0.00050 0.00010 0.00023 
Table 4-4 Performance results for the Sioux Falls network (0=2.0 hour- 1) 
MSA Golden Quadratic Cubic 
section interpolation interpolation 
Total running time (seconds) 1152.009 1415.612 659.424 615.456 
Number of iterations 81 8 9 8 
Running time/iteration (seconds) 14.2223 176.9515 73.2693 76.9320 
objective function value 11.29189 11.29189 11.29189 11.29189 
0.00100 0.00073 0.00061 0.00061 
We can see that the MSA method is inferior to other methods in that it takes more 
computation time and iterations in all example networks. Both interpolation methods 
perform satisfactorily considering their running times and the number of 
iterations 
required to achieve convergence. In particular, in the case of the 
Sioux Falls network, 
they run twice as fast as the other methods. It results 
from that they estimate the 
optimal X value efficiently without evaluation of the objective 
function. 
Table 4-5 compares the performance of three different quadratic 
interpolation 
methods in the Sioux Falls network. As expected, method 
A is the fastest of three 
methods, since it does not need g, (the gradient of the objective 
function when X=I), 
- which can be calculated only after additional 
network loading. 
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Table 4-5 Performance results from three different quadratic interpolation methods 
Maher method A method B 
Total running time (seconds) 695.424 579.287 615.790 
Number of iterations 9 8 8 
Running time/iteration (seconds) 73.2693 72.4108 76.9738 
objective function value 11.29189 11.29189 11.29189 
P 0.00061 0.00063 0.00096 
4.6. Discussion 
In this chapter, two established stochastic assigm-nent methods (the logit and the 
probit assigm-nent) were discussed in detail. Both assigm-nent methods have been 
developed in various ways and some of them can overcome their intrinsic problems. 
For example, Cascetta et al's (1996) C-logit assignment has overcome the IIA 
property of the logit model, and Maher and Hughes' (1997) SAM assignment has 
overcome problems of the simulation-based probit model. 
In addition, it was found that interpolation methods for optimal move size in the 
descent feasible direction algorithm work more efficiently than conventional line 
search methods such as the golden section method or the MSA method. In particular, 
a new quadratic interpolation method, which has been developed in this study, seems 
to more efficient than Maher and Hughes' (1997) counterpart in terms of running time 
in achieving convergence. However, Maher and Hughes' quadratic 
interpolation 
method, which does not require an objective function evaluation, can 
be useful when 
the objective function is complicated. 
Finally, it should be stressed that a reasonable route set or route choice set should 
be 
fixed in order to find a convergent solution when. we use the 
STOCH algorithm for 
the stochastic network loading. Otherwise, we cannot guarantee 
the existence of a 
self-consistent solution. 
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CHAPTER 5 DYNAMIC TRAFFIC MODELLING 
5.1 INTRODUCTION 
The principal feature of dynamic assigm-nent is that it considers travel demands, flows 
and costs that vary over time. This additional consideration gives substantial 
advantages to analysing road networks compared to its static counterpart. For 
example, we can understand how congestion forms and dissipates in time-varying 
conditions, and we can also evaluate the effect of various traffic management 
measures such as ramp metering and variable message signs which vary according to 
the prevailing network conditions. 
However, the time variable brings the requirement of a great deal of memory size and 
computing time in calculating the dynamic traffic assignment, since the most 
conventional variables (e. g. demands, link flows and link costs,..., etc. ) are related to 
time. Accordingly, the amount of data under consideration will increase dramatically 
as the duration of the study period increases. Fortunately, as available computer 
performance increases, dynamic traffic assignment techniques are becoming 
increasingly widely used. 
Furthermore, as we deal with the time variable, we need to consider some questions in 
dynamic assignments. They can be summarised as follows: 
* How can we obtain a demand pattern over time? 
9 How can we calculate a route travel cost which travellers will experience 
during their journeys rather than one which can be calculated at the time 
of entry? 
* How will network conditions change over time? 
9 How can we guarantee the FIFO (First-In-First-Out) 
discipline in the 
modelling framework? 
* How can we model the change of flow rates along the vehicle trajectories? 
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In this chapter, these questions will be addressed in section 5.2. Then we discuss how 
they are considered in several link cost functions in section 5.3. 
5.2 REQUIREMENTS ON DYNAMIC ASSIGNMENT 
5.2.1 Demand profile 
In dynamic traffic assignments, the demand pattern for a certain origin-destination 
(OD) pair should be specified for each time instant. It may not be easy to acquire such 
a demand profile over time, but, there have been many studies on estimating a 
dynamic origin-destination demand pattern (or dynamic OD matrix) using traffic 
counts on links in a network. We might possibly exploit the results of these studies for 
a dynamic demand profile (see, for example, Cascetta and Nguyen, 1988; Bell, 1991; 
Chang and Tao, 1996). Alternatively, Romph (1994) used a departure time function in 
order to make a demand profile from a static OD matrix (Romph, 1994, p37). This 
can be written as: 
q 
od (t) q od g2 od (t) 
Qod 
Qod(t) 
where, 
od (t) is the demand at time t 
g2od (. ) is the departure time density function for od 
(5.1) 
We can also calculate a demand profile endogenously with a total demand using 
dynamic assigm-nent models which consider choice of departure time and route 
together. The resulting demand profile is the one which satisfies a certain equilibrium 
condition which is modelled by dynamic assignment models. 
For more information, 
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refer to Hendrickson and Kocur (1981), Friesz et al (1993), Ran and Boyce (1996), 
and Addison and Heydecker (1999). 
5.2.2 Route travel cost 
In static assignments, route travel costs are calculated by summing link travel costs 
along the links that constitute a route because travel cost is represented as a constant 
regardless of time. However, in the dynamic case, link flows and resulting link travel 
costs are not necessarily constant over time. That means the network condition can 
vary as travellers traverse a route. 
In this context, Ran and Boyce (1996) suggested two route travel cost concepts such 
as 'ideal' and 'instantaneous' in dynamic assignments. The 'ideal' route travel cost is 
the one that a traveller will experience while he or she traverses the network. In other 
words, when we calculate a route travel cost, we take account of the fact that it takes 
some time to exit a link after entering it, and the network conditions may have 
changed by that time. Accordingly, the cost in the next link is calculated based on the 
condition at the time of entry to the link. On the other hand, when we calculate the 
'instantaneous' travel cost, we assume that current network conditions will not 
change substantially until travellers arrive at their destinations. Therefore, the 
instantaneous travel cost is calculated by summing the travel cost on each of the links 
that form a route at the time of entry to the first link. 
We can express 'ideal' and 'instantaneous' route travel costs in mathematical terms as 
follows. Note that the equation for ideal route travel cost (5-2) has a recursive 
structure. In particular, also note that we assume that travel cost is made up of travel 
time only in dynamic assignments for the sake of simplicity. In other words, the travel 
cost for link a at time t is equal to the travel time on that link at the same time 
because 
we do not consider other factors which may affect travel cost. 
c ad (t +c (0) . ..... +C 
(t + Cal + Ca (t + Cal (0) . ..... +Ca. 
-, (5.2) p 
Cal + Caý a, a2 
77 
P(t) = 
Ca, (t) + Ca2(t) +***'**** +Ca,,, (t) 
where, 
Cd 
P"(0 is the 
ideal travel cost for route p at departure time t 
CP' W is the instantaneous travel cost for route p at departure time t 
c,, (t) is the cost of link a at entry time t and a, a2, * - -, a,,, E=- 
(5.3) 
We note, however, that dynamic route travel cost concepts are referred to using 
various terms according to the literature. For example, Friesz at al (1993) first 
distinguished the ideal travel cost concept from the instantaneous counterpart, and 
called the assignment model which adopted the instantaneous travel cost concept the 
Boston Traffic Equilibrium assigm-nent, and that which adopted the ideal travel cost 
concept the Path Integral Equilibrium assigm-nent. Similarly, Buisson et al (1999), and 
Kuwahara. and Akamatsu (1997) called these ideal and instantaneous travel cost 
concepts, 'predictive' and 'reactive' travel costs respectively. 
5.2.3 Causality 
Causality suggests that the current travellers' behaviour is influenced by that in the 
past rather than by that in the future in a time varying condition (Heydecker and 
Addison, 1996a). This seems to be a natural requirement considering that travellers 
decide their travel pattern based on the conditions that they will encounter which have 
been formed as a result of past events rather than future ones. In other words, 
causality can be maintained along a link when traffic behaves depending on the 
downstream conditions that have been formed ahead of them rather than on the 
upstream conditions which will be formed after them. Accordingly, this downstream 
dependent condition should be reflected in any link cost function in order for it to be 
used for the dynamic assignment. Furthermore, because we consider causality, link 
cost in dynamic assignment can be affected by flows at previous times as well as by 
those at the current time, but it is not affected by those at future times. 
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5.2.4 Flow conservation and nonnegativity 
Conservation of flow in the dynamic assignment can be expressed in terms of a link, a 
node, and an origin. 
Firstly, the flow conservation in a link can be explained in the form of the so called 
6state equation' (Merchant and Nernhauser, 1978) which can be expressed in 
continuous time as: 
-I- - a Xa ea (t) - ga 
dt 
where, 
x,, (t) is the number of vehicles in link a at time t 
(t) is the inflow rate to link a at time t 
(t) is the outflow rate from link a at time t 
(5.4) 
The state equation (5.4) explains that the rate of change in a number of vehicles in link 
a at instant t is dependent on the difference between inflows and outflows at the same 
instant. This can also be expressed in terms of cumulative flows by integrating both 
sides of (5.4) as: 
Xa(t) = Ea(t) Ga(t) 
where, 
(5.5) 
is the cumulative inflow to link a at time t (or the total number of vehicles which 
have entered the link a at time t) 
is the cumulative outflow from link a at time t (or the total number of vehicles 
which have left the link a at time t) 
Equation (5.5) expresses flow conservation clearly in that the number of vehicles 
remaining in link a at time t is the same as the difference between the total number of 
vehicles which have entered the link up to time t and the total number of vehicles 
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which have left the link up to time t. Therefore, the flow conservation can be 
expressed not only by (5.5) but also by the equivalent equation (5.4). 
In terms of a certain node j, flow is conserved if. 
1: 
ga (t) --= 1: ea 
aEB(j) aEA(j) 
Equation (5.6) states that at each instant t the total outflows from links that enter 
node j should be the same as the total inflows into the links which leave node 
Similarly, the flow conservation at each origin o is respected if- 
od E Efod(t) 
p, a 
aEA(o) PERM 
where, 
f od 
P', 
(t) is the inflow into link a via route p for origin-destination pair od at time t 
Equation (5.7) states that at each time t the demand should be equal to the sum of 
flows over all possible routes which depart from origin o for destination d. 
Furthermore, the nonnegativity condition should hold in the dynamic assignment as in 
(5.6) 
(5.7) 
the static case for all variables which describe flow rates. This can be written as: 
ea(t)ýýOl ga(t)ý: 09 Ea (t) ý: 01Ga (t) ýýo 0 Va, (5.8) 
fp (t) ýý 0, hp (t) ýý 0, Fp (t) ýý 0, Hp (t) >0 
where, 
vp, 
F (t) is the cumulative inflow to route p at time t p 
HP (t) is the cumulative outflow from route p at time t 
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5.2.5 First-In-First-Out discipline 
The First-In-First-Out (FIFO) discipline is observed implicitly in a static assignment, 
because it is assumed that travel times are identical for all travellers on the same route. 
This discipline should be observed in a dynamic assignment, since we do not generally 
allow travellers who depart from the origin later to expect to arrive at the destination 
earlier than travellers who departed the origin before them. The FIFO discipline can 
be written as follows for a link: 
dT 
a 
(t) 
dt 
(5.9) 
where, r,, (t) denotes the arrival time at the downstream end of link a associated with 
entering it at time t. 
Condition (5.9) states that the arrival time, rjt), should increase as the departure 
time t increases, so that overtaking cannot occur on the link. This RFO condition can 
be found in several places in the literature such as Friesz at al (1993), Astarita (1996), 
and Ran and Boyce (1996, p79), and can be proved as follows. 
If we suppose that overtaking does not happen, a traveller who enters the link a at 
time t should arrive at the downstream end earlier than the travellers who entered the 
link at time t+ At for any At > 0. We can state this as: 
T, (t) <, r ,+ 
At) (5.10) 
Dividing the inequality (5.10) by At, and rearranging gives 
(t + At) -'r , 
(t) 
At 
Taking the limit of At (At --> 0) in (5.11) gives the FIFO condition (5.9). 
81 
5.2.6 Flow propagation 
The flow propagation represents how the flow rate varies along a vehicle trajectory. 
In a static assignment, this is not considered explicitly because the flows in a route are 
assumed to remain constant along the route. However, in a dynamic assignment, flow 
rates can change along a route according to the network conditions. For instance, if 
there is a bottleneck at a certain point along the route, the flows which enter the 
queue for the bottleneck can be arbitrarily large whereas the outflows from the 
bottleneck are limited by its capacity. This means that the flow rates can change along 
a route and time. Generally, the flow propagation which follows the FIFO discipline 
can be written as: 
fp (t) hp (T, (t)) T- Tp (t) 
dt 
where, 
fp (t) is inflow to route p at time t 
hp (t) is outflow from route p at time t 
,rp (t) is exit time from route p associated with entering it at time t 
(5.12) 
Equation (5.12) states that the outflow rate at the downstream end can be explained 
by the change rate of arrival time (exit time) and the inflow rate. Therefore, we can 
discover how the flow rate changes along a route over time according to (5.12). This 
can be derived as follows. 
In general, the cumulative inflows Fp (t) for route p at time t, would 
be the same as 
the cumulative outflows H, (r p 
(t)) from route p at arrival time up (t) , 
if the FEFO 
discipline is to hold. Figure 5-1 illustrates this relationship. 
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Figure 5-1 Cumulative flows and travel time 
Accumulative 
flows (vehicles) 
Y AL 
y= Fp(t) HP(t) 
Fp(t*)=HP(Tp(t*')) < --------- -------------- Cp W 
t time (t) 
Accordingly, we can derive the following relationship: 
Fp (t) = HP (, r p 
(t)) (5.13) 
or 
(5.14) £=O fp (u)du =£ 
Po 
hp (w)dw 
If we differentiate (5.14), and use the chain rule, 
fp (t) = hp (, r p 
(t)) - 
dt 
p 
(t) (5.15) 
dt 
Therefore, equation (5.12) holds according to (5.15). Note that the flow propagation 
condition (5.12) can hold for links as well as routes, because (5-13) holds for a link as 
well. The flow propagation can be expressed for a link as: 
ga (C 
a 
(0) -- 
ea (t) 
dTa(t) 
dt 
(5.16) 
Similarly, Ran and Boyce (1996, p73-77) proposed three different kinds of flow 
propagation constraint as follows. 
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type I: F P 
(t) = HP (T P 
(t)) 
type 11 : xa, p 
W=I fXb, 
p 
(T 
a 
(0) - Xb, p 
(01 +Hp (C 
a 
(0) 
- 1ýp W 
bET(a) 
type III : fp (t) = hP (r P 
where, 
Xa, 
p 
W is the number of vehicles on link a using route p 
p (a) is the subroute of route p from node j to destination d, and 
HP (t) is the cumulative number of vehicles arriving at the destination using 
route p by time t 
The type I constraint is the same as the equation (5.13), but it has not been developed 
into the one which can explain the relationship between inflows, outflows, and travel 
times. The type 11 states that the number of vehicles on link a using route p at time t is 
the sum of the number of remaining vehicles over the subroute p (a) and the number 
of vehicles which has finished the journey during [t,, r, (t)). But it seems that the 
equation (5.15) is much simpler to describe flow propagation than typell. Finally, 
type III holds only if there is no congestion over the link, since the outflow is the same 
as the inflow. If there is any variation in travel time, the outflows will not generally be 
the same as the inflows. Therefore, The type III is inconsistent with flow propagation 
in general situations. 
5.3 LINK PERFORMANCE FUNCTIONS IN DYNAMIC ASSIGNMENT 
5.3.1 Introduction 
We use link cost functions in order to calculate the cost correspondent to the amount 
of flows which are loaded onto a link. In dynamic assigm-nent, these costs are 
particularly important because they give implicit information on when the flows will 
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exit from the links. If we suppose that the cost is made up solely of travel time, the 
exit time is the sum of the link cost and entry time to a link. 
Along with link travel costs, we need to calculate how much traffic win exit from a 
link in dynamic assignment. Such calculation is essential because we cannot obtain 
inflows to the connected links without knowing the outflows from the preceding links. 
For this purpose, we should introduce analysis of outflows in dynamic assignment. 
For example, we can use the flow propagation equation (5.16) with the known 
inflows and the rate of change in the exit times. For simplicity, we use the terms 'link 
performance functions' to represent both link cost and outflow functions at the same 
time. 
In the literature, we can encounter numerous link performance functions which 
indicate when and how much traffic will exit from a link. However, some of them are 
not acceptable because they cannot maintain certain requirements which have been 
identified in section 5.2. This section describes some link performance functions which 
have been adopted in the dynamic assignment in terms of these requirements such as 
causality, FEFO discipline and flow propagation. 
5.3.2 Whole link based outflow model 
The whole link based outflow function is defined as follows associated with a state 
equation (5.4): 
J-- dXa 
ea ga 
dt 
ga (t) = fg (Xa (0) 
Ca (t) = fc (Xa 
where, 
fg is an outflow function 
f, is a cost function 
(flow conservation) 
(whole link based outflow function) 
(cost function) 
(5.17a) 
(5.17b) 
(5.17c) 
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The term, 'whole link based outflow function' is used because the outflow is a 
function of the number of vehicles which are spread through the whole of link a. 
However, this kind of link performance function has a fundamental problem in that it 
cannot take causality into account. This can be shown as follows. 
We can rewrite flow propagation (5.13) in terms of link a: 
Ea (t) 
"'-Ga 
(T 
a 
(0) 
If we associate the state equation (5.5) with flow propagation (5.18), we have: 
Xa (r 
a 
(0) 
-": 
Ea (T 
a 
(0) 
-Ea 
(t) (5.19) 
According to the outflow function (5.17b) and state equation (5.19), we can say that 
outflows g,, (, r,, (t)) at time r,, (t) depend on how much traffic have entered link a 
during the time interval this violates the causality of traffic flow in which 
travellers respond to variations in conditions downstream rather than upstream. This 
weakness originates from the fact that the model cannot consider spatial distribution 
of traffic flow along the link so that this kind of model cannot describe the flow 
propagation appropriately (Heydecker and Addison, 1998). 
In addition to this, it has been pointed out in many studies such as Astarita (1996), 
Hurdle (1986), Addison and Heydecker (1995), and Daganzo (1995) that this kind of 
link performance function can violate the FIFO discipline. As an example, the outflow 
function which was used in Wie, Tobin, and Friesz (1994) is applied to the simple 
one-link network associated with the condition (5.17a). 
Firstly, an outflow function and a link cost function are defined as follows. 
(5.20a) 
Ca(t) --"' 
PaXa(t) (5.20b) 
where, 
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y,, and 0. are constants for describing link characteristics, 
Qa is a capacity of link a, and 
x,, (t) is obtained from the state equation (5.4). 
Secondly, initial values, constants, and demand function are defined as shown in Wie, 
Tobin, and Friesz (1994) as: 
t (0: 5 t< 50) (5.21) 
q(veh/min) = 100 -t (50: 5 t< 100) 
0 (100: 5 t: 5 120) 
At =1 (min), Q, = 30 (veh/min), y ý, = 
30, ß = 1.0, x (0) =3 (veh) 
Then, with the outflow function (5.20a), the link cost function (5.20b) and the 
demand function (5.2 1), we can plot the exit time from the link against the entry time 
as in Figure 5-2. Note that an exit time r,, (t) is calculated by the sum of departure 
time t and link cost Ca 
W which is obtained from (5.20b). 
Figure 5-2 Violation of the FIFO discipline 
600 
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400 
4ý 300 -- 
200 
100 
o 
0 20 40 60 80 100 120 
entry time (min) 
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As we can see in Figure 5-2, during time [70,100], exit time decreases. This means 
that some drivers might arrive at their destination earlier by departing later than other 
travellers, or an obvious FIFO violation. 
In spite of these problems, whole link based outflow functions have been widely used 
in the literature, for instance, by Friesz et al (1989), Vythoulkas (1990), Wie et al 
(1990), Jayakrishnan et al (1995), Boyce et al (1995), and Ran and Boyce (1996). 
5.3.3 Flow propagation based whole link models 
Alternatively, Astarita (1996) suggested using a flow propagation condition (5.16) 
directly to calculate outflow, and to use a linear model for a link cost function along 
with state equation (5.4). This can be surnmarised as follows: 
J-- (5.22a) dXa (t) 
ý ea (t) - ga 
(t) 
dt 
dt 
(5.22b) 
a 
dt 
(5.22c) Ca 
at 
(X 
a+Pa 
Xa (t) 
This link performance function is plausible since it maintains flow propagation and the 
REFO discipline and it is very simple to deal with. Firstly, the now propagation is 
maintained because the outflow is calculated according to the now propagation 
condition (5.16). Secondly, the FIFO discipline can be maintained if condition 
(5.9) is 
to hold. In this case, the derivation of r,, (t) with respect to the time t can be written 
as: 
dT 
a(t) -t +dCa 
(t) 
dt dt 
=1+Pa 
lea (t) - ga (01 
(5.23) 
Therefore, the FEFO discipline can hold if 
Pa tea (t) - ga(t)l> -1 (5.24) 
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However, we can prove that (5.24) holds by showing that the constant P, ' 
is equal to 
I 
and that ea(t) - ga (t) is greater than - Qa Qa 
In steady state, the inflow is equal to the outflow, and the number of vehicles on the 
link is constant from the state equation (5.4). Therefore, the following (5.25) holds as: 
x, (t) 
= T, (t) - ca (t) 
X, (t) 
(X 
a+ 
ßaXa(t) 
Taking the limit in (5.25) as x,, (t) increases without bound: 
lim 
Xa (t) 1 
x (t)--+- (X 
a+ß aXa 
(t) ßa 
(5.25) 
(5.26) 
The equation (5.26) states that the maximum steady-state outflow g, (t) or the 
capacity of link a, Q, is 
1 
therefore, Pa 
P1 (5.27) 
Qa 
According to (5.27), we can rewrite (5.24) as: 
ea (t) - ga (t) -Qa (5.28) 
The condition (5.28) always holds because e, (t) ý! 0, g,, (t) :5Q. Therefore, the link 
performance function (5.22) maintains the FIFO discipline. 
We can rewrite the outflow function (5.22b) and the link cost function (5.22c) after 
considering (5.27) as: 
(u 
" 
(0) = 
ea (t) * Qa 
ea (t) - ga (t) + Qa 
Qa 
89 
(5.29a) 
(5.29b) 
5.3.4 Kinematic wave model 
Lighthill and VVhitham's (1955) wave model has been studied rigorously for its 
application to dynamic assigrunents by Heydecker and Addison (1996,1998). They 
found that this model is plausible in terms of causality and flow propagation, but it is 
both computationally and analytically demanding compared to other link performance 
functions. 
Firstly, we can show that the wave model respects causality. According to this model, 
the flow q(x, t) at position x and time t is dependent on the corresponding density 
k(x, t) only. Therefore, the speed of waves w(k) = dq /A can be described from the 
fundamental flow q, speed v, and density k relationship, q= vk, as: 
F dv w(k) = v(k) +kA 
(5.30) 
From (5.30) we can estabhsh that the speed of wave w(k) cannot be greater than the 
speed v(k) , hence v(k) 
decreases with increasing density k so that 
dv 
< 0. This 
A 
means that vehicles travel more quickly than do the conditions that they encounter, so 
the trajectory of a vehicle can only be affected by conditions that were downstream of 
it earlier. Therefore, travel cost and outflow are dependent on downstream but not 
upstream conditions, and this means that causality is well maintained in the wave 
model. 
The difficulty with the wave model is the calculation of travel time (cost). However, 
Newell (1993) has shown how to use the cumulative flows in order to calculate this. 
Because we are dealing with the speed of the wave w(k) rather than the speed of 
traffic v(k), we cannot calculate the travel time directly associated with the distance of 
the link 1. Instead, we calculate the travel time according to the flow propagation 
(5.13) along with the cumulative inflows and outflows. 
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Because the speed of traffic relative to a wave of the same density is 
v. (k,, w,, (k. -ka 
dv 
, the rate of flow past a wave is _ka2 
dv 
. The time for a AA 
wave of density ka to travel the length 1,, of link a is 
'a 
Therefore, the Wa(ka 
cumulative outflow from a link at a certain time can be determined from the 
cumulative inflow into a link at an earlier time and the density of the wave that leaves 
the link at that time as: 
Ga t+ 
wa (k 
= Ea (t) 
w 
'a 
--ka 
2 dV Ia)I 
a(ka 
)A 
(5.31) 
Then, if we assume that the speed of the wave follows Greenshields' (1934) linear 
speed-flow relation, the equation (5-3 1) can be reduced to: 
G,, 
[t 
+ 
'a ]= 
Ea(t) + 
laka 2 (5.32) 
0 (1 - 2ka / kaj (kaj - 2ka Va 
where, 
V is the jam density for link a a 
vo is the free-flow speed for lia a a 
However, because of the possibility that a shock wave may occur in some 
circumstances, two or more distinct waves with different entry times can have the 
same exit time. That means we cannot associate a unique solution to the entry time t 
1 
that solves T=t+a for a certain exit time T. But Newell (1993) gives that the 
wa (ka ) 
wave that will actually arrive is the one giving the smallest cumulative outflows, and 
accordingly we can define a unique wave at each exit time. Then we can decide the 
travel time (cost) from the flow propagation (5.13). Furthermore, we can find the 
outflow rate g,, (t) from the density k,, associated with that wave as: 
k.,, - v,, (k,, ) (5.33) 
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5.3.5 Deterministic queuing model 
According to the deterministic queuing model (Newell 1982), traffic travels freely 
along links and then possibly incurs delay at the downstream end if there is a queue. 
While inflow is less than the capacity of the link and there is no queue, the outflow is 
the same as the inflow, otherwise the outflow is equal to capacity. We can formulate 
the deterministic queuing model in mathematical terms as: 
dL 
= 
10, 
(t - 0, ) - Q" dt e 
g, 
e, (t 
Q, 
da La (t +0 a) 
Qa 
Ca (t) : -- 0a +da (t) 
Where, 
L,, (t) is the queue length in link a at time t 
d,, (t) is the delay incurred by a vehicle that enters link a at time t 
0,, is the free-flow travel time for link a 
(5.34c) 
(5.34d) 
This deterministic queuing model guarantees the FIFO discipline and flow 
propagation because the necessary conditions for FIFO discipline (5.9) and flow 
propagation (5.16) are met implicitly. We can also note that outflows and link costs 
are calculated based on the queue length at the downstream end from (5.34b), 
(5.34c), and (5.34d). This states that this link performance function satisfies causality. 
Furthermore, the model is simple to calculate from equations (5.34). However, unless 
the inflow has exceeded capacity so that there is a non-zero queue, travel cost is 
constant as free flow travel time. This means that travel time is independent of the 
flow in this range. In this respect, the deterministic queuing model does not represent 
an entirely plausible relationship between flows and travel times (costs) if the inflows 
are less than capacity and there is no queue. 
if (L,, (t)=O, e, (t-o, )<Q, ) (5.34a) 
otherwise 
if (La W=0, ea(t - Oa) < Qa) (5.34b) 
otherwise 
92 
We can see that the deterministic queuing model meets the FEFO condition (5.9) by 
(5.35) because 
In addition, we can show that the flow propagation (5.16) holds because; 
ea (t) 
dT 
a 
(t) 
dt 
1 
dLa(t +Oa) 
dt cannot be less than -Q, from (5.34a); 
La(t +0 
a) Ta (t) t+Ca(t) = t+O 
a+ Qa 
dT 
a 
(t) 
+1 
dLa(t+Oa) 
>0 
dt Qa dt 
ea (t) ea (09, 
dLa (t +0a Qa I 
dt 
'f (La (t +e 
a) 
=O, ea(t) < Qa) 
otherwise 
(5.35a) 
(5.35b) 
(5.36) 
The condition (5.36) corresponds to the outflow function (5.34b). This means that the 
flow propagation (5.16) holds implicitly in the deterministic queuing model. 
It is notable that the linear link cost function (5.29b) is quite similar to that (5.34c) in 
the deterministic queuing model, if we assume that cc,, = 0,, in (5.29b). The main 
difference is the variable used for the numerator. For example, in the case of the 
deterministic queuing model, a vertical queue length at the downstream end of the link 
at time t is used, whereas the number of vehicles in the whole of the link at time t is 
used in the case of the linear link cost function. 
5.4 DISCUSSION 
This chapter, has explained what are required in dynamic traffic modelling. Those 
requirements can be summarised as a proper calculation of the route travel cost, 
causality, FIFO discipline, and flow propagation. Therefore, 
it is important to adopt a 
proper link performance function which respects all these requirements. 
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Among the link performance functions described here, the whole link based outflow 
model cannot be acceptable, because it cannot maintain causality and gives rise to 
solutions which violate the HIFO discipline. The wave model seems to be plausible in 
that it respects causality and flow propagation, but it is both computationally and 
analytically demanding. On the other hand, both the flow propagation based outflow 
model and the deterministic queuing model can meet all requirements for a dynamic 
assigm-nent, and both are simple to apply. In the present study, the deterministic 
queuing model is used for link performance functions in dynamic assignments which 
will be presented in the following chapters. 
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CHAPTER 6 DETERMINISTIC DYNAMIC USER EQUILIBRIUM 
ASSIGNMENT 
6.1. INTRODUCTION 
This chapter describes dynamic traffic assignments in the sense of deterministic user 
equilibrium. As in the static case, we can define a certain stable state where, at each 
instant, travellers cannot improve their travel times by changing routes unilaterally, 
and this is called a dynamic (deterministic) user equilibrium state. In the dynamic user 
equilibrium assignment, we find flow patterns which satisfy this condition throughout 
study periods. 
Numerous mathematical formulations have been proposed to define the dynamic user 
equilibrium state. In general, they can be grouped into three categories; mathematical 
programmes, optimal control theory, and variational inequalities. For example, 
Merchant and Nemhauser (1978), Janson (1991), Kuwahara and Akamatsu (1993), 
Jayakrishnan et al (1995), and Lin and Lo (2000) formulated the dynamic assignment 
problem as a mathematical programme. On the other hand, Friesz et al (1989), Wie et 
al (1990), Papageorgiou (1990), Wie et al (1994), and Lam and Huang (1995) 
formulated the same problem as an optimal control problem. Finally, Smith (1993), 
Friesz et al (1993), Ran and Boyce (1996), Chen and Hsueh (1998), and Heydecker 
and Verlander (1999) adopted variational inequalities. 
In general, solution methods are different according to formulations. However, we 
can apply conventional solution algorithms in the framework of 
diagonalisation to 
solve the dynamic user equilibrium assignment problem, since this problem 
is non- 
separable and asymmetric. This solution approach is especially useful 
in the case of 
the mathematical programme and variational inequality formulation as opposed to the 
optimal control problem. 
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In this study, the dynamic user equilibrium state is formulated as a variational 
inequality, and the solution is found applying a modified Schittenhelm algorithm in the 
framework of the variants of the diagonalisation (or triangularisation) method. 
Numerical examples are given when we perform the dynamic user equilibrium 
assigm, nent in test networks with the deterministic queuing model and the ideal route 
travel cost concept. 
6.2. FORMULATION 
Based on Wardrop's (1956) principle, we can formulate the dynamic user equilibrium 
state in a time-varying network as: 
"The travel costs incurred by traffic on all routes entered by traffic at each 
instant are equal and less than those that would be on any unused route at 
that instant. " 
This statement can be written mathematically after Beckmann et al (1956) as : 
>0 cp cI 
od fp (t) 
=0 cp > Cod 
Vp E: Rod Vod Vt 
(6.1) 
fp W is inflow to route p at time t 
Rod is the set of all routes for od 
Cp W is the travel cost incurred on route p by a vehicle entering it at time t 
C, od 
(t) is the minimum travel cost from o to d for j ourneys that start at time t 
The condition (6.1) requires that in the dynamic user equilibrium state, traffic uses 
routes that have the minimum travel cost at instant t. 
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6.2.1 Mathematical programme 
Several authors have attempted to formulate a mathematical programme which 
satisfies the complementary inequality (6.1) at its optimal solution by developing 
Beckmann's objective function (3.2) for the static case. This can be summarised as: 
min z(e(t)) ff e- (t) c,, (w) dw dt e(t) 0 
ta 
(6.2a) 
subject to 
I f od (t) od 
pq 
p(=R, d 
Vod, Vt (6.2b) 
od 
p 
(t) Vod, Vt (6.2c) 
eI od (S)8 a, aW 
If 
,W P Va, Vt (6.2d) P s: 5t od peRM 
where, 
8 a, 
s 
1 if traffic on route p departing at time s uses link a at time t 
P0 otherwise 
This mathematical formulation was suggested first by Janson (1991), and has been 
developed in several studies such as Romph (1994) and Jayakrishnan et al (1995). 
However, this formulation is not suitable for dynamic assignment because it cannot 
accommodate the case where the link cost function is non-separable and asymmetric. 
According to Chapter 5, a link cost in dynamic assigm-nent can be affected not only by 
flows at the current time, but also by those at previous times, but this formulation 
cannot accommodate this. Lin and Lo (2000) particularly pointed out with a 
numerical example that the dynamic generalisation of Beckmann's formulation (6.2), 
does not necessarily state the dynamic user equilibrium state correctly. 
6.2.2 Variational inequality 
Alternatively, according to Smith (1979), the above complementary inequality 
formulation (6.1) can be transformed into a variational inequality form with the 
demand feasible route flow vectors. This formulation is Particularly favourable in 
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dynamic assignment, since it can accommodate the non-separable case as wen as the 
separable one. 
The demand feasibilitY condition for route flows f (. ) is assured if, 
fp(t) >0 
fp(t) q 
od (t) 
pER, d 
Rd) Vt 
Vt 
where, q od (t) is the demand for od at time t 
(6.3) 
Then, an assignment at time t, expressed in the form of a column vector of route 
inflows f (t) , is an equilibrium if and only if- 
f (t)]T 
. 
C(t) :ý0 (6.4) 
for all feasible route flow vectors h at instant t 
We can solve the variational inequality (6.4) as a forward dynamic programme 
according to Heydecker and Verlander (1999). This can be explained as follows. First, 
we can see that for any f (t) , the left-hand side of (6.4) will attain the value zero when 
h=f (t) . Therefore, 
if an assignment f (t) is found for which the greatest value in the 
left-hand side of (6.4) is zero, then f (t) satisfies (6.4) and so is an equilibrium. This 
means that the equilibrium solution, f* (t) can be obtained by solving the equivalent 
minimisation problem as: 
min z(f t) fED(t) (6.5) 
where D(t) is the set of route inflow vectors that satisfy the feasibility condition 
and 
Z(f, t) = MaX [h _f 
]T 
. 
C(t) 
hED(t) 
(6.6) 
Note that the objective function (6.6) will be exactly zero in equilibrium state 
according to the condition (6.4). We can also write the dynamic user equilibrium 
assigm-nent problem over time in the form of a dynamic programme as: 
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min f z(f(t), t) dt f 
t 
(6.7) 
subject to 
f(t) E=- D(t) Vt 
Thus, the optimal value of the objective function f z(f(t), t)dt is known to be zero 
t 
and the value of f (t) that achieves this at time t can be calculated from C(t) using 
flows that entered at earlier times. This will be explained in more detail in Section 6.5. 
6.2.3 A novel necessary condition 
Heydecker and Addison (1996) also established a novel necessary condition which 
provides the equivalent condition to the dynamic user equilibrium state in conjunction 
with the complementary inequality (6.1) as: 
hP [Tp (t)] 
VP ý-= Rod hq ['ýq (0] 
qER, d 
where, gP (t) is the assignment proportion for route p at time t, and 
hP [r 
P 
(t)] is the outflow from route p at the exit time by departing at time t. 
(6.8) 
The novel necessary condition (6.8) can be derived when we associate the flow 
propagation condition (5.13) with the complementary inequality (6.1). This 
expression shows that in order to maintain a dynamic user equilibrium, the proportion 
of traffic that is assigned to each route at each instant is determined by the 
proportionate outflow from that route at the corresponding arrival time at the 
destination. In other words, we can decide how to load traffic for each origin- 
destination pair in order to maintain the dynamic user equilibrium state using (6.8). 
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6.3 A DYNAMIC NETWORK LOADING METHOD 
A network loading is a process which decides how flows will be distributed over the 
network with a given route flow pattern for all origin-destination pairs. In static 
assignment, this is simple because we assume that flows will be constant over the 
whole route regardless of time. However, dynamic network loading is not as 
straightforward as in the static case because we should maintain flow propagation as 
well as flow conservation. In other words, we should consider when and how much 
traffic from various routes in various origin-destination pairs at each instant will arrive 
at a certain node and how they will be split into connected links. Therefore, a key in 
dynamic network loading is how we collect traffic from various sources in a link and 
split them into connected links. In this study, a dynamic network loading is performed 
as described in Figure 6-1 with given route flow patterns for each time increment and 
flow propagation (5.16). 
As can be seen in Figure 6- 1, the link flow e,, (t) is calculated by summing all 
f od (t) 
p, a 
which represent inflows to link a via route p for origin-destination pair od at instant t. 
Then we can obtain the exit time T a(t) 
by calculating travel cost Ca 
W with inflows 
ea(t) and a link cost function. Once we know the exit time, we should calculate all 
od 
possible 
hp, 
a 
(T 
a 
(0) 
ý which represent outflows from link a via route p for origin- 
destination pair od at exit time 'r aW so that they can satisfy the flow propagation 
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Figure 6-1 A dynamic network loading method 
(5.16). Then we set h od (c,, (t)) equal to Od p, a fpb (T a 
(0) 
, where b is the next link after link 
a in the same route p. In this way, we can always calculate when and how much 
traffic will be split into the connected links from the downstream end of each link 
beforehand. In other words, we can maintain flow propagation and causality as well as 
flow conservation in this network loading by considering the time progressively from 
the earliest to the latest. 
This dynamic network loading method needs path enumeration a priori. In this study, 
we define the route set by the reasonable route in the sense of Dial (1971), and 
enumerate them using a 'back-tracking' algorithm (Steenbrink, 1974). This is 
explained in Appendix. 
ff we calculate the link travel cost c,, (t) or exit time r,, (t), it does not necessarily 
correspond to the discrete time (or integer number), but it is more likely to be a real 
number, because it is calculated from the link cost function which allows real 
numbers. Therefore, we need to interpolate the value of h od (t) at each integer point p, a 
from the values in the middle of the time increment, because practical solution 
procedures deal with discrete rather than continuous time. The method of 
interpolation is also explained in Appendix. 
6.4 COST-FLOW ASSOCIATIONS 
When representing time as a discrete variable, we need to consider how to associate 
the flows and resulting link travel costs (or times) in a time increment, because they 
do not necessarily correspond to each other at the same time instant. For example, the 
present flow will affect the cost incurred only by the travellers who come after the 
present time instant according to the principle of causality. Therefore, the cost which 
corresponds to the flow during the time increment, [t ,t+ At), can be found at the 
final instant t+ At rather than at the initial instant t. In this respect, if we assign traffic 
during a certain time increment based on the resulting costs, it is called a 'predictive' 
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assignment, whereas if we assign them based on the costs from the previous flow 
pattern, it is called a 'reactive' assignment. These different assignment concepts in 
discrete time are depicted in Figure 6-2. 
Figure 6-2 Difference between predictive and reactive assignment 
ca (t) ea 
A k, 
Ca (t + 
REACTIV PREDICTIVE 
Ca W 
ea(t + At) 
e aW 
t t+ At t+ 2At (time) 
In Figure 6-2, c,, (t) denotes the cost incurred by entering fink a at time t whilst ea 
denotes the flow into link a throughout [t ,t+ At). This figure shows that 
ea W is 
associated with c,, (t +At) in the predictive assignment, whereas it is associated with 
c. (t) in the reactive assignment. 
Although the difference between the predictive and reactive concepts of the 
assignment does not arise in the continuous time case, it becomes important for any 
finite discrete time increment. Thus, Heydecker and Verlander (1999) showed that the 
user equilibrium solution from predictive assignment is quite different from that from 
reactive assignment. 
In this respect, in discrete time, we should formulate a dynamic assignment problem 
with a predictive cost-flow association rather than a reactive one. For example, we 
can write the variational inequality (6.4) and the objective function (6.6) in discrete 
time as: 
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Ah _f (t)]T - C(t + At) <0 
z(f, t)=max -[h- 
f ]T 
. 
C(t + At) 
hED(t) 
(6.9) 
(6.10) 
Note that costs at time t +At are associated with the route inflows during the 
previous time increment t rather than those during the time increment t +At. This 
predictive cost-flow association should be considered in other formulations such as 
(6.2), (6.7), and (6.8) when we consider discrete time. 
6.5 SOLUTION METHODS 
In this section, two solution methods are described to find the flow pattern which 
satisfies the predictive dynamic user equilibrium state. One is a variant of the 
diagonalisation method which is known to be suitable to solve the mathematical 
programme with non-separable and asymmetric link cost functions as described in 
section 3.3.6. The other solution method is inspired by the novel necessary condition 
(6.8). 
In particular, the first solution method is called the 'triangularisation' method after 
the way of fixing the flow pattern, in order to distinguish it from the diagonalisation 
method. The second method is named the '(D operator' method after the adopted 
operator which gives an assigm-nent rule for each route. 
6.5.1 Triangularisation method 
According to variational inequality (6.4), the optimal value of the objective function 
z(f) in (6.6) would be exactly 0 at each instant, because this value corresponds to 
equilibrium. Based on this property, we can establish that there is no contribution 
from future inflows in the integration (6.7) at each time t. Furthermore, the assigned 
flows, e(t), influence the future costs rather than the past ones because of the 
causality. That means we can find optimal solutions at time t without knowing the 
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future optimal solution after time t. Accordingly, the optimal solution of the dynamic 
programming (6.7) can be found by solving the individual step (6.5) separately in 
increasing order of time (i. e. from the earliest time increment to the latest one). 
The concept of this solution approach can be reflected in the diagonalisation algorithm 
(Sheffi, 1985; Ran and Boyce, 1996b), which is known to be a suitable method to 
solve the mathematical programme when the Jacobian matrix of the link cost 
functions is non-separable and asymmetric. However, we appeal to a triangularisation 
method akin to the Gauss-Seidel method rather than to a diagonalisation method 
which would correspond to a Jacobi one. In the triangularisation method, the 
assignment calculated for each instant respects all earlier re-assignments at the present 
iteration rather than at the previous one. If it respects all assignments at the previous 
iteration only, it becomes a diagonalisation. 
The solution method based on triangularisation can be written as follows: 
Step 0 (initialisation): Find a feasible link flow vector e' (t) from free-flow travel 
times, set m=O. 
Step 1 (subproblem): Solve the triangularised problem with the existing algorithm for 
the separable case. This yields new link flow vector e"' (t) . 
Step 2 (convergence test): If le m+l (t) -= 
m (t)l <6, stop. If not, set m=m+ 1, and go to 
Step 1. 
In Step 1, any solution algorithms for the separable case can be applied. However, it 
should be noted that they should be applied sequentially from the earliest time 
instant 
to the latest one, and we should fix the flows until the processing time t as the ones 
which have been obtained at the current iteration rather than the 
flows in the previous 
iteration. We consider now two distinct ways in which the triangularisation problem in 
Step 1 can be solved. First, we consider the application of the F-W algorithm as 
follows: 
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Frank-Wolfe algorithm 
Step 1 .0 (initialisation of time increment ): Set t=O. 
Step 1.1 (initialisation of iteration counter): Set n= 1. 
Step 1.2 (update): Calculate the link travel costs, c"(t + At), 
using e' (s) for s :5t, e'-' (s) for s>t 
Step 1.3 (direction finding): Implement 'all-or-nothing' assignment to find auxiliary 
link flow yn (t) , using fixed c' (t + At) 
Step 1.4 (line search): Find Xn (t) as the value of X that solves 
min z[e 
n (t) + Xlyn (t) _en (t)j] 
0: 5x<l 
Then, calculate new link inflow e"' (t) as, 
e n+I (t) =en 
(t) + Xn (t) lyn (t) 
-e 
n(t)l for all t 
Step 1.5 (convergence test for inner iteration): if n has reached a pre-specified 
number or satisfies the convergence criteria, set t=t+l and go to Step 1.1; 
otherwise, set n=n+l and go to Step 1.2 
However, we cannot update link flows properly in step 1.4 (line search) according to 
(6.11). If we associate X (t) directly with link flows, the updated link flows do not 
necessarily respect flow propagation because they do not result from a dynamic 
network loading. In fact, X(t) should be associated with route flows, and the 
corresponding link flows should be obtained from a network loading. This means we 
need to perform another network loading whenever X(t) changes in order to evaluate 
an objective function such as (6.2) properly because it requires link flows rather than 
route ones. In this respect, it would be quite inefficient to adopt the F-W algorithm in 
the dynamic assignment. Nevertheless, this problem has not so far been explicitly 
explained in the literature that has adopted the F-W algorithm in the solution method 
(e. g. Jayakrishnan et al, 1995; Ran and Boyce, 1996; Chen and Hsueh, 1998). 
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Alternatively, we can use the new solution algorithm, which is developed in Chapter 3 
by modifying Schittenhelm's (1990) algorithm to solve the triangularisation problem 
in Step 1 as follows. Note that we suppress the iteration counter n in describing the 
minimum cost route p'* (t) and the route choice set M, 
d (t) because there is no od n 
wnbiguity. 
Modified Schittenhelm algorithm 
Step 1.0 (initialisation of time increment ): Set t--O. 
Step 1.1 (initialisation of iteration counter): Set n= 1. 
Step 1.2 (update): Calculate the link travel costs, c'(t + At), using e"(s) 
for s: ý t, e'-'(s) for s>t. 
Step 1.3 (column generation): 
Find the minimum cost route Pod (t) based on the current costs c"(t + At) 
If p* (t) does not belong to the current route set 
Mod (t), include it with od 
Mod (t) (i. e. 
Mod (t) = Mod (t) U* 
lpod 
Step 1.4 (equilibration): 
Find the maximum cost routeTod 
(t) from Mod (t) 
(i. e. P,, d(t)= argmax Cp(t)). 
PC =Mod 
(t), fj 
12 
(t)ý, o 
Perform network loading after transferring all flows from Pod W to Pod (t) 
'f C(POd (0) X=l "'ý C(Tod (0) X=l 
1.0 
else 
C(Pod (0) X=O - 
C(Pod (0) X=O 
d PO od (C(Pod 
C(Po (t))X=ol - (Q- d 
(t))X=l - C(P* 
Perform network loading after transferring flows based on estimated X (t) 
Repeat Step 1.3 and 1.4 for all origin-destination pairs. 
106 
Step 1.5 (convergence test for inner iteration): if n has reached a pre-specified number 
or satisfies the convergence criteria, set t--t+ 1 and go to Step 1.1; otherwise, 
set n=n+l and go to Step 1.2 
Compared to the F-W algorithm, the new algorithm can maintain flow propagation 
automatically when updating flow pattern since it finds solutions based on route flow 
patterns rather than Emk flow ones. Furthermore, this algorithm does not need 
evaluation of the objective function which would be expensive in the dynamic 
assignment problem. 
6.5.2 The (D operator method 
Heydecker and Addison (1996) suggested a network loading method based on the 
novel necessary condition (6.8), since it describes how to load traffic in order to 
maintain the equilibrium. Thus, we can define a heuristic operator (D(g) which 
defines assigninent proportions for each route similar to (6.8) as: 
(D(g)p(t) -- 
gp[r(t)] 
T (01 
VP Rod yd 
gq 
qc=R, d 
where, 
(t) is the minimum arrival time at the destination by entering the network at time t. 
g is the vector of route assignment proportion with the typical element as gP. 
According to the (D operator, we assign traffic proportionate to outflows from the 
route out of the total outflows at the minimum arrival time ; C(t). Therefore, if we use 
the (D operator, we cannot assign traffic onto a route that does not already have some 
on it. Because of this, the initial assignment must assign some traffic to every route 
that is used in the equilibrium solution. It is known that we can find a convergent 
solution, which satisfies the novel necessary condition (6.8), if we perform a network 
loading iterative way according to the (D operator, particularly by adopting the 
deterministic queuing model for a link performance function. Note that the assignment 
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pattern based on the (D operator conforms the necessary condition (6.8) at the 
equilibrium state because the arrival time r, (t), will be the minimal and identical for 
all used routes. Thus, the equilibrium state is a fixed point of (6.13) (Heydecker and 
Addison, 1993). 
6.6 NUMERICAL EXAMPLES 
6.6.1 Introduction 
This section shows the results when we apply the deterministic dynamic user 
equilibrium assignment to test networks such as the two-link network and 
Papageorgiou's network. Note that the deterministic queuing model and the ideal 
route travel cost concept are adopted throughout the application for the link 
performance function and route travel cost concept respectively. As discussed in 
chapter 5, the deterministic queuing model maintains the FIFO discipline, flow 
propagation, and causality satisfactorily, and the ideal travel cost is more realistic than 
the instantaneous one because the former reflects the travel cost which travellers will 
experience during their journeys. 
In particular, the performance of several solution methods, such as the 
triangularisation and the (D operator methods, are compared by applying them to the 
two-link network. Then, the differences between the resulting solutions from the 
predictive and the reactive assignments in both test networks are examined. 
Moreover, it has been checked which assignment concept, predictive or reactive, 
gives rise to stable solutions when the size of the time increment varies. 
For the convergence criteria, the measure of disequilibrium. (ý) is used for each 
solution method, and this is defined as: 
f fp (t) * 
tCp (t) Cod (01 
t od p (6.13) f 
Ya 
E fp (t) 
* 
Co*d (t) 
t od p 
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This measure of disequilibrium is derived from Beckmann's complementary inequality 
(6.1) and indicates the relative excess cost which is zero in the equilibrium state. This 
means that we may stop iterations when ý is sufficiently near to zero. As far as the 
number of inner iterations in triangularisation method is concerned, we fixed it as one 
according to Sheffi's (1985, p220) streamlined version of the diagonalisation method 
(See Section 3.3.6) 
6.6.2 Two-link network 
Table 6-1 shows the specification of routes (or links) in the two-link network which 
can be drawn similar to Figure 4-3. Figure 6-3 shows the demand profile, which 
increases at a constant rate until time 10 (min), and maintains a peak of 50 (veh/min) 
until time 15 (min), then decreases at a constant rate to zero, which it reaches at time 
30 (min) 
Table 6-1 Specification of routes in the two-link network 
Route Free-flow travel time, 0 Capacity, Q 
(min) (vehicles/min) 
13 20 
25 15 
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Figure 6-3 Demand profile 
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Figures 6-4,6-5,6-6 shows the equilibrium travel time (cost) patterns when we assign 
the demand profile in Figure 6-3 into the two-link network according to the various 
solution methods such as triangularisation with the new algorithm, triangularisation 
with the F-W algorithm, and the (D operator method, respectively. In all cases, we 
used the predictive assigm-nent concept, and the size of time increment At is fixed as 
1.0. For an initial iteration, we assigned traffic according to the all-or-nothing 
assignment in the case of triangularisation methods, whilst we assigned half the traffic 
to each route in the (D operator method. The convergent solution was found at 
iteration 2,10, and 10, respectively for each solution method such as triangularisation 
with the new algorithm, triangularisation with the F-W algorithm, and the (D operator 
method, respectively. 
As we can see, the travel costs are well equilibrated in the case of the triangularisation 
methods associated with either the new algorithm or the F-W algorithm. However, 
there is a gap between the travel costs for two routes throughout the time periods in 
the case of the (D operator method. It seems that triangularisation methods give rise to 
a good equilibrium solution compared to the (D operator method, and that there 
is no 
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significant difference between the new algorithm and the F-W algorithm in the context 
of the resulting travel cost Patterns. 
ill 
Figure 6-4 Equilibrium travel time pattern from the new algorithm 
Figure 6-5 Equilibrium travel time pattern from the F-W algorithm 
In order to ensure that two routes are used together during the time when the travel 
costs are identical, Figure 6-7 shows the assignment proportion to route 1 in the 
equilibrium state when we apply the three different solution methods. 
Figure 6-7 Assignment proportion for route I in equilibrium state 
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First of all, we note that the triangularisation method finds the equilibrium solution 
better than does the (D operator method from Figure 6-7. In the former case, the time 
when route 2 has come into use is 8 (min), and this corresponds to the time when 
travel times for both routes have become identical in Figure 6-4 and 
6-5. We may also 
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Figure 6-6 Equilibrium travel time pattem from the (D operator 
note that route 2 is not used from time 28 (min), and this corresponds to the time 
when the travel times of route 2 become free-flow travel time in Figure 6-4 and 6-5. 
In the case of the (D operator method, route 2 has come into use from 9 (min), but 
then continues in use until the end of the demand period. 
In fact, results from the triangularisation methods correspond to the analytic solution 
According to the user equilibrium condition, we may initially assign all demand to 
route 1 until time 4 (min), because it has the minimum travel cost under free-flow 
conditions. Then, as inflows exceed the capacity and the length of queue increases to 
40 (veh), route 2 may come into use, because the travel cost on route 1 becomes 
identical to the free flow travel cost on route 2 at this length of queue. We can find 
this critical time at 8 (min). The demand at that time exceeds the sum of the capacities 
of the two routes (35 veh/min) so that the queue on each of them will increase after 
that time. This means that the outflows from the routes win be equal to their 
respective capacities because we use the deterministic queuing model. Furthermore, in 
order to retain equilibrium, the inflows will be proportionate to these outflows 
according to the novel necessary condition (6.8. ). Thus the proportion of traffic that is 
assigned to route 1 decreases instantaneously from 1 to 0.571 (i. e. 4/7), whilst that 
assigned to route 2 increases instantaneously from 0 to 0.429 (i. e. 3/7). This 
assigm-nent will continue in these proportions until the time when there is no queue in 
route 2 as demand falls. This time is found at 28.289 (min). By this time, demand is 
within the capacity of the network, so only route 1 will be used thereafter until the 
end of the demand period. 
Referring to this analytic solution and Figures 6-4,6-5,6-6 and 6-7, we can say that 
triangularisation methods give rise to a nearly exact equilibrium solution, but the (D 
operator method does not, although it can find equilibrium travel costs and an 
assignment pattern approximately. 
Considering the travel times (costs) and assignment patterns, it seems that there is no 
great difference between the new algorithm and the F-W algorithm. However, we can 
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find significant differences in terms of the quality of the equilibrium solution and the 
number of iterations required to get to the equilibrium state. 
First of all, Figure 6-8 shows that in the case of the new algorithm there is no cost 
difference between two routes while they are being used together or during the time 
from 8 (min) to 27(min). However, there is some cost difference between routes in 
the case of the F-W algorithm. This result shows that the new algorithm gives rise to a 
better equilibrium solution compared to the F-W algorithm in the deterministic 
dynamic assignment. 
Figure 6-8 Cost difference between two routes 
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Secondly, Table 6-2 shows the measure of disequilibrium over iterations when the (D 
operator method and triangularisation methods associated with either the new 
algorithm or the F-W algorithm are applied in the two-link network. 
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Table 6-2 The measure of disequilibrium over iterations 
iteration New F-W Phi 
1 1.78127 1.78127 0.619338 
2 0.000002 0.000397 0.172968 
3 <1 0-6 0.000361 0.106277 
4 <10 -6 0.000349 0.005086 
5 <1 0-6 0.000348 0.022743 
6 <1 0-6 0.000343 0.037701 
7 <1 0-6 0.000337 0.037701 
8 <10 -6 0.000336 0.037701 
9 <1 0-6 0.000342 0.037701 
10 < 10-6 0.000348 0.037701 
According to Table 6-2, the new algorithm gives rise to a more accurate equilibrium 
solution at smaller numbers of iteration, compared to the F-W algorithm in the 
framework of the triangularisation. Note that, in the case of the F-W algorithm, the 
measure of disequilibrium (4) does not improve substantially after iteration 2. In the 
case of the (D operator method, we can see that the value of 4 is larger than for other 
solution methods, so the resulting solution is relatively far from the equilibrium state. 
As discussed in Section 6.4, only the predictive cost-flow association can be 
considered in both formulations and solution methods. In fact, the equilibrium 
solutions which have been presented so far are based on the predictive cost-flow 
association. However, when the reactive cost-flow association is made, we find the 
resulting equilibrium assignment pattern shown in Figure 6-9. As can be seen, it 
corresponds to an all-or-nothing assignment to one or other of the routes from t=8 
(min). Thus, we cannot find identical travel times between two routes during the time 
when the two routes are used together. 
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Figure 6-9 Assignment proportion for route I in equilibrium state (reactive) 
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Another problem of the reactive cost-flow association can be found when we change 
the size of time increment (A). Figures 6-10 and 6-11 compare the equilibrium inflow 
pattern for route 2 in the two-link network as the size of time increment varies as 
A=0.5, A= 1.0, and A=2.0 in the predictive and the reactive assigm-nent respectively. 
As we can see in Figure 6-10, there is no substantial difference between the 
equilibrium inflow pattern for route 2 regardless of the size of time increment in the 
predictive cost-flow association. Furthermore, the flow pattern becomes similar to 
that of the analytic solution for continuous time as the size of time increment 
decreases. However, we can see from Figure 6-11 that the inflow pattern changes 
according to the size of the time increment in the case of the reactive assignment, and 
this is different from that for continuous time. 
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Figure 6- 10 Inflows for route 2 for various size of the time increment (predictive: 
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Figure 6-11 Inflows for route 2 for various size of the time increment (reactive) 
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6.6.3 Papageorgiou's network 
A more substantial network (Papageorgiou, 1990) is depicted in Figure 6-12. This 
network has 5 nodes, 8 links, and 4 origin-destination pairs (1-4,1-5,2-4,2-5). The 
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link number, free-flow travel time, and capacity are shown in the parentheses beside 
each link. The routes are defined in the lower left-hand side of Figure 6-12 for each 
origin-destination pair. These routes are enumerated according to Dial's (1971) 
reasonable route concept under free-flow travel conditions. 
Figure 6-12 Papageorgiou's network 
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If we use the same demand profile which was used for the two-link network (Figure 
6-3), we can find the equilibrium solution at iteration 2, and the measure of 
disequilibrium (ý) becomes less than 10-6 when we apply the new algorithm in the 
framework of the triangularisation to the nest network. Note that we can no longer 
update link flows by combination of the current and the auxiliary flow pattern in 
Papageorgiou's network, because we should consider flow propagation and because a 
link is not an automatic route as in the two-link network. Accordingly, the F-W 
algorithm is not considered in this case, because it needs many network loadings in 
the line search step and would therefore be computationally demanding. 
Figures 6-13,6-14,6-15,6-16 describe travel cost and assignment patterns at the 
equilibrium state for each origin-destination pair. Note that only minimum cost routes 
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can carry flows in the user equilibrium state, and this condition has been met for all 
origin-destination pairs. 
Figure 6-13 Equilibrium travel time pattem for OD pair I 
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Figure 6-14 Equilibrium travel time pattern for OD pair 2 
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Figure 6-15 Equilibrium travel time pattern for OD pair 3 
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As in the case of the two-link network, we can see that only predictive assignment 
gives rise to plausible assignments in Papageorgiou's network. Figure 6-17 and 6-18 
describe the inflow pattern for link 3 in the equilibrium state for predictive and 
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reactive assignment respectively as the size of time increment varies as A=0.5, A=1.0, 
A=2.0. 
Figure 6-17 Inflows for link 3 for various size of the time increment ffiredirtivi-) 
Figure 6-18 Inflows for fink 3 for various size of the time increment (reactive) 
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We can confirm from Figures 6-17 and 6-18 that the flow pattern from the predictive 
assignment is similar regardless of the size of the time increment, whilst the flow 
pattern from the reactive assignment changes substantially according to the size of the 
time increment in Figure 6-18. 
6.7 DISCUSSION 
We have seen that deterministic dynamic assignment can be formulated properly as a 
variational inequality, and this formulation accommodates the case in which link cost 
is non-separable and asymmetric. Accordingly, the solution can be found by exploiting 
the diagonalisation method which is known to solve the variational inequality 
problem. However, the intrinsic nature of the dynamic assignment allows us find the 
solution efficiently in the framework of the triangularisation. 
When we solve the triangularisation method, it is inefficient to adopt the F-W 
algorithm because it needs many network loadings in the line search step in order to 
maintain correct flow propagation. In contrast, the new algorithm which has been 
developed in the present study is efficient in that it does not need the evaluation of an 
objective function, and that the flow propagation is maintained automatically when 
updating the flow pattern because it finds the solution based on the route flows rather 
than the link flows. Furthermore, the application of the new algorithm to test 
networks shows that we can find a more precise equilibrium solution compared to the 
F-W algorithm. 
Finally, it should be noted that only the predictive assignment can give rise to 
plausible solutions that are stable regardless of the size of the time 
increment. This 
implies that the way of associating costs and flows is important in any discrete time 
assignment, although the difference between predictive and reactive assignments 
disappears in continuous time assignment. 
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CHAPTER 7 STOCHASTIC DYNAMIC USER EQUILIBRIUM 
ASSIGNMENT 
7.1 INTRODUCTION 
The outstanding advantage of stochastic assignment compared to its deterministic 
counterpart is that it models how travellers behave in networks with more relaxed 
assumptions. In particular, it allows for the possibility that travellers may have either 
or both imperfect information and different perceptions toward travel costs rather 
than perfect information and homogeneous perceptions. Consequently, there has been 
a substantial effort to apply this stochastic assignment principle to time-varying 
networks. 
For example, Ben-Akiva et al (1986) extended the stochastic equilibrium model (De 
Palma et al, 1983) to a day-to-day dynamic case using a deterministic queuing model 
for a link performance function. However, their model was applied only to networks 
with a single origin-destination pair and non-overlapping routes. Later, Vythoulkas 
(1990) applied Ben-Akiva et al's (1986) model to a general network. But he used a 
link performance function, which does not always maintain the FEFO discipline and an 
equilibrium solution is not always guaranteed because the model is based on 
simulation. On the other hand, Cascetta and Cantarella (1991) modelled both day-to- 
day and within-day dynamic assignment using a stochastic process, and applied it to a 
general network. Recently, Ran and Boyce (1996) improved Dial's (1971) logit-based 
STOCH network loading method, so that it could be applied to a time-varying 
network (it is named DYNASTOCH). However, they did not apply their model to a 
general network, and also the link performance function that they adopted 
is not 
plausible in terms of the FEFO discipline. 
In this study, a dynamic generalisation of the stochastic user equilibrium state 
is 
formulated as a variational inequality following Ran and Boyce (1996), and a solution 
is found by solving the mathematical programme for separable cases within the 
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framework of the diagonalisation method, which is known to be suitable to solve 
variational inequality problems. Then numerical examples of a stochastic dynamic user 
equilibrium assignment in test networks are given when we adopt the deterministic 
queuing model and the ideal route travel cost concept. 
7.2 FORMULATION 
We can define a stochastic dynamic user equilibrium (SDUE) state as follows. This is 
the dynamic generalisation of the stochastic (static) user equilibrium (SUE) state. 
"At each instant, no traveller believes that he or she can improve his or her 
perceived travel cost by unilaterally changing route. " 
This definition is identical to the SUE state except that we also consider time. 
7.2.1 Mathematical programme 
The SDLJE definition state can be formulated intuitively in mathematical terms using 
the SUE formulation (Sheffi, 1985) as: 
-1: q 
od (t) Sod [Cod(e(t)) I+ J_., e,, (t) c,, (e,, (t)) -I 
e. (t) 
c. (w) dw t 
a) 
min z(e) =f, 
fo 
et od aa 
subject to 
p 
1 (7. lb) f od (t) q od Vod, Vt 
peR,, d 
p 
f od (t) ýý 0 Vod, Vt (7.1 c) 
yy Ifod(S)8a, Va, Vt (7.1 d) ea (t) =pps (t) 
s5t od pERM 
where, 
Sod jCod (e(t)) I represents the expected perceived travel cost (dissatisfaction). 
In the case of the logit model, Williams (1977) showed that 
it can be calculated as: 
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Sod lCod (e(t)) I In exp [_OCod p 0 
pER od 
(7.2) 
The objective function (7.1) is almost identical to the static SUE objective function 
(4.27) except that the time variable is considered additionally. However, this 
additional variable results in the asymmetric and non-separable form of the Jacobian 
matrix of link cost functions, because link cost c,, (t) can be affected by flows in the 
past as well as the present, but it is not affected by the future. In this respect, the 
formulation (7.1) is not sufficient as the basis of calculation of the SDUE assignment 
because it cannot consider the asymmetric and non-separable features in the link cost 
just as the dynamic generalisation of the objective function for the deterministic static 
user equilibrium assignment (6.2a), which was shown in Chapter 6. 
7.2.2 Variational inequality 
Alternatively, the SDUE assigm-nent problem can be formulated as a variational 
inequality according to Ran and Boyce (1996, p190): 
an assignment at time t, expressed in the forrn of route inflows 
* (t) is an fp 
equilibrium if and only if* I-- 
I od (t) If od f od* K (01 
ppp 
od p 
Vf E=- D (7.3) 
cod 
od d od od p 
where, Kp fpo (t) -q and 
(t)PP (t) 
d a fpo (t) 
pod (t) is the choice probability for route p for origin-destination pair od at P 
time t 
Unlike the formulation (7-1), this variational inequality (7.3) is appropriate in that it 
can consider the non-separable and asymmetric 
features in link cost functions which 
arise in the dynamic assignment problem. 
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The optimal solution to variational inequality (7.3) can be found by solving the above 
mathematical programme for separable link cost function (7.1) in the framework of 
the diagonalisation method, as discussed in Chapter 3. 
Note that the cost , c,, (t + At) of using link a at time t+ At , depends on the inflow of 
link a at the previous time increment [t, t+ At) in discrete time as shown in Section 
6.4. Therefore, the cost terms in formulation (7.1) and (7.3) should be based on the 
predictive cost-flow association rather than the reactive one if they are evaluated in 
discrete time. 
7.3 A STOCHASTIC DYNAMIC NETWORK LOADING METHOD 
Before describing how to calculate a SDUE solution, this section explains how we 
can perform stochastic dynamic network loading. In this network loading, we 
calculate how much traffic will choose a certain route intertially. This is the main 
difference from the normal dynamic network loading method, where we just load 
traffic with known route flow patterns which are obtained a priori as described in 
Chapter 6. In general, route choice pattern has usually been modelled on the discrete 
choice models such as the logit and the probit models as we discussed in Chapter 4. In 
this study, we consider only the logit model for dynamic stochastic route choice 
because it is much simpler to apply compared to others including the probit model. 
The dynamic generalisation. of the logit-based route choice model can be written as 
follows: 
Pk(t)= exp(-OCk 
(t)) 
for Vod 
(7.4) exp(-O(Cq 
qEiR, d 
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Equation (7.4) is identical to its static counterpart (4.7) except that the former 
considers the time variable. 
In the case of the static logit-based stochastic assigni-nent, we can use efficient 
network loading methods such as Dial's STOCH algorithm which do not need path 
enumeration as explained in Chapter 4. Similarly, we can apply this efficient network 
loading method to the dynamic case. In particular, Ran and Boyce (1996) proposed 
the DYNASTOCH algorithm for stochastic dynamic network loading by developing 
the STOCH algorithm. This algorithm maintains the structure of the original STOCH 
algorithm, so only deals with reasonable routes, and assigns traffic according to the 
link choice probability in a forward pass after calculating link weights in a backward 
pass. The DYNASTOCH algorithm can be summarised for each origin-destination 
pair for the ideal route travel cost in the predictive cost-flow association as follows. 
Note that, unlike the original STOCH algorithm, traffic is assigned in the forward pass 
rather than the backward pass in order to maintain correct flow propagation: 
Step 0: Calculation of fink likelihood 
Compute the minimum ideal travel cost Tc jd(t) for travellers departing node 
during time increment t. Calculate the likelihood, a(i, j) (t) , for each 
link (i, 
during each time increment t: 
eXp 10 [TC id (t) _ 7r 
jd (t if C id 
a(i, j) (t) =+ 
CUID (0) - CUID (011 0C0 
jd (7.5) 
0 otherwise 
where, 
'd 
7C (t) is the minimum travel cost from i to d by departing the node i at time t 
CO id is the ideal travel cost from i to d when there is no flow in the network 
Step 1: Backward pass 
By examining all nodes j in ascending sequence with respect to Tc 
jd(t) from the 
destination d, calculate w(,, j) (t) , the link weight 
for each link (i, j) during each 
time increment t: 
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a(i, j) (t) if j=d 
w(i, j) a(i, j) (t) x 
W(j, k) 
It + CUID (01 otheirwise 
(i, k)EA(j) 
where, A(j) is the set of links starting from node j 
When the origin node o is reached, stop 
Step 2: Forward pass 
(7.6) 
Consider all nodes i in descending sequence with respect to 7r'd(t), starting with 
the origin o. When each node i is considered during each time increment t, 
compute the inflow to each fink (i, j) during each time increment t using the 
following formula: 
q od 
w (ili) 
(t +At) 
I 
W(i, k) 
(t + At) 
UMEAM 
e(i, j) 
9(k, i) 
(t) X 
(k, i)EB(i) 
w(ili) (t + At) 
W(i, k) 
(t + At) 
UMEAM 
where B(i) is the set of links ending at node i. 
if i=o 
otherwise 
(7.7) 
The DYNASTOCH algorithm can be extended to perform network loading when 
there is more than one origin-destination pair as Figure 7-1. 
Figure 7-1 DYNASTOCH algorithm for many-to-many case 
for each origin-destination pair 
-r- - for each time increment 
perfonn 'Calculation of link likelihood' (step 0. ) 
for each time increment 
perform 'Backward pass'(step 1. ) 
for each time increment 
for each origin-destination pair 
perform 'Forward pass' (step 2. ) 
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In Figure 7- 1, the forward pass is performed for all origin-destination pairs at each 
time increment, after finishing the backward pass for all origin-destination pairs and 
for all time increments. In fact, the backward pass and the forward pass cannot be 
calculated under the same time increment., This results from the different order of 
considering time increments between the backward pass and the forward pass. For 
example, in the backward pass, the link weight at time t cannot be calculated unless 
the future weights of connected links are known. That means link weights should be 
calculated in descending order from the time when the last traveller exits the network 
(last time) to the time when the first traveller enters the network (initial time). In 
contrast, the forward pass should be performed from the initial time to the last time in 
order to maintain correct flow propagation. Therefore, this conflicting feature 
between the backward pass and the forward pass requires the storage of link weights 
for all origin-destination pairs and for all time increments in the backward pass 
beforehand, in order to perform stochastic dynamic network loading properly in the 
forward pass. 
Apart from the process of the DYNASTOCH algorithm, there are two more points 
which should be noted. One is the necessity of fixing and respecting the reasonable 
route set, and the other is the need for interpolation in calculating link weights. 
First, the reasonable routes in which each link takes travellers further from the origin 
node rather than closer to it must be fixed in order to produce a convergent solution 
when we apply the DYNASTOCH algorithm for SDUE assignment. Otherwise, 
changes in this route set from iteration to iteration cause the flow patterns to fluctuate 
as explained in Chapter 4. 
Secondly, we need to interpolate the weights of links starting from node j at the 
arrival time t+ c(i, j) (t) or w (j, k) 
It + C(j, j) (t)] , because t+ c(i, j) (t) does not necessarily 
correspond to a discrete time point. Note that, in the case of instantaneous travel 
costs, we do not need any such interpolation because the weights of links starting 
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from a node j are calculated at time t rather than t+ c(i, j) (t) . The method of 
interpolation is explained in the appendix. 
7.4 SOLUTION METHODS 
The solution to the SDUE assignment problem can be achieved by solving the 
mathematical programme (7.1) for the separable link cost case within the framework 
of the diagonalisation method, which is known to be suitable for solving a variational 
inequality problem (7.4). Note that we cannot apply the triangularisation method in 
the case of the SDUE assignment problem since the special structure of the proposed 
dynamic stochastic network loading method or DYNASTOCH algorithm requires 
knowledge of the link travel costs for a study periods in advance. That means we 
need to fix the flows and the travel costs for all time increments at the previous 
iteration. This is the difference from the triangularisation in which flows before the 
current time increment are fixed at the current iteration rather than the previous one. 
The diagonalisation method for the solution to the SDUE assignment can be written 
as: 
Step 0 (initialisation): Set m=O; fmd a feasible link flow vector em(t) with free- 
flow travel costs. 
Step 1 (subproblem): Solve the diagonalised problem by an existing algorithm for 
the symmetric (or separable) case from the earliest time to the latest time. 
This yields a new link flow vector e "' (t) . 
Step 2 (convergence test): If lem+l (t) -em (t)l < F, , stop. If not, set m=m+ 1, and go 
to Stepl. 
In general, we can use a descent feasible direction algorithm (Luenberger, 1984, 
p214; Sheffi, 1985, p323) to solve the subproblem in the diagonalisation method 
just 
as we did to solve the SUE assignment problem, 
in which we work on the original 
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problem rather than a linear approximation when we find a descent direction. 
Therefore, we perform stochastic network loading rather than an all-or-nothing 
assignment to find the auxiliary flow pattern, unlike the F-W algorithm. The 
subproblem of the diagonalisation method (Step 1) can be solved by the following 
descent feasible direction algorithm: 
Step 1.0 (initialisation): Set inner iteration counter n=1; Set en 
(t) 
= e'(t) . 
Step 1.1 (update): Calculate link travel costs, c'(t), using e(t). 
Step 1.2 (direction finding): Implement a stochastic dynamic network loading 
based on c"(t), this yields auxiliary link flow y'(t). 
Step 1.3 (line search): Find X" as the value of X that solves 
arg min Z[e n (t) + Xly n (t) -en 
(t) Vt (7.8) 
0: 91<1 
11 
Then, update the link flow as 
e 
n+l (t) =e 
n(t) + kn(t)(Y n(t) -e 
n(t)) Vt (7.9) 
Step 1.4 (convergence criteria): If n has reached a pre-specified number or satisfies 
the convergence criteria, stop; otherwise, set n=n+ 1 and go to Step 1.1. 
Because we perform stochastic dynamic network loading rather than the all-or- 
nothing assignment to find the search direction in Step 1.2, the difference between the 
current and the auxiliary flow pattern tends to zero over the iterations, so the 
difference between the current and the auxiliary flow pattern can be used for the 
convergence criteria (p, ) as: 
en yn aa 
(e n (t) + yn (t)) a[aa 
(7.10) 
More importantly, it should be noted that we cannot update link flows directly ftom 
the linear combination of current link flows and the auxiliary link flows in (7.8) and 
(7.9), as pointed out in Chapter 6, because the resulting link flows do not necessarily 
maintain correct flow propagation. In order to consider the 
flow propagation, we can 
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associate a move size X with the route inflows, then we can obtain proper link flows 
after performing dynamic network loading of the route inflows. 
To maintain correct flow propagation, it is better to perform network loading based 
on route flows rather link flows. However, we can still perform network loading 
based on link flows with the DYNASTOCH algorithm. In this algorithm, we calculate 
link choice probabilities at each node without path enumeration, and divide traffic 
between links at each node accordingly. These link choice probabilities correspond to 
the choice probabilities for reasonable routes. Therefore, if we combine link choice 
probabilities according to a move size X, and assign traffic according to those 
probabilities from the origin to the destination and from the initial instant to the final 
instant, we can update link flow pattern without path enumeration while maintaining 
correct flow propagation. 
As explained in Chapter 4, p(j, j) (t) , the 
link choice probability for link (i, j) at time t 
can be represented with link weights, and this can be written in the DYNASTOCH 
algorithm as: 
p(i, j) (t) : --": 
W(ili) (t) 
iw 
(i, k) 
(i, k)EA(i) 
(7.11) 
Therefore, we can update link flows in the forward pass using updated link choice 
probabifities, p"") (t) as: 
od (t)p n+l 
q (ij) (t) 
if i0 
n+l 
n (t)pn+l (t) (Q) W=I (Q) otherwise .1 
g(k 
0 
(k, i)eB(i) 
where, 
n+l 
pn+l (t 
W(ij) 
Xn 
n+l 
(i, k)(=A(i) 
n U(i j) 
In 
u (i , k) 
(i, k)EA(i) 
+(l-W) 
n W(i j) 
n w (i , k) 
(i, k)(: A(i) 
V(ili) 
(7.12) 
(7.13) 
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where, un, denotes fink weight for (i, j)at time t at iteration n UD (t) 
corresponding to the auxiliary flow pattern. 
Although we can calculate updated link choice probability p'+l (t) according to (Q) 
(7.13), we cannot directly obtain the link weight w('j" , j)(t) which corresponds to 
n+1 
p(j, j) (t) . In this study, w'+' (t) is calculated approximately as: (Q) 
n+l pn+l (t)Wn+l (t) j 
where, 
Wn+I 
j 
(t) = 
2: 
W n+1) nwn, 
.i 
(j, k 
1 
U(j k) 
(t) + (1 - 
X) 1 
(i k) 
(t) 
(i, k)EA(i) 
(7.14) 
(7.15) 
On the other hand, we can note that it would be inefficient to apply interval reduction 
methods to fmd a move size X in Step 1.3 or (7.8) as we discussed in Chapter 6. This 
is because we need to perform additional network loading whenever X value changes 
so as to evaluate the objective function with the proper link flow pattern. However, 
we can update the flow pattern at a relatively small number of network loadings in the 
stochastic case if we decide a move size according either to an interpolation method 
or to the method of successive average (MSA) as discussed in Chapter 4. 
Additionally, we consider the pure stochastic dynamic network loading method, in 
which we fix the move size as 1 regardless of the number of the iteration. This means 
that we perform the DYNASTOCH algorithm successively without considering the 
move size in each iteration. We now discuss these methods which can substitute for 
the decision rule of the move size (7.8). 
Quadratic interpolation method 
We can calculate an appropriate move size using an interpolation method based upon 
either a quadratic or a cubic approximation to the objective function at time t with 
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respect to X. According to the quadratic interpolation method (Maher and Hughes, 
1997), the appropriate move size X(t) at time t, can be obtained from: 
-go (7.16) 
-go + gi 
where, go (t) is the gradient of z(e(t)) at X=O and 
(t) is the gradient of z(e(t)) at X=I. 
Note that the cubic and other quadratic interpolation methods, which were discussed 
in Chapter 4, are not considered in dynamic SDUE assigm-nent because they need an 
evaluation of the objective function (7.1a) which seems to be unduly complicated by 
comparison with that of gradients. 
Generally, g' (t), gradient of z(e(t)) at iteration n with respect to X can be calculated x 
DY: 
1n (7.17) [en (t) +X (yn (t) -a (t». 
ýca 
n (t» 
aa 
(t»- e 
naa 
ay dea C. n =ia (1) 
(y (t) 
where, e" (t) is the current inflow at instant t at iteration n, a 
y' (t) is an auxiliary inflow of e" aa 
ea (t) is obtained from an additional dynamic network loading with updated 
link choice probabilities or flow pattern, which is decided by X and, 
ye the auxiliary flows from e (t), and obtained from performing ( 
ýa (0) is 
a 
additional dynamic network loading based on the cost pattern c^(t) resulting 
from e(t) - 
n "(0 and g, (t) are obtained as: Therefore, gO 
n (7.18) 
(yn (t) n (t) =d z(e 
n (t» en 
(t»2dCa 
go aa de n dÄ aa e» =e" (t) aa 
d (yn (t» (yn) 
n (7.19) 
gn yn 
(t» 
dCa 
(y n (t) -en -Z Ya aanaa 
(t» 
dÄ de n= n(t) a ea ya 
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Note that the quadratic interpolation (7.16) cannot be used for the reactive cost-flow 
association, because the costs are not sensitive to the flows associated with them so 
that gradients go" (t) and g, ' (t) would be zero. 
Method of Successive Average (MSA) 
According to the MSA method, the move size at time t at iteration n is specified as: 
Xn (t) =1 
n 
(7.20) 
Compared to the quadratic interpolation (7.16), the MSA does not require any 
additional network loading, and the move size is decided irrespective of the objective 
function form. Therefore, we can apply the MSA method for both predictive and 
reactive assigm-nents. 
Pure network loading 
In the case of pure network loading method, we fix V=1.0 regardless of the 
iteration number n. That means we do not update the link flow pattern as the one 
which lies between the current and the auxiliary flow pattern in each iteration. Instead, 
we just replace the current flow pattern with the auxiliary one; therefore, we perform 
stochastic dynamic network loading successively without a detailed consideration of 
the move size X. This method can be applied for both predictive and reactive 
assignment because we do not consider any mathematical formulation to decide move 
size. 
7.5 NUMERICAL EXAMPLE 
7.5.1 Introduction 
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This section shows the results of the stochastic dynamic user equilibrium assignment 
in the simple test networks of a two-link network (Table 6-1) and Papageorgiou's 
network (Figure 6-11). The specifications of these networks and the demand profile 
are the same as those shown in Section 6.6. 
The deterministic queuing model is applied for the link performance function and the 
ideal route travel cost concept is used to calculate route costs in the SDUE 
assignment model. For a stochastic dynamic network loading, the DYNASTOCH 
algorithm is used because we are considering the logit model for a route choice 
model. 
As discussed earlier, the solution of the SDUE assignment problem can be found 
using the diagonalisation method, and each subproblem in the diagonalisation method 
is solved using a descent feasible direction algorithm in which we perform a stochastic 
network loading rather than an all-or-nothing assignment. In this application, we just 
perform one iteration to solve the subproblem, according to Sheffi's streamlined 
version of the diagonalisation method (see Section 3.3.6). We consider several ways 
of deciding move size X in the line search (Stepl. 3) such as the quadratic 
interpolation, the MSA, and the pure network loading method. Furthermore, we 
compare performances of these methods associated with both predictive and reactive 
assignments. 
Note, however, that we can apply the interpolation method to the predictive 
assignment only because, in the reactive assignment, the costs are not sensitive to the 
flows associated with them so that the gradient of the objective function with respect 
X would be zero. Nevertheless, we can use either the MSA or the pure network 
loading method for the reactive assignment as well as the predictive one. For the sake 
of the classification, we call predictive and reactive assignments associated with the 
MSA the predictive MSA and the reactive MSA, respectively. This also applies to the 
pure network loading case, so we call both assignments associated with the pure 
network loading method the predictive and reactive pure network loadings 
respectively. Table 7-1 shows how both predictive and reactive assignments can be 
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associated with several methods for deciding move size. The sign 0 signifies that they 
can be associated, and the sign X signifies that they cannot be associated. 
Table 7-1 A classification of methods for deciding move size associated with 
assignment concept. 
Predictive assignment Reactive assignment 
Quadratic interpolation x 
MSA 00 
Pure network loading method 0 
Furthermore, we compare the assignment patterns from various values of the 
dispersion parameter 0 in the logit based route choice model, and those from the 
various sizes of time increment. We expect that the assigned flows will become 
concentrated onto certain routes as the value of 0 increases, but they would become 
dispersed as it decreases. We also expect that in the case of a good assignment model 
the flow pattern would be similar regardless of the size of the time increment. 
7.5.2 Two-Unk network 
The same demand profile (Figure 6-2) and the network specifications (Table 6- 1), 
which were used for the application of the deterministic dynamic user equilibrium 
assignment are considered for the stochastic counterpart. 
First of all, the convergence of both predictive and reactive assignments associated 
with the various methods of deciding move size X are shown in Tables 7-2,7-3,7-4, 
7-5, and 7-6 for various values of the dispersion parameter 0 and various sizes of time 
increment At. Each cell in those tables represents the number of iterations required to 
achieve convergence and the difference between the current and auxiliary 
flow 
patterns at the final iterations (p, ), respectively. The maximum number of 
iterations 
and the convergence criteria (F-) are fixed at 50 and 
0.0001, respectively. 
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We note that the convergent solutions cannot be found for all 0 values or for all sizes 
of time increment. For example, Table 7-2 shows that we cannot find convergent 
solutions for 0 ý! 2.5 (minutes-') in the case of the quadratic interpolation when At=2.0 
(min) or for 0 ý! 5.0 when At--l. 0 (min). Tables 7-3,7-4, and 7-5 show that we 
cannot find convergent solutions for 0 ý! 1.0 (min-') in the case of the predictive 
MSA, the reactive MSA, and the predictive pure network loading method 
respectively. In contrast, Table 7-6 shows that we can find convergent solutions in all 
cases by using the reactive pure network loading method. 
In general, it is known that the convergent solution of logit based stochastic 
assignments cannot be found if 0 value is too large. Hyman (1969) suggested that an 
appropriate range of values for 0 can be identified by the following rule: 
0-C =- 1.0 
where C is the mean route travel costs. 
(7.21) 
According to the selection rule (7.21) for 0, the appropriate value in this case would 
be 0.125 (min -') corresponding to C=8 (min) based on the travel cost pattern from 
the deterministic case. In this respect, 0 values greater than 1.0 seem to be too large 
for finding convergent solutions. 
Table 7-2 Convergence of predictive assignment with quadratic interpolation 
(Number of iterations, 
0=0. 0=0.1 0=1.0 0=2.5 0=5.0 
At=0.5(min) 3,0.000052 5,0.000000 14,0.000062 26.0.000082 50,0.003310., ý 
At=1.0 3,0.000001 5,0.000000 13,0.000037 20,0.000018 ý'507'7ý, 2 
At=2.0 3,0.000003 4,0.000033 13,0.000003 -651 ý5, 
J'7 
. 8- 50 30 - 5618' 
Table 7-3 Convergence of predictive assigm-nent with MSA 
(Number of iterations, 
0=0.01 (min-') 0=0.1 0=1.0 
__0-72.5 6 09 50i $'088 3, OWN At=0.5(min) 45,0.000097 35,0.000094 50,0.333966 
27.843bO At=1.0 30,0-000100 23,0-000093 50,0.105733ý5dýb. 9611 
"V 36ý. 98283- 48,0.000098 43,0.000095 50,0.140691 `50,3.078§,, 
'VN' At=2.0 
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Table 7-4 Convergence of reactive assignment with MSA 
(Number of iterations, 
0=0.01 (min-) 0=0.1 0=1.0 0=2.5 0=5.0 
At=0.5(min) 46,0.000097 41,0.000097 50,0.913152 
:, 40 31,0.000099 31,0.000100 50 1. At=1.0 ý'663 
'67% 63, At=2.0 50,0.000108 50,0.000158,, 50, ý 1'56.89'ýýi,, '5'6ý',, ýl 56 -, 
"IM i'N 
Table 7-5 Convergence of predictive assignment with pure network loading 
(Number of iterations, 
0=0.01 (min-) 0=0.1 0=1.0 0=2.5 0=5.0 
At=0.5(min) 4,0.000015 10,0.00001 ý'5'0 '$82, 
ý5 
4,0.000021 11,0.000011 At=1.0 3, IN. GOO 
4,0.000037 12,0.000070 At=2.0 
Table 7-6 Convergence of reactive assignment with pure network loading 
(Number of iterations, p,, ) 
0=0.0 0=0.1 0=1.0 0=2.5 0=5.0 
At=0.5(min) 4,0.000010 9,0.000007 35,0.000003 47,0.000005 46,0.000011 
At=1.0 4,0.000009 8,0.000052 24,0.000035 25,0.000007 23,0.000000 
At=2.0 4,0.000007 7,0.000099 13,0.000000 12,0.000000 11,0.000000 
In order to show how the resulting flow patterns differ from each other between 
different ways of deciding move size X, the inflow patterns to link 1 are described 
over time when the size of time increment At is 1.0 (min) for various 
0 values from 
Figure 7-2 to Figure 7-6. Note that the inflow patterns are described only if p, value 
is less than 1.0. 
We can see from Figures 7-2 and 7-3 that there is almost no difference 
between the 
convergent flow patterns from the different methods for deciding the move size when 
0 values are small (0=0.0 1 (min -') or 0=0.1 (min -') ). For example, the 
difference 
between the flow patterns (or p) from the quadratic interpolation method and the 
predictive MSA when 0=0.1 (min-') is 0.000001, and the p value 
between the flow 
patterns from the interpolation method and the other methods such as 
the reactive 
MSA, the predictive and reactive pure network loading methods at the same 
0 value 
are 0.066356,0.000117,0.068350, respectively. 
The smaller p value in the predictive 
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assignment case indicates that the convergent solutions from predictive assignments 
are almost identical. 
However, the flow patterns differ from each other as 0 value increases (min-) and 
we can find substantial differences between predictive and reactive assignments from 
0=1.0(min-'). For example, Figure 7-4 shows the difference in the resulting flow 
patterns from both predictive and reactive assignments, and this difference can be 
found irrespective of the solution methods applied. Furthermore, we can see 
oscillating flow patterns for 0 ý! 2.5 (min-), in the case of the reactive pure network 
loading method, unlike the predictive assignment. This means that although the 
reactive pure network loading method gives rise to convergent solutions unlike the 
other approaches even at large 0 value, the resulting flow pattern is implausible. This 
result also indicates that the flow pattern from the SDUE assignment would be similar 
to that of the DDUE assignment when the value of 0 is large. Note that in the 
deterministic case, the flow pattern is oscillating in the case of the reactive 
assignment, whilst that from the predictive assignment is relatively smooth. 
Figure 7-2 Inflows to link 1 when 0=0.01, At=1.0 
30 
25 
20 
E 
15 
0 
-quad. i nte r. 
.5 lo__ ....... predictive MSA 
---- reactive MSA 
5 -- predictive pure 
reactive pure 
0i 
05 10 15 20 25 30 35 40 
entry time (min) 
140 
Figure 7-3 Inflows to link 1 when 0=0.1, At-- 1.0 
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Figure 7-4 Inflows to link 1 when 0=1.0, At=1.0 
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Figure 7-5 Inflows to link I when 0=2.5, At=1.0 
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Figure 7-6 Inflows to link I when 0=5.0, At=1.0 
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Figures 7-7,7-8,7-9,7-10, and 7-11 describe the inflow patterns from each method 
for deciding move size as we change the size of the time increment with fixed 0=0.1 
(min-'). These figures show that the convergent flow patterns from any method for 
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deciding the move size are stable irrespective of the size of the time increment for a 
reasonable value of 0. 
Figure 7-7 Inflows to link 1 for various sizes of time increment when 0=0.1 
(quadratic interpolation) 
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Figure 7- 8 Inflows to link I for various sizes of time increment when 0=0.1 
(predictive MSA) 
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Figure 7-9 Inflows to link I for various sizes of time increment when 0=0.1 
(reactive MSA) 
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Figure 7- 10 Inflows to link I for various sizes of time increment when 0=0.1 
(predictive pure network loading) 
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Figure 7-11 Inflows to link I for various sizes of time increment when 0=0.1 
(reactive pure network loading) 
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Similarly, Figures 7-12,7-13, and 7-14 compare convergent flow patterns with 
various sizes of time increment while fudng 0=1.0 (min-'). Note that when 0=1.0 
(min-'), only the interpolation method, the predictive MSA, and the reactive network 
loading method give rise to small p, value for all sizes of time increment. 
From Figures 7-12,7-13, and 7-14, we note even when the value of 0 is relatively 
large, the predictive assignment gives rise to stable flow patterns irrespective of the 
size of the time increment. However, the reactive assignment yields flow patterns 
which can change according to the size of the time increment although we can find 
convergent solutions. 
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Figure 7-12 inflows to fink 1 for various sizes of time increment when 0=1.0 
(quadratic interpolation) 
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Figure 7-13 inflows to link 1 for various sizes of time increment when 0=1.0 
(predictive MSA) 
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Figure 7-14 Inflows to link I for various sizes of time increment when 0=1.0 
(reactive pure network loading) 
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Figures 7-15,7-16,7-17,7-18, and 7-19 show how flow patterns change as we 
increase the value of 0 for each method for deciding move size with a fixed size of 
time increment, At= 0.5 (min). In most cases, we can note that the flow is 
concentrated into link 1 as the value of 0 increases once they converge. However, we 
see oscillating flow patterns as the value of 0 increases in the case of reactive pure 
network loading methods in Figure 7-19. 
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Figure 7-15 Inflows to link 1 for various 0 values when At =0.5 
(quadratic interpolation) 
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Figure 7-16 Inflows to link 1 for various 0 values when At =0.5 
(predictive MSA) 
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Figure 7-17 Inflows to link 1 for various 0 values when At =0.5 
(reactive MSA) 
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Figure 7-18 Inflows to link 1 for various 0 values when At =0.5 
(predictive pure network loading) 
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Figure 7-19 Inflows to link I for various 0 values when At =0.5 
(reactive pure network loading) 
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In summary, the predictive stochastic assigm-nent with the quadratic interpolation 
method seems to be better than other methods in that it gives rise to good quality 
convergent solutions even at relatively large 0 values and they are stable irrespective 
of the size of time increments. However, it has been found that we can get almost 
identical results from either predictive or reactive assignments when 0 values are 
small, irrespective of the methods for deciding move size. In particular, the reactive 
pure network loading method is not so unfavourable in that it gives rise to good and 
stable solutions provided that the 0 values are reasonable, regardless of the size of 
time increment. However, solutions calculated according to the reactive pure network 
loading method become implausible as the value of 0 increases beyond a reasonable 
range, yielding flow patterns that oscillate heavily over time within -the study period. 
Furthermore, as would be expected, the flow patterns become concentrated on a 
certain route as the value of 0 increases in all cases apart from the reactive pure 
network loading method. 
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7.5.3 Papageorgiou's network 
Papageorgiou's network (1990), which is more complex than the previous two-link 
network, is considered to solve the SDUE assignment problem. The specification of 
the network (Figure 6-11) and demand profiles (Figure 6-2) for each origin, 
destination pair are the same as those used in Section 6.6. 
As in the two-link network case, the convergence of predictive and reactive 
assignments associated with several move size decision methods are shown in Tables 
7-7,7-8,7-9,7-10, and 7-11 for various values of the dispersion parameter 0 and 
various sizes of time increment. Each cell in those tables represents the number of 
iterations required to achieve convergence and the difference between the current and 
auxiliary flow patterns at the final iteration (p, ) respectively. According to the 
selection rule for 0 (7-21), an appropriate value in this case would be about 0.1 
( min -1 ), considering the average route costs C= 10 (min) based on the travel costs 
pattern from the deterministic case. Consequently, we can find convergent solutions if 
0 value is around 0.1 (min-') in both predictive and reactive assignment irrespective 
of the methods for deciding move size. However, we cannot find convergent solutions 
as the value of 0 increases in most cases apart from the reactive pure network loading 
method. 
Table 7-7 Convergence of predictive assigm-nent with quadratic interpolation 
(Number of iterations, 
0=0.01 (min-1) 0=0.1 0=1.0 0=2.5 0=5.0 
At=0.5(min) 3,0.000000 5,0.000028 16,0.000009 20,0.000000 , 50,0.00104& 
At=1.0 3,0.000004 5,0.000300 24,0.000063 28,0.000071 29,0.000048 
At=2.0 3,0.000000 5,0.000030 29,0.000068 37,0.000065 ý, f Ar 
Table 7-8 Convergence of predictive assignment with MSA 
(Number of iterations, p, ) 
0=0.01 (min-) 0=0.1 0=1.0 0=2.5 0=5.0 
At=0.5(min) 33,0.000100 50,0.005081 5"66"50 2V.! 0 J6 
At=1.0 50,0.000320 50,0.020395 , 51 bi9"5b, 365'. 914'1' 50 4ý70.015 
At=2.0 23,0.000092 50,0.002478 '5, dy'- 1.571436,50,422-3027 Q, 
5 5.0 "38-8.866 
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Table 7-9 Convergence of reactive assignment with MSA 
(Number of iterations, p, 
0=0.01 (min-') 0=0.1 0=1.0 0=2.5 0=5.0 
At=0.5(min) 33,0.000096 50,0.007457 ýZO, IPW 501' 
At=1.0 5 50,0.000293 50,0.047338 7 50,61" g "M At=2.0 22,0.000090 50,0.010117 504,66"18, IT 7'7ý" OOL50-341 ý, '5' 2' 
Table 7-10 Convergence of predictive assignment with pure network loading 
(Number of iterations, 
0=0.01 (min-') 0=0.1 0=1.0 0=2.5 0=5.0 
4,0.000003 11,0.000037', At=0.5(min) 
At=1.0 4,0.000034 13,0.000012 
4,0.000003 14,0.000074 At=2.0 
Table 7-11 Convergence of reactive assignment with pure network loading 
(Number of iterations, p,, ) 
0=0.01 (min-1) 0=0.1 0=1.0 0=2.5 0=5.0 
At=0.5(min) 4,0.000002 10,0.000006 33,0.000008 36,0.000020 38,0.000097 
At=1.0 4,0.000009 10,0.000002 24,0.000006 26,0.000000 26,0.000005 
At=2.0 4,0.000000 8,0.000013 14,0.000000 14,0.000000 14,0.000000 
In order to show how resulting flow patterns differ from each other in various 
methods for deciding move size, the inflow pattern to link I over time when the size 
of time increment At is 1.0 (min) is shown for various 0 values in Figure 7-20 to 
Figure 7-24. Note that the flow patterns are shown only if p, value is less than 1.0. 
From Figures 7-20 and 7-21, we can see that there is no appreciable difference 
between the convergent flow patterns from the different assignment concept, 
regardless of the method for deciding the move size, when the value of 0 is small or 
0 :! ý 0.1 (min-). However, we can see once again that the reactive assignment gives 
rise to oscillating flow patterns when the value of 0 is large or 0=5.0 (min-'). By 
contrast, the predictive assignment with quadratic interpolation shows smooth flow 
patterns for all 0 values. 
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Figure 7-20 Inflows to link I when 0=0.01, At= 1.0 
60 -- 
50-- 
-40 -- C 
E 
30 -- 
(a 3: 
0 
20-- quad. inter. 
------ predictive MSA 
---- reactive MSA 10 -- predictive pure 
reactive pure 
0- ii 
05 10 15 20 25 30 35 40 
entry time (min) 
P; crilr, - 7-11 TnflAIX7Q tn I; n]C 1 whi-n A-f) I At=l f) 
153 
1P; t, riilr,, a I ")") T"-ný-- +- I. -l- IA -i fi 
7--. - '7 111 T-4-1--- +- 1. -1,1 . -Uýý a-') 4 A+-I 1) 
154 
Figure 7-25,7-26,7-27,7-28, and 7-29 show the inflow patterns from each of the 
solution approaches when we change the size of time increment with fixed 0=0.1 
(min-'). These figures show that the convergent flow patterns from any assignment 
concept are stable irrespective of the size of time increment and the methods for 
deciding move size, for this reasonable value of 0. 
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Figure 7-24 Inflows to link I when 0=5.0, At=1.0 
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Figure 7-27 Inflows to link 1 for various sizes of time increment when 0=0. I 
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Figure 7-28 Inflows to link 1 for various sizes of time increment when 0=0.1 
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Similarly, Figures 7-30 and 7-31 compare convergent flow patterns from various sizes 
of time increment while fudng 0=2.5 (min -') for the predictive quadratic interpolation 
method and the reactive pure network loading method respectively. As in the two-link 
network case, we can see that the predictive assigm-nent gives rise to stable flow 
patterns irrespective of the sizes of time increment, but the reactive assignment yields 
flow patterns which are dependent on the sizes of time increment. 
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Figure 7-29 Inflows to link I for various sizes of time increment when 0=0.1 
(reactive pure network loading) 
Figure 7-30 Inflows to link 1 for various sizes of time increment when 0=2.5 
(quadratic interl)olation) 
Figure 7-31 Inflows to link 1 for various sizes of time increment when 0=2.5 
(reactive pure network loading) 
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Figures 7-32,7-33,7-34,7-35, and 7-36 show how flow patterns change as we 
increase the value of 0 for each method for deciding the move size with fixed size of 
time increment, At = 0.5 (min). In all cases, we can note that inflows to link 1 
decrease as the value of 0 increases. This indicates that progressively more flow is 
transferred to other routes which use link 2 rather than link I as the value of 0 
increases. 
Figure 7-32 Inflows to link I for various 0 values when At = 0.5 
(quadratic interpolation) 
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Figure 7-33 Inflows to link 1 for various 0 values when At = 0.5 
(predictive MSA) 
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Figure 7-34 Inflows to link I for various 0 values when At = 0.5 
(reactive MSA) 
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Figure 7-35 Inflows to link 1 for various 0 values when At = 0.5 
(predictive pure network loading) 
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Figure 7-36 Inflows to link 1 for various 0 values when At = 0.5 
(reactive pure network loading) 
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7.6 DISCUSSION 
In Chapter 7, the SDUE assignment problem is formulated as a variational inequality, 
and the solution is found by using the diagonalisation method in which we solve the 
minimisation problem with the dynamic generalisation of the SUE objective function 
for each time increment with fixed cost. As far as the route choice model is 
concerned, we considered a logit model, which is simple to use compared to other 
route choice models. Consequently, we can exploit an efficient stochastic dynamic 
network loading method called the DYNASTOCH algorithm. 
In particular, this study showed how we can apply the DYNASTOCH algorithm to a 
general network, and how we can update flows based on links rather than routes 
while maintaining correct flow propagation within the DYNASTOCH algorithm. In 
addition, it has been shown how we can use the quadratic interpolation method to 
decide move size in the case of the SDUE assignment case. 
Finally, the application of SDUE assignment to two test networks shows that the 
predictive stochastic assignment is more favourable than reactive one in that the 
former gives rise to stable solution irrespective of the size of time increment, whilst 
the latter can converge to oscillating flow patterns when the value of 0 is large. In the 
case of the predictive assigm-nent, among the suggested methods for deciding move 
size, the quadratic interpolation is preferred because it yields convergent solution even 
at large 0 values. However, it should be noted that we can find almost identical 
solutions for both predictive and reactive assignment irrespective of the method used 
for deciding move size, provided that the value of 0 is reasonable. 
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CHAPTER 8 APPLICATION FOR A MEDIUM SIZE ROAD 
NETWORK 
8.1 SIOUX FALLS NETWORK 
In this chapter, both deterministic and stochastic dynamic assignments are calculated 
for a substantial network which has 24 nodes, 76 links, and 12 origin-destination 
pairs. This test network is the Sioux Falls network (LeBlanc, 1975) which was 
introduced in Chapter 4, (Figure 4-5). However, the number of origin-destination 
pairs is reduced from 552 to 12 in order to save computation time and accordingly the 
free-flow travel times and capacities are changed. The new origin-destination pairs 
and specification of this network are summarised in Table 8-1 and Table 8-2, 
respectively. In particular, note from Table 8-1 and Figure 4-5 that origin nodes are 
mainly located in suburban areas of the city, and destination nodes are concentrated in 
the inner city area. Note that a similar version of the Sioux Falls network which has 
12 origin-destination pairs can be found in Vythoulkas (1990), but this network has 
only 23 nodes and 72 links. 
Table 8-1 New origin-destination pairs for Sioux Falls network 
Origin Destination 
1 10 
4 19 
6 15 
7 15 
12 19 
13 10 
14 8 
18 5 
20 9 
22 8 
2 15 
16 
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Table 8-2 Specification of the Sioux Falls network 
link A-node B-node free flow 
travel time 
(min) 
capacity 
(veh/min) 
link A. 
-node, 
B-node free flow 
travel time 
(min) 
capacity 
(veh/min) 
1 1 2 6 65 39 13 24 2 60 
2 1 3 2 55 40 14 11 4 50 
3 2 1 6 65 41 14 15 4 50 
4 2 6 2 60 42 14 23 3 40 
5 3 1 2 55 43 15 10 4 45 
6 3 4 5 60 44 15 14 4 50 
7 3 12 5 60 45 15 19 3 40 
8 4 3 5 60 46 15 22 3 45 
9 4 5 3 50 47 16 8 2 45 
10 4 11 5 55 48 16 10 3 40 
11 5 4 3 50 49 16 17 2 45 
12 5 6 3 50 50 16 18 3 55 
13 5 9 2 50 51 17 10 3 45 
14 6 2 2 60 52 17 16 2 45 
15 6 5 3 50 53 17 19 3 45 
16 6 8 3 45 54 18 7 5 50 
17 7 8 3 40 55 18 16 3 55 
18 7 18 5 50 56 18 20 6 55 
19 8 6 3 45 57 19 15 3 40 
20 8 7 3 40 58 19 17 3 45 
21 8 9 3 45 59 19 20 4 50 
22 8 16 2 45 60 20 18 6 55 
23 9 5 2 50 61 20 19 4 50 
24 9 8 3 45 62 20 21 3 40 
25 9 10 2 45 63 20 22 4 45 
26 10 9 2 45 64 21 20 3 40 
27 10 11 5 50 65 21 22 2 50 
28 10 15 4 45 66 21 24 3 50 
29 10 16 3 40 67 22 15 3 45 
30 10 17 3 45 68 22 20 4 45 
31 11 4 5 55 69 22 21 2 50 
32 11 10 5 50 70 22 23 4 40 
33 11 12 3 60 71 23 14 3 40 
34 11 14 4 50 72 23 22 4 40 
35 12 3 5 60 73 23 24 2 40 
36 12 11 3 60 74 24 13 2 60 
37 12 13 6 65 75 24 21 3 50 
38 13 12 6 65 76 24 23 2 40 
Figure 8-1 describes the demand profile which has been used for all 12 origin- 
destination pairs. We can see that demand increases at a constant rate w until time 10 
(min) and maintains a peak of lOw (veh/min) until time 15 (min), then decreases at a 
constant rate to zero, which it reaches at time 30 (min). Note that we can change the 
165 
size of demand conveniently by changing the value of w. For example, we can increase 
demand by 100 per cent from the demand at w--l. 0 by changing to R, ---2.0. 
Figure 8-1 Demand profile 
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Results of both deterministic and stochastic dynamic assignments to the Sioux Falls 
network (Figure 4-5) which has 12 origin-destination pairs win be shown in Section 
8.2,8.3 respectively with the specification (Table 8- 1) and the demand profile (Figure 
8-1) having the value of u, ---3.0. Then we show the effect of change of demand size on 
travel patterns in Section 8.4, and we analyse the impact of the closure of certain road 
on travel patterns in Section 8.5. 
8.2 DETERMINISTIC DYNAMIC USER EQUILIBRIUM ASSIGNMENT 
Application of the deterministic dynamic user equilibrium (DDUE) assignment model 
to the Sioux Falls network is shown in this section. The adopted link performance 
function and route travel cost concept is the deterministic queuing model and ideal 
route travel cost respectively. In terms of the cost-flow association in discrete time, 
only the predictive assignment is considered since the reactive one gives rise to 
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implausible results, as we have seen in Chapter 6. Next, a solution is found adopting 
the new algorithm which was developed in Chapter 3 under the framework of the 
triangularisation method which was described in Chapter 6. We performed just one 
iteration in the subproblem of the triangularisation according to Sheffi's strean-dined 
version of the diagonalisation method. 
The equilibrium solution of the DDUE assignment has been found after iteration 13 
with the measure of disequilibrium (4) as 0.000094 when we take the value of Yv=-3.0 
in the demand profile or Figure 8-1, and when we fix the size of time increment (At) 
as 1.0 (min). Figure 8-2 shows the change of the measure of disequilibrium (4) over 
iteration. We note that 4 decreases monotonically over the iterations. 
Figure 8-2 Change of the measure of disequilibrium (ý) over iteration 
iteration 
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Figures 8-3,8-4,8-5, and 8-6 show the travel cost pattern and assignment proportion 
for each route for the origin-destination pairs 1-10,4-19,6-15, and 7-15 respectively. 
Note that a travel cost pattern and an assignment proportion has been shown without 
a mark only if the corresponding route carries some flow. We can see a good 
equilibrium travel cost pattern and assignment in all cases. Thus, at each instant only 
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the minimum cost routes carry any flow. This good equilibrium travel cost and flow 
patterns were found for the other origin-destination pairs as well. 
Figure 8-3 Equilibrium travel cost and assignment for OD pair 1-10 
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Figure 8-4 Equilibrium travel cost and assignment for OD pair 4-19 
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Figure 8-5 Equilibrium travel cost and assignment for OD pair 6-15 
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Figure 8-6 Equilibrium travel cost and assignment for OD pair 7-15 
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8.3 STOCHASTIC DYNAMIC USER EQUILIBRIUM ASSIGNMENT 
The application of the stochastic dynamic user equilibrium assignment model to the 
Sioux Falls network is shown in this section. As in the deterministic case, we 
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considered the deterministic queuing model for a link performance function, and the 
ideal route travel cost concept is used. Because we use the logit-based route choice 
model, we employ the efficient stochastic network loading method, or the 
DYNASTOCH algorithm which does not need path enumeration. For the solution 
method, we adopted the diagonalisation method rather than triangularisation because 
we need to know the consistent link cost pattern for all study periods so as to exploit 
the DYNASTOCH algorithm. The subproblem in the diagonalisation method is solved 
using a descent feasible direction algorithm, and we consider only the quadratic 
interpolation method to decide the move size in each iteration because this method 
gives rise to a convergent solution even for a large value of the dispersion parameter 
0, and the solution is stable irrespective of the size of the time increment. This means 
we only consider the predictive assignment rather than the reactive one because the 
interpolation method needs gradients of an objective function with respect to the 
move size X, which can be evaluated properly only in the predictive cost-flow 
association. 
Table 8-3 shows convergence of the SDUE assignment for various values of 
dispersion parameter 0 when we take the value of vs)---3.0 in the demand profile or 
Figure 8-1, and when we fix the size of time increment (At) as 1.0 (min). Each cell in 
Table 8-3 shows the number of iterations necessary to achieve convergence and the 
corresponding p, value which represents the difference between the current and the 
auxiliary flow patterns at the final iteration. We cannot find a convergent solution 
which meets the convergence criterion F, = 0.0001 when 0=0.1 (min-'): this 0 value 
seems to be relatively large considering that the average cost 
C =- 25 (min) based on 
the cost pattern in the deterministic case. However, we use the resulting now pattern 
when 0=0.1 (min-) for the sake of comparison with those from other values of 0. 
This seems to be acceptable in that the value of p, is not so large. 
Table 8-3 Convergence of predictive stochastic assignment over various 0 value 
0=0.01 (min`)- 0=0.04 0=0.1 
Number of iterations, p, 3,0.000015 6,0.000016 50,1.670002 
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In order to show how the resulting flow patterns differ from each other between the 
DDUE and SDUE assignments, Figure 8-7 compares flow patterns on link 24 from 
both assignments. We note that flow patterns from different assignments are fairly 
different each other, and that the SDUE assignment gives rise to a much smoother 
flow pattern over time than does the DDUE assignment. Furthermore, we can see that 
the inflows for this link tend to increase as the value of 0 increases. 
Figure 8-7 Inflow pattern for link 24 for various values of 0 
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We can also find the difference between total travel costs and total queuing delays 
between the DDUE and SDUE assignments. The total travel cost (TC) and the total 
queuing delay (TD) are defined as: 
TC f e,, (t)c,, (Odt 
(8.1) 
ta 
- 
(t)dt (8.2) TD f e,, (t) 
ta Qa 
Table 8-4 compares these total travel costs and total queuing delays resulting 
from 
both DDUE and SDUE assigm-nents. We can note that the total travel cost and 
queuing delay from the SDUE assignment are greater than that 
from the DDUE 
assignment, but they decrease as the value of 
0 increases in the case of the SDUE 
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assignment. This indicates that a travel pattern from the SDUE assignment will 
become similar to that from the DDUE assignment as the value of 0 increases. 
Table 8-4 Comparison of total travel costs and total queuing delays 
DDUE 0=0.1 (min-) 0=0.04 0=0.01 
Total cost (veh-min) 113799.0 123634.2 125460.2 126841.3 
Total delay (veh-min) 6442.5 11514.63 13053.8 14271.0 
In general, not only does the SDUE assignment give rise to a much smoother flow 
pattern, but it also converges faster than the DDUE solution method. For instance, 
when both assignment models are coded in C++ and compiled with Boland C++ 
version 4.0, and run them on the Pentium III personal computer with 450MHz CPU 
speed under the Microsoft Windows 3.1 operating system, it takes 12 minutes to 
calculate a convergent solution in the case of the SDUE assignment whilst it takes 8 
hours and 40 minutes to get the equilibrium solution in the case of the DDUE 
assigm-nent. In this respect, it would be better to use the SDUE assigm-nent model for 
the practical application of the dynamic assignment model. This huge difference 
between total running times for DDUE and SDUE assigm-nents results from the 
different solution approaches. In the case of the DDUE assignment we find a solution 
based on routes, so that we update route flows and costs for each origin-destination 
pair and for each time increment in each iteration, whilst in the case of the SDUE 
assignment we find a solution based on links and we update link flows and costs for 
each time increment only in each iteration. Thus, in the case of DDUE assignment, we 
need to spend more time compared to the SDUE assignment, in order to equilibrate 
route travel costs for each origin-destination pair at every time increment, and this 
computation time will increase dramatically depending on the number of origin- 
destination pairs. 
8.4 EFFECT OF DEMAND CHANGE 
We investigate how travel costs and flow patterns will change as we change the total 
demand. For this purpose, we consider different values of w in the demand profile, 
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Figure 8-1 and use this for all 12 origin-destination pairs. Note that the demand size 
increases by w times from the case when vv--I. O. Tables 8-5 and 8-6 show 
performance of the DDUE and SDUE assignments respectively for these various 
demand profiles. 
Firstly, we can see that the number of iterations for achieving convergence increases 
as the size of demand increases. This means we need more computation time to find 
equilibrium solutions as the size of demand increases. As far as the total cost, the total 
delay, and the average cost are concerned, we can see that they increase as the size of 
demand increases. However, we can see that the total cost, the total delay, and the 
average cost from the SDUE assignment are generally greater than those from the 
DDUE assignment. Note that the average cost is calculated by dividing the total cost 
by the total demand. 
Table 8-5 Performance of DDUE assignment for various size of demand 
W=1.0 w=2.0 w=3.0 w=4.0 W=5.0 
Number of iterations 
Measure of disequilibrium 
TC (veh-min) 
TD (veh-min) 
TD/TC 
26 13 17 30 
0 0.000065 0.000094 0.000100 0.000100 
35175.0 71840.5 113799.0 174193.8 252518.7 
0 1168.5 6442.5 29007.5 69015.3 
0 0.0163 0.0566 0.1665 0.2733 
Average cost (min) 16.75 17.10 18.06 20.74 24.05 
Table 8-6 Performance of SDUE assignment for various size of demand (0 = 0.04) 
W=1.0 w=2.0 w=3.0 w=4.0 w=5.0 
Number of iterations 
PS 
TC (veh-min) 
TD (veh-min) 
TD/TC 
24679 
0.000001 0.000014 0.000016 0.000019 0.000011 
37456.0 75979.6 125460.0 194118.2 280998.1 
0 1064.2 13053.8 44307.9 93834.2 
0 0.0140 0.1040 0.2283 0.3340 
Average cost (min) 17.84 18.09 19.91 23.11 26.76 
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Figure 8-8 compares both total costs and total delays from both DDUE and SDUE 
assignments. From Figure 8-8, we can see clearly that both total costs and total delays 
increase dramatically as the size of demand increases, and those from the SDUE 
assignment are greater than those from the DDUE assignment. 
Figure 8-8 Total costs and delays from the DDUE and SDUE assignments 
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Figures 8-9 and 8-10 compare the inflow patterns for link 24 as we change the size of 
demand for both the DDUE and SIDUE assignments respectively. As would be 
expected, we can see that the inflows to this link increase as the size of demand 
increases in both assignments. Furthermore, we can also note that the inflow patterns 
are relatively simple and smooth when the size of demand or a queuing delay is small 
(or -K--l. 0 and iv--2.0), but they fluctuate in both assignments as the size of demand or 
a queuing delay increases. However, the inflow pattern from the SDUE assignment is 
still relatively simpler and smoother than that from DDUE assignment even in the 
large demand size. 
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Figure 8-9 Inflow pattern for link 24 for various demand sizes (DDUE case) 
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Figure 8- 10 Inflow pattern for link 24 for various demand sizes (SDUE case) 
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8.5 IMPACT OF A ROAD CLOSURE 
As an example of how assignment models developed in this study might be applied 
in 
practice, we evaluate a traffic management measure corresponding to the closure of a 
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road in the Sioux Falls network. We close links 21 and 24, which are intended to 
represent a road in the inner city area in Sioux Falls. After the closure, the DDUE 
assignment gives rise to a convergent solution at iteration 7 with ý= 0.000098, and 
the SDUE assignment (0 = 0.04 min-) gives rise to a convergent solution at iteration 
37 with p, = 0.000035 when we take the value of u, ---3 in the demand profile (Figure 
8- 1) for all 12 origin-destination pairs. 
Figures 8-11 and 8-12 show the inflow patterns on links 15 and 29 before and after 
the road closure from the DDUE and SDUE assignments (0 = 0.04 min-) 
respectively. Note that these links are adjacent to the closed links (link 21 and 24). 
We can see that the inflows to these links have increased significantly in both cases. 
Both stochastic and deterministic dynamic assigm-nent models show that the closure of 
the road will increase the usage of the adjacent roads, as would be expected. This 
means that travel cost or queuing delay on these roads win increase to some extent as 
a result of the road closure. Thus, in the case of the DDUE assignment, the total 
travel cost in the network due to road closure has increased from 113,799.0 (veh-min) 
to 114,986.7 (veh-min). This is an increase of 1,187.7 (veh-min) or about 1 per cent 
and the total queuing delay has increased from 6,442.5 (veh-min) to 7,545.0 (veh- 
min). This is an increase of 1,102.5 (veh-min) or about 17 percent. In the case of the 
SDUE assignment, the total travel cost has increased from 125,460.2 (veh-min) to 
125,978.5 (veh-min). This is an increase of 518.3 (veh-min) or about 0.42 per cent, 
and the total queuing delay has increased from 13,053.8 (veh-min) to 13,130.8 (veh- 
min). This is an increase of 77 (veh-min) or about 0.59 per cent. Although the travel 
cost has increased, it has not changed dramatically. This implies that the closure of a 
certain road may not always cause extreme disruption. However, it is notable that, in 
the case of the DDUE assignment, the proportion of the increase in the queuing delay 
over the increase in the travel cost (0.9283) is much greater than that (0.1486) from 
the SDUE assigm-nent. This means that the increase in travel cost due to the closure 
of roads can be explained by the increased queuing delay in the case of the DDUE 
assignment. To summarise the effect of the closure of roads, Table 8-7 shows the 
change of total cost and total delay after the closure of roads. 
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Table 8-7 Total travel costs and total queuing delays before and after the closure of 
roads 
DDUE SIDUE (0 = 0.04 min-') 
Before After Increase Before After Increase 
TC (veh-min) 113799.0 114986.7 1187.7 125460.2 125978.5 518.3 
TD (veh-min) 6442.5 7545.0 1102.5 13053.8 13130.8 77 
TD/TC 0.0566 0.0656 0.9283 0.1040 0.1042 0.1486 
Here we may note the advantage of the dynamic assignment models. If we evaluate 
the effect of the road closure with static assigm-nent models, we cannot estimate how 
much traffic will use the adjacent road additionally over time. But we can estimate it 
clearly by dynamic assignment, as we can see in Figure 8-11 and 8-12. 
Figure 8-11 Inflow pattern for link 15 and 29 before and after the road closure 
(DDUE case) 
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Figure 8-12 Inflow pattern for link 15 and 29 before and after the road closure 
(SDUE case 0=0.04 min-') 
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8.6 DISCUSSION 
The two dynamic assignment models developed in this work have been applied to a 
medium-size road network which is made up of 24 nodes, 76 links and 12 origin- 
destination pairs. Both deterministic and stochastic dynamic user equilibrium 
assignments (DDUE and SDUE) give rise to good equilibrium solutions in this 
network. However, the SDUE assigm-nent seems more favourable compared to the 
DDUE one because the SDUE assignment gives rise to a smoother flow pattern at 
much less computation time. 
In addition, we have seen that the developed dynamic assignment models can be 
applied to evaluate various traffic management measures, considering that they give 
rise to plausible results when we change the size of demand or close a certain road. 
However, it remains important to reduce computation time in order to use these 
dynamic assignment models in larger networks in the case of the DDUE assignment. 
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CHAPTER 9 CONCLUSIONS AND SUGGESTIONS FOR 
FURTHER STUDIES 
9.1 SUMMARIES 
In this study, dynamic traffic assignment problems have been formulated and solved 
for both deterministic and stochastic cases, and applied to a medium size road 
network with a plausible link performance function. The contents of this study are 
summarised for each chapter as follows. 
In Chapter 2, the general concepts of traffic assignments were discussed along with 
the basic four elements such as representation of road networks, traffic demands, link 
cost functions, and route choice models. In particular, we classified traffic 
assignments according to several criteria into stochastic or deterministic, static or 
dynamic, and user equilibrium or system optimal assignments. 
In Chapter 3, a deterministic static user equilibrium assignment was formulated with a 
mathematical programme or a variational inequality. Then some solution algorithms 
such as the Frank-Wolfe algorithm, the simplicial decomposition method, and the 
column generation method were explained in detail along with the new algorithm 
which was developed in this study by modifying Schittenhelm's algorithm. The 
application of these solution algorithms to a simple three-link network showed that 
the simplicial decomposition method performed best compared to the others, but the 
new algorithm worked satisfactorily as well. Finally, the diagonalisation method which 
is suitable for solving non-separable and asymmetric problems was explained, 
including Sheffi's streamlined version. 
In Chapter 4, we saw how we can apply a discrete choice model to route choice 
problems, and identified two route choice models such as logit and probit. 
For the 
logit based stochastic assignment, we reviewed Dial (197 1), Bell (1995), and Cascetta 
et al (1996), and we reviewed Sheffi and Powell (1982) and 
Maher (1992) for the 
probit based stochastic assignment. Then we formulated a stochastic user equilibrium 
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assignment with the equivalent mathematical programme, and introduced a descent 
feasible direction algorithm to solve the problem. In particular, the method of 
successive average (MSA), interval reduction methods, and interpolation methods 
were presented to decide move size at the line search step in the solution algorithm. 
Application of these methods to the Sioux Falls network showed that quadratic 
interpolation methods give rise to a good solution with the least network loading and 
computation times compared to the other methods. Among quadratic interpolation 
methods, method A and B, which were developed in this study, performed better than 
Maher and Hughes' (1997) counterpart. Finally, it was stressed that the reasonable 
route set should be fixed to give rise to convergent solutions in the case of the logit 
based stochastic user equilibrium assignment. 
In Chapter 5, we saw what should be considered additionally in dynamic assignment 
modelling compared to its conventional static counterpart. Such issues were, firstly, 
how we obtain the demand profile over time; secondly, how we calculate the route 
travel cost which travellers will experience; thirdly, how we maintain certain 
requirements in dynamic modelling such as causality, the FEFO discipline, and flow 
propagation. Then, we compared some link performance functions in the context of 
these dynamic requirements. We saw that whole-link based outflow models cannot 
maintain these requirements and that the wave model is both computationally and 
analytically demanding. In contrast, we have seen that both flow propagation based 
whole link models and the deterministic queuing model can meet those requirements 
and they are simple to use compared to others. 
In Chapter 6, a deterministic dynamic user equilibrium (DDUE) assignment problem 
was formulated in variational inequality form, and we pointed out that the 
mathematical programme formulation cannot be plausible for a dynamic assignment 
because they cannot consider non-separable and asymmetric link cost functions. In 
addition, we have seen that Heydecker and Addison's (1996) novel necessary 
condition can be another formulation for the DDUE assignment. Next, a dynamic 
network loading method was suggested with an explanation on how this method can 
maintain flow propagation, and it was also explained how we can associate costs and 
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flows in discrete time in two ways (namely, predictive and reactive). In terms of 
solution methods, both triangularisation and (D operator methods were suggested and 
explained. In particular, we have seen that it would be inefficient to use the Frank- 
Wolfe (F-W) algorithm to solve the subproblem of the triangularisation method, 
because it needs additional network loading whenever we change the move size in the 
line search step in order to maintain correct flow propagation. In contrast, a new 
solution algorithm, which was developed in Chapter 3, seems to be favourable 
because it can maintain flow propagation intrinsically without additional network 
loading. This results from the new algorithm finding a solution based on route flows 
rather than link flows. Finally, we have applied the DDUE assignment model to 
example networks by adopting the deterministic queuing model and the ideal route 
travel cost concept. The results showed that the triangularisation method with the 
new solution algorithm performs better than other solution methods such as the (D 
operator method and the triangularisation method with the F-W algorithm. 
Furthermore, it was found that only the predictive and not the reactive assigm-nent is 
plausible because the former gave rise to stable solutions irrespective of the size of 
time increment whilst the latter gave rise to unstable solutions as we changed the size 
of time increment. 
In Chapter 7, a stochastic dynamic user equilibrium (SDUE) assignment problem was 
formulated in variational inequality, and it was pointed out that the mathematical 
programme cannot consider non-separable and asymmetric link cost functions which 
arise in dynamic assignments. Next, a dynamic generalisation of Dial's (1971) 
STOCH algorithm (DYNASTOCH) was explained as a stochastic dynamic network 
loading method for general networks with the ideal travel cost concept. In terms of a 
solution method, the diagonalisation method was suggested. To solve the subproblem 
of this method, we presented a descent feasible direction algorithm. In particular, it 
was shown how we can maintain flow propagation when we perform the 
DYNASTOCH algorithm which works based on links rather than routes. At the line 
search step in the solution algorithm, we considered the quadratic 
interpolation, the 
MSA, and the pure network loading methods to decide move size. Finally, the SDUE 
assignment was applied to example networks after adopting the 
deterministic queuing 
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model for a link performance function, and the DYNASTOCH algorithm for a 
network loading method. The results showed that the quadratic interpolation method 
performs better than others such as the MSA and the pure network loading method. 
Furthermore, it was found that the reactive assignment gave rise to implausible 
solutions for large values of the dispersion parameter in a logit model, because the 
flow pattern can depend on the size of time increment. Finally, it has been shown that 
the flow pattern became dispersed as the value of the dispersion parameter decreased. 
In Chapter 8, the performance of the DDUE and the SDUE assigninent models was 
compared by applying them to the Sioux Falls network which has 24 nodes, 76 links, 
and 12 origin-destination pairs. The results showed that the SDUE assignment seems 
to be favourable to the DDUE assignment because the former gave rise to a much 
smoother flow pattern and took less computation time compared to the DDUE 
assignment. In particular, it was also shown that the developed dynamic assignment 
models can be useful to evaluate traffic management measures, considering that the 
resulting flows and costs patterns were reasonable when we increased the size of 
demand or closed some roads in the test network. 
9.2 CONCLUSIONS 
We can conclude the main research findings as follows. 
Firstly, in the dynamic assignment model, it is important to adopt plausible link 
performance functions, because some candidates do not maintain all of the FIFO 
discipline, flow propagation, and causality. For example, the whole link-based outflow 
model can give rise to results which violate FIFO discipline and causality in some 
cases, whereas the deterministic queuing model and flow propagation-based whole 
link models maintain these requirements satisfactorily. 
Secondly, it is plausible to formulate the dynamic assignment problem in the form of 
variational inequality rather than a mathematical programme, because the 
latter cannot 
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accommodate the case where the link cost function is non-separable and asymmetric. 
A link cost in dynamic assignment can be affected not only by flows at the current 
time, but also by those at previous times. This means that the link cost function 
becomes non-separable and asymmetric in dynamic assignment, and this feature 
cannot be considered in a formulation based on the mathematical programme. 
Thirdly, the F-W algorithm which has been used widely to solve dynamic traffic 
assignment problems can be relatively inefficient and inconvenient because we can no 
longer update link flows by taking a linear combination of the current and auxiliary 
flow patterns. If we update link flow patterns in this way, the resulting link flow 
pattern does not necessarily respect correct flow propagation, and consequently we 
cannot evaluate an objective function properly either. Alternatively, we can update 
fink flows by performing additional network loading with the updated route flow 
pattern, but this method seems to be expensive to apply to general networks because 
we need to perform network loading whenever we change move size at the line search 
step in the F-W algorithm. 
Fourth, the new solution algorithm, which was developed in this study, can solve the 
deterministic dynamic assignment problem efficiently compared to the F-W algorithm. 
This results from that the new algorithm solve the problem in terms of route flows and 
that it does not need an objective function evaluation. In other words, with the new 
solution algorithm, we can maintain flow propagation intrinsically without additional 
network loading and at the same time we can save computation time for the 
evaluation of an objective function. Furthermore, the application to example networks 
including a medium size network shows that the new algorithm gives rise to high 
quality solutions. 
Fifth, the triangularisation method which was developed in this study to solve the 
DDUE assignment model works properly. This means that we do not have to fix 
flows at the previous iteration for all time increments as we do in diagonalisation 
method, but we can fix them as the ones at the current iteration until the present time 
so that only future costs are calculated using the flows in the previous 
iteration. 
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Sixth, we can find a SDUE assignment solution for general networks based on links 
rather than routes while maintaining flow propagation. For this purpose, we can use 
an efficient dynamic stochastic network loading method called a DYNASTOCH 
algorithm which allows us to update link choice probabilities rather than fink flows at 
the line search step in the descent feasible direction algorithm. 
Seventh, the quadratic interpolation method performs better than other move size 
decision methods such as the MSA and the pure network loading method in both 
stochastic static and stochastic dynamic user equilibrium assignments. In other words, 
we can solve both stochastic assignments with the quadratic interpolation method 
using fewer network loadings and with less computation time compared to other 
methods. In particular, it has been shown that two quadratic interpolation methods, 
method A and method B, which were developed in this study, perform better than 
Maher and Hughes's (1997) counterpart in the stochastic static user equilibrium 
assignment. 
Finally, the result of the dynamic assignment can be different according to how we 
associate costs and flows in the time increment. The application of both predictive and 
reactive cost-flow associations to example networks shows that only the predictive 
assigm-nent is plausible in that the resulting flow pattern is stable and smooth 
irrespective of the size of time increment, particularly in the deterministic dynamic 
assignment. However, in the case of a logit-based stochastic dynamic assignment, it 
seems to be satisfactory to associate costs and flows in a reactive way, once we take 
the appropriate value for the dispersion parameter, but this reactive assignment can 
give rise to unfavourable flow patterns as the value of the dispersion parameter 
increases. 
9.3 SUGGESTIONS FOR FURTHER STUDIES 
The following three points might be addressed in future studies. 
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Firstly, it is necessary to model how travellers will choose departure times as well as 
routes within dynamic assignment models. This modelling is particularly important to 
describe network conditions during peak periods because we can consider schedule 
delays (Hendrickson and Kocur, 1981). Thus, this approach has already been taken 
for dynamic assignments in several studies, such as Friesz at al (1993) and Addison 
and Heydecker (1999). However, this approach has not yet been satisfactorily applied 
to general road networks. 
Secondly, we need to consider better route choice models in the SDUE assignment, 
because the conventional logit model, which was adopted in this study, has the 
intrinsic problem of independence of irrelevant alternatives (11A). As an alternative, 
we can consider Cascetta et al's (1996) C-logit model which can overcome this IIA 
property as we discussed in Section 4.3. 
Thirdly, it would be worthwhile to apply other link performance functions to dynamic 
assignment models. For example, we can adopt a flow propagation based whole link 
model. This is another plausible link performance function along with the 
deterministic queuing model that can maintain all the requirements for dynamic traffic 
modelling. 
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APPENDIX 1 LIST OF MAJOR NOTATION 
A1.1 NOTATIONS FOR STATIC ASSIGNMENT MODEL 
D demand feasible flow pattern 
Q, capacity of link a 
q 
od demands for origin-destination pair od 
Rod route set for origin-destination pair od 
Ca travel cost on using link a 
CP travel cost using route p 
the minimum cost to travel from origin o to destination d 
Cod 
0" free-flow travel time for link a 
ea cuffent flows on hnk a 
Ya auxifiary flows on link a 
fp flows on route 
0 dispersion parameter in the logit model 
Pk route choice probability for route k 
p(j, j) link choice probability for link (i, 
a(i, j) link likelihood for link (i, j) in the STOCH algorithm 
w(i, j) link weight for link (i, j) 
in the STOCH algorithm 
zo value of an objective function z(. ) when X=0 
Z, value of an objective function z(. ) when X=1 
go gradient of an objective function z(. ) when X=0 
91 gradient of an objective function z(. ) when X=1 
Xn move size in the line search step (or transfer rate of flows) 
Pa root mean square statistics which denotes the difference between two flow 
pattems 
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A1.2 ADDITIONAL NOTATIONS FOR DYNAMIC ASSIGNMENT MODEL 
At the size of time increment 
c,, (t) travel cost on using link a at time t 
T. (t) exit time from link a by entering it at time t 
Cp (t) travel cost on using route p at time t 
Cod W the minimum cost travel from origin o to destination d 
L,, (t) queue length on link a at time t 
x,, (t) the number of vehicles on link a at time t 
e,, (t) current inflows on link a at time t 
auxiliary inflows on fink a at time t 
outflows from link a at time t 
fp (t) inflow to route p at time t 
hp (t) outflows route p at time t 
ýt P 
(t) assignment proportion for route p at time t 
Pk(t) route choice probability for route k at time t 
a(i, j) W 
link likelihood for link (i. j) at time t in the DYNASTOCH algorithm 
w(,. j) (t) 
link weights for link (i. j) at time t in the DYNASTOCH algorithm 
zo (t) value of an objective function z(. ) when X=0 at time t 
z, (t) value of an objective function z(-) when X=1 at time t 
go (t) gradient of an objective function z(. ) when X=0 at time t 
g, (t) gradient of an objective function z(. ) when X=1 at time t 
V(t) move size in the line search step (or transfer rate of flows) at time t 
the measure of disequilibrium 
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APPENDIX 2 INTERPOLATION 
A2.1 INTERPOLATION FOR A MOVE SIZE 
A2.1.1 Proof of the equations for finding X by quadratic interpolation 
Let us assume that the objective function, z(X) follows a quadratic equation as: 
z(X) = a(k - X*)' +b 
Then, the gradient of z(X) becomes: 
g(x) - 
dz(X) 
"': 2a(X - X*) A 
Let us represent zo , z, , go, g, as: 
z. = z(0) = aÄ 
*2 
+b 
z, = z(1) = a(1 - 
Ä* )2 +b=a 
X*2 
- 2aÄ* +a +b 
go= g(O) = -2aX* 
g, = g(l) = 2a(l - X* 
Then, we can define the optimal X*, which minimises z(X) with these values: 
A. using go, g, 
-go + g, = 2aX* - 2aX 
* +2a = 2a 
-go- 
-90 + g, 
using zo, zi, go 
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2aÄ* -a 
2aX* = -go 
go* 
2X 
go 
=z -Z +90 
2X* 0 
go 
2(zo - z, +go) 
C. using zo, zl, g, 
2aÄ* -a 
91 
2(1 - Ä» 
zo - Z, -9. 
i- 
91 
1- Ä* 2(1 - 
g, +2zo -2z, 
2(zo - z, + gl) 
A2.1.2 Proof of the equation for finding X by cubic interpolation 
Let us assume that the objective function z(X) follows a quadratic equation : 
z(X) = A' +W+ cX +d 
g(x) = 
dz 
= 3aX* + 2bX +c A 
Then, we can represent zo, z, 9 go, g, as 
follows: 
zo = z(O) =d 
z(1) =a+b+c+d 
go = 
198 
g, =3a + 2b 
Also, we can represent a, b, c, d with zo, zj, go, g, as: 
Z, -zo -go =a +b 
2b= g, -3a- go 
2a + 2b = 2(z, - zo - go) 
2a - 3a + g, - go = 2(z, - zo - go) 
a= g, -go -2(z, -zo -go)= 2zo -2z, +go +g, 
b=-zo +z, -go -(2zo -2z, +go +gl)=-3zo +3z, -2go -g, 
go 
zo 
The oPtimal X* is found when 
k) 
=0 A 
or 
dz(X) 
= (6zo - 6z, + 3go + 3g, 
)X2 + 2(-3zo + 3z, - 2go - gl)X + go =0 A 
. *. 
2: 
ý -B Ago -B + 
ýBý 
- Aýgo (.. - Ä* 
where, 
A A 
A= 6zo - 6z, + 3go + 3g, 
B= -3zo + 3z, - 2go - g, 
A2.2 CALCULATION OF OUTFLOWS IN DISCRETE TIME 
Assume that we can draw vehicle trajectories in a link for a certain time increment 
[s, s+ As) as Figure A- 1. Then, we may come across the discrete times tný tn+l ..., etc., 
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which lies between arrival time r(s) and r(s+ As). Here we shows how we can 
calculate outflow rates at these discrete time. Note that for the sake of simplicity we 
suppress the subscript a which denotes a link. 
Figure A-1 Vehicle trajectory in a link 
(distance) 
'r (S) 
tn tn+l 
r (s As) 
S Cr On s+ As (time) 
Firstly, we can calculate cumulative outflows G(t,, ) at time t,, as: 
G(tn )=G(, r(s))+k)(t T(S)) 9n- 
where, g(. ) denotes outflow rate during [, r (s), t,, and 
is assumed to equal the outflow 
rate during [, r (s)j (s + As)). Then, we can calculate 
^ (-) as: 9 
^(-) G(r 
(s + As)) - G(, u (s)) (A. 2) 
9 
'r (s + As) -'r (S) 
Therefore, we can rewrite (A. 1) using flow propagation (5.16) as: 
G(tn )= E(s) + 
E(s + As) - E(s) (tn -'r (S» 
(A. 3) 
,Z (s + As) -, r (s) 
So, we can calculate outflow rate g(tj at each discrete time t,, as: 
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g(tn 
G(tn+l )-G(tn 
At 
(A. 4) 
Although we can calculate outflow rates from a certain link at each discrete time 
using (A. 3) and (A. 4), we need to calculate each outflow from various routes which 
constitute a link from the link outflow in order to perform network loading. For each 
instant t, this can be calculated using the following equation (A. 5) which is proved by 
Kuwahara and Akamatsu (1997): 
hp (r (t)) 
- 
fp (t) 
for Vp which uses link a ga (T (0) ea (t) 
(A. 5) 
According to the equation (A. 5), we can calculate the route outflow which uses link a 
at discrete time tn as: 
hp (tn )f p 
((3 (tn 
for Vp which satisfy 8P a ga (tn ) ea (ý7 (tn 
(A. 6) 
where cy (t,, ) is the entering time to a link in order to exit at time t,, and is decided as 
fonows. 
Firstly, find k* which satisfies u (t,, - kAt) :! ý t,, by increasing k from 1. 
Let Cy = tn - k* At, then we can obtaina 
(tn) from interpolation as: 
CY (A. 7) CY(tn CY + 
tn -'r0) 
At 
T(c^T + At) -, r(C^Y) 
We can also calculate ea 
(Cý (tn )) or fp ((3 (tn)) during ICY (tn )9 Cy (tn )+ At) as: 
e,, (cr (t,, e,, [a (t,, )] ([cy (t,, )] + As - cr (t,, + e,, [a (t, )+ As] (a (t,, )- [a (t, (A. 8 a) 
fp (cr (t,, fp lcr (t,, A Ga (t, A+ As - (Y (t. +f [CY (t, )+ AS] ((y (t" )- [cy (t" 
(A. 8b) 
p 
where, [x] denotes the integer part of number x 
Note that At should be less than travel cost c(t), otherwise we cannot calculate 
outflow rate after entrance time s +As properly (see for example, Kuwahara and 
Akamatsu, 1997). In this respect, they suggested that At should be less than the 
minimum link travel cost as: 
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At:! ý min 
a 
A2.3 CALCULATION OF LINK WEIGHT IN DISCRETE TIME 
(A. 9) 
When we perform DYNASTOCH algorithm in Section 7.3, we need to calculate link 
weight w.,, (t+c,, (t))at time t+c,, (t). We can calculate this by interpolation as 
follows after suppressing subscript a: 
W(t + C(t)) = W([t + C(t)]) +t+ 
c(t) - [t + C(01 jw([t + C(t)] + At) - W([t + C(t)])) 
(A. 10) 
At 
where [x] is the greatest integer that does not exceed x. 
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APPENDIX 3A BACK-TRACK ALGORITHM 
We define the following notations to explain back-track algorithm to enumerate 
reasonable routes in the sense of Dial (197 1): 
p: route number 
m: a link which connects node i to j 
FSL (n): the first link starting from node n 
NSL (m): the next link of link m (NSL (m)=-1, if m is the final link starting 
from node i) 
BL (n): a back link of node n 
P=O 
n=o (origin) 
m=FSL(n) 
BL(n)=-l 
Do 
and C* <C andCQd) < Cý C(i , 0) U 0) Q 
<C d) U d) and m 
Yes 
No 
Yes 
n=j m=-l No 
SL(i) 
Yes No 
mI 
j=d (destination) m=BL(n) 
ým 
=ýN SL (i) 
L 
Xles No 
-Y - BL(n)=m BL ýno m n=i Pback track 
0 
P=P+l m=FSL(n) m=NSL(n) 
k--n 
Do 
store BL(n) for route p 
m=BL(k) 
_k=i While R#o) 
n=i /*back track 
m=NSL(i) 
While (n#o or m#-1) 
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APPENDIX 4 SIOUX FALLS NETWORK DATA 
A4.1 NETWORK SPECIFICATION (source: Suwansirikul et al 1987) 
link A-node B-node free flow 
travel 
time (hr) 
capacity 
(1000veh 
/hr) 
a link A_node B_node free flow 
travel 
time (hr) 
capacity 
(1 000veh 
/hr) 
(x 
1 1 2 0.06 25.9002 0.15 39 13 24 0.04 5.0913 0.15 
2 1 3 0.04 23.4035 0.15 40 14 11 0.04 4.8765 0.15 
3 2 1 0.06 25.9002 0.15 41 14 15 0.05 5.1275 0.15 
4 2 6 0.05 4.9582 0.15 42 14 23 0.04 4.9248 0.15 
5 3 1 0.04 23.4035 0.15 43 15 10 0.06 13.512 0.15 
6 3 4 0.04 17.1105 0.15 44 15 14 0.05 5.1275 0.15 
7 3 12 0.04 23.4035 0.15 45 15 19 0.04 15.6508 0.15 
8 4 3 0.04 17.1105 0.15 46 15 22 0.04 10.315 0.15 
9 4 5 0.02 17.7828 0.15 47 16 8 0.05 5.0458 0.15 
10 4 11 0.06 4.9088 0.15 48 16 10 0.05 5.1335 0.15 
11 5 4 0.02 17.7828 0.15 49 16 17 0.02 5.2299 0.15 
12 5 6 0.04 4.948 0.15 50 16 18 0.03 19.6799 0.15 
13 5 9 0.05 10 0.15 51 17 10 0.08 4.9935 0.15 
14 6 2 0.05 4.9582 0.15 52 17 16 0.02 5.2299 0.15 
15 6 5 0.04 4.948 0.15 53 17 19 0.02 4.824 0.15 
16 6 8 0.02 4.8986 0.15 54 18 7 0.02 23.4035 0.15 
17 7 8 0.03 7.8418 0.15 55 18 16 0.03 19.6799 0.15 
18 7 18 0.02 23.4035 0.15 56 18 20 0.04 23.4035 0.15 
19 8 6 0.02 4.8986 0.15 57 19 15 0.04 15.6508 0.15 
20 8 7 0.03 7.8418 0.15 58 19 17 0.02 4.824 0.15 
21 8 9 0.1 5.0502 0.15 59 19 20 0.04 5.0026 0.15 
22 8 16 0.05 5.0458 0.15 60 20 18 0.04 23.4035 0.15 
23 9 5 0.05 10 0.15 61 20 19 0.04 5.0026 0.15 
24 9 8 0.1 5.0502 0.15 62 20 21 0.06 5.0599 0.15 
25 9 10 0.03 13-9158 0.15 63 20 22 0.05 5.0757 0.15 
26 10 9 0.03 13.9158 0.15 64 21 20 0.06 5.0599 0.15 
27 10 11 0.05 10 0.15 65 21 22 0.02 5.2299 0.15 
28 10 15 0.06 13.512 0.15 66 21 24 0.03 4.8854 0.15 
29 10 16 0.05 5.1335 0.15 67 22 15 0.04 10.315 0.15 
30 10 17 0.08 4.9935 0.15 68 22 20 0.05 5.0757 0.15 
31 11 4 0.06 4.9088 0.15 69 22 21 0.02 5.2299 0.15 
32 11 10 0.05 10 0.15 70 22 23 0.04 5 0.15 
33 11 12 0.06 4.9088 0.15 71 23 14 0.04 4.9248 0.15 
34 11 14 0.04 4.8765 0.15 72 23 22 0.04 5 0.15 
35 12 3 0.04 23.4035 0.15 73 23 24 0.02 5.0785 0.15 
36 12 11 0.06 4.9088 0.15 74 24 13 0.04 5.0913 0.15 
37 12 13 0.03 25.9002 0.15 75 24 21 0.03 4.8854 0.15 
38 13 12 0.03 25.9002 0.15 76 24 23 0.02 5.0785 0.15 
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