We define a switch function to be a function from an interval to {1, −1} with a finite number of sign changes. (Special cases are the Walsh functions.) By a topological argument, we prove that, given n real-valued functions,
Introduction
In this paper, we provide a positive answer to the first (existence) part of a question raised by one of us [5, end of Sec. 4] and also an answer to the second (computation) part of the question in some special cases. Definition 1. Given a real interval [a, b], we call σ : [a, b] → {1, −1} a switch function. We call the points at which it changes sign its switch points and sometimes refer to its sign changes as its switches.
The functions studied by Walsh in [8] , are examples of switch functions. 
and we say that σ and f are orthogonal if f, σ = 0.
The following questions were posed in [5, p. 543] : Under what circumstances does a switch function with at most n switches exist that is orthogonal to n given functions, and how can such a function be computed?
To begin, we consider what class of functions to pair with switch functions. The most obvious choice would be continuous functions, but we can do a little better than that. We need functions for which the inner products with switch functions are well defined. For such a function, f , there exists a switch function, σ (essentially sgn f ) such that f σ = |f |, and hence
which is the L 1 norm of f , is finite. Indeed, this is the supremum of inner products of f with switch functions. So, we should require f ∈ L 1 [a, b] . (Functions will always be R-valued, unless otherwise specified.)
Because switch functions are paired with L 1 functions, it is natural to treat the switch functions as a subset of the predual of L 1 [a, b] , which is L ∞ [a, b] with the weak Definition 4. Denote x = (x 1 , . . . , x n ) ∈ R n . For any n ∈ N, the standard n-simplex is ∆ n def = {x ∈ R n | 0 ≤ x 1 ≤ x 2 ≤ · · · ≤ x n ≤ 1}. for any 0 ≤ m ≤ n, and Σ n (x)(1) = (−1)
n . In this way,
Remark. D n ∂D n ⊂ L ∞ [0, 1] is the set of switch functions with precisely n switches that take the value +1 for all small enough t ∈ [0, 1]. ∂D n = D n−1 ∪ (−D n−1 ) ⊂ L ∞ [0, 1] is the set of switch functions with at most n − 1 switches.
With these definitions, we can formulate the main questions more precisely. Question 1. Given n functions, f 1 , . . . , f n ∈ L ∞ [0, 1] (or equivalently, an n-dimensional subspace) does there exist σ ∈ D n such that f i , σ = 0 for i = 1, . . . , n? Can such a σ be computed? Is it unique? Theorem 3.4 will show that σ does always exist. In the later sections, we will compute it for some classes of functions.
Given a single function, f ∈ L 1 [0, 1], it is clear that there exists σ ∈ D 1 orthogonal to f , because if we set
then F is continuous and so there exists at least one x 1 such that F (x 1 ) = 1 2 F (1). This serves as the switch point, so σ = Σ 1 (x 1 ) (and −Σ 1 (x 1 )) is a switch function orthogonal to f . This is a special case of the Intermediate Value Theorem, so Theorem 3.4 can be seen as a generalization of the Intermediate Value Theorem.
Given n functions, f i , i = 1, . . . , n, with integrals F i , Σ n (x) is an orthogonal switch function if 0 ≤ x 1 ≤ x 2 ≤ · · · ≤ x n ≤ 1 and
for 1 ≤ i ≤ n.
Two Switches
When n = 2, the equations (3) specialise to 
Note that a + φ(a) = 1. If F 2 (a) is 1 2 F 2 (1) then we only need one switch point. Otherwise, the equation
errs by excess or deficit at x = 0 and the opposite at x = a, and therefore, by continuity, there must be a value, x = x 1 for which it holds, whereupon we may take the switch points to be x 1 and
, we may, if we wish, think that there is a second switch point at x = 0 or at x = 1.)
This argument permits an extension. Given an integer k ≥ 3 we can define φ by
We put a 0 = 0, a k = 1 (= a k−1 + φ(a k−1 )) and look at the integrals of f 2 over the intervals [a j−1 , a j ]. Either these are all equal to F 2 (1)/k (in which case (6) below holds with x equal to any of the a j , j = 1, . . . , k − 1) or there exists an adjacent pair of such integrals, one in excess and the other deficit, and so there exists an x such that Thus we may solve the simultaneous equations
We then have that for any λ of form
where k ∈ N, and for any pair of functions
for i = 1, 2. In other words, σ − λ is orthogonal to each f i . This suggests a more general question.
Can such a σ be computed? Is it unique?
For now, we return to Question 1 (i.e., λ = 0) for n = 2. We can drop the assumption that one of the two functions, f 1 , f 2 , is positive with the following topological argument which, in the sequel, we will generalize to the case of n functions.
Recall that the simplex ∆ 2 is just the triangle in R 2 with vertices (0, 0), (0, 1), and (1, 1); this is homeomorphic to the closed unit disc, B 2 . The map Σ 2 : ∆ 2 → D 2 is almost injective. Regarded as an element of L ∞ [0, 1], a function that switches twice at the same point is the same as a function that doesn't switch at all, so
but any other switch function in D 2 comes from a unique point in ∆
2 . This means that D 2 is topologically the quotient of ∆ 2 by its hypotenuse, the edge from (0, 0) to (1, 1) . This is also homomorphic to B 2 . The upper edge of ∆ 2 is the set {(x, 1) | x ∈ [0, 1]}. For 0 < x < 1, Σ 2 (x, 1) is the switch function with a single switch point at x and equal to +1 on [0, x). At the ends, this reduces to the constant functions Σ 2 (0, 1) = −1 and Σ 2 (1, 1) = +1 with no switch points.
The vertical edge of ∆ 2 is the set
is the switch function with a single switch point at x but equal to −1 on [0, x).
When x ∈ ∆ 2 is in the interior, Σ 2 (x) is the unique switch function in D 2 with switch points x 1 and x 2 . When x ∈ ∆ 2 is on the boundary, Σ 2 (x) has one (or no) switch point, and there is another function in D 2 with the same switch point. To be precise, Σ 2 (0, x) = −Σ 2 (x, 1).
Analogously, any point z ∈ S 1 ⊂ B 2 , on the unit circle, which is the boundary of the unit disc, has an antipodal point −z ∈ S 1 . In fact, we will see that there exists a (not unique) homeomorphism ϕ 2 :
, we now consider the map, Ψ :
This is continuous, by definition of the weak * topology, and for σ ∈ ∂D 2 , Ψ(−σ) = −Ψ(σ). Precomposing Ψ with the homeomorphism, ϕ 2 : B 2 → D 2 we thus have a continuous map Ψ • ϕ 2 : B 2 → R 2 that maps antipodal points to antipodal points. Two simple examples are provided by (a) f 1 (x) = 1, f 2 (x) = x and (b) f 1 (x) = cos πx, f 2 (x) = sin πx. For both of these examples, it is not difficult to compute the map Ψ and to verify that Ψ is a homeomorphism onto its image. (See Lem. 2.1.)
In fact, as indicated in Figure 2 (a), in the first example, the range is the region bounded by the curves x → (y 1 (x), y 2 (x)) and x → (−y 1 (x), −y 2 (x)) where
is the image of the point (0, x) on the vertical edge of the triangle, ∆ 2 , pictured in Figure 1 .
Similarly, in our second example, the range of Ψ is the disc bounded by the circle of radius 2/π centred on the origin. The image of the point (0, x) along the vertical edge of ∆ 2 is
on the left semicircle. Likewise, the image of the point (x, 1) on the horizontal edge of ∆ 2 is (−y 1 (x), −y 2 (x)) on the right semicircle.
Lemma 2.1. There exists a homeomorphism ϕ 2 :
Proof. For case (b) above, the Jacobian determinant of Ψ Of course, this is far from unique.
Proof. This condition is equivalent to Ψ(σ) = (0, 0). Suppose that no such σ exists.
Any map from S 1 to R 2 {(0, 0)} has a well-defined, homotopy-invariant winding number (around the origin). For s ∈ [0, 1], define α s :
Because α 0 has image a single point, its winding number is 0. Because α s is continuous in s, each α s must have the same winding number: 0.
On the other hand, α 1 respects antipodes in the sense that α 1 (−z) = −α 1 (z) for any z ∈ S 1 . This implies that α 1 has an odd winding number. This is a contradiction.
This proof used the homeomorphism ϕ 2 : B 2 → D 2 . For general n, it is clear that ∆ n ∼ = B n , and Σ n : ∆ n → D n is a homeomorphism on the interior, so that D n can be constructed as a quotient of ∆ n by identifications along the boundary. But, although it seems to us likely that D n is homeomorphic to the n-ball B n , it seems to become increasingly difficult to prove this as n increases and we have not been able to prove it for general n.
However, it turns out that homeomorphism is not really necessary for this proof. The proof of Proposition 2.2 uses algebraic topology, and algebraic topology invariants are not just homeomorphism invariant, they are homotopy invariant [7] . So, we really only needed ϕ 2 to be a homotopy equivalence ϕ 2 : (B 2 , S 1 ) → (D 2 , ∂D 2 ) that respects antipodes. Generalizing this will lead to our main existence result, Theorem 3.4.
Returning to Question 2, despite the above result for λ of form 1 − 2/k, existence does not always hold. In fact, if we make the definition: Definition 7. Let F n be the set of λ in the interval (−1, 1) such that for some
Proof. For k = 1, 2, 3, . . . and m = 1, 2, . . . , k, let
Consider the two functions, f 1 (t) = 1 and f 2 (t) = (4k + 1)π 2 cos 4k + 1 2 πt . These have been chosen so that 
By the first condition,
Therefore, for this choice of λ and functions, there does not exist any
Clearly, the set
is dense in the interval [−1, 1], and therefore F 2 is as well.
On the other hand, existence and uniqueness do hold in Examples (a) and (b) above in the case n = 2: In each of these examples, the line: ). In both of these examples, Ψ is a homeomorphism to its image -and thus injective. Injectivity implies uniqueness of the switch function. Figure 3 shows the image of Ψ in the k = 1 case in the proof of Proposition 2.3, i.e., f 1 (t) = 1 and
In this case, Ψ is far from injective. It twists and folds D 2 . The image is not star shaped, and the dashed line segment is not entirely contained in the image. In particular, the point (− ) is outside of the image and this shows that these functions give a counterexample for Question 2 with λ = − 3 5 . Note that in contrast to Figures 2a and 2b, the image Ψ(D 2 ) is not invariant under the antipodal map, but in all cases the image of the boundary, Ψ(∂D 2 ) is invariant.
Finally, our topological proof of Proposition 2.2 is no help to actually computing the desired switch function, but we will discuss examples below in which the switch function can be computed explicitly.
An Existence Theorem
We will now provide a positive answer to the existence part of Question 1.
Proof. Recall that weak * continuity means precisely that if
is composed with the pairing with any f ∈ L 1 [0, 1], then the result is continuous. Firstly, observe that
which is manifestly continuous.
Note that Σ n is injective, except on the subset
is a homeomorphism.
Proof. It is easy to see that this is a bijection. We just need to check that the inverse is continuous by showing that the image of an open set is open. It is sufficient to check this for an arbitrarily small neighborhood of any point. For any y ∈ ∆ n and ε > 0,
is an open neighborhood of y.
Suppose that y ∈ ∆ n ∂∆ n , i.e., y m < y m+1 for m = 0, . . . , n. If ε > 0 and
where This argument must be modified slightly to extend to any y ∈ ∆ n K n . If y 1 = 0 then we use the set σ ∈ D n χ [0,ε] , σ < ε in the first place, and don't require y 1 − y 0 ≥ 2ε. If y n = 1 then we use
in the last place, and don't require y n+1 − y n ≥ 2ε.
Definition 8. B n ⊂ R n is the closed unit ball. S n−1 ⊂ B n is the unit sphere.
Lemma 3.3. For all n ≥ 0, there exists a homotopy equivalence ϕ n : (B n , S n−1 ) → (D n , ∂D n ), such that for any z ∈ S n−1 ,
Proof. We will prove this by induction. The base cases n = 0 and n = 1 follow immediately if we define the maps by ϕ 0 (0) = +1 and
Now, let n ≥ 2 and suppose that the proposition is true up to n − 1. Note that ∂D n = D n−1 ∪ (−D n−1 ) and the intersection is precisely ∂D n−1 . Define a map ψ n : S n−1 → ∂D n by
for z ∈ B n−1 . This is well defined, because for z ∈ S n−2 , eq. (12) shows that the + and − formulae agree.
The induction hypothesis that ϕ n−1 : (B n , S n−1 ) → (D n , ∂D n ) is a homotopy equivalence implies that ψ n : S n−1 → ∂D n is a homotopy equivalence. Note that K n ⊂ ∂∆ n is the union of a proper subset of closed faces. It is therefore compact and contractable. The image Σ n (K n ) = D n−2 is compact. By the induction hypothesis, this is homotopic to B n−2 , so it is also contractable. By Lemma 3.2, Σ n gives a homeomorphism from the quotient
. Because K n and D n−2 are contractable (and using the exact sequence) this is equivalent to an isomorphism H n−1 (∂∆ n ) → H n−1 (∂D n ). Now, since ∂∆ n ∼ = S n−1 and we have shown that ∂D n S n−1 , this is equivalent to a map between n − 1 dimensional spheres. Such maps are classified up to homotopy by their action on H n−1 , therefore Σ n : ∂∆ n → ∂D n is a homotopy equivalence. Because Σ n : ∆ n → D n is a homeomorphism on the interior, D n can be constructed by attaching an n-cell to ∂D n by Σ n : ∂∆ n → ∂D n . That is, D n is homeomorphic to the quotient of the disjoint union ∆ n ∪ ∂D n by the equivalence relation generated by x ∼ Σ n (x) for all x ∈ ∂∆ n . Because this attaching map is a homotopy equivalence, this proves that there is a homotopy equivalence (D n , ∂D n ) (B n , S n−1 ). Finally, we want to choose a specific homotopy equivalence ϕ n : (B n , S n−1 ) → (D n , ∂D n ) whose restriction to S n−1 is the ψ n constructed above. This is equivalent to a homotopy rel S n−2 between ϕ n−1 and the map defined by −ϕ n−1 (−z). This exists because (B n , S n−1 ) is (n − 1)-connected.
. We need to prove that 0 is in the image of Φ. We will prove this by contradiction, so suppose that Φ(B n ) ⊂ R n * , where R n * is the set of nonzero vectors. Because B n is contractible, Φ : S n−1 → R n * is homotopic to a constant map. This means that π • Φ :
On the other hand, for z ∈ S n−1 , Φ(−z) = −Φ(z). This is the hypothesis of Theorem 3 in [10] , which states that the degree of π • Φ : S n−1 → S n−1 must then be odd. This is a contradiction, therefore for some z ∈ B n ,
is the desired function.
The Polynomial Case
Now, we return to the more general Question 2 but in the specific example where the n functions are 1, x, x 2 , . . . , x n−1 (or any other linearly independent set of linear combinations of these functions). For this example, we will show existence and uniqueness and also compute the switch function.
For any λ ∈ (−1, 1), we wish to find a switch function, σ, with no more than n switch points, such that 0 = p, σ − λ for any polynomial, p, of degree ≤ n − 1. Note that if σ = Σ n (x), then this condition is equivalent to the system of equations,
in which θ = (1 + (−1) n−1 λ)/2 ∈ (0, 1). We first give a simple, explicit solution to the computation part of Question 1 (the case θ = Proposition 4.1.
is a solution of eq. (13) for θ = 1 2
for any polynomial, p, of degree ≤ n − 1.
Proof. First notice that for k ∈ Z,
because, for k + n is even, we have
Re i tan kπ 2n + 2 = 0.
Next, by the binomial theorem,
and by putting t = 0, π 2 in this identity, we see that
We need to compute
By the first identity, this equals
which verifies eq. (13) in this case.
For Question 2 (general θ) our strategy is to compute a polynomial whose roots are x 1 , . . . , x n .
Preliminary remarks
It is helpful to consider first how one can solve the system of equations
which resemble equations (13) except that, in place of the alternating signs, all the signs are positive. To do this, we may seek an order-n polynomial, P (x) such that ξ 1 . . . ξ n solve (14) if and only if they are its roots. We can assume that this is monic, so that
Definition 9. For any polynomial, Q, of degree m the reciprocal polynomial is
so that the coefficients of Q * are those of Q in reverse order.
We use this notation throughout this section. With this notation, and using the Taylor expansion of the natural logarithm,
where
Equations (14) state that s k = θ for k = 1, . . . , n, so
Because P * is a polynomial of degree n, it is clear that the O(x n+1 ) term in the last line must actually vanish. So P (x) is determined uniquely to be
and we may conclude that (14) has a solution (ξ 1 , . . . ξ n ) -unique up to permutations -consisting of the roots of this P (x).
Construction
To adapt the method explained above to Equations (13) we must deal with the alternating signs.
Lemma 4.2. Suppose that 0 < θ < 1 and
Proof. Define x 0 = 0, x n+1 = 1, and δ n+1 = −1. Note that eqs. (16) mean precisely that for any polynomial, D, of degree ≤ n − 1,
For some polynomial D (of any degree) and a set T ⊂ {1, . . . , n}, consider the sum
Starting from T = {1, . . . , n}, we can simplify this set in two ways without changing the sum:
•
nothing to the sum).
• If i, j ∈ T with x i = x j and δ i = δ j then remove i and j from T (because the i and j terms cancel).
Apply these steps iteratively until we have a set T such that for all i, j ∈ T , x i = 0 and x i = x j =⇒ δ i = δ j , and
Now consider 2 possible cases. Case 1: x j = δ j = 1 for some j ∈ T . Assume without loss of generality that that is n ∈ T . For each consecutive i, j ∈ T such that x i < x j and δ i = δ j , choose a number in the open interval (x i , x j ). Construct a polynomial D with these numbers as its (simple) roots and choose the overall sign so that D(1) > 0. In this way, we have
Case 2: Otherwise. For each consecutive i, j ∈ T ∪ {n + 1} such that x i < x j and δ i = δ j , choose a number in the open interval (x i , x j ). Construct a polynomial D with these numbers as its (simple) roots and choose the overall sign so that D(1) < 0. In this way, we have δ i D(x i ) > 0 for all i ∈ T ∪ {n + 1}, so
In either case, if deg D ≤ n − 1, then the last expression is 0, which is a contradiction. Therefore deg D = n, but this requires T = {1, . . . , n}, with x i < x i+1 and δ i = δ i+1 for all i = 1, . . . , n.
This is equivalent to:
Corollary 4.3. If 0 < θ < 1, and
such that ξ i , η i ∈ [0, 1] for all i, then m = n 2 and the sets of ξ i 's and η i 's interleave in the sense that if they are labelled in increasing order then
We will also need a generalization of these results later for the proof of Theorem 5.1: Corollary 4.4. The same result applies if we replace the condition 1 ≤ k ≤ n in (16) and (17) by the condition that k − 1 ∈ I for some I ⊂ N of size |I| = n.
Proof. All we need to generalize the proof is to show that for any m ≤ n − 1 positive real numbers, there exists a polynomial D, of degree m, whose exponents are all in I, and whose positive roots are simple and are precisely the given numbers.
To construct such a polynomial, consider an arbitrary monic polynomial that uses the first m + 1 numbers in I as its exponents. The condition on the roots gives a system of linear equations for the m undetermined coefficients. This has a unique solution, because of the linear independence of different powers of x. Descartes' rule of signs shows that the number of positive roots of D is at most the number of sign changes in the coefficients of D, which is at most m; therefore there can be no other positive roots.
In view of Corollary 4.3, the problem of finding solutions to eqs. (13) that satisfy the condition 0 ≤ x 1 ≤ x 2 ≤ · · · ≤ x n ≤ 1 is immediately solved once one finds a solution to the equations (17) Lemma 4.5. Let P + and P − be monic polynomials of degrees n − m and m. The roots of P + and P − will be a solution to eqs. (17) if and only if
(We remark that P + * (x) and P − * (x) are what are called Padé approximants [1] 
Proof. Write the factorizations of these polynomials as
Generalizing our preliminary example, this means that
. On the other hand,
. . , n (which is eqs. (17)) if and only if eq. (19) holds.
Definition 10. .
In each case x 1 , x 3 , . . . are the roots of the first polynomial.
Proof. Consider the case n = 2m. By Lemma 4.5 and Corollary 4.3, it is sufficient to show that P ± (x) = P m (x, ±θ) satisfy eq. (19) and have all of their roots between 0 and 1.
From eq. (20) we see that
which is a hypergeometric function, P * m (x, θ) = 2 F 1 (−m, −m − θ; −2m; x). In this case, the power series terminates at the m'th term, so that albeit c = −2m is a negative integer, the denominators do not vanish.
The roots of the polynomial (23) all lie in (1, ∞) ; the roots of the reciprocal polynomial, P m (x, θ), are the reciprocals of these, and hence, as required, lie in (0, 1). We refer to [2, Theorem 2.3 (iii)] in which the parameter k is seen to be 0. To cope with P * m (x, −θ), we employ [2, Theorem 2.3 (ii)] (see also [3] ) when the parameter again denoted by k equals m to see that all roots lie in (0, 1).
In general, the hypergeometric function
satisfies the Gauss differential equation
which is a Gauss equation with parameters −m + θ, −m, −2m. The indicial equation for (25) has roots 0, 1+2m. Since P * m (x, θ) is a polynomial and 0 < θ < 1, W does not involve logarithms and has an infinite, convergent power series expansion comprising two parts: P * m (x, −θ) and then a series whose first term involves x 2m+1 . We refer to [9, p. 286 ] to find that, with a suitable constant c m (θ), we have The odd n case is similar and is left to the reader.
Another way of expressing this is that
and so on. Although this formula gives the value 0 at some points, it still defines a switch function within L ∞ [0, 1]. For example, let n = 5, θ = 1/3. From (21) and (22),
Therefore, x 1 . = .0422244245, x 2 . = .2838895075, x 3 . = .4518343712, x 4 . = .7827771591, x 5 . = .9050412043.
Uniqueness
We now answer the uniqueness part of Questions 1 and 2 in this polynomial case.
Theorem 4.7. For λ ∈ (−1, 1) and n ∈ N, the switch function σ described in Theorem 4.6 is the unique σ ∈ D n such that 0 = p, σ − λ for any polynomial p of degree ≤ n − 1.
Proof. We need to show that for θ ∈ (0, 1), the solution of eqs. (13) with x ∈ ∆ n is unique. Any solution determines polynomials P ± satisfying eq. (19), and the polynomials determine an ordered solution uniquely. It is therefore sufficient to show uniqueness for the solution of eq. (19).
To prove the uniquess of P ± , write
Cross multiplying in (19) and equating coefficients of powers of −x up to (−x) n , we easily find that (19) is equivalent to the block matrix equation
where I is the (n − m) × (n − m) identity matrix, 0 the m × (n − m) zero matrix, A, B, and C are the (n − m) × 1, m × 1, and n × 1 matrices
is the coefficient of (−x) i in the binomial expansion, (15) of (1 − x) θ ; T is the (n − m) × m matrix, given, when n = 2m, by 
and, when n = 2m + 1, by
while (both when n is even and when n is odd) K is the m × m matrix,
Clearly, the determinant of the 2 × 2 block matrix in (26) is (−1) m det K. We show in the appendix (Propositions A.1 and A.2) that this is never zero for θ ∈ (0, 1). So the matrix equation (26) has a unique solution and therefore the polynomials, P + and P − are determined uniquely by eq. (19).
The reader may wonder why we proved existence by verifying that the polynomials given in the statement of Theorem 4.6 satisfy (13) rather than by deriving these polynomials from those equations, and they may further wonder how we came to know that these were the right polynomials to try. To address these questions, we remark that in principle it must, of course, be possible to solve (26) and thereby derive the explicit formulae (20) for P m (x, θ) and P m (x, −θ) in the case n is even and (21) and (22) for Q m+1 (x, θ) and R m (x, θ) in the case n is odd, for P + and P − , as given in the statement of Theorem 4.6. However, in practice, such a direct derivation of eqs. (20), (21), and (22) seems difficult. It is possible, though, to solve them for small n and thereby to be able to guess the form of these polynomials for all n. Alternatively, one can guess them after directly solving the equation (13) for small n and this is what we did.
The Even Polynomial Case
Now we consider Question 2 for the functions 1, x 2 , x 4 , . . . , x 2n−2 . We will show existence by computing the switch function, and we shall prove its uniqueness.
Recall that the degree n Jacobi polynomial [4] for parameters θ and −θ is
This polynomial has n distinct (non-zero) roots, ζ i on (−1, 1), being one of a sequence of orthogonal polynomials on this interval.
Theorem 5.1. Let n ∈ N, −1 ≤ λ ≤ 1, and again θ = (1 + (−1) n−1 λ)/2. A switch function σ ∈ D n satisfying 0 = p, σ − λ for any even polynomial, p, of degree ≤ 2n − 2 is given by σ = Σ n (x), where x i = |ζ i |, and ζ i are the roots of the Jacobi polynomial J n (θ, −θ; x) ordered by absolute value.
Proof. Note that if σ = Σ n (x), then this condition on σ is equivalent to the system of equations,
Consider the system of equations
for 1 ≤ k ≤ n. This is the same as eq. (29), but without negative signs. Because the exponents are all odd, this is equivalent to
If We can easily adapt the method explained in the preliminary remarks to see that {ζ 1 , ζ 2 , . . . , ζ n } will be a solution to eqs. (30) if and only if these are the roots of an order n polynomial, P , such that
Equation (31) is equivalent to requiring that (1 − x) −θ P * (x) is an even function of x up to and including order x 2n . Now let P (x) = J n (θ, θ; x). We need to show that for 0 < θ < 1,
is even up to order x 2n . We first notice that the Jacobi polynomial, P (x) = J n (θ, −θ; x) satisfies the differential equation
(32), we deduce that the reciprocal polynomial, P * , satisfies
and G satisfies
This is a hypergeometric equation with independent variable x 2 and parameters a = (θ − n)/2, b = (θ − n + 1)/2 and c = −n + 1 2 . Therefore [9] G may be written in the form
in which C is a constant. We refer to [9, p. 299, Ex. 18] as in the proof of Theorem 4.6. We see from (33) that G(x) is indeed even to order x 2n . Since the roots of J n (θ, −θ; x) are in the interval (−1, 1), we may conclude that when their absolute values are labelled in increasing order, they will solve eqs. (29) and be the switch points for the desired switch function.
For example, let n = 5, θ = 1/3 as before. The Jacobi polynomial in (28) is 
Uniqueness
Theorem 5.2. For all n ∈ N and −1 < λ < 1, the switch function σ ∈ D n such that σ − λ is orthogonal to all even polynomials of degree ≤ 2n − 2 is unique.
Proof. Uniqueness of σ means uniqueness of the switch points. The roots of P are ζ i = (−1) n−i x i , therefore the monic polynomial P is uniquely determined by the switch points. It is therefore sufficient to show that P is uniquely determined by eq. (31).
Write P * (x) = 1 + a 1 x + a 2 x 2 + . . . a n x n and expand (1 − x) −θ P * (x). We require the coefficients of odd powers of x up to x 2n−1 to vanish. This is equivalent to the matrix equation:
where, when n is even, B, A, and V are the n × n, n × 1 and n × 1 matrices
and when n is odd, B, A, and V take the form
. . .
We show in the appendix (Prop. A.3) that det B never vanishes for θ ∈ (0, 1) whereupon the matrix equation (34) will have a unique solution and therefore there will be a unique polynomial P that determines σ.
Sines
Consider the functions f k (t) = sin kπ 2 t for k = 1, . . . , n. The problem of finding switch functions in this case reduces to the polynomial problem by a simple change of variables.
Recall that the Chebyshev polynomial T k is a degree k polynomial satisfying
Suppose that σ is a switch function satisfying 0 = f k , σ − λ . The change of variables s = cos π 2 t gives T k (s) = cos kπ 2 t, and so
Now, T k is of degree k − 1, and these form a basis of polynomials. Therefore, the switch function s → σ(
satisfies our problem for polynomials of degree up to n − 1. Note, however, that the order of positive and negative values has been reversed. So, suppose that (x, 1, . . . , x n ) is the solution for the polynomial problem with parameter (−1) n λ, and let y j = 2 π cos −1 x n+1−j . The corresponding switch functions are related by Σ n (y)(t) = (−1) n Σ n (x)(cos
so y is a solution the the sine problem with parameter λ.
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A Appendix
In this appendix, we show that the determinants det K (K as in eq. (27)) and det B (B as in eqs. (35), (36)) never vanish for θ ∈ (0, 1). In fact, in order to show this, we evaluate them in full. We evaluate det K separately for n even and for n odd.
Proposition A.1. For n = 2m, the determinant of the matrix in eq. (27) is
Proof. For n = 2m,
. . . Carrying on like this, we find that det K is proportional to
To determine the constant of proportionality, note that if θ = m, then K is an upper triangular matrix with 1's on the diagonal, and hence det K = 1. This gives eq. (37). Alternatively, this is a special case of Theorem 1 of [6] (paraphrased below as Thm. A.4). It corresponds to N = m and the set of integers L = {m + 1, m + 2, m + 3, ..., 2m}.
Proposition A.2. For n = 2m + 1, the determinant of the matrix in eq. (27) is
has degree m 2 +m. The rows are divisible by
, so det K has a factor In either case, det K is manifestly never zero for θ ∈ (0, 1).
Proposition A.3. For the matrix B of (35), (36),
which clearly does not vanish for θ ∈ (0, 1).
One of us (RRH) and Philip Keningley will show in a forthcoming paper [6] that one can evaluate a more general class of determinants, including det B. The following statement is a paraphrase of Theorem 1 of [6] . (t − h)
Now,
The numerator can be written as To give a more self-contained proof of Proposition A.3, we will rely on the following lemma. 
where, in particular, we notice that for i = m and j < m, the right hand side is zero; and second, for any m ≥ 1,
It is not difficult to see that these sets of equations follow from the well-known binomial identities (see e.g. https://proofwiki.org/wiki/Properties_of_Binomial_ Coefficients) For example, for r ≥ 5, the first of these identities in the case n = 3 entails equation (44) both when m = r − 1, i = 2 and j = 1 and also when m = r − 1, i = 3 and j = 3.
for any n ≥ 4 (so thatB andD are at least 3 × 3 matrices) if a = 3 and c = 2, then q = 4 and, as b increases from 1 to 3, (r, s) ranges over the set {(2, 0), (1, 2), (0, 4)}.
To fix the overall constant in (40), we notice that, for θ = n − 1,D ab is the (n − 1) × (n − 1) matrix with ab component . Moreover this has bottom row 0 0 . . . 0 1 and so, by expanding along its bottom row, its determinant is the same as the determinant of the (n − 2) × (n − 2) matrix with the same formula for its ab'th element. By Lemma A.5, this has determinant 2 (n−1)(n−2)/2 . Thus det B = 2 (n−1)(n−2)/2 θ n 2 n−2
which is easily seen to be an alternative way of expressing eq. (40).
