In a wide variety of engineering applications, the mathematical model cannot be fully identified. Therefore, one would like to construct robust operators (filters, classifiers, controllers, etc) that perform optimally relative to incomplete knowledge. Improving model identification through determining unknown parameters can enhance the performance of robust operators. One would like to perform the experiment that provides the most information relative to the engineering objective. In this paper we present an experimental design framework for parameter estimation in signal processing when the random process model is in the form of canonical expansions. The proposed experimental design is based on the concept of the mean objective cost of uncertainty (MOCU), which quantifies model uncertainty by taking into account the performance degradation of the designed operator owing to the presence of uncertainty. We provide the general framework for experimental design in the context of canonical expansions and solve it for two major signal processing problems: optimal linear filtering and signal detection.
Introduction
The standard optimization approach to operator design is to construct a mathematical model and then find an operator in a class of feasible operators that minimizes a cost function relative to an objective, such as filtering. The basic paradigm assumes a known model; however, often one is uncertain as to the true model. In the presence of uncertainty, the aim is to find an operator that behaves well relative to an uncertainty class of models assumed to contain the true model. The designed operator is robust in the sense that its performance is acceptable across the uncertainty class. To mitigate the uncertainty and thereby find a better operator, experiments are required to determine unknown model parameters. These can be both resource and time demanding -for instance, in engineering new materials, communication systems, or drugs, whose design may require mathematical models involving covariance matrices, regression models, graphical models, or other parameterized mathematical structures. Thus, it behooves the scientist or engineer to choose the most beneficial experiment to perform, that is, the one providing the value of the model parameter whose uncertainty is the most responsible for the loss of performance in the designed operator. In signal processing, the design of robust operators goes back to the 1970s, with the goal being to design a linear filter in the presence of an uncertain covariance structure. Early work focused on minimax robustness, the aim being to find a filter exhibiting the best worst-case performance [1] [2] [3] [4] [5] . Minimax robustness suffers from being overly influenced by models possessing negligible likelihood because it does not take into account the probability mass over the uncertainty class. This problem has been addressed in a Bayesian framework by assuming a distribution over the uncertainty class and finding an operator with the best expected performance [6] [7] [8] [9] [10] [11] [12] .
Focusing on the Bayesian setting, model uncertainty negatively impacts operator performance relative to the true model; however, model uncertainty in itself, such as entropy, is not of prime importance. What matters is the extent to which the uncertainty results in the loss of operator performance. In this paper, we utilize the mean objective cost of uncertainty (MOCU) to quantify uncertainty [13] . MOCU quantifies the expected performance degradation of the designed operator owing to the presence of uncertainty.
The paper addresses the following general experimental design problem: given a set of potential experiments, each of which can determine an unknown parameter in the model, find an experiment that results in the minimum expected remaining MOCU. This experiment should be the one conducted first. We have previously addressed this problem as it relates to gene regulatory networks, where the network topology is incomplete owing to missing parameters, with the objective of optimally reducing the undesirable (pathological) steady-state mass of the system, and the aim is to find an experiment to maximally reduce the MOCU [14] . In another biological application, MOCU-based experimental design has been used to reduce uncertainty in interaction-based networks, the aim being drug intervention to alter dynamical trajectories [15] . Design of materials is analogous to drug design in that molecular structure is altered to improve performance and there is uncertainty in the physical equations. MOCU-based experimental design can be used in materials engineering to find experiments that optimally reduce that uncertainty relative to the performance objective [16] .
Considering (Ω, E, P ) as a probability space, let X(t) : Ω → C be a random process indexed by time index t ∈ T , being a mapping from the sample space Ω to the set of complex numbers C. Herein we address optimal parameter determination in the framework of random processes represented as canonical expansions. Many problems in engineering and physical science involve random processes, and these can often be more readily solved with the process being expressed as a white noise expansion [17] . Specifically, an integral canonical expansion of X(t) takes the following integral functional representation formed from a class of deterministic functions x(t, ξ) (ξ ∈ Ξ), being called the coordinate functions,
where µ X (t) is the mean of X(t) and Z(ξ) is white noise over Ξ [18] . Uncertainty relating to parameters in the expansion affects operator objective via the expansion. Hence, optimal experimental design can be approached in terms of the expansion. In this paper, we consider optimal experimental design for two fundamental signal processing applications of canonical expansions: optimal linear filtering and signal detection. We should emphasize that when we speak of model, we mean the random process model not a predetermined operational model defined by the user. In this regard, we use the term model uncertainty to refer to the uncertainty in the model characterizing underlying random processes. The remainder of the paper is organized as follows. In Section 2, we introduce the general framework for the proposed experimental design. In Section 3, we apply the experimental design framework for the general case of robust filtering in the context of canonical expansions. We adopt the experimental design method to Wiener filtering in Section 4. Section 5 applies experimental design for signal detection. Concluding remarks are provided in Section 6.
Optimal Experimental Design
We consider an uncertainty class of joint random process models Θ, characterizing the involved random processes parameterized by θ = {θ 1 , ..., θ k } ∈ Θ under the assumption that the true model is given by some specific value of θ. The likelihoods of the parameter vectors of the involved random processes are governed by a distribution π(θ), which from a Bayesian perspective can be viewed as a prior distribution. There is a class Ψ of operators such that for each operator ψ ∈ Ψ, if ψ is applied to the model with parameter θ, there is an associated cost C θ (ψ). An optimal operator ψ(θ) for model θ minimizes the cost of ψ(θ) over ψ ∈ Ψ. In the presence of uncertainty, the goal is to find an operator that minimizes the expected cost across the uncertainty class:
where the expectation is taken relative to π(θ) and ψ Θ IBR is known as an intrinsically Bayesian robust (IBR) operator [11, 19] .
If new observed data are obtained and π(θ) is updated to a posterior distribution π * (θ) and the expectation is taken with respect to π * (θ), the robust operator is known as an optimal Bayesian robust (OBR) operator [20] . Our interest is performing experiments that will best update the prior distribution relative to an uncertaintybased cost function. Since this can be done iteratively, in which case each derived posterior is a prior for the next experiment, we simply refer to the prior π(θ) and IBR operators.
The objective cost of uncertainty (OCU) relative to model θ is the difference between the performance of the optimal and IBR operators:
The expectation of the OCU relative to π(θ) is called the mean objective cost of uncertainty (MOCU):
MOCU measures the objective cost of uncertainty relative to the class of operators Ψ and the probability distribution π(θ) [13] . MOCU can be used to design experiments that optimally reduce the pertinent uncertainty present in the model. Assume that there are k experiments T 1 , ..., T k , where conducting experiment T i exactly determines the value of the uncertain parameter θ i , i.e., experimental design assumes that we can directly study model parameter or else estimate it from a large amount of data. Optimal experimental design addresses the issue of which experiment should be conducted first.
If the outcome of experiment T i is θ i , then we define the remaining MOCU when θ i = θ i as
where the expectation is relative to the conditional distribution π(θ|θ i = θ i ), model (θ|θ i = θ i ) is obtained by assigning θ i = θ i in the model with the uncertainty vector θ, and the reduced uncertainty class Θ|(θ i = θ i ) contains all models in the uncertainty class resulting from setting θ i = θ i . Now we take the expectation with respect to the marginal distribution function π( θ i ), which is simply π(θ i ) under the change of notation, to find the expected remaining MOCU given that parameter θ i is determined:
The experiment T i * resulting in the minimum expected remaining MOCU should be conducted first:
where θ i * is called the primary parameter. The expression for the primary parameter reduces to
where the second equality follows from the law of total expectation and the third equality is due to the independence of the second term inside the optimization expression from the variable of optimization.
Experimental Design for IBR Filtering in the Context of Canonical Expansions
This section briefly reviews IBR filtering in the framework of canonical expansions [19] and then introduces experimental design in this framework. In the next section, we apply the general integral-canonical theory to Wiener filtering.
Canonical Expansions
Referring to the integral canonical expansion in (1), the covariance function of continuous white noise process Z(ξ) is the generalized function K Z (ξ, ξ ) = I(ξ)δ(ξ − ξ ), where I(ξ) is the intensity of the white noise, δ(ξ) is the Dirac delta function, and the theory of integral representation is interpreted in the generalized sense. The random process X(t) has covariance function
and
is the crosscovariance between X(t) and Z(ξ). Integral canonical expansions are formed via a kernel a(t, ξ) by defining
Three conditions are necessary and sufficient for a canonical expansion to result [17, 18] . For simplicity (while not affecting the theory in any consequential manner), we will assume µ X (t) = 0 and replace the covariance K X by the autocorrelation R X without loss of generality.
Classical Linear Filtering
Following [17, 18] , optimal linear filtering can be addressed in the framework of canonical expansions. For the signal model with zeromean complex-valued random processes (X(t), Y (s)), a linear filter takes the form
to estimate the underlying random process Y (s) from the observed process X(t). Optimization involves finding a weighting function g(s, t) to minimize the mean-square error (MSE) as the cost function,
If G is a linear function space on T and, for any g(s, t) ∈ G, the stochastic integral of (11) gives a random variable having a finite second moment, then g(s, t) yields the optimal linear estimator of Y (s) based on X(t) if and only if it satisfies the Wiener-Hopf equation,
If an optimal filter exists, then using an integral canonical expansion for X(t), it can be shown via the Wiener-Hopf equation that the optimal weighting function g(s, t) is:
and the optimal linear estimator of Y (s) is given by
where
The MSE is given by
IBR Linear Filtering
Filter error and optimality often depend on only certain characteristics, a characteristic being a deterministic function derived from the random processes composing the model. For instance, the minimum MSE (MMSE) linear filter depends on only second-order moments and in the wide-sense stationary setting can be represented via power spectra. It has been demonstrated how an IBR filter can be expressed in a similar closed-form as a model-specific optimal filter with the original characteristics replaced by effective characteristics [19] . In the case of optimally linear filtering wide-sense stationary processes, the power spectra are replaced by effective power spectra. We will not discuss the theory of effective characteristics; however, we will use the terminology as it applies to Wiener filtering and the concept should be clear from the context. Consider designing an IBR linear filter for an uncertainty class of joint random processes {X θ , Y θ }, θ ∈ Θ, and suppose that the estimation is made at time s using observations at t ∈ T . Let
for all s ∈ S and t, u ∈ T . It is straightforward to show that R Θ,X (t, u) is a valid autocorrelation function, R Θ,Y (s, s) is a valid autocorrelation at s, and R Θ,Y X (s, t) is a valid cross-correlation at s and all t ∈ T . All previous equations for linear filtering hold except that all characteristics are replaced by the effective characteristics R Θ,Y , R Θ,X , R Θ,Y X , to derive IBR filtering. The three necessary and sufficient conditions alluded to previously have corresponding conditions in the IBR setting [19] . If they hold and the Wiener-Hopf equation is satisfied for the effective characteristics, then the IBR filter is given by
] and the intensity of the white noise is given by
The optimal average MSE obtained by the IBR filter can be computed using (16) and replacing R Y (s, s) and R Y Z (s, ξ) with effective characteristics R Θ,Y (s, s) and R Θ,Y Z (s, ξ), respectively:
Experimental Design
The uncertain parameter θ i * to determine first (the primary parameter) is found by substituting (19) into (8):
where R Θ|θi= θi,Y Z and R Θ|θi= θi,X can be found by taking the conditional expectation given θ i = θ i and I Θ|θi= θi (ξ) is obtained using (18) with R Θ,X replaced by R Θ|θi= θi,X . We refer to the value being maximized in (20) as the experimental design value and denote it by D(θ i ).
We illustrate (20) with a discrete example. A discrete canonical representation takes the form
The integral canonical theory holds for the discrete canonical representation with integral representations replaced by summations and the white-noise intensity I(ξ) is replaced by the variance of Z l [18] . Consider the following signal-plus-noise model parameterized by
where N θ2 (t) is a white noise process with intensity σ 2 θ2 ; θ 1 parameterizes some feature of Y (t), such as phase, amplitude, frequency, etc.; and θ 1 and θ 2 are statistically independent. The effective autocorrelation satisfies
Since the noise is uncorrelated,
and x Θ l (t) be the eigenvalues and eigenfunctions of R Θ,Y , respectively. Substituting (24) in (18) and keeping in mind that as we use a discrete canonical expansion, the integral over ξ is replaced by a summation and a l (t) = x l (t), we can find I Θ l , the discrete form of I Θ (ξ), as follows:
where the third equality results because x Θ l (t ) is an eigenfunction of R Θ,Y (t, t ) and the set of eigenfunctions {x Θ l (t)} forms an orthonormal system on T . Moreover,
where λ θ l and x θ l (t) are the eigenvalues and eigenfunctions of R Y θ , respectively. Using (17) and substituting (25) and (26), the IBR filter is given by
and the expected MSE is
These results extend those in [19] , where in the signal-plus-noise model the signal Y is not uncertain, so that the model of 23 reduces to X θ (t) = Y (t) + N θ (t), which has only a single uncertain parameter, the result being a simplified form for ψ Θ IBR (X θ )(s) and there being no experimental design issue.
In the present setting, according to (20) , to determine which parameter, θ 1 or θ 2 , should be determined first, we should compare
and:
If D(θ 1 ) > D(θ 2 ), then θ 1 is primary; otherwise, θ 2 is primary.
Wiener Filtering
Consider the classical certain situation when processes X(t) and Y (s) are jointly wide-sense stationary (WSS). Let r X (τ ), r Y (τ ) and S X (ω), S Y (ω) denote the autocorrelation functions and power spectral densities for X(t) and Y (t), respectively. The crosscorrelation function is denoted by r Y X (τ ), with Fourier transform S Y X (ω). For WSS processes, we can use exponential kernel functions, a(t, ω) = e jωt , and the integral canonical expansion becomes
where the intensity function of Z(ω) is I(ω) = 2πS X (ω). To find the Wiener filter in the spectral domain, (13) under the WSS condition and after applying the Fourier transform becomes
The MSE of the Wiener filter is
(33) With uncertainty, the effective power spectra are
is found by substituting S Θ,X (ω) and S Θ,Y X (ω) in (32) [19] . Incorporating the WSS condition in (15) and using the exponential kernel function a(u, ω) = e jωu , we can see that
Since r Y Z (s − ω) 2 = S Y X (ω) 2 , substitution into (20) with the corresponding notation changes gives the primary parameter:
, and we have deleted 2π in the denominator of the second line because it does not affect the arg max.
Blurring and Additive Noise
Consider a linear model with a parameter θ, where the signal Y θ is convolved with a random process h θ plus a noise process N θ ,
where for fixed θ we assume h θ , Y θ , and N θ are all uncorrelated random processes, and Y θ and N θ are both zero-mean WSS processes. For fixed θ, the Wiener filter is
where E h denotes expectation relative to the distribution of h and H θ (ω) denotes the Fourier transform of h θ (τ ). for different k
Assuming that R h θ (ν, υ) and R Y θ (u, v) are uncorrelated relative to Θ for any ν, υ, u, v, the following relations are proven in [19] : (i) the effective autocorrelation is
where E Θ,h = E Θ E h is the total expectation over both the randomness of h θ and θ; and (iii) the effective power spectra are
Hence, substituting (40) and (41) in the IBR form of (32), the IBR Wiener filter is given by
We next consider experimental design for two models involving blurring and additive noise.
Gaussian Blurring and
), the power spectral density for the noise process N (n) is σ 2 n , and the model for the underlying signal process is Y (n) = 2ku(n) − ku(n + 1), where u(n) ∼ N (0, 1). Suppose that θ = (σ 2 h , σ 2 n ) is unknown and we want to find out which parameter, σ 2 h or σ 2 n , should be determined first in the following discrete convolution signal observation model:
The prior distribution function for θ is π(θ) = π(σ 
where S Y (ω) can be found using realizations for Y (n). Similarly, the design value according to (35) for σ
The primary parameter is chosen according to Fig. 1 shows the difference between the experimental design values computed for σ 2 n and σ 2 h using equations (45) and (44), respectively, for different values of k, which sets the amplitude of the process Y (n). In the figure, when the difference is negative, meaning that D(σ 2 h ) < D(σ 2 n ), the curve is shown in blue and otherwise it is shown in red. When the signal has low amplitude, σ 2 n is primary, but as k gets larger, the blurring parameter σ 2 h becomes primary. This makes sense because we know that, whereas for low-amplitude processes the additive noise is more important, for high-amplitude signals the blurring function plays a major role in signal reconstruction. Fig. 2 shows the performance of the IBR Wiener filter designed after determining each uncertain parameter σ for the parameters. When the first experiment is done, we put the true value of the determined parameter in the signal observation model. Then, using the updated signal observation model, which has fewer unknown parameters, the primary parameter among the remaining unknown parameters is found. The procedure is repeated until all parameters are determined.
To evaluate the performance of the selected experiment at each step, after performing the experiment and incorporating the value of the corresponding parameter in the model (46), we find the IBR Wiener filter for the new uncertainty class and calculate its MSE relative to the assumed underlying true model. For simulations, we assume nominal intervals for the uncertain parameters as we had considered for the single experiment case and report the average MSE over 10,000 different assumed true models. Figure 4 shows the average MSE after conducting different numbers of experiments both when they are chosen randomly and when they are based on experimental design. According to the figure, experimental design achieves much faster decrease in average MSE than random selection. Note that both curves in the figure begin from the same point and reach the same point because initially no experiment has been done and at the end all experiments have been assume the signal observation model
n ] is unknown, our aim is to determine that which parameter should be determined first. We use (35) for each parameter and find the parameter having the maximum experimental design value.
) is found using (44), where S Y (ω) is replaced by S Θ|σ 2 h ,Y (ω), which, on account of the independence of A and fc from σ 2 h , is given by
assuming that interchanging the Fourier transform and expectation is justified. We use (45) to calculate D(σ 2 n ), where S Θ|σ 2 n ,Y (ω) is similarly found by using (47). For the amplitude,
Finally,
where similarly to (49), we can see that
To analyze experimental-design performance, we assign intervals to the uncertain parameters as follows: σ (45), (44), (48), and (50), respectively. For example, in Fig. 3 (a) , we consider the uncertainty interval of σ the interval is small, σ 2 h is primary, but as the interval gets larger, fc becomes primary. In Fig. 3 (d) , when the interval of fc is small, σ 2 h is primary, but for large uncertainty intervals of fc, the primary parameter is fc. Generally, we observe that for different intervals of uncertain parameters, the primary parameter is either frequency fc or the blurring function parameter σ 2 h . Now consider experimental-design performance when a sequence of experiments is conducted. For determining all unknown parameters in the signal observation model (46), four experiments are required. For the first experiment, we select the primary parameter using the prior distributions for the parameters. When the first experiment is done, we put the true value of the determined parameter in the signal observation model. Then, using the updated signal observation model, which has fewer unknown parameters, the primary parameter among the remaining unknown parameters is found. The procedure is repeated until all parameters are determined.
To evaluate the performance of the selected experiment at each step, after performing the experiment and incorporating the value of the corresponding parameter in the model (46), we find the IBR Wiener filter for the new uncertainty class and calculate its MSE relative to the assumed underlying true model. For simulations, we assume nominal intervals for the uncertain parameters as we had considered for the single experiment case and report the average MSE over 10,000 different assumed true models. Fig. 4 shows the average MSE after conducting different numbers of experiments both when they are chosen randomly and when they are based on experimental design. According to the figure, experimental design achieves much faster decrease in average MSE than random selection. Note that both curves in the figure begin from the same point and reach the same point because initially no experiment has been done and at the end all experiments have been done (and the true model is found regardless of the order of the experiments).
Signal Detection
This section treats signal detection via the Karhunen-Loève canonical expansion. We develop robust signal detection in the presence of uncertainty and show how experimental design can be applied in signal detection when canonical expansions are used. Here optimization will be relative to the criterion of Maximum A Posteriori (MAP) probability rather than MSE.
Signal Detection via Karhunen-Loève Expansion
The main concern of signal detection is to analyze a received signal and extract relevant information [21, 22] . In Gaussian signal detection, it is assumed that the processes are Gaussian. We consider an optimal signal detection algorithm under the MAP criterion [23, 24] in the framework of the Karhunen-Loève (KL) expansion [21] . The KL-expansion is a discrete canonical expansion in which the coefficients and coordinate functions are obtained based on the random process covariance function [18] . First we briefly review some essentials on how the signal is estimated via the MAP criterion as given in [21] . Then we compute the maximum logarithm of the posterior probability obtained by the MAP estimate and subsequently define and compute the MOCU for signal detection. We also show that the MAP estimate of the signal when the noise variance is unknown can be found in a similar manner as when the variance is known.
5.1.1
The Classical Theory: Following [21] (which can be consulted for more details) we outline basic results of the classical theory. Suppose signal X(t) has been received during the time interval [0, T ] and is of the form
where Y (t) is the signal, e[t, Y (t)] (a deterministic function of Y (t) and t) is the representative of the modulation scheme, and N (t) is Gaussian noise. Let R Y (t, τ ), with eigenfunctions u i (t) and eigenvalues λ i , be the autocorrelation function for Y (t); and R N (t, τ ), with eigenfunctions v i (t) and eigenvalues µ i , be the autocorrelation function for N (t). Also suppose that Y i and N i are the KL-expansion coefficients of Y (t) and N (t), respectively:
Utilizing the KL-expansion, the problem of estimating Y (t) reduces to estimating the corresponding KL coefficients
.., X M }, where X 1 , X 2 , ..., X M are the corresponding KL coefficients of X(t), and B 1:M = {B 1 , B 2 , ..., B M }, where
The MAP estimateŶ 1:M of Y 1:M iŝ
= arg max
Substituting (54) in the expression being maximized in (56) and then setting the partial derivative with respect to Y i equal to zero, the MAP estimateŶ i of Y i can be found aŝ
Note that although we consider a general modulation scheme in this paper, there can be simpler form for
for some modulation schemes. For example, for the amplitude modulation, e[t, Y (t)] = m(t)Y (t), m(t) being the modulation function, the aforementioned partial derivative becomes m(t) which is independent of the signal Y (t).
Substituting (57) in (52) and letting M → ∞, the MAP estimate of Y (t) iŝ
(58) This equation suggests that the following set of integral equations should be solved to find the optimal detector:
Generally there is no straightforward solution for solving (59) and (60); they have been solved only in some certain cases [23, 24] . For instance, in [23] they have been solved for unity amplitude modulation, e[t; Y (t)] = Y (t), uncorrelated noise samples, R N (t, τ ) = 2 n δ(t − τ ), and exponential form for the signal auto-correlation,
Although there might be no general analytical solution, one may build an analog detector simulating (59) and (60) and obtain the optimal estimation at the output of the detector [21] .
From now on to simplify the equations we assume that the noise samples are uncorrelated, R N (t, τ ) = 2 n δ(t − τ ), so that
For this case, the MAP estimateŶ (t) is obtained by solving the following integral equation:
To define MOCU for signal detection in the presence of uncertainty, we need to compute the maximum logarithm of posterior probability obtained byŶ i . Thus, we substitute the value found for Y i in (57) into the expression being maximized in (56). First we need to compute
We can further simplify (64) using the relation
If P N (t, τ ) takes the form as in (62), then (65) becomes
Substituting (66), (64) becomes
To compute the maximized value in (56), we also find
Using (67) and (68), the maximized value for (56) is . We desire to estimate the signal that has the maximum expected a posteriori probability with respect to the uncertainty class of noise variances. Keeping in mind that uncertainty only occurs in the noise, the optimization problem in (56) should be modified as follows:
where f θ X (X 1:M |Y 1:M ) is the conditional distribution with respect to θ, which can be computed by
Similar to (56),
Following similar calculations used to obtain (57), it can be shown thatŶ
Letting M → ∞,Ŷ Θ (t) can be found aŝ
The expectation is given by
Substituting (77) in (76) yieldŝ
Comparing (78) with (63) shows that finding the estimate with the maximum expected a posteriori probability when the noise variance is unknown reduces to finding the MAP estimate if the inverse of the noise variance is E Θ 1 2 θ
. In other words, we have shown that (70) can be solved in the same way that one may solve (55). Now using (75), we aim to find the maximum value of the expression being optimized in (74) as M → ∞. That is, we desire the value of the following expression as M → ∞:
For the first summand in (79), substituting (75) forŶ
In filtering the goal is to minimize an MSE but in signal detection the goal is to maximize the a posteriori probability. Therefore, while in (4) we deduct the performance function (cost function) of the model-specific optimal filter from that of the robust filter, in (87) we deduct the performance function (reward function) of the robust estimation from that of the model-specific optimal estimation to calculate MOCU.
For experimental design, the primary parameter θ i * is found in the spirit of (8):
i * = arg max i∈1,...,k
E θi E Θ|θi= θi ζ θ|θi= θi Ŷ Θ|θi= θi .
Note the change of arg min in (8) to arg max in (88) due to using a reward function instead of a cost function and the way that we have defined MOCU in signal detection. We can compute the inner expectation in (88) using (85) and replacing Θ and θ with Θ|θ i = θ i and θ|θ i = θ i , respectively. In summary, in analogy to the effective structure utilized for filtering uncertain canonical expansions, experimental design can be applied to signal detection in the presence of uncertainty utilizing the same calculational structure as in the certain case. If the optimal signal estimation can be found in the MAP sense, then the MAP estimate in the presence of uncertainty can be solved in exactly the same way. Thus, the experimental design framework can be used in a straightforward manner without having any concern regarding the calculations in the presence of uncertainty to find the robust MAP estimation or the calculations needed for the experimental design process. That having been said, it should be recognized that signal detection using the MAP criterion is not easy and remains an open research area.
Conclusion
In this paper, we have proposed a general methodology for objectivebased experimental design in the context of canonical expansions, in particular, for filtering and signal detection. The experimental design takes into account the effect of model uncertainty on the performance of the operator via the mean objective cost of uncertainty (MOCU). MOCU measures the expected performance difference (in a Bayesian setting) in the presence and absence of uncertainty. In the experimental design method, the parameter possessing the highest impact on the performance of the designed operator is determined first. The optimal objective-based experimental design problem has been addressed for Wiener filtering when some parameters of the observation model are unknown and for signal detection when the covariance matrix for the noise process is unknown. In some sense, Fig. 4 is emblematic of experimental design for the reduction of pertinent model uncertainty. Iteratively choosing the primary parameter can result in much faster performance improvement than random design. Indeed, one can achieve virtually fully optimal performance with a fraction of the number of experiments required to determine the true model [16] , which is extremely important in applications where experiments are expensive. While attractive, the method is not without difficulty. First, one must understand the problem well enough to articulate the relevant model information and define an appropriate cost function, which may not be straightforward for applications historically treated in an ad hoc manner. Second, as the number of unknown parameters grows, computational costs can grow exponentially, thereby limiting the number of uncertain parameters and requiring model reduction [25] .
