We derive general bounds on the complexity of learning in the Statistical Query model and in the PAC model with classification noise. We do so by considering the problem of boosting the accuracy of weak learning algorithms which fall within the Statistical Query model. This new model was introduced by Kearns [12] to provide a general framework for efficient PAC learning in the presence of classification noise.
Introduction
We derive general bounds on the complexity of learning in the Statistical Query model and in the PAC model with classification noise. We do so by considering the problem of improving the accuracy of learning algorithms, and in particular we study the problem of "boosting" the accuracy of "weak" learning algorithms which fall within the recently introduced Statistical Query model. We show that it is possible to improve the accuracy of weak learning algorithms in the Statistical Query model to any arbitrary accuracy, and we derive a number of interesting consequences from this result.
Since Valiant's introduction of the Probably Approximately Correct model of learning [18] , PAC learning has proven to be an interesting and well studied model of machine learning. In an instance of PAC learning, a learner is given the task of determining a close approximation of an unknown (0, 1)-valued target function f from labelled examples of that function.
The learner is given access to an example oracle and accuracy and confidence parameters. When polled, the oracle draws an example according to a distribution D and returns the example along with its label according to f. The error rate of an hypothesis 0272-542W93 $03.00 0 1993 IEEE output by the learner is the probability that an example chosen according to D will be mislabelled by the hypothesis. The learner is required to output an hypothesis such that, with high confidence, the error rate of the hypothesis is less then the accuracy parameter. Two standard complexity measures studied in the PAC model are sample complexity and time complexity. Efficient PAC learning algorithms have been developed for many function classes [ 11, and PAC learning continues to be a popular model of machine learning.
The model of learning stated above is often referred to as strong learning since the learner could be required to output an arbitrarily accurate hypothesis depending on the accuracy parameter. A variant of strong learning called weak learning is identical except that there is no accuracy parameter, and the output hypothesis need only have error rate slightly less than 1/2 ( i . e . slightly better than random guessing). A fundamental and surprising result first shown by Schapire [15, 161 and later improved upon by Freund [6, 71 states that any algorithm which efficiently weakly learns can be transformed into an algorithm which efficiently strongly learns. These results have important consequences for PAC learning, including providing upper bounds on the time and sample complexities of strong learning.
One criticism of the PAC model is that the data presented to the learner is assumed to be noise-free. In fact, most of the standard PAC learning algorithms would fail if even a small number of the labelled examples given to the learning algorithm were "noisy". A popular noise model for both theoretical and experimental research is the classification noise model introduced by Angluin and Laird [2, 131. In this model, each example received by the learner is mislabelled randomly and independently with some fixed probability. While a limited number of efficient PAC algorithms have been developed which can tolerate classification noise [2, 9, 141 , no general framework for efficient learning' in the presence of classification noise was known until Kearns introduced the Statistical Query model [12] .
In the SQ model, the labelled example oracle of the standard PAC model is replaced by a statistics oracle. An SQ algorithm queries this new oracle for the values of various statistics on the distribution of labelled examples, and the oracle returns the requested statistics to within some specified tolerance. Upon gathering a sufficient number of statistics, the SQ algorithm returns an hypothesis of the desired accuracy. Since calls to the statistics oracle can be simulated Angluin and Laird [2] introduced a general framework for learning in the presence of classification noise. However, their methods do not yield computationally efficient algorithms in most cases.
with high probability by drawing a sufficiently large sample from the example oracle, one can view this new oracle as an intermediary which effectively limits the way in which a learning algorithm can make use of labelled examples. Two standard complexity measures of SQ algorithms are the maximum number of statistics required (query complexity) and the minimum tolerance required. The time and sample complexities of the simulation of an SQ algorithm in the PAC model are directly affected by these measures; therefore we would like to determine these measures as accurately as possible.
Kearns [12] has demonstrated two important properties of the SQ model which make it worthy of study.
First, he has shown that nearly every PAC learning algorithm can be cast within the SQ model, thus demonstrating that the SQ model is quite general and imposes a rather weak restriction on learning algorithms. Second, he has shown that calls to the statistics oracle can be efficiently simulated (with high probability) by a sufficiently large sample drawn from a classification noise oracle. An immediate consequence of these two properties is that nearly every efficient PAC learning algorithm can be transformed into one which tolerates arbitrary amounts of classification noise. While greatly expanding the class of functions known to be learnable in the presence of classification noise, Kearns' technique does not constitute a formal reduction from PAC learning to SQ learning. In fact such a reduction cannot exist since, while the class of parity functions is known to be PAC learnable [ll], Kearns has shown that this class is provably unlearnable in the SQ model. Kearns' technique for converting PAC algorithms to SQ algorithms consists of a few general rules, but each PAC algorithm must be examined in turn and converted to an SQ algorithm individually. Thus, one cannot derive general upper bounds on the complexity of SQ learning from upper bounds on the complexity of PAC learning, due to the dependence on the specific conversion of a PAC algorithm to an SQ algorithm. A consequence of this fact is that general upper bounds on the time and sample complexities of PAC learning in the presence of classification noise are not directly obtainable either.
We obtain bounds for SQ learning and PAC learning with classification noise by making use of the following result. We define weak SQ learning in a manner analogous to weak PAC learning, and we show that it is possible to boost the accuracy of weak SQ algorithms to obtain strong SQ algorithms. Thus, we show that weak SQ learning is equivalent to strong SQ learning. We use the technique of "boosting by majority" [7] which is nearly optimal in terms of its dependence on hypothesis accuracy.
In the SQ model, as in the PAC model, the boosting result allows us to derive upper bounds on many complexity measures of learning. Specifically, we derive simultaneous upper bounds with respect to t on the number of queries, O(log2:), the Vapnik-Chervonenkis dimension of the query space, O(1og : log log $), and the inverse of the minimum tolerance, O(:logi).
In addition, we show that these general upper bounds are nearly optimal by describing a class of learning problems for which we simultaneously lower bound the number of queries by 2 We also give bounds on the space complexity and hypothesis size. Our bound on the hypothesis size is independent of the noise rate, and by using a modest increase in sample size we achieve a space complexity that is also independent of the noise rate. The remainder of this paper is organized as follows.
In Section 2, we formally define the learning models of interest. 
Model Definitions
In this section, we formally define the relevant models of machine learning necessary for the exposition that follows. We begin by defining the weak and strong PAC learning models, followed by the classification noise model, and finally the statistical query model.
The Weak and Strong PAC Learning Models
In an instance of PAC learning, a learner is given the task of determining a close approximation of an unknown (0, 1)-valued target function from labelled examples of that function. The unknown target function f is assumed to be an element of a known function class F defined over an example space X . The example space X is typically either the Boolean hypercube ( 0 , l ) " or n-dimensional Euclidean space %". We use the parameter n to denote the common length of each
We assume that the examples are distributed according to some unknown probability distribution D on X . The learner is given access to a example oracle
returns a labelled example (z,1) where the example z E X is drawn randomly and independently according to the unknown distribution D , and the label 1 = f(z). We often refer to a sequence of labelled examples drawn from an example oracle as a sample.
The learning algorithm will draw a sample from E X ( f , D ) and eventually output an hypothesis h from some hypothesis class ' H defined over X . For any hypothesis h , the error rate of h is defined to be the distribution weight of those examples in X where h and f differ. By using the notation Pro[P(z)] to denote the distribution weight of examples in X which satisfy the predicate P, we may define error(h) = PrD[h(z) # f(z)]. We often think of ' H as a class of representations of functions in 3, and as such we define size(f) to be the size of the smallest representation in 31 of the target function f .
The learner's goal is to output, with probability at least 1 -6, an hypothesis h whose error rate is at As stated, this is often referred to as strong learning since the learner could be required to output an arbitrarily accurate hypothesis depending on the input parameter E. A variant of strong learning called weak learning is identical except that there is no error parameter E , and the output hypothesis need only have error rate slightly less than 1/2 ( i . e . error(h) 5 f -y = 4 -p(n,stze(f)) for some polynomial p ) . Since random guessing would produce an error rate of 1/2, one can view the output of a weak learning algorithm as an hypothesis whose error rate is slightly better than random guessing. We refer to the output of a weak learning algorithm as a weak hypothesis and the output of a strong learning algorithm as a strong hypothesis.
The Classification Noise Model
One criticism of the PAC model is that the data presented to the learner is required to be noise-free. with probability 1 -77 and ( x , -f ( x ) ) with probability 7, randomly and independently for each example drawn. Classification noise is intended to model the simplest type of "white noise" which can affect the labels. Despite the noise in the labelled examples, the learner's goal remains to output an hypothesis h , which with probability at least 1 -6, has error rate
While the learner does not typically know the exact value of the noise rate 77, the learner is given an upper bound 776 on the noise rate, 0 5 77 5 q b < 1/2, and the learner is said to be efficient if its running time is polynomial in the usual PAC learning parameters as well as 1 1-29b'
The Statistical Query Model
While a limited number of PAC algorithms have been developed which can tolerate arbitrary amounts of classification noise (up to the information-theoretic limit of 1/2) [2, 9, 141, no general framework for efficient learning in the presence of classification noise was known until Kearns We note that a call to STAT( f , D ) can easily be simulated (with probability at least 1 -6) by drawing a sufficiently large sample from E X ( f , 0 ) and outputting the fraction of labelled examples which satisfy x(z, f ( x ) ) as our estimate Px. The size of the sample required will be polynomial in 1 /~ and log1/6, and the simulation time will also be dependent on the time required to evaluate x . We formally define efficient learning in the Statistical Query model as follows (adapted from Kearns Since calls to the statistics oracle STAT( f , D) can be simulated (with high probability) by a sample drawn from the example oracle E X ( f , D ) , we can view the Statistical Query model as simply restricting the way in which learning algorithms can use labelled examples. Kearns has shown that this restriction is rather weak in that nearly every PAC algorithm can be cast in the SQ model. An important property of this model is that calls to the statistics oracle STAT( f , D ) can also be efficiently simulated (with high probability) by a sample drawn from a noisy example oracle E X 9 ( f , D).3 The size of the sample 3The statistics oracle can actually be simulated by a variety of "faulty" example oracles [3] .
required is polynomial in 1 /~, 1/(1-2qa) and log 1/6. While an efficient simulation of an SQ algorithm can be obtained by drawing a separate sample for each call to the statistics oracle, better bounds on the sample complexity of the simulation are obtained by drawing one large sample and estimating each statistical query using that single sample. If we let Q be the function space from which the learning algorithm selects its queries (the query space), then the size of the single sample required in this case is independent of the query complexity, but depends on the VC-dimension of Q (a standard complexity measure for a space of functions). Kearns has shown the following theorem on the sample size required for this simulation: We define weak SQ learning identically to strong SQ learning except that there is no error parameter c.
In this case the output hypothesis need only have error rate slightly less than 1/2, i.e. error(h) < ; -y = 4 -p(n,s:ze(,l) for some polynomial p. By showing that weak SQ learning algorithms can be "boosted" to strong SQ learning algorithms, we are able to bound the tolerance TO of strong SQ algorithms and limit the query space Q as well. We are then able to show an upper bound on the sample and time complexities of the noise-tolerant versions of converted PAC algorithms. These results are given in Sections 4, 5 and 6.
Boosting in the PAC model
Schapire and Freund use similar strategies for boosting weak learning algorithms into strong learning algorithms. They both create a strong hypothesis by combining many hypotheses obtained from the weak learning algorithm. The boosting mechanisms derive their power by presenting the different calls to the weak learning algorithm with modified versions of the original distribution over labelled examples.
Freund [6, 7] has developed two similar schemes (which we call Scheme 1 and Scheme 2) for boosting a weak learning algorithm into a strong learning algorithm. One is more efficient with respect to E while the other is more efficient with respect to y. Freund constructs a hybrid scheme more efficient than either Scheme 1 or Scheme 2 by combining these two methods in order to capitalize on the advantages of each. We first describe the two schemes separately and then show how to combine them.
Scheme 1 uses the weak learning algorithm to create a set of k.1 = & In f weak hypotheses and outputs the majority vote of these hypotheses as the strong hypothesis. The weak hypotheses are created by asking the weak learner to learn on various modified distributions. The distribution used to generate a given weak hypothesis is based on the performance of the previously generated weak hypotheses. Specifically, to create the (i+ l)at hypothesis, instead of the given example oracle E X ( f , D), the weak learner is provided a filtered example oracle E X ( f , Di+l) defined as follows: When k weak hypotheses are to be generated, the set of probabilities {a:} are fixed according to the following binomial distribution:
Draw a labelled example (2, f ( z ) ) from E X ( f , D ) .

Compute h l ( z ) ,..., h,(z).
Freund shows that the majority vote of h l , . . . , hkl will have error rate no more than c on D if each h; has error rate no more than 3 -y on D;.
One pitfall of this scheme is that the simulation of EX( f , D,+l) may need to draw many examples from E X ( f , D ) before one is output to the weak learner.
Let ti be the probability that an example drawn randomly from E X ( f , D ) passes through the probabilistic filter which defines E X ( f , Di+l). Freund The boosting algorithm's time and sample complexity dependence on y is e( l/y2) while its dependence on E is G (~/ E~) . Scheme 2 is very similar to Scheme 1. The weak learner is again called many times to provide weak hypotheses on filtered distributions. This method uses k2 = 2k1 = In weak hypotheses, while the filtered oracle remains the same. The main difference is the observation that if ti < m, then we may simply use a "fair coin" in place of hi+l and still be guaranteed that the final majority of k2 hypotheses has error rate less than E .~ The boosting algorithm tests to see if ti is below this new threshold. If so, a "fair coin" is used as the ( i + l)'* weak hypothesis, and the algorithm proceeds to find a weak hypothesis on the next distribution. The boosting algorithm's time and sample complexity dependence on E is O( l /~) while its dependence on 7 is b ( l / y 3 ) .
The improvement on the two boosting schemes is realized by using each in the "boosting range" for which it is most efficient. The first method is more efficient in l/7 while the second is more efficient in 1 /~. We therefore use the first to boost from !j -y to a constant and use the second to boost from that constant to E . We define A i to be a learning algorithm which uses the first boosting scheme and makes calls to the weak learning algorithm A+-r. The strong learning algorithm A , uses the second boosting scheme and makes calls to A + as its "weak learner". The strong hypothesis output by such a hybrid algorithm is a depth two circuit with a majority gate at the top level. The inputs to the top level are "fair coin" hypotheses and majority gates whose inputs are weak hypotheses for various distributions. The hybrid's time and sample complexity dependence on E is 0 ( 1 /~) while its dependence on 7 is Q(l/-r2).
Boosting in the SQ model
Boosting requires the learner to interact with modified distributions over labelled examples. Specifically, the boosting methods of the previous section are based on the observation that the majority vote of h l , . . . , hr has error rate less than E on D if each constituent hj has error rate less than !j -7 on Dj. In the PAC model, the learner interacts with the distribution over STAT(f, D) .
In the sections that follow, we first show how to boost a weak SQ algorithm using either Scheme 1 or Scheme 2. We then show how to boost a weak SQ algorithm using the hybrid method. Although it is possible to boost in the SQ model using Schapire's method, we do not describe these results in the SQ model since they are somewhat weaker than those presented here.
Scheme 1 via Statistical Queries
We can use Scheme 1 to create a strong SQ learner by simply answering statistical queries made with respect to modified distributions. Therefore, we must be able to simulate queries to STAT(f, D j ) by making queries to STAT(f, D). We first show how to specify the exact value of a query with respect to Dj in terms of queries with respect to D and then determine the accuracy with which we need to make these queries with respect to D in order to obtain the correct accuracy with respect to Dj.
The modified distributions required for boosting are embodied in the five step description of the filtered example oracle given in Figure 1 . Note 
E X ( f , D,+l). Recall that Freund calls this probability ti.
'For ease of presentation, throughout this paper we assume that the hypothesis class ' H is composed of deterministic hypotheses. In Section 7 we describe the generalizations used to accommodate probabilistic hypotheses.
Ignoring tolerances for the moment, the probabilities in Equation 3 may be stated as queries to STAT(f, 0 ) as follows:
Note that the condition x E Xj, while possibly not a small Boolean formula, is polynomially evaluatable given hl , . . . , hi, thus satisfying the efficiency condition given in the definition of SQ learning. We next determine the accuracy with which we must ask these queries to STAT(f, 0 ) so that the final result is within the desired tolerance r.
Since Equation 4 is the ratio of two quantities, we first show a sufficient tolerance with which one can estimate two quantities in order to determine an accurate estimate of their ratio. We now have that it is sufficient to estimate both the numerator and denominator of Equation 4 each with tolerance r t i / 3 in order to simulate a call to STAT(f,Di+l) with tolerance r. Both the numerator and denominator are of the form: X i p i z i . When xi lp;l 5 1, one can easily show that to estimate this sum to within some additive error, it is sufficient to estimate each ~i to within this same additive error. Since the known at probabilities are binomially distributed, their sum is 1. Therefore, to estimate the numerator and denominator of Equation 4 each to within r t ; / 3 , it is sufficient to estimate each of the individual queries to within this same tolerance. It is therefore sufficient to estimate each call to S T A T ( f , D ) with tolerance r t i / 3 in order to simulate a call to STAT(f,Di+l) with tolerance r.
If t; is very small, then we must make estimates with very small tolerances. We would therefore like to have some good lower bound on t i when we are simulating calls to STAT(f, Di+l). We obtain such a lower bound by employing the bailout condition of Freund which either lower bounds ti or aborts the search for hi+l.
If t i < q c ' , then the majority vote of the hypotheses generated thus far is a strong hypothesis. We therefore estimate ti, and if it is less than the cutoff, we return the majority vote of the hypotheses found so far. Otherwise ti is lower bounded by Q(c'), and the required tolerances for estimating queries to STAT(f, D ) are lower bounded by R(rc'), where T is the tolerance requested by the call to S T A T ( f , Di+l).
If we let 7 0 = ro(n,sire(f)) be the minimum query tolerance requested by a weak learner, then the minimum query tolerance required by our simulation is bounded by Q ( r 0 c ' ) .
We next examine the number of queries required for boosting as a function of the number of queries required by an individual weak learner. Let N = N ( n , s i r e ( f ) ) be the maximum number of queries made by a weak learner. By Equation 4, we note that the number of queries to STAT(f, 0 ) required to simulate a query to STAT(f, Di+l) is proportional to i. We therefore need O(Nk1') = O ( N + log' +) queries to simulate all of the queries requested by all kl of the weak learners.
Scheme 2 via Statistical Queries
The SQ simulation of Scheme 2 is very similar to the simulation of Scheme 1. Since the bailout condition of Scheme 2 introduces "coin flip" hypotheses in addition to the usual weak hypotheses, we first rederive the probability of x(x,f(x)) being true with respect to Di+l in terms of probabilities with respect to D.
After i hypotheses have been generated we let w be the number of these which are actual weak hypotheses and U = i -w be the number of these which are "coin Note that the denominators of these equations again correspond to the probability t i . The bailout condition in this scheme implies that if we must produce a weak hypothesis, then we have an Q ( E~/ log +) bound on the denominator t i . Since the Py (and crf) coefficients are binomially distributed and therefore sum to 1, we may make queries to S T A T ( f , D ) with additive error Q ( r~y / log ; ) to achieve additive error r on the simulation of queries to STAT(f,Di+l). If we let TO = r o ( n , s i z e ( f ) ) be the minimum query tolerance requested by a weak learner, then the minimum query tolerance required by our simulation is bounded by Q(ro~y/ log 4). The number of queries required in this boosting scheme is O ( N k 2 ' ) = O(N+ log' +) where N is the maximum number of queries made by a weak learner.
Hybrid SQ boosting
We obtain a more efficient boosting scheme in the SQ model by combining the two previously described methods. As was done in the PAC model, we use Scheme 1 to boost from f -y to f and Scheme 2 to boost from f to E . We can therefore boost from weak to strong learning in the SQ model as stated in the following theorem.
Theorem 2 Given a weak SQ learning algorithm which makes a2 most N = N ( n , s i z e ( f ) ) queries each of tolerance at least 70 = r o ( n , s i z e ( f ) ) and outputs an hypothesis with error no more than -y, we can construct a strong SQ learning algorithm which makes O ( N $ log' +) queries each of tolerance Q (~o E / log :).
Note that by using this hybrid boosting scheme, the minimum query tolerance of the constructed strong SQ learning algorithm has no dependence on y.
General Bounds on Learning in the Statistical Query Model
In the same way that the sample complexity of boosting in the PAC model yields general upper bounds on the sample complexity of strong PAC learning algorithms, the query and tolerance complexities of boosting in the SQ model yield general bounds on the query and tolerance complexities of strong SQ learning algorithms.
We can convert any strong SQ learning algorithm into a weak SQ learning algorithm by "hardwiring" the accuracy parameter E to a constant. We may then use the boosting technique to arrive at a strong SQ learning algorithm with nearly optimal dependence on E. 
Q( &).
Therefore our sample complexity bound is roughly optimal with respect to $b. Note that the hypothesis size is independent of the noise rate. Furthermore, with a polynomial increase in sample size, one can simulate each query with a separate sample and achieve a reduced space complexity of O(1og :), which is also independent of the noise rate. We finally note that the time complexity of learning 3 is polynomially bounded in all relevant learning parameter^.^
Discussion
Throughout this paper, we have assumed that the hypothesis classes used by all weak learning algorithms are composed solely of deterministic hypotheses. However, Goldman, Kearns and Schapire [lo] have shown that in many cases, algorithms which are allowed to output probabilistic hypotheses are more efficient than algorithms which are required to output deterministic hypotheses. By allowing weak learning algorithms to output probabilistic hypotheses, our boosting algorithm may construct probabilistic x's. We note that the techniques given in this paper can easily be modified to allow for probabilistic hypothesis classes and probabilistic x's -in addition to taking all probabilities with respect to the random choice of examples, we also take these probabilities with respect to 'The time complexity of learning 3 is dependent on the exact simulationof STAT(f,D) by E X 9 ( f , D ) inTheorem1. We give a complete discussion of time complexity in the full paper.
the "randomness" of the x's. In fact, the techniques given in this paper can also be modified to allow for real-valued x's. In this case, a query submitted to the statistics oracle requests the expected value of x as opposed to the probability that x = 1. Estimating the expectation of real-valued x's in the presence of noise requires new techniques which we describe in the full paper. One can show that by using real-valued x's, the query complexity of boosting in the SQ model can be somewhat reduced [8] ; however, the complexity of the PAC simulation is not significantly improved.
Ehrenfeucht, e2 al. [5] have shown that the sample complexity of PAC learning depends at least linearly on l/c, and clearly this bound holds for learning in the presence of classification noise as well. Laird 
