The properties of baroclinic, quasigeostrophic Rossby basin waves are examined. Full analytical solutions are derived to elucidate the response in irregular basins, specifically in a (horizontally) tilted rectangular basin and in a circular one. When the basin is much larger than the (internal) deformation radius, the basin mode properties depend profoundly on whether one allows the streamfunction to oscillate at the boundary or not, as has been shown previously. With boundary oscillations, modes occur that have low frequencies and, with scale-selective dissipation, decay at a rate less than or equal to that of the imposed dissipation. These modes approximately satisfy the long-wave equation in the interior. Using both unforced and forced solutions, the variation of the response with basin geometry and dissipation is documented. The long-wave modes obtain with scale-selective dissipation, but also with damping that acts equally at all scales. One finds evidence of them as well in the forced response, even when the dissipation is weak and the corresponding free modes are apparently absent.
Introduction
Understanding the coupled variability of the ocean and atmosphere is a difficult problem, one which encompasses a wide range of temporal and spatial scales and diverse physical phenomena. Understanding how the atmosphere or ocean varies on its own, under either thermodynamic or mechanical forcing imposed by the other, is a useful first step toward comprehending coupled variability. The following is one in a series of analytical works that seeks to characterize the large-scale, wavelike response in an ocean basin under wind driving.
Wind-driven Rossby waves were first considered by Stommel and Veronis (1956) in the context of an unbounded, stratified ocean. The response in a closed basin was first considered by Pedlosky (1965) , who focused on (quasigeostrophic) barotropic waves. Phillips (1966) also calculated the barotropic basin response, as well as that in a two-level model. Flierl (1977) examined quasigeostrophic basin waves in a 1½-layer fluid in a circular basin. The baroclinic problem was revisited by LaCasce (2000) and Cessi and Primeau (2001) in a different parameter range and with a square basin. Recently, Primeau (2001) looked at baroclinic waves in basins, which were not square, with dynamics that were not necessarily quasigeostrophic.
The present work likewise concerns wind-forced waves in 1½ layers (the simplest baroclinic system) in a closed basin. As described below, there are several apparent inconsistencies in the above cited works, and at present it is not clear whether these stem from differences in basin geometry, the choice of parameters, or something else. We will attempt to unify the preceding findings with regards to baroclinic waves. As will be seen, these waves possess several curious properties. We consider solutions to the linearized quasigeostrophic potential vorticity equation for a layer of fluid above a resting layer (e.g., Pedlosky 1987) :
xx yy x ‫ץ‬t H 0 with the velocity streamfunction (u ϭ k ϫ ١), F the inverse square deformation radius, ␤ ϭ ‫ץ‬ f /‫ץ‬y ϭ a constant, the wind stress, H the depth of the layer, and D a dissipation. Equation (1) can be nondimensionalized with the following substitutions (e.g., Pedlosky 1965) :
where L is the width of the basin. The resulting equation (dropping primes) is
xx yy x ‫ץ‬t where F has been replaced by FL 2 and D has also been rescaled. The forcing will be taken to be a propagating, L A C A S C E A N D P E D L O S K Y monochromatic wind stress curl; that is, T ϭ cos(kx Ϫ t). Equivalent dimensional parameter values are given in LaCasce (2000) ; a frequency of ϭ 0.001 corresponds roughly to a period of one year in a Pacific-sized basin. Flierl (1977 ) noted (with McWilliams 1977 that taking ϭ 0 on the boundary yields solutions to (2) that do not conserve mass if F 0. This defect is remedied by instead taking ϭ ⌫(t) on the boundary and imposing mass conservation via the integral constraint:
͵͵ ‫ץ‬t
Allowing ϭ ⌫(t) at the boundary permits interfacial oscillations, the quasigeostrophic (QG) counterpart of Kelvin waves (the latter possess an infinite phase speed under the QG approximation; see also below). Including boundary oscillations could conceivably alter the solutions greatly, but Flierl found instead only small changes to the structures and frequencies of the basin normal modes from those with ϭ 0 imposed at the boundary. Cessi and Primeau (2001) and LaCasce (2000) revisited the baroclinic problem, but in a square basin. Both were interested in larger values of F, that is, of basins much larger than the deformation radius (the situation typical in the oceans). Somewhat surprisingly, modes were found that were very different from those with ϭ 0 imposed on the boundary. These new modes had large scales and low frequencies; but perhaps most interestingly, they decayed very slowly in the presence of scale-dependent dissipation (Cessi and Primeau 2001) .
The simplest way to see how these slowly decaying modes arise is with solutions to the one-dimensional version of (2) (LaCasce 2000) . The (time periodic) solution with ϭ 0 at x ϭ 0 and
But taking ϭ ⌫(t) on the boundary and demanding
n These two solutions are very different. The first, with a westward-propagating wave superimposed on a stationary envelope, is actually the superposition of two free Rossby waves, a long wave with a westward group velocity and a short wave with an eastward group velocity. It is directly comparable to the barotropic normal mode (Pedlosky 1965) , which has the same structure. The contribution from the short Rossby wave makes these modes susceptible to damping because the shortwave group velocity is generally slow. The gravest modes have high frequencies [which approach (2 ) Ϫ1 , the maximum free wave frequency] and short ͙F zonal wavelengths (L x ϰ F Ϫ1/2 ). In contrast, the ϭ ⌫(t) solution has only a single free wave component: the long wave with the westward group velocity. It also has an integral number of wavelengths in the basin, thereby matching the oscillatory boundary value (which has equal values at both ends). Here information is returned from the western to the eastern wall via the boundary oscillation, ⌫(t) and, as such, these modes are less susceptible to damping. In this case the gravest modes have low frequencies and large zonal wavelengths, exactly the reverse of the ϭ 0 solutions.
The one-dimensional case is simplistic, but qualitatively similar solutions are obtained in the two-dimensional square basin. Why then did Flierl (1977) not observe these modes? Possibly because his values of F were not large enough.
But Flierl also used a circular basin. This raises the question of whether the weakly damped modes exist in nonsquare basins. A square basin is special because the time required for the long Rossby wave to cross the interior does not vary with latitude. Indeed, Primeau (2001) suggests that dissipation of the modes that are weakly damped in a square basin increases dramatically when the basin is no longer square. He reasons this is so because the relaying of information via the interfacial oscillation (the ''Kelvin wave'') is negatively affected when the wave crests are not parallel to the western boundary. The implication is that weakly damped modes may be less important in irregular basins.
Hereafter we also examine baroclinic waves in irregular basins. By calculating analytical wave solutions in two dimensions, we demonstrate the existence of resonances, even when the the zonal transit times are unequal. The important point is that with large F, the solutions in the basin interior are essentially long Rossby waves, which can by themselves conserve mass; boundary conditions are met in boundary layers. We consider both free modes and the forced response and see, in particular, how understanding the first is helpful but not sufficient for predicting the second. We will also examine different basin geometries, to reassure ourselves of generic characteristics.
The tilted rectangle
A good choice for an irregular basin is a trapezoid whose southern boundary width varies (Primeau 2002) ;
the square basin is recovered when the southern boundary width equals the northern. However, a choice that is more amenable to complete analytical treatment is a rectangular basin that is tilted; then the untilted square basin is a special case. As noted, the square has equal zonal transit times but the tilted square obviously does not.
1 The mathematical advantage of the tilted square is that the vorticity equation is still separable. The barotropic normal modes for a tilted rectangular basin were first obtained by Longuet-Higgins (1964) .
To solve the problem, we first make a coordinate transformation so that ␤ (rather than the basin) is tilted in the new frame:
where ␣ is the tilt angle. Note the Laplacian is invariant to coordinate rotation, but the traveling wave forcing will now have the form:
The free modes occur with zero forcing, T ϭ 0 (forcing is discussed in section 4). We will also examine two types of dissipation: one proportional to relative vorticity [equivalent to purely thermal damping and used by Cessi and Primeau (2001) ] and one proportional to potential vorticity [used by LaCasce (2000) ]. Relative vorticity (RV) damping selectively removes scales smaller than the deformation radius, while potential vorticity (PV) damping affects all scales equally. With RV damping, D ϭ Ϫ␦ٌ 2 , whereas for PV damping, D ϭ Ϫ␦(ٌ 2 Ϫ F). With either type of dissipation, Eq. (9) can be reduced to the corresponding inviscid equation. With PV damping, one replaces
and, with relative vorticity damping, one also replaces
Hereafter we will focus on RV damping; PV damping is discussed separately in section (5).
To solve the inviscid equation, we make two substitutions. First,
so that Ј is zero on the boundaries. Then,
where ϵ (2 ) Ϫ1 , which changes Eq. (9) to a forced Helmholtz equation: 2 1 We learned that P. Cessi and M. Spydell were also working on baroclinic waves in a tilted square basin: they graciously showed us some of their results.
2 Observe that, if ⌫ ϭ 0, the modes do not depend on the tilt angle, ␣.
xx yy Last, we convert Eq. (14) to an ODE by expanding in a sine series in y; that is, ϭ n sin(ny) (we ϱ ⌺ nϭ1 assume hereafter the rectangular basin has L y ϭ 1 and
Imposing the boundary conditions on the sum of the particular and homogeneous solutions and then invoking the conservation of mass condition (3) yields a dispersion relation for the basin modes:
Here is like g n except that the argument of the exgЈ n ponential in (16) is ϩi sin(␣). Resonant frequencies are those that satisfy (17); with dissipation, they are generally complex.
To begin, we consider the untilted square basin; that is, ␣ ϭ 0 and l ϭ 1, the basin of LaCasce (2000) and Cessi and Primeau (2001) . Equation (17) was evaluated for a range of discrete values of ϭ r ϩ i i ; then zeros of (17) were found.
The zeros are shown in Fig. 1 , with RV damping, F ϭ 50 and ␦ ϭ 0.002. The modulus of (17) is contoured, with the bulls-eyes indicating where both the real and imaginary parts are simultaneously small. The modes obtained with ϭ 0 on the boundary are shown in the upper panel and those with ϭ ⌫ on the boundary in the lower panel.
In both cases, solutions fall on a branch with negative i . The frequencies can be derived for the case with ϭ 0 on the boundary. From (15), we have 2 ‫ץ‬ 2 ϩ a ϭ 0 n n n 2 ‫ץ‬x so that solutions have n ϰ sin(a n x) with a l ϭ m. n Solving for and taking l ϭ 1, we obtain
Solutions to the dispersion relation (17) for an untilted square basin with F ϭ 50 and ␦ ϭ 0.002: (upper panel) ϭ 0 was imposed on the boundary and (lower panel) ϭ ⌫(t). The contours are for the modulus of the sum, with the bull's-eyes indicating the minima. Only modes corresponding to odd-numbered sine terms in y are shown in the upper panel, as described in the text.
The real part of is thus bounded above by the maximum free wave frequency, (2 ) Ϫ1 . Similarly the ͙F imaginary part is negative and bounded below by Ϫ␦ and above by Ϫ␦/2. The gravest mode has the largest real frequency (shortest period) and is also the least damped.
The solutions in the upper panel are in accord with (18). The gravest mode has ϭ (0.0599, Ϫ0.0013). The other modes lie in an increasingly dense cluster, with i → Ϫ␦ as the mode number increases.
The mode frequencies obtained with ϭ ⌫ on the boundary (lower panel) also fall on a branch, with the imaginary parts again bounded above by Ϫ␦/2 and below by 3 Ϫ␦. The gravest mode here has ϭ (0.0602, Ϫ0.0012), and the streamfunction (not shown) is very similar to that of the gravest mode with ϭ 0 on the boundary.
One aspect of the ϭ ⌫ solution is that modes that are asymmetric in y [or have n even in (17)] do not appear VOLUME 32 as solutions of (17) because they satisfy (3) trivially (Flierl 1977; LaCasce 2000) . For this reason, the even n modes were excluded from the top panel of Fig. 1 . Nevertheless the modes appear less densely spaced in the lower panel than in the upper. This is due to a difference in meridional structure. The modes with ϭ 0 on the boundary have a sinusoidal y dependence, but the modes with ϭ ⌫ on the boundary are nearly uniform in y because the streamfunction on the eastern wall is constant. The sine transform of a constant has component amplitudes proportional to (n) Ϫ1 for odd values of n (with the even n modes vanishing, as noted) and, as such, the n ϭ 1 contribution dominates; the higher modes act to ''fill in'' the gaps left by the first mode near the boundaries.
In fact, the modal frequencies are nearly the same as those for the ϭ 0 modes with a sine mode 1 structure in y. The small differences in frequency (noted by Flierl 1977) presumedly stem from the difference in meridional structure. This also causes the apparent sparseness in the lower panel.
In any case, the situation with F ϭ 50 is close to that described by Flierl (1977) : the oscillatory boundary condition produces only modest changes in the modes. With ϭ ⌫(t) on the boundary, the modes do have nearly uniform structure in y, a point not explicitly noted
Streamfunction contours for the gravest modes in Fig. 2 .
The contour values are Ϯ[Ϫ2, Ϫ1.5, Ϫ1, . . . , 1.5, 2].
before but which is unsurprising given the uniform displacement of the interface along the boundary. As noted by Cessi and Primeau (2001) , differences between the ϭ 0 and ϭ ⌫ resonant frequencies emerge at larger F. Shown in Fig. 2 are the modal frequencies obtained with F ϭ 2000. The modes found with ϭ 0 again fall on a branch running between i ϭ Ϫ␦/2 and Ϫ␦, although they are more densely packed, consistent with (18). Again, only the modes asymmetric in y are shown.
There are likewise modes with ϭ ⌫ on the boundary with imaginary frequencies bounded by Ϫ␦/2 and Ϫ␦ ; but in addition there are six modes with smaller imaginary frequencies. The gravest mode is that at the upper left in the figure. It has a decay rate that is nearly an order of magnitude less than the imposed damping time and a real frequency that is substantially less than the free wave cutoff. The change in boundary condition has thus decreased both the damping rate and the frequency of the gravest mode, as for the one-dimensional solution discussed in section 1.
The gravest mode structure changes too (Fig. 3 ). The solution with ϭ 0 on the boundary (upper panel) is notable for its short zonal scales (the westward intensification stems from the negative imaginary part of the frequency). The ϭ ⌫ solution, on the other hand, has a large zonal wavelength and is nearly one-dimensional with meridional variations occurring mostly in boundary layers at the northern and southern walls.
The change in boundary conditions thus greatly affects the solutions when F is large. So far, our results are in accord with Flierl (1977) at small F and with LaCasce (2000) and Cessi and Primeau (2001) (17) with F ϭ 2000 with nonzero values of ␣. The solution is found as before with zero tilt; however, the sine modes with even n now contribute as well. Shown in the upper panel are modes with a relatively weak tilt (␣ ϭ /12) and in the lower panel those with a larger tilt (␣ ϭ /5). The crosses in both panels represent frequencies obtained with a longwave solution, explained below. We see immediately the weakly damped modes are present in both cases, indicating they do not require equal zonal transit times.
But the basin shape, however, does affect the modes because the damping rate increases with increasing tilt. One also finds the basin width alters the number of weakly damped modes obtained; with l ϭ 2, there are seven rather than five such modes.
How do we rationalize these various findings? The gravest mode frequencies from the long-wave solution (the crosses) are very near those from the full solutions; both solutions also have damping rates which increase with increasing tilt. This suggests that it might be fruitful to first understand the long-wave solution.
a. Long-wave solution
With large values of F and weak (RV) dissipation, one can ignore damping and the variation of relative vorticity in the interior. Then the interior is governed approximately by the long-wave equation:
The solution to (19) can be obtained by the method of characteristics. With ␣ ϭ 0, the characteristics all emanate from the eastern boundary, but with ␣ Ͼ 0, some come from the southern boundary, yielding two regions, denoted hereafter ''A'' and ''B,'' separated by VOLUME 32 To satisfy the boundary conditions at the western and northern walls requires boundary layers. Including these is straightforward, yielding the corrected solutions:
[ ]
Again, is generally (but not always) complex. Notice that having a western boundary layer requires i Ͼ Ϫ␦, a condition always met by the free modes. With low frequencies and weak damping, the boundary layers occupy only a tiny fraction of the domain and contribute little to the mass integral. It follows that the resonant frequencies are approximately those for which the integral of the long-wave solutions alone vanishes. 4 Assuming ␣ Ͻ 45Њ, we have
which yields a dispersion relation for the frequency
Solutions to relation (25) were obtained numerically and are indicated by the crosses in Fig. 4 , as noted. There is also a solution with r ϭ 0, but this has a spatially constant streamfunction, which due to mass conservation is trivially zero. The gravest nontrivial modes have r near 0.003, as do the gravest modes from the full solution.
How does the structure of the full solution compare with that of the long-wave solution? The gravest mode streamfunctions from the full and long-wave solutions for two values of the tilt angle are shown in Fig. 5 and are qualitatively very similar, both in the interior and even near the boundaries (although the sharp corners in the long-wave solutions are smoothed out in the full solutions). Note in both cases there are wiggles in the boundary layers; these stem from a harmonic component in the boundary layer correction and will be found later to affect numerical convergence properties (sec. 6).
Although the long-wave gravest mode frequencies agree well with those from the full solutions, the agreement is less satisfactory for the higher modes, diverging as the real part of the frequency approaches the maxi mum free wave frequency, (2 ) Ϫ1 . Such a divergence ͙F is to be expected for a long-wave solution and, of course, will vary with F. Nevertheless, the structure of the second and third modes (not shown) is quite similar for the two solutions.
b. The untilted square
Given these initial similarities, we can exploit the long-wave solution to understand further aspects of the full solution. First we return to the untilted square basin. When ␣ ϭ 0, there is no region A and all characteristics emanate from the eastern boundary. Then
and the dispersion relation (25) implies
[also noted by Primeau (2002) ]. Relation (27) implies that there are an integral number of zonal wavelengths in the basin and hence no boundary layer at the western wall. In fact, the long-wave solution in the square is one-dimensional: (27) is just the long-wave approximation of (7). This lack of boundary layers obviously influences the dissipation, as discussed next.
c. Dissipation
The long-wave solutions exhibit a subtle dependence on dissipation. The value of i is determined by the basin geometry, not by the (RV) damping coefficient. This geometrical dependence occurs because i alters the spatial distribution of the wave, which in turn affects the vanishing of the mass integral.
For the untilted square basin, i ϭ 0 because mass is conserved simply by having an integral number of waves in the basin. The long-wave solution in the untilted basin is thus undamped (or possesses an infinite Q factor; Primeau 2002). But with nonzero tilt, i is negative and, as such, the untilted basin is a singular limit for the long-wave solution.
The modes obtained from the full solution are not similarly inviscid however (recall that i Ͻ 0 for all modes; Fig. 2 ). This is so because a 2D basin requires boundary layers at the northern and southern walls, even if untilted. The long-wave modes in the full solution are the least damped when the basin is untilted, but the untilted basin is not singularly inviscid.
Consistent with the notion that the long-wave mode decay rate depends on basin geometry but not significantly on the imposed damping rate, the long-wave mode frequencies (from the full solution) do not vary appreciably with ␦. On the other hand, there are the ''lower branch'' modes that do depend on ␦, with Ϫ␦ Ͻ i Ͻ Ϫ␦/2 (Fig. 2) . It would seem that the upper branch might not be distinguishable from the lower branch if the damping is too weak. This is the case. Shown in Fig. 6 are (full) solutions for a tilted basin with ␣ ϭ /10, F ϭ 1000, and various ␦. In the upper panel, the dissipation is too weak and only the lower branch of modes is evident (the modal frequencies obtained with the ϭ 0 are similar). But as the dissipation is increased (middle and lower panels), the weakly damped modes emerge above the lower branch.
The imaginary values of the frequency for the longwave solutions are generally of order F Ϫ1 , so we require ␦ Ͼ F Ϫ1 to observe the resonances [the same condition was postulated by Cessi and Primeau (2001) ]. It is not enough to have F large; we must also have sufficient dissipation. We will see the situation is somewhat different with PV damping (sec. 5). To summarize, the weakly damped modes seen previously in the square basin persist in the tilted rectangular basin and so do not require equal cross-basin transit times. These modes are essentially long waves ''driven'' by boundary oscillations at the eastern and southern (if ␣ Ͼ 0) walls with boundary layers at the western and northern (if ␣ Ͼ 0) boundaries.
One might wonder still whether the rectangular basin [or even the trapezoidal basin of Primeau (2002) ] is somehow special. Perhaps Flierl's circular basin is different. To see, we turn to the circular basin.
The circular basin
The circular basin presents an interesting case for comparison. For one, it has unequal transit times at different latitudes, like the tilted basin. But second, like the untilted square basin, the circular basin is meridionally symmetric, so modes with asymmetric structure about the zonal midline have no displacement at the coasts.
The dispersion relation for circular basin modes is Eq. (15) of Flierl (1977) . The dispersion relation with relative vorticity damping is the same, following substitutions (10) and (11): difference from Flierl's original calculation is that we consider larger F and include RV damping. A representative case (with F ϭ 1000) is shown in Fig. 7 . Exactly as in the rectangular basin, there are modes along a branch with imaginary values of the frequency bounded below by Ϫ␦ and above by Ϫ␦/2, and again there are several prominent modes that are less dissipative (the noise in the upper left region is due to a convergence problem, discussed in section 6). As before, the gravest mode frequency is similar to that obtained with a long-wave solution.
The long-wave solution follows from integrating along the (zonal) characteristics from the eastern boundary (which is of course curved):
With weak damping, the mass integral is once again dominated by the interior contribution. The integral over the circle can be evaluated using a generating function and is 
With the n
Ϫ2 factor, the sum converges rapidly. The first VOLUME 32 three long-wave modes are indicated by the crosses in the upper panel of Fig. 7 . As before, the frequencies of the gravest modes from the long-wave and the full solutions are nearly the same, though again the mismatch increases for successively higher modes.
To compare the structure of the gravest modes, we append the boundary layer correction:
As with the long-wave solution in the tilted square, i Ͼ Ϫ␦ is required to have a boundary layer on the western wall. The gravest modes from the full and long-wave solution are contoured in the lower panels of Fig. 7 , and we see they are very similar. This supports the contention that the weakly damped mode in the circular basin is of the longwave type, as was the case in the tilted rectangular basin.
The long-wave modes thus occur in both tilted rectangular and circular basins. They occur when F is large, evidently so long as there is sufficient dissipation to damp small scales. The modes occur regardless of whether the basins is symmetric or asymmetric in y.
L A C A S C E A N D P E D L O S K Y

Forced response
The unforced evolution of a given flow is characterized by the spin down of modes onto which the initial streamfunction projects. The free modes though do not necessarily dominate the forced response, and it is the forced response that is more directly relevant to the ocean. We return to the tilted basin, but with forcing.
The method of solution of (9) with harmonic forcing follows closely that without forcing because the boundary oscillation there acted much like a forcing.
ϩ ␥ e ϩ ␥ e sin(ny)
1 2
and
Again we obtain ⌫ by integrating over the basin. This (eventually) yields
n n nϭ1 nϭ1
and where the denominator of (33), l ϩ ⌺ n D n , is the dispersion relation (17). Now the forcing determines the frequency , which is real. One indication of the strength of the response is the size of ⌫, that is, the response at the ''coast''; this is plotted versus forcing frequency for two values of tilt in Fig. 8 . The left panels represent solutions with less dissipation (␦ ϭ 10 Ϫ5 ) and the right with more dissipation (␦ ϭ 10 Ϫ4 ). For simplicity, we consider forcing with the gravest zonal mode, that is, k ϭ 0 (akin conceptually to seasonal forcing).
resonances for the case with ␣ ϭ /12 lie close to the axis with i ϭ 0 (Fig. 4) ; one might therefore expect to see evidence of them with forcing and a purely real . This is the case (upper panels of Fig. 8 ). With both values of ␦ there are clearly defined peaks at frequencies near those for the free modes (Fig. 4) . With less dissipation, the ''lower branch'' modes are also seen, but with more dissipation these are filtered out and the longwave resonances dominate.
With ␣ ϭ /5, the lower-branch resonances are again evident with ␦ ϭ 10 Ϫ5 , and even persist with ␦ ϭ 10 Ϫ4 , but the long-wave resonances are greatly diminished. This too might have been anticipated from the unforced results; the long-wave modes with ␣ ϭ /5 are farther from the i ϭ 0 axis (Fig. 4) and so, evidently, have a weaker projection there. We see two maxima near the expected gravest long-wave resonant frequencies, but VOLUME 32 these are weaker than the general response between ϭ 0.006 and ϭ 0.009. So it seems fruitful to use the free modes to interpret the forced response. But the reader may have already noticed that the values of ␦ used for Fig. 8 are 10 and 100 times less than that used for Fig. 4 ! In fact, the level of dissipation is closer to that used for the upper panel of Fig. 6 , where the long-wave resonances were not apparent at all. How can this be?
As suggested, the key issue is the extent to which the modes ''project'' onto the i ϭ 0 axis. By comparing Figs. 8 and 4 it becomes clear that the long-wave modes must exist even with weaker dissipation. From Fig. 6 one is tempted to conclude they do not exist with ␦ Ͻ 5 ϫ 10 Ϫ4 , but from Fig. 8 the resonances are evident with ␦ as low as 10 Ϫ5 (and possibly even less). In hindsight, we recognize that there are contours in Fig. 6 that extend up from the long-wave modes to the i ϭ 0 axis, even when the modes are embedded in the lower branch. It seems that with forcing the question is to what extent the other lower-branch modes also project onto the real frequency axis, obscuring the long-wave modes.
The streamfunctions for two forcing frequencies with the parameters as in Fig. 8 and ␦ ϭ 10 Ϫ4 .
The structural character of the forced waves is seen in Fig. 9 . With ϭ 0.0029 (left panels), the wave closely resembles the gravest unforced mode, supporting our identification of the lowest peak in Fig. 8 with a longwave mode (though the short-wave response is enhanced). But with ϭ 0.0075, the response is dominated by small scales and bears little resemblance to the third unforced long-wave mode (which has a mode-3 appearance in x). We expect that there is a connection, given that the resonant frequency matches that of the third long-wave mode, but in the very least the structure has been significantly altered. Recall that i for mode 3 is more negative than for mode 1, suggesting a weaker projection onto the i ϭ 0 axis.
Given that the long-wave resonances are less important for the more tilted square, we might infer a diminished role in more irregular basins. What then of the circular basin? That solution, with forcing exp(ikx Ϫ it), is
n n nϭ0
Ϫ1 , as before. 6 Invoking the massVOLUME 32
Response ⌫ vs forcing frequency for the circular basin with ␦ ϭ 10 Ϫ5 and ␦ ϭ 10 Ϫ4 . Again F ϭ 1000 and k ϭ 0 (the forcing is zonally nonvariant).
integral constraint yields an expression for ⌫. In the simpler case with k ϭ 0, this is
where D is the sum given in (28).
Two solutions for ⌫ are shown in Fig. 10 for two values of ␦. The response is very much like that in the tilted square in that both the long-wave resonances and ''lower branch modes'' (Fig. 7) are evident with weak dissipation. In fact, with ␦ ϭ 10 Ϫ3 the resonances (not shown) have amplitudes only slightly smaller than with ␦ ϭ 10 Ϫ4 ; the primary difference is that the gravest resonance is not resolved by the computation (sec. 6). Interestingly, this response resembles that in the untilted and less tilted (␣ ϭ /12) square more than that in the more tilted (␣ ϭ /5) square (Fig. 8) because the resonant peaks are more robust to dissipation. Since the zonal transit times differ greatly in the circle, it is therefore not true that a highly irregular basin implies weaker long-wave resonances.
One possible explanation of this is as follows. The forced, long-wave solution with k ϭ 0 for a basin of arbitrary shape yields for ⌫,
where A is the total area of the basin, L x (y) is the longitudinal width of the basin at latitude y and L y is the total north-south extent of the basin. The square bracket in the denominator of (37) is the dispersion relation. For the long-wave modes, we expect FL M ഠ 2n, if L M ϭ max{L x (y)}; see, for example, (27). So the argument of the exponential in (37) is greater than or equal to 2 and the ability of the integral to balance the first term in the bracket is thus diminished. However, if the basin possesses a point, or points in y where L x (y) is stationary as a function of y, the integral will be dominated by the contributions from those points in the standard fashion. Restricting the integral's evaluation to a small neighborhood around such points reestablishes a one dimensional problem where the travel time that is important is the travel time at the stationary latitude. The circle has a single such point where the east-west extent is exactly the diameter of the circle. It is plausible that this is why the forced response of the circle so much resembles the untilted square. If correct, the response in realistic ocean basins might be dominated by a suite of modes generated at those latitudes where the basin width has a local stationary point.
To return to an earlier point, the forced response is greatly affected by the choice of boundary conditions. This is seen clearly in Fig. 10 of LaCasce (2000) for the untilted square with PV damping. In Fig. 11 we show similarly two forced solutions for the circular basin with RV damping with the two boundary conditions. The frequency, ϭ 0.0035, corresponds to the gravest maxima in Fig. 10 . The response in the interior is similar in structure, but the amplitude of the ϭ ⌫ wave is more than an order of magnitude greater. So the long-wave modes also influence the forced response, albeit with some variation with basin geometry. Even in cases where the free modes are less evident (as in the strongly tilted basin), the forced response is profoundly affected by the change in boundary conditions. An important point was that the forced response showed evidence of long-wave resonances even when the dissipation was weak. From figures like Fig. 6 , we concluded that the long-wave modes are thus not necessarily distinguished by a slow decay rate under scaleselective damping (but will be, of course, if the dissipation is strong).
PV damping
Now we consider what happens when the dissipation is not scale selective. Potential vorticity damping acts equally at all scales, so all modes decay at the imposed rate, i ϭ Ϫ␦. In fact, dissipation will also occur in the long-wave equation (19), so those solutions too must decay at the imposed rate.
Nevertheless, the long-wave modes (which do not exist when ϭ 0 is imposed at the boundary) are important with PV damping, particularly with forcing. The 2D solution with PV damping is obtained as described above and modes for an untilted basin with F ϭ 2000 are shown in the upper panel of Fig. 12 . As expected, all frequencies have an imaginary part equal to Ϫ␦ ; there are no ''slowly decaying modes.'' VOLUME 32 However, there are modes whose real frequencies are very near the weakly damped modes found with RV damping. The gravest mode in the latter case had r ϭ 0.0029, and the mode in Fig. 12 with the lowest frequency also has r ϭ 0.0029 (similar counterparts are found for the higher weakly RV damped modes).
We tentatively identify this latter mode as the gravest long-wave mode for the PV-damped solution. Its streamfunction is shown in the lower panel. As with the gravest mode with RV damping (lower panel of Fig. 3) , there is evidence of a large-scale feature, but there is also abundant small-scale variability. The latter presumably reflects that the damping has left the small scales intact.
It seems that with their faster decay rates, the longwave modes with PV damping would be less important with forcing than with RV damping. This is true, to a degree. Shown in Fig. 13 is the boundary value of versus forcing frequency in the weakly tilted square basin for the two types of damping, with two different damping coefficients. With ␦ ϭ 10 Ϫ4 , the response is nearly the same; though the peak amplitudes are somewhat smaller with PV damping, resonances are clear in both cases. With ␦ ϭ 10
Ϫ3 however, resonances are clearly seen only with RV damping.
As before, the key issue is the extent to which the modes extend in frequency space to the i ϭ 0 axis. Though the long-wave modes decay more rapidly under PV damping, the projection onto the i ϭ 0 axis is nearly as great with ␦ ϭ 10 Ϫ4 as with RV damping. With ␦ ϭ 10 Ϫ3 though, the modes with PV damping have a much weaker projection.
A second point relates to the structure of the forced response. With PV damping, small-scale variability is retained in (what we identified as) the gravest mode. However, the structure of the forced response is largely the same with both types of dissipation. The streamfunction with PV damping at ϭ 0.0029 for the weakly tilted square (shown in Fig. 14) closely resembles that with RV damping (the upper left panel of Fig. 9 ). This somewhat surprising result suggests the small-scale structure does not ''project'' onto the i ϭ 0 axis. From the forced perspective, the response is not greatly changed with PV damping, so long as the dissipation is not too large. This explains then why LaCasce (2000) found such profound changes in the forced response with the boundary condition, despite having used PV damping (see his Fig. 10 ). Note too that such a result might not have been anticipated by examining only the free modes.
Convergence
The full solutions converge slowly at low frequencies. This is why the gravest mode in Fig. 7 is evidently only half resolved, and also why there are discontinuities at low frequencies in Fig. 10 and in the lower-right panel of Fig. 8 . Another example, for the circular basin with F ϭ 1000 and ␦ ϭ 10 Ϫ3 , is shown in the upper panel of Fig. 15 . Here too the gravest long-wave mode has not been fully resolved, despite our having used 300 terms to evaluate (28). With F ϭ 2000, the gravest mode is not resolved at all. What is the reason for this poor convergence?
The problem apparently stems from the boundary layer(s). As seen for example in Fig. 5 , there are rapid oscillations in the western (and northern) boundary layers. The wavelength of these boundary wiggles, moreover, decreases with decreasing frequency (this is a common aspect, even with steady forcing; Pedlosky 1987). The rapid variations produce similar variations in the mass integral, and require a large number of Fourier modes to resolve.
To illustrate this, we took the circular basin long-wave solution with the boundary correction (31) and integrated it over the basin. The integral in the boundary layer was calculated directly; that is, we did not use asymptotic values from the interior solution, I . The result is, again, poor convergence at low frequencies (middle panel of Fig. 15 ). In fact, the convergence appears to be even worse than in the full solution (upper panel). Integrating only the interior solution yields the dispersion relation (30), which converges very rapidly; so the difficulty must lie with the boundary layer.
The greater the area occupied by the boundary layer, the greater its contribution to the mass integral, and the worse the convergence. A calculation like that for the middle panel but with ␦ ϭ 0.002 yields even worse results, whereas one with ␦ ϭ 5 ϫ 10 Ϫ4 is somewhat better.
With the long-wave solution, there are of course ways to get around the boundary layer difficulty. One can evaluate the mass integral using the method of stationary phase, which is ideally suited for such cases. Doing so, we obtain the bottom panel of Fig. 15 . The modal frequencies are only slightly different than those obtained by evaluating (30) , that is, by ignoring the boundary layer contribution altogether. (Recall that the solution with ϭ 0 corresponds to a solution which is trivially zero.) Unfortunately we have not found an analogous way of improving the convergence for the full solutions.
Thus, interestingly, there is a range of dissipation below which the free modes are not seen and above which they are difficult to resolve numerically. This gives the long-wave modes an elusive quality (making it less surprising that they were not observed earlier). The convergence problem worsens with larger F because there are then more long-wave modes at low frequencies.
Summary and discussion
We have reexamined free and forced baroclinic quasigeostrophic waves in basins. The weakly damped, FIG. 15 . The solutions to the dispersion relation in the circular basin with F ϭ 1000 and ␦ ϭ 10 Ϫ3 : (upper panel) the full solution, (middle panel) the modes found by integrating the long-wave solution plus the boundary layer contribution, and (lower panel) the modes obtained by integrating the boundary layer term by stationary phase. Note the convergence problem, which affects the full solution, also occurs with the long-wave solution, indicating it is due to the boundary layer.
large-scale basin modes found by Cessi and Primeau (2001) and LaCasce (2000) in a square basin were shown to exist as well in irregularly shaped basins. These modes owe their existence to oscillations in the boundary value of ; that is, they do not occur when ϭ 0 is imposed at the boundary. They also require that the deformation radius be significantly smaller than the basin. Under these conditions, the full solution is well approximated by one with long Rossby waves in the interior and boundary layers on the incident walls. The forced response is also strongly affected by the choice of boundary conditions; imposing ϭ 0 there can reduce the wave amplitude by an order of magnitude.
The long-wave modes persist in irregular basins and so do not require a basin that has equal zonal transit times (like the square basin). Primeau (2002) has like-
wise observed the modes in a trapezoidal basin. Nor do the modes require meridional symmetry: they exist in the untilted square and circular basins, which are symmetric, but also in the tilted rectangular basin, which is not. It seems, therefore, that these modes are a robust feature of the response, so long as F is large.
With RV damping, the decay rate of the long-wave modes does not depend to first order on the damping coefficient but depends instead on the geometry of the basin. With stronger dissipation, the modes decay more slowly than all other modes; with weaker dissipation, they evidently decay at a comparable rate. The extent to which the geometry influences the decay is not easy to predict a priori. The decay rate in the square basin increases with tilt; it also increases in a trapezoidal basin as the bottom is lengthened relative to the top (Primeau 2002) . But fairly weak decay rates are found in the circular basin.
The existence of the long-wave free modes requires ␦ Ͼ O(F Ϫ1 ), as demonstrated by our numerical solutions (section 2c). As stated in sections 2a and 3, the necessary condition for the existence of the western (and northern, where applicable) boundary layers required to close the long-wave modal solutions is ␦ Ͼ Ϫ i . Since Ϫ i is O(F Ϫ1 ) and independent of ␦ in the long-wave limit, this establishes ␦ Ͼ O(F Ϫ1 ) as the criterion. At first this seems counterintuitive (having enough friction for the existence of a free mode), but we recall that this is a criterion for the existence of the free mode of a special type. If the criterion is not satisfied, the short-wave energy generated by reflection at the western (and northern) boundaries is not trapped but penetrates the basin interior, as demonstrated by our free solutions for small ␦. On the other hand, the forced solutions always have strictly real so that no such criterion is required for solutions which resemble the long-wave modes as we have seen (e.g., Fig. 9 ).
The decay rates also influence the extent to which the free modes affect the forced response; the faster the decay, the less important they are. In a strongly tilted basin, the long-wave modes are evident but weak, and higher frequency modes (which do not differ much from those with zero boundary displacement) appear. But in the circular basin, the long-wave modes are again the dominant feature. This follows, we suggest, from the existence of an extremum in basin width (i.e., long-wave travel time) as a function of latitude.
We observed that PV damping, which acts equally at all scales, alters the free and forced response quantitatively, but not qualitatively. This is an important point because we do not know how PV is dissipated in the upper ocean. It is, however, certainly plausible that PV is removed at small scales, as it would be for example under a direct cascade of potential enstrophy. Then the long-wave resonances would also be weakly damped ones.
Of course, our ''irregular'' basins are still not nearly as complex as typical oceanic basins. But as long as F is large, we expect nothing fundamentally different with a more irregular geometry. Similarly it should not matter if the long-wave phase speed varies with latitude or if the Kelvin wave speed is finite. Primeau (2002) finds long-wave-type modes under the planetary geostrophic equations in a basin shaped like the Pacific.
In the real ocean, Kelvin waves have finite speeds and thus are susceptible to damping, which could in turn greatly weaken or defeat the weakly damped modes. Milliff and McWilliams (1994) found very similar adjustments to localized forcing with a primitive equation numerical model and one based on QG. Nevertheless, their domain was idealized, which perhaps lessened Kelvin wave damping. Certainly further work is required to know whether the weakly damped modes exist in realistic ocean models.
One concern though is whether such models can at present resolve these resonances. Our two-dimensional solutions demand a large number of Fourier modes, due to the boundary layers that are rich in small-scale structure when F is large and small. It is possible that oceanic GCMs must resolve small scales to a comparable degree in order to capture these large-scale features.
