Abstract
Introduction
Fuzzy neural networks have become very popular and widely being used in the pattern recognition applications. Basically, there are two main training strategies employed by fuzzy neural networks; supervised and unsupervised learning. In supervised learning, class labels are provided with input patterns and the decision boundary between classes that minimizes misclassification is achieved. It is often referred as pattern classification problem. In unsupervised learning, training patterns are unlabeled and clusters of the patterns are formed with a suitable similarity measure, which is referred as clustering problem. In real high dimensional problems, the data is often a mixture of labeled and unlabeled instances. To make full use of all the available information carried by both labeled and unlabeled patterns, some attempts have been made by combining supervised and unsupervised learning in a single training algorithm.
Many papers using fuzzy neural networks are reported on studies of pattern classification and clustering. Pedrycz and Waletzky have shown that even a small percent of the labeled patterns substantially improve the result of clustering [3] . Gabrys and Bargiela have proposed general fuzzy min-max neural network (GFMM) for clustering and classification [4] , which is an extension of FMN, with a fusion of supervised and unsupervised learning. Patil, Kulkarni and Sontakke have proposed general fuzzy hyperline segment neural network (GFHLSNN) [5] and found to be the best among all for recognition. Patil, Kulkarni and Sontakke [6, 7] have proposed modular fuzzy hypersphere neural network (MFHSNN), and modular fuzzy hyperline segment neural network (MFHLSNN) and found superior in terms of generalization and training time with equivalent testing time.
In this paper we present the MGFHSNN algorithm, which is an extension of GFHSNN and it is applied for rotation invariant handwritten character recognition. Ring and Zernike features are used as feature extraction methods. Its performance is also tested using Fisher Iris database.
Topology
During training phase, K modules of GFHSNN are used, if database consists of patterns of K number of classes. First two layers in each module in this feed forward neural network (Fig 1) grows adaptively to meet the demands of the problem. The first layer accepts the n-dimensional input pattern and second layer consists of hyperspheres (HSs) that are created during training. Each module is trained with patterns of that class to which it represents. Hence, each module learns peculiarities of a single class. m is defined as,
where
is three-parameter ramp threshold function defined as,
and the argument l is defined as, The fourth layer contains COMP-FNs defined as in [8] . Finally each C F node delivers non-fuzzy output which is described as, 
Learning Algorithm
The training set R consists of a set of P ordered 
is the index of one of the K classes. The learning algorithm of MFHSNN composed of two steps. 1. Initialization: All K modules are initialized by creating a HS in each with a first pattern belonging to the class of the module. 2. Training: An input pattern of class k is applied to th k module only and fuzzy membership of the input pattern with all the HSs within that module is calculated. After this any one of the two cases that are described below can happen.
Case 1: Accommodation by expansion of HS:
Each HS has maximum limit on its radius denoted by the parameter λ . The pattern is included in the existing HS if radius of that HS after expansion is less than or equal to λ . This constraint is stated in (6). The HS is expanded to include the input pattern by modifying its radius if the criterion stated in (6) is satisfied. This is described by following two steps.
Step 1: Determine using (1), whether the pattern h R is contained by any one of the existing HSs. If h R is included then the remaining steps in the training process are skipped and the training continues with the next training pair.
Step 2: If the pattern h R falls outside the HS, then the HS is expanded to include pattern if the expansion criterion is met. 
Simulation Results
MGFHSNN is implemented using MATLAB 5. Performance of MGFHSNN algorithm is also verified for rotation invariant handwritten character recognition and compared with FNN, FMN and FHSNN algorithms. The handwritten characters can be in arbitrary location, scale and orientation. Ten numerals from two hundred writers are scanned and stored in BMP format.
The Ring and Zernike features are extracted and then scaled within the range [0,1] along each dimension. The database of handwritten characters consists of two thousand characters. Four data sets are prepared from this database and used in the experiments. Set-1 is unrotated training set, i.e. original training set consisting of one thousand training patterns, which is reused to verify the recognition. Set-2 is rotated training set extracted from Set 1, i.e. each sample of Set-2 is a rotated version of sample in Set 1 with an angle of 15 0 . Set 3 is unrotated testing set consisting of remaining one thousand patterns in the database that is used to evaluate generality. Set-4 is rotated testing set extracted from Set-3, i.e. each sample of Set-4 is a rotated version of sample in Set-3, with an angle of 15 0 . The results obtained with Zernike features are tabulated in Table 2 When the MGFHSNN algorithm is trained with ring features, its performance is found better than FNN and FMN and equiporable with the FHSNN. These results are listed in Table 3 . The MGFHSNN algorithm gives better recognition rates for all the sets as compared to FNN and FMN algorithms. Tables 2 and 3 shows that recognition rates with ring features are superior than Zernike features.
The performance of these algorithms is also compared in unsupervised (pure clustering) mode using Fisher Iris data. Before presentation of data all the class labels are set to zero i.e. all patterns are made unlabeled. The performance is tested and tabulated in confusion matrices shown in Table 4 . The order of data presentation is same for all the algorithms. It is observed that MGFHSNN yields less confusion than GFMM. (a)
Timing analysis using ring features is listed in Table 5 which shows that the MGFHSNN algorithm is computationally efficient as compared to the FNN, FMN and FHSNN algorithms. 
Conclusions
Proposed algorithm can be used for pure classification, pure clustering and hybrid classifications and clustering. It has ability to learn the patterns faster because it creates/expands HSs without any overlap test and its removal, which is a substantial overhead in FMN and FHSNN. Thus it can be used in voluminous realistic database recognition purposes where less training time is the prime demand. Percentage recognition of MGFHSNN algorithm is found superior with less number of HSs when observed for handwritten character recognition. Clustering performance of MGFHSNN gives less confusion with that of GFMM. Recognition rates with ring features are superior than Zernike features.
