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Abstract— In this paper, we describe new faster algorithms that
design an optimal testing strategy for long pipeline segments.

I. I NTRODUCTION
Inspecting Pipelines is Important: Modern technology
depends on oil, gas, and other substances which are often
transported by long buried pipelines. High-pressure corrosive
substances transported within a pipeline and often severe soil
interaction make pipelines vulnerable. An especially vulnerable part of the pipeline is a weld where different pipes forming
a pipeline are welded together.
A pipeline disruption can lead to serious environmental
problem and sometimes, when the pipeline disruption occurs
in populated areas, to human disasters. It is therefore necessary
to periodically inspect pipelines.
This problem is especially important for older pipelines
particular those designed in the 1950s and earlier, when the
quality of welding was much lower than at present.
Inspecting Pipelines is Possible: In principle, each
pipeline segment can be inspected by using mechanized ultrasonic inspection techniques.
Inspecting Pipelines is Expensive: For long pipelines, it
is prohibitively expensive to inspect all the welds, especially
if we take into account the high cost of excavation.
Solution: Statistical Sampling: As a result, instead of
inspecting all parts of the pipeline, practitioners sample several
locations, and make statistical estimates based on the results
of the sampling.
Result of Statistical Sampling: Failure Assessment: Based
on the measurements, we estimate the probability distributions
describing different pipeline flaws – i.e., to be more precise,
we estimate the parameters of the corresponding distributions
such as their mean and standard deviation.
There exist accurate mathematical models that translate the
values of these parameters into the probability of the pipeline
failure p. If this probability exceeds a certain regulated (small)
threshold p0 , the pipeline must be repaired.
Our Estimates of p are Also Approximate: Because of
the limited sampling, we can only determine these parameters
with uncertainty; thus, the value pe calculated based on these
measurement result is also only an approximation to the
desired probability p – in other words, we have an interval

[p, p] of possible values of p. To be on the safe side, regulations
require that a pipeline be repaired when it is possible that
p ≥ p0 , i.e., when p ≥ p0 .
Need for Optimal Resource Allocation for Pipeline Assessment: Pipeline repairs are extremely expensive. To avoid
unnecessary repairs, it is therefore important to generate
estimates for p which are as accurate as possible.
So, given the amount of resources available for the weld
reliability assessment, we must allocate these resources to
different possible measurements so as to provide the most
accurate estimation of the probability failure.
Where Uncertainty Comes into Picture: Due to the uncertainty with which we know many of the factors, we need
to provide an optimal solution under uncertainty.
What Was Known and What We Propose: At present,
the only way to find the optimal design is, in effect, to
exhaustively search all possible combinations of numbers of
different measurements n1 , . . . , nk . In this paper, we provide
an analytical (fast) algorithm that find an almost optimal
design (and we show that finding the exactly optimal design
is NP-hard).
II. S TATISTICAL A PPROACH TO P IPELINE R ELIABILITY
A SSESSMENT: M OTIVATIONS
Traditionally, a statistical approach is used to assess reliability of a pipeline. Let us describe the motivations behind this
approach.
Let x1 , . . . , xk be measurable parameters that describe
the reliability of a pipeline – such as the pipe’s thickness,
parameters describing pipe deformation, different degrees of
corrosion, etc.
The value of each of these parameters randomly varies from
point to point. It is therefore reasonable to consider each of
these parameters as a random variable.
The actual value of each of these parameters xi is caused
by a large number of different independent factors. In principle, there are some major factors that affect the state of
the pipeline; to extend the pipeline’s service, pipelines are
designed in such a way that the effect of these major factors is
minimized. For example, a proper insulation is placed around
the pipeline, special anti-corrosion layers are added inside
the pipe, etc. After we exclude these major factors, the state

s
of the pipe is affected by the large number of relatively
small difficult-to-exclude processes. By itself, each of these
processes has a rather small influence on the pipeline, but
together (and especially in the long run), these processes can
lead to a drastic decrease in the pipeline’s reliability.
It is known that for large n, the sum of n independent
identically distributed random variables is almost normally
distributed. This Central Limit Theorem is one of the main
reasons why Gaussian distribution is so frequent in practice;
see, e.g., [10]. We can therefore conclude that each of the
parameters xi can be characterized as a normally distributed
random variable.
It is well known (see, e.g., [10]) that a normally distributed
random variable is uniquely determined by its mean and its
variance. Thus, to fully characterize the state of the pipeline,
we must know the means a1 , . . . , ak and the standard deviations σ1 , . . . , σk of the parameters x1 , . . . , xk .
Based on this information, we need to assess the reliability
of the pipeline – measured, e.g., by the probability p of the
pipeline’s failure. For different types of pipelines, there exist
models f that estimate the probability p of the pipeline’s
failure as a function of the values a1 , . . . , ak , σ1 , . . . , σk :
p = f (a1 , . . . , ak , σ1 , . . . , σk ).

(1)

III. T O M AKE A M EANINGFUL D ECISION A BOUT THE
P IPELINE , W E M UST A LSO K NOW H OW ACCURATE I S THE
R ELIABILITY E STIMATE
Our objective is to make sure that the probability of failure
p does not exceed the established small threshold p0 .
The models used in assessing pipeline reliability are reasonably sophisticated. So, in the ideal case when we know
the exact values of the statistical characteristics ai and σi ,
these models provide a very good estimate of the pipeline’s
reliability. Therefore, in this ideal case, it is easy to check
whether the pipeline can still be exploited or needs immediate
maintenance:
•

•

if the resulted value p is smaller than the threshold value
p0 , this means that we can continue to safely exploit this
pipeline;
on the other hand, if the resulted value p exceeds the
desired threshold, this means that the pipeline needs to
be serviced before it can be further exploited.

In practice, we do not know the exact values of these
statistical characteristics. To find their values, we measure the
values of the corresponding quantities xi at different locations,
and then use standard statistical techniques to estimate these
characteristics. Specifically, for each quantity xi , we perform
ni measurements at different places along the pipeline. Based
(1)
(n )
on the results xk , . . . , xk k of these measurements, we then
compute the following estimates e
ak and σ
ek for the desired
values ak and σk :
(1)

e
ak =

(nk )

xk + . . . + xk
nk

;

σ
ek =

(1)

(nk )

(xk − e
ak )2 + . . . + (xk
nk − 1

−e
ak )2

.

We then compute an estimate pe for the pipeline’s reliability –
by substituting these estimates into the reliability model f :
pe = f (e
a1 , . . . , e
ak , σ
e1 , . . . , σ
ek ).

(2)

How can we use this estimate to gauge the pipeline reliability? In the ideal case, we can simply compare the probability
p with the desired threshold p0 . However, since the estimates
e
ai and σ
ei are only approximate, the resulting estimate pe for
p is also only approximate. So, we cannot simply conclude
that the pipeline can be exploited by simply comparing the
estimate pe with the desired threshold p0 : even if pe < p0 , it
is still possible that the actual probability p is larger than the
estimate pe and larger than the threshold p0 .
So, to make a correct decision on the pipeline’s state,
we must know not only the estimate pe for the pipeline’s
probability of failure, we must also know how accurate is
this estimate. In other words, we would like to have some
def
information about the estimation error ∆p = pe − p.
IV. F ORMULAS FOR THE ACCURACY OF THE R ELIABILITY
E STIMATE
Based on the measurements, we get reasonable approximations e
ai and σ
ei to the actual values ai and σi of the
corresponding statistical characteristics. In other words, the
def
def
corresponding estimation errors ∆ai = e
ai − ai and ∆σi =
σ
ei − σi are small – and thus, in our computations, we can
safely ignore terms which are quadratic and higher order in
terms of ∆ai and ∆σi .
In particular, if we substitute the expressions ai = e
ai − ∆ai
and σi = σ
ei − ∆σi into the formula (1), expand the result in
Taylor series in terms of small quantities ∆ai and ∆σi , and
then ignore quadratic and higher order terms in this expansion,
we conclude that
∂f
∂f
p = pe −
· ∆a1 − . . . −
· ∆ak −
∂a1
∂ak
∂f
∂f
· ∆σ1 − . . . −
· ∆σk .
∂σ1
∂σk
Thus, for the desired estimation error ∆p = pe − p, we get the
following formula:
∆p =

k
k
X
X
∂f
∂f
· ∆ai +
· ∆σi .
∂ai
∂σi
i=1
i=1

(3)

For a reasonably large number of measurements, the estimation errors ∆ai and ∆σi are independent and (almost)
normally distributed. It is known that the standard statistical
estimates are un-biased – so the mean values of the estimation
errors is 0, that the standard deviation of the estimation error
σi
∆ai decreases with the number of measurements as √ ,
ni
and that the standard deviation of the estimation error ∆σi
σi
; see,
decreases with the number of measurements as √
2ni

e.g., [9], [10]. So, the desired estimation error ∆p is a linear combination of independent normally distributed random
variables with 0 means and known standard deviations.
k
P
It is known that, in general, a linear combination
αi ·ξi of

measurements ni in such a way that the standard deviation σ,
as described by the formula (4), does not exceed the given
value σ0 . This condition can be described as follows:
k
X
bi
≤ ε0 ,
n
i=1 i

i=1
variables ξi

independent normally distributed random
with 0
mean and standard deviations σi is also normally distributed,
with
0 mean and the standard deviation σ for which σ 2 =
n
P
2
αi · σi2 . By applying this known formula to the expression

i=1

(3), we conclude that the reliability estimation error ∆p is
normally distributed, with 0 mean and standard deviation σ
for which
¶2 2 X
¶2
k µ
k µ
X
∂f
σi
∂f
σ2
2
σ =
·
+
· i .
(4)
∂ai
ni
∂σi
2ni
i=1
i=1
V. H OW TO ACCESS THE P IPELINE R ELIABILITY ?
A SSESSMENT P ROCESS AND A P OSSIBLE N EED FOR
A DDITIONAL M EASUREMENTS
Suppose that we have performed a few measurements, and
came up with the estimates e
ai , σ
ei , and pe. By using the formula
(4) and the known properties of the normal distribution, we
can now estimate the accuracy of the estimate pe:
• For example, it is known that with probability 95%, a
normally distributed random variable with a mean a and
standard deviation σ is within a “two sigma” interval
[a − 2σ, a + 2σ].
In our case, this means that with probability 95%, the
actual values p of the probability of failure does not
exceed pe + 2σ.
• Similarly, from the fact that with probability 99.9%, a
normally distributed random variable with a mean a and
standard deviation σ is within a “three sigma” interval
[a − 3σ, a + 3σ]. In our case, this means that with
probability 99.9%, the actual values p of the probability
of failure does not exceed pe + 3σ, etc.
If the resulting upper bound for p is smaller than p0 , this
means that the pipeline is still operational.
However, if pe < p0 , but the resulting upper bound pe+ k0 · σ
exceeds p0 , the problem may be that we have performed too
few measurements and, as a result, our estimate pe is too crude.
In this situation, to check the pipeline’s reliability, we must
perform additional measurements.
VI. T OWARDS O PTIMAL WAY OF ACCESSING THE
P IPELINE R ELIABILITY: F ORMULATION OF THE P ROBLEM
How many measurements do we need? Once we know the
current reliability estimate pe < p0 , and have selected the value
k0 (corresponding to the desired certainty), we will need as
many measurements to be able to guarantee, with the selected
degree of certainty, that p ≤ p0 . In other words, we want to
make sure that the resulting standard deviation σ satisfies the
inequality pe + k0 · σ ≤ p0 – i.e., equivalently, the inequality
e
def p0 − p
. So, we must select the number of different
σ ≤ σ0 =
k0

where we denoted
def

bi =

µ

∂f
∂ai

¶2

µ
·

σi2

+

∂f
∂σi

(5)

¶2
·

σi2
;
2

def

ε0 = σ02 .
We have one inequality condition to find k different characteristics n1 , . . . , nk – sampling frequencies for k different
quantities x1 , . . . , xk . Therefore, there exist several possible
designs that satisfy this condition. Which of these designs
should we select?
We have already mentioned that measurements are expensive – this is one of the main reasons why we did not perform a
large number of measurements in the first place. Thus, when
selecting an experiment design, it is extremely important to
minimize the overall measurement cost.
This cost consists of two major parts: the cost of measurements themselves, and the cost of excavation that is needed to
gain access to the pipeline. We know the cost ci of a single
measurement of the quantity xi , and we know the cost c0 of a
single excavation. To perform all the measurements, we need
maxi ni excavations. Thus, the overall costs can be described
as
k
X
ci · ni + c0 · max ni .
(6)
i=1

i

Thus, we arrive at the following exact formulation of the
problem of optimization of sampling frequencies for assessing
weld reliability of long pipeline segments:
• we are given positive values b1 , . . . , bk , ε0 , c1 , . . . , ck ,
and c0 ;
• among all integer arrays ~
n = (n1 , . . . , nk ) that satisfy
the inequality (5), we must find a one that minimizes the
overall cost (6).
In this paper, we prove that if we want to solve this problem
exactly, then this problem is computationally intractable (NPhard). We also produce a reasonable efficient algorithm that
provides an asymptotically optimal solution to this problem.
VII. F IRST R ESULT: F INDING THE E XACT O PTIMUM IS
C OMPUTATIONALLY I NTRACTABLE (NP-H ARD )
Let us prove that the exact optimization problem is NPhard; for exact definitions of NP-hardness, see, e.g., [4], [5].
Specifically, we will prove that even a simplified version of
our original optimization problem is NP-hard, a version in
which instead of choosing arbitrary values ni , we only have
two choices n and n0 . In other words, for each i, we either
select to perform a small number n of measurements, or a
large number n0 > n of measurements.

This selection can be described by a single Boolean variable
yi that is equal:
• to 1 if, for xi , we select a small number of measurements,
and
• to 0 if, for xi , we select a large number of measurements.
If we did not have a restriction on accuracy, then, of course,
the smallest cost would mean that for every i, we perform the
small number of measurements ni = n. To avoid this trivial
solution, we assume that to achieve the desired accuracy, it
is not sufficient to perform a small number of measurements
k b
P
i
for all i – i.e., that
> ε0 . In this case, for at least
n
i=1
one of the quantities xi , we must have ni = n0 (i.e., yi = 0).
Thus, max(ni ) = n0 , and the objective function takes the form
k
P
ci · ni + c0 · n0 .
i=1

To prove NP-hardness of our problem, we will reduce a
known NP-hard problem to the problem whose NP-hardness
we try to prove: namely, to the inverse problem for piecewise
smooth velocity distributions.
Specifically, we will reduce, to our problem, the following
subset sum problem [4], [5] that is known to be NP-hard:
• Given:
• k positive integers s1 , . . . , sk and
• an integer s > 0,
• check whether it is possible to find a subset of this set
of integers whose sum is equal to exactly s.
For each i, we can take yi = 0 if we do not include the i-th
integer in the subset, and yi = 1 if we do. Then the subset
problem takes the following form:
check whether there exist
P
values yi ∈ {0, 1} for which
si · yi = s.
We will reduce each instance of this problem to an instance
of our optimization problem. Indeed, for each i, we can write
bi
bi
that
= 0 + si · yi , where we denoted
ni
n
µ
¶
1
1
def
si = b i ·
−
.
(7)
n n0
Thus, if we are given the values si , we must choose
bi =

si · n · n 0
.
n0 − n

(8)

For this choice of si , we get
k
k
k
X
X
bi
bi X
=
+
si · yi .
n
n0 i=1
i=1 i
i=1

So, for any number s0 , the condition
equivalent to

k
P
i=1

si · yi ≤ s0 is

k
k b
X
P
bi
i
≤
+ s0 . Therefore, if we take
0
n
n
i
i=1
i=1
def

ε i = s0 +

k
X
bi
0
n
i=1

k
P

we will be able to conclude that

i=1

si · yi ≤ s0 if and only if

k b
P
i
≤ ε0 . So, with our choice of bi and ε0 , the constraint
i=1 ni
in the resulting optimization problem becomes very similar to
the condition in the subset problem
– with the only difference
P
that we have an inequality
si · yi ≤ s0 , while in the subset
problem, we need equality.
To reduce inequality to equality, let us select appropriate
coefficients ci in the objective function. Indeed, in general,
ni = n0 − (n0 − n) · yi , hence for arbitrary ci , we get
k
X

ci · ni = n0 ·

i=1

k
X

ci −

i=1

k
X

(n0 − n) · yi .

i=1

So, if we select ci in such a way that ci · (n0 − n) = si , i.e.,
as
si
def
ci = 0
,
(10)
n −n
then we conclude that
k
X

0

ci · ni = n ·

i=1

Thus, the cost

k
X
i=1

k
P
i=1

ci −

k
X

si · yi .

(11)

i=1

ci · ni + c0 · n0 attains its smallest possible

value if and only if the linear combination
largest value. Since

k
P
i=1

k
P
i=1

si · yi attains its

si · yi ≤ s0 , this largest possible value

cannot exceed s0 , and the only possibility for it to attain the
value s0 is when the subset problem has a solution.
For simplicity, we can choose c0 = 0. In this case, due to
k
P
the formula (11),
si · yi = s0 if and only if the smallest
i=1
P
P
possible value of the cost
ci · ni is equal to n0 · ci − s0 ,
i.e., if equal to
def

C0 = n0 ·

k
X
i=1

si
− s0 .
n0 − n

(12)

Thus, to check whether an instance of the subset problem has
a solution, it is sufficient to form the corresponding instance
of our optimization problem and check whether its minimal
cost is equal to C0 . If the minimal cost is indeed equal to C0 ,
this means that the original subset problem has a solution –
actually the same values yi that correspond to this cost provide
the solution to the original instance of the subset problem. If
the minimal cost is > C0 , this means that the given instance
of the subset problem has no solution.
This reduction proves that our optimization problem is
indeed NP-hard.
VIII. H OW T HIS P ROBLEM I S S OLVED N OW

(9)

In the previous section, we have shown that in general,
the problem of finding the optimal sampling frequencies for
weld reliability assessments of long pipeline segments is NPhard. Crudely speaking, NP-hardness means that, in general,

any algorithm that exactly solves all the instances of this
problem requires, in some cases, computation time that grows
exponentially with the number of inputs k. In other words, if
we want to solve the problem exactly, then, most probably,
we cannot find the optimal frequencies faster than by using
exhaustive (or almost exhaustive) search.
At present, exhaustive (or almost exhaustive) search is
example how this problem is solved in practice – by trying
all possible combinations of ni . This is very time-consuming,
so we need faster algorithms for finding ni .
IX. U NCERTAINTY IN THE I NPUT M AKES FASTER
A LGORITHMS P OSSIBLE
In practice, the parameters bi , ci , and c0 are only approximately known. Since we only know these parameters approximately, it does not make much sense to waste computational
resources on solving the exact optimization problem – because
the solution that is optimal for the given values of these
parameters may be not exactly optimal for the (unknown)
actual values of these quantities.
It is therefore reasonable, instead of looking for an optimal
solution, to only look for an asymptotically optimal one.
X. N EW A LGORITHM : M OTIVATIONS
One of the main reasons why our optimization problem is
computationally difficult is because the desired values ni are
integers. It is well known (see, e.g., [5]) that such discrete
optimization problems are much more difficult to solve than
the similar continuous optimization problems, i.e., problems
in which the values ni can take arbitrary real values.
In view of this comment, a reasonable idea is to treat the
original problem as a continuous optimization problem, find
the optimal values ni as real numbers, and then round off these
values to the nearest integers to get an implementable testing
schedule.
The resulting algorithm is not exact – it replaces each value
ni with the nearest integer which may differ from ni by 0.5.
Thus, the relative accuracy with which this algorithm returns
the values is 0.5/ni . Hence, the relative difference between
the cost corresponding to this selection and the optimal cost
is also of the order ∼ 1/ni . Thus, when ni increases, this
relative accuracy decreases – in this sense, this algorithm is
asymptotically optimal.
Let us therefore find real value ni that optimize the objective function (6) under the constraint (5). The constraint is
described by a function that smoothly (differentiably) depends
on the unknowns ni . If the objective function was also smooth,
then we could use the Lagrange multiplier method to find the
maximum. However, the objective function contains a nonsmooth term max ni , so we cannot directly use the Lagrange
i
multiplier technique. Instead, we will use the following argument.
In the optimal solution, some values ni are equal to the
maximum maxi ni and some are not. Let us first consider
two unknowns nj and nl whose values are smaller than the
maximum. Then, if we select sufficiently small changes ∆nj

and ∆nl , the resulting values nj + ∆nj and nl + ∆nl are still
smaller than maxi ni . We want to make changes after which
the condition is still satisfied – i.e., that do not affect the lefthand side of the condition (5). For that, we need to make sure
that
bl
bj
bl
bj
+
=
+ .
nj + ∆nj
nl + ∆nl
nj
nl
For small ∆nj and ∆nl , this means that
−

bj
bl
· ∆nj − 2 · ∆nl + o(∆nj ) = 0,
n2j
nl

so we can take an arbitrary small ∆nj and
∆nl = −∆nj ·

bj n2l
·
+ o(∆nj ).
n2j bl

Substituting the changed values of nj and nl into the objective
function (6), we thus add, to the resulting cost, the value
cj · ∆nj + cl · ∆nl =
Ã
!
bj n2l
∆nj · cj − cl · 2 ·
+ o(∆nj ).
nj bl

(13)

The original vector (n1 , . . . , nk ) was optimal, so this change
in the cost must be non-negative for all possible values ∆nj .
Since the value ∆nj can be both (small) positive and (small)
negative, the only way for the cost change to be always
non-negative is when the coefficient at ∆nj is equal to 0 –
otherwise,
• if this coefficient is positive, the change will be negative
for ∆nj < 0, and
• if this coefficient is negative, the change will be negative
for ∆nj > 0.
bj
When this coefficient is equal to 0, it means that cj = cl · 2 ·
nj
n2l
. Moving all terms related to xj to the left side and all other
bl
cj · n2j
cl · n2l
terms to the right, we conclude that
=
. This
bj
bl
equality must be true for every two indices j and l for which
nj , nl < maxi ni . Thus, for all such indices, the expression
cj · n2j
attains the same value. Let us denote this common
bj
cj · n2j
value by λ. Then, from the equation
= λ, we conclude
bj
that
s
√
bj
nj = λ ·
.
(14)
cj
If nj < maxi ni and nl = maxi ni , and if there are at
least two different indices l for which nl = maxi ni , then
the condition that maxi ni remains the same is only preserved
when we decrease nl , i.e., when ∆nl < 0. This requirement
corresponds to ∆nj > 0. So, in this case, from the fact that
the original cost was the smallest, we can only conclude that
the change in cost is non-negative for ∆nj > 0. This means

that the coefficient at ∆nj at the expression (13) must be nonbj n2l
negative, i.e., that cj ≥ cl ·
· . Moving terms related to j
nj bl
into the left and all other terms into the right and taking into
cj · n2j
cl · n2l
account that
= λ, we conclude that
≤ λ, i.e.,
bj
bl
r
√
bl
that nl ≤ λ ·
.
cl
In others
words, for j for which nj < maxi ni , we have
√
bj
nj = λ ·
< maxi ni , and for l for which nl = max ni ,
cj
r
√
bl
we get nl = maxi ni ≤ λ·
. Thus, for every two indices
cl
j and l for which nj < maxi ni and nl = maxi ni , we have
bl
bj
bj
≤ . Thus, there is a threshold t such that if
≤ t, we
cj
cl
cj
bl
≥ t, we get nl = maxi ni .
get nj < maxi ni and if
cl
So, as the first step of our algorithm we sort all the indices
j in the increasing order of the ratio bj /cj . For notation
simplicity, let us assume that these indices are already sorted
in this manner. Then, we must select a threshold value t
so that we will have n1 , . . . , nt−1 smaller than maxi ni and
nt = . . . = nk = maxi ni .
Replacing nj (j < t) with nj + ∆nj and all the values
nt , . . . with nl + ∆n, we can similarly conclude that
v
u
k
u P
u
√ u l=t cl
.
(15)
nl = λ · u
uP
t k
cl + c0
l=t

Let us determine the value λ. Clearly, if we guarantee more
accuracy than necessary, we can perform fewer measurements
and still get the desired accuracy, Thus, the minimal cost is
P bi
attained when
= ε0 . Substituting the above expressions
i ni
(14) and (15) for nj and nl into this formula, we conclude
1
that √ · Zt = ε0 , where
λ
v
v
u k
u k
t−1
uX
uX
X
p
def
t
Z =
b ·c +
b ·t
c +c .
(16)
t

j

j−1

j

l

l=t

l

0

l=t

√
Hence, λ = Zt /ε
P
P0 . For these values ni , √the overall cost
cj · nj + (c0 + cl ) · nl takes the form λ · Zt , i.e., the
form Zt2 /ε0 . Thus, to find the smallest possible cost, we must
find t for which Zt is the smallest.
One can check that the same formulas work also when we
only have one value nl for which nl = maxi ni . Thus, we
arrive at the following algorithm:
XI. R ESULTING A LGORITHM
•
•

First, we sort all the indices in the increasing order of the
ratio bi /ci . Sorting requires time O(k · log(k)).
Then, for every t from 1 to k, we compute Zt by using the
formula (16). When we move from Zt to Zt+1 , each sum

changes by only one term, so we only need a constant
number of terms to find each of k values Zt – to the total
of O(k).
• We find t√for which Zt is the smallest. For this t, we
compute λ = Zt /ε0 , and the find the optimal ni by
using the formula (14) for i < t and the formula (15) for
i ≥ t.
This algorithm requires computation time O(k · log(k)) +
O(k) = O(k · log(k)).
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