Abstract. Consider the equation
Introduction
Consider the equation
for d ≥ 1, where V 0. We will assume either that V ∈ C α (R d ), for some α ∈ (0, 1], in which case solutions to (1.1) will be classical, or that V is bounded, in which case solutions to (1.1) will be weak solutions [7] .
One says that the Liouville property holds if the only bounded solution of (1.1) is u ≡ 0. It is known [11] , [2] that the following probabilistic condition is equivalent to the Liouville property: 
is a necessary condition for the Liouville property to hold. (A purely analytic proof of this can be found in [9, Proposition 3.4] .) The question of whether or not the Liouville property holds is of inherent interest and has been investigated by numerous authors. It also has useful applications. For example, recently, it was shown in [6] that if the Liouville property for (1.1) does not hold, and if u solves (1.1) and satisfies 0 < c 1 ≤ u ≤ c 2 , then for any W ≥ 0 and any j ≥ 1, the j-th negative eigenvalue of the operator − [2] , [4] , [11] ). In [11] it was pointed out that results in [3] show that (1.5) is necessary and sufficient for the Liouville property to hold for the class of functions V 0 decaying at least quadratically: 2 , for some c > 0. Furthermore, it was shown that this result is sharp. Indeed, given any function ψ satisfying lim r→∞ ψ(r) = ∞, one can find a function V 0 satisfying V (x) ≤ ψ(|x|) (1+|x|) 2 and (1.5), but such that the Liouville property does not hold.
In this paper we present another class of potentials for which (1.5) is both necessary and sufficient for the Liouville property to hold. We then use this result to determine when the Liouville property holds in the case that V is the indicator function of a countable union of -separated balls.
Here is the class of potentials we will consider. Assumption 1. There exists a t > 1 such that for R j = t j , one has 
and (1.5), where R j is as in Assumption 1, but the Liouville property does not hold. Remark 1. The "if and only if" part of the theorem (with t = 2) was proven in [8] using very different potential-theoretic methods. Our proof uses probability and partial differential equations.
Remark 2. The case of quadratically decaying V , noted before the statement of the theorem, is a particular case of Theorem 1. Indeed, we have sup 
Then the Liouville property holds for (1.1) if and only if (1.5) holds or, equivalently, if and only if
. Remark. Recalling (1.2), the probabilistic import of Theorem 2 is that under condition (1.7), one has [5] , namely, to determine when an -separated collection of balls
n=1B (x n , r n ). When this occurs, the collection of balls is called avoidable. In [5] it was shown that if the balls are -separated and if sup n≥1 r
, then a necessary and sufficient condition for avoidability is that
. The authors also show that the condition sup n≥1 r d−2 n |x n | 2 < ∞ is sharp with regard to the convergence of the above sum being the necessary and sufficient condition. We point out that it is possible to have a situation where the balls are unavoidable, but the total time spent in them is almost surely finite. For example, for > 0 sufficiently small and for each k = 1, 2, . . ., one can construct k d−1 -separated balls centered on the sphere of radius k and with common radius r satisfying 
We prove Theorem 1 in section 2 and Theorem 2 in section 3.
Proof of Theorem 1
The second part of the theorem, concerning the sharpness of the condition, follows from the sharpness result in Theorem 2. To prove the rest of the theorem, we need to show that under condition (1.6), the Liouville property holds for (1.1) if and only if (1.5) holds. In the introduction we noted that ∞ 0 V (B(s))ds = ∞ a.s. is equivalent to the Liouville condition. As a consequence, it was pointed out there that (1.5) is a necessary condition for the Liouville property to hold. Conversely, suppose that (1.5) holds. To complete the proof of the theorem, we will show that (x, y) .
Lemma 1. Let 1 < γ < t. There exists a positive constant c = c(d, t, γ) such that
Proof. The proof is an immediate consequence of Brownian scaling and the probabilistic representation of the Green functions.
We will complete the proof assuming the former equality, (2.1)
and proving that ∞ 0V (B(s))ds = ∞ a.s. We choose t > 1 sufficiently close to one so that Assumption 1 holds. (The proof of the theorem assuming the latter equality is completely analogous. One just replacesV byŴ in the steps below. The implementation of Assumption A in (2.9) below is also valid in this latter case.)
One has that 
Since z j ≥ u j , by (2.5) it is enough to prove that (2.6)
Let w j = 1 − z j . Then w j solves the equation
By Chebyshev's inequality, for λ > 0,
Also, using the strong Markov property for the first inequality below, using Assumption 1 for the last inequality below, and using (1.3) and (1.4) and the fact that V j is supported in I(R j , R j+1 ), one has for |x 0 | ≤ R j+1 , (2.9)
for some M > 0 independent of j. Taking λ = 2M , it follows from (2.8) and (2.9) that P x (
Letŵ j be the solution of the equation
From (2.10), we have z j ≥ α. Hence, comparing (2.7) and (2.11), the maximum principle allows one to conclude thatŵ j ≤ w j . Thus, by (2.6) and the fact that w j = 1 − z j , it is enough to prove that (2.12)
The solutionŵ j to (2.11) is given by
By Lemma 1, (2.14)
Thus, (2.13), (2.14) and (1.3) give
for some c > 0. For |x| = R j and y ∈ I j , one has |x − y| ≤ 2|y|. Thus (2.15) gives
for some c 1 > 0. Now (2.12) follows from (2.16) and (2.1).
Proof of Theorem 2
By the -separation assumption, at most a finite number of balls overlap other balls; thus, it is clear that (1.5) and (1.8) are equivalent. We now prove the first part of the theorem, that under condition (1.7), the Liouville property holds if and only if (1.8) holds. By Theorem 1, it suffices to prove that Assumption 1 holds. Recall the definition of I(S, T ) before Lemma 1. We have trivially (3.1)
dy.
To prove that Assumption 1 holds, we will show that each of the terms on the right hand side of (3.1) is bounded independently of j and of x ∈ I(R j , R j+1 ).
Consider the first term on the right hand side of (3.1). Fix line to line, and using the -separation condition for the second inequality below, we have
By (1.7) and the definition of S k (x), there exists a constant c 1 such that
. Using this with (3.2) allows us to conclude that V (y) |x−y| d−2 dy is bounded independently of j and of x ∈ I(R j , R j+1 ). This completes the proof that Assumption 1 holds.
We now show that (1.7) is sharp in the sense described in the statement of the theorem. Consider a cluster of k d balls each of radius r ≤ 1 4 , whose centers are more or less evenly distributed in a large ball that has radius k and is centered at a distance m from the origin, where m ≥ 2k. Note that these balls satisfy an -separation condition, for some > 0 which can be chosen independently of k. Ignore all balls whose centers are at a distance less than m from the origin. This leaves approximately k d /2 balls. We refer to this cluster of balls as C(m, k, r). We will now build a sequence of such clusters. The union of all the balls in all the clusters will constitute the collection {B(x i , s i )} ∞ i=1 appearing in the statement of
