The extremal dependence of a random vector describes the tail behaviors of joint probabilities of the random vector with respect to that of its margins, and has been often studied by using the tail dependence function of its copula. A tail density approach is introduced in this paper to analyze extremal dependence of the copulas that are specified only by densities. The relation between the copula tail densities and regularly varying densities are established, and the tail densities of Archimedean and t copulas are derived explicitly. The tail density approach becomes especially effective for extremal dependence analysis on a vine copula, for which the tail density can be written recursively in the product form of tail densities of bivariate baseline copulas and densities of bivariate linking copulas.
Introduction
The dependence among multivariate extremes can be described by the relative decay rate of joint tail probabilities of a random vector with respect to that of tail probabilities of its margins, which, in turn, can be rephrased precisely by using multivariate regular variation [33] , or alternatively, tail dependence functions of copulas [29, 24] . In this paper, we develop a method based on copula tail densities for extremal dependence analysis. Our motivation is two-fold: (1) Tail estimates of risk measures, such as Value-at-Risk (VaR), of aggregate dependent losses often boil down to evaluating integrals of tail densities of copulas (see, e.g., [3, 4, 2, 6, 5, 17] ), and (2) some important copulas, such as the t copula and vine copulas, are specified only by densities.
Let X = (X 1 , . . . , X d ) be a random vector with distribution F and continuous, univariate margins F 1 , . . . , F d . Without loss of generality, we may assume that X is non-negative component-wise. Consider the standard case in which the survival functions F i (x) := 1 − F i (x), 1 ≤ i ≤ d, of the margins are right tail equivalent; that is,
The distribution F or random vector X is said to be (multivariate) regularly varying (MRV) with intensity measure ν if lim t→∞ P(X ∈ tB) P(X 1 > t) = ν(B), ∀ relatively compact sets 2) satisfying that ν(∂B) = 0. The extremal dependence information of X is encoded in the intensity measure ν, which is a Radon measure with homogeneous property ν(tB) = t −α ν(B),
for all relatively compact subsets B that are bounded away from the origin, where α > 0 is known as the tail index. Observe from (1.1) and ( 1.2 ) that for any MRV random vector X, and 1 ≤ i ≤ d,
That is, univariate (non-degenerate) margins have regularly varying right tails. In general, a Borel-measurable function g : R + → R + is regularly varying with tail index α ∈ R if and only if g(x) = x −α L(x), x ≥ 0, ( 1.3) where L(t) is a slowly varying function with L(xt)/L(t) → 1 as t → ∞ for any x > 0. The detailed discussions on univariate and multivariate regular variations can be found in [33] . The extension of MRV beyond the non-negative orthant can be done by using the tail probability of ||X||, where ||·|| denotes a norm on R d , in place of the marginal tail probability in (1.2) (see [33] , Section 6. 5.5 ). The case that the limit in (1.1) is any non-zero constant can be easily converted into the standard tail equivalent case by properly rescaling margins.
If the limit in (1.1) is zero or infinity, then some margins have heavier tails than others. One way to overcome this problem is to standardize the margins via marginal monotone transforms, such as the copula method. A copula C is a multivariate distribution with uniformly distributed margins on [0, 1]. Sklar's theorem (see, e.g., [23] , Section 1.6) states that every multivariate distribution F with margins F 1 , . . 
where C is the joint survival function of C. The lower and upper tail dependence functions, introduced in [21, 26, 32, 24] , are defined as follows,
provided that the limits exist. The tail dependence functions are also called the tail copulas in other works (see, e.g., [34, 16] ). Obviously, b L (w;Ĉ) = b U (w; C), and thus the results on upper tail dependence can be easily translated into the similar results for lower tail dependence. There exists a close relation between the tail dependence functions of a copula C and its extreme value copulas [24] . The upper extreme value copula C UEV is given by
where a U is known as the upper exponent function, and if exists, it is related to the upper tail dependence function as follows, for w = (w 1 , . (1.6) and here b U S (w S ) denotes the upper tail dependence function of the margin C S of C with indexes in S. Note that if the exponent function a U (·; C) exists for a d-dimensional copula C, then the exponent function of any multivariate margin C S (u i , i ∈ S) of C,
also exists, where 0 S c is the |S c |-dimensional vector of zeros. Therefore, the existence of the exponent function a U (·; C) guarantees that the upper tail dependence function b U (·; C S ) of any multivariate margin C S (u i , i ∈ S) of C exists. There are close connections between these tail dependence functions and classical notions in multivariate extreme value theory; for example, the upper exponent function is the so called stable tail dependence function (see, e.g., [9] , page 257, or [12] , section 6.1.5).
With the copula approach, the intensity measure ν can be decomposed into the scale invariant tail dependence and tail index [30] . Theorem 1.1. Let X = (X 1 , . . . , X d ) be a random vector with distribution F and copula C, satisfying (1.1). 1 . If F is MRV as defined in (1.2) with intensity measure ν, then
If the limit (1.6) exists and marginal distributions
Proof.
(1) The relations between the intensity measure and tail dependence function are obtained in Theorem 2.3 of [30] with an intensity measure µ that depends on the norm || · || on R d . Note that all the intensity measures corresponding to an MRV distribution F are equivalent in the sense that any two of them differ only by a constant scaling factor. Clearly µ in Theorem 2.3 of [30] and ν in (1.2) are related as follows 
exists for all (w 1 , .
Using the standard approximation procedure (see, e.g., Lemma 6.1 in [33] ), (1.2) follows from (1.7) and thus F is MRV.
The tail dependence function and intensity measure are equivalent in extremal dependence analysis in the sense that the Radon measure generated by the tail dependence function is a marginally rescaled version of the intensity measure. Note, however, that the tail dependence function and intensity measure are cumulative in nature. A notion that describes extremal dependence locally is the tail density of multivariate regular variation studied in [13] . Consider again a distribution F with tail equivalent margins (1.1) and a norm || · || on 
and uniformly on {x > 0 : ||x|| = 1} where λ(·) is bounded, then, for
with homogeneous property that λ(tx
The tail density λ(·) in Theorem 1.2 is especially tractable for the distributions that are specified by densities. The goal of this paper is to introduce the tail densities for copulas and derive explicitly the tail densities of the copulas that are specified only by densities, such as the t copula, and vine copulas that are built from bivariate linking copulas using local dependence properties. The rest of this paper is organized as follows. Section 2 introduces the copula tail density, and discusses its properties and the relation with the tail density of multivariate regular variation. An application on the asymptotic expressions of VaR in terms of tail densities is also highlighted in Section 2. Section 3 discusses tail densities for various copulas, including t and D-vine copulas, and finally, some remarks in Section 4 conclude the paper.
Tail Densities of Copulas
Let C be a copula with lower and upper tail dependence functions (1.5) and density function c that is continuous on its support. As in [13, 24] , we need to impose the uniform convergence condition to ensure the exchanges of limits. Assume that any partial derivative of order d or less for the ratios
In fact, it is sufficient to assume the uniformity condition for the first ratio. Note that most copulas that are specified by densities satisfy this technical condition on uniform convergence.
For
denote the d-order partial differentiation operator with respect to w 1 , . . . , w d . Consider the generalized density of the upper tail dependence function b U (w; C):
, where C S denotes the margin of C with indexes in S, we have
Under the uniform convergence assumption (2.1), we can exchange the order of limit and derivative as follows,
The limiting function lim u→0
is called the tail density function for copula C. More precisely, the lower and upper tail density functions, denoted by λ L (·; C) and λ U (·; C)
respectively, are defined as follows: 4) provided that the limits exist.
Properties of Tail Densities
First of all, the following expressions for tail densities are immediate from the uniform convergence condition (2.1) and exchanging limits as in (2.2).
Proposition 2.1. Let C be a copula with lower and upper tail dependence functions ( 1.5) and continuous density function c, satisfying (2.1).
Under the assumption (2.1), any partial derivative of order d or less for tail dependence functions are continuous. In addition, the tail dependence functions are grounded (Proposition 2.1, [24] ); that is, these tail dependence functions are equal to zero if some variables take zero. Thus Proposition 2.1 implies that for any w = (w 1 , .
The tail density functions describe the densities of multivariate extremes. Most frequently used copulas have explicit densities, and using Proposition 2.1, their tail densities can be obtained from copula densities with relative ease. Observe from (1.4) that λ L (w;Ĉ) = λ U (w; C) for any copula C, whereĈ is the survival copula. Since any result regarding λ U (·; C) can be translated via this duality into a similar result for λ L (·; C) and vice versa, we hereafter only discuss one case in details and state the main results involving the other case without proof. We also use frequently the simplified notations λ L (w) and λ
and a U (w), or b L (w) and b U (w) when no confusion arises.
It follows from (1.6) that
, which, together with Proposition 2.1, implies that
Similarly,
where
denotes the lower tail dependence function of the margin C S of C with indexes in S ⊂ {1, . . . , d}. Proposition 2.2. Let C be a copula with lower and upper tail dependence functions ( 1.5) and continuous density function c, satisfying (2.1).
The tail density functions are homogeneous of order
is non-zero and differentiable, then it is directionally decreasing and directionally convex, and it reaches ∞ at the origin and goes down to zero only at ∞.
Proof. We prove the results for λ U only.
(1) For any number t ≥ 0 and w = (w 1 , .
(2) A direct consequence of the homogeneity property is the Euler representation. Since λ U (·) is differentiable, then the well-known Euler's homogeneous theorem implies that
That is, for all w ∈ R d + , along the ray through w originated from 0, the directional derivative of λ U (w) is non-positive.
It is shown in [24] that the tail dependence function b U (·) is either identically zero or positive everywhere. We now show that this is also true for λ U (·). If λ U (w) = 0 for some
is either identically zero or positive everywhere.
is strictly directionally decreasing and directionally convex along all the rays originated from 0. Since d > 1, the homogeneity property implies that λ U (·) reaches ∞ at the origin and goes down to zero only at ∞.
A copula C is said to be upper (lower) tail dependent if its upper (lower) tail density is non-zero. Theorem 2. 3 . Assume that F is a distribution with tail equivalent, continuous margins
, is regularly varying with tail index α + 1, α > 0, and the copula C of F satisfies the condition (2.1), then F is multivariate regularly varying with tail density λ(·) that is related to the upper tail density λ U (·) of C as follows:
is the Jacobian determinant of the homeomorphic transform y i = w
Proof. Let c denote the density of copula C, and then the density f of F is given by
Because of the regularly varying property of the tail equivalent margins, for sufficiently large t > 0, we have
Due to Karamata's theorem (see Theorem 2.1 in [33] ), the margin F i , 1 ≤ i ≤ d, is regularly varying with tail index α and
Plug these tail estimates into (2.9) with u = α −1 t −α L 1 (t) → 0 as t → ∞, and we have
which, via (2.1) and (2.2), converges uniformly on R d + \{0} as t → ∞ or equivalently u → 0. By Theorem 1.2, F is regularly varying with intensity measure ν and tail density λ, and for any
Since ν is a Radon measure, we have that ν((x, ∞]) = (x,∞] λ(y)dy. It follows from Theorem 1.1 that for any w = (w 1 , .
By taking the derivatives on both sides with respect to w 1 , . . . , w d , (2.8) follows from Proposition 2.1.
Remark 2.4. 1. It was shown in [13] that the condition in Theorem 1.2 implies that
converges, as t → ∞, uniformly on {x : ||x|| > δ} for any small δ > 0, where || · || denotes any norm on R d + . In contrast, the assumption in Theorem 2.3 is slightly stronger and implies that
2. It follows from Karamata's theorem that the regularly varying property of the density f i on [0, ∞) implies that the marginal distribution F i is regularly varying. Conversely, however, the regularly varying property of a marginal distribution F i on [0, ∞) implies that the density f i is regularly varying if f i is monotone on [0, ∞) (see Proposition 2.5 in [33] ). In fact, it can be easily seen that if f i is asymptotically monotone in a left neighborhood of ∞, then the regularly varying property of a marginal distribution F i ensures the regular variation of the density f i . Therefore, the regularly varying assumption on marginal densities imposed in Theorem 2.3 is slightly stronger than the regularly varying condition on the margins F i .
The tail densities of Archimedean copulas follow immediately from Proposition 2.1, and the tail dependence functions of Archimedean copulas. The expressions of these tail dependence functions were derived in [18, 6, 10] (also see Propositions 2.5 and 3.3 in [24] ).
be an Archimedean copula with strict generator φ −1 , where φ is regularly varying at ∞ with tail index θ > 0. The lower tail dependence function and lower tail density of C are given by 
Note that the extremal behavior of Archimedean copulas can be deduced from their stochastic representation as the survival copulas of l 1 -symmetric distributions, and the extremal behavior of the radial part (or scale mixing) of the representation is determined by its so called Williamson d-transform [31, 15] . An example involving a copula with upper tail dependence is given by the Gumbel copula.
The Gumbel copula is an Archimedean copula with the Laplace transform φ(s) = exp{−s 1/δ } and generator φ −1 (t) = (− log t) δ , which is regularly varying at 1 with tail index δ > 1. It follows from Proposition 2.6 that the upper tail density function
for any δ > 1.
An example of the copulas with lower tail dependence is the Clayton copula.
Example 2. 8 . Consider a bivariate Clayton copula C(u, v; θ)
This is an Archimedean copula with Laplace transform φ(s) = (1 + s)
−1/δ , which is regularly varying at ∞ with tail index 1/δ. Therefore the lower tail density function is given via Proposition 2.5 by
for any δ > 0.
Approximation of Tail Risk Measures via Tail Densities
The asymptotic analysis of VaR for aggregated dependent losses usually boils down to evaluations of integrals of tail densities of underlying copulas over some upper subsets in R d .
Such an asymptotic analysis was initiated in [35, 3] for aggregated dependent losses with Archimedean copula structure, and VaR estimates were further studied in [2, 6, 5] for loss variables with general copula structures. The tail estimate of VaR under Archimedean dependence was applied in [17] to study the sub-and superadditivity properties of VaR. The tail estimates of VaR for aggregated dependent losses with general multivariate regularly varying distribution can be expressed in terms of the intensity measure ν(·) [14] , which, via Theorems 1.2 and 2.3, can be further expressed as integrals of tail densities of underlying copulas over certain upper subsets in R d . The asymptotic analysis of tail conditional expectation for dependent losses shares a similar idea (see [25] ); that is, tail risks can often be expressed as integrals of tail densities. We illustrate this idea by deriving the tail asymptotics for the value-at-risk VaR p (||X||) (i.e., 100pth-percentile of ||X||) of a loss vector X, as p → 1, in terms of tail densities, where || · || denotes any norm on R d + that preserves the component-wise ordering. Consider a non-negative MRV random loss vector X = (X 1 , . . . , X d ) with upper tail density λ U , joint distribution F and continuous margins F 1 , . . . , F d that are tail equivalent with tail index α > 0. Consider the following limit:
This limiting constant depends on the intensity measure ν, which in turn depends on tail index α, tail density λ U and norm || · ||. Let G denote the distribution function of ||X||. As 
+ for any c > 0. Thus
Replace u by 1 − p, and we have, Theorem 2.9. Assume that F is a distribution with tail equivalent, continuous margins
, is regularly varying with tail index α + 1, α > 0, and the copula C of F satisfies the condition (2.1), then q ||·|| (α, λ U ) has the following representation
where W = {w ≥ 0 : ||w|| > 1}.
Proof. It follows from (1.2) that
where W = {w : ||w|| > 1}. On the other hand, it follows from Theorem 2.3 that
Since || · || preserves the component-wise order, W is an upper subset. The standard approximation and (2.12) lead to
and (2.11) follows. Note that under the assumptions of Theorem 2.9, the intensity measure ν(·) is absolutely continuous with respect to the Lebesgue measure and the tail density λ(·) is the unique Radon-Nikodym derivative of ν(·) with respect to the Lebesgue measure. Example 2. 10 . Consider a random loss vector (X 1 , . . . , X d ) which satisfies the assumptions of Theorem 2.9.
Assume that (X
where the generator φ −1 is regularly varying at 1 with tail index β > 1. Then Theorem 2.9 and Proposition 2.6 yield
where W = {w : ||w|| > 1}. 2 . Assume that the survival copula of (
, where the inverse generator φ is regularly varying at ∞ with tail index θ > 0. Then Theorem 2.9 and Proposition 2.5 yield
Example 2.10 (2) is obtained in [17] for the l 1 norm. Also see [2, 3, 6] for the detailed discussions on tail estimates of aggregated dependent risks.
Tail Densities of t and Vine Copulas
In this section, we first derive the tail density of the well-known t copula that is specified by the density. We also derive the tail densities of D-vine copulas that are built from the densities of bivariate linking copulas via local dependence properties.
Tail Density of t Copula
Consider a d-dimensional symmetric t distribution t d (ν, Σ) with mean 0 and its density function:
where and the scale variable R, independent of (Z 1 , . . . , Z d ), has an inverse Gamma distribution, which is known to be regularly varying with tail index ν/2 [11] . The one dimensional marginal t distribution has the density
Note that f i has regularly varying tails with tail index ν + 1. Karamata's theorem (see page 25 of [33] ) implies that the margin F i has a regularly varying right tail with 1
The limiting constant > 0 is an explicit constant only depending on ν.
Thus we obtain the following estimates:
Plug these estimates into the t copula density c(1 − uw 1 , . . . , 1 − uw d ) with (3.1) and (3.2), and we obtain that as u → 0,
). It follows from Proposition 2.1 that the upper tail density function of a multivariate t copula is given below:
To get q ||·|| (α, λ U ) for a loss vector with multivariate t copula and regularly varying margins, plug w −α i , 1 ≤ i ≤ d, into the tail density and utilize (2.11) as is shown as follows. Proposition 3.1. If a non-negative loss vector X = (X 1 , · · · , X d ) has a t copula with degree of freedom ν and dispersion matrix Σ and tail equivalent, regularly varying margins with tail index α > 0, then
Here
If α = ν, then the tail density of the t copula and (2.8) yield the (upper) tail density of the truncated multivariate t distribution:
If a non-negative loss vector X = (X 1 , · · · , X d ) has the truncated multivariate t distribution with degree of freedom ν and dispersion matrix Σ, then
where VaR p (X 1 ) is the VaR of the margin with truncated standard t distribution. depends on ||w −1/ν || Σ and the Jacobian determinant of the topologically invariant transform 
where ν is the degrees of freedom.
It follows from (3.3) and (3.4) that
for any w 1 > 0 and w 2 > 0.
Tail Densities of Vine Copulas
A vine copula is a copula constructed from a set of d(d − 1)/2 bivariate copulas by using successive mixing according to a tree structure on finite indexes 1, . . . , d. The crucial assumption for vine copulas is that given a subset S of variables, where ∅ = S ⊂ {1, . . . , d}, the conditional copula that links neighboring variables of S does not depend on the conditioning variables in S. Depending on the types of trees, various vine copulas can be constructed. For example, one boundary case of D-vines are constructed on 1-ary trees and the other boundary case of C-vines are constructed on full (d − 1)-ary trees. The details of these and other regular vines can be found in [7, 8, 27, 28] . For reasons of simpler notation to show main ideas, we discuss only D-vines here in details, but similar results hold for other vine copulas.
Let C be the d-dimensional copula of a random vector (U 1 , . . . , U d ) with density c and uniform margins. We simplify the notations for margins and conditional distributions as follows: Let S and S be two subsets of {1, . . . , d}. For a D-vine, the linking copula K ij appears at level (j − i). A C-vine, in standard form, is constructed similarly with bivariate linking copulas K ij , i < j, at level i. See, for example, [1] for graphical illustrations and a short introduction to D-vines vs. C-vines. A regular vine is more flexible but still has d − l linking copulas at level l, 1 ≤ l ≤ d − 1. It is evident that at each level of the construction, the conditional distribution of (U i , U i+l ) given (U j , i + 1 ≤ j ≤ i + l − 1) has the following simple form: 5) with conditional density 6) in which the linking copula K i,i+l does not depend on conditioning variables u i+1 , . . . , u i+l−1 . This property of the linking copulas simplifies the dependence structure of vine copulas, leading to recursive expressions for their distributions. Since all the bivariate linking copulas satisfy the uniform convergence properties (2.1), then by induction, the d-dimensional D-vine copula C satisfies (2.1).
Level
To obtain the tail densities for vine copulas, we define the lower and upper conditional tail dependence functions, denoted by t L S |S and t U S |S respectively, as follows, for any S, S ⊆ {1, . . . , d}, and all w = (w 1 , . . 
Under the uniform convergence assumption (2.1), these limiting functions exist. 
If the baseline linking copulas
( 3.8) 2. If the baseline linking copulas K i,i+1 s are all upper tail dependent, then
Proof. We prove the lower tail dependence case, and the other case is similar via the duality property ( 1.4) .
It is shown in Theorem 4.1 of [24] that C and its multivariate margins are lower tail dependent, and thus λ L S (w S ) > 0, S ⊆ {1, . . . , d}, and all the lower conditional tail dependence functions are positive. It follows from (3.5) that the lower conditional tail dependence functions for D-vines are evaluated recursively by: 
Since k 1,d is continuous and all the lower conditional tail dependence functions are positive, (3.8) follows from Proposition 2.1 by taking the limits as u → 0.
Remark 3.5.
, and λ
describe the lower conditional tail densities, and (3.8) can be rewritten in terms of conditional tail densities as follows, , where baseline linking copulas K 1,2 and K 2,3 are lower tail independent. In this situation, C is lower tail independent, but the margin C {1,3} can be lower tail dependent if the second level linking copula K 1,3 is lower tail dependent and the conditional tail probabilities of K 1,2 and K 2,3 are regularly varying at 0 with same tail index. That is, tail dependence of C {1,3} can emerge from tail independence of K 1,2 and K 2,3 with synchronized hidden regular variation tail index. This issue of hidden regular variation [19, 22, 20] is still unsolved in the context of vine copulas and other graphical models.
Example 3. 6 . The lower tail density of the 3-dimensional D-vine is given by: Again, the lower conditional tail dependence functions are just univariate integrals of bivariate and trivariate tail densities.
Concluding Remarks
In this paper, we introduced the notion of the tail density of a copula, and established its basic properties. Coupled with regularly varying margins, the copula tail density is shown to be equivalent to the tail density of multivariate regular variation developed in [13] . Various examples involving Archimedean and t copulas are discussed to illustrate our results.
The usefulness of the copula tail density lies in its ability to analyze extremal dependence properties locally, and such a local extreme value analysis often yields good geometric interpretations, such as in the case of t copulas. When applying the tail density approach to vine copulas, we obtained the recursive expressions of tail densities for D-vine copulas according to the underlying tree structure in terms of lower dimensional tail densities. In contrast to [24] , the tail dependence recursions for high dimensional D-vines developed here could only involve one-dimensional integrations. The tail density approach will be used in our future research to characterize the multivariate regular variation properties for vine copulas according to underlying finite tree structures.
