ABSTRACT. Classification using a scale of visual notes is a strategy used to select erect bean plants in order to improve bean plant architectures. Use of morphological traits associated with the phenotypic expression of bean architecture in classification procedures may enhance selection. The objective of this study was to evaluate the potential of artificial neural networks (ANNs) as auxiliary tools in the improvement of bean plant architecture. Data from 19 lines were evaluated for 22 traits, in 2007 and 2009 winter crops. Hypocotyl diameter and plant height were selected for analysis through ANNs. For classification purposes, 2 V.Q. Carneiro et al.
these lines were separated into two groups, determined by the plant architecture notes. The predictive ability of ANNs was evaluated according to two scenarios to predict the plant architecture -training with 2007 data and validating in 2009 data (scenario 1), and vice versa (scenario 2). For this, ANNs were trained and validated using data from replicates of the evaluated lines for hypocotyl diameter individually, or together with the mean height of plants in the plot. In each scenario, the use of data from replicates or line means was evaluated for prediction through previously trained and validated ANNs. In both scenarios, ANNs based on hypocotyl diameter and mean height of plants were superior, since the error rates obtained were lower than those obtained using hypocotyl diameter only. Lower apparent error rates were verified in both scenarios for prediction when data on the means of the evaluated traits were submitted to better trained and validated ANNs.
INTRODUCTION
Common bean (Phaseolus vulgaris L.) is a staple food of the Brazilian population, and is a relevant source of protein, iron, and carbohydrates. Moreover, it is an agricultural product of high social and economic importance since it is cultivated in large areas, generating jobs throughout the crop cycle (Borém and Carneiro, 2015) .
Plant architecture is a trait that has received great attention in bean breeding programs (Mendes et al., 2009) , since the cultivation of erect plants allows mechanized harvesting with minor losses, facilitates crop management practices, reduces the incidence of some diseases (Coyne, 1980; Pires et al., 2014) , and makes it possible to obtain better quality grain. Bean plant architecture is a trait governed by several genes and is influenced greatly by the environment (Teixeira et al., 1999; Basset, 2004; Moreto et al., 2007) , which hinders the work of breeders.
Greater accuracy in the selection of erect plants requires information regarding other morphological traits involved in the phenotypic expression of bean plant architecture, such as growth habit, length of the main stem, number of internodes, internode length, plant height, number of branches, branch angles, distribution of pods, and hypocotyl diameter (Teixeira et al., 1999; Kelly, 2001) .
Scoring scales are a strategy widely used in breeding programs to evaluate bean plant architecture (Collicchio et al., 1997; Teixeira et al., 1999; de Menezes Júnior et al., 2008) . However, there are some issues regarding this practice, such as the efficacy of evaluation using a visual criterion, and the range of scores assigned by different evaluators. Furthermore, studies have shown that the evaluation of plant architecture using scores from individual plants is not very efficient (Teixeira et al., 1999) . Acquaah et al. (1991) and Moura et al. (2013) concluded that hypocotyl diameter, plant height, and branch angles are the main traits associated with bean plant architecture. Additionally, these traits permit more accurate evaluations when compared with evaluation by scores. Morphological traits associated with the phenotypic expression of bean architecture in discriminatory techniques can be used to increase accuracy in the selection of more erect plants.
Artificial neural networks (ANNs) are tools that have been highlighted for individual separation (Braga et al., 2011) ; these are computational techniques based on mathematical models (Nelson and Illingworth, 1991; Haykin, 2008) , and their functioning is inspired by the human brain, by acquiring knowledge by means of experience. ANNs are effective for predicting, recognizing patterns, and establishing clusterings (Haykin, 2008) . In the agricultural field, they permit the yield (Kaul et al., 2005) , behavior of diseases and pests (Batchelor et al., 1997) , and the water retention in soil (Schaap and Bouten, 1996) to be predicted, among others traits. In breeding, ANNs have been used in studies on genetic diversity (Barbosa et al., 2011) , prediction of genetic values (Silva et al., 2014) , and analyses of adaptability and stability (Barroso et al., 2013; Nascimento et al., 2013) .
One of the main attributes of ANNs is their nonlinear structure, which allows more complex properties of data to be captured (Galvão et al., 1999) . They also stand out as they do not require detailed information on the physical processes of the systems to be modeled (Sudheer et al., 2003) . As a classification method, ANNs have some advantages, such as being non-parametric (Kavzoglu and Mather, 2003) and being tolerant to data loss (Bishop, 1995) . Thus, the objective of this study was to evaluate the potential of ANNs as auxiliary tools in the improvement of bean plant architecture.
MATERIAL AND METHODS
Data on 36 bean lines evaluated in the 2007 and 2009 winter crops were used in this study. Data regarding 22 agronomic traits were obtained in experiments carried out in the experimental field of the Department of Plant Science of the Federal University of Viçosa (UFV) in the municipality of Coimbra, Minas Gerais (20°51'24''S, 42°48'10''W, at720 m asl).
The experiment carried out in the 2007 winter crop consisted of a randomized block design with three replicates, and plots consisted of three 3-m rows, spaced 0.5-m apart. The experiment carried out in the 2009 winter crop had a similar design, except that plots with four rows were used. Sixteen holes per meter were used, with three seeds per hole and subsequent thinning, leaving two plants per hole. The cultivation treatments adopted followed the recommendation for bean crops in the region (Vieira et al., 2015) .
The characteristics evaluated were: days to flowering; days until harvest; score of plant architecture at flowering and at harvest; mean plant height within the plot at flowering and at harvest; grain yield; height of insertion of the first pod, measured in the field and after harvest; branch angles; number of pods in the main stem; number of pods in the branches; epicotyl diameter; hypocotyl diameter; total number of branches; number of aborted branches; number of internodes in the main stem; number of internodes in branches with pods; length of the first four internodes of the main stem; total length of internodes, number of grains per pod; and weight of 100 grains.
The number of days to flowering comprised the period between emergence and flowering of 50% of the plants within the plot. Days until harvest refer to the period from emergence to harvest.
In relation to the architecture, plants were evaluated at physiological maturity and close to harvest, considering the center rows of the plot and using a scoring scale from 1 to 5 as proposed by Collicchio et al. (1997) , in which: 1 refers to plant type II, erect, with one stem, and with high insertion of the first pod; 2 refers to plant type II, erect, with some branches; 3 refers to plant to type II or III, with many branches and a tendency to prostrate; 4 refers to plant type III, semi-erect or semi-prostrate; and 5 refers to plant type III, with long internodes and very prostrate.
Mean plant height within the plot was measured in centimeters from the ground level to the insertion of the last leaf, considering three representative points in the plot, both at flowering and at harvest.
The two lateral rows were harvested in each plot in order to obtain grain yield in the 2007 harvest. In the 2009 harvest, one of the central rows was used to evaluate grain yield, while the other was used to measure other traits after harvest. The height of insertion of the first pod was measured in the field and after harvest, from the ground level to the height of insertion of the first pod in the raceme. The measurement of the height of insertion of the first pod after harvest differed in relation to the measurement carried out in the field, since the plant was maintained erect. Branch angles were measured with the aid of a semicircular slit between 0 and 180° (protractor), and the three branches following those with primary leaves were considered.
The mean number of pods in the main stem, the mean number of pods in the branches, and the mean number of aborted branches were determined from nine representative plants within the plot. The hypocotyl and epicotyl diameters (mm) were measured using a digital caliper. The epicotyl diameter was taken 1-cm above the cotyledonary node, and the hypocotyl diameter was taken 1-cm below the same node. To determine the number of internodes in the main stem and the number of internodes in branches, only branches/racemes with pods were considered. The length of the first four internodes of the main stem was measured in cm, starting from the cotyledonary node. The number of grains per pod was obtained from nine representative plants within each plot.
In order to identify the main traits determining bean plant architecture, multiple regression analyses with a stepwise option were carried out, aiming to select variables for the model, which originally included 22 traits measured in the lines in both evaluations (2007 and 2009 winter crops) . Multiple regression analysis with a stepwise selection strategy was carried out with the aid of the GENES software (Cruz, 2013) .
After obtaining the necessary information, data on the variables of interest were subjected to analysis of variance, according to the random blocks model. Then, an analysis of variance was carried out for the years. For all analyses, the effects were all considered as fixed, with the exception of the error.
For analysis with ANNs, data on the lines in each replication were used in order to increase the sample size. Lines were allocated in to two groups established by their plant architecture scores. The first group was composed of lines with scores up to 2.5, and the second was composed of lines with scores greater than 2.5. Lines allocated in different groups in the replications and/or years were not considered in the analysis. Thus, 19 of the 36 lines evaluated in 2007 and 2009 were used in the analysis with ANNs (Table 1) , totaling 57 observations per evaluation year, since data from each replication was used for ANNs training and validation.
ANNs analysis were used under the following scenarios:
Scenario 1: In this scenario, the ability of ANNs to predict the architecture of lines in 2009 was evaluated, with ANNs based on data obtained in 2007 for hypocotyl diameter (HD), individually or in conjunction with mean plant height within the plot (PH). In the ANN training, data related to replications of the 2007 experiment were subjected to the expansion process, as mentioned below, and information of 300 genotypes per group with the same properties (mean, variance, and covariance) of the original lines was obtained. Replication data (57 observations) used in the expansion process was used for validation, and prediction was carried out with data from individual replicates (57 observations Scenario 2: In this scenario, the ability of ANNs to predict the architecture of lines in 2007 was evaluated, with ANNs based on data obtained in 2009 for (HD), individually or in conjunction with (PH). In the training ANN training, data related to replications of the 2009 experiment were subjected to the expansion process, and information was obtained on 300 genotypes per group with the same properties (mean, variance, and covariance) of the original lines. Validation occurred with the replicate data (57 observations) used in the expansion process, and predictions were made with data on individual replicates (57 observations In both scenarios, apparent error rates (AER) for ANNs training, validation, and prediction were estimated. AER was determined as the percentage of misclassification, considering the allocation groups of the lines. The apparent error rates per group for validation and for predictions for both scenarios were also estimated.
Data expansion
For ANNs training were simulated three-hundred new information per group from the data of each proposed scenario (Table 1 ). The expanded data from the information of each group based on the mean and the covariance matrix of the main traits determining plant architecture by the multiple regression technique, with a stepwise option for variable selection.
These new data sets presented the same properties (mean, variance, and covariance) as the original datasets. The expansion process was carried out with the aid of the GENES software (Cruz, 2013) .
For the purpose of network training, the initial dataset was expanded using the following process: the simulated values were taken as a random variable Y~N(ϕ, Σ); data were transformed into a random variable Z~N(ϕ,I) through linear transformation Z = F'Y, in which F was obtained by the spectral decomposition process of Σ, such that Σ -1 = FF'. The expansion process consisted of the simulation of new values of Y, considering Y~N(ϕ, (F') -1 Z). For the simulation of new information, the reverse process was applied, i.e., independent normal variables were generated and data with the desired covariance matrix were obtained by reverse transformation.
The Box-Muller theorem was used to simulate new information; U1 and U 2 are independent values generated by the uniform distribution between 0 and 1. Thus,
are variables with independent standard normal distribution.
Artificial neural networks (ANNs)
Data from the 2007 and 2009 experiments were subjected to ANN analysis, carried out with the aid of the MATLAB software (MATLAB, 2016) . For ANN training, 600 expanded simulated data were used (300 for each group), considering the multilayer perceptron architecture with the following descriptions for topologies: a) Number of hidden layers: Three hidden layers were considered. b) Number of neurons: Combinations between three and 12 neurons were considered for each hidden layer. c) Activation function: Linear activation function was adopted for the output layer. For the hidden layers, the linear, logistic, and hyperbolic tangent functions were used to establish the best architecture. d) Number of training cycles: Five-thousand iterations were used. The number of iterations was limited so they did not become excessive, which could lead to the loss of generalizability. e) Training function: trainbr -Backpropagation is a training network function that updates weight and bias values based on Levenberg-Marquardt optimization, in order to minimize the combination of the squares of errors and weights, and to determine the correct combination to produce a network with good generalizability, whose process is denominated Bayesian regularization.
RESULTS
Based on multiple regression analysis with a stepwise option for variable selection, the HD, PH, and the mean branch angles (MBA) were the traits determining bean plant architecture (ARC). In the analyses with ANNs, the HD was used individually or in conjunction with plant height within the plot under each of the proposed scenarios, aiming to predict plant architecture. Table 2 (Pimentel Gomes, 1985) . The CVe values are consistent with those reported in similar experiments with bean crops (Moura et al., 2013; Poersch, 2013 ).
Significant effects were observed (P < 0.01) for the effect of lines in both experiments (Table 2) , indicating the existence of genetic variability between lines for the three traits evaluated in both years. Coefficients of genotypic determination (h 2 ) of ARC, PH, and HD were of high magnitude for both experiments. Table 3 summarizes the joint analysis for ARC, PH, and HD, which were evaluated in both 2007 and 2009. There was a significant effect (P < 0.01) of lines on ARC, PH, and HD. In relation to the source of variation environments (in this case, years), significant effects were observed (P < 0.01) for PH and HD. There was a significant effect (P < 0.05) of the lines x environment interaction for ARC and HD. Based on the methodology described by Cruz and Castoldi (1991) , these interactions were observed to be simple, and the estimates of the complex fractions were 19.04 and 30.44% for ARC and HD, respectively. **Significant at the 1% level as determined by the F-test (P < 0.01); CVe = coefficient of experimental variation; h 2 = coefficient of genotypic determination. Table 4 presents the results obtained by ANNs in scenarios 1 and 2, using the HD individually or in conjunction with PH. For scenario 1, high AER was observed for training, validation, and prediction, based on HD. A lower AER was also observed in the prediction with mean data (15.79 and 5.26%) than with replication data (24.56 and 14.04%) for both ANNs using HD individually or in conjunction with PH.
In scenario 2, there was also a higher AER for training, validation, and prediction for the ANN based on HD. When comparing the predictions, subjecting the replication data of lines to prediction, the AER of ANNs was found to be higher. By using data on the means, considering HD + PH, ANN presented an AER of 0.00%, and was able to correctly classify all of the lines into their respective groups (Table 4) .
Considering the classification of lines in relation to the groups (Table 5 ), in the validation of ANNs using the HD and PH for scenario 1, there was higher percentage of correctness (81.48%) in the allocation of lines of group 1 than when using only the HD (77.78%). A similar result was observed for the classification of lines in group 2, with 93.33% correctness, considering HD and PH, while 90% accuracy was observed when using HD individually.
By subjecting replication data of the lines evaluated in 2009 to prediction, the ANNs using HD individually or in conjunction with PH correctly allocated all lines of group 1. For group 2, the ANNs based on HD and PH were superior, with 73.33% accuracy, while 53.33% correctness was observed when considering HD individually.
When subjecting the mean data of the lines evaluated in 2009 to prediction, ANNs using HD individually or in conjunction with PH also correctly allocated all lines of group 1. For group 2, ANNs based on HD and PH were superior, with 90.00% correctness, while 70.00% correctness was obtained when considering HD individually.
When comparing the predictions, subjecting the replication data or mean data of lines evaluated in 2009 to prediction, ANNs based on HD correctly allocated all the lines of group 1. However, prediction based on mean data was superior, with 70.00% correctness against 53.33% accuracy when using replication data. Based on HD in conjunction with PH, when subjecting the replication data or means data to prediction, ANNs also correctly allocated all lines of group 1. Again, predictions based on the mean data were superior, with 90,00% correctness against 73.33% accuracy when using the replication data.
For scenario 2, the validation of ANNs using HD and PH revealed the same level of correctness (92.59%) in the allocation of group 1 lines (Table 5) . For group 2, the ANN based on HD and PH was superior, with 100.00% correctness against 80.00%, when considering HD individually. By subjecting the replication data of the lines to prediction, the ANN based on both traits had a higher level of correctness at 85.19%, against 29.63% of the ANN that considered HD individually for the classification of the lines of group 1. For group 2, the percentage of correctness was 100% for the ANN based on HD, and 86.67% for the ANN considering both traits. When means data were subjected to prediction, the ANN using HD in conjunction with PH had a higher percentage of correctness, at 100.00%, against 77.78% for the ANN when considering HD individually for the classification of the lines of group 1. For group 2, the ANN based on HD and PH was superior, with 100.00% correctness, against 90.00% when considering HD individually.
When comparing the predictions, subjecting the mean data of the lines to prediction led to the ANNs based on HD being superior, since they correctly allocated 77.78% of the lines of group 1, compared with 29.63% when considering replication data subjected to prediction. For group 2, prediction based on replication data correctly allocated all the lines of this group, i.e., 100% correctness against 90,00% when replication data were subjected to prediction. Based on the HD in conjunction with PH, by subjecting the mean data to prediction, ANNs were superior, since they correctly allocated all lines of group 1, 100% correctness, against 85.19%, when subjecting replication data to prediction. Predictions based on the mean data were also superior in the allocation of lines of group 2, with 100.00% correctness, against 86.67% when using replications data. Table 6 shows the topologies, considering the multilayer perceptron architecture, the number of neurons, and the activation function in the hidden layers of the ANN that presented low AER in the validation using the HD individually or in conjunction with PH. ANNs based on HD individually presented more complex topology in scenario 2, since they required a larger number of neurons per hidden layer, while for the ANN based on HD and PH, the same number of neurons were observed in both scenarios. The topologies of ANNs based on HD used more complex activation functionssuch as logistic and hyperbolic tangent functions -than ANNs based on HD and PH in both scenarios. (Table 6 ). ANNs based on HD presented the same complex architecture in both scenarios, since they required activation functions of the same complexity. For ANNs based on HD and PH, topologies of the same complexity were also observed in both scenarios, since there were predominant linear activation functions in the scenarios.
DISCUSSION
Greater accuracy in the selection of erect plants requires information on other morphological traits involved in the phenotypic expression of bean plant architecture. In this study, the determinant traits of plant architecture were observed to be HD, PH, and MBA. Similar results were reported previously by Acquaah et al. (1991) , also using regression with a stepwise option for variable selection, and by Moura et al. (2013) based on path analysis.
Since bean plant architecture is a trait governed by several genes, and is influenced by the environment, the selection of more erect bean plants based on the evaluation by scores has low precision (Teixeira et al., 1999; Basset, 2004; Moreto et al., 2007) . In this case, the indirect selection for plant architecture based on auxiliary traits has potential for bean breeders. The HD and the mean plant height within the plot stand out as auxiliary traits since they are easier to evaluate. Conversely, the mean branch angle is difficult to measure (Moura et al., 2013) . The use of morphological traits associated with the phenotypic expression of bean architecture in discriminatory techniques will be effective if based on high-accuracy traits for the selection process and on easily measurable traits. In this sense, ANNs were based only on the hypocotyl diameter and on mean plant height within the plot.
Under both scenarios, ANNs based on HD and PH were superior to ANNs based on HD individually, since they presented low AER for the training, validation, and prediction stages. Furthermore, ANNs based on HD and PH presented an AER lower than 15% at all stages, which represented misclassification of only three of the 19 tested lines, demonstrating the high generalizability of ANNs, which was also reported by Braga et al. (2011) .
In prediction, when using the mean data of lines, ANNs based on HD and PH were also superior to ANNs based on HD individually, since the AERs were much lower. In scenario 2, ANNs were able to correctly classify all lines in their respective groups using this kind of prediction.
In bean breeding programs aimed at the development of more erect plant architecture, plants with scores below 2.5 are usually selected, which correspond to the lines allocated in group 1. Therefore, considering the predictions, ANNs based on the traits HD and PH were found to be superior to those from the analysis based on HD individually. This is because in scenario 1, ANNs presented the same percentage of correctness for group 1, and a higher percentage of correctness of lines of group 2. In scenario 2, ANNs based on both traits presented correctness of the lines of group 1 superior in both predictions, and also higher correctness of the lines of group 2, in the prediction using the means of the lines. In those cases, ANNs based on HD and PH presented percentages of correctness superior to 80%, confirming the result report by Braga et al. (2011) for the high predictive ability of ANNs.
For both scenarios, predictions using mean data of the lines were superior, since in this kind of prediction, AERs were lower, and the correctness of line allocation was higher than when predicted using replication data. These results are consistent with the high environmental influence on bean plant architecture reported by other authors (Basset, 2004; Moreto et al., 2007) . The higher accuracy observed using the mean data for HD and PH for prediction is due to the fact that the environmental effects tend to be canceled when means are used.
When lines were evaluated using the scoring scale, 17 of the 36 lines presented contradictory scores for architecture in replications within the same experiment, and/or in different experiments. Considering these contradictions as evaluation errors, an error rate of 47.22% associated with the evaluation by scores for bean plant architecture was confirmed in the present study. This error rate was much higher than the apparent error rate of ANNs based on HD and PH, which highlights the potential use of ANNs for the improvement of bean plants aimed at obtaining more erect plant architecture. ANNs have been very effective for solving prediction problems, in pattern recognition, and in clusterings (Haykin, 2008) , which are also problems found at different stages of breeding programs.
In conclusion, ANNs trained and validated with replication data of HD and PH within the plot are superior to ANNs that use HD only to predict bean plant architecture. The use of mean data to predict ANNs generates more reliable results regarding bean plant architecture. Smaller numbers of explanatory variables for training and validation requires ANNs with more complex architectures.
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