





ERP CORRELATES OF THE INTERACTIONS BETWEEN TOP-DOWN AND 











A THESIS SUBMITTED IN PARTIAL FULFILLMENT OF THE REQUIREMENTS 









I declare that the thesis is my own work, and has not been submitted in substantially the 













Numerous studies have reported category differences between animate and inanimate 
objects in the early visual ERP components. However, contradictory explanations have 
been suggested for the underlying processes of such category differences. Both low-level 
physical differences and higher-level category-specific processes have been shown to 
modulate the visual ERPs. The present research investigates how physical features (such 
as amplitude spectrum and spatial frequency) and top-down processes (the categorization 
task that the participants perform) interact and modulate the visual ERPs. We found ERP 
correlates of categorical representation for animal and inanimate object categories, as 
well as early, task-related top-down modulation of the visual ERPs. These results indicate 
that top-down factors can modulate visual processing both at the level of lower-level 
physical features and at the level of category representations. The results are discussed in 
terms of shape- and/or category-selective representations and brain areas in the ventral 
visual pathway, and they are interpreted within the framework of flexible evidence 
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Introduction: Visual category representations and their ERP correlates 
 
People use categories to process incoming visual information. A category can 
aggregate very different kinds of objects (e.g., ‘Things to take to the beach’) but other 
categories can contain perceptually similar representatives, for instance cats and dogs. 
Furthermore, the same objects can belong to several categories; for instance, a cat can be 
categorized as a cat, as an animal, as a mammal, as a four-legged animal etc. The brain 
somehow has to represent category-specific information, and different processes have to 
access this knowledge in a flexible manner. Case studies provide evidence that 
representations can be selectively impaired. For instance, many studies have shown that 
in visual agnosia the visual recognition of animals, fruits/vegetables, man-made objects or 
faces can be selectively impaired (Mahon & Caramazza, 2009; Warrington & Shallice, 
1984). However, it is important to point out that these patients can still recognize objects 
by touching them and they can also name these objects and describe them. Patients can 
also recognize lower-level features, such as lines, edges or simple geometrical shapes. 
Therefore, this deficit selectively impairs a specific stage of information processing in the 
visual modality, however, the actual impairment varies between patients, depending on 
the extent of the injury (e.g. Behrmann & Kimchi, 2003). Research with these patients 
can provide important information about visual processes and category representations. 
For instance, several aspects of the two visual systems theory are based on a patient with 
visual form agnosia (patinet D.F.; see Goodale & Keith Humphrey, 1998; Whitwell, 
Milner, & Goodale, 2014).  
 The role of vision is to construct an inner representation of the objects in the 
outside word. This inner representation is the percept, how we perceive the outside word. 
Therefore, at the last stage of the visual processing, this percept has to be constructed 
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based on the incoming visual information. According to the two-visual pathway theory, 
the ventral visual pathway processes information regarding the identity of objects, in 
other words, it constructs the percept (Goodale & Keith Humphrey, 1998; Goodale & 
Milner, 1992; Ungerleider & Mishkin, 1982). According to the classical view 
(Ungerleider, Mishkin, 1982), visual information within this pathway is processed in a 
feed-forward, hierarchical fashion. The early visual areas process simple features, such as 
lines and edges. This information is projected to higher-level areas, where more complex 
features are processed. At the last stage of the visual processing, whole object 
representations have to be constructed. In addition, category-specific visual impairment in 
agnosia patients suggests that not only individual objects, but also categories can be 
represented in the last stages of visual processing.  
 
Object and category representations in the higher-level visual areas 
 
 The last stage of the ventral pathway is the inferior temporal cortex  (IT) or its 
human counterpart, the lateral occipital complex (LOC: Grill-Spector, Kourtzi, & 
Kanwisher, 2001; Malach et al., 1995). Here, complex objects are processed and 
represented. Neurons in the IT respond to complex stimulus features by pooling 
information from the lower areas (for review see Tompa & Sáry, 2010). IT neurons in 
monkeys are shape-selective, they tend to respond to some shapes while activation is 
decreased for others. Therefore, each neuron has a preferred shape, which can be the basis 
of object representation. The strongest IT responses have been found for colorful, 
complex stimuli. In addition, several cells seem to respond to objects that have biological 
relevance for the monkeys, such as hands and faces. The responses of IT neurons have 
INTRODUCTION	–	VISUAL	CATEGORY	REPRESENTATIONS		 4	
also been shown to be viewpoint independent for the preferred shape, however only to a 
limited extent (for review see Tompa & Sáry, 2010).  
It seems that beyond shape selectivity, category information is also coded in the 
IT. Kiani, Esteky, Mirpour, and Tanaka (2007) showed that single neurons and neuron 
populations responded differently to category exemplars in the monkey IT. In this study, 
activity was recorded extracellularly from more than 600 neurons while monkeys 
performed a passive fixation task. Each neuron was tested with around 1000 stimuli. 
Images contained a big range of colourful animate and inanimate objects. The activities 
of a single neuron increased or decreased in response to different objects. Activity 
patterns measured across neurons were used to calculate similarity between the presented 
objects. Object belong to closer categories in our intuitive hierarchical category structure 
elicited more similar response patterns. Authors also used multidimensional scaling and 
cluster analysis in order to examine the distance between neural response patterns for 
each presented object. They found hierarchical category representations in the activity 
pattern of neurons. The highest-level categories were animate and inanimate categories. 
The ‘animate’ object category was divided into subcategories of bodies, hands and faces. 
The ‘body’ category was divided into two subcategories: the first grouped humans, birds 
and four-legged animals, while the second contained fishes, insects and lower animals. 
Faces were split into primate and non-primate categories, and the primate face category 
was further divided into human and monkey faces. 
Brain imaging studies in humans have also shown object specificity in the LOC. 
Several studies have reported specialized visual areas that show greater activation for one 
object category compared to another. Specific areas have been identified for faces (face-
selective area: Kanwisher, McDermott, & Chun, 1997) and animals (Chao, Haxby, & 
Martin, 1999) as well as for buildings (place-selective area: Aguirre, Zarahn, & 
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D’Esposito, 1998), chairs (Ishai, Ungerleider, Martin, Schouten, & Haxby, 1999) and 
tools (Chao et al., 1999). It has been suggested, that such activity differences reflect 
distinct categorical representations (Kanwisher et al., 1997). However, most of these 
categories are basic-level categories. Therefore, exemplars within a category usually 
share similar shapes, whereas objects belonging to different categories have very distinct 
shapes. It is possible, therefore, that only individual objects are represented in the LOC 
instead of object categories, and that these individual object representations are organized 
by perceptual similarity. With this view, category-specific areas do not reflect real 
category representations; instead, category-specificity arises as an artifact from 
experiments that use perceptually very different categories (Kriegeskorte et al., 2008). 
More recent fMRI studies have found evidence both for distinct, category-based and for 
continuous, similarity-based representations in the LOC (Kriegeskorte et al., 2008; Mur et 
al., 2013). Distinct category-based activity patterns were found for animate and inanimate 
categories. In addition, face and body sensitive activity clusters were found within the 
animate category, reflecting hierarchical category representations (Kriegeskorte et al., 
2008; Mur et al., 2013). Results also indicated that, beside the distinct categorical 
representation, objects within these categories were represented in a continuous, 
similarity-based manner (Kriegeskorte et al., 2008).  
Therefore, these results suggest that, beside shape-related representations, some 
categories are represented in the higher-level visual areas, both in monkeys and humans. 
According to the classical view, these shape and category representations are activated in 
a feed-forward manner, as the incoming visual input is analyzed (e.g. Ungerleider & 
Mishkin, 1982). According this view, category specificity arises on top of low-level 
visual feature processing.  
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Nevertheless, it is possible that some low-level visual features already contain 
category-specific information. For instance, the amplitude spectrum (AS) of an image, as 
a low-level characteristic, has been suggested to provide category specific information 
(Torralba & Oliva, 2003). The AS of an image refers to its energy at different spatial 
frequencies and it describes global spatial characteristics. Looking at only the AS content 
of an image, the image is not recognizable. Nevertheless, it has been shown in 
computational models that the AS content alone provided 80% accuracy of detecting 
animals, people and vehicles in natural and man-made scenes (Torralba & Oliva, 2003). 
In an fMRI study, Andrews, Clarke, Pell, and Hartley (2010) investigated whether 
category-specific responses in the face- and house-selective visual areas can be explained 
by sensitivity to the AS information. Intact and phase-scrambled faces and houses were 
used as stimuli. The phase spectrum of an object provides information about the structure 
of the objects, such as the shape or configuration of local features. Therefore, phase 
scrambling preserves global, low-level properties, such as the AS information, but it 
destructs the recognizable shape information. Therefore, these stimuli contain the AS 
information of the original images, but they do not contain recognizable objects. Results 
indicated that AS information did contribute to face- and house-selective activation. 
However, phase-scrambled images activated the category-selective regions to a much 
lesser degree than intact ones. Beside the category-specific areas, the results also showed 
selectivity to AS information in more medial-occipital regions, which process lower-level 
visual features. This suggests, that category-specific responses in higher-level areas arise 
from the processing of category-specific low-level features in the lower-level visual areas 
(Andrews et al., 2010). Therefore, category-specificity does not solely rely on higher-
level representations; low-level, category-specific features can also contribute to it.  
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The nature of visual category representations 
 
The above-mentioned studies investigated objects and category representations in 
the visual areas. Nevertheless, other studies have suggested the role of prefrontal and 
temporal cortex in category learning. For instance, in a study by Freedman, Riesenhuber, 
Poggio, and Miller (2001) monkeys were trained to categorize morphed cat-like and dog-
like stimuli. The category boundary between these animals was arbitrary in that the 
perceptual difference between the two category exemplars closest to the category 
boundary was the same as the difference between within-category members. 
Nevertheless, the activity of prefrontal neurons differentiated categories, as activity was 
similar for in-group exemplars irrespectively of the shape differences (Freedman, 
Riesenhuber, Poggio & Miller, 2001).  
Jiang et al. (2007) tested category learning mechanisms in humans by using fMRI. 
Participants were trained to categorize randomly generated morphed cars. Training in car 
categorization led to increased selectivity in the human LOC. However, this selectivity 
was sensitive to small changes in shape; novel exemplars did not evoke the same 
activation pattern. This result suggested that LOC activation reflected only shape 
selectivity and not category membership per se. In contrast, prefrontal areas showed 
category selectivity that was not driven by perceptual differences as category-selective 
activation was found also for novel exemplars. Similarly, van der Linden, van Turennout, 
and Indefrey (2010) found only perceptual learning effects in the visual areas, but no 
generalization for the novel category exemplars when participants were trained to 
categorize artificially created birds into arbitrary categories. Interestingly, a category 
effect, irrespective of perceptual differences, was found in the superior temporal cortex, 
but not in the prefrontal cortex. A possible explanation for this difference to the results of 
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Jiang et al. (2007) is the difference in training. While in the study of Jiang et al. (2007) a 
perceptual training was performed, van der Linden et al. (2010) labeled the categories. 
If category learning mechanisms affect prefrontal and temporal areas, but not the 
visual areas, this suggests that the visual areas contain more hard-wired, less flexible 
representations. In other words, objects, and some categories are represented in the visual 
areas. However, novel, arbitrary categories are formed in different parts of the brain. 
Indeed, in a recent fMRI study, Bugatus, Weiner, & Grill-Spector (2017) reported results 
confirming this theory. Images of faces, bodies, cars, houses and letter-strings were 
presented while participants performed different tasks. Participants either had to press a 
button if a noisy stimulus appeared on the screen, or they performed a 2-back task. In the 
third, selective attention task, superimposed images of two categories were presented to 
the participants, and a cue indicated to which category did they have to attend. The 
distributed neural activity patterns across prefrontal and visual areas for each category 
and task were examined using multivoxel pattern analysis. Activation in the category-
specific visual areas reflected similar patterns for each category, irrespectively of the task, 
therefore, representations in this visual area seem to be driven by categories. In contrast, 
in the prefrontal cortex, category representations differed between the tasks therefore, 
category-selective activation patterns were driven by the task, Therefore, visual areas 
seem to contain stable visual representation, while flexible representations in the 
prefrontal cortex enable task-specific, arbitrary categorization (Bugatus et al., 2017). 
Nevertheless, selective attention, as a top-down factor, affected the activation of category 
representations also in the visual areas. According to the authors, attentional effects in the 
visual area were found in studies when the task required restricted processing of the 
stimulus because of visual competition (see e.g. selective attention task in Bugatus at al., 
2017, as described above). Bugatus et al. (2017) therefore suggested that task-
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category membership and selective attention likely rely on different mechanisms. 
Selective attention restricts the processing to a specific (attended) feature and modulates 
the activation of the stable category representations in the visual areas. Different task 
engagements, on the other hand, modulated the boundaries of category representations in 
the prefrontal cortex, but not in the visual areas (Bugatus et al., 2017). Overall, attention-
related processes in the visual areas indicate that top-down processes can interact with the 
bottom-up information processes, providing a more flexible information flow. However, 
top-down processes seem to only activate category-specific areas, but do not change 
category boundaries. The following section will provide evidence of such top-down 
activation.   
          
Top-down activation of category specific areas 
The classical view of object categorization, that visual information is processed in 
a serial fashion, is changing (Tompa & Sáry, 2010). Top-down theories emphasize the 
role of the task as a top-down factor on visual processes. For instance, according to 
Gilbert and Sigman (2007) the degree of top-down influence is dependent on the task that 
the visual system has to solve. Gilbert and Sigman (2007) assume that the rapidly 
changing environment requires flexible information processing. Flexibility can be 
achieved if the brain areas do not have a fixed role and are able to execute different 
processes depending on the context. Therefore, the current processing demands always 
depend on the resonance between the incoming sensory input and task requirements 
(Gilbert & Sigman, 2007). These theories are in line with the assumption of stable 
category representations in the higher-level visual areas suggested by Bugatus et al. 
(2017). Flexible processing of the visual input does not necessarily mean that top-down 
processes have to modulate the boundaries of category representations. Rather, top-down 
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attention can help to select relevant information more efficiently and quickly by 
activating specific representations and/or processes according to the task demands.  
Top-down theories on visual information processing are supported by several 
lines of evidence. Task-related activation has been reported at the level of IT neurons in 
monkeys. For instance, firing rates of IT cells depend on attentional factors and on 
whether monkeys perform a categorization or discrimination task (for review see Tompa 
& Sáry, 2010).  
 In humans, one line of evidence for top-down activation of shape and category 
selective areas is studies on mental imagery. It has been shown that mental imagery can 
be intact in patients with visual form agnosia (Rizzi, Piras, & Marangolo, 2010; Servos & 
Goodale, 1995). For instance, Rizzi et al. (2010) presented a case study showing how 
mental imagery as a top-down factor can influence bottom-up visual information 
processing. Their patient had a selective deficit to visually recognize objects, however, 
her semantic knowledge and mental imagery were intact. She could recognize local parts 
of an object but could not generate a global percept and therefore could not recognize the 
whole objects. At the same time, when she was told to point out a specific object (e.g. the 
bottle) among other objects, she was able to do that. She explained how she did this by 
saying she imagined the bottle, and she was looking for something similar on the image 
(Rizzi et al., 2010). This case suggests that visual imagery based on object names (a top-
down process) supports bottom-up information processing.  
fMRI studies have also shown that mental imagery activates the same category-
specific visual areas in the human LOC that are activated by actually looking at the 
objects. For instance, O’Craven and Kanwisher (2000) found activation in face-selective 
and place-selective areas of the visual cortex when participants were imagining faces and 
buildings. The activation, however, was less pronounced for imagery than during actual 
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perception. Reddy, Tsuchiya, and Serre (2010) reported similar results for categories of 
faces, houses, tools and fruits. In addition, category information could be decoded from 
the fMRI activity pattern during mental imagery. Using multivariate analysis, classifiers 
trained on activity during actual image presentation provided similar results when they 
were tested on activity during mental imagery, and vice versa (Reddy et al., 2010). 
Therefore, these studies suggest that top-down projections can activate category-specific 
representations of the visual cortex even in the absence of incoming sensory information. 
 Shape and category selective areas can be also activated in expectation of a 
stimulus. Such preparatory activity has been reported in the visual cortex when 
anticipatory cues predicted the subsequent stimulus (for review see Battistoni, Stein, & 
Peelen, 2017). In a study by Stokes, Thompson, Nobre, and Duncan (2009), participants 
had to selectively attend to simple shapes. An auditory cue was given to inform 
participants of whether they had to attend to the letter ‘O’ or the letter ‘X’. Selective 
preparatory activity was found in the LOC area for the different shapes. Preparatory 
activity has also been shown to affect specific, category-selective visual areas. Esterman 
and Yantis (2010) found such activity in face- and place-selective visual areas following 
visual images as anticipatory cues. Peelen and Kastner (2011) reported similar result 
when symbolic visual cues were given to participants in preparation to detect either cars 
or humans on the presented image. In addition, this activation also facilitated participants’ 
target detection performance. Preparatory activity was also found in the early visual 
cortex (V1), suggesting anticipation of low-level features, such as line-orientation. 
However, preparatory activity in the V1 worsened participants’ performance (Peelen & 
Kastner, 2011). Finally, preparatory activity was also found when written names 
(HOUSE or FACE) were presented as anticipatory cues before images of houses and 
faces (Puri, Wojciulik, & Ranganath, 2009).  
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Most of the above mentioned studies used symbolic cues in order to elicit 
preparatory activity. The use of symbolic cues requires participants to actively interpret 
the cue. Therefore, attentional influence has to be based on top-down processes and not 
on involuntary bottom-up processes (Battistoni et al., 2017). Moreover, a transcranial 
magnetic stimulation (TMS) study has provided more direct evidence that preparatory 
activity in a specific brain area directly affects the processing of the subsequent image 
(Reeder, Perini, & Peelen, 2015). Participants were instructed to detect car or people in 
complex scenes, similar to the study by Peelen and Kastner (2011). However, Reeder et 
al. (2015) applied TMS before image onset over the category specific LOC areas where 
preparatory activity has been found by Peelen and Kastner (2011). Reeder et al. (2015) 
found impaired detection of cars or people if TMS was applied over the LOC area 
compared to detection of the same categories if TMS was applied over the vertex. 
Moreover, performance was impaired only when participants had to detect general 
categories (cars, people). When participants had to detect the same person or car on each 
image – a task that enables detection based on lower level features – TMS over the LOC 
did not affect the performance.  
The results of Puri et al. (2009) also suggest that preparatory activity directly 
influences the processing of the incoming information. In that study, house and face 
stimuli were preceded by a written word (HOUSE or FACE). On 70% of the trials, the 
word and image matched, however, on the remaining 30% they did not. Beside the 
preparatory activity in the category-specific areas, increased activity was also found 
during the processing of the visual stimuli if the anticipatory cue precisely predicted the 
subsequent visual stimulus. This increased activity was not present when the word was 
incorrect. 
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 Overall, these studies provided evidence that higher-level visual areas contain 
shape and category specific representations. These representations can be flexibly 
activated either by top-down or bottom-up processes. Furthermore, top-down processes 
modulate bottom-up information processing. Again, it is important to point out that top-
down factors activate, object or category representations, but do not modulate category 
boundaries (Bugatus et al., 2017). Therefore, top-down and bottom-up processes interact 
at the level of visual representations. Category-specific visual areas have been suggested 
to accumulate and integrate evidence for decision-making (Tremel & Wheeler, 2015). A 
decision can be made if the accumulated evidence reaches a threshold. Nevertheless, it is 
possible that the top-down activation of a category-specific area modulates this threshold. 
In other words, the expectation of an object makes it easier to recognize it. This 
explanation is in line with the previously presented results of Bugatus et al., (2017), 
suggesting stable visual category representations, that can be affected by selective 
attention.   
 
Content-based versus spatial attention 
 In a recent review, Battistoni et al. (2017) compared the effects of spatial and non-
spatial attention on visual processes. They concluded that top-down attention could not 
only modulate spatial attributes but also the processing of non-spatial attributes, such as 
low-level features or even object categories. Such non-spatial attention was named 
content-based attention by the authors (Battistoni et al., 2017). The studies described in 
the previous section suggest that content based attention selectively pre-activate visual 
areas before the actual stimulus appears. Thus, it influences bottom-up information 
processing based on the current goals. 
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The underlying mechanisms of content-based attention can be investigated at the 
level of neuronal activity. IT neurons are shape-selective, as they tend to respond to some 
shapes while activation is decreased for others. Thus, each neuron has a preferred shape 
(Tompa & Sáry, 2010). Chelazzi, Duncan, Miller, and Desimone (1998) measured 
activities of single neurons in monkeys in response to a cue that they learned to associate 
with an object. The monkey’s task was to detect the cued object in an array of objects by 
fixating on it. More than half of the neurons showed sustained activity following the cue 
if it signalled the preferred shape of the neuron. Cues that were irrelevant to the task (as 
monkeys only had to maintain their gaze at the central fixation) did not elicit shape-
specific activity. Therefore, shape-selective neurons in the IT increase their activity in 
preparation to detect a behaviourally relevant stimulus.   
Content-based attention and spatial attention seem to modulate activity in distinct 
ways at the level of neuron populations (Ling, Liu, & Carrasco, 2009; Martinez-Trujillo 
& Treue, 2004). Results suggest that spatial attention only increases the level of activity 
of a neuron population selective to the attended location. Content-based attention, on the 
other hand, not only increases neuronal activity, it also fine-tunes the response of the 
neuron population. This means that content-based attention increases the response of 
neurons that are sensitive to the attended feature or shape, and decreases the response of 
neurons that are sensitive to other features or shapes. 
 Therefore, content-based top-down attention and spatial attention are similar 
processes, however, they seem to rely on different underlying mechanisms at the level of 





Electroencephalogram (EEG) and visual event-related potentials ERPs 
 
Electroencephalogram (EEG) – the recording of the electrical activity of the brain 
– is an excellent tool to investigate visual processes. Visual information processing is 
very fast, but the high temporal resolution of the EEG can help us differentiate its 
components. Furthermore, EEG is non-invasive and is widely applied in human research, 
in both adult and developmental populations. The EEG activity reflects the average 
voltage fluctuation of large neural ensembles over time.   
One way to analyze EEG is to compute event-related potentials (ERPs). ERPs are 
averaged signal of EEG segments that are time-locked to a specific event, such as the 
appearance of a stimulus. By averaging together many segments linked to the appearance 
of a stimulus type, EEG signal reflecting the processing of that stimulus will be amplified 
and show up as deflections on the averaged waveform. These positive and negative 
deflections are called ERP components. In contrast, EEG signals that are not linked to the 
processing of that stimulus cancel out through averaging. Research using ERP has 
identified a range of components that are linked to different mental processes.          
Visual ERPs are measured over the posterior brain areas and give information 
about visual processing in the first 300 ms after stimulus onset. The visual ERPs are the 
P1, N1 (the face specific N1 is called N170), P2, and N2 components (Luck, 2005). The 
visual P1 is a positive-going component with peak latency between 100 - 130 ms after the 
stimulus onset. The P1 is sensitive to low-level stimulus parameters (contrast, size, 
luminance and amplitude spectrum).  The visual N1 is a negative-going component with 
peak latency between 150 - 200 (or sometimes rather between 140 - 180) ms after the 
onset of the stimulus. This component is sensitive to the task and seems to reflect some 
sort of discriminative processes (for review see Luck, 2005). Somewhat less is known 
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about the visual P2 (positive component, peaking between 180 - 300 ms after stimulus 
onset) and N2 (negative component, peaking between 200 - 350 ms after stimulus onset) 
components. These components are not necessarily distinguishable on the ERP 
waveforms. They are linked to more extensive visual analysis (e.g. Schendan & Kutas, 
2007). It has been suggested that competing or insufficient information in the higher 
visual areas get reinforcement by re-activating the early visual areas by feedback 
projections (Di Lollo, Enns, & Rensink, 2000) and that the P2 component reflects this re-
activation process (Kotsoni, Csibra, Mareschal, & Johnson, 2007). This explanation is in 
line with studies finding larger P2 for unrecognizable, noisy stimuli (e.g. Rousselet, Husk, 
Bennett, & Sekuler, 2008).  
Regarding categorization and category differences, several studies have reported 
N1 amplitude differences between faces and man-made objects (for review see Rossion & 
Jacques, 2008) or between animate and inanimate categories (e.g. Antal, Kéri, Kovács, 
Janka, & Benedek, 2000; VanRullen & Thorpe, 2001). Many different interpretations 
have been suggested in order to explain these differences. Different studies measure these 
category differences at different electrode locations, using different tasks and different 
object categories. Still, category differences in the N1 likely reflect some sort of 
discrimination processes (Luck, 2005). However, the phrase, ‘discrimination process’ can 
include visual, category-specific processes, as well as decision-making or response-
related processes. The next sections of this introduction will summarize studies in more 
details regarding this question.  
Category- and face-selective processes are usually measured over the temporal 
area, on electrodes T5 and T6, according to the 10 - 20 EEG nomenclature. However, 
visual ERPs are also analyzed over the occipital areas at electrodes O1, O2 and Oz. The 
spatial resolution of the EEG/ERP is poor; a signal measured on a single electrode can 
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originate from different parts of the brain. Therefore, the location of an electrode where a 
specific signal is measured does not necessarily reflect the brain activity of the area under 
that electrode. Different source localization methods are used in order to find the brain 
generators for a given EEG/ERP signal. Visual ERPs seem to be generated in the 
posterior brain areas, where visual information is processed (Luck, 2005). In previous 
decades, EEG was measured only at a few electrode locations, and results often reported 
the average ERPs on occipital and temporal electrodes. Nowadays, however, with high-
density EEG systems, visual ERPs can be measured at several electrode locations and we 
can compare the signal between different electrodes. Still, we cannot draw conclusion 
regarding the exact brain area where these signals originate. Nevertheless, brain imaging 
studies in humans and single-cell recordings from monkeys provide a substantial amount 
of information about visual processing in different brain areas. Therefore, interpreting 
ERP results in a framework provided by different brain imaging methods can help to 
relate ERP differences to possible underlying mechanisms. The aim of this thesis is to 
provide this interpretation for category-selective ERP differences.     
 
Category differences in the visual ERPs 
 
Animate-inanimate ERP differences were first reported by Thorpe, Fize, & Marlot 
(1996). Participants saw images of natural scenes appearing on the screen for 20 ms and 
they had to respond only if the picture contained an animal. The scenes contained a broad 
variety of animals (mammals, reptiles, fish etc.), and the non-animal scenes included 
natural and man-made environments as well as flowers and fruits. Over the frontal brain 
areas from around 150 ms after stimulus onset, the ERP waves for the no-go (non-animal) 
trials were more negative than for trials containing animal images (go trials). According 
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to the authors’ interpretation, this ERP difference reflected decision-making processes 
occurring after the completion of visual processing. Thorpe et al. (1996) suggested that 
the larger negativity for no-go trials might reflect response inhibition. Furthermore, they 
assumed that such fast decision-making processes should be based solely on feed-forward 
projections.  
Subsequent studies have also found animal vs. non-animal ERP differences at 
posterior electrode locations, over visual areas (Antal et al., 2001, 2000; Bacon-Macé, 
Macé, Fabre-Thorpe, & Thorpe, 2005; Codispoti, Ferrari, Junghöfer, & Schupp, 2006; 
Delorme, Rousselet, Macé, & Fabre-Thorpe, 2004; Johnson & Olshausen, 2003; Kiefer, 
2001; Macé, Thorpe, & Fabre-Thorpe, 2005; Proverbio, Del Zotto, & Zani, 2007; 
Rousselet, Fabre-Thorpe, & Thorpe, 2002; VanRullen & Thorpe, 2001; Zhu, Drewes, 
Peatfield, & Melcher, 2016). For instance, Antal et al. (2000) investigated the animal-
vehicle differences in the ERPs in an animal vs. non-animal two-choice categorization 
task. Beside the frontal area, they found category differences also over the posterior brain 
areas with non-animals eliciting more negative ERPs compared to animals between 175 - 
205 ms after stimulus onset. Furthermore, they also compared ERP differences for low 
and high spatial frequency gratings. The spatial frequency gratings elicited only early 
ERP differences (around 138 - 150 ms after stimulus onset) over the frontal areas. These 
results indicate two important interpretations regarding the animal vs. non-animal ERP 
differences over the posterior brain areas. First, these differences are not due to the 
unbalanced motor responses. In contrast to the go/no-go task, where participants had to 
press or release a button only for the target (usually animal) category, Antal et al. (2000) 
used a two-choice categorization task, where participants had to press one of two buttons 
for each stimulus type. Second, because of the different topography and time window of 
the category and spatial frequency grating differences, the authors suggested that the 
INTRODUCTION	–	VISUAL	CATEGORY	REPRESENTATIONS		 19	
posterior category difference reflected higher-level cognitive processes that were e 
associated with the categorization of complex visual stimuli (Antal et al., 2000). 
However, this interpretation does not clarify whether categorization reflects visual 
processes or decision-making processes.   
VanRullen and Thorpe (2001) attempted to separate ERP differences reflecting 
perceptual and decision-making processes. In that study, participants had to perform two 
go/no-go tasks where either animals or vehicles were the targets. Since vehicles were 
distractors when animals were targets, and the vice versa, categories could be compared 
unrelated to the task. Therefore, the authors compared ERPs for animals and vehicles, 
regardless of whether they were targets or not, and also compared target vs. non-target 
differences, regardless of their category. Thus, any activity difference between animals 
and vehicles should reflect perceptual category differences, and differences between 
targets and non-targets should reflect decision-making processes. The authors found 
differential activity between the two categories starting from 75 ms after stimulus onset, 
and they found task-related ERP differences from 150 ms after the stimulus onset. They 
concluded that the early animal-vehicle activity difference was based on the visual 
properties of animals and vehicles, while the later activity difference reflected task-
related, decision-making processes. Nevertheless, these interpretations were made based 
on the ERP differences over different areas. The early category difference was most 
prominent at parietal electrodes, whereas the late target/non-target difference was the 
largest over the frontal areas. In addition, the animal-vehicle difference at the occipital 
and frontal electrodes did not disappear in later time-windows with the emergence of 
task-related differences. Rather, it was maintained in later time windows and it only 
changed direction at around 160 ms (see Figure 3a in VanRullen & Thorpe, 2001, p. 456). 
Therefore, the later components do not solely reflect difference between target and non-
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target trials. Nevertheless, these results do indicate both perceptual and task-specific 
processes, but their interpretation still leaves open questions. First, in a go/no-go task, 
decision-making consists of deciding whether the image contains a target object/category 
or not. In contrast, in a two-choice categorization task, a decision consists in deciding, 
whether the image (or object) belongs to one category or another. Therefore, a go/no-go 
task requires the activation of one category representation, whereas in a two-choice task 
different images/objects can activate different category representations (e.g. animals and 
vehicles). Second, what kind of visual properties can appear in the visual ERPs? Are 
these low-level properties or higher-level processes? Do they reflect category-specific 
processes, or just systematic differences between stimulus sets? The studies presented in 
the next sections are focused on questions about the role of the categorization method and 
low-level stimulus properties. 
 
The effect of the categorization task 
 VanRullen and Thorpe (2001) suggested that the differences in the time-window 
of the N1 component reflect decision-making processes. In that study, participants had to 
perform two go/no-go tasks where either animals or vehicles were the targets. In many 
studies, however, the animal is the only target category in the go/no-go task (e.g. 
Rousselet et al., 2002; Thorpe et al., 1996). Therefore, differences in the ERPs can reflect 
either animate-inanimate differences or target vs. non-target differences. As described 
above, other studies, on the other hand, used a two-choice, animate vs. inanimate task 
(Antal et al., 2001, 2000). In this task, the decision-making also requires category-
specificity. In order to investigate the role of the categorization method, a few studies 
have compared category differences in different categorization tasks (Delorme et al., 
2004; Johnson & Olshausen, 2003; Kincses, Chadaide, Varga, Antal, & Paulus, 2006). 
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Kincses et al. (2006) compared an animal/non-animal two choice categorization task, an 
animal/non-animal go/no-go task, and an animal counting task. ERP difference for animal 
vs. non-animal categories were found earlier in time for the go/no-go task than in the two-
choice task. No animal/non-animal difference was found in the animal counting task. This 
suggests that decision-making processes do play a role in eliciting category differences. 
Kincses et al. (2006) suggested, that the temporal differences are due to top-down effects. 
While in the go/no-go task only one category template is needed to perform the task, the 
two-choice task requires two templates.  These templates might have integrated with the 
bottom-up information processing differently, causing dissimilarities in the ERP 
waveforms (Kincses et al., 2006).  
The role of template as a top-down factor has been also investigated in a single-
photograph recognition task in comparison with an animal/non-animal go/no-go task 
(Delorme et al., 2004). In the single target-photograph recognition task participants had to 
memorize a target photograph at the beginning of each testing block During the testing 
phase they had to respond as quickly as possible when they saw the memorized image. 
This task was assumed to maximize the use of top-down processes, since the recognition 
can rely on target-specific low-level features, such as edges and contours, that are stored 
in memory and, as a top-down template, can enable fast recognition. Indeed, the 
difference between target and non-target waveforms appeared 30 - 40 ms earlier in the 
photograph recognition task (starting at 135 ms after stimulus onset) compared to the 
go/no-go task (169 ms after stimulus onset) over the occipital area. Source localization 
did not show any difference between the two tasks; the differential ERP waveforms were 
localized in the temporal cortex. Delorme et al. (2004) concluded that the stimuli were 
processed along the same visual network regardless of the task; however, the speed of the 
bottom-up processing depended on the top-down influences.  
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Johnson and Olshausen (2003) compared a two-choice, a go/no-go and a cued 
target tasks. In the two-choice and go/no-go task participants had to make an animal vs. 
non-animal decision. In the cued target task, first a category name appeared on the screen 
and participants had to decide whether the following image belong to that category or not. 
The category name could be either at superordinate level (‘animal’, ‘furniture’) or at basic 
level (‘dog’, shoe). In the two-choice and go/no-go task, target vs. non-target amplitude 
differences were found from around 135 ms after stimulus onset.  In the cued target task, 
target vs. non-target differences appeared later, between around 170 - 210 ms after 
stimulus onset, depending on the level of the category cue. It has been suggested, that the 
early differences between 135 -150 ms are due to low-level differences between images, 
whereas recognition related ERP differences arise later, between 150 - 300 ms (Johnson 
& Olshausen, 2003). These differences, however, were measured over the frontal areas. 
Moreover, the authors compared target and non-target ERP waves. In the two-choice and 
go/no-go task, the target vs. non-target difference was the same as that for the animal and 
non-animal categories. In the cued target task, however, the cue could belong to many 
categories. Therefore, in that task, the target vs. non-target differences reflected a 
congruency decision between the presented word and the following image, instead of 
animal vs. non-animal differences.    
 Overall these studies suggest that the categorization task modulates the ERP 
differences. However, category specific processes and decision-making processes are 
confounded in these studies. Moreover, these differences are measured at different 
electrode locations. Delorme et al. (2004) conducted their analysis on both occipital and 
frontal electrodes, while Johnson & Olshausen (2003) reported results only for the frontal 
electrodes. Therefore, they do not provide a clear picture about task-related modulations.  
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The effect of low-level stimulus properties on the visual ERPs 
Low-level differences, such as interstimulus perceptual variance (ISVP, Thierry, 
Martin, Downing, & Pegna, 2007b), and amplitude spectrum information that describes 
the global spatial characteristics of an image (VanRullen, 2011) have been suggested to 
play important roles for category differences in the visual ERPs. ISVP refers to the notion 
that some of the frequently used stimulus categories might be less variable perceptually 
than other categories. Thierry et al. (2007) pointed out that in studies where faces and cars 
are used as stimuli, faces are usually presented from full front view, whereas cars are 
presented from various viewpoints. They suggested that this perceptual variance between 
the presented faces and cars could contribute to the face-car ERP differences. The 
suggestion of an ISVP effect on the N1 component is based on the modulation of the 
face-specific N170 component. Recognition of faces elicits a more negative N170 
component than man-made objects or natural scenes (e.g. Rossion and Jacques, 2008). 
Furthermore, the N170 amplitude is enhanced and delayed for inverted faces related to 
upright ones (face-inversion effect). To control for this potential confound (Thierry et al., 
2007) designed a study in which faces and cars were presented either with high or low 
ISPV. The high ISVP stimuli differed in size, eccentricity and orientation, whereas low 
ISPV stimuli were matched for these characteristics. They found face vs. car differences 
only in the P1 component. In contrast, the N170 amplitudes differed between stimuli with 
high and low ISPV, irrespectively of the stimulus category. According to the authors, 
these results question whether the N170 is indeed specific to faces, or the previously 
reported effects were only due to uncontrolled low-level differences between stimulus 
sets. However, this interpretation generated a big debate in the literature (Bentin et al., 
2007; Rossion & Jacques, 2008; Thierry, Martin, Downing, & Pegna, 2007a). Moreover, 
Thierry et al. (2007) did find face vs. car P1 amplitude differences and suggested that 
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these differences emerge “from low perceptual invariants” (Thierry et al., 2007, pp. 508), 
such as outline, contrast or complexity. Such differences do not necessarily reflect 
differences between stimulus sets; they can as well reflect category-specific low-level 
features. Furthermore, even if ISVP affects ERP differences between face and non-face 
objects, it is less likely to play a role in animate-inanimate ERP differences. Animate 
stimuli usually consist of a large variety of animals, including mammals, bird, reptiles, 
fish as well as insects, often presented in natural scenes. For inanimate stimuli, some 
studies use natural and urban scenes without animals, other studies use a variety of man-
made objects. It has been argued that such variability rules out the low-level differences 
that are not category specific (see VanRullen, 2011).  
The amplitude spectrum (AS) of an image can also be a possible factor 
contributing to low-level, category-specific differences in the ERPs, as was also shown in 
the fMRI study by Andrews et al. (2010) discussed above. The AS contribution to 
category-specific ERP differences has been investigated in several studies (Bieniek, 
Pernet, & Rousselet, 2012; Nemeth, Kovacs, Vakli, Kovacs, & Zimmer, 2014; Rousselet, 
Husk, Bennett, & Sekuler, 2008; Rousselet, Pernet, Bennett, & Sekuler, 2008). However, 
results have been contradictory. Some studies found AS-related ERP differences (Nemeth 
et al., 2014; Bruno Rossion & Caharel, 2011), but others did not (Bieniek et al., 2012; 
Rousselet et al., 2008). For instance, in their study, Bieniek et al., (2012) used faces and 
houses as stimuli, with the AS either kept intact, swapped with the AS of the other 
category (e.g. the image contained a visible face but its AS information corresponded to a 
house), or it contained the averaged AS of faces and houses. In addition, they also used 
phase-scrambled, unrecognizable images as stimuli. These images were produced by 
scrambling the phase information of the original face and house stimuli. Phase-
randomized stimuli do not contain any recognizable object; however, they contain the AS 
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information of the original image. Phase scrambled stimuli contained either face- or 
house-specific AS information, or the average of the two. Differences between 
recognizable faces and houses were present in the N1 time window, peaking at around 
165 ms after stimulus onset. These differences were found over the temporal area, where 
ERP category differences are usually measured. The authors also found differences 
between face and house AS information, however, these differences occurred earlier, 
peaking at 142 ms after stimulus onset, and they were present at medial-occipital 
electrodes (Bieniek et al., 2012). This result is in line with the results of Andrews et al. 
(2010), who found category-selective activation for Fourier-scrambled images at medial-
occipital areas.   
Although this study used faces and houses as stimuli, AS has been shown to differ 
also between animals and man-made objects (Torralba & Oliva, 2003; VanRullen, 2011). 
Therefore, it is possible that AS also modulates animal vs. vehicle differences; however, 
these differences might occur in a different time-window and at different electrode 
locations than higher-level category differences similarly to the ERP differences between 
recognizable and phase scrambled houses and faces in the study of Bieniek et al., (2012 - 
see description above).  
 
 Role of conscious percept 
 In contrast to studies emphasizing the role of low-level differences as underlying 
factors behind ERP category differences, other results suggest that ERP differences 
reflect some aspects of the percept (the consciously perceived impression of an object) as 
ERP differences have been found to correlate with behavioral results (Bacon-Macé et al., 
2005; Macé et al., 2005). In the study of Bacon-Mace et al. (2005) stimuli were natural 
images, presented for a duration between 6.25 and 106.25 ms. Each stimulus was 
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followed by a dynamic mask, which is known to interrupt the processing of the 
previously presented image. Participants performed a go/no-go task, indicating whether 
an animal was present on the image or not. The accuracy rates were higher when stimuli 
were presented longer, and they decreased with the shorter presentation times. The ERP 
differences between animals and non-animals started at 150 ms after stimulus onset. 
Moreover, the differential ERP activity in the time window of the N1 and P2 components 
decreased with the shorter stimulus presentation time. The amplitude of the differential 
brain activity correlated with the ratio of the correct answers. Therefore, the more likely 
participants recognized the animal in the image, the larger the ERP amplitude differences 
were between animals and non-animals. It has been suggested that with the longer time 
before the appearance of the mask, more cues could accumulate to dissociate animal and 
non-animal images and this led to more correct responses and larger category differences 
in the ERPs (Bacon-Macé et al., 2005).  
 Macé et al. (2005) reported similar results when the contrasts of the images were 
manipulated. They found lower accuracy rates in recognizing animals for images with 
lower contrast. Furthermore, the animal vs. non-animal differences in the occipital ERPs 
also decreased with lower contrast. The stimulus presentation time was 28 ms in this 
study for all stimuli; however, no mask was presented to interrupt the ongoing processing 
after the stimulus disappeared. Nevertheless, the reaction times increased for images with 
lower contrast, and the increasing reaction times correlated with the latency of the peak of 
the differential activity between animal and non-animal images. Again, this was 
interpreted as a cue accumulation process: the less recognizable the image was, the more 
time was needed to gather evidence for the recognition of an animal (Macé et al., 2005).   
Beside cue accumulation for decision-making, these results also suggest that the 
differential activity in the N1 and P2 components reflect how participants perceived the 
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images. The bigger the differential activity was, the more likely the images were 
processed and images containing an animal discriminated from images without an animal. 
The results of Rokszin et al. (2015) also suggest a similar interpretation. In that study, 
participants performed a car vs. bird discrimination task on intact and pixel-scrambled 
stimuli presented either in color and or greyscale versions. Scrambled stimuli were 
produced by cutting the original images into smaller squares, and these squares were 
randomly shuffled within an image. The sizes of the shuffled squares were 40x40, 20x20 
and 2x2 pixels for the different stimulus types. The accuracy rates were around 95, 80, 70 
and 50 % for the intact, 40x40, 20x20, and 2x2 pixels stimuli, respectively. Therefore, the 
recognizability of the car and bird categories decreased with the smaller square size. The 
color differences in the visual ERPs, on the other hand, increased from intact to 20x20 
pixel images. In this study, the categorization task did not require color discrimination. 
When the objects were intact the color difference was not salient. With the harder 
recognizability of the objects, the color difference became more salient. This again 
suggests that the category differences in the ERPs, at least to some degree, reflect how the 
image is perceived. If category differences in the visual ERPs reflect at least some aspects 
of the percept, this means these differences should reflect some kind of visual category 
representations.  
 
Correspondence between modulation of category-specific representations and 
modulation of category-specific ERPs 
 
Visual ERPs and category-specific ERP responses are widely used; however, 
different interpretations have been suggested to explain these differences. The source of 
contradictory explanations could partly be that different studies measured the category 
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differences at different electrode locations, in different tasks and for different object 
categories. Furthermore, many studies have looked at the ERP components as distinct 
entities, and did not consider spatial and temporal factors, or the accumulating evidence 
about visual information processing, such as the existence of stable category 
representations in the visual areas and the role of top-down mechanisms. The aim of this 
section is to point out the similarities between modulations of the visual ERP differences 
and activation of category representations in the brain.  
ERP category differences are mainly reported for animate and inanimate 
categories, and for faces and man-made objects. According to the studies presented in the 
previous section, animals, faces and inanimate objects are categorically represented in the 
LOC (Kiani et al., 2007; Kriegeskorte et al., 2008; Mur et al., 2013). Moreover, source 
localization methods suggest that the source of the of the animal vs. non-animal ERP 
difference is in the LOC (Codispoti et al., 2006; Kincses et al., 2006), where animate and 
inanimate categories are represented. In addition, some studies have provided evidence 
that the ERP differences, at least partly, reflect some aspects of the percept (Bacon-Macé 
et al., 2005; Macé et al., 2005; Rokszin et al., 2015). This is in line with the assumption 
that the visual system reconstructs the outside world as an inner representation and it 
provides the percept of the outside objects. Furthermore, studies showing that top-down 
processes such as mental imagery or expectation activate the same category-specific 
representations as seeing those categories, suggesting that these category representations 
should reflect some aspects of the percept.  
Beside category representations, visual ERPs can also reflect shape-specificity, 
similarly to LOC representations. ERP differences have been found between inanimate 
object categories, such as cars vs. non-car vehicles (VanRullen & Thorpe, 2001) and cars 
vs. shoes and chairs (Rossion et al., 2000). According to Kriegeskorte et al. (2008) these 
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categories are represented by perceptual similarity in the LOC. Furthermore, ERP 
differences have been reported between computer-generated meaningless objects (Curran, 
Tanaka, & Weiskopf, 2002; Tokudome & Wang, 2012). In the study of Tokudome and 
Wang (2012), participants were trained to recognize four different artificially created 
highly similar 3D objects from four different viewpoints. Before training, the N1 
amplitudes were more similar for different objects depicted from the same visual angle 
and more variable for the different viewpoints of one object. In contrast, after training 
when participants had learned to differentiate between the objects, the N1 amplitudes 
were more similar for the different viewpoints of one object, and they varied more 
between different objects (Tokudome & Wang, 2012). Therefore, before training, N1 
amplitudes reflected perceptual similarity, which has been suggested to be the main 
organizing factor for shape representations in the LOC (Kriegeskorte et al., 2008). In 
contrast, after training, the N1 amplitudes reflected object-selectivity and viewpoint 
invariance. This is in line with findings indicating that IT neurons are shape-selective and 
they represent information in a viewpoint-independent manner (Tompa & Sáry, 2010).   
Finally, top-down, attention- and task-related modulation have been shown to 
affect the firing of IT cells in monkeys (for review see Tompa & Sáry, 2010). 
Furthermore, expectation, or selective attention, as top-down factors, have been shown to 
affect bottom-up stimulus processing in humans (Bugatus et al., 2017; Puri et al., 2009). 
In a previous section, studies suggesting task-related modulation of animate vs. inanimate 
category differences have been already discussed. However, in those studies, category 
differences and decision-making processes were somewhat intermixed. In ERP studies, 
when category differences are measured, participants usually perform some kind of 
categorization or recognition task. Furthermore, the categories defined by the task are 
usually the same ones that are measured in the ERPs. Therefore, the content of the 
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categorization task as a top-down factor might contribute to the ERP differences. 
According to the results of  Bugatus et al. (2017), tasks requiring flexible category 
representations affect more the frontal brain areas. In contrast, visual representations are 
affected by selective attention. Studies comparing a two-choice animal vs. non-animal 
task and a go/no-go task, where animals have to be detected, both require the recognition 
of an animal. Thus, comparing those tasks, it is not clear whether the top-down 
expectation of the appearance of an animal affects the visual ERPs.  
In order to sort out the contribution of top-down and bottom-up processes for ERP 
differences between object categories, the categorization tasks should manipulate 
attentional factors on the presented objects. Only a few studies have compared category 
differences in the visual ERPs between categorization tasks where the content of the task 
was modulated (e.g. human-dog vs. animate-inanimate task) instead of the method (e.g. 
two-choice vs. go/no-go task). Paz-Caballero, Cuetos, & Dobarro (2006) compared ERPs 
elicited by natural and artificial categories between a natural vs. artificial categorization 
task and a gender decision task, where participants had to decide about the grammatical 
gender of the presented objects. In the categorization task, artificial objects elicited more 
negative amplitudes than natural ones between 50 and 200 ms after stimulus onset. In 
contrast, in the gender decision task, natural images elicited a more negative amplitude 
compared to the amplitudes for artificial objects (Paz-Caballero et al., 2006). However, 
natural and artificial categories do not follow the category representations in the LOC. 
Paz-Caballero et al. (2006) included animals, body parts, fruits and plants in the natural 
category, whereas according to Kriegeskorte et al. (2008), fruits and plants belong to the 
inanimate category. In the study of Balas and Koldewyn (2013) stimuli were human and 
dog faces, presented either as a real version or as a toy. The authors found N1 amplitude 
differences between humans and dogs only when participants had to perform a human vs. 
INTRODUCTION	–	VISUAL	CATEGORY	REPRESENTATIONS		 31	
dog categorization task. When participants had to decide about the animacy of the stimuli 
(i.e., toy vs. real) the human-dog N1 difference disappeared. Therefore, these two studies 
indicate that the content of the task, as top-down factor, does modulate the category 
differences in the visual ERPs.  
 
Content-based task modulation of N1 amplitudes for cars and birds 
 
This section is based on the paper of Linnert, Csifcsák, and Tompa (in prep.), and 
parts of the paper are reproduced here. The aim of this study was to investigate how the 
direct attention to the content of the image, as a top-down factor modulates the category 
differences in the visual ERPs. In order to investigate this, we compared car-bird 
amplitude differences for the P1 and N1 components in two different categorization tasks. 
Stimuli were colored and greyscale images of cars and birds in natural scenes. Images 
were presented in an intact version and in two modified, unrecognizable versions. For 
pixel-scrambled stimuli (pixel stimuli) the original images were cut into 2x2 pixels of 
squares and then the small squares were shuffled. Fourier transformed images (Fourier 
stimuli) were scrambled using a Fourier phase randomization procedure, which preserves 
global low-level properties, such as the amplitude spectrum information, of the original 
image (Figure 1). Participants performed a two-choice task to categorize the presented 
images. One group had to decide whether the presented image depicted a car or a bird 
(category task, N=17), while the other group had to report whether the image was colored 
or greyscale (color task, N=18). Previous studies have compared different types of 
categorization tasks (e.g. go/no-go vs. forced choice task in Johnson & Olshausen, 2003; 
Kincses et al., 2006). In both of these tasks participant had to perform an animal vs. 
inanimate categorization. In our tasks, on the other hand, we manipulated the allocated 
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attention to the content of the image. Our goal was to find two tasks, with orthogonal 
category boundaries, where one task requires the recognition of the object depicted in the 
image, whereas the other task does not. In this study, the same stimuli could be 
categorized either as car or bird, or as color or greyscale. Furthermore, both the category 
and the color were salient features, therefore, they were easy to perceive even if the task 
did not require it. In this way, we could compare car-bird (and also, color-greyscale) 
differences when these features were attended and non-attended.  
 
 
Figure 1. Example stimuli for intact (top row) images and their Fourier-scrambled (middle row) and pixel-scrambled 
(bottom row) versions. Image adapted from Linnert et al. (in prep).  
 
 
Visual ERPs were measured over the occipital (electrodes: Oz, O1, O2, 71, 74, 76, 
82) as well as the left and right temporal areas (left electrodes: T5, 59, 65; right 
electrodes: T6, 90, 91,) based on the scalp distribution of the car-bird and color-greyscale 
differences (see Figure 2). We found category and color differences already at the P1 





Only the results concerning task-related category and color differences are summarized 
here (see ERPs in Figure 3).  
 
 
Figure 2. Cortical maps at 170 ms after stimulus onset (at the peak latency of the N1 component) for bird-car ERP 
differences (a) and greyscale-color differences (b) for the intact (top row), Fourier-scrambled (middle row) and pixel-
scrambled images (bottom row), in the category and color discrimination task respectively. Image adapted from Linnert 
et al. (in prep).  
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Figure 3.  ERPs in the car vs. bird (left) and color vs. greyscale (right) categorization tasks. ERPs for intact images 
show the average waveforms of the 3 electrodes over the right temporal area (top row). ERPs for Fourier (middle row) 
and pixel (bottom row) images show the average waveforms of 7 electrodes over the occipital area. Image adapted from 
Linnert et al. (in prep).  
 
 
The most pronounced category differences were present for the intact images over 
the left and right temporal areas for the N1 component; the N1 showed significantly more 
negative amplitude for cars than birds (see Figure 2a). This car-bird difference was 
modulated by the categorization task and differed between the two hemispheres (three-












task, the car-bird difference was larger over the right hemisphere than over the left. In 
contrast, in the color discrimination task, category differences were similar over both 
hemispheres (see Figure 2a, top row). Cars evoked more negative amplitudes than birds 
also for the pixel images; however, instead of the temporal area, it occurred over the 
occipital area (see Figure 2a). Category differences for the pixel images were modulated 
by the color; the car-bird difference was larger for colored images than for greyscale 
ones. This suggests that the category difference for the pixel images was based on color 
difference. On the other hand, participants could not categorize the pixel images as 
animals and vehicles (accuracy rates were at chance level). Therefore, color-based 
category differences over the occipital area for pixel stimuli did not result in conscious 
recognition. Moreover, this difference was not modulated by the task. These differences 
between intact and pixel images indicate that the temporal category differences for the 
intact images reflected higher-level category-specific processes, possibly activation of 
category representations. Moreover, task-related top-down projections modulated the 
category differences for the intact images. For the pixel images category differences only 
reflected low-level color differences between stimulus sets. The color is unlikely a 
category-specific feature for birds and cars, as both categories can appear in a broad range 
of colors. This can be the reason why top-down factors could not modulate color-based 
category differences for the pixel images.   
 The color-greyscale difference was most pronounced for Fourier images over the 
medial occipital area (Figure 2b). However, this difference was not modulated by the 
task. We also found color difference for the pixel images over the medial occipital area, 
but not as pronounced as for the Fourier images. Nevertheless, this difference was larger 
in the color discrimination task than in the category discrimination task (Figure 2b). 
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Therefore, color selective processes can be accessed by top-down projections, but only 
when the task specifically requires such discrimination.  
Interestingly, we did not find color differences for the intact stimuli, not even in 
the color discrimination task. On the other hand, animal-vehicle differences occurred also 
on the color discrimination task for intact images, whereas for the Fourier stimuli, color 
differences also occurred in the category discrimination task. This indicates that if an 
image contains an object, then the presence of the object is more salient than the color. 
However, in the absence of a recognizable shape, the color information becomes more 
salient. A possible reason for the lack of color difference for the pixel stimuli in the 
category discrimination task could be that for those stimuli the color was not very salient, 
especially with the short (200 ms) image presentation.  
Overall, these results suggest that selective attention to the presented objects does 
modulate car-bird category differences in the visual ERPs. Moreover, it shows that both 
higher-level, category-specific processes and lower-level color-specific processes can be 
modulated by task-related, top-down projections. Only car-bird differences over the 
temporal areas resulted in conscious category recognition; therefore, category differences 
only over this area reflected the conscious percept. This result is in line with top-down 
activation of category-specific areas in the LOC. Therefore, they suggest that category 
differences at temporal electrode locations reflect activation of category representations 
in the LOC.  
 
Aims of the thesis 
  
 Taken together, the reviewed evidence suggests that category differences in the 
visual ERPs are very likely related to shape- and/or category representations in the 
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higher-level visual areas. Furthermore, both our previous study (Linnert et al., in prep) 
and the study of Balas and Koldewyn (2013) found content-based task modulation in the 
visual N1 component. Nevertheless, these studies used basic-level categories (car, bird, 
human face, dog face). These objects have similar shapes, but also belong to animate and 
inanimate categories. Therefore, category-selectivity can be both based on shape- or 
category-specific representations. Several studies have reported ERP differences for 
animate vs. inanimate categories; however, it has not been studied whether the content of 
the categorization task (e.g. animal-vehicle vs. color-greyscale categorization) can 
modulate these category differences in the visual ERPs. Furthermore, beside higher-level 
representations, visual ERPs can also reflect low-level, category-specific differences, 
such as the amplitude spectrum information. Therefore, it is possible that task-related 
modulation can operate both at the level of category representations or at the level of 
lower-level category-specific processes.  
The aims of the studies reported in this thesis are to systematically investigate 
these questions. (1) Can we find content-based task-related ERP modulation for animal 
and non-animal categories? (see Papers 1, 2 and 3) (2) Do these task-related modulations 
affect category representations or lower-level category-specific information? (see Papers 
1 and 3) (3) Are they based on coarse shape information about the objects, or are they 
based on fine-grained, detailed representations? (see paper 3) (4) Does the task also 
modulate ERP differences between inanimate object categories; and what role does the 
global shape play in this modulation? (see paper 4). In Paper 1 and 2, we investigated the 
effect of amplitude spectrum information on the animal-vehicle differences in the visual 
ERPs in different categorization tasks. In Paper 3, we examined whether animal-vehicle 
ERP differences and their task-related modulation is specific for high or low spatial 
frequency information. In Paper 4, we investigated whether the task also modulates the 
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ERP differences for inanimate object categories (tools and vehicles), and whether the 
presence of global shape plays a role in tool-vehicle discrimination. The next four 
chapters of the thesis will present these studies. Chapter 6 will provide a general 
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Underlying mechanisms of task-related modulation of animal vs. vehicle differences in 
the visual ERPs 
 
 






Animal vs. non-animal category differences that occur in visual event-related potentials 
(ERPs) have been widely studied. It has been shown that such differences are modulated 
by the task, suggesting that they arise from interactions between bottom-up and top-down 
processes. However, it is not clear whether the task affects the physical or the shape- or 
category-specific stages of the processing. The aim of the present study was to investigate 
whether this task-related ERP modulation depends on amplitude spectrum information (as 
a physical feature) or occurs irrespectively of low-level physical image characteristics. 
The stimuli were greyscale images of animals and vehicles with an “X” or an “O” in the 
background. The amplitude spectrum information was either kept intact in the images or 
it was equalized across stimuli. Half of the participants had to perform an animal vs. 
vehicle categorization task, whereas the other half performed an “X” vs. “O” 
categorization task. We found task-related modulation in the P1 component over the 
occipital area: a category difference was present only in the animals vs. vehicle 
categorization task and only when the amplitude spectrum was available. For the P2 and 
N2, category differences were greater in the animal vs. vehicle categorization task than in 
the “X” vs. “O” task over the temporal areas. Furthermore, this effect occurred 
irrespectively of the low-level image modulation. Therefore, we have separated two 
different top-down mechanisms. The early task-related modulation suggests a top-down 
process that is selective to physical features. The later task effect occurs irrespectively of 
the physical differences, suggesting modulation of higher-level visual processes (for 
instance, activation of visual category representations). Overall, these results are in line 
with recent theories suggesting flexible interactions between bottom-up visual processes 
and top-down factors such as task demands.  
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Underlying mechanisms of task-related modulation of the animal vs. vehicle differences 
in the visual ERPs 
 
Several studies have reported animate vs. inanimate category differences in the 
early visual event-related potentials (ERPs) (e.g. Antal et al., 2001; Antal, Kéri, Kovács, 
Janka, & Benedek, 2000; Codispoti, Ferrari, Junghöfer, & Schupp, 2006; Johnson & 
Olshausen, 2003; Proverbio, Zotto, & Zani, 2007; Proverbio, Burco, Zotto, & Zani, 2004; 
VanRullen & Thorpe, 2001). Such differences have been mainly reported for the visual 
N1, a negative component over the posterior brain areas peaking between 130-200 ms 
after stimulus onset (e.g. Antal et al., 2001, 2000; Delorme, Rousselet, Macé, & Fabre-
Thorpe, 2004; Proverbio et al., 2007). However, some studies have found differences 
already at the visual P1, a positive component between 70-120 ms after stimulus onset 
(e.g. VanRullen & Thorpe, 2001). A core question about these observed differences is 
whether they are due to low-level perceptual processes or to higher-level category-
specific information. Both low-level physical differences between stimulus sets (e.g. 
Thierry, Martin, Downing, & Pegna, 2007; VanRullen, 2011) and higher-level category-
related visual processes (Antal et al., 2000; Bacon-Macé et al., 2005) have been suggested 
to evoke such differences in the visual ERPs. Visual ERPs are widely used in order to 
investigate visual categorization processes. However, it is hard to withdraw any 
conclusions if it is not clear what kind of processes can be reflected in these ERP 
components.  
The speed of the appearance of such category specific differences has led to the 
assumption that they are based on a fast bottom-up sweep of the incoming visual 
information (S. J. Thorpe & Fabre-Thorpe, 2001). On the other hand, it has also been 
shown that these early visual components are modulated by top-down processes such as 
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attention (Pollux, Hall, Roebuck, & Guo, 2011; Vogel & Luck, 2000). Recent studies 
have suggested that category differences in the visual ERPs reflect interaction between 
task demands and bottom-up processes. Therefore, not only the ERP components, but 
also the magnitude of the category differences observed in the visual ERPs has been 
shown to be modulated by the performed categorization task (Balas & Koldewyn, 2013; 
Linnert, Csifcsak & Tompa, in prep). For instance, in a study by Linnert et al (in prep) 
participants had to categorize colored and grayscale images of birds and cars either by 
their category (car vs. bird task) or by their color (color vs. greyscale task). The authors 
found larger N1 amplitudes for cars compared to birds in both tasks; however, the 
category difference was larger in the car vs. bird task. They also found task-related N1 
color differences for unrecognizable stimuli. The unrecognizable images were produced 
by randomly scrambling 2x2 pixel squares of the original images. For these stimuli, the 
N1 amplitudes differed between colored and greyscale images, and this difference only 
existed when participants performed a color vs. greyscale task but not in the car vs. bird 
task. In addition, the category difference for the recognizable images showed a temporal 
scalp distribution, indicating the involvement of higher-level visual areas, whereas the 
color-based difference for the unrecognizable images showed a medial-occipital scalp 
distribution, indicating the involvement of lower-level visual areas. These results are in 
line with the assumption that low-level features are processed in the early stages of the 
visual pathway, while higher-level features, such as complex object shapes or categories, 
are processed in the later stages of the visual pathway (Andrews et al., 2010; Lerner, 
Hendler, Ben-Bashat, Harel, & Malach, 2001). Therefore, the visual ERPs could reflect 
interaction between top-down and bottom-up processes at the level of physical features 
(such as color) or at the level of higher-level categorical processes. 
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 Nevertheless, higher-level categorical processes can either reflect activation of 
category representations, or selectivity for category-specific low-level features. Recent 
results suggest that some categories, such as animals, faces, bodies, and inanimate objects 
are indeed represented in the higher-level visual brain areas (Kriegeskorte et al., 2008; 
Mur et al., 2013). These are also the most extensively studied categories in ERP 
paradigms; thus, ERP differences for these categories might reflect category 
representations. On the other hand, category selectivity can also emerge from differential 
processing of low-level features, such as the amplitude spectrum information (Andrews et 
al., 2010). Therefore, categorical differences in the ERPs might reflect only category-
specific low-level differences.  
The role of amplitude and phase spectra as different sources of information for 
perception have been extensively studied. The amplitude spectrum (AS) of an image 
refers to its energy at different spatial frequencies. In this way, it describes global, spatial 
characteristics of an image. However, from looking at an AS, the content of the image is 
not recognizable. The phase spectrum, on the other hand, provides information about the 
structure of the objects, such as the shape or configuration of local features. Modifying 
the AS affects the appearance of an image, but the depicted objects are still visible and 
recognizable. In contrast, scrambling the phase information (using a Fourier phase 
randomization procedure - see e.g.  Rossion & Caharel, 2011) affects the recognizability 
of the depicted objects (Gaspar & Rousselet, 2009). Thus, phase scrambled images don’t 
contain shape information but they contain the AS information of the original image (see 
Fourier images in the study presented at the end of Intro). Therefore, results regarding the 
processing of these images indicate the role of AS information in visual processing. It has 
been suggested that the AS plays a role in visual categorization as a low-level physical 
factor (Torralba & Oliva, 2003), as it tends to systematically differ between animals and 
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faces, between animals and man-made objects (Bieniek, Pernet, & Rousselet, 2012; 
VanRullen, 2011) or between natural and artificial scenes (Gaspar & Rousselet, 2009). 
The role of the AS has been widely investigated in EEG experiments (e.g., 
Bieniek, Pernet, & Rousselet, 2012; Nemeth, Kovacs, Vakli, Kovacs, & Zimmer, 2014; 
Rossion & Caharel, 2011; Rousselet, Husk, Bennett, & Sekuler, 2008; Rousselet, Pernet, 
Bennett, & Sekuler, 2008); however, contradictory results have been found. Some studies 
have emphasized the role of the AS, as a low-level factor, to explain category differences 
in the visual ERPs (e.g. Nemeth et al., 2014; Rossion & Caharel, 2011). These studies 
have found ERP differences between unrecognizable, phase scrambled cars and faces 
where the AS information was kept intact. Other results, on the other hand, suggest that 
the role of phase information is more important (e.g. Bieniek et al., 2012; Rousselet et al., 
2008). For instance Bieniek et al. (2012) used both unrecognizable, phase-scrambled and 
recognizable, AS modulated images of faces and houses as stimuli.  They found strong 
and reliable ERP differences between houses and faces containing phase information, 
whereas the differences between the phase-scrambled images were weaker and less 
reliable across the different experimental sessions.   
A third possibility is that it is not the amplitude or phase spectrum alone, but 
instead the interaction between these two kinds of information that is important in visual 
categorization (Gaspar & Rousselet, 2009). When phase scrambled images were used in 
different studies, despite the lack of visible shape, participants do perform above chance 
level in categorizing these images (Linnert et al, in prep; Wichmann, Braun, & 
Gegenfurtner, 2006). Nevertheless, categorization accuracy for phase scrambled images 
is much lower compared to images containing phase/shape information. Furthermore, 
accuracy rates are high in categorizing recognizable, AS equalized images, however, they 
are decreased compared to categorizing images with intact AS (Drewes, 2006). 
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Therefore, these studies show that the presence or absence of AS information does 
influence participants’ response accuracy, but not so dramatically than the phase 
information. Still, it is very likely that both sources of information play a role in visual 
categorization processes.      
The suggestion about the important role of the phase information is in line with 
the known function of the higher-level areas of the visual system, such as the inferior 
temporal cortex (IT) (Rousselet et al., 2008). The neurons in IT are shape-selective (for 
review see Tompa & Sáry, 2010) and it has been suggested that visual forms are 
represented in this area in a topographical manner (Chao et al., 1999; Ishai et al., 1999; 
Kriegeskorte et al., 2008). Therefore, it is very likely that the presence or absence of a 
visual shape in an image would evoke different processing mechanisms compared to the 
phase-scrambled, unrecognizable images, that contain only the AS information of the 
original image. Nevertheless, phase-scrambled images do evoke category-selective 
responses, however, not in IT but in more posterior visual areas (Andrews et al., 2010; 
Bieniek et al., 2012), suggesting that AS is a category-specific low-level feature.  
Taken together, the existing evidence suggests that both AS and phase 
information play a role in category specific responses, with phase information as a 
higher-level and AS as a lower-level feature. The ERP is a useful technique to investigate 
the time-course of categorization. However, it would be important to disentangle the 
contradicting explanations about the underlying factors of category differences in the 
visual ERPs. The aims of the present study were to investigate whether AS information 
contributes to the animate vs. inanimate category differences in the visual ERPs and 
whether this information is modulated by the task. Stimuli consisted of animals and 
vehicles appearing on a grey background. The rationale to use single objects instead of 
natural scenes was to avoid the confound of the effect of the background scene on the AS 
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(Torralba & Oliva, 2003). The AS information was either kept intact or it was averaged 
across the stimulus set. If the AS information contributes to the animal-vehicle ERP 
differences, then the ERPs between these categories should differ between images with 
intact and averaged AS in terms of magnitude or scalp distribution. In order to investigate 
top-down task effects, two participant groups performed different categorization tasks. In 
order to enable multiple categorizations of the images, an “X” or an “O” appeared 
somewhere next to the object. Half of the participants performed an animal vs. vehicle 
task, while the other half performed an “X” vs. “O” categorization. If top-down processes 
modulate category-specific processes at the level where the AS information is processed, 
then animal-vehicle ERP differences should appear only for images with intact AS and 
only in the animal-vehicle categorization task. In contrast, if top-down processes 
modulate visual processes at the level of visual representations (Linnert et al., in prep) 
then the task should similarly affect the ERP category differences for images with intact 
and averaged AS. In other worlds, we are interested whether top-down and bottom-up 




Thirty-five university students (16 males, 30 right handed), ranging in age from 
18 to 33 years, took part in the experiment and received course credits for their 
participation. Participants had normal or corrected to normal vision. Five additional 
participants’ data were discarded because of vision problems (N = 2) or because they did 
not provide enough artifact-free segments (N = 3). Participants were informed about the 
experiment before they volunteered and signed a consent form. Experiment and 
procedure were approved by the Lancaster University Ethics Commitee.  
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Stimuli and materials  
The stimuli were greyscale images of easily recognizable animals (n = 150) and 
vehicles (n = 150) appearing on a grey background. The images represented a diverse 
range of animals (e.g. fish, insects, mammals, birds etc.), and vehicles (e.g. cars, buses, 
planes, ships etc.) and they varied in their size and viewpoint angle. Next to the objects an 
“X” or an “O” appeared somewhere on the grey background (see figure 1). The “X” and 
“O” was positioned manually on the image close the object. The size of the images was 
kept constant: W10.71° x H8.38° (W506 x H396 pixels). 
For one version of the stimulus set the Fourier amplitude spectrum was kept intact 
and only the luminance was equalized across the images (intact AS), while for the second 
version of stimuli both the luminance and Fourier amplitude spectrum was equalized 
across the images (averaged AS) (see figure 1). The MATLAB based SHINE toolbox 
(Willenbockel et al., 2010) was used for luminance and spectrum matching. For all 
images, the luminance histograms of the images were matched by using the average 
luminance distribution across the whole stimuli set. For the images with averaged AS, we 
first applied the luminance histogram matching, followed by the amplitude spectrum 
matching. These two matching processes can distort each other, therefore, we modified 
the images in 20 iterations (for details see Willenbockel et al., 2010).     
Overall, 600 images (150 animals and 150 vehicles both with intact and averaged 
AS) were presented to the participants. Stimuli were shown on a 15” CRT monitor with 
85 Hz refresh rate and 1024 by 768 pixels resolution. Stimuli were presented using E-





Figure 1. Example stimuli. Images of animals or vehicles containing an X or an O with intact (left) or averaged (right) 




Participants sat on a chair approximately 80 cm from the screen. The stimulus 
presentation was around 30 minutes long with a break after every 100 stimuli (around 
every 5 minutes). The break was as long as the participants wanted and the test proceeded 
when they pressed a button. The order of the presented stimuli was randomized. The 
participants performed a two-choice task to categorize the presented images. All 
participants saw the same images; however, they were randomly assigned to one of two 
groups. One group had to decide whether the presented image was an animal or a vehicle 
Intact amplitude spectrum Averaged amplitude spectrum
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(AV task, N = 18), while the other group had to report whether an “X” or an “O” was in 
the background of the object (XO task, N = 17).  
A trial started with a fixation cross displayed in the middle of a grey screen for a 
random duration between 200 and 350 ms. Then a stimulus was shown in the middle of 
the grey screen until the participant responded by pressing a button (but for a maximum 
of 2000 ms). At the end of each trial a blank grey screen was shown for 1500 ms. 
Participants’ category choices were made by using two buttons on a response box. Within 
each participant group the left and right buttons were counterbalanced across the 
participants. Response accuracy was collected together with the recorded EEG.  
 
EEG recording and analysis 
We used an EGI (Electrical Geodesics Incorporated, Eugene, OR) GES300 EEG 
system with a NetAmps USB amplifier and a 128 channel HydroCel Net to record the 
EEG from the scalp. The EEG was recorded and analyzed with the NetStation software 
(Electrical Geodesics Incorporated, Eugene, OR). Electrode impedance was kept below 
50 kOhm (as is standard for the EGI system). During the recording, the EEG was 
referenced to Cz, and the sampling rate was 1000 Hz.  
During off-line analysis, the raw data were band-pass filtered between 0.1 and 30 
Hz. The EEG was segmented from 150 ms before to 800 ms after stimulus onset. Epochs 
were sorted into the object categories (animals or vehicles) and stimulus types (intact AS 
or averaged AS). Only epochs containing correct responses were included. Eye 
movements and bad channels were automatically rejected if the average amplitude in an 
80 ms moving window exceeded ±55 µV at EOG channels or ±200 µV at any other 
channel. In addition, each individual epoch was visually inspected and further epochs or 
channels were rejected. Epochs in which more than 13 channels contained artifacts were 
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rejected; if fewer than 13 channels contained artifacts, bad channels were substituted by 
spline interpolation. Participants with fewer than 30 artifact-free epochs per condition 
were excluded.  
Average ERPs were calculated from the artifact-free segments for each stimulus 
condition. ERPs were baseline corrected using a 150 ms pre-stimulus baseline, and were 
re-referenced to the average reference. Grand averages were generated using the 




Accuracy and reaction times were recorded during the experiment. Statistical 
analysis was performed on the ratio of correct responses (defined in %) and on the mean 
reaction times (defined in ms, excluding responses that were faster than 200 ms and 
slower than 1000 ms). Within subject factors were the STIMULUS TYPE (intact AS, 
averaged AS), CATEGORY (animal, vehicle), the between subject factor was the TASK 
(animal-vehicle categorization, X-O categorization). A Greenhouse-Geisser correction 
was applied on the p-values for violations of the assumption of sphericity. Bonferroni 
corrections were applied for multiple comparisons.  
The task modulated the ratio of correct responses between images with intact and 
averaged AS (STIMULUS TYPE * TASK interaction: F(1, 33) = 5.88, p = .02, ηp2 = 
.15). Participants were more accurate for the stimuli with intact AS (M = 97.65%, SE = 
0.27%) compared to the images with averaged AS (M = 96.71%, SE = 0.50%) in the 
animal-vehicle task (t(16) = 2.63, p = .02). In the X-O task the correct responses did not 
differ between the stimulus types (intact AS: M = 96.93%, SE = 0.28%; averaged AS: M 
= 97.13%, SE = 0.34%). 
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Reaction times were faster for the images with intact AS (M = 473.58ms, SE = 
9.61ms) than for the stimuli with averaged AS (M = 489.89ms, SE = 9.54ms) (main effect 
of STIMULUS TYPE: F(1, 33) = 79.09, p<.01. , ηp2 = .71). In addition, we also found a 
CATEGORY * TASK interaction (F(1, 33) = 9.06 , p < .01, ηp2 = .22). In the animal-
vehicle task participants were faster for the vehicles (M = 486.86 ms, SE = 11.25 ms) than 
for the animals (M = 499.65 ms, SE = 10.10 ms) (t(16) = 2.75, p = .01). No such 
difference was found in the X-O task (animal: M = 468.68 ms, SE = 15.98 ms; vehicle: M 
= 471.75 ms, SE = 15.48 ms).  
 
Electrophysiology results  
Visual ERPs were analyzed on the occipital and temporal electrodes including 
electrodes O1, O2, Oz, T5, T6, 59, 65, 66, 67, 71, 72 76, 77, 84, 90, 91. The selection of 
these electrodes is in line with previous studies (e.g. Balas & Koldewyn, 2013; Bentin, 
Allison, Puce, Perez, & McCarthy, 1996; Proverbio, Del Zotto, & Zani, 2007; Rossion & 
Jacques, 2008).  Figure 2 shows the scalp distribution of the animal-vehicle ERP 
differences at the latencies of 50, 75, 100, 125, 150, 175, 200, 225, 250 and 275 ms for 
images with intact and averaged AS in the animal vs. vehicle (AV task) and in the X vs. 
O (XO task) tasks. In order to investigate the spatial distribution of the animal-vehicle 
ERP differences, we performed permutation-based paired tests (p<0.05) with correction 
for multiple comparisons (false discovery rate) using the MATLAB-based EEGLAB (v. 
13_4_4b) toolbox (Delorme & Makeig, 2004). This was done for all selected electrodes at 
each of the latencies specified above (see Figure 2). The red dots on figure 2 indicate the 
electrodes with significant animal-vehicle ERP differences at the latencies of the 
corresponding scalp-maps.  
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In order to gain additional information about the time-scale of the animal-vehicle 
ERP differences, we also performed point-by-point tests (permutation with p<0.05 and 
false discovery rate) comparing the ERPs for animals and vehicles at all data points 
between -150 and 400 ms for images with intact and averaged AS, in the AV task and in 
the XO task (EEGLAB; Delorme & Makeig, 2004). For this analysis, we averaged ERPs 
for the occipital and for the temporal electrodes over the left and right hemisphere, 
respectively (see figure 3 - note that the midline electrodes are not included in this 
analysis). The distinction between the electrode groups was made based on the ERP 
waveforms and latencies of the ERP peaks. Results of the point-by-point analysis are 




Figure 2. Scalp distribution of the animal-vehicle ERP differences between 50 and 275 ms in the animal vs. vehicle 
(top rows) and X vs. O task (bottom rows) for images with intact and averaged AS, respectively. The red dots indicate 
the electrodes with significant animal-vehicle ERP differences at the latency of the corresponding scalp-map. Note that 
75 ms, 125-150 ms, 200 ms and 250-275 ms are the peak latencies of the P1, N1, P2 and N2 components, respectively.  
 





Animal vs. Vehicle task
X vs. O task








Figure 3. Electrode layout. Occipital electrodes selected for analysis are marked with grey, temporal electrodes are 
marked with yellow. 
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Figure 4. Results of the point-by-point analysis. The continuous lines represent images with intact AS, the dashed 
lines represent images with averaged AS. The red lines represent animals, the blue lines represent vehicles. Paired 
analyses were performed on the average waveforms of four occipital electrodes and on the average waveforms of three 
temporal electrodes over both the left and right hemispheres, separately. Averaged ERPs are presented for the left and 
right occipital areas (top two rows) and for the left and right temporal areas (bottom two rows) in the AV task (left 
columns) and in the XO task (right columns). Grey rectangles show the time-windows of the significant differences 
between the animal and vehicle ERPs.  
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As it is not sufficient to conclude a difference by only looking at the significant 
category difference pattern (Nieuwenhuis, Forstmann, & Wagenmakers, 2011) we also 
examined the interactions between the animal-vehicle ERP differences, the task, and/or 
the stimulus type. Mean amplitudes were extracted for time windows 70-90 ms 
(corresponds to P1), for 110-150 ms (corresponds to N1) and for 190-300 ms 
(corresponds to P2 and N2) over the occipital. Over the temporal area, the mean 
amplitudes were extracted for time windows 140-180 ms (corresponds to N1), for 190 - 
230 ms (corresponds to P2) and for 260 - 290 ms (corresponds to N2). These time 
windows are also in line with previous literature (Luck, 2005). Similarly to the point-by-
point analysis presented above, the occipital area included electrodes O1, 71, 66, 67 over 
the left hemisphere and O2, 76, 77, 84 over the right hemisphere, and the temporal area 
included electrodes T5, 59 and 65 over the left hemisphere and electrodes T6, 90, 91 over 
the right hemisphere. Average ERPs are presented on Figure 5. We conducted 2x2x2x2 
mixed ANOVAs with the within subject factors STIMULUS TYPE (intact AS, averaged 
AS), HEMISPHERE (left, right), and CATEGORY (animal, vehicle), and the between 
subject factor TASK (AV task, XO task) separately for occipital and temporal locations. 
A Greenhouse-Geisser correction was applied on the p-values for violations of the 






Figure 5. ERP waveforms for the Animal vs. Vehicle (left column) and “X” vs. “O” (right column) categorization task 
over the occipital (top row) and temporal areas (bottom row) respectively. The continuous lines represent images with 
intact AS, the dashed lines represent images with averaged AS. The red lines represent animals, the blue lines represent 




Figure 2 shows significant animal vehicle differences at 75 ms after stimulus 
onset on the occipital electrodes, but only for images with intact AS and only in the AV 
task. Similarly, Figure 4 shows category differences over the left and right occipital area 
for images with intact AS in the AV task between 70 - 90 ms after stimulus onset. The 
ANOVA on the mean amplitudes for this time window confirmed the interaction between 
CATGEORY, STIMULUS TYPE and the TASK (F(1, 33) = 6.56, p = .02, ηp2 = .17). 
The post-hoc t-tests showed category differences only for the images with intact AS in 
Occipital area
Temporal area
Animal vs. vehicle task ’X’ vs. ‘O’ task
Animal vs. vehicle task ’X’ vs. ‘O’ task
Animal - Intact AS
Vehicle - Intact AS Vehicle - Averaged AS

















the animal-vehicle task (t(16) = 4.37, p < .001). The P1 amplitudes were higher for the 
animals (M = .85 µV, SE = .79 µV) than for the vehicles (M = .28 µV, SE = .82 µV) (see 
Figure 5 and 6a). The interaction between the task and the category indicate that the task 
modulated the animal-vehicle differences in the time-window of the P1 component. 
However, this effect was present only for images with intact AS, suggesting that these 
early ERP differences are due to the amplitude spectrum information. In other words, the 
animal-vehicle categorization task had a selective effect on the AS information. 
Therefore, the three-way interaction suggests that the task, as a top-down factor affected 
the visual processes at an early stage where the AS information was processed. 
 
N1 
 Figure 2 and 4 show animal vehicle differences for all stimulus types in both tasks 
both on occipital and temporal electrodes at the time window of the N1 component. Over 
the occipital areas, we found an interaction between CATEGORY and STIMULUS 
TYPE (F(1, 33) = 44.37, p < .001, ηp2 = .57). The N1 amplitudes were higher for animals 
(M = -1.70 µV, SE = .74 µV) compared to vehicles (M = -.78 µV, SE = .69 µV) for 
images with intact AS (t(34) = 6.40, p < 001). Conversely, vehicles evoked higher 
amplitudes (M = -.01 µV, SE = .77 µV) compared to animals (M = -.36 µV, SE = .81 µV) 
for images with averaged AS (t(34) = -3.03, p = .005) (see figure 5 and 6b). These results 
are in line with the results of the paired analyses. The different direction of the amplitude 
difference for animals and vehicles between images with intact and average amplitude 
spectrum suggests that the presence or absence of amplitude spectrum information did 
affect the visual information processes reflected in the N1. 
 Over the temporal areas, Figure 2 and 4 show animal-vehicle differences only for 
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effect of CATEGORY (F(1, 33) = 10.04 , p = .003, ηp2 = .23). The interaction between 
CATEGORY and STIMULUS TYPE was only marginally significant (F(1, 33) = 3.97, p 
= .055, ηp2 = .11) (Figure 6c).  
 
P2 and N2 
 Over the occipital area mean amplitudes for the P2 and N2 components were 
extracted together between 190 ms and 290 ms after stimulus onset. We found an 
interaction between CATEGORY and TASK (F(1, 33) = 8.49, p = .006, ηp2 = .21). 
Animals elicited more positive amplitudes (M = 3.16 µV, SE = .88 µV) then vehicles (M = 
2.40 µV, SE = .77 µV) (t(16) = 3.66, p = .002) in the AV task. In the XO task, amplitudes 
of animals (M = 5.69 µV, SE = .63 µV) and vehicles (M = 5.62 µV, SE = .66) µV did not 
differ (t(16) = .64, p = .53) (Figure 2, 4 & 7a). 
 Over the temporal area, mean amplitudes were extracted separately for the time 
window of the P2 and N2 components according to the results of the point-by-point 
analysis. We found significant interaction between CATGEORY AND TASK for both 
the P2 (F(1, 33) = 6.64, p = .015, ηp2 = .17) and N2 (F(1, 33) = 5.61, p = .024, ηp2 = .15) 
components. For the P2 component animal - vehicle amplitude differences were bigger in 
the AV task (M = .80 µV, SE = .12 µV) then in the XO task (M = .36 µV, SE = .12 µV), 
however, they were significant in both tasks (AV task: t(16) = 6.70, p < .001;  XO task: 
t(17) = 3.05, p = .007). For the N2 component, amplitudes of animals and vehicles 
differed only in the AV task (M = .77 µV, SE = .21 µV, t(16) = 3.67, p = .002), but not in 
the XO task (M = .18 µV, SE = .14 µV, t(16) = 1.29 , p = .21) (Figure 2, 4, 7b, 7c).   
The pairwise comparisons showed animal-vehicle differences also in the XO task 
for the P2 components over the temporal area (see Figures 2, 4). Nevertheless, the P2 
interaction between CATEGORY and TASK and the post-hoc tests showed that the P2 
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animal-vehicle amplitude differences are smaller in the XO task, compared to the AV 
task. Unlike for the P1 component, for the P2 and N2 the task-related top-down 
modulation was irrespective of the presence or absence of the AS information. In the AV 
task, animal-vehicle differences were present for images both with intact and averaged 
AS (see pared analyses, figure 2 and 4). The effect of low-level physical features on the 
P1 and N1 category differences do not seem to affect the category differences in the P2 
and N2 components. This suggests that the P2 and N2 components reflect a different 
stage of the processing. These components might reflect the activation of higher-level 
category representations, where low-level features no longer modulate visual processes. 
Moreover, the task-related modulation in the P2 and N2 component suggests that 
decision-making processes also affect these components.     
 
 
Figure 6. Mean amplitude differences between ERPs for animals and vehicles in the time window of the occipital P1 
(a), occipital N1 (b) and temporal N1 (c) components for images with intact and averaged AS in the AV and XO tasks. 








Figure 7. Mean amplitude differences between ERPs for animals and vehicles in the time window of the occipital P2 & 
N2 (a), the temporal P2 (b) and temporal N2 (c) components for images with intact and averaged AS in the AV and XO 
tasks. Error bars represent SE.  
  
 
Comparison across components 
 In order to compare the animal-vehicle ERP differences across components, we 
performed an additional ANOVA including COMPONENT (occipital: P1, N1, P2 & N2; 
temporal: N1, P2, N2) as a within subject factor beside STIMULUS TYPE (intact AS, 
averaged AS), HEMISPHERE (left, right), and CATEGORY (animal, vehicle), and the 
between subject factor TASK (AV task, XO task). Planned comparisons were performed 
for P1-N1 and N1-P2&N2 component pairs over the occipital area, and for N1-P2 and 
P2-N2 pairs over the temporal area.  
 Over the occipital area, we found an interaction between COMPONENT, 
STIMULUS TYPE, CATEGORY and HEMISPHERE (F(2, 66) = 3.50, p = .036, ηp2 = 
.10). For images with intact AS, the animal-vehicle difference differed between 




35.00, p < .001, ηp2 = .51). The category differences were significant for the N1 (M = -.91 
µV, SE = .14 µV; t(34) = -6.40, p < .001) and P2 & N2 (M = .47 µV, SE = .19 µV; t(34) = 
2.54, p = .048) components, and not significant for the P1 (M = .22 µV, SE = .11 µV; 
t(34) = 2.02 , p = .153). The animal-vehicle difference differed between the P1- N1 (F(1, 
34) = 41.89, p < .001, ηp2 = .55) and between the N1 – P2&N2 (F(1, 34) = 53.43, p < 
.001, ηp2 = .61) components, possible because of change in direction and not due to 
change in magnitude (figure). For images with averaged AS we found only a main effect 
of CATEGORY (F(1, 34) = 8.38, p = .007, ηp2 = .198). However, the planned 
comparisons showed that animal-vehicle differences differed between the P1 and N1 
(F(1, 34) = 4.37, p = .044, ηp2 = .114).  
 The animal-vehicle difference was modulated by the task over the occipital area 
(CATEGORY * TASK: F(1, 33) = 9.07, p = .005, ηp2 = .22). The category difference was 
larger and significant only in the AV task (M = .33 µV, SE = .11 µV; t(34) = 2.87 , p = 
.022) compared to the XO task (M = -.11 µV, SE = .09 µV; t(34) = -1.21, p = .24). 
 Over the temporal area, we found a three-way interaction between 
COMPONENT, STIMULUS TYPE and CATEGORY (F(2, 66) = 8.61, p < .001, ηp2 = 
.21). For images with intact AS, the animal-vehicle difference increased (planned contrast 
for N1-P2: F(1, 34) = 21.08, p < .001, ηp2 = .38) between the N1 (M = .20 µV, SE = .15 
µV; t(34) = 1.32, p = .59) and P2 (M = .64 µV, SE = .13 µV; t(34) = 5.14, p < .001) 
component, and it did not differ (planned contrast for P2-N2: F(1, 34) = .72, p = .40, ηp2 
= .021) between the P2 and N2 (M = .53 µV, SE = .17 µV; t(34) = 3.08, p = .012) 
components. For images with averaged AS, animal vehicle differences were significant 
for all three components (N1: M = .54 µV, SE = .12 µV; t(16) = 4.73, p < .001; P2: M = 
.50 µV, SE = .11 µV; t(16) = 4.57, p < .001; N2: M = .40 µV, SE = .13 µV; t(16) = 3.04, 
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p = .015), and did not differ between the N1-P2 (F(1, 34) = .26, p = .61, ηp2 = .01) and 
P2-N2 (F(1, 34) = .79, p = .38, ηp2 = .02) component pairs.  
 Over the temporal area, we also found an interaction between CATEGORY and 
TASK (F(1, 33) = 5.80, p = .022, ηp2 = .149). The animal-vehicle difference was larger 
and significant only in the AV task (M = .70 µV, SE = .14 µV; t(16) = 5.03 , p < .001), 
compared to the XO task (M = .26 µV, SE = .12 µV; t(34) = 2.13 , p = .10). 
 
 
Figure 8. Differences between animal and vehicle amplitudes by components over the occipital (a) and temporal (b) 





The aim of this study was to investigate the underlying mechanisms of task-
related top-down modulation of the animal vs. vehicle category differences in the visual 
ERPs and the role of amplitude spectrum (AS) information in object categorization. Our 
findings show that the AS information plays a role in the early stages of categorization 
and it modulates the category differences over the occipital areas. The later stages of 







































































categorization, where category differences in P2 and N2 occurred over the temporal 
areas, on the other hand, were not affected by the presence or absence of AS information. 
Furthermore, both stages of categorization were affected by top-down, task-related 
factors. An amplitude difference in P1 between animals and vehicles was present only 
when AS information was available, and only when the categorization task was to 
distinguish animals from vehicles and not to decide whether an X or an O was present in 
the image. The task effect in the P2 and N2 components, on the other hand, was 
independent of the physical image characteristics. The animal-vehicle ERP differences 
were bigger in the animal vs. vehicle task than in the X vs. O task irrespective of whether 
the AS information was intact or it was averaged across stimuli. 
Our results suggest that the early and later animal-vehicle differences in the visual 
ERPs are elicited by different factors. The P1 category difference in our study is clearly 
driven by the AS information and it appeared at the occipital electrodes. The P2 and N2 
category differences, on the other hand, were not modulated by the presence or absence 
of the AS information and they appeared at the temporal electrodes. These results are in 
line with the results of Bieniek, Pernet, & Rousselet (2012). They found ERP difference 
between phase-scrambled faces and houses, indicating the effect of AS information; 
however, this difference was more medially distributed, appeared earlier in time, and was 
weaker than the ERP differences driven by the phase (i.e., object shape) information. The 
phase information was present in all our stimuli, therefore, in line with other studies 
(Bieniek et al., 2012; Gaspar & Rousselet, 2009) it is very likely that the latter category 
differences in the P2 and N2 are driven by the presence of a recognizable shape.  
The important role of phase information in visual processing has been linked to 
the shape selectivity in the IT (Gaspar & Rousselet, 2009). It has been suggested that only 
individual shapes (objects) are represented in the IT and these shape representations are 
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topographically organized by perceptual similarity (Kriegeskorte et al., 2008). Therefore, 
category-specific processes might not reflect real category representations but only 
perceptual differences between object categories used in those experiments (Kriegeskorte 
et al., 2008). However, usually basic level categories share similar shapes (e.g. cars, 
birds) but not vehicles and animals; the categories we used in our study. Nevertheless, 
Wilder, Feldman and Singh (2011) have shown that superordinate level (in their case, 
animal vs. leaf) categorization can be modeled by using the structure of object shapes. 
Therefore, the phase information can play a role also in superordinate category 
discrimination. Furthermore, it has been shown that besides shapes, some categories 
(such as animate and inanimate objects) are also represented in the IT (Kaiser, Azzalini, 
& Peelen, 2016; Kriegeskorte et al., 2008; Mur et al., 2013). Therefore, the P2 and N2 
amplitude differences for animals and vehicles in our study might reflect the activation of 
these category representations in the IT.  
Regarding the top-down task effect in the P2 and N2 components, it has been 
shown that shape or category selective areas in the IT can also be activated by top-down 
processes even in the absence of incoming visual information. For instance, O’Craven & 
Kanwisher (2000) found activation in face-selective and place-selective areas of the IT 
when participants were imagining faces and buildings, while Reddy, Tsuchiya, & Serre 
(2010) reported similar findings for categories of faces, houses, tools and fruits. In 
addition, anticipatory cues (such as symbols or written category names) before the 
stimulus presentation also activate category-selective areas, and such preparatory 
activation in the IT seems to facilitate participants’ categorization performance (Peelen & 
Kastner, 2011; Puri et al., 2009). Furthermore, an anticipatory cue that precisely predicts 
the subsequent visual stimulus leads to increased activity in category-selective areas 
during the processing of the visual stimulus (Puri et al., 2009). In our study, participants 
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expected to see either an animal or a vehicle; therefore, such preparatory activity might 
explain the task-related P2 and N2 modulation.   
In line with previous results (Gaspar & Rousselet, 2009; Nemeth et al., 2014; 
Bruno Rossion & Caharel, 2011), our findings suggest that the AS information affects 
category-specific ERP differences, at least in the early components. However, the task-
dependency of this effect indicates that AS information is not automatically accessed, but 
is subject to top-down selection. It has been shown that other low-level level features, 
such as color, can also be accessed by top-down processes (Linnert et al, in prep). 
Furthermore, Peelen and Kastner (2011) have reported preparatory activity in the early 
visual areas (V1), and they have suggested that such activity prepares for the detection of 
low-level category-specific cues. The task-related animal-vehicle difference in the P1 
might indicate similar preparatory activity for the detection of the category-specific AS 
information.   
Whether the AS information is part of the category representation of objects has 
been debated. Andrews, Clarke, Pell and Hartley (2010) have suggested that higher-level 
category selectivity is, at least partly, based on the processing of selective low-level 
features (such as the AS). In this case, activity in the lower-level areas should facilitate 
higher-level activity and eventually behavioral responses. Indeed, in our study 
participants categorized images as animals or vehicles with higher accuracy when the 
images contained the original AS information compared to images with averaged AS. 
Furthermore, the task-related top-down modulation of the AS information in our study, 
indicates that the visual system does associate AS and category.  
Interestingly, task-related modulations in previous studies have been found in the 
N1 component (Balas & Koldewyn, 2013; Linnert et al., in prep), whereas we found such 
effects in the P1, P2 and N2 components. Moreover, the P2 and N2 components were not 
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even visible on the ERP waveforms in these two previous studies. The stimuli used in the 
current study differed from the stimuli used in the studies by Balas and Koldewyn (2013) 
and Linnert et al. (in prep.). This difference between the stimulus sets could account for 
the differences between the ERP waveforms reported in these studies. Linnert et al (in 
prep.) used colorful (and greyscale) images of cars and birds without any low-level 
images modification. Balas & Koldewyn (2013) used homogenous image categories: 
participants saw only sixteen images repeatedly, depicting faces of humans and dogs. In 
our current study, on the other hand, the images were all greyscale, were matched for 
low-level features, and animals and vehicles belong to heterogeneous categories. The 
visual system is tuned to process natural stimuli; therefore, it might need different or 
additional steps to process artificial, greyscale, luminance and AS equalized images. 
Recently, it has been shown that the shape selective regions of the IT accumulate and 
integrate evidence for decision-making functions (Tremel & Wheeler, 2015). Natural 
images contain several cues (e.g. color, luminance, shape), therefore, this evidence 
gathering process can be quicker and easier for images containing those cues than for 
images where such features are not present. Possibly, this additional effort or processing 
mechanism can be shown up as additional components on the visual ERPs. Indeed, it has 
been suggested that competing or insufficient information in the higher visual areas get 
reinforcement by re-activating the early visual areas by feedback projections (Di Lollo et 
al., 2000) and that the P2 component reflects this re-activation process (Kotsoni et al., 
2007). This is in line with the view that perception relies on highly dynamic processes, 
and top-down information also plays a flexible role on these processes (e.g. Ahissar & 
Hochstein, 2004; Contini et al., 2017; Gilbert & Sigman, 2007). Contini et al. (2017) have 
also recently pointed out that the time-course of the visual processes, at least partly, 
depends on the characteristics of the stimulus set used in an experiment.  
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Overall, the results of this study are in line with previous results reporting higher-
level category differences at the temporal electrodes, and differences driven by low-level 
physical features at the occipital electrodes (Bieniek et al., 2012; for review see Contini et 
al., 2017). Furthermore, our results indicate that the AS information, as a low-level 
feature, is processed earlier in time (at the time of the P1 component). In contrast, higher-
level category- or phase-specific differences arise later in time (at the time of the P2 and 
N2 components). This is in line with previous findings showing that sensitivity to low-
level features emerges before category-like representations (for review  see Contini et al., 
2017). Regarding the top-down modulation, we found an early effect of task in the P1, 
suggesting that the task affected the processing of the AS information. The later task 
effects in the P2 and N2 were present for images with both intact and averaged AS, 
suggesting that this later top-down effect modulated higher-level processes, possibly at 
the level of category representations.  
In conclusion, these results suggest that the AS, as a low-level factor affects 
processes in the early stages of categorization. ERP differences due to the presence of AS 
information were present only in the earliest ERP component (P1) and only at the 
occipital electrode locations. The later categorization processes more likely rely on 
category representations stored in the higher-level visual areas. Furthermore, top-down 
processes can access and modulate both low-level and higher-level information 
processing. The differences in the timing of the task-related modulation between the 
current study and previous studies, and the presence of additional ERP components in this 
study, suggests that the same ERP component might reflect different underlying 
processes depending on the stimuli used in the study. A cautious approach should be 
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Linking statement for Paper 2 
 
In Paper 1 we investigated whether the amplitude spectrum (AS), as a low-level image 
characteristic contributes to the animate vs. inanimate category differences in the visual 
ERPs and whether the role of this information is modulated by the task. Stimuli consisted 
of animal and vehicle images appearing on a grey background. In order to enable multiple 
categorizations of the images, an “X” or an “O” appeared somewhere next to the object. 
Half of the participants performed an animal vs. vehicle categorization task, while the 
other half performed an “X” vs. “O” categorization task. We found task-related 
modulation in the P1 component over the medial occipital area: a category difference was 
present only in the animal vs. vehicle categorization task, and only when the amplitude 
spectrum was available. For the P2 and N2 components, category differences were 
greater in the animal vs. vehicle categorization task than in the “X” vs. “O” task.  
Furthermore, this effect occurred irrespectively of the low-level image modulation. 
Therefore, we have separated two different top-down mechanisms. The early task-related 
modulation suggests a top-down process that is selective to physical features. The later 
task effect occurs irrespectively of the physical differences, suggesting modulation of 
higher-level visual processes (for instance, activation of visual category representations). 
It has been shown that the expectation of a specific category, cued by the category 
label activates higher-level, category specific visual areas. Furthermore, this preparatory 
activity modulates the processing of the subsequent stimuli. The aim of Paper 2 was to 
investigate whether a similar mechanism also plays a role in the task-related animal-
vehicle ERP difference modulation that we found in Paper 1. In Paper 1, participants 
expected to see either an animal or a vehicle, therefore, the task could pre-activate the 
category-specific areas, which could modulate the processing of the presented image. 
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This process might show up as larger animal-vehicle differences in the visual ERPs. In 
paper 2, we used the same animal and vehicle images as in Paper 1, but instead of a two-
choice categorization task, we used a label-image matching task. Participants first saw the 
word ‘animal’ or ‘vehicle’ appearing on the screen, which was followed by an image of 
an animal or a vehicle – a similar paradigm to those used in fMRI studies reporting 
preparatory activity in the visual areas. Participants had to decide whether the presented 
category label and the following image matched or not. All images were presented twice, 
following the presentation of either the correct, or the incorrect category label. Early 
visual ERPs reflect visual processes and not decision-making per se. If labels elicit 
preparatory activity in visual areas and such activity modulate the processing of the 
subsequent image, then the difference between trials with correct and incorrect labels 
could evoke differences already during the visual processes and possibly in the visual 
ERPs before decision-making processes. Therefore, if the task effect observed in Paper 1 
was related to a mechanism similar to preparatory activity, then ERPs should differ 
between trials with correct, and trials with incorrect category labels for animal and 
vehicle images. 
Moreover, we also wanted to investigate whether we find similar animal-vehicle 
amplitude differences in the visual ERPs as in Paper 1, even in the absence of a two-
choice categorization task. The label-image matching task is a categorization task that 
directs participants’ attention to the object on the image, similarly to a two-choice task. 
However, the decision that participants have to make is not a forced-choice, animal vs. 
vehicle decision. Using a similar, still different categorization task can show whether 
ERP differences found in Paper 1 are due to a two-choice task or they are due to the 











Visual ERP differences between animal and vehicle categories in a label-image matching 
task 
	








Recent studies have reported task-related, top-down modulation in the visual ERPs when 
participants performed two-choice categorization tasks (for instance animals vs. vehicles). 
Furthermore, the task, as a top-down factor, has been shown to affect both category-
specific lower-level physical properties, such as amplitude spectrum (AS) information, 
and higher-level category representations. Here we investigated the role of AS 
information and the effects of category label on the visual ERPs in a label-image 
matching task, where labels correctly predicted the category of the image in 50% of the 
cases.  The word “animal” or “vehicle” was presented on the screen followed by an image 
of an animal or a vehicle. Participants had to decide whether the label and image matched 
or not. Stimuli were presented in two versions with AS information either intact or 
averaged across stimuli. We found animal-vehicle amplitude differences in the N1, P2 
and N2 components, but only if the AS information was available in the images. This 
suggests that the AS information plays an important role in category recognition. The 
different role of AS information in this study and previous studies, however, suggests 




Visual ERP differences between animal and vehicle categories in a label-image matching 
task 
 
Recent studies have shown that category differences in the visual ERPs are 
modulated by top-down factors, such as the performed categorization task (Balas & 
Koldewyn, 2013; Linnert, Csifcsák, & Tompa, in prep; Linnert, Reid, & Westermann, 
Paper 1). For instance, Linnert, Csifcsak and Tompa (in prep) presented color and 
greyscale images of cars and birds to the participants together with their unrecognizable, 
2x2 pixels scrambled versions. Participants either performed a car vs. bird categorization 
task or a color vs. greyscale task. For the recognizable stimuli, the car-bird difference in 
the visual N1 component was larger in the car-bird task compared to the color task over 
temporal areas. For the unrecognizable images the color-greyscale N1 difference was 
larger in the color task then in the car-bird task, and this effect was measured over the 
medial occipital area. This result suggests that task as a top-down factor can affect both 
higher-level category specific processes and lower-level physical processes, such as color 
processing (Linnert, Csifcsak, & Tompa, in prep). However, it remained open whether 
ERP differences between object categories such as cars and birds or animate and 
inanimate objects reflect category representations per se, or only differences between 
category-specific low-level features.  
Torralba and Oliva (2003) have suggested that categorization can be solved in a 
feed-forward manner relying on low-level information such as the amplitude spectrum 
(AS). AS reflects the energy distribution of an image in different spatial frequencies. It 
has been shown that the AS information differs between categories such as faces, 
animals, man-made objects or between natural and artificial scenes (Bieniek et al., 2012; 
Gaspar & Rousselet, 2009; Torralba & Oliva, 2003; Rufin VanRullen, 2011). According 
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to Andrews, Clarke, Pell, and Hartley (2010), high-level visual category representations 
arise from differential processing of the AS information in lower-level visual areas. The 
role of AS information has also been shown to play a role in eliciting category differences 
in the visual ERPs (Gaspar & Rousselet, 2009; Linnert et al., Paper 1; Nemeth, Kovacs, 
Vakli, Kovacs, & Zimmer, 2014; Rossion & Caharel, 2011). A recent study by Linnert et 
al. (Paper 1) has investigated the effect of AS information on the animal-vehicle 
differences in the visual ERPs and whether such information can be accessed in a top-
down process. Stimuli were images of animals and vehicles on a grey background 
containing either intact or averaged AS information. Participants either had to 
discriminate between animals and vehicles or they had to categorize the images based on 
a letter (X vs. O) appearing somewhere on the image. Linnert et al. (Paper 1) found 
animal-vehicle differences in the P1 component only when the intact AS information was 
available in the images and only when participants had to discriminate between animals 
and vehicles. For the later P2 and N2 components, the category differences were 
independent of the presence or absence of AS information. There was also a task effect, 
with the P2 and N2 animal-vehicle amplitude differences larger in the animal-vehicle task 
than in the X-O task. These results suggest that the animal-vehicle difference in the 
earlier P1 component reflects low-level category-specific AS differences between 
stimulus sets, whereas the same differences in the later, P2 and N2 components reflects 
higher-level category representations. Furthermore, the task as a top-down factor can 
modulate both lower-level and higher-level representations.    
Category selective top-down activation has been reported in several fMRI studies. 
Visual, face- and place-selective areas have been shown to be activated by mental 
imagery (O’Craven & Kanwisher, 2000; Reddy et al., 2010). Such category-selective 
activation suggests that top-down projections can activate representations in the visual 
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cortex even in the absence of incoming sensory information. Similar activation has also 
been reported in the visual cortex when anticipatory cues, such as auditory cues (Stokes et 
al., 2009), symbols (Esterman & Yantis, 2010; Peelen & Kastner, 2011) or written labels 
(Puri et al., 2009) predicted the subsequent stimulus (for review see Battistoni, Stein, & 
Peelen, 2017). Preparatory activity, similarly to metal imagery, has been found in shape- 
and category-selective areas for letters (Stokes et al., 2009), for faces and houses 
(Esterman & Yantis, 2010; Puri et al., 2009) or for cars and humans (Peelen & Kastner, 
2011). Furthermore, not only the higher-level visual areas but even V1 can be activated 
by anticipatory cues; an activation that might reflect the preparation to detect category-
specific low-level visual features (Peelen & Kastner, 2011). In addition, preparatory 
activity in the category-selective areas has been shown to facilitate participants’ 
performance (Peelen & Kastner, 2011) and it also modulates activation in category-
selective areas during the processing of the following image (Puri et al., 2009). Together, 
these results suggest an interaction between top-down and bottom-up processes at the 
level of visual, category-specific representations.  
A possible EEG correlate of preparatory activity that has been identified is a 
change in the power of alpha-band activity before a stimulus presentation (for review see 
Battistoni et al., 2017). Similarly to the fMRI activation, such alpha-band power change 
has also shown area specificity depending on the attended feature (for review see 
Battistoni et al., 2017).  For instance, Snyder and Foxe (2010) reported increased alpha-
band activity over the ventral visual regions when anticipatory cues instructed 
participants to attend to motion, and over the dorsal regions when participants were 
preparing to attend to color. It is possible that the task-related top-down modulation of 
category differences in the visual ERPs relies on a mechanism similar to preparatory 
activity. In most of the studies where category differences are found participants usually 
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perform a categorization task. Therefore, the expectation of the appearing categories 
could elicit top-down processes. If preparatory activity modulates the processing of the 
following image (Puri et al., 2009), such a mechanism could explain interaction between 
top-down and bottom-up processes reflected in the visual ERPs.  
The aim of the present study was to investigate whether correct and incorrect 
category labels, as anticipatory cues, modulate the visual ERPs in response to 
presentation of category exemplars. In order to investigate this question, instead of a two-
choice categorization task, we used a label-image matching task. Participants first saw the 
word ‘animal’ or ‘vehicle’ appearing on the screen, which was followed by an image of 
an animal or a vehicle. Participants had to decide whether the presented category label 
and the following image matched or not. All images were presented twice, following both 
the correct and incorrect category label. If the task-effect in previous studies was related 
to a mechanism similar to preparatory activity, then ERPs should differ between trials 
with correct and incorrect category label for animal and vehicle images, respectively.  
It has been shown that preparatory activity affects both higher-level, category-
selective areas and earlier areas processing low-level features (Peelen & Kastner, 2011). 
Similarly, the task-related top-down processes modulating the visual ERPs have been 
shown to affect both higher-level category representations and low-level features, such as 
the AS information (Linnert et al., Paper 1). In order to investigate whether labels 
modulate higher- or lower-level processes, we used images with intact and averaged AS 
information, similarly to Linnert et al. (Paper 1). Early visual ERPs reflect visual 
processes and not decision-making per se. If labels elicit preparatory activity in visual 
areas and such activity modulate the processing of the subsequent image, then the 
difference between trials with correct and incorrect labels could evoke differences already 
during the visual processes and possibly in the visual ERPs before decision-making 
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processes. If presenting a label affects visual processing at early levels where AS 
information is processed then we would expect effect of label congruency in the early 
components and only for images with intact AS. In contrast, if label congruency affected 
both image types, it would show interaction at the level of higher-level category 
representations.     
Finally, we wanted to investigate whether we find similar animal-vehicle 
amplitude differences in the visual ERPs as Linnert et al. (Paper 1) even in the absence of 
a two-choice categorization task. Category differences have been found in word-image 
matching paradigms between natural and artificial categories (Kiefer, 2001) or between 
dogs and birds (J. W. Tanaka & Curran, 2001). On the other hand, Kincses, Chadaide, 
Varga, Antal, and Paulus (2006) found different timings and scalp distributions for 
animal vs. non-animal ERP differences between a go/no-go task and a two-choice 
categorization task. Therefore, different task requirements can modulate the underlying 
visual processes, which can be reflected in the visual ERPs. According to Tremel and 
Wheeler (2015) category-specific areas accumulate and integrate evidence for decision-
making and top-down factors can modulate these processes. The label-image matching 
task is a categorization task that directs participants’ attention to the object on the image, 
similar to a two-choice task. However, the decision that participants have to make is not a 
forced-choice, animal vs. vehicle decision.  It is possible that different information is 
accumulated in a forced-choice categorization task and in a recognition task, and the AS 
information might play a different role in different tasks. If so, such processes might also 
be reflected in the ERPs. If using a similar, still different categorization task results in 
similar ERP differences to the ones reported in Paper 1, then these differences are due to 
the processing of these images, irrespectively of the task. In contrast, if we found 
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dissimilar results to Paper 1, then ERP differences are more likely due to the forced-




Fifteen university students (10 females, 11 right handed), ranging in age from 18 
to 27 years took part in the experiment and received course credits for their participation. 
Participants had normal or corrected-to-normal vision. Four additional participants’ data 
were discarded because they did not provide enough artifact-free segments. Participants 
were informed about the experiment before they volunteered and signed a consent form. 
Experiment and procedure were approved by the Lancaster University Ethics Committee.  
 
Stimuli and materials  
The stimuli used in this study were partly the same as those of Linnert, Reid and 
Westermann (Paper 1), and are reproduced here. The stimuli were grayscale images of 
easily recognizable animals (n=65) and vehicles (n=65) appearing on a grey background. 
The images represented a diverse range of animals (e.g. fish, insects, mammals, birds 
etc.), and vehicles (e.g. cars, buses, planes, ships etc.) and the animals and vehicles varied 
in their size and viewpoint angle. The size of the images was kept constant: W10.71° x 
H8.38° (W506 x H396 pixels). 
For one version of the stimulus set the Fourier amplitude spectrum was kept intact 
and only the luminance was equalized across the images (intact AS), while for the second 
version of stimuli both the luminance and Fourier amplitude spectrum was equalized 
across the images (averaged AS) (see Figure 1). The MATLAB based SHINE toolbox 
(Willenbockel et al., 2010) was used for luminance and spectrum matching. For all 
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images, the luminance histograms of the images were matched by using the average 
luminance distribution across the whole stimulus set. For the images with averaged AS, 
we first applied the luminance histogram matching, followed by the amplitude spectrum 
matching. These two matching processes can distort each other, therefore, we modified 
the images in 20 iterations (for details see Willenbockel et al., 2010).  
Overall, participants saw 520 images: 65 animals and 65 vehicles both with intact 
and averaged AS and following congruent and incongruent category labels. Stimuli were 
shown on a 15” CRT monitor with 85 Hz refresh rate and 1024 by 768 pixels resolution. 
Stimuli were presented using E-Prime software.  
 
 
Figure 1. Examples for the luminance and the luminance & amplitude spectrum matched animal and 




Participants sat on a chair approximately 80 cm from the screen. The stimulus 
presentation was around 40 minutes long with a break after every 65 stimuli (around 
every 5 minutes). The break was as long as the participant wanted and the test proceeded 
Intact amplitude spectrum Averaged amplitude spectrum
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when they pressed a button. The order of the presented stimuli was randomized, the 
distance between the presentations of the two versions of the same stimuli was 
unpredictable and the presentation order was also random. Participants performed a 
category label-image matching task.  
A trial started with a category label (either “ANIMAL” or “VEHICLE”) displayed 
in the middle of a grey screen for 1500 ms. Then a fixation cross appeared for a random 
duration between 500-700 ms which was followed by the image displayed in the center of 
the screen. The participants had to decide whether the previously presented category label 
and the image were congruent or not by pressing a button on a response box. The left and 
right buttons were counterbalanced across the participants: half of the participants had to 
press the left button if the label and image were congruent and the right button if they 
were not congruent, and this was reversed for the other half. The image was shown until 
the participant pressed a button (but for a maximum of 2000 ms). At the end of each trial 
a blank grey screen was shown for a random duration between 1300 - 1500 ms. Response 
accuracy and reaction time was collected together with the recorded EEG.  
 
EEG recording and analysis 
The details of EEG recording and analysis used in this study were similar as those 
of Linnert, Reid and Westermann (Paper 1), and are reproduced here. We used an EGI 
(Electrical Geodesics Incorporated, Eugene, OR) GES300 EEG system with a NetAmps 
USB amplifier and a 128 channel HydroCel Net to record the EEG from the scalp. The 
EEG was recorded and analyzed with the NetStation software (Electrical Geodesics 
Incorporated, Eugene, OR). Electrode impedance was kept below 50 kOhm. During the 
recording, the EEG was referenced to Cz, and the sampling rate was 1000 Hz.  
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During off-line analyzis the raw data were band-pass filtered between 0.1-30 Hz. 
The EEG was segmented from 150 ms before to 800 ms after stimulus onset. Epochs 
were sorted according to the object categories (animals, vehicles), stimulus types (intact 
AS, averaged AS) and congruency (congruent, incongruent). Only epochs containing 
correct responses were included. Eye movements and bad channels were automatically 
rejected if the average amplitude in an 80 ms moving window exceeded ±55 µV at EOG 
channels or ±200 µV at any other channel. Epochs in which more than 13 channels 
contained artifacts were rejected; if fewer than 13 channels contained artifacts, bad 
channels were substituted by spline interpolation. Participants with fewer than 20 artifact-
free epochs per condition were excluded.  
Average ERPs were calculated from the artifact-free segments for each stimulus 
condition. ERPs were baseline corrected using a 150 ms pre-stimulus baseline, and were 
re-referenced to the average reference. Grand averages were plotted by using the 




Repeated measures ANOVAs were performed on the accuracy rates and mean 
reaction times (RT). Accuracy was defined as the percentage of correct responses. We 
calculated the mean RT values (correct responses only) for each participant and for each 
condition. Reaction times values smaller than 200 ms or larger than 1000 ms were 
excluded. We performed a 2x2x2 ANOVA with the within-subject factors CATGEORY 
(animal, vehicle), STIMULUS TYPE (intact AS, averaged AS), and CONGRUENCY 
(label and following image was congruent or incongruent). 
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We found an interaction between CATEGORY and CONGRUENCY (F(1, 14) = 
7.44, p = .016, ηp2 = .35) (Figure 2a). Participants were more accurate (t(14) = 2.66, p = 
.018) when the animal image was preceded by congruent category label (“animal”; M = 
96.46%, SE = 1.18 ) then when the preceding category label was incongruent (“vehicle”; 
M = 94.5 %, SE = 1.26 %). It was the other way around for vehicle images; participants 
were more accurate (t(14) =  -2.17, p = .048) when the image was preceded by 
incongruent category label (“animal”; M = 95.72 %, SE = 1.6 %) compared to the 
congruent category label (“vehicle”; M = 92.88 %, SE = 1.37 %). The accuracy difference 
between congruent and incongruent trials for images of animals and vehicles indicate that 
participants did not simply press one of the buttons more likely. However, it is possible 
that they more likely gave “yes” response to animal images and “no” response to vehicle 
images.  
Regarding the RT, participants were faster in label-image matching when images 
contained intact AS information (M = 604.87 ms; SE = 18.63 ms) compared to images 
with averaged AS (M = 619.83 ms; SE = 19.03 ms) (main effect of STIMULUS TYPE; 
F(1,14) = 6.98, p = .019, ηp2 = .33). We also found an interaction between 
CONGRUENCY and CATEGORY (F(1, 14) = 7.41, p = .017, ηp2 = .35) (Figure 2b). For 
animal images, participants were faster (t(14) = 5.46, p < .001) in the congruent trials (M 
= 586.51 ms, SE = 16.11 ms) than in the incongruent trials (M = 638.20 ms, SE = 21.28 
ms). No difference (t(14) = 0.91, p = .376) was found for vehicle images between 
congruent (M = 607.68 ms, SE = 20.65 ms) and incongruent (M = 617.03 ms, SE = 19.68 




Figure 2. Accuracy rates (a) and reaction times (b) in the congruent and incongruent conditions for animal and vehicle 





Visual ERPs were analyzed on the occipital and temporal electrodes including 
electrodes O1, O2, Oz, T5, T6, 59, 65, 66, 67, 71, 72 76, 77, 84, 90, 91 as in Paper 1. The 
selection of these electrodes is in line with previous studies (e.g. Balas & Koldewyn, 
2013; Bentin, Allison, Puce, Perez, & McCarthy, 1996; Proverbio, Del Zotto, & Zani, 
2007; Rossion & Jacques, 2008).  Figure 2 shows the scalp distribution of the animal-
vehicle ERP differences at the latencies of 75, 100, 125, 150, 175, 200, 225, 250, 275 and 
300 ms for congruent and incongruent images with intact and averaged AS information in 
the animal vs. vehicle (AV task) and in the X vs. O (XO task) tasks. Figure 3 shows the 
scalp distribution of the congruent-incongruent difference at the latencies of 75, 100, 125, 
150, 175, 200, 225, 250, 275 and 300 ms for animal and vehicle images with intact and 
averaged AS information. In order to investigate the spatial distribution of the animal-
vehicle and congruent-incongruent ERP differences, we performed permutation-based 









































the MATLAB-based EEGLAB (v. 13_4_4b) toolbox (Delorme & Makeig, 2004). This 
was done for all selected electrodes at each of the latencies specified above (see Figure 
2). The red dots on figure 2 indicate the electrodes with significant animal-vehicle ERP 
differences at the latencies of the corresponding scalp-maps.  
 
 
Figure 2. Scalp distribution of the animal-vehicle ERP differences between 50 and 300 ms for images with intact (top 
rows) and averaged AS (bottom rows) in the congruent and incongruent conditions, respectively. The red dots indicate 
the electrodes with significant animal-vehicle ERP differences at the latency of the corresponding scalp-map. Note that 
75 ms, 125-150 ms, 200 ms and 250-275 ms are the peak latencies of the P1, N1, P2 and N2 components, respectively.  
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Figure 3. Scalp distribution of the congruent-incongruent ERP differences between 50 and 300 ms for images with 
intact (top rows) and averaged AS (bottom rows) for animal and vehicle images, respectively. The red dots indicate the 
electrodes with significant animal-vehicle ERP differences at the latency of the corresponding scalp-map. Note that 75 




In order to gain additional information about the time-scale of the animal-vehicle 
ERP differences, we also performed paired tests (permutation with p<0.05 and false 
discovery rate) comparing the ERPs for animals and vehicles for congruent and 
incongruent images  and for congruent and incongruent trials for animals and vehicles at 
all data points between -150 and 400 ms for images with intact and averaged AS 
75 ms 100 ms 125 ms 150 ms 175 ms 200 ms 225 ms 250 ms 275 ms 300 ms
Intact amplitude spectrum 
75 ms 100 ms 125 ms 150 ms 175 ms 200 ms 225 ms 250 ms 275 ms 300 ms







information (EEGLAB; Delorme & Makeig, 2004). For this analysis, similarly to Paper 
1, we averaged ERPs for the medial occipital and for the temporal electrodes over the left 
and right hemisphere, respectively (see figure 4, 5 - note that the midline electrodes are 
not included in this analysis). The distinction between the electrode groups was made 
based on the ERP waveforms and latencies of the ERP peaks.   
 
 
Figure 4. Results of the point-by-point analysis for animal-vehicle ERP differences. The continuous lines represent 
images with intact AS, the dashed lines represent images with averaged AS. The red lines represent animals and the 
blue lines represent vehicles. Paired analyses were performed on the average waveforms of four occipital electrodes and 
on the average waveforms of three temporal electrodes over both the left and right hemispheres, separately. Averaged 
ERPs are presented for the left and right occipital areas (top two rows) and for the left and right temporal areas (bottom 
two rows) for the congruent (left columns) and incongruent conditions (right columns). Grey rectangles show the time-
windows of the significant differences between the animal and vehicle ERPs.  
 
 
Left occipital area Right occipital area Left occipital area Right occipital area
Congruent condition Incongruent condition
Left temporal area Right temporal 
area
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Figure 5. Results of the point-by-point analysis for congruent-incongruent ERP differences. The continuous lines 
represent congruent trials, the dashed lines represent incongruent trials. The red lines represent animals, the blue lines 
represent vehicles. Paired analyses were performed on the average waveforms of four occipital electrodes and on the 
average waveforms of three temporal electrodes over both the left and right hemispheres, separately. Averaged ERPs 
are presented for the left and right occipital areas (top two rows) and for the left and right temporal areas (bottom two 
rows) for images with intact (left columns) and averaged AS (right columns). Grey rectangles show the time-windows 




In order to examine the interactions between animal-vehicle ERP differences, 
congruency, task, and/or stimulus types, mean amplitudes were extracted for time 
windows 85 - 105 ms (corresponds to P1), for 130 - 145 ms (corresponds to N1), and for 
180 - 300 ms (corresponds to P2 and N2) over the occipital area. Over the temporal area, 
the mean amplitudes were extracted for time windows 85 - 105 ms (corresponds to P1), 
for 120 - 140 ms (corresponds to N1) and for 180 - 300 ms (corresponds to P2 and N2). 
Left occipital area Right occipital area Left occipital area Right occipital area
Intact amplitude spectrum Averaged amplitude spectrum
Left temporal area Right temporal area Left temporal area Right temporal area






Similarly to the previous paper (Paper 1) and to the point-by-point analysis presented 
above, the occipital area included electrodes O1, 71, 66, 67 over the left hemisphere and 
O2, 76, 77, 84 over the right hemisphere, and the temporal area included electrodes T5, 
59 and 65 over the left hemisphere and electrodes T6, 90, 91 over the right hemisphere. 
Average ERPs are presented on Figure 6. We conducted 2x2x2x2 mixed ANOVAs with 
the within subject factors STIMULUS TYPE (intact AS, averaged AS), HEMISPHERE 
(left, right), CATEGORY (animal, vehicle) and CONGRUENCY (label and following 
image was congruent or incongruent for the occipital and temporal electrodes separately. 
A Greenhouse-Geisser correction was applied on the p-values for violations of the 




Figure 6. ERP waveforms over the occipital (left) and temporal (right) areas. The continuous lines represent images 
with intact AS, the dashed lines represent images with averaged AS. The red lines represent animals, the blue lines 
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 We did not find any significant differences between animals and vehicles or 
between congruent and incongruent trials in the P1 component.  
 The animal-vehicle difference in the N1 differed between the stimulus types 
(STIMULUS TYPE * CATEGORY interaction: F(1, 14) = 15.29, p = .002, ηp2 = .52). 
For images with intact AS, animals elicited more negative amplitudes (M = -.85 µV, SE = 
.74 µV) compared to vehicles (M = -.15 µV, SE = .87 µV) (t(14) = -2.90, p = .024). For 
images with intact AS, amplitudes elicited by animals (M = 1.60 µV, SE = .75 µV) and 
vehicles (M = 1.18 µV, SE = .78 µV) did not differ (t(14) = 1.37, p = .29). 
 In the time window of the P2 and N2 components we found a three-way 
interaction between CATEGORY, STIMULUS TYPE and HEMISPHERE (F(1, 14) = 
5.32, p = .037, ηp2 = .28). ERPs between animals and vehicles differed only for images 
with intact AS and only over the right hemisphere (M = 1.06 µV, SE = .31 µV, t(14) = 
3.46, p = .016) (Figure 7). 
 
 
Figure 7. Mean amplitude differences between ERPs for animals and vehicles in the time window of the occipital P2 
and N2 components for images with intact and averaged AS over the left and right hemispheres. Error bars represent 
SE. 
































Temporal area    
 We did not find any significant differences between animals and vehicles or 
between congruent and incongruent trials in the P1 or N1 components over the temporal 
areas.  
 In the time-window of the P2 and N2 components we found an interaction 
between CATGEORY and STIMULUS TYPE (F(1, 14) = 25.77, p < .001, ηp2 = .65). 
The animal vehicle difference was significant only for images with intact AS (M = .97 
µV, SE = .22 µV; t(14) = 4.49, p = .002), but not for images with averaged AS (M = .21 
µV, SE = .31 µV; t(14) = .70, p = .99). This confirms the interaction suggested by Figure 
4.  
 
Comparison across components 
In order to compare the animal-vehicle ERP differences across components, 
similarly to Paper 1 we performed an additional ANOVA including COMPONENT 
(occipital: P1, N1, P2 & N2; temporal: N1, P2, N2) as a within subject factor beside 
STIMULUS TYPE (intact AS, averaged AS), HEMISPHERE (left, right), CATEGORY 
(animal, vehicle), and CONGRUENCY (congruent, incongruent). Planned comparisons 
were performed for P1-N1 and N1-P2&N2 component pairs over the occipital area, and 
for N1-P2 and P2-N2 pairs over the temporal area. 
Over the occipital area we found an interaction between CATEGORY, 
STIMULUS TYPE and COMPONENT (F(2, 28) = 16.11, p < .001  , ηp2  = .54). For 
images with intact AS, the animal-vehicle difference changed direction (F(1, 14) = 13.62, 
p = .002, ηp2 = .41) between the P1 (M = .41 µV, SE = .38 µV) and N1 (M = -.70 µV, SE 
= .24 µV) components, and it also differed (F(1, 14) = 3.63, p = .077, ηp2 = .21) between 
N1 and P2 & N2 (M = .8466 µV, SE = .318 µV). For images with averaged AS, animal-
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vehicle difference did not differ between the components (P1-N1: F(1, 14) = .87, p = .37, 
ηp2 = .06; N1-P2&N2: F(1, 14) = 1.0, p = .76, ηp2 = .01) (Figure 8). 
 
 
Figure 8. Differences between animal and vehicle amplitudes by components over the occipital area for images with 




 Over the temporal area we found an interaction between CATEGORY, 
STIMULUS TYPE and COMPONENT (F(2, 28) = 22.51, p < .001 , ηp2 = .62) (Figure 9). 
For images with intact AS, the animal-vehicle difference changed direction (F(1, 14) = 
8.49, p = .011, ηp2 = 3.77) between the P1 (M = .21 µV, SE = .18 µV) and N1 (M = -.28 
µV, SE = .17 µV) component, it increased (F(1, 14) = 33.59, p < .001, ηp2 = .71) for the 
time window of the P2 and N2 components (M = .97 µV, SE = .22 µV). For images with 
intact AS, the animal-vehicle difference did not differ between the components (P1-N1: 





































Figure 9. Differences between animal and vehicle amplitudes by components over the temporal area for images with 






 The aim of this study was to investigate effects of AS information on the category 
differences in the visual ERPs in a label-image matching task. Furthermore, we 
investigated whether correct and incorrect category labels, as anticipatory cues, modulate 
the visual ERPs in response to presentation of category exemplars. We found animal-
vehicle amplitude differences in the N1, P2, and N2 components, but only when the AS 




































was available in the images. The correct and incorrect category labels did not affect the 
visual ERPs.  
It has been shown that category labels evoke preparatory activity in category-
specific areas, and such activity modulates the processing of the following image in the 
same, category-specific areas (Puri et al., 2009). In  Puri et al.'s  (2009) fMRI study, 
images of houses and faces were preceded by their written names (house or face). 
Participants had to answer whether the name and the image matched or not. Beside the 
preparatory activity in the category-specific visual areas, the authors found increased 
activity during the processing of the visual stimuli when the anticipatory cue correctly 
predicted the subsequent visual stimulus. Here, we did not find amplitude differences 
between congruent and incongruent trials for animals and vehicles, A possible reason for 
the lack of amplitude differences can be that the presentation frequency of correct and 
incorrect labels affect the underlying processes. In the study of Puri et al. (2009), the 
percentage of correct anticipatory cues was 70%, whereas in our study it is only 50%. If 
anticipatory cues are only effective at chance level, they might not evoke preparatory 
activity. Alternatively, it is possible that the ERP technique is not sensitive enough to 
measure such differences, especially for highly manipulated images. EEG studies have 
investigated task-specific preparatory activity by measuring the pre-stimulus alpha power 
(Battistoni et al., 2017; Snyder & Foxe, 2010). Therefore, pre-stimulus activity can be 
modulated by task requirements. Furthermore, the results of Van Der Lubbe et al. (2016) 
suggest that pre-stimulus power in the alpha band predicts the P1 and N1 components to 
some extent. Therefore, in theory, it would be possible to see the effect of preparatory 
activity, and in this study specifically, the effect of label congruency on the visual ERPs. 
However, pre-stimulus activity accounts only for a small part of the ERP signal, beside 
evoked and induced activity (Van Der Lubbe et al., 2016). Thus, small differences in the 
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pre-stimulus power do not necessarily appear in the subsequent ERPs as amplitude 
differences, especially because ERPs are baseline corrected using a pre-stimulus interval.  
 Regarding the category differences in the ERPs, we found amplitude differences 
between animals and vehicles in the N1, P2 and N2 components, but only when the AS 
information was available in the stimuli. In the study of Linnert et al. (Paper 1), on the 
other hand, the animal-vehicle differences in the P2 and N2 components were not 
modulated by the AS information. The differences between our results and the results of 
Linnert et al. (Paper 1) could be due to the different task requirements. Task-related, 
temporal and topographical differences have been previously reported for animal and 
non-animal ERP differences between go/no-go and two-choice categorization tasks 
(Kincses et al., 2006). Authors have suggested that less information is necessary for 
recognizing the presence of an animal in a go/no-go task than for an animal vs. non-
animal categorization in a two-choice task. Nevertheless, both the two-choice animal vs. 
vehicle categorization task (Linnert et al., Paper 1) and the label-image matching task for 
animal and vehicle categories in this study require the recognition of a category member. 
It is possible, however, that the involvement of top-down and bottom-up processes differs 
between the two tasks. Indeed, according to Gilbert and Sigman (2007), the current 
processing demands always depend on the resonance between the incoming sensory input 
and task requirements. The P2 and N2 animal-vehicle differences in the previous study 
(Linnert et al., Paper 1) were larger or present only when the task required participants to 
discriminate between those categories. This suggests that top-down factors play a crucial 
role in category differences for the later ERP components in a two-choice task. In the 
present study, however, labels predicted the subsequent image only at chance level. 
Therefore, it is possible that bottom-up processes played a more important role in 
processing the image category than in a two-choice categorization task. The different 
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involvement of top-down and bottom-up processes in the two kinds of task could explain 
the differences regarding the AS information between the two studies. Low-level, 
category-specific factors such as the AS information could play a more important role in 
bottom-up processing. The role of AS information in bottom-up processes is in line with 
the suggestion that higher-level category specificity arises from the processing of low-
level category-specific features, such as the AS information (Andrews et al., 2010).     
  In sum, our results suggest that category labels affect visual processes, and such 
effects are reflected in the visual ERPs. The presence of ERP category differences only 
for images with intact AS information suggests the role of low-level, category-specific 
features in a label-image matching task. This effect can be due to the fact that labels only 
predicted the subsequent image category at chance level. Therefore, it is possible that 
category recognition under these task requirements relied more on bottom-up processes. 
Overall, these results are in line with previous studies suggesting task-related category 
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Linking statement for Paper 3 
 
Spatial frequencies (SFs) in visual stimuli have been suggested to be a flexible 
source of information according to task demands in object recognition. For instance, a 
man-made environment can be categorized as a city based on the coarse low spatial 
frequency (LSF) information, whereas the same scene can be categorized as New York, 
based on more fine-grained, high spatial frequency (HSF) information. Thus, different 
spatial frequencies represent different characteristics of objects or scenes. Moreover, HSF 
and LSF information is projected by different pathways to higher-level areas. Therefore, 
it is possible that a specific categorization task can selectively rely on SF information as 
well as modulate the animate-inanimate category differences in the visual ERPs. 
In Papers 1 and 2 we have shown that the categorization task modulates animal-
vehicle amplitude differences in the visual ERPs. The aim of Paper 3 was to investigate 
whether the animal-vehicle ERP differences and the task-related category difference 
modulation relies on specific SF information. In Paper 3, we used the same animal and 
vehicle images as in the previous studies, however, the images contained either only low 
or only high SF information, or the SF was kept intact. If category differences in the 
visual ERPs are based on coarse information, such as global shape, then the temporal 
course of the animal-vehicle differences for intact and LSF images should be similar. In 
contrast, if the category differences are based on fine-grained, local features, then the 
temporal course of such differences should be similar for intact and HSF stimuli. In 
addition, we wanted to investigate how the categorization task, as a top-down factor, 
affects the category differences for HSF and LSF images. Again, if the task-related top-
down process selectively rely on HSF or LSF information, then the effect of task on the 
animal-vehicle differences will be similar for intact and HSF, or for intact and LSF 
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stimuli, respectively. On the other hand, if the task-related modulation of animal-vehicle 
differences is irrespective of the SF content of the stimuli, then top-down and bottom-up 



















Early animal-vehicle ERP differences reflect integration of high and low spatial 
frequency information 
 





Spatial frequencies (SFs) in visual stimuli have been suggested to be a flexible 
source of information according to task demands in object recognition. It has also been 
shown that the specific categorization task modulates animal-vehicle differences in the 
visual ERPs. The aim of this study was to investigate whether this task-dependent animal-
vehicle amplitude difference modulation specifically relies on the availability of certain 
frequency bands in the visual stimuli. Stimuli contained a diverse range of animals and 
vehicles appearing on a grey background. Images either contained intact SFs, or low or 
high SF information only. Participants either performed an animal vs. vehicle 
discrimination task (AV task), or an X vs. O discrimination task (XO task) according to 
letters appearing on the images. For intact images, we found faster reaction times and 
more accurate responses. For intact images animal-vehicle amplitude differences 
occurred early, in the time window of the N1 component. In contrast, for images 
containing high or low SFs, category differences occurred only in the time window of the 
P2 component. Animal-vehicle P2 differences were larger in the AV task compared to the 
XO task. This task related modulation was irrespective of the SF content of the stimuli, 
suggesting the role of higher-level category representations in this effect. The earlier 
category differences for images with intact SFs suggest rapid accumulation and 
integration of category-specific visual cues from different spatial frequencies. 
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Early animal-vehicle ERP differences reflect integration of high and low-spatial 
frequency information 
 
Spatial frequency (SF) information plays an important role in visual object 
recognition. Different spatial frequencies represent different characteristics of objects or 
scenes. Low spatial frequencies (LSF) convey coarse, global information about the shape 
of the objects, whereas high-spatial frequencies (HSF) convey fine-grained information 
about local features and smaller details. Low SFs are processed faster than HSF 
information, possibly because different SFs are projected by different pathways to higher-
level areas (for the role of magno- and parvocellular pathways see Bar, 2003; Bullier, 
2001). The faster processing of LSF information suggests that object recognition follows 
a coarse-to-fine processing course (Bar, 2003; Bullier, 2001; Schyns & Oliva, 1994). For 
instance, Schyns and Oliva (1994) used hybrid images in which the HSF and LSF content 
belonged to different scenes. The hybrid images were interpreted based on the LSF 
information when the images were presented for 30 ms, whereas they were interpreted 
according to the HSF information, when the presentation time was 150 ms. The coarse-to-
fine order of scene processing has been also investigated by neuroimaging and 
electrophysiology methods (for review see Kauffmann, Ramanoël, & Peyrin, 2014). For 
instance, Musel et al. (2014) have reported higher activation of the parahippocampal 
place area for scene sequences when images were presented in a coarse to fine order (first 
low than high SFs) compared to the activation for fine to coarse sequence order. Beside 
scene perception, object (Goddard, Carlson, Dermody, & Woolgar, 2016) and face 
(Goffaux et al., 2011) recognition also seem to follow the coarse-to-fine sequence. For 
instance, in a recent MEG study it was shown that object identity decoding in temporal 
areas took longer for HSF images than for LSF images (Goddard et al., 2016). In 
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addition, if LSF information is processed faster, it can also play a role in top-down 
processes (Bar, 2003; Bullier, 2001). According to Bar (2003) the course, partially 
processed LSF information activates rough interpretations about object identity in the 
prefrontal cortex. These possible identity templates facilitate the more detailed processing 
in the visual areas through feedback projections. In a combined fMRI and MEG study, 
Bar et al. (2006) found orbitofrontal activity selective to stimuli containing LSF 
information. Furthermore, they found phase synchrony between frontal and visual areas, 
which was stronger for LSF or intact images. These results support the roles of LSF 
information and frontal areas in top-down processes. In further support of Bar's (2003) 
feedback theory, Bognár et al. (2017) have recently reported that transcranial stimulation 
over the frontal areas affected the processing of LSF but not HSF objects.   
However, the fixed LSF-to-HSF processing course has been challenged. In 
contrast to the fixed order of coarse-to fine process sequence, Schyns and Oliva (Oliva & 
Schyns, 1997; Schyns, 1998; Schyns & Oliva, 1997; Schyns & Oliva, 1999) have 
suggested that SF information can be used flexibly according to task demands (for review 
on task-dependent face perception see Ruiz-Soler & Beltran, 2006). For instance, a man-
made environment can be categorized as a city based on the coarse LSF information, 
whereas the same scene can be categorized as New York, based on more fine-grained, 
HSF information. Both behavioral (Oliva & Schyns, 1997; Schyns & Oliva, 1999) and 
EEG (Valerie Goffaux, Jemel, Jacques, Rossion, & Schyns, 2003) evidence support this 
theory. For instance, Schyns and Oliva (1999) have shown that different SFs are used in 
face perception depending on whether the task is to decide about the gender or about 
facial expression. In this study, hybrid faces were used; in a hybrid image the HSF and 
LSF information differed in gender (e.g. the HSF face was female, while the LSF was a 
male), whether the face was expressive or non-expressive and whether the expressive face 
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showed happiness or anger. The authors found that the gender decision was made based 
on the HSF or LSF information with equal probability. Participants used the HSF 
information more when they had to decide whether the face was expressive or not, and 
the type-of-expression decision was made more based on the LSF information. Task-
related SF selectivity has also been investigated in the visual ERPs. In the study of 
Goffaux et al. (2003), the task was to decide about either the gender or the familiarity of 
intact, HSF and LSF faces. The N170 amplitudes differed between the gender and 
familiarity task, but only for the LSF images and not for the HSF and intact ones. 
Craddock et al. (2013), on the other hand, did not find task-related SF modulation for the 
visual P1 and N1 components. Instead of faces, they used HSF and LSF animal and non-
animal images and participants had to perform either a living/non-living categorization, 
or a grammatical gender decision (in German).  
The effect of SFs in the visual ERPs has been mainly investigated for face (e.g. 
Flevaris, Robertson, & Bentin, 2008; Valérie Goffaux, Gauthier, & Rossion, 2003; Halit, 
de Haan, Schyns, & Johnson, 2006) and scene (e.g. Mu & Li, 2013; Peyrin et al., 2010)  
processing. Only a few EEG studies have assessed the effects of SFs in animate vs. 
inanimate categorization (e.g. Craddock et al., 2013; Rokszin, Győri-Dani, Nyúl, & 
Csifcsák, 2016). However, these studies only compared the ERPs between images with 
different SF content, but did not analyze the animate-inanimate ERP differences for HSF, 
LSF and intact images, respectively. Animate-inanimate category differences in the visual 
ERPs have been shown to be modulated by the categorization task (Linnert, Csifcsák, & 
Tompa, in prep; Linnert, Reid, & Westermann, Paper 1). Linnert et al. (in prep.) found 
larger car-bird differences for the visual N1 component in a car vs. bird categorization 
task compared to the category differences when the same images were categorized as 
colored or greyscale. In addition, we have shown that such task-related top-down factors 
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can access both lower-level and higher-level category specific processes (Linnert et al., 
Paper 1). In that study, images of animals and vehicles were categorized either as animals 
and vehicles, or based on letters (X or O) appearing somewhere on the image. The images 
contained either intact amplitude-spectrum (AS) information, a low-level, image 
characteristic that has been shown to systematically differ for different categories 
(Torralba & Oliva, 2003), or they contained the averaged AS of the stimulus set. We 
found P1 animal-vehicle differences, but only if the AS information was intact in the 
images and only in the animal vs. vehicle task. Animal-vehicle differences for the P2 and 
N2 components were larger in the animal-vehicle task than in the XO task, and this task-
related modulation was not affected by the AS information. Therefore, the presence of 
category-specific, low-level information elicited early animal-vehicle differences, but 
only when the task demands required such discrimination. The task-effects in the P2 and 
N2 components, on the other hand, were more likely due to activation of higher-level 
category representations.   
The evidence reviewed above raise the possibility that the specific categorization 
task can selectively use SF information as well as modulate the animate-inanimate 
category differences in the visual ERPs. The aim of this study was to investigate whether 
the task-related category difference modulation in the visual ERPs relies on specific SF 
information. In this study, we compared the animal-vehicle amplitude differences in the 
visual ERPs between images containing low or high spatial frequency information or 
intact, unfiltered images. If category differences in the visual ERPs are based on coarse 
information, such as global shape, then the temporal course of the animal-vehicle 
differences for intact and LSF images should be similar. In contrast, if the category 
differences are based on fine-grained, local features, then the temporal course of such 
differences should be similar for intact and HSF stimuli. In addition, we wanted to 
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investigate how the categorization task, as a top-down factor, affects the category 
differences for HSF and LSF images. Again, if the task related top-down process 
selectively use HSF or LSF information, then the effect of task on the animal-vehicle 
differences will be similar for intact and HSF or for intact and LSF stimuli, respectively. 
On the other hand, if the task-related modulation of animal-vehicle differences are 
irrespective of the FS content of the stimuli, then top-down and bottom-up processes 




The final sample included thirty-six university students (16 males, 30 right 
handed, mean age: 23 years, age range: 18-39 years), who received either course credits 
or 8 GBP for their participation. Participants had normal or corrected to normal vision. 
Three additional participants’ data were discarded because they did not provide enough 
artifact-free segments (N=2) or because of equipment failure (N=1). Participants were 
informed about the experiment before they volunteered and signed a consent form. 
Experiment and procedure were approved by the relevant Ethics Commitee.  
 
Stimuli and materials  
The stimuli used in this study were partly the same as those of Linnert, Reid and 
Westermann (Paper 1), and are reproduced here. The stimuli were greyscale images of 
easily recognizable animals (n=120) and vehicles (n=120) appearing on a grey 
background. The images represented a diverse range of animals (e.g. fish, insects, 
mammals, birds etc.), and vehicles (e.g. cars, buses, planes, ships etc.) and they varied in 
their size and viewpoint angle. Next to the objects an “X” or an “O” appeared somewhere 
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on the grey background (see Figure 1). The size of the images was kept constant:  W487 
x H377 pixels (W: 10.4 visual degrees, H: 7.9 visual degrees). 
The SF information of the stimuli was modulated by multiplying the Fourier 
transform of the original images by Gaussian filters in MATLAB. Stimuli were 
manipulated so that they contained either only low or high spatial frequency information 
(LSF images: <0.9 cycles per degree; HSF images: >4.7 cycles per degree), or the spatial 
frequency information was kept intact (ISF images). In Paper 1, we have shown that the 
presence of intact amplitude spectrum (AS) affects the early ERP differences. In order to 
eliminate this confound, we had to match the AS between stimuli in this study. 
Nevertheless, if we matched the AS across all stimuli containing different SFs, that would 
highly modulate the filtered SF content of the images. Therefore, the AS information for 
each image was replaced with the average AS information of the HSF, LSF and ISF 
stimulus set respectively. Thus, the averaged AS differed between HSF, LSF and ISF 
images, but it did not differ between animals and vehicles within the three stimulus types. 
Therefore, AS could not account for animal-vehicle differences for HSF, LSF and ISF 
images, respectively. The MATLAB based SHINE toolbox (Willenbockel et al., 2010) 
was used for luminance and AS spectrum matching. Similarly to Paper 1, we first applied 
the luminance histogram matching, followed by the amplitude spectrum matching. These 
two matching processes can distort each other, therefore, we modified the images in 20 
iterations (for details see Willenbockel et al., 2010). The images were presented in three 
versions according to their spatial frequency information.      
Overall, 720 images (120 animals and 120 vehicles with high, low and intact SF) 
were presented to the participants. Stimuli were shown on a 15” CRT monitor with 85 Hz 





Figure 1.  Example stimuli. Stimuli consisted of a diverse range of animals and vehicles on a grey background. An X or 
O appeared somewhere around the objects. The SF content of the images was intact (top row - ISF), or they contained 
only either low (middle row - LSF) or high (bottom row - HSF) SF information.  
 
Experimental procedure 
The experimental procedure was similar to that of Linnert et al. (Paper 1), and is 
reproduced here. Participants sat on a chair approximately 80 cm from the screen. The 
stimulus presentation was around 40 minutes long with a break after every 90 stimuli 
(around every 5 minutes). The break was as long as the participants wanted and the test 
proceeded when they pressed a button. The order of the presented stimuli was 
randomized; the distance between the presentations of the two versions of the same 
stimulus was unpredictable. The participants performed a two-choice task to categorize 
the presented images. All participants saw the same images; however, they were 
randomly assigned to one of two groups. One group had to decide whether the presented 
image was an animal or a vehicle (AV task, N = 18), while the other group had to report 





A trial started with a fixation cross displayed in the middle of a grey screen for a 
random duration between 200 and 350 ms. Then a stimulus was shown in the middle of 
the grey screen until the participant responded by pressing a button (but for a maximum 
of 2000 ms). At the end of each trial a blank grey screen was shown for a random 
duration between 1400 - 1600 ms. Participants’ category choices were made by using two 
buttons on a response box. Within each participant group the left and right buttons were 
counterbalanced across the participants. Response accuracy and reaction times were 
collected together with the recorded EEG.  
 
EEG recording and analysis 
The details of EEG recording and analysis used in this study were similar as those 
of Linnert et al. (Paper 1), and are reproduced here. We used an EGI (Electrical 
Geodesics Incorporated, Eugene, OR) GES300 EEG system with a NetAmps USB 
amplifier and a 128 channel HydroCel Net to record the EEG from the scalp. The EEG 
was recorded and analyzed with the NetStation software (Electrical Geodesics 
Incorporated, Eugene, OR). Electrode impedance was kept below 50 kOhm (as is 
standard for the EGI system). During the recording, the EEG was referenced to Cz, and 
the sampling rate was 1000 Hz.  
During off-line analysis, the raw data were band-pass filtered between 0.1 and 30 
Hz. The EEG was segmented from 150 ms before to 800 ms after stimulus onset. Epochs 
were sorted into the object categories (animals or vehicles) and stimulus types (HSF, LSF 
and ISF). Only epochs containing correct responses were included. Eye movements and 
bad channels were automatically rejected if the average amplitude in an 80 ms moving 
window exceeded ±55 µV at EOG channels or ±200 µV at any other channel. In addition, 
each individual epoch was visually inspected and further epochs or channels were 
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rejected. Epochs in which more than 13 channels contained artifacts were rejected; if 
fewer than 13 channels contained artifacts, bad channels were substituted by spline 
interpolation. Participants with fewer than 30 artifact-free epochs per condition were 
excluded.  
Average ERPs were calculated from the artifact-free segments for each stimulus 
condition. ERPs were baseline corrected using a 150 ms pre-stimulus baseline, and were 
re-referenced to the average reference. Grand averages were generated using the 




Accuracy and reaction times for correct responses were recorded during the 
experiment. A 3x2x2 mixed ANOVA was performed on the ratio of correct responses 
(defined in %) and on the mean reaction times (defined in ms, excluding responses that 
were faster than 200 ms and slower than 1000 ms). Within subject factors were the 
Stimulus type (HSF, LSF, ISF) and Category (animal, vehicle). The between subject 
factor was the TASK (AV task, XO task). A Greenhouse-Geisser correction was applied 
on the p-values for violations of the assumption of sphericity. Bonferroni corrections 
were applied for multiple comparisons. Planned comparisons were performed for HSF vs. 
ISF and for LSF vs. ISF stimuli.  
Accuracy rates for the three stimulus types were modulated by the task (Stimulus 
type by Task interaction: F(2, 68) = 9.578, p < .001, ηp2 = .22) (Figure 2). In the AV task, 
accuracy rates were higher for ISF than for LSF images (t(17) = 6.39, p <.001 ), but they 
did not differ between ISF and HSF images (t(16) = 1.31, p = .828). In the XO task, 
accuracy rates were higher for ISF than for HSF images (t(16) = 2.84, p = .044) and 
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showed only marginally significant difference between ISF and LSF images (t(16) = 2.71, 
p = .06). For LSF images the accuracy rates were larger (t(34) = 2.96, p = .006) in the XO 
task (M = 95.6 %, SE = .851 %) than in the AV task (M = 90.74 %, SE = 1.44 %). 
Accuracy rates did not differ between the two tasks for HSF and ISF images.    
 
 
Figure 2. Accuracy rates for ISF, HSF and LSF stimuli in the AV and XO task. In the AV task, accuracy rates differed 
between ISF and LSF images, in the XO task, accuracy rates differed between ISF and HSF images. Accuracy rates 
differed between the two tasks only for LSF stimuli. Error bars represent SE.  
 
 
For the reaction times, we found a three-way interaction between Stimulus type, 
Category and Task (F(2, 68) = 14.47, p < .001, ηp2 = .30). For LSF images, reaction times 
were faster for vehicles (M = 566.27 ms, SE = 16.88 ms) compared to animals (M = 
584.46 ms, SE = 19.65 ms) in the AV task, whereas in the XO task, reaction times were 
faster for animals (M = 511.10 ms, SE = 17.59 ms), compared to vehicles (M = 528.38 
ms, SE = 16.87 ms) (category by task interaction for LSF images: F(1, 34) = 26.40, p < 
.001, ηp2 = .44). No Task by Category interactions were found for HSF and ISF images. 
We also compared reaction times for the ISF vs. HSF and ISF vs. LSF image pares 
separately for animals and vehicles in the AV and XO task. Reaction times differed only 
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between participants were faster responding to both ISF animal and ISF vehicle images 
compared to LSF animal and vehicle images in both tasks (RT difference between ISF 
and LSF images in the AV task – animals: M = 46.74 ms, SE = 5.32 ms; t(17) = 8.78 , p < 
.001 ; vehicles: M = 26.67 ms, SE =  4.85 ms; t(17) = 6.11, p < .001 ; and in the XO task: 
animals: M = 38.21 ms, SE = 3.43 ms; t(17) = 11.13, p <.001 ; vehicles: M = 52.69 ms, 
SE = 4.71 ms; t(17) = 11.18, p < .001).       
 
 
Figure 3. Reaction times for ISF, HSF and LSF stimuli in the AV and XO task for animal and vehicle images. Error 
bars represent SE. 
 
 
Electrophysiology results  
Visual ERPs were analyzed on the occipital and temporal electrodes including 
electrodes O1, O2, Oz, T5, T6, 59, 65, 66, 67, 71, 72 76, 77, 84, 90, 91 as in Paper 1. The 
selection of these electrodes is in line with previous studies (e.g. Balas & Koldewyn, 
2013; Bentin, Allison, Puce, Perez, & McCarthy, 1996; Proverbio, Del Zotto, & Zani, 
2007; Rossion & Jacques, 2008).  Figure 2 shows the scalp distribution of the animal-




































275 ms for images with intact SFs (ISF) and images with low (LSF) and high spatial 
frequency (HSF) information, in the animal vs. vehicle (AV task) and in the X vs. O (XO 
task) tasks. In order to investigate the spatial distribution of the animal-vehicle ERP 
differences, we performed permutation-based paired tests (p<0.05) with correction for 
multiple comparisons (false discovery rate) using the MATLAB-based EEGLAB (v. 
13_4_4b) toolbox (Delorme & Makeig, 2004). This was done for all selected electrodes at 
each of the latencies specified above (see Figure 4). The red dots on Figure 4 indicate the 
electrodes with significant animal-vehicle ERP differences at the latencies of the 
corresponding scalp-maps.  
In order to gain additional information about the time-scale of the animal-vehicle 
ERP differences, we also performed paired tests (permutation with p<0.05 and false 
discovery rate) comparing the ERPs for animals and vehicles at all data points between -
150 and 400 ms for ISF, LSF and HSF images in the AV task and in the XO task 
(EEGLAB; Delorme & Makeig, 2004). For this analysis, we averaged ERPs for the 
occipital and for the temporal electrodes over the left and right hemisphere, respectively 
(see figure 5 - note that the midline electrodes are not included in this analysis). The 
distinction between the electrode groups was made based on the ERP waveforms and 
latencies of the ERP peaks.    
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Figure 4.	Scalp distribution of the animal-vehicle ERP differences between 50 and 300 ms in the animal vs. vehicle 
(top rows) and X vs. O task (bottom rows) for ISF, LSF and HSF images. The red dots indicate the electrodes with 
significant animal-vehicle ERP differences at the latency of the corresponding scalp-map. Note that 75 ms, 125-150 ms, 
200 ms and 250-275 ms are the peak latencies of the P1, N1, P2 and N2 components, respectively.  
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Figure 5. Results of the point-by-point analysis for animal-vehicle ERP differences. The continuous lines represent ISF 
images, the dashed lines represent LSF images and the dotted lines represent HSF images. The red lines represent 
animals and the blue lines represent vehicles. Paired analyses were performed on the average waveforms of four 
occipital electrodes and on the average waveforms of three temporal electrodes over both the left and right hemispheres, 
separately. Averaged ERPs are presented for the left and right occipital areas (top three rows) and for the left and right 
temporal areas (bottom three rows) in the AV task (left columns) and in the XO task (right columns). Grey rectangles 
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In order to examine the interactions between animal-vehicle ERP differences, 
task, and/or stimulus types, mean amplitudes were extracted for time windows 110-190 
ms (corresponds to N1), for 210-250 ms (corresponds to P2), and for 250-290 ms 
(corresponds to N2) over the occipital area. Over the temporal area, the mean amplitudes 
were extracted for time windows 110-190 ms (corresponds to N1), for 190-240 ms 
(corresponds to P2) and for 240-280 ms (corresponds to N2). The point-by-point analysis 
did not reveal any significant animal-vehicle differences in the time window of the P1 
component, therefore, we did not perform further analysis for this component. These time 
windows are also in line with previous literature (Luck, 2005). Similarly to the previous 
papers (Paper 1 and 2) and to the point-by-point analysis presented above, the occipital 
area included electrodes O1, 71, 66, 67 over the left hemisphere and O2, 76, 77, 84 over 
the right hemisphere, and the temporal area included electrodes T5, 59 and 65 over the 
left hemisphere and electrodes T6, 90, 91 over the right hemisphere. Average ERPs are 
presented on figure 6. We conducted 3x2x2x2 mixed ANOVAs with the within subject 
factors STIMULUS TYPE (ISF, LSF, HSF), HEMISPHERE (left, right), and 
CATEGORY (animal, vehicle), and the between subject factor TASK (AV task, XO 
task). A Greenhouse-Geisser correction was applied on the p-values for violations of the 





Figure 6. ERP waveforms over the occipital (top) and temporal (bottom) areas in the AV (left) and XO (right) tasks. 
The continuous lines represent ISF images, the dashed lines represent LSF images and the dotted lines represent HSF 
images. The red lines represent animals, the blue lines represent vehicles. ERPs show the averaged waveforms across 





In the time-window of the N1 and P2 components, the animal-vehicle differences 
were modulated by the Stimulus type and the Hemisphere (CATEGORY*STIMULUS 
TYPE*HEMISPHERE interaction for N1: F(2, 66) = 3.44, p = .038, ηp2 = .09), and for 
P2: F(2, 66) = 8.91, p < .001, ηp2 = .21) (Figure 7). For the N1 component, animal-
vehicle differences were significant only for ISF images over the left hemisphere (M = 
.61 µV, SE = .15 µV; t(34) = 4.17, p < .001), but not over the right (M = .32 µV, SE = .13 
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‘X’ vs. ‘O’ taskAnimal vs. vehicle task
Temporal area























µV; t(34) = 2.40, p = .13). Category differences were not significant for LSF and HSF 
images over either hemisphere. These results are in line with the results of the point-by-
point analysis. Over the left hemisphere, the animal-vehicle difference for the ISF images 
(M = .61 µV, SE = .15 µV) was larger compared to category differences for LSF (M = .16 
µV, SE = .10 µV; F(1, 34) =  6.93, p=.013 , ηp2 = .17) and HSF images (M = .08 µV, SE 
= .11 µV; F(1, 34) = 14.42, p = .001 , ηp2 = .30). For the P2 component, category 
difference was significant for ISF images over the left hemisphere (M = .61 µV, SE = .18 
µV; t(34) = 3.43, p = .018). Category differences were not significant for LSF and HSF 
images over either hemisphere. However, category differences over the left hemisphere 
did not differ between ISF and HSF (ISF: M = .61 µV, SE = .18 µV; HSF: M = .36 µV, 
SE = .15 µV ;F(1, 34) = 2.29, p = .14, ηp2 = .06) and between ISF and LSF (LSF: M = .25 
µV, SE = .12 µV; F(1, 34) = 2.90, p = .097, ηp2 = .08) images.   
In the time-window of the N2 component, we found an interaction between 
CATEGORY, STIMULUS TYPE and TASK (F(2, 66) = 4.3, p = .018 , ηp2 = .12). In the 
AV task, animal-vehicle difference was significant only for ISF images (M = .73 µV, SE 
= .24 µV; t(34) = 3.06, p = .042) but not for the HSF and LSF ones. Whereas in the XO 
task, category differences were significant for HSF (M = .50 µV, SE = .16 µV; t(34) = 
3.23, p = .03) and LSF (M = .81 µV, SE = .15 µV; t(34) = 5.51, p < .001) images, but not 
for the ISF ones. In the AV task, category differences differed between ISF and HSF 
images (F(1, 34) = 7.59, p = .014, ηp2 = .31), but not between ISF and LSF ones. In the 
XO task, animal-vehicle differences differed between ISF and LSF images only (F(1, 34) 
= 4.48, p = .05, ηp2 = .22) (see figure 7). 
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Figure 7. Differences between animal and vehicle amplitudes over the occipital area for ISF, LSF and HSF images in 




 In the time window of the N1 component, we found an interaction between the 
CATGEORY and the STIMULUS TYPE (F(2, 66) = 3.25, p = .045, ηp2 = .09). The 
animal-vehicle difference was significant only for the ISF images (animal: M = 1.81 µV, 
SE = .44 µV, vehicle: M = 1.4 µV, SE = .43 µV; t(34) = 4.02, p < .001). The ISF category 
difference was bigger compared to the animal-vehicle differences for the LSF (M = .13 
µV, SE = .10 µV; t(34) = 1.21, p = .24) and HSF (M = .11 µV, SE = .10 µV; t(34) = 1.15, 
p = .26) images (planned comparisons for ISF vs. LSF: F(1, 33) = 5.56, p = .024, ηp2 = 


















































 In the time window of the P2 component, the animal-vehicle differences were 
modulated by the task only (CATGEORY*TASK interaction: F(1, 33) = 4.13, p = .05, 
ηp2 = .11). The animal vehicle difference was larger in the AV task (M = .58 µV, SE = .15 
µV) than in the XO task (M = .24 µV, SE = .08 µV), but it was significant in both tasks 
(AV task: t(16) = 3.95, p = .001; XO task: t(16) = 2.88, p = .011). This is in line with the 
results of the pairwise comparisons, as we found animal-vehicle differences for all 
stimulus types between 190-240 ms, at least in the AV task (see Figures 4, 5 & 8).  
 For the N2 component, we only found a main effect of Category (F(1, 33) = 
43.16, p < .001, ηp2 = .57), suggesting that the category difference was not modulated by 
the stimulus type or task by this time after stimulus presentation.    
 
Figure 8. Differences between animal and vehicle amplitudes over the temporal area for ISF, LSF and HSF images in 






























































Comparison across components 
 In order to compare the animal-vehicle ERP differences across components, we 
performed an additional ANOVA including COMPONENT (N1, P2, N2) as a within 
subject factor beside STIMULUS TYPE (ISF, LSF, HSF), HEMISPHERE (left, right), 
and CATEGORY (animal, vehicle), and the between subject factor TASK (AV task, XO 
task) for the occipital and temporal electrodes separately.  
Over the occipital area, we found a three-way interaction between 
COMPONENT, STIMLUS TYPE and CATGEORY (F(4, 132) = 4.46, p  = .02, ηp2 = 
.12). For the HSF images, the animal-vehicle difference was not significant for the N1 (M 
= .02 µV, SE = .10 µV; t(34) = .02, p = 2.48), but it was significant both for P2 (M = .34 
µV, SE = .13 µV; t(34) = 2.65, p = .036) and N2 (M = .35 µV, SE = .12 µV; t(34) = 2.99, 
p = .015). Moreover, the category difference was larger for the P2 than for N1 (F(2, 68) = 
9.83, p = .004, ηp2 = .22), but it did not differ between P2 and N2 (F(2, 68) = .01, p = .93, 
ηp2 < .001 ). For the LSF images, the category difference was not significant for the N1 
(M = .18 µV, SE = .11 µV; t(34) = 1.66, p = .32), and it was significant for the P2 (M = 
.31 µV, SE = .12 µV; t(34) = 2.57, p = .045) and N2 (M = .65 µV, SE = .13 µV; t(34) =  
5.16, p < .001). The animal-vehicle difference did not differ between N1 and P2, but it 
did differ between P2 (F(1, 34) = 1.79, p = .19, ηp2 = .05) and N2 (F(1, 34) = 13.37, p = 
.001, ηp2 = .28). For the ISF images, animal-vehicle difference was significant for the N1 
(M = .46 µV, SE = .13 µV; t(34) = 3.54, p = .003), and it was marginally significant for 
P2 (M = .42 µV, SE = .17 µV; t(34) = 2.48, p = .054) and N2 (M = .41 µV, SE = .18 µV; 
t(34) = 2.27, p = .09). The category differences did not differ between components (N1-
P2: F(1, 34) = .13, p = .72, ηp2 = .004; P2-N2: F(1, 34) = .01, p = .93, ηp2 < .001) (see 
Figure 7). 
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Over the temporal area, we found a three-way interaction between 
COMPONENT, STIMULUS TYPE and CATEGORY (F(4, 132) = 4.82, p = .001, ηp2 = 
.13). For the HSF images, the animal-vehicle difference was not significant in the N1 
component (M = .11 µV, SE = .10 µV; t(34) = 1.15, p = .78), but it was significant in the 
P2 (M = .46 µV, SE = .13 µV; t(34) = 3.62, p = .003) and N2 (M = .38 µV, SE = .11 µV; 
t(34) = 3.55, p = .003) components. Moreover, the animal-vehicle difference was larger in 
P2 compared to N1 (F(1, 34) = 16.94, p < .001, ηp2 = .33) but it did not differ between P2 
and N2 (F(1, 34) = .67, p = .42, ηp2 = .02). The animal vehicle difference for the LSF 
images was not significant in the N1 (M = .13 µV, SE = .10 µV; t(34) = 1.21, p = .72), 
and it was significant in the P2 (M = .29 µV, SE = .12 µV; t(34) = 2.54, p = .048)  and N2 
(M = .70 µV, SE = .10 µV; t(34) = 6.76, p < .001) components. However, animal-vehicle 
differences did not differ between the N1 and P2 components (F(1, 34) = 3.28, p = .08 , 
ηp2 = .09), but they differed between the P2 and N2 (F(1, 34) = 22.88, p < .001, ηp2 = 
.40). For the ISF images, animal vehicle differences were significant for all three 
components (N1: M = .41 µV, SE = .10 µV; t(34) = 4.02, p <.001; P2: M = .49 µV, SE = 
.16 µV; t(34) = 3.18, p = .009; N2: M = .56 µV, SE = .15 µV; t(34) = 3.73, p = .003), and 
the category differences did not differ between N1 and P2 (F(1, 34) = .46, p = .50, ηp2 = 




The aim of this study was to investigate animal-vehicle amplitude differences in 
the visual ERPs in a categorization task containing images with high, low and intact 
spatial frequencies. In addition, we investigated whether the task-related top-down 
modulation of category differences in the visual ERPs relies specifically on high or low 
spatial frequency information, or whether top-down and bottom-up processes interact 
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irrespectively of physical stimulus characteristics. We found animal-vehicle differences 
already at the N1 component for images with intact SF information. We also found task-
related category difference modulation in the time window of the temporal P2. For the P2 
component, animal-vehicle differences and their modulation by the categorization task 
were irrespective of the SF content of the stimuli: for all spatial frequencies, the P2 
category difference was larger in the animal vs. vehicle task than in the X vs. O task. 
At the time window of the P2 component (from around 200 ms after stimulus 
onset), animal-vehicle differences occurred independently of the SF content of the 
images. Moreover, these differences were also modulated by the task. This suggests that 
by this time category specific processes occurred, and these processes could be affected 
by top-down modulation. Task related modulation for all stimulus types at the P2 
component might mean that animal and vehicle categories are represented separately in 
different frequency bands. This would mean that different category representations are 
activated for images containing different SF information. However, it is more likely that 
both HSF and LSF images activated the same category representations. The results of 
Goddard et al. (2016) are in line with this explanation. Goddard et al. (2016) presented 
different everyday objects (faces, body parts, animals, humans, inanimate objects) in HSF 
and LSF versions in a MEG study. They investigated whether the MEG signal for 
different objects and conditions could be used to predict the presented stimuli. According 
to their results, from around 220 ms after stimulus onset, animate-inanimate category 
differences could be decoded from the MEG signal. Moreover, classifiers trained on HSF 
trials could predict object identity for LSF trials, and vice versa. This result indicates that 
object classification for HSF and LSF stimuli rely on similar object representations 
(Goddard et al., 2016). Results suggesting flexible use of SF information according to 
task demands also support the idea that category representations are independent of SF 
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information. For further support, it has been shown that category-specific visual areas can 
flexibly rely on low-level cues. For instance, the activation of the parahippocampal place 
area (PPA) reflects interaction between SF content and contour of the presented visual 
scenes. In case of strong contrast, the PPA was more sensitive to LSF information, 
whereas in case of modified contrast it was more activated by HSF scenes (Kauffmann, 
Ramanoel, Guyader, Chauvin, & Peyrin, 2015). Therefore, our result indicates that 
category differences at the time window of the P2 component already reflect high-level 
visual category representations, and these representations are accessible for top-down 
processes.       
For images containing intact SF information, animal-vehicle differences occurred 
earlier than for stimuli containing HSF or LSF information only. We found animal-
vehicle differences starting at around 110 ms for stimuli with intact SF information in the 
point-by-point analysis. This suggests that category-specific information is available 
earlier when stimuli contain broader SF information. In addition, we found more accurate 
and faster responses for stimuli containing intact SFs compared to high or low SF images. 
A possible explanation for these results can be that the middle-band SF information is the 
most informative for discriminating between animals and vehicles. In contrast, it is also 
possible that animal and object recognition relies on different SFs. Alternatively, this 
earlier category difference might reflect the benefit of integration of low and high SF 
information.  
A specific role for mid-band frequencies has been suggested for face and object 
processing both in behavioral (Costen, Parker, & Craw, 1994, 1996) and EEG (Collin, 
Therrien, Campbell, & Hamm, 2012) studies. Collin et al. (2012) found similar N170 
amplitudes for images containing intact and mid-band SFs both for objects and faces. In 
our study the intact images did contain the middle SF band, whereas HSF and LSF 
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images did not. Therefore, the earlier category differences and task-related modulation for 
the intact images can be based on the mid-band SFs. Others, on the other hand, have 
suggested that the processing of different object categories relies on different SF 
information (Awasthi, Sowman, Friedman, & Williams, 2013; Canário, Jorge, Loureiro 
Silva, Alberto Soares, & Castelo-Branco, 2016; Harel & Bentin, 2009). In a face vs. 
building categorization, Awasthi et al. (2013) found faster responses for LSF faces than 
for HSF ones, whereas for buildings, participants were faster for HSF than LSF images. 
Furthermore, they found a larger M170 amplitude (the MEG equivalent of the N170) for 
LSF than HSF faces, whereas amplitudes were larger for HSF compared to LSF 
buildings. In an fMRI study, Canário et al. (2016) have reported higher activation to LSF 
compared to HSF stimuli in face and body selective regions, whereas place and object 
selective areas showed higher activation for HSF than LSF stimuli. Moreover, Harel and 
Bentin (2009) reported category- and task-specific reliance on different SFs. In that study, 
participants categorized HSF, LSF and intact airplanes and faces, either at the basic or 
subordinate level. In basic level categorization, reaction times were similar for HSF, LSF 
and intact faces, whereas RTs were shorter for intact airplanes compared to HSF and LSF 
ones. The performance in subordinate categorization was more impaired for LSF 
airplanes and HSF faces compared to the other conditions. Specifically animal and 
vehicle categories have not been tested in these studies, still, it is possible that the 
processing of vehicles overall relies more on HSF information, similarly to objects and 
airplanes. On the other hand, recognition of animals is very fast; therefore, it can rely on 
LSF information, similarly to faces. If animal and vehicle recognition relies on different 
SFs, it could explain the earlier task-related category differences for intact stimuli in our 
study. Intact stimuli contain all spatial frequencies; therefore, category-specific processes 
can occur based on different SFs for animals and vehicles, resulting in earlier category 
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differences in the visual N1. However, because of the robust amplitude differences we 
found between intact vs. LSF and intact vs. HSF images this explanation is unlikely.       
Furthermore, the above-mentioned explanations do not take into account the 
flexibility of visual processes. Participants could categorize all stimulus types quite 
accurately, and we found category differences in the visual ERPs for all stimulus types by 
the time-window of the P2 component. This suggests that, even if there is an optimal SF 
for recognizing animals and vehicles, recognition can occur even if images lack those 
SFs, and category representations can be activated irrespectively of the physical stimulus 
characteristics. The results of Halit et al. (2006) suggest that face processing benefits 
from the presence of broader SF information in the images, instead of relying on a 
specific frequency band. In that study, beside HSF, LSF and intact stimuli, Halit et al. 
(2006) used a novel condition which contained both high and low SFs but lacked in the 
middle band (high/low stimuli). In a face detection task, they found similarly accurate and 
fast responses for intact and high/low faces but worse performance for LSF and HSF only 
faces. In addition, the N170 amplitudes for high/low faces were smaller compared to 
intact faces but larger compared to LSF faces. This finding shows an advantage for faces 
containing both high and low SF information compared to images containing only high or 
low SFs. Different SF bands and broader frequencies in an image activate more neurons 
that are tuned to different SFs in the early visual areas (Collin et al., 2012). Visual areas 
integrate and accumulate evidence for decision-making processes (Tremel & Wheeler, 
2015). The activation of larger numbers of neurons could lead to faster and/or more 
effective evidence accumulation, related to the recognition task. Therefore, stimuli 
containing broader scales and more types of low-level information, including, for 
instance, color, amplitude spectrum, luminance, contrast and spatial frequencies, could be 
analyzed more effectively. The presence of these different cues in an image can provide 
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more evidence and it can promote faster or stronger activation of category representations 
in the higher-level areas. Nevertheless, the activation of category representations should 
be based on the integration of the accumulated evidence. Regarding spatial frequency 
integration, it has been suggested that such processes start at around 100 ms after the 
stimulus onset (Kihara & Takeda, 2012; Mu & Li, 2013). Kihara and Takeda (2012) 
presented intact, high/low (images containing both high and low SFs but lacked in the 
middle band), HSF and LSF images of scenes, and participants had to decide whether the 
scenes contained a vehicle or not. Stimuli were presented either for 33 ms, 100 ms or 250 
ms. At 100 and 250 ms presentation times, accuracies were higher for intact and high/low 
images compared to HSF or LSF scenes. Furthermore, for the 100 ms presentation 
condition, results also indicated that accuracies for high/low images are due to 
information integration, not only a beneficial effect of wider SF range in the stimuli 
(probability summation model: Kihara & Takeda, 2012). Mu and Li (2013) used hybrid 
images of natural and man-made scenes by combing HSF and LSF information from 
different images belonging to the same or different scene categories. Participants were 
instructed to categorize the scenes based on the HSF information. Accuracy results 
suggested that the non-attended LSF information interfered with the processing of HSF 
information, which indicates attempted integration. Furthermore, the frontal N1 
component (peaking at 122 ms) showed LSF interference effect. This suggests the role of 
frontal areas in SF integration, and that such processes occur as early as 122 ms after 
stimulus onset (Mu & Li, 2013).   
Taken together these possible explanations, our results can be best explained by 
an evidence integration process, relying on flexible visual features and task demands. 
Intact images contain more SFs, therefore, evidence regarding object identity can be 
accumulated from more sources which can result in earlier animal-vehicle ERP 
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differences. For images containing high or low SFs only, on the other hand, evidence 
accumulation might take longer as there are fewer available sources of information, 
resulting in ERP category differences only in later time windows. These category 
differences might reflect visual category representations that are independent of the SF 
characteristics, and they are accessible for top-down processes.  
In summary, we found animal-vehicle amplitude differences for images with 
intact SFs, as well as for images with high or low SFs only. Furthermore, these category 
differences were modulated by the categorization task. However, for intact images, 
category differences occurred earlier, at the time window of the N1 component, whereas 
for HSF and LSF images such differences appeared only at the time window of the P2. 
The task-related modulation in the P2 component was independent of the SF content of 
the stimuli, indicating that the task as a top-down factor affected visual processes at the 
level of higher-level category representations, where processes are irrespective of the SF 
content of the image. The presence of broader SFs, and consequently more category 
specific features in the intact images, could best explain the beneficial effect (earlier 
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Linking statement for Paper 4 
 
In the previous papers, we investigated the animal-vehicle ERP differences and 
their task-related modulations. In both Papers 1 and 3, we found interactions between top-
down and bottom-up processes at the level of category representations. fMRI studies 
suggest that animate and inanimate categories are represented in the higher-level visual 
area. Nevertheless, brain imaging studies have also found category-specific areas for 
inanimate object categories, such as tools, chairs, or buildings. It has been suggested that 
the higher-level visual areas do not categorically represent these categories. Rather, 
category specificity can be based on perceptual similarity. Indeed, fMRI studies have 
found evidence for continuous similarity-based object representations in the higher-level 
visual areas. With this view, category-specific areas would reflect perceptual dissimilarity 
between inanimate object categories.  
Category differences in the visual ERPs are typically investigated using animate 
and inanimate categories, but ERP differences have also been found between non-animal 
categories such as cars vs. non-car vehicles or cars vs. shoes and chairs. In line with the 
suggestion that inanimate object representations are organized by perceptual similarity, a 
similarity-based mechanism can also explain the category differences reported for the 
visual ERPs such as between inanimate object categories. However, it remains, an open 
question what kind of perceptual, similarity-based processes are reflected in the P1 and 
N1 differences between different inanimate object categories. 
The aim of Paper 4 was to investigate ERP differences between tool and vehicle 
inanimate object categories. Perceptual similarity can be based on the global shape of the 
objects, or on category-specific object features. Therefore, we presented images of tools 
and vehicles either in intact version, or in scrambled, still easily recognizable version. In 
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the scrambled version, the global shape was distorted. If category differences for intact 
and scrambled images are modulated by similar factors in the same ERP components than 
inanimate objects are likely represented by specific object features. In contrast, if we find 
dissimilar ERP differences for intact and scrambled objects, that would suggest inanimate 
object representation based on global shape. Furthermore, tools and vehicles were 
presented either as toys or as real objects. This enabled us to investigate the task effect on 
the ERP differences, as participants either performed a tool vs. vehicle categorization task 
or a toy vs. real object categorization task. Therefore, we could investigate whether top-
down and bottom-up processes interact at the level of global shape or at the level of 
















Early visual ERPs reflect flexible mechanisms in inanimate object discrimination 
 







A version of this paper is currently under review:  
Linnert, Reid and Westermann (submitted). The role of configural information in 




Category differences observed in visual event-related potentials could be based on shape- 
or category-selective processes. Here we investigated the underlying mechanisms of 
discriminating inanimate object categories in the presence and absence of the global 
shape. Stimuli contained intact and scrambled images of tools and vehicles that were 
either real objects or toys. We found evidence for task related (tool-vehicle or real-toy 
categorization) modulation in the P1 component, which was lateralized in the presence of 
the global shape. In addition, intact tools elicited left hemispheric N1 differences, 
suggesting the activation of action-related knowledge. This indicates the role of 
configural information for the conceptual representation of the tool category. Differential 
processing of the scrambled real vehicle category, on the other hand, suggests that 
fragment-based representations may play an important role for the vehicles. Overall, these 
results indicate both top-down influences and category specific processing mechanisms in 
the visual ERP components.  
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Category selective processing mechanisms for inanimate objects reflected in the early 
visual ERPs 
 
Numerous studies investigating the neuroscience of object categorization have 
found differences in early visual event-related potentials (ERPs) over posterior regions 
when participants categorize pictures from different categories (e.g. Antal et al., 2001; 
Delorme, Rousselet, Macé, & Fabre-Thorpe, 2004; Kiefer, 2001; Proverbio, Del Zotto, & 
Zani, 2007; VanRullen & Thorpe, 2001). The most consistent category differences have 
been found in the N1 component (a negative deflection peaking between 100-200 ms 
poststimulus over posterior sites). However, a few studies have reported category 
differences even in the preceding P1 component (a positive deflection peaking between 
80-120 ms poststimulus over posterior sites) (e.g. VanRullen & Thorpe, 2001). Typically, 
experiments investigating these effects have used animate and inanimate categories. The 
animate category usually contains a variety of animal species from insects to mammals, 
while inanimate stimuli consist of natural and industrial scenes or man-made objects.  
However, category differences have been also reported for basic categories, such as 
between faces and cars (for a review see Rossion & Jacques, 2008).  Furthermore, beside 
the animate vs. inanimate categories, N1 differences have been found between non-
animal categories such as cars vs. non-car vehicles (VanRullen & Thorpe, 2001), cars vs. 
shoes and chairs (Rossion et al., 2000), natural and artificial scenes (Paz-Caballero, 
Cuetos, & Dobarro, 2006), or computer-generated meaningless stimuli (Curran, Tanaka, 
& Weiskopf, 2002). 
Different explanations have been proposed for these category differences. It has 
been suggested that the N1 differences between animate and inanimate categories reflect 
either low-level physical differences between stimulus sets such as interstimulus 
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variability (Thierry, Martin, Downing, & Pegna, 2007) or Fourier spectrum (VanRullen, 
2011); higher-level category discrimination processes (e.g. Antal, Kéri, Kovács, Janka, & 
Benedek, 2000) or decision-making processes (Johnson & Olshausen, 2005; VanRullen 
& Thorpe, 2001). Therefore, despite several possible explanations, the underlying 
mechanisms for such category differences are not clear. However, it has been suggested 
that the processing of low-level features (such as the Fourier spectrum) by the early visual 
areas contributes to category selectivity in the higher-level visual areas (Andrews, Clarke, 
Pell, & Hartley, 2010). Therefore, differential processing for category specific low-level 
features can be part of high-level category discrimination processes. This suggests that 
such category differences in visual ERPs reflect the activation of category representations 
of some sort.  
In order to understand the category differences reflected in the visual ERPs it is 
important to take into account theories related to visual category representations in the 
brain. In the following paragraph, we will present neuroimaging results suggesting shape- 
and/or category-selectivity in the visual brain areas and link those results with EEG 
studies.  
Several studies have reported specialized visual areas in the human lateral 
occipital complex (LOC) that show greater activation for one object category compared 
to another. Specific areas have been identified for faces (Kanwisher et al., 1997) and 
animals (Chao, Haxby, & Martin, 1999) as well as for buildings (Aguirre et al., 1998), 
chairs (Ishai et al., 1999) and tools (Chao et al., 1999). Such activity differences might 
reflect distinct categorical representations (Kanwisher et al., 1997). However, it is also 
possible that only individual objects are represented in the LOC instead of object 
categories, and that these individual object representations are organized by perceptual 
similarity (Kriegeskorte et al., 2008). With this view, category-specific areas do not 
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reflect real category representations but arise as an artifact from experiments that use 
perceptually very different categories (Kriegeskorte et al., 2008). More recent fMRI 
studies have found evidence both for distinct category-based and for continuous 
similarity-based representations in the LOC (Kriegeskorte et al., 2008; Mur et al., 2013). 
Distinct category-based activity patterns were found for animate and inanimate 
categories. In addition, face and body sensitive activity clusters were found within the 
animate category, reflecting hierarchical category representations (Kriegeskorte et al., 
2008; Mur et al., 2013). Results also indicated that, beside the distinct categorical 
representation, objects within these categories were represented in a continuous, 
similarity-based manner (Kriegeskorte et al., 2008). It is important to note that according 
to the above mentioned results, animals, faces and inanimate objects are categorically 
represented in the LOC (Kriegeskorte et al., 2008). These are also the most frequently 
used categories in ERP experiments. Visual ERP differences between these categories 
might therefore reflect genuine category representations.  
Categories, however, are not only visually represented. It is possible that visual 
category representations are part of a representational network for conceptual categories. 
The tool category has been widely studied from this point of view. Passive viewing of 
tools activates not only the tool-selective LOC regions but also left hemispheric motor 
regions of the brain. Such left lateralized motor activation was found only for tools but 
not for other objects (Chao & Martin, 2000). This motor activation is due to the activation 
of action-related knowledge, stored at least partly in the left dorsal visual pathway 
(Mahon et al., 2007; Martin, 2007). On the basis of these results, it has been suggested 
that different properties of objects are represented in different brain areas. For instance, 
sensory information about the object, such as shape, is stored in sensory areas, whereas 
motor-related information, such as how to use it, is stored in motor areas. In other words, 
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concepts of categories are represented in distinct, but functionally connected networks 
(for review see Martin, 2007). Therefore, even if the tool-selective LOC area reflects only 
a perceptual similarity within the tool category (Kriegeskorte et al., 2008), this area could 
be part of a network that represents the conceptual tool category (Martin, 2007). 
Therefore, a tool-selective ERP response could also reflect the conceptual representation 
of the tool category. Indeed, EEG experiments have also shown specific, left-lateralized 
processing for tools in the somatosensory areas of the parietal lobe (Proverbio, Azzari, & 
Adorni, 2013; Proverbio, Adorni, & Aniello, 2011). Furthermore, left hemispheric 
animal-tool differences have been found over the posterior visual areas, however, not for 
the P1 or N1 but for later components (Sitnikova, West, Kuperberg, & Holcomb, 2006). 
Therefore, a visual ERP difference for the tool category vs. another inanimate object 
category could represent conceptual category differences, even in the lack of categorical 
tool representation in the LOC.  
On the other hand, according to the results of Kriegeskorte et al. (2008) inanimate 
objects in the LOC are represented and organized by perceptual similarity and not in a 
categorical manner. What object features can play a role in perceived similarity? The 
global shape of the objects has been suggested to play an important role in the perceptual 
description of categories (Dilkina & Lambon Ralph, 2012). It has been proposed that 
topographically organized form representations in the ventral visual cortex are the 
underlying mechanism of object recognition (Chao et al., 1999; Ishai et al., 1999). 
Nevertheless, characteristic object parts also seem to play an important role in category 
descriptions (Dilkina & Lambon Ralph, 2012). It has been suggested that categories are 
represented as a hierarchy of category-specific features, so called fragments. On this 
view, features at the level of intermediate complexity  (such as a wheel of a car) are 
optimal for categorization (Ullman, 2007; Ullman, Vidal-Naquet, & Sali, 2002). ERP 
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differences have also been found between different inanimate object categories (Curran, 
Tanaka, & Weiskopf, 2002; Paz-Caballero, Cuetos, & Dobarro, 2006; Rossion et al., 
2000; VanRullen & Thorpe, 2001) for which distinct category representations in LOC 
have not been found. Even so, ERP differences could also reflect perceptual similarity 
differences between inanimate object categories, if inanimate objects are represented in a 
similarity-based manner in the LOC. A recent ERP result suggests that the N1 component 
can also reflect similarity-based modulation (Tokudome & Wang, 2012). In this study 
participants were trained to discriminate between four different artificially created highly 
similar objects from four different viewpoints. Before training, the amplitudes of the N1 
component showed viewpoint selectivity. The N1 amplitudes varied between the 
viewpoints but did not vary between the objects. After training, however, when 
participants could more easily differentiate between the objects, the amplitude of the N1 
component showed shape selectivity, while the viewpoint selectivity disappeared. 
Therefore, a similarity-based mechanism can also explain the category differences 
reported for the P1 and N1 visual ERPs.   
In sum, different theories have argued that categories can be represented in the 
visual areas or as part of a representational network, as well as based on perceptual 
similarity. Furthermore, ERPs can also reflect these processes. Given the described 
research, it remains an open question whether P1 and N1 differences between different 
inanimate object categories reflect conceptual category representations or a perceptual, 
similarity-based visual distinction. Furthermore, if a similarity-based mechanism plays a 
role in inanimate category discrimination, it remains open whether this is based on global 
shape or specific object parts. The aim of the present study was to address these questions 
by investigating the category differences in the visual ERPs between inanimate object 
categories and the possible underlying mechanisms by comparing intact and scrambled 
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images. We were interested in the role of the global shape and the role of object 
fragments in category discrimination processes for tool and vehicle categories by 
analyzing the P1 and N1 visual components. We used images of four object categories: 
real tools, real vehicles, toy tools and toy vehicles. Tools and vehicles can be 
differentiated by visual similarity – either by their shape or by specific object parts (e.g. 
most vehicles have wheels). Toy and real categories, on the other hand, cannot be easily 
differentiated by visual similarity because they share visually similar exemplars (e.g. a 
real and a toy car have similar shapes and share specific features such as wheels). 
Therefore, discriminating toy and real categories minimizes perceptual similarity-related 
factors.  
 An object contains both the overall shape and specific object features. In order to 
investigate the role of object parts, the global shape should be disrupted. Therefore, 
beside the intact object, we used two types of scrambled images. In scrambled-
recognizable images, the overall shape was disrupted yet the objects were still 
recognizable as the scrambled squares contained identifiable fragments of the objects. 
Therefore, in the absence of global shape, category discrimination for the scrambled-
recognizable images should reflect the role of category-specific objects parts. In 
scrambled-unrecognizable images, the objects were not recognizable but the low-level 
image characteristics (such as luminance and color) were retained.      
As discussed previously, tools seem to evoke specific, left-hemispheric processing 
mechanisms that also appear in the visual ERPs (Matheson, Newman, Satel, & 
McMullen, 2014; Sitnikova et al., 2006). Therefore, we expected the tool-vehicle ERP 
differences to be modulated between the hemispheres. However, it is possible that in the 
absence of global shape, tools will not activate action representations, and therefore the 
use of scrambled-recognizable images might decrease hemispheric differences. On the 
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other hand it has been shown that isolated fragments of faces elicit similar N1 amplitudes 
to whole faces (Bentin et al., 1996). Therefore, if fragments of tools and vehicles are 
useful for recognition, the ERPs should show category differences also for the 
recognizable-scrambled images. 
 Finally, it is important to note that in a typical ERP experiment participants have 
to perform a categorization task in which they decide whether a presented stimulus 
belongs to one category or another. Therefore, the knowledge about the conceptual 
categories as a top-down factor might also modulate early visual ERPs. Indeed, a recent 
result showed task-dependent N1 category effects (Balas & Koldewyn, 2013). In this 
study stimuli were real or doll faces of humans and dogs. Participants performed a real vs. 
toy and a human vs. dog categorization task on the same stimuli in different blocks of 
trials. The N1 amplitudes differed for humans and dogs, but only in the human vs. dog 
categorization task. When participants had to decide about the animacy of the stimuli the 
human-dog N1 difference disappeared, suggesting a top-down task effect on the N1. In 
order to further investigate such task effects, in our study the categorization task differed 
between participants: half of them had to categorize the stimuli as tools and vehicles, 
while the other half had to categorize them as real objects and toys. These different 
categorization tasks enabled us to investigate whether the conceptual category, as top-
down factor, modulates the category differences in the visual ERPs. Similarly to the 
results of Balas & Koldewyn (2013), we expected increased tool-vehicle amplitude 








Thirty-four university students (13 males, 28 right handed), ranging in age from 
18 to 26 years (mean=19.77 years, SD=1.81 years) took part in the experiment and 
received either course credits or were paid 7.5 GBP for their participation. Participants 
had normal or corrected to normal vision, and normal color vision (tested with Ishiara 
figures). Four additional participants did not complete the task according to the 
instructions, as they did not press any button for unrecognizable stimuli. Pressing buttons 
in one condition and not pressing in others can contribute to the differences between 
stimulus types, therefore, their data were discarded. Participants were informed about the 
experiment before they volunteered and signed a consent form. The experiment and 
procedure were approved by the Lancaster University Ethics Committee.  
 
Stimuli and materials  
The stimuli were color images (N=238) of easily recognizable objects that 
belonged to one of the following four categories: real tool (N=58), real vehicle (N=63), 
toy tool (N=58), or toy vehicle (N=59) (Figure 1). Images were presented on a grey 
background. The images represented a diverse range of tools (e.g. manual and electric 
screwdrivers, hammers, scissors etc.), and vehicles (e.g. cars, buses, planes, ships etc.). 
The images were collected from the internet and the objects varied in their size and 
viewpoint angle. The height and width of the pictures varied according to the contained 
object. However, the area of the images (number of pixels) was held constant 
(M=66551.38 pixels, SD=240.05 pixels), and it did not differ between the stimulus types. 
The width of the images varied between 4.87 – 10.71 visual degrees (229 – 506 pixels), 




Figure 1. Example stimuli. Intact, scrambled-recognizable (80x80) and scrambled-unrecognizable (2x2) stimulus types: 
real vehicles, toy vehicles, real tools and toy tools (from top to bottom).  
 
 
In order to manipulate the level of informative features (especially the shape) 
three kinds of stimuli were used: easily recognizable, intact images and two scrambled 
versions of the same stimuli. Scrambled images were constructed by randomly shuffling 
smaller areas of the image (Photoshop). The sizes of the randomized areas were 80x80 
and 2x2 pixels, respectively (see Figure 1). The 80x80 scrambled stimuli were still 
recognizable, however the global shape of the objects was disrupted. The 2x2 scrambled 
images were used as control stimuli to see whether low-level features, such as color or 
relative object size, could help in the categorization. The stimuli (N=238) were presented 
in intact, 80x80 and 2x2 scrambled versions, thus overall 714 stimuli were presented to 
the participants.  
Stimuli were shown on a 15” CRT monitor with 85 Hz refresh rate and 1024 by 
768 pixels resolution. Stimuli were presented using E-Prime software. 
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Experimental procedure 
Participants sat on a chair approximately 80 cm from the screen. They performed 
a two-choice task to categorize the presented images. All participants saw all four image 
categories (real tool, real vehicle, toy tool, and toy vehicle), however, they were randomly 
assigned to one of two groups. One group had to decide whether the presented image was 
a toy or a real object (N=17), while the other group had to report whether a tool or a 
vehicle was shown on the screen (N=17). Participants had to categorize also the 
scrambled stimuli and they were asked to guess if they were not sure. Response accuracy 
and reaction time data was collected together with the recorded EEG. 
The stimulus presentation was around 30 minutes long with a break after every 
102 stimuli (around every 4 minutes). The break was as long as the participant wanted 
and the test proceeded when they pressed a button.  
A trial started with a fixation cross displayed in the middle of a grey screen for a 
random duration between 200 and 350 ms. Then a stimulus appeared in the middle of the 
grey screen for 1000 ms. The order of stimuli was randomized. The presentation order of 
different versions of the same image (intact, 80x80, 2x2) and the intervals between their 
appearances were unpredictable. At the end of each trial a blank grey screen was shown 
for 500 ms. Participants’ category choices were made by using two buttons on a response 
box. Within each participant group the left and right buttons were counterbalanced across 
the participants: e.g. half of the participants had to press the left button for the tools and 






EEG recording and analysis 
We used an EGI (Electrical Geodesics Incorporated, Eugene, OR) GES300 EEG 
system with a NetAmps USB amplifier and a 128 channel HydroCel Net to record the 
EEG from the scalp. The EEG was recorded and analyzed with NetStation software 
(Electrical Geodesics Incorporated, Eugene, OR). Electrode impedance was kept below 
50 kOhm. During the recording, the EEG was referenced to Cz, and the sampling rate 
was 1000 Hz.  
During off-line analyzis the raw data were band-pass filtered between 0.1 - 30 Hz. 
The EEG was segmented from 300 ms before to 1500 ms after stimulus onset. Epochs 
were sorted into the four object categories and three stimulus types (intact, 80x80 
scrambled, 2x2 scrambled). In case of the intact and the 80x80 scrambled images only 
epochs containing correct responses were included. For the 2x2 scrambled stimuli, epochs 
were included only if one of the buttons was pressed, irrespectively of whether the 
response was correct or incorrect. Eye movements and bad channels were automatically 
rejected if the average amplitude in an 80 ms moving window exceeded ±55 µV at EOG 
channels or ±200 µV at any other channel. In addition, each individual epoch was visually 
inspected and further epochs or channels were rejected. Epochs in which more than 13 
channels contained artifacts were rejected; if fewer than 13 channels contained artifacts, 
bad channels were substituted by spline interpolation. Participants with fewer than 22 
artifact-free epochs per condition were excluded.  
Average ERPs were calculated from the artifact-free segments for each condition. 
ERPs were baseline corrected using a 150 ms pre-stimulus baseline, and were re-
referenced to an average reference. Grand averages were plotted using the MATLAB-




Behavioral results  
For each participant, the proportion of correct responses (%) and the mean 
reaction times (excluding reaction times lower than 200 ms and higher than 1000 ms) 
were calculated for the stimulus types. 3x2x2x2 ANOVAs were performed on the correct 
response proportions and the reaction times (SPSS Statistics software - version 22) 
including STIMULUS TYPE (intact, 80x80 scrambled and 2x2 scrambled), FUNCTION 
(toy, real) and OBJECT (tool vehicle) as within-subject factors and TASK (tool vs. 
vehicle and real object vs. toy categorization) as between-subject factor. A Greenhouse-
Geisser correction was applied on the p-values for violations of the assumption of 
sphericity. Bonferroni corrections were applied for multiple comparisons. 
 The accuracy results are presented in Figure 2. We found an interaction including 
all factors (STIMULUS TYPE * FUNCTION * OBJECT * TASK: F(2, 62) = 3.84, p = 
.027, ηp2 = .11). Separate ANOVAs were performed on the three stimulus types. For both 
the intact and 80x80 images the accuracy for real objects were higher in the tool-vehicle 
task than in the toy-real task, while the accuracy for toys did not differ between the 
categorization tasks (FUNCTION * TASK interaction: intact: F(1, 31) = 9.76, p = .004, 
ηp2 = .24; 80x80: F(1, 31) = 16.30, p < .001, ηp2 = .35). For the intact images the accuracy 
was higher for the toy tools compared to the real ones, but the accuracy for the vehicles 
did not differed in terms of function (OBJECT * FUNCTION interaction: F(1, 31) = 
17.77, p < .001, ηp2 = .36). The accuracy for the 80x80 images showed different pattern – 
the participants were more accurate for the real vehicles than for toys, but no such 
difference were found for the tools (OBJECT * FUNCTION interaction: F(1, 31) = 15.10, 
p = .001, ηp2 = .33). For the 2x2 stimuli we found only a main effect of TASK (F(1, 31) = 
5.96, p = .021, ηp2 = .16); accuracy in the toy vs. real categorization task (M = 58.78%, 
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SE = 2.58%) was higher than in the tool vs. vehicle categorization task (M = 51.62%, SE 
= 1.49%). The accuracy in the toy vs. real task was above chance (one sample t-test 
against 50% chance level: t(15) = 3.412, p = .004) but it did not did not differ from 
chance in the tool vs. vehicle task (t(16) = 1.09, p = .29). 
The average correct response proportions differed between the three stimulus 
types (main effect of STIMULUS TYPE: F(2, 62) = 528.80, p < .001, ηp2 = .95). The 
ratio of correct responses for the intact images (M = 93.38%, SE = 1.02%) was higher 
than for the 80x80 stimuli (M = 89.52%, SE = 1.04%) (within subject contrast: F(1, 31) = 
64.30, p < .001, ηp2 = .68). The accuracy for the 2x2 images (M = 55.20, SE = 1.47) was 
significantly lower compared to the 80x80 images (within subject contrast: F(1, 31) = 
495.76, p < .001, ηp2 = .94). 




Figure 2. Accuracy rates for the intact (left), 80x80 (middle) and 2x2 (right) stimuli in the tool vs. vehicle task 
(continuous line) and in the toy vs. real task (dotted line) for the four stimulus types. The error bars represent the 
standard error.  
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Figure 3. Reaction times for the intact, 80x80 and 2x2 stimuli in the tool vs. vehicle task (continuous line) and in the 





Category differences in the visual ERPs are usually measured on electrodes P7 
and P8 (e.g. Balas & Koldewyn, 2013; Bentin et al., 1996; Proverbio et al., 2007). We 
analyzed the ERPs on the EGI equivalent of P7, P8 and surrounding electrodes over the 
left and right temporal areas: 58 (equivalent to P7), 65 (equivalent to PO7) and 59 over 
the left hemisphere; 96 (equivalent to P8), 90 (equivalent to PO8), and 91 over the right 
hemisphere. The scalp maps of the vehicle-tool differences also justify the selection of 
these particular electrodes (see Figure 4). The mean amplitude of the P1 and N1 visual 
ERP components were analyzed. Time windows were defined between 80-120 ms for the 
P1 component and between 140-180 ms for the N1 component. The time windows were 
based on visual inspection of the grand average ERPs, and these time windows fitted well 
with the literature. Repeated measures ANOVAs were performed on the mean amplitudes 
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22). The within subject factors were the STIMULUS TYPE (intact, 80x80 scrambled and 
2x2 scrambled), OBJECT (tool and vehicle), and FUNCTION (real object and toy). As 
the functions are not equally distributed between the hemispheres, an additional within-
subject factor was the HEMISPHERE (left and right). The between subject factor was the 
TASK (tool vs. vehicle and real object vs. toy categorization). A Greenhouse-Geisser 
correction was applied on the p-values for violations of the assumption of sphericity. 
Bonferroni corrections were applied for multiple comparisons.  
The ERP waveforms for the object categories and stimulus types are presented in 
Figure 5. The aim of the study was to investigate the category differences and the 
possible underlying mechanisms by comparing intact and scrambled stimulus types.  
Therefore, we analyzed only the highest-level significant interactions containing the 
STIMULUS TYPE, OBJECT and/or FUNCTION factors. In case of significant 
interactions, separate ANOVAs were performed as post-hoc tests on the stimulus types 
using the factors involved in the interaction.  
 
 
Figure 4. Scalp maps for the intact vehicles (left column), tools (middle column) and for their difference (right column) 
at the times of the P1 (top row) and N1 (bottom row) peaks. These maps show the average activation in the two 
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Figure 5. ERP waveforms. The red lines represent the tools, the blue lines represent the vehicles, the continuous lines 
represent the real objects, and the dashed lines represent the toys. The first row shows the ERPs for the intact stimuli in 
the tool vs. vehicle categorization task over the left and right hemispheres. The second row shows the ERPs for the 
scrambled – recognizable (left) and scrambled – unrecognizable (right) images. The waveforms for the scrambled 
stimuli are the average of the two hemispheres and the two categorization tasks.   
 
 
Vehicle – tool contrast 
For the P1 component the highest level significant interaction was found 
involving the STIMULUS TYPE, OBJECTS, HEMISPHERE and TASK factors (F(2, 
64) = 3.57, p = .034, ηp2 = .10) (Figure 6). The post hoc ANOVAs were conducted 
separately on the stimulus types. For the intact images, we found an interaction between 
OBJECT, HEMISPHERE and TASK (F(1, 32) = 8.29, p = .007, ηp2 = .21). The further 
tests revealed that for the intact images the vehicle-tool contrast was bigger for the left 
hemisphere than for the right, but only in the tool vs. vehicle categorization task (t(16) = 
3.80, p = .002) and not in the toy vs. real task (t(16) = -.10, p = .93) (Figure 7).  
Intact stimuli – left hemisphere Intact stimuli – right hemisphere










 No such effects were found for the 80x80 and 2x2 scrambled images. Thus, 
hemispheric lateralization of category differences is task-dependent and therefore, likely 
modulated by a top-down process. As this task-related lateralization only exists for intact 





Figure 6. a) Scalp distribution for the vehicle-tool amplitude differences at 80-120 ms for the intact, 80x80 and 2x2 
images (from top to bottom) in the tool vs. vehicle task (left column) and in the toy vs. real task (right column). b) P1 
vehicle-tool amplitude differences for the intact, 80x80 and 2x2 stimuli (from left to right) over the left (dark columns) 
and right (white columns) hemispheres in the tool vs. vehicle (TV task) and in the toy vs. real (TR task) categorization 
task. The error bars represent the standard error. We found a hemispheric difference for the intact stimuli, but only in 
the tool vs. vehicle task. The 80x80 images showed a marginally significant task effect (#: p=0.051). For the 2x2 
images we found a significant tool-vehicle amplitude difference, however, it was not modulated by the task or the 
hemisphere.  
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Figure 7. P1 amplitudes for intact tools and vehicles in the tool vs. vehicle task (left panel) and in the toy vs. real task 
(right panel) over the left and right hemispheres. The error bars represent the standard error. The amplitudes for tools 
and vehicles differed between the hemispheres but only in the tool vs. vehicle categorization task (left panel). No 
hemispheric differences were found for the toy vs. real task (right panel).   
 
 
Regarding the question of whether object features, without the presence of the 
global shape, lead to category differences or task-related modulation, we found only a 
main effect of OBJECT for the 80x80 images (F(1, 32) = 18.70, p < .001, ηp2 = .37). 
Figure 4 also indicates that for the 80x80 images the vehicle-tool contrast was bigger in 
the tool vs. vehicle categorization task than in the toy vs. real categorization task. 
However, statistically this effect was only marginally significant (OBJECT*TASK 
interaction for the 80x80 images: F(1, 32) = 4.10, p = .051, ηp2 = .11). Therefore, 
recognizable parts of vehicles and tools do elicit category differences, and it is possible 
that top-down processes also modulate the processing of these object parts.  
For the 2x2 images no significant interactions were found. The ANOVA revealed 
only a main effect the OBJECT (F(1, 32) = 4.52, p = .041, ηp2 = .12). The P1 amplitudes 
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2x2 images were not recognizable, therefore, the vehicle – tool differences for this 
stimulus type likely reflect low-level differences between the stimulus sets. However, for 
the intact images the vehicle-tool contrast was modulated by the hemisphere and task. 
Furthermore, the cortical maps for the vehicle – tool differences for the 2x2 images show 
a more medial distribution (Figure 6a). These results suggest that despite the low-level 
stimulus differences between the stimuli, the presence of the global shape influenced the 
early visual processing of the stimuli. 
In case of the N1 component a STIMULUS TYPE*OBJECT*HEMISPHERE 
interaction was found (F(2, 64) = 4.04, p = .022, ηp2 = .112) (Figure 8). The post-hoc test 
indicated that this effect was driven by the intact stimuli. The category difference was 
bigger and only present over the left hemisphere for the intact images 
(OBJECT*HEMISPHERE interaction for the intact images: F(1, 33) = 7.12, p = .012, ηp2 
= .18). No hemispheric difference was found for the 80x80 and 2x2 scrambled stimuli. 
Only a main effect of OBJECT was found for both the 80x80 (F(1, 33) = 25.07, p < .001, 
ηp2 = .43) and 2x2 (F(1, 33) = 10.77, p = .002, ηp2 = .25) images, where the N1 
amplitudes for vehicles were bigger than the amplitudes of tools. Furthermore, similarly 
to the P1 category difference, the vehicle-tool difference is distributed more medially for 




Figure 8. a) Scalp distribution for the vehicle-tool amplitude differences between 140-180 ms for the intact, 80x80 and 
2x2 images (from top to bottom) in the tool vs. vehicle task (left column) and in the toy vs. real task (right column). b) 
N1 vehicle-tool amplitude differences for the intact, 80x80 and 2x2 stimuli (from left to right) over the left (dark 
columns) and right (white columns) hemispheres in the tool vs. vehicle (TV task) and in the toy vs. real (TR task) 
categorization task. The error bars represent the standard error. We found a hemispheric difference for the intact 
images, irrespectively of the task. The vehicle-tool amplitude differences for the 80x80 and 2x2 images were not 
modulated by the hemisphere or the task. 
 
 
Similarly to the P1 component, the N1 category difference for the intact images 
revealed a left hemispheric discrimination processes in the presence of the global shape. 
Left lateralized representations have been associated with the tool category (Mahon et al., 
2007; Martin, 2007). Therefore, we performed further post-hoc tests to see whether the 
left hemispheric vehicle-tool contrasts were due to the tool category. For the P1 
component, the left lateralized difference was not due to a single category but was driven 
by the task (Figure 7). The P1 amplitudes did not differ between the hemispheres either 
for the tools or for the vehicles, irrespective of the categorization task. In contrast, the left 
hemispheric category difference in the N1 was clearly driven by the tools (Figure 9). The 
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N1 amplitudes for tools differed between the left and right hemisphere (t(33) = 2.91, p = 
.012), whereas no such difference was found for the vehicles.    
 
 
Figure 9. N1 amplitudes for intact tools and vehicles over the left and right hemispheres. The error bars represent the 
standard error. A category difference was found only over the left hemisphere. Furthermore, the N1 amplitudes differed 
between the two hemispheres only for the tools.  
 
 
Real - toy contrast 
Regarding the real-toy contrast the P1 component showed only a significant main 
effect of FUNCTION (F(2, 64) = 12.59, p = .001, ηp2 = .28) (Figure 10). However, this 
P1 effect did not differ between stimulus types, suggesting low-level differences between 






















Figure 10. a) Scalp distribution for the real-toy amplitude differences between 80-120 ms for the intact, 80x80 and 2x2 
images (from left to right). b) N1 real-toy amplitude differences for the intact, 80x80 and 2x2 stimuli (from left to right) 
over the left (dark columns) and right (white columns) hemispheres. The error bars represent the standard error.  
 
 
For the N1 component a STIMULUS TYPE*FUNCTION*HEMISPHERE 
interaction was found (F(2, 64) = 3.42, p = .039, ηp2 = .10) (Figure 9).  For the intact 
images, the real-toy contrast was bigger (and significant only t(33) = 4.22, p < .001) over 
the right hemisphere than over the left (FUNCTION*HEMISPHERE interaction for the 
intact images: F(1, 33) = 14.80, p = .001, ηp2 = .31) (Figure 11). Such a hemispheric 
effect was not found for either of the scrambled stimuli. On the other hand, Figure 11 
shows some hemispheric effect also for the 80x80 images. It is not sufficient to conclude 
a difference by only looking at the significant category difference pattern (Nieuwenhuis 
et al., 2011). Comparing the hemispheric effect for the intact and 80x80 images indicated 
no significant difference (within subject contrast: F(1,32) = 2.89, p = .099, ηp2 = .10). 
Therefore, based on these results it is not clear whether the right hemispheric advantage 
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in discriminating toys and real objects is driven by the global shape or can also be elicited 
by object parts.  
 
 
Figure 11. a) Scalp distribution for the real-toy amplitude differences between 140-180 ms for the intact, 80x80 and 
2x2 images (from left to right). b) N1 real-toy amplitude differences for the intact, 80x80 and 2x2 stimuli (from left to 
right) over the left (dark columns) and right (white columns) hemispheres. The error bars represent the standard error. 
We found a hemispheric effect only for the intact images. However, statistically the hemispheric effect did not differ 
between the intact and 80x80 images.        
 
 
The main effect of FUNCTION was found only for the 80x80 images (F(1, 33) = 
18.64, p < .001, ηp2 = .36) but not for the 2x2 stimuli. This indicates that low-level 
differences did not contribute towards the toy-real N1 differences. 
 
Interaction between objects and function 
For the N1 component the significant STIMULUS TYPE * OBJECT * 
FUNCTION * TASK interaction (F(2, 64)=3.45, p = .038, ηp 2 = .10) was also found. 
However, the post-hoc tests did not indicate any task-related modulation for either of the 
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stimulus types. On the other hand, we found a significant interaction between OBJECT 
and FUNCTION for the 80x80 images (F(1, 32) = 24.52, p < .001, ηp2 = .43). Figure 12 
shows the N1 amplitudes for the 80x80 images.  The N1 amplitude for the real vehicles 
was significantly smaller than for the other three object types (real vehicle vs. real tool: 
t(33) = 7.04, p < .001; real vehicle vs. toy vehicle: t(33) = 6.48, p < .001; real vehicle vs. 
toy tool: t(33) = 6.57, p < .001). No OBJECT*FUNCTION interaction was found for the 
intact and 2x2 stimuli. This interaction reveals that both the vehicle – tool and the real – 
toy contrast for the 80x80 images were based on the large N1 difference for the real 





Figure 12. N1 amplitudes for the 80x80 images. The N1 amplitudes for the real vehicles differed from the amplitudes 


































The aim of the study was to investigate underlying mechanisms of perceptual 
similarity-based discrimination processes for inanimate object categories. The main 
findings are the following. (1) In the presence of the global shape, the vehicle-tool 
differences in the N1 component were left-lateralized and this effect was driven by the 
tool category. (2) When the global shape was distorted, real vehicles elicited different N1 
amplitudes compared to the other three stimulus types. (3) We found task related top-
down modulation in the P1 for both types of recognizable stimuli. However, the pattern 
of such top-down effects differed for the images containing global and distorted shape. 
(4) Low-level differences were present between the tool and vehicle images. However, 
neither the left lateralized discrimination processes for the intact images or the specific 
N1 difference for scrambled recognizable real vehicles were based on low-level 
differences.  
The category differences showed dissimilar patterns depending on whether the 
global shape was present or distorted, which suggests different processing mechanisms 
for whole objects and object parts. In the presence of global shape, the vehicle and tool 
discrimination process was left lateralized, and this effect was driven by the tool category. 
Left lateralized visual ERP differences have been reported for tool vs. animal categories, 
however, only for later ERP components than those investigated here (Sitnikova et al., 
2006). In that experiment, however, participants had to perform a naming task instead of 
direct category discrimination. Therefore, the different task might explain the early ERP 
differences in our study. Furthermore, the hemispheric difference for the N1 component 
in our study was clearly due to the tool category. The left lateralized processing for the 
tools is not surprising. It has been shown that tools evoke specific action-related 
PAPER	4	-	ERP	DIFFERENCES	FOR	INANIMATE	CATEGORIES	 27	
processes in the left hemisphere (Chao & Martin, 2000; Mahon et al., 2007; Martin, 
2007). If the attributes of categories are represented in functionally connected networks 
(Martin, 2007), such left-lateralized motor activation might also influence visual 
processing. Indeed, it has been shown that information processing in the ventral visual 
areas is modulated by the activation of additional brain areas. The dorsal areas, where 
action-related attributes are processed, can influence the processing by object recognition 
areas (for review see Cloutman, 2013). Therefore, it is possible the hemispheric 
differences for tool processing are based on the activation of left-lateralized action 
knowledge. This interpretation is in line with the interpretation of left-hemispheric 
animal-tool ERP differences reported by Sitnikova et al., (2006). This would suggest that 
the N1 amplitude reflects not only visual processing, but that it is modulated by the 
processing of other, object-related attributes.  
However, it is important to note that in our study left hemispheric processes were 
present only when the global stimulus shape was available. The vehicle-tool difference 
for the scrambled-recognizable images showed specific processing mechanisms for the 
real vehicles, and this process were not lateralized. Nevertheless, participants were able to 
recognize tools with high accuracy even if the global shape was distorted. Therefore, 
object fragments are informative enough for categorization; however, the different 
involvement of the left hemisphere for intact and scrambled images suggests different 
processing mechanisms for whole objects and their fragments. One possibility is that N1 
differences for scrambled objects do not reflect real category discrimination processes 
and consequently, conceptual category representations. Alternatively, it is possible that 
tool fragments alone are not enough to activate action-related knowledge. Finally, in 
theory, ERP responses could be affected by the presences of horizontal and vertical lines 
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in the 80x80 images. However, the presence of horizontal and vertical lines unlikely 
affects the real vehicle category selectively as we found in the N1.   
If left-hemispheric processes for the intact images reflect category representations, 
then the lack of lateralization for the scrambled images might indicate that fragments of 
objects do not activate conceptual representations at the time of the N1 component. 
Indeed, we found smaller N1 amplitudes for real vehicles compared to the other object 
categories when the global shapes were distorted. This shows that the category 
differences for both the vehicle-tool and toy-real categories were due to the real vehicles. 
This indicates that category N1 differences for the scrambled images do not reflect 
category discrimination processes. It has been suggested that the larger N1 amplitude can 
be interpreted as enhanced visual analysis (J. Tanaka, Luu, Weisbrod, & Kiefer, 1999) or 
more difficult perceptual encoding (Jacques & Rossion, 2007). It is possible that 
fragments of real vehicles have higher diagnostic value than fragments of tools or even 
toy vehicles. A similar mechanism has been suggested for categorizing images of natural 
scenes (J. Vogel & Wallraven, 2006). In their study, the role of image fragments varied 
for different scene categories. Participants were similarly accurate in categorizing intact 
and scrambled versions of forest and plain scenes, whereas accuracy rates decreased for 
scrambled images of river and lake scenes compared to their intact versions. This result 
suggests that the vehicle-tool and toy-real amplitude differences in our study might not 
reflect real discrimination processes for the scrambled images. Rather, the smaller N1 
amplitude for real vehicle fragments reflects less effort in processing compared to the 
other object categories. 
It is also possible that the presence of a whole object is necessary to activate the 
action-knowledge network. This could explain the lack of left lateralized processes for the 
scrambled images. Indeed, it has been shown that the posterior LOC regions are more 
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sensitive to scrambled images containing local features, while the more anterior and 
lateral areas in the LOC contain global representations (Grill-Spector et al., 2001; Lerner 
et al., 2001). If whole objects and object parts are represented in different LOC areas, 
then they might also elicit different processing mechanisms.  
However, both the lack of action-knowledge activation for the scrambled tools 
and the lack of real category discrimination for scrambled objects suggest that the N1 
category differences do not reflect real conceptual category discrimination when the 
global shape is not available. However, participants were quite accurate in recognizing 
objects by their fragments (accuracy: 89.52%). If the N1 component does not reflect 
discrimination processes, category representations should be activated later in time. 
Indeed, whereas several studies have reported robust N1 category differences for intact 
faces and cars (for review see Rossion & Jacques, 2008), Harel, Ullman, Epshtein and 
Bentin (2007) have found category differences for face and car fragments only in a later 
ERP component (N2). Harel et al. (2007) suggested that fragments of faces might elicit 
different processing mechanisms than whole faces. This could explain the delayed 
category difference in their experiment. However, unlike Harel et al. (2007) we did find 
some kind of category differences for the N1 component. This difference can be 
explained by the stimuli used in the two studies. Harel et al. (2007) used isolated, 
greyscale fragments of cars and faces, whereas we used color images, and although the 
object parts were scrambled we presented all parts of the objects. Indeed, a recent study 
reported the advantage of colors for categorizing scrambled images of animals and 
vehicles (Rokszin et al., 2015).  Regarding the underlying mechanism of category 
discrimination, overall our results indicate that the processing of different object 
categories relies on different mechanisms. The categorization of tools primarily relies on 
shape-based processing. The presence of global shape enables the activation of 
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conceptual tool representations in the early stages of processing. Unlike for the tools, the 
activation of conceptual representation of vehicles cannot be identified with a specific 
mechanism. However, the small N1 amplitude and high accuracy rates for the real 
vehicles suggest that fragment-based representations play an important role for the 
vehicle category. Therefore, these results suggest different processing mechanisms that 
are selective to object categories.  
One possible explanation for these results relies on the specific structure of tools. 
They usually have a handle and a functional part. It has been shown that the handles of 
tools attract early attentional processes (Matheson et al., 2014). In their study, animals 
and tools were presented on the screen. These were followed by a dot that appeared on 
either side of the objects for 100 ms. The task of the participants was to indicate whether 
the dot appeared on the left or the right side of the screen by pressing a button. Responses 
were more accurate when the dot was shown next to the object handle than when it was 
shown next to the functional part. Furthermore, attention related ERP modulation was 
also found. The P1 component was bigger when the dot was presented next to the handle 
than when it appeared on the side of the functional part.  No such differences were found 
for the animals (Matheson et al., 2014). Therefore, it is possible that the handles of tools 
have an important role in the activation of action-knowledge. However, a handle can be 
defined in relation to the whole object. When the global shape is disrupted the intrinsic 
structure of the tool disappears; therefore, an early attentional bias towards the handle 
cannot be present. Furthermore, when only fragments of tools are available the functional 
tool part might be a better candidate to help in accurate recognition than fragments of 
handles. This could explain why only the intact tools elicited left-lateralized processing 
mechanisms. Vehicles, on the other hand, are often partly covered by other objects in 
everyday scenes, but people can still easily identify them. The small N1 amplitude and 
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high accuracy rates for the real vehicle fragments suggest that fragment-based 
representations play an important role in recognizing real vehicles in everyday life. 
We found task related top-down modulation for the P1 component both for the 
intact and scrambled recognizable images. When the global shape was present, the tool-
vehicle amplitude difference was left lateralized when participants had to discriminate 
between tools and vehicles, but not when they discriminated between toys and real 
objects. When the shape was distorted, the vehicle-tool difference was larger in the tool 
vs. vehicle task than in the toy vs. real task, however, this effect was only marginally 
significant and it was not lateralized.  
Similar task related modulation of the visual ERPs has been recently reported. In 
one study (Balas and Koldewyn, 2013) participants were shown humans and dogs either 
as  real faces or faces of toys. The authors found N1 amplitude differences only when 
participants had to perform a human vs. dog categorization task. When participants had to 
decide about the animacy of the stimuli (i.e., toy vs. real) the human-dog N1 difference 
disappeared. If the ERP category differences flexibly follow the categories inflicted by 
the categorization task, than ERP category differences might reflect decision-making 
processes (Johnson & Olshausen, 2003). However, we found task related modulation in 
the P1 component instead of the N1. Furthermore, in our study the task effect showed a 
different pattern when the global shape was present. The task did not enhance the P1 
category differences; instead it shifted the category difference to the left hemisphere. 
Therefore, decision-making processes as an underlying mechanism for the observed task 
effect cannot explain our results.    
It is possible that in our study the task modulation for the P1 component reflects 
an early interaction between top-down expectations and bottom-up information processes. 
Indeed, flexible top-down and bottom-up interactive processes have been suggested in 
PAPER	4	-	ERP	DIFFERENCES	FOR	INANIMATE	CATEGORIES	 32	
vision (e.g. Gilbert & Sigman, 2007). It has been shown that the expectation of simple 
geometric shapes tune neurons in the early visual cortex (McManus, Li, & Gilbert, 2011). 
Furthermore, at the level of brain areas, it has been shown that top-down factors can 
activate category-specific areas in the ventral visual stream. In fMRI experiments, 
participants learned that specific cues predicted the category of the subsequent stimulus. 
These anticipatory cues activated category-specific visual areas. Such anticipatory 
activities have been reported following visual cues such as images (Esterman & Yantis, 
2010), symbols (Peelen & Kastner, 2011) or the written name of the categories (Puri et 
al., 2009). Tool-specific areas can be activated not only by looking at images of tools, but 
also by answering questions about tools (Chao et al., 1999). Our participants knew in 
advance that their task was to categorize tools and vehicles. Therefore, the expectation of 
a tool category could prepare the visual system by activating the network representing 
tools. This network also involves the left lateralized action-knowledge network (Martin, 
2007), which could explain the left lateralized tool-vehicle difference for the P1 
component in the tool vs. vehicle task.  
The lack of lateralization for the scrambled images, similarly to the N1 effect, 
could suggest that the global object has to be present for the activation of the action-
knowledge network. Still, the presence of a task effect indicates an interaction between 
top-down and bottom-up processes at the level of object part representations. Therefore, 
this result suggests that the posterior LOC areas containing the representations of object 
parts (Grill-Spector et al., 2001) can be accessed both by top-down and bottom-up 
processes.        
Regarding the possible low-level differences between vehicle and tool images, our 
results suggest that such differences are not the underlying factors of the P1 and N1 
differences for the intact and scrambled-recognizable images. It has been suggested that 
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early ERP differences are driven by low-level physical differences between stimuli that 
are independent from the perceptual or conceptual object categories (e.g. Thierry, Martin, 
Downing, & Pegna, 2007).  In our study the stimuli were not matched for low-level 
differences such as the luminance or color. Indeed, we found significant vehicle-tool 
differences even for the unrecognizable-scrambled stimuli, which indicates the role of 
low-level physical factors in these early ERP components. However, our results suggest 
that low-level differences alone cannot explain the P1 and N1 category differences found 
for the intact and scrambled-recognizable stimuli. The ERP category differences were 
modulated by additional factors in the presence of a recognizable object, or object parts, 
in the stimuli. In the presence of global shape, we found task-related modulation and a 
left hemispheric advantage in category discrimination. In the presence of object parts the 
N1 component reflected a specific mechanism for the real vehicle parts. In addition, the 
cortical map of the vehicle-tool difference for the unrecognizable images showed more 
medial distribution compared to the recognizable stimuli. This is in line with the 
suggestion that low-level features activate the earlier visual areas (Contini et al., 2017). 
Therefore, the presence of a recognizable object or object parts in the stimuli elicited 
additional processing mechanisms other than simply low-level discrimination processes. 
Furthermore, despite the significant category differences in the ERP, the accuracy of 
category judgments was only slightly above chance level for the unrecognizable images. 
Therefore, category differences in the P1 and N1 components do not necessarily lead to 
conscious recognition.  
Regarding the toy and real categories, toy-real ERP differences were present for 
the intact and scrambled-recognizable images. Furthermore, we found right-hemispheric 
processes for the toy-real distinction in the N1 component. This hemispheric effect was 
present both for the intact and, at least partly, for the scrambled recognizable images. 
PAPER	4	-	ERP	DIFFERENCES	FOR	INANIMATE	CATEGORIES	 34	
Therefore, these results do not clearly suggest different processing mechanisms for these 
two image types. The members of the toy and real categories share similar shapes and 
specific object parts (for instance a toy and real car have a similar global shape and they 
both have wheels). Therefore, the toy-real distinction cannot be based on perceptual 
similarity. Presumably, a toy vs. real discrimination is based on the processing of detailed 
information such as material, texture or the proportion of the parts. Indeed, right 
hemispheric processing for surface properties have been reported (Cant & Goodale, 
2007). This observation is in line with our result of a right-hemispheric advantage for toy-
real discrimination both for intact and scrambled images, as surface properties can be 
processes even in the absence of shape.   
In regard of the visual ERP components, our results show that similar amplitude 
differences for the visual P1 and N1 ERP components can reflect different underlying 
processes. The results suggest that N1 category differences can reflect simply low-level 
differences (unrecognizable stimuli), but also conceptual category representations (intact 
tools). Flexible visual processing mechanisms and consequently flexible modulation of 
the visual ERP components can explain why so many explanations have been given to the 
category differences reflected in the ERPs. Furthermore, the results also show that 
category representations can be reflected in the N1 or in subsequent components. 
Similarly, it has been suggested that decision-making processes can be reflected either in 
the N1 or subsequent ERP components depending on the task (Johnson & Olshausen, 
2005, 2003).  
There is an emerging view in the recent EEG literature about the flexibility of the 
ERP components. For instance Van Der Lubbe, Szumska, and Fajkowska (2016) have 
suggested that the interpretation of visual P1 and N1 components should be reconsidered 
in the light of their findings. They showed that the P1 amplitude was related to stimulus-
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locked activity in the alpha frequency band, while the N1 amplitude was related to 
stimulus-locked activity in the theta band when emotional faces were used as stimuli in a 
go/no-go task. It is a question whether P1 and N1 amplitudes are related to similar 
frequency bands for different stimuli and in different categorization task. Furthermore, in 
a recent review, Contini et al. (2017) have suggested that novel EEG analyzing methods 
indicate dynamic time-courses for object processing, which includes both bottom-up and 
top-down processes. The authors have also pointed out that results related to the time-
course of categorization are always specific to the stimulus set used in those experiments. 
This is in line with our assumption that category differences in the visual ERPs might 
reflect different processes depending on the stimuli and task used in the experiment.        
Overall these results indicate flexible processing mechanisms for different object 
categories and stimulus types. Consequently, the visual ERPs do not reflect fixed 
processing mechanisms and the category differences appearing in the N1 component can 
reflect very different underlying processes. Rather, the visual ERPs might reflect different 
processes depending on the stimuli and task used in the experiment. Finally, our results 
show that even the earliest ERP components, around 100 ms after presentation of a 
stimulus, reflect interactions between perceptually driven bottom-up and conceptually 
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The aim of the thesis was to investigate the underlying factors of the category 
differences in the visual ERPs. Additionally, we investigated the interactions between 
bottom-up and top-down visual processes, reflected as task-related modulation of the 
ERP category differences. Specifically, we were interested whether category differences 
are based on lower-level physical differences or higher-level category representations, 
and as well as, whether top-down factors access lower- or higher-level processes. In 
Papers 1 and 2, we investigated the effect of amplitude spectrum (AS) information on the 
animal-vehicle differences in the visual ERPs in different categorization tasks. In Paper 3, 
we examined whether animal-vehicle ERP differences and their task-related modulation 
are specific to high or low spatial frequency information. In Paper 4, we investigated 
whether the task also modulates the ERP differences for inanimate object categories 
(tools and vehicles), and whether the presence of global shape plays a role in tool-vehicle 
discrimination.  
    In Paper 1, we investigated whether animal-vehicle ERP differences are based 
on the AS, as a low-level, category-specific characteristic and whether the task, as a top-
down factor, accesses bottom-up processes at the level of the AS information. For the P1 
component, animal-vehicle differences occurred only for images with intact AS and only 
in the animal-vehicle task. In contrast, category differences in the later P2 and N2 
components were irrespective of the AS content of the images, and they were larger when 
participants had to differentiate animals and vehicles compared to when the task did not 
require the processing of these categories. Therefore, the early P1 reflected interaction 
between the AS and the task demand, whereas later ERP components indicated higher-
level, category-specificity and its modulation by the task.  
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We also examined the role of AS on the animal-vehicle ERP differences without a 
forced choice categorization task. In Paper 2, participants had to match category labels 
and the subsequent images, therefore, instead of two-choice categorization, this task 
required a decision whether the presented category label and the following image 
matched or not. The label-image matching task is a categorization task that directs 
participants’ attention to the object on the image, similar to a two-choice task. However, 
the decision that participants have to make is not a forced-choice, animal vs. vehicle 
decision. Using a similar, still different categorization task can show whether ERP 
differences found in Paper 1 are due to a two-choice task or they are due to the processing 
of these images, irrespectively of the task. The category differences in the N1, P2 and N2 
components were similar to those in Paper 1; however, they were only present when the 
AS information was available in the images. This similarity suggests that he category 
differences in the ERPs are mainly due to the processing of the images. This similarity is 
discussed in detail later on (see ‘Animal-vehicle differences in the visual ERPs’ section).  
In Paper 3, we investigated whether category differences are based on low spatial 
frequency (SF) information, which reflects coarse, global shape information about 
objects. In that study, we found P2 animal-vehicle differences irrespective of the spatial 
frequency content of the images, but these differences were present only in the animal-
vehicle task, but not when participants had to identify a letter displayed on the image. 
This suggests that category differences are not specifically based on high or low SFs. 
However, when images contained intact SFs, the task modulated the category differences 
earlier, already in the N1 component. Therefore, the more information is present in the 
images the earlier the category differences can emerge. 
In Paper 4, we investigated how the presence of global shape and recognizable 
object fragments affect ERP differences for tool and vehicle categories, and how the task 
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affects these differences. The presence of global shapes elicited different ERP category 
differences than object fragments. The hemispheric differences indicated tool-specific 
processes, but only for whole objects. Additionally, the task also modulated these tool-
specific processes in the presence of the global shape.  
In the following sections, these results will be discussed from the point of view of 
(1) category representations, (2) top-down processes, (3) information accumulation and 
integration in the visual areas for decision-making, and (4) the function of ERP 
components in terms of underlying processes.  
 
Category representations in the visual ERPs 
 
The last stage of the ventral visual pathway is the inferior temporal (IT) cortex in 
monkeys, and its human counterpart, the lateral occipital complex (LOC). Neurons in the 
IT are shape-selective and their firing patterns seem to represent object categories (Kiani 
et al., 2007; Tompa & Sáry, 2010). In an single cell recording study, Kiani et al. (2007) 
found category-selective activity patterns in the monkey IT for animate and inanimate 
categories. Within the inanimate category, they found category-selectivity for human, 
monkey and non-primate faces, as well as for bodies for higher-level (humans, birds, for 
legged animals) and lower-level animals (e.g. fish, insects). Category-specific areas have 
also been reported in the human LOC using brain imaging methods. Specific areas have 
been found for faces (Kanwisher et al., 1997) and body parts (Downing, 2001). 
Furthermore, Chao, Haxby, and Martin (1999) reported animal-specific activity pattern 
across different LOC areas. Moreover, in humans category-selectivity has also been 
found for inanimate object categories, such as for buildings (Aguirre, Zarahn, & 
D’Esposito, 1998), chairs (Ishai et al., 1999), tools (Chao et al., 1999) and visual scenes 
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(Epstein & Kanwisher, 1998). However, recent fMRI results have suggested that only 
animate and inanimate categories, as well as faces and bodies are categorically 
represented in the human LOC (Kriegeskorte et al., 2008). Nevertheless, higher-level 
visual areas also contains continuous, similarity-based object representations 
(Kriegeskorte et al., 2008; Mur et al., 2013). According to these results, similar objects 
are represented closer to each other in a continuous space. On this view, category-specific 
areas for inanimate objects do not reflect real category representations; instead, category-
specificity arises as an artifact from experiments that use perceptually very different 
categories (Kriegeskorte et al., 2008). Additionally, these category-specific responses are 
stable, as their boundaries do not change with task requirements (Bugatus et al., 2017; 
Linda L Chao et al., 1999).  
Beside brain imaging methods, the EEG signal also seems to contain categorical 
code. By using multivariate pattern analysis, both object- and category-selective patterns 
can be decoded from EEG or MEG signals (for review see Contini, Wardle, & Carlson, 
2017). In addition, given the good temporal resolution of EEG, this analysis can also 
reveal the time-course of category-specific activity. Results have indicated that object-
specific information can be decoded earlier, while category specificity emerges later in 
time. Animate and inanimate category distinctions could be decoded as early as 160 ms 
after stimulus onset in one study, or later, at around 240 ms after onset, depending on the 
stimulus set used in the study (Contini et al., 2017).  
 
Animal-vehicle differences in the visual ERPs 
Category differences in the visual ERPs have been found for categories that have 
also shown differential activity in brain imaging studies. Therefore, one aim of this thesis 
was to discover whether animal/non-animal ERP differences reflect category 
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representations. We investigated this question in three studies (Paper 1, 2, 3), using the 
same stimuli and similar categorization tasks. In Paper 1, animal and vehicle images were 
presented either with intact or averaged AS. In Paper 3, we used the same images with 
different SF content. In both studies, stimuli had to be categorized either as animals and 
vehicles or according to the letter appearing on the images. In Paper 2, similarly to Paper 
1, animal and vehicle images contained either the original or the averaged AS 
information. However, in this study, instead of a categorization task, participants had to 
match category labels with the following images. If the category differences in the ERPs 
reflect higher-level category representations and consequently the percept, then animal-
vehicle differences should not be modulated by low-level image properties and results 
should show similar differences across these studies. Moreover, even if the modulation of 
different low-level image properties can alter ERP differences, the direction of the 
animal-vehicle differences (e.g. more negative amplitudes for vehicles compared to 
animals) should not change between studies. If similar animal and vehicle images elicit 
the same category differences despite the different modulation of low-level properties 
(AS, SFs) and task requirements across studies, it would suggest that he category 
differences in the ERPs are mainly due to the processing of these categories. 
It has been shown that ERP category differences reflect some aspect of the percept 
(Bacon-Macé et al., 2005; Macé et al., 2005; Rokszin et al., 2015). Nevertheless, 
reflecting the percept requires that representations should not be sensitive to low-level 
characteristics. This is because the percept reflects the end-result of visual processing, 
which is an integrated image of different characteristics even if these were processed 
separately. Indeed, this is what we found in Papers 1 and 3 for the P2 and/or N2 
components. In Paper 1, category differences in the early P1 and N1 components were 
modulated by the AS content of the images. In contrast, animal-vehicle differences in the 
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P2 and N2 components were irrespective of the AS information. In addition, these late 
animal-vehicle differences were distributed over more lateral occipital areas, which 
contain category representations, in contrast to the medial occipital distribution of the 
differences related to AS information (see Figures 3, 4, 5 & 6 in Paper 1). Similarly, in 
Paper 3, animal-vehicle differences in P2 were irrespective of the SFs; despite the 
different low-level characteristics of the images, these characteristics did not modulate 
the animal-vehicle differences. By the time of the P2 component, amplitudes for vehicles 
were more negative than for animals for all stimulus types despite the differential 
processing of AS and SF information. Therefore, animal-vehicle differences by the time 
of the P2 component are irrespective of AS and SF content of the images, suggesting that 
they reflect higher-level category representations. 
It has also been shown that representations in the higher-level areas are stable 
(Bugatus et al., 2017), therefore, if ERP differences reflect these representations, these 
differences should be stable across studies. We used the same images in Paper 1 and 2, 
therefore we can compare the results. In both studies, P1 and N1 animal-vehicle 
differences were distributed over medial occipital areas, and P2 and N2 differences were 
more laterally distributed. Additionally, the direction of the difference was similar in both 
studies, at least for images with intact AS. That is, the N1 amplitudes were lager for 
animals than for vehicles over the medial occipital areas. For the P2 and N2 components, 
the amplitudes were more negative for vehicles compared to animals over the lateral-
occipital areas. For images with averaged AS, we found differences only in Paper 1, but 
not in Paper 2. This difference is therefore likely due to the task (animal-vehicle 
categorization in Paper 1 vs. word-image matching in Paper 2). This assumption is also 
supported by the results of Paper 3. In that paper, stimuli with intact SFs were matched 
for AS. Therefore, these stimuli were similar to animal and vehicle images in Paper 1 
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with intact AS. In addition, participants performed a two-choice categorization task in 
both studies. Animal-vehicle differences showed a slightly different scalp distribution in 
the two studies. In Paper 1, P1 and N1 differences were distributed over the medial 
occipital areas, while P2 and N2 differences were distributed more laterally (Figures 3, 4, 
5, 6 in Paper 1). In contrast, category differences in Paper 3 were distributed similarly for 
all ERP components, including both temporal and occipital electrodes (Figure 7 in Paper 
3). Nevertheless, animal-vehicle ERP differences were similar in both studies. That is, the 
P1 did not differ between the two categories, while amplitudes for vehicles were more 
negative than for animals for the N1, P2 and N2 components. 
Overall, our results show that animal-vehicle differences in the P2 and N2 are 
irrespective of low-level stimulus characteristics, and these differences were stable across 
studies. Furthermore, these results are in line with previous studies reporting more 
negative ERPs for inanimate objects compared to animals in a two-choice categorization 
task (Antal et al., 2001; Antal, Kéri, Kovács, Janka, & Benedek, 2000; Linnert, Csifcsák, 
& Tompa, in prep). However, in studies where a go/no-go task was performed, 
amplitudes were usually more negative for animals. Nevertheless, the results of 
VanRullen and Thorpe (2001) suggest that processes reflecting visual categories and 
decision-making processes overlap in the ERPs in a go/no-go paradigm. When these two 
processes are intermixed, it can alter the ERP differences. In a two-choice categorization 
task, on the other hand, both visual processing and decision-making rely on category 
specific information; therefore, decision-making does not modulate category specificity. 
Additionally, studies differ in the types of images used as non-animal category. In many 
papers, images of natural and artificial scenes mixed with man-made objects and are used 
as inanimate category (e.g. Antal et al., 2001, 2000; Thorpe, Fize, & Marlot, 1996), while 
other studies used only man-made objects, such as vehicles (R VanRullen & Thorpe, 
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2001). Additionally, a few studies include plants and fruits as stimuli (Antal et al., 2000; 
Kiefer, 2001), but while Antal et al. (2000) included these images to the non-animal 
category, Kiefer (2001) included them in the natural category together with animals. 
According to Kriegeskorte et al., (2008), plants and fruits belong to the inanimate 
category, together with man-made objects. Furthermore, a specific areas have been 
discovered that process scenes and buildings (Aguirre et al., 1998; Epstein & Kanwisher, 
1998); thus, scenes and buildings are likely processed differently, than man-made objects. 
Therefore, if category differences in the visual ERPs reflect visual category 
representations, the choice of inanimate category could also modulate ERP differences. 
The categorization task and the choice of stimulus categories can explain the differences 
between studies. Nevertheless, we found similar animal-vehicle differences in three 
separate studies, using different categorization tasks and different low-level image 
modulation, which suggests the role of category representations as underlying factors of 
the ERP differences.     
 
Differences between inanimate object categories 
In line with the suggestion that inanimate object representations are organized by 
perceptual similarity (Kriegeskorte et al., 2008), a similarity-based mechanism can also 
explain the category differences reported for the visual ERPs such as between inanimate 
object categories. In paper 4, we investigated whether perceptual similarity is based on 
the global shape of the objects, or on category-specific object features for inanimate, 
vehicle and tool object categories. Moreover, the special nature of the tool category 
enabled us to investigate whether visual ERPs are modulated by the processing of other, 
object-related attributes. Vehicle and tool categories are not represented per se in the 
LOC (Kriegeskorte et al., 2008). Nevertheless, tool-specific activity patterns have been 
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found in the higher-level visual areas (Linda L Chao et al., 1999). Such tool specific 
patterns could be based on visual similarity, such as the shape information (Kriegeskorte 
et al., 2008). Alternatively, tool specific activity in the visual areas could be part of a 
network that represents different attributes of an objects and related knowledge in 
distributed areas (Haxby et al., 2001). The results of Paper 4 suggest that the activation of 
such a tool-specific network also modulates the ERP differences between tools and 
vehicles. On the other hand, results also indicate the role of shape information in the 
visual ERPs. We found left hemispheric tool-vehicle ERP differences reflecting tool-
specific processes only for intact images, but not for images with distorted shape 
information. This is in line with findings suggesting shape-selectivity in the higher-level 
visual areas (for review see Tompa & Sáry, 2010). Also, shape can be an important 
organizing factor for the continuous object representational space in these visual areas 
(Dilkina & Lambon Ralph, 2012). Furthermore, the importance of the global shape is in 
line with the assumption that high-level visual representations do reflect the percept, and 




In a previous study we have found task-related modulation for car-bird N1 
differences (Linnert et al., in prep). One aim of this thesis was to investigate the 
underlying mechanisms of such modulation. We examined the animal-vehicle ERP 
differences in different tasks and by modulating low-level image characteristics, such as 
the AS and SF contents. In Paper 1, we found interactions between top-down and bottom-
up processes at the level of both low-level category-specific processes in the P1, and at 
the level of category representations in the P2 and N2. Results of Paper 3 suggested that 
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top-down processes do not separately access high or low SF information, and we found 
interactions at the level of category representation also in this study. Furthermore, task-
related modulation in Paper 4 also suggests interactions at the level of higher-level 
category representations for inanimate tool and vehicle categories.  
Top-down activation of shape- or category-selective areas has been previously 
reported in mental imagery (O’Craven & Kanwisher, 2000; Reddy et al., 2010) and in 
expectation of a subsequent stimulus (Esterman & Yantis, 2010; Peelen & Kastner, 2011; 
Puri et al., 2009; Stokes et al., 2009). Bugatus et al. (2017) have reported results 
indicating that stable higher-level category representations in the visual areas are affected 
by selective attention, but category boundaries do not change in different categorization 
tasks. The authors suggested that this is because selective attention only restricts the 
processing to the attended object or category, but it does not modulate category 
boundaries. In other words, selective attention might focus visual processing in order to 
“see” or perceive the attended object as quickly as possible. Preparatory activity is also 
explicable in this framework, as the expectation of an object selectively activates a visual 
area that is responsible for the processing of that object. Furthermore, such selective 
activity modulates the processing of the subsequent stimuli and increases performance.  
Selective attentional processes can also explain our findings about task-related 
modulation of ERP category differences. If the ERP category differences flexibly follow 
the categories inflicted by the categorization task, then ERP category differences might 
reflect decision-making processes. Despite the fact that these modulations are task-
related, results suggest that they do not reflect task-related decision-making per se. First, 
in our previous study (Linnert et al., in prep) we did not find color-greyscale difference 
for intact cars and birds, even if the categorization task required color distinction. In 
contrast, we did find car-bird (Linnert et al., in prep) and animal-vehicle differences 
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(Paper 1, 3), even if the task did not required the differentiation of those categories. 
Second, in our previous study (Linnert et al., in prep) and in Paper 4, the categorization 
task did not modulate the magnitude of the category difference, rather, it modulated the 
hemispheric distribution of those differences. Third, decision-making could not rely 
solely on lower-level physical stimulus characteristic as we still found task related 
modulation at the level of AS. Therefore, task-related modulation of the ERP category 
differences might rather reflect participants’ expectation or selective attention to the 
content of the images.  
Attentional processes, however, might differ in different types of categorization 
tasks. We did not find direct evidence indicating that correctly or incorrectly expecting an 
animal or a vehicle would modulate the ERPs (Paper 2). Nevertheless, in Paper 2, 
participants performed a word-image matching task, whereas in the other studies, the 
task-related modulation was found in categorization tasks. Both tasks require the 
recognition of the object; however, they might distribute attention differently. In a word-
image matching task the main focus can be to identify the object. In contrast, for 
categorization, the main focus can be to differentiate the two categories from each other. 
It is possible that this differentiation shows up in the ERP as larger category difference. 
The results of Koida and Komatsu (2007) are in line with this explanation. They 
investigated activity differences at the level of color-selective neurons in the monkey IT 
in a color categorization and a color discrimination task. They found increased activity in 
the categorization task, and decreased activity in the discrimination task for the same 
neurons.   
Therefore, selective attention facilitates fast and precise processing of the target 
object or category. Nevertheless, it is important to point out that higher-level visual 
representations are also activated automatically, without any attention. For instance, 
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Peelen, Fei-Fei, and Kastner (2009) have found category-specific activity for humans and 
cars even if the task did not require the processing of those images and if they were 
presented outside of the focus of attention. Similar results have been reported for ERP 
animate-inanimate differences (Zhu et al., 2016). In that study, images were presented in 
a continuous flash suppression paradigm, meaning that noisy images are continuously 
presented in one eye, which suppresses the processing of the animate or inanimate images 
presented in the other eye. After stimulus presentation, participants were asked whether 
they saw an image, and if they did, what was the category of that image. ERPs were 
compared between animal and non-animal trials in the seen and unseen condition, 
respectively. ERPs differed between the two categories in both conditions, however, the 
direction of the difference changed between conditions. In the seen condition animals 
elicited larger amplitudes compared to vehicles. In contrast, in the unseen condition non-
animals elicited larger amplitudes than animals between 150 - 300 ms. This indicates that 
differential processing of animals and non-animals takes place even in the absence of 
conscious recognition (Zhu et al., 2016).  
We also found category differences even if the task did not require the processing 
of those categories. The magnitude of the category difference was strong between cars 
and birds in the color vs. greyscale task (Linnert et al., in prep), as well as between tools 
and vehicles in the toy vs. real task (Paper 4). We found animal vs. vehicle differences in 
paper 1 and 3 also in the X vs. O categorization task; however, these differences were not 
so strong compared to the colored images in Linnert et al. (in prep) and in Paper 4. 
Nevertheless, the objects on these images are easily recognizable and salient, and 
participants can easily perceive these categories even if they did not have to categorize 
them. Therefore, these results show category-selectivity in the absence of task 
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requirement but not in the absence of conscious perception, as in the study by (Zhu et al., 
2016).     
Overall, our results indicate that category representations are activated 
automatically, even if those categories are not relevant to the task. Therefore, the task 
does not elicit these differences; rather, it increases the magnitude of the differences, or 
modulates hemispheric processing, possibly through a mechanism that focuses the 
attention to category-specific features both at the level of low-level physical features and 




The evidence discussed above suggests that higher-level visual areas contain 
stable category representations and these representations are affected by selective 
attention. Moreover, the category differences in the visual ERPs also reflect these 
attributes of the visual processes. These phenomena can be examined in the framework of 
information accumulation and integration for decision-making.  
Decision-making processes can be understood as evidence accumulation towards 
that decision. According to the accumulation-to-threshold mechanism, when the 
accumulated evidence reaches a threshold, the decision can be made. Tremel and Wheeler 
(2015) have reported evidence showing that face- and house-selective visual areas 
accumulate information related to the processing of those categories for decision-making. 
In that study, participants performed a two-choice face vs. house categorization task on 
videos presenting either a noise-degraded face or house. The authors investigated the 
temporal dynamics of the activity in the category selective areas, and compared this with 
the reaction times. When participants’ decision was fast, activity in the category selective 
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regions started to rise later, but it showed a steeper increase and quickly reached the peak 
activity. In contrast, longer reaction times were associated with an earlier rise in activity, 
but the increase was shallow and the peak activity was lower and it was reached later in 
time. Images of houses elicited accumulative activity also in the face-region; however, 
this activity was smaller compared to activity for faces, and it did not correlate with the 
reaction times. In contrast, no such activity was found for faces in the house-specific area. 
Thus, these results suggest category-specific evidence accumulation in category-selective 
areas and they support an integration-to-threshold mechanism in decision-making 
processes. Interestingly, such an accumulation-like activity change was also found for 
noise-only trials, when participants still reported seeing a face or house. Therefore, the 
accumulative activity is percept-dependent; however, it does not necessarily rely only on 
actual visual features (Tremel & Wheeler, 2015). Nevertheless, the authors did not 
discuss what kind of evidence could elicit such activity if visual features are not present.  
Top-down or feedback processes have been suggested to modulate evidence 
accumulation (Simen, 2012). Thus, it is possible, that accumulative activity for noisy 
stimuli (Tremel & Wheeler, 2015) is based on top-down processes, such as expectation of 
the appearance of a face or house. The results of Puri et al. (2009) are in line with this 
explanation. They found that top-down processes, such as the expectation of a house or a 
face, elicit activation in category-specific regions. Following such preparatory activity, 
the overall activity was increased in those areas for the subsequent image. Moreover, 
category-specific areas showed greater category selectivity; the difference between the 
activation for faces and houses was larger following preparatory activity (Puri et al., 
2009). Therefore, if category-specific areas accumulate and integrate evidence to a 
threshold, and this can be measured in the activity pattern in those areas, then top-down 
activation in expectation to a certain category should modulate information accumulation 
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processes. According to this view, information processing, and also evidence 
accumulation rely on a flexible interaction between top-down and bottom-up processes 
depending on the task demands (Gilbert & Sigman, 2007). 
Evidence accumulation processes have been suggested as underlying factors for 
ERP modulations. For instance, Philiastides and Sajda (2006) have shown that the latency 
of an ERP component peaking at around 300 ms after the stimulus onset correlated with 
the reaction time. Instead of the latency, Bacon-Macé et al. (2005) examined the 
magnitude of the animal vs. non-animal differences. The larger difference in the visual 
N1 and P2 correlated with higher categorization accuracy. Furthermore, Macé et al. 
(2005) found a correlation between the reaction time and the peak of the differential 
activity between animals and non-animals. In all those studies, such a correlation was 
interpreted as a signal of evidence accumulation. 
 We cannot correlate the ERP category differences with behavioral measures 
because of the different task requirements in our studies. The above-mentioned studies 
compared ERP differences for images with different recognizability. In contrast, we 
compared category differences between two different tasks. Nevertheless, if category 
differences in the visual ERPs reflect the percept, this means that by that time the 
evidence regarding the category decision had to be integrated. Therefore, we can also 
explain our results in terms of evidence accumulation processes. In Papers 1 and 3 we 
found larger animal-vehicle differences when participants had to differentiate those 
categories, compared to the category-independent task (letter discrimination). In line with 
the results of Puri et al. (2009), this result can reflect greater selectivity, and possibly, 
more effective evidence accumulation regarding category membership.  
 In paper 3, we argued that the earlier animal-vehicle difference and its task-related 
modulation for stimuli containing intact SFs were due to more effective evidence 
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accumulation. If a stimulus contains more SF bands, then category-specific information 
can be collected parallel from these different SFs. In contrast, if a stimulus contains only 
low or high SFs, then evidence accumulation should rely only on coarse or fine-grained 
information alone. In general, stimuli containing broader scales and more types of low-
level information, including, for instance, color, amplitude spectrum, luminance, contrast 
and spatial frequencies, could be analyzed more effectively. The presence of these 
different cues in an image can provide more evidence and it can promote faster or 
stronger activation of category representations in the higher-level areas. This can be 
reflected in the time window or ERP component where the category-specificity appears.  
 We found interactions between top-down and bottom-up processes at the level of 
category representations in different ERP components for different stimulus types. For 
colorful, non-modified stimuli, task-related modulation related to category representation 
was found in earlier ERP components than for highly modified, luminance and AS-
matched stimuli. Task-related category difference modulation was found in the N1 
component in (Linnert et al., in prep) for natural scenes containing a car or a bird, and in 
the P1component in Paper 4 for colorful tools and vehicles. In both studies, stimuli were 
not matched for any low-level characteristics. In Paper 1 and partly in Paper 3, on the 
other hand, task-effects at the level of category representations were found only later, for 
the P2 component. The stimulus categories were different in these papers.  Linnert et al. 
(in prep) used basic level categories, whereas in papers 1 and 3 we used superordinate, 
animal-vehicle categories. However, in Linnert et al. (in prep), cars and birds were 
embedded in natural scenes, whereas in Papers 1 and 3 objects appeared on a grey 
background. Furthermore, in Paper 3, for the stimuli containing intact SFs, we did find 
task-related modulation in the time window of the N1; however, the magnitude of this 
modulation was not as strong as in Linnert et al. (in prep). Therefore, it is not likely that 
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the later task-effects in paper 1 and 3 are due to the different category levels. Evidence 
accumulation processes can explain these differences. In Linnert et al. (in prep), images 
contained low-level differences, category-specific AS, intact SFs, and even colors. All 
these factors can contribute to fast evidence accumulation and recognition. In contrast, in 
Papers 1 and 3, stimuli were highly modified, and for most of the stimuli even the AS 
information, which has been shown to contribute to category-specific processes, was 
matched. Therefore, evidence accumulation could take a longer time. This explanation is 
further supported by the fact that the ERP waveforms look different in these studies. In 
Linnert et al. (in prep), only the P1 and N1 components were distinguishable on the 
ERPs, whereas in Papers 1 and 3, the ERP waveforms contained P1, N1, P2, N2 
components. The additional components in Papers 1 and 3 can be explained as additional 
processing to accumulate category-specific evidence. Indeed, it has been suggested that 
P2 component reflects re-activation processes in case of competing or insufficient 
information for decision-making (Kotsoni et al., 2007).  
 Therefore, evidence accumulation processes can explain both the task-related 
modulation of the ERP differences, and the different temporal course of the interaction 
between top-down and bottom-up processes in terms of low-level information content of 
the stimuli. In contrast, selective attention alone, can explain only the task-effect, but not 
the difference in the temporal course.     
 
Flexibility of visual processing 
 
Our results imply flexible visual processing mechanisms. We showed that top-
down and bottom-up processes can interact at different levels, and this interaction 
depends on the properties of the visual input and on the task requirements. Fitting these 
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results into the framework of evidence accumulation, the results suggest a flexible 
reliance on low-level visual features and top-down factors in evidence gathering. 
Category-specific visual areas accumulate evidence from the presented stimuli even if the 
task does not require categorization or recognition (Peelen et al., 2009; Zhu et al., 2016). 
Therefore, top-down processes are not necessary, but they can modulate evidence 
accumulation. According to computational models, evidence accumulation can be 
modulated in two ways by (1) changing the course of the accumulation process, or (2) 
changing the threshold (e.g. Domenech & Dreher, 2010). We found top-down, task 
related modulation selectively at the level of category representations. In contrast, we did 
not find task-related modulation in all ERP components or for all low-level stimulus 
properties. In other words, the task did not modulate all stages of early visual processing. 
These results suggest that the task modulates the threshold rather than the evidence 
accumulation process. For instance, if ‘animal’ is one of two categories that are expected 
in a categorization task, then a lower threshold, and consequently less evidence, could be 
enough in order to make the decision. This is in line with an fMRI study combined with 
modeling by Domenech and Dreher (2010), showing that the predictability of a 
subsequent event decreases the decision threshold.  
Beside the relative contribution of top-down processes, evidence accumulation 
also seems to flexibly rely on the bottom-up information sources. For instance, 
Kauffmann et al. (2015) showed that category-specific visual areas can flexibly rely on 
low-level cues. Their results indicate that the activation of the scene-specific area (PPA) 
reflects interactions between spatial frequency content and contour of the presented visual 
scenes. When images showed strong contrast, the PPA was more sensitive to LSF 
information, whereas when contrast was modified it was more activated by HSF scenes 
(Kauffmann et al., 2015). Therefore, visual processes do not need specific low-level cues 
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in order to recognize an object. Rather, the cues contained by a given stimulus can be 
flexibly used.  
Therefore, visual processes can flexibly rely on bottom-up and top-down 
processes and on the interaction between these processes. This flexibility also shows up 
in the visual ERPs. ERPs are usually characterized in terms of function; for instance, it 
has been suggested that the visual P1 reflects low-level image characteristics, and the 
visual N1 reflects discrimination processes (Luck, 2005). However, flexible processes 
cannot be characterized by ERP components assigned to fixed functions. Our results 
indicate that the underlying processes reflected in the ERP, depend on the specific 
stimuli. We found category discrimination based on low-level features already in the P1, 
whereas the P2 and N2 components were still sensitive to low-level characteristics such 
as amplitude spectrum or spatial frequencies. Moreover, we found category-selectivity in 
different ERP components for different stimuli. Therefore, analyzing only one component 
according to a function defined in a study that used different stimuli does not necessarily 
give reliable results. Our findings suggest that ERPs do not reflect a specific function; 
rather, they can reflect flexible underlying mechanisms depending on the stimulus 
characteristics and the task. This evidence is in line with an emerging, more flexible view 
of the ERP components (e.g. Gruber et al., 2014). The original ‘evoked’ view of the ERPs 
assumed that stimuli elicit fixed latency and polarity components on a background 
oscillation. In contrast, according to the more recent phase reset model, the appearing 
stimulus resets the ongoing oscillation and therefore ERPs are not independent from the 
background oscillation (for review see Sauseng et al., 2007). Recent results of Gruber et 
al. (2014) and Van Der Lubbe, Szumska, & Fajkowska (2016) support the phase reset 
model, which indicates that the ongoing oscillation and ERPs are related. Moreover, 
Gruber et al. (2014) have shown that a late P1 component, peaking around 140 ms after 
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stimulus onset, was preceded by another positive component at around 50 ms after 




According to the traditional view of the ventral visual pathway (Ungerleider & 
Mishkin, 1982), visual processing progresses in a feed-forward fashion, and higher-level 
cognitive processes cannot access at least the early stages of visual processing (Pylyshyn, 
1999). In contrast, more recent results and theories emphasize the flexibility of visual 
perception. Recent animal research and connectivity analysis of human fMRI data 
provided evidence of very complex networks of feedback, feed-forward and horizontal 
connections in visual areas and their connection with other brain regions (e.g. Angelucci 
et al., 2017; Thomas Yeo et al., 2011). Moreover, top-down projections can access any 
visual area, and even subcortical regions (for review see Gilbert & Sigman, 2007). It has 
been suggested that cortical areas do not reflect a given function. Rather, they function as 
“adaptive processors”, where functions can be switched on a moment-by-moment basis 
according to the incoming sensory information, and top-down factors such as attention, 
task and expectations (Gilbert & Sigman, 2007). The results presented in this thesis about 
the flexible emergence of category representations are at least partly compatible with this 
view. 
More recent analysis techniques, such as multivariate pattern analysis or 
connectivity analysis can reveal complex network patterns (Lang, Tomé, Keck, Górriz-
Sáez, & Puntonet, 2012), decode the time-course of object recognition (e.g. Contini, 
Wardle, & Carlson, 2017) or representational structure of the visual cortex (Kaiser et al., 
2016; Kriegeskorte et al., 2008). Nevertheless, as we have shown in this thesis, even the 
DISCUSSION	-	INFORMATION	ACCUMUALTION	 220	
“simple” visual ERP analysis can also provide useful and novel information about 
flexible visual processes, if they are not considered as fixed components linked to fixed 
functions.       
In summary, the current thesis demonstrates that visual ERPs reflect flexible 
interactions between top-down and bottom-up processes between task requirements and 
category-specific low- and higher-level processes. Moreover, it shows that the time-
course of these interactions depends of the stimulus characteristics. Our results and their 
interpretations are in line with the emerging evidence showing that vision and cognition 
are not separate processes. Furthermore, visual processes are penetrable for top-down 
modulation even in the early stages of visual processing in order to flexibly and 
effectively process the incoming visual information according to the task requirements. 
As we have argued, the nature of this evidence also calls for a more flexible view of the 
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