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Abstract. Non-functional requirements (NFRs) of software systems are a well known 
source of uncertainty in effort estimation. Yet, quantitatively approaching NFR early in a 
project is hard. This paper makes a step towards reducing the impact of uncertainty due 
to NRF. It offers a solution that incorporates NFRs into the functional size quantification 
process. The merits of our solution are twofold: first, it lets us quantitatively assess the 
NFR modeling process early in the project, and second, it lets us generate test cases for 
NFR verification purposes. We chose the NFR framework as a vehicle to integrate NFRs 
into the requirements modeling process and to apply quantitative assessment procedures. 
Our solution proposal also rests on the functional size measurement method, COSMIC-
FFP, adopted in 2003 as the ISO/IEC 19761 standard. We extend its use for NFR testing 
purposes, which is an essential step for improving NFR development and testing effort 
estimates, and consequently for managing the scope of NFRs. We discuss the advantages 
of our approach and the open questions related to its design as well.  
1. Introduction 
Non-functional requirements (NFRs) became an integral part of software modeling 
and development [4] and, since early 90ies, both researchers and practitioners have 
been working on developing approaches to the NFR engineering process. According 
to IEEE software engineering standard 830-1998 [10], NFRs are not the ones that say 
what a software system will do for its users, but those which describe how a software 
system will provide the means to perform functional tasks. For example, software 
quality attributes software design constraints and software interface requirements. 
During requirements elicitation and analysis, NFRs tend to be stated in terms of either 
the qualities of the functional tasks or the constraints on them, which are expressed as 
functional requirements (FRs), as the former affect the semantics of the latter.  
Empirical reports consistently indicate that improperly dealing with NFRs leads to 
project failures, or at least to considerable delays, and, consequently, to significant 
increases in the final cost [21,6]. While estimating development effort is a major 
activity in managing the scope of the requirements, this activity has, by and large, 
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been neglected for NFRs in practice. The need to deal comprehensively with the 
effect of NFRs on the effort of building the software project generates the need to 
measure their functional size, as effort is a function of size [27]. In this paper, the use 
of the COSMIC-FFP [2,16] functional size measurement method is proposed to 
quantify NFR size in a software project. To our knowledge, this is the first attempt to 
deploy such an approach for NFRs in a project and to generate test cases to verify 
them. 
The NFR framework outlined in [7] has been chosen to illustrate the applicability 
of the proposed measurement method. It was the first framework to propose a 
process-oriented and qualitative decomposition approach for dealing with NFRs in 
requirements engineering (RE). A cornerstone of this framework is the concept of the 
“softgoal”, which is used to represent the NFR. A softgoal is a goal that has no-clear 
cut definition or criteria to determine whether or not it has been satisfied. In fact, the 
framework speaks of softgoals being “satisficed” rather than satisfied, to underscore 
their ad hoc nature, both with respect to their definition and to their satisfaction. One 
drawback of the softgoal approach implied in the NFR framework becomes apparent 
when we look at solution architecture tradeoffs. The term softgoal reflects the fact 
that extensive interdependencies exist between the various NFRs, and it is often not 
feasible to entirely fulfill each and every system goal. Tradeoffs must therefore be 
made. To understand these tradeoffs with respect to the NFR framework, the subgoals 
are decomposed into operationalizations, which provide both candidate design 
solutions for achieving the goal and the basis for weighing potential tradeoffs. 
However, the decision-making process for selecting from among different candidate 
operationalizations to satisfice a particular NFR is a qualitative process, which, 
typically, is not based on defined quantitative criteria. Furthermore, this process is 
only carried out informally, leaving the knowledge and the rationale that led to 
decisions undocumented. This makes it difficult to trace back to the selection criteria 
on which the decisions were developed.  
The above shortcomings underline the need to consider criteria that make it easier 
for analysts and software engineers to weigh the various design options and make 
tradeoffs in quantitative terms. In this paper, we address this need by suggesting that 
the softgoal concept in the context of the NFR framework be coupled with NFR 
functional size. Having the functional size stated for the operationalization softgoal in 
this way provides quantitative criteria for the decision-making task to select the most 
suitable operationalizations from the candidate alternatives. This paper also extends 
the use of COSMIC-FFP for NFR verification purposes by combining the functions 
measured by the COSMIC-FFP measurement procedure with a black box testing 
strategy. The test generation method from the earlier research is adopted for the 
purpose of generating scenario-based test cases from COSMIC-FFP models [1].  
The remainder of this technical report is structured as follows: in Section 2 we 
provide background and related work. In section 3, we describe our proposed 
approach to measuring the size of NFRs. In Section 4, we focus on the process of 
generating test cases for NFR verification. Section 5 provides a critical discussion of 
the approach. Section 6 summarizes the key points of our first solution proposal and 
sets out  directions for future research. 
2. Background and Related Work 
Our approach to defining a solution that incorporates NFR into the functional size 
quantification process draws on results from three emerging fields: (a) process-
oriented and goal-oriented approaches to NFRs [7,19,22,28] that let us reason about 
high-level NFR and their operationalizations; (b) existing functional size 
measurement standards [2,14,24,31] which brought useful insights into how NFR are 
presently treated by size and effort estimators; (c) our earlier research on scoping 
NFRs [9]. Our technical report also reflects a series of discussions with some software 
metrics research scientists and practitioners who participated in conceptualizing the 
COSMOS project, an initiative at the University of Twente and seven members of the 
Dutch Software Measurement Association (NESMA). The overall aim of the 
COSMOS project is to develop a method for quantitative requirements engineering 
(RE) that integrates software product and process metrics. The University of Twente 
encourages both researchers and practitioners to work together to identify, assess, and 
integrate into the current practice, a variety of functional size measurement, effort 
prediction, and duration prediction models that provide the basis for quantitative 
reasoning about relationships between (i) the amount of both NFRs and system’s 
functionality to be built, modified or extended, and (ii) the time and the effort it takes 
to do it. 
2.1. The NFR Framework 
For the purpose of our solution, we chose to use the NFR framework [7] as the 
navigation vehicle that lets us transform step-wisely high-level NFR statements into 
operationalization options. The NFR framework [7] is aimed at making NFRs explicit 
and putting them at the forefront of the stakeholder’s mind. Deploying the framework 
in practice implies executing the following interleaved tasks, which are iterative:  
1. Acquiring knowledge about the system’s domain, FRs and the particular kinds 
of NFRs of a particular system;  
2.  Identifying NFRs as NFR softgoals and decomposing them into a finer level;  
3. Identifying the possible design alternatives for meeting NFRs in the target 
system as operationalizing softgoals; 
4. Dealing with ambiguities, tradeoffs, priorities and interdependencies among 
NFRs and operationalizations;  
5.  Selecting operationalizations; 
6.  Supporting decisions with a design rationale;   
7. Evaluating the impact of operationalization selection decisions on NFR 
satisfaction. 
The operation of the framework can be visualized in terms of the incremental and 
interactive construction, elaboration, analysis and revision of a softgoal 
interdependency graph (SIG). Figure 1 presents an example of a SIG with NFR 
softgoals representing performance and security requirements for customer accounts 
in a credit card system.  
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In terms of related work, Paech et al. [25] recommend that FRs, NFRs and 
architecture be tightly co-developed and addressed in a coherent and integrated 
manner. These authors suggest that NFRs be decomposable into more refined NFRs 
and additional FRs, as well as architectural decisions. We adopt this proposal, while 
quantifying the NFRs as described in section 3. 
 
 
 
Figure 1. Softgoal interdependency graph for performance and security in a credit 
card system [7] 
2.2. Functional Size Measurement Standards 
Existing functional size measurement methods have been primarily focused on 
sizing the functionality of a software system. Size measures are expressed as single 
numbers (lines of code [4,18] or function points [2,12,14,24,31]), or multidimensional 
‘arrays’ supposed to reflect how many of certain types of items are there in a system 
[30]. To the best of the authors’ knowledge, the existing literature does not report 
anything on the use of lines of code in the process of estimating NFR. Next, the 
multidimensional size measures, described by Stensrud [30,] do not address NFR 
either. The function points analysis (FPA) seems to be the only FSM approach which 
covers this topic. The International Function Points Users Group (www.ifpug.org) has 
been approaching the inclusion of NFR in the final FP count by using qualitative 
judgments about the environment in which the software system is supposed to 
function. The current version of the IFPIG FPA manual [14] speaks of a set of general 
systems characteristics and value adjustment factors, all meant to address – though in 
different ways, the NFRs which a project may include. Currently, there are four FSM 
Performance[Account] Security[Account] 
ResponseTime 
[Account] Integrity Confidentiality Availability 
Complete 
accounts 
Accurate 
accounts Authorize access 
to account information 
Validate 
[AccountAccess] Identify[users]
Authenticate 
[userAccess] 
Use P.I.N. Compare  
[signature] 
UseUncompressed 
Format 
UseIndexing 
Audit 
[Account] 
- 
+
+
+
+
+
Require 
additional 
ID 
√ √ 
√
√ 
√
√
√
√
√
x 
models [2,14,24,31] that are documented by the COSMIC consortium and IFPUG-
member associations (namely, NEDMA, UKSMA and IFPUG) and that are 
recognized as ISO standards. We compared and contrasted how NFRs are treated in 
these FSM standards. For each standard, we looked at what input NFR artifact is used 
for the FSM process, how this artifact is evaluated (Table 1), and which FSM 
counting component reflects the NFRs. We found that all four FSM standards – at 
best, provide checklists that estimators could use to do qualitative assessments of 
certain factors of the system’s environment. These assessments, though, reflect the 
subjective view of those professionals who run the FSM process. The FSM standards 
say nothing about what should be set up in place, so estimators can ensure 
reproducibility of their assessment results regarding the NFR in a project. The Mark II 
FSM manual [31] refers to recent statistical analysis results suggesting that neither the 
the Value Adjustment Factors from the IFPUG method [14], nor the Technical 
Complexity Factor from the Mark II method [31] represent well the influence on size 
of the various characteristics these two methods try to take into account. Indeed, the 
Mark II manual says that the Technical Complexity Adjustment factors get included 
only because of continuity with previous versions. Though, the manual recommends 
these factors be ignored (page 63 in [31]) altogether when sizing applications within a 
single technical environment (where the TCA is likely to be constant).   
 
Table 1. The four ISO FSM standards. 
Proposal Input NFR artifact Assessment Counting component 
COSMIC [2,16] not included not applicable none 
NESMA [24] Text-stated NFR  qualitative General Systems 
Characteristics, Value 
Adjustment Factors 
MARK II v.1.3.1  [31] Text-stated NFR  qualitative Technical Complexity 
Adjustment 
IFPUG [14] Text-stated NFR qualitative General Systems 
Characteristics, Value 
Adjustment Factors 
3. Measuring the size of NFR  
For the purposes of this research, we have chosen to use the functional size 
measurement method COSMIC-FFP [2] developed by the Common Software 
Measurement International Consortium (COSMIC) and now adopted as an 
international standard (ISO/IEC 19761 [16]). Our solution proposal is presented in 
Figure 2. It shows how the functional size measurement of NFRs is integrated into the 
NFR framework. Figure 2 indicates the NFR framework as the vehicle for eliciting, 
documenting and operationalizing NFRs. We, then, propose that COSMIC-FFP be 
applied to obtain the NFR functional size data. The COSMIC-FFP counting rules are 
meant to take as their inputs the NFRs that are specified as goals in operational form. 
The counting output data are then provided to the relevant stakeholders to assist them 
in their decision-making process.  
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Figure 2. The solution proposal: a high-level view. 
3.1 The COSMIC_FFP method  
The COSMIC-FFP measurement method conforms to all ISO requirements (ISO 
14143-1 [17]) for functional size measurement, and addresses some of the major 
theoretical weaknesses of the earlier Function Point Analysis techniques like 
Albrecht’s Function Points [4], which dates back almost 30 years to a time when 
software projects were much smaller and less complex. COSMIC-FFP, in contrast to 
[2], focuses on the “user view” of functional requirements, and is applicable 
throughout the development life cycle, from the requirements phase right through to 
the implementation and maintenance phases. 
The process of measuring software functional size using the COSMIC-FFP method 
implies that the software functional processes and their triggering events be identified. 
In COSMIC-FFP, the unit of measurement is the data movement, which is a base 
functional component that moves one or more data attributes belonging to a single 
data group. It is denoted by the symbol Cfsu (Cosmic Functional Size Unit). Data 
movements can be of four types: Entry, Exit, Read or Write. The functional process is 
an elementary component of a set of user requirements triggered by one or more 
triggering events, either directly or indirectly, via an actor. The triggering event is an 
event occurring outside the boundary of the measured software and initiates one or 
more functional processes. The subprocesses of each functional process are sequences 
of events; a functional process comprises at least two data movement types: an Entry 
plus at least either an Exit or a Write. An Entry moves a data group, which is a set of 
data attributes, from a user across the boundary into the functional process, while an 
Exit moves a data group from a functional process across the boundary to the user 
requiring it. A Write moves a data group lying inside the functional process to 
persistent storage, and a Read moves a data group from persistent storage to the 
functional process. Figure 3 illustrates the generic flow of data attributes through 
software from a functional perspective. 
 
 
 
 
Figure 3. Generic flow of data attributes through software from a functional 
perspective [10] 
3.2 Size measurement on NFRs 
In our approach, we apply COSMIC-FFP to NFRs stated in verifiable terms. This 
means that NFRs are stated in terms of crisp indicators with defined acceptable 
values; thus, it is possible to verify the satisfaction level of those NFRs by comparing 
the acceptable values with the actual achieved values. Two views on the size of NFRs 
are tackled: First, COSMIC-FFP is used to measure the functional size for those 
operationalizations that correspond to functional processes/functions; and then 
COSMIC-FFP is used to measure the functional size of the control that NFRs have at 
runtime. NFR control is the operation/function that aims to verify the satisfaction of 
NFRs at runtime (e.g. comparing the acceptable with the actual values). We state that 
the size of verifiable NFRs is the sum of both. The addition of the size values is 
theoretically valid because COSMIC-FFP size has a unique unit of measurement, the 
Cfsu, thus the COSMIC-FFP size measure is at least on the ratio scale. For further 
discussion on the scale types and the representational theory of measurement, see 
[11].  
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Illustration.  The NFR size measurement approach is illustrated on the “availability” 
NFRs from the credit card system accounts example (see Figure 1).  
Two functional processes have been identified in the COSMIC-FFP model for the 
NFR availability model, one for each view of the NFR size measurement explained 
above. The functional processes are: (i) availability quantification operationalization, 
for sizing the reliability of the availability; and (ii) availability monitoring, for sizing 
its monitoring at runtime. Our assumption here is that the availability measurement 
model is time-dependent, and thus requires a record of the history of system failures, 
which is stored by the Credit Card System. Moreover, each change in the failure 
history triggers an update of the availability level, which is modeled as the 
Availability Quantification process in Table 1. At the same time, the Credit Card 
System can request a report on the current availability level. This request triggers the 
Availability Monitoring process (see Table 2), which analyzes the current availability 
level and issues an “acceptable level” or “critical level” report, depending on the 
analysis results. 
The COSMIC-FFP functional processes and their functional size calculation are 
illustrated in Table 2. (In this table, the heading of the fifth column, DTM, stands for 
Data Movement Type.) The total COSMIC-FFP functional size of the availability 
operationalization and monitoring is 7 Cfsu.  
 
Table 2. COSMIC-FFP Data Movements 
Process 
ID 
Process 
description 
Triggering 
event 
Data movements 
Identification 
Data Group DMT Cfsu 
1.1 Availability 
Quantification 
New Failure 
Data  Signal 
Receive triggering event 
 
New Failure 
Data  Signal  E 1 
   Read Failure History Failure 
History R 1 
   Write Current Availability 
Level 
Current 
Availability W 1 
                   Functional size in Cfsu                      =            ΣCfsu     3 
1.2 Availability 
Monitoring 
Monitor 
Availability 
Signal 
Receive triggering event 
 
Monitor 
Availability 
Signal  
E 1 
   Read Target Availability Level Target  
Availability R 1 
   Read Current Availability 
Level 
Current 
Availability  R 1 
   Send acceptable/critical level 
message 
Report X 1 
                  Functional size in Cfsu                       =            ΣCfsu     4 
  
                  Total COSMIC-FFP points in Cfsu  =            ΣCfsu    7 
 
Similarly, we perform this measurement for all non-decomposable 
operationalizations that correspond to functional operations/functions. Calculating the 
functional size of the NFRs is a bottom-up measuring process, in which the selected 
operationalizations are aggregated to calculate the sub-NFRs and the respective NFRs 
until the final value is obtained. The functional size of the control functions is added 
during this process when applicable (see Figure 4 for an illustration of the process). 
This task should be performed immediately following task 3 and prior to task 4 in 
the NFR framework process presented in section 2. The measurement data will 
provide the rationale required for selecting the appropriate operationalizations. For 
example, the two operationalizations “Compare Signature” and “Use P.I.N.” are 3 
Cfsu and 2 Cfsu in size respectively; we have to choose one operationalization to 
satisfy “Authenticate”, and then we may consider choosing “Use P.I.N.”, as it has a 
smaller functional size and will thus require less effort/cost to be implemented. 
At the same time, some of the NFRs, such as availability, require continuous 
control (quantification and analysis of the measurement data) at runtime to obtain 
feedback on the overall quality of the application. We consider monitoring the quality 
NFR as an NFR subprocess attached to the corresponding softgoal, and introduce a 
special symbol to denote such a subprocess:  
 
The subprocesses are further refined into Quantification and Monitoring 
operationalizations, the size of which is measured with the COSMIC-FFP method in 
case these subprocesses correspond to functions (see, for instance, Table 2). This 
approach is illustrated on the Availability NFR (see Figures 4 and 5). 
 
 
 
Figure 4: Calculating functional size for NFRs 
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Figure 5: Refinement of the Availability control subprocess 
 
Black-box scenario-based test cases for NFR are then derived from the 
corresponding COSMIC-FFP models, which helps ensure conformance of the final 
product to user expectations. The test cases are generated through a mapping of 
scenarios to sequences of events in time (or data movements in COSMIC-FFP), as 
described below. 
4. Testing NFRs  
Scenario-based testing is a typical black-box testing methodology at the system 
level [1]. One of its greatest benefits is that it provides testers with a set of assets that 
can directly drive the testing process. The scenario-based black-box test cases for 
verifying NFRs are generated through mapping the corresponding COSMIC-FFP 
functional processes to sequences of events in time (or data movements in COSMIC-
FFP). The procedure for generating a test case is illustrated on availability monitoring 
(see section 3.2), which in this instance is generated from the corresponding 
functional processes (see Table 2, process 1.2), and in turn mapped to the following 
sequence of events:  
 
Test case ID Test case description (sequence of events) 
 
t1 
Receive Monitor Availability Signal, Read Target Level, Read 
Current Level, Send Result 
 
Next, the specific conditions that would cause the test case to execute are 
identified, and real data values are supplied. The details of the test derivation from 
COSMIC-FFP models are described in [1]. 
5. Discussion 
While our proposed solution to measuring the size of NFRs makes sense and 
sounds intuitive, it is far from being issue-free or straightforward to apply. If its 
purpose is to provide estimators with more realistic size and effort estimates, then we 
Availability 
Availability 
Quantification 
√ √
3 4 
7 
Availability 
Monitoring 
have to make a fine distinction between the two directions estimators may take in 
quantifying NFRs. 
Some publications [12,15] suggest that, in order for estimators to be able to 
obtain size and effort numbers for the NFRs in a project, the NFRs must be first 
decomposed into a series of corresponding FRs. Once this has been done, a functional 
size measurement method is considered to be the suitable vehicle for quantifying the 
contribution of NFRs to software size, and, ultimately, to the effort it would take to 
build the software project. In these publications, it is assumed that it makes sense to 
decompose all NFRs into FRs. Recently, however, this assumption has become a 
subject of discussion among some RE researchers [13,23,32], who support the 
position that not all NFRs should be decomposed into FRs. Clearly, there is 
agreement in the literature that the majority of NFRs can and should be decomposed 
into FRs, but these RE researchers maintain that there are specific types of NFRs 
which cannot be decomposed into FRs. Specifically, the goal-oriented RE community 
[13,23,32] considers that NFRs should not be decomposed into FRs if: (i) the NFRs 
are normative, that is, if they say how the actor in the system environment shall 
behave when interacting with the system [32]; or (ii) the NFRs serve as criteria for 
making architectural design choices; that is, the function of these NFRs is to help 
evaluate alternatives. Examples of such requirements are the statements “Time zone 
information shall be kept together with a local timestamp” [33] and “For all Quebec 
users, the system’s language shall be French”. In a typical requirements document, 
these NFRs would be stated in textual form and would not be present, for example, in 
a requirements diagram (e.g. a use case) which documents the business process and 
data flows that the system under development must support. Certainly, we can 
decompose the NFR from “The system’s language shall be French” to an FR like 
“Each Quebec user is offered the functionality to select a language,” “…to select all 
documents that should use this language,” “…to generate reports in this language,” 
and so on.  
However, it may well make more sense to consider the NFR as a criterion for 
exploration and for making choices among alternative architecture options. This 
consideration is motivated by the following observations: (1) the above 
decomposition into an FR (which is needed for effort estimators and is used for 
determining size) refers to functionality that the user did not ask for at the time of RE; 
(2) the NFR is a norm to which the user and the system must conform [32], in a 
bilingual environment (such as Canada or Belgium), for example, where the choice of 
language is not dictated by user request but by corporate standards and national 
regulations; and (3) the language of an application tells us about the project context, 
hence it may point to a contextual factor that may well be a source of risk [27] in 
terms of obtaining realistic size and effort estimates. Moreover, global applications, 
like ERP-packaged solutions, which typically produce language-specific reports for 
specific user groups, should be able to prepare reports in the language specified by the 
user group. The design architects must then choose a way to set up such a multi-
language NFR.  
Drawing on this analysis of the RE literature, we incorporated John Mylopolous’ 
view of NFRs as architectural design selection criteria [23] in our approach to 
estimating the size and effort associated with NFRs. Our position is also based on the 
recommendations of software measurement practitioners [27], who maintain that we, 
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the estimators, need to know the project context first and then use our knowledge of 
that context to arrive at better estimates. It is our understanding, and our position in 
this paper, that, if the knowledge of the context of how a system will be used is 
reflected, and captured, in the NFRs, then those NFRs that are not decomposable into 
FRs should be used as criteria for making design decisions. These decisions are made 
at two levels [27]: at the micro level (for example, how to design a particular module 
of a system), and at the macro level (for example, which software architecture to 
employ). Our position also implies that, whenever we make an architectural design 
decision, we can potentially affect the accuracy of the cost estimates, since making 
those decisions introduces uncertainty into the estimation process [27]. This issue is 
aggravated in the RE phase, where we typically have an incomplete picture of the 
project context. As a result, there is much more uncertainty surrounding the effort 
required to satisfactorily develop the capabilities to which the NFRs refer. Because 
we have to judge how significant these uncertainties (due to NFRs) are, we have to 
account for them in reporting the final project size assessment.  
Therefore, we take into account that cost estimation needs are expected to vary 
based on the nature of the project, a fact which will also be reflected in the NFRs. For 
example, a brand-new technology, like implementing a cross-business unit-integrated 
Enterprise Resource Planning (ERP) system [33], the users of which do not know 
what their NFRs look like, has more sources of uncertainty than an ERP upgrade 
project. We can reduce these uncertainties significantly by having the NFR 
measurement activity explicitly included in reporting the total project size 
measurement value made up of both FR and NFR size. Consequently, we will 
establish a more precise estimation of the actual development effort of the system. We 
assume that, based on particular estimation needs, we may even consider using 
different sizing methods (COSMIC or FP and their variants) to address the NFR issue 
in a specific project. 
6. Summary and future research plans 
This paper reports on an initial solution to deal with the problem of quantitatively 
assessing the NFR modeling process early in the project, and of generating test cases 
for NFR verification purposes. The NFR Framework approach has been chosen to 
illustrate the integration of NFRs into the requirements modeling process, and for 
describing NFR quantitative assessment. Our proposal relies on the COSMIC-FFP 
functional size measurement method. 
To the best of our knowledge, the software industry lacks quantitative effort 
estimation methods for NFRs, and would certainly benefit from the precise and 
objective size measurement approach proposed in this paper. This is the motivation 
for three research activities planned for the near future:  
• Determine how the size of NFRs impacts the total project cost.  
• Conduct case studies to assess the usefulness of the technique; for example, to 
research what happens when models of operationalized NFRs become large. 
• Derive guidelines for how to systematically deal with those NFRs that can be 
decomposed into FRs up to a certain level.  
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