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ALMOST EVERYWHERE CONVERGENCE OF BOCHNER-RIESZ
MEANS ON SOME SOBOLEV TYPE SPACES
DASHAN FAN AND FAYOU ZHAO∗
Abstract. In this paper, we investigate the convergence of the Bochner-Riesz
means on some Sobolev type spaces including Lp-Sobolev spaces (p ≥ 1) and
Hq-Sobolev spaces (0 < q < 1). The relation between the smoothness imposed
on functions and the rate of almost everywhere convergence of the generalized
Bochner-Riesz means is given.
1. Introduction
Let R > 0. We consider the generalized Bochner-Riesz means Sδ,γR on the Eu-
clidean space Rn defined via the Fourier transform by
(Sδ,γR f)
∧
(ξ) =
(
1− |ξ|
γ
Rγ
)δ
+
f̂(ξ),
where δ and γ are two real numbers satisfying δ > −1 and γ > 0. Also, we may
initially assume that f are functions in the Schwartz class S (Rn). Especially, Sδ,2R
is the classical Bochner-Riesz means which was studied by many authors [1–7, 12,
13, 17, 20, 27]. The associated maximal operator of Sδ,γR is defined by
(Sδ,γ∗ f)(x) = sup
R>0
|(Sδ,γR f)(x)|.
The study of convergence of Sδ,2R is a long time standing subject in the classical
theory of Fourier analysis. The number δ = (n − 1)/2 is called the critical index,
since δ > (n− 1)/2, limR→∞ Sδ,2R f(x) = f(x), a.e. for any f ∈ L1(Rn), while
Stein [19] found an L1(Rn) function f for which lim supR→∞ |S(n−1)/2,2R f(x)| =
∞ a.e. Finding a suitable subspace of L1(Rn) related to a.e. convergence of
S
(n−1)/2,2
R (f)(x) thus is an interesting problem. Please see the related work of
Stein [20], R. Fefferman [9], Lu, Taibleson and Weiss [15], Lu and Wang [16].
In order to describe our motivation, we mention two theorems related to this
paper. Stein, Taibleson and G. Weiss [22] considered the boundedness of Sδ,2R on
the Hardy space Hp(Rn) as follows:
Theorem A. Let 0 < p < 1 and δp = n/p− (n+ 1)/2. If f ∈ Hp(Rn), then∣∣∣{x ∈ Rn : Sδp,2∗ (f)(x) > s}∣∣∣  (‖f‖Hp(Rn)
s
)p
,
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for all s > 0. Thus, limR→∞ S
δp,2
R f(x) = f(x), a.e. for any f ∈ Hp(Rn).
Let m be a positive integer and let L1m(R
n) denote the inhomogeneous Sobolev
space of all functions f satisfying ∂αf ∈ L1(Rn) for all multi-indicies α with |α| ≤
m. Wang [29] showed the convergence and approximation for functions in spaces
L1m(R
n) by Bochner-Riesz means Sδ,2R below the critical index.
Theorem B. Suppose f ∈ L1m(Rn), m ∈ N\{0} and (n− 1)/2−m ≥ −1. Then
(Sδ,2R f)(x)−f(x) =

o
(
R
n−1
2
−m−δ
)
, n−12 −m < δ < n−12 −m+ 1, m ≥ 1,
o
(
R−1 logR
)
, δ = n−12 −m+ 1, m ≥ 1,
o
(
R
n−1
2
−m−δ
)
, n−12 −m+ 1 < δ < n−12 −m+ 2, m ≥ 2,
O
(
R−2 logR
)
, δ = n−12 −m+ 2, m ≥ 2,
O
(
R−2
)
, δ > n−12 −m+ 2, m ≥ 2,
in the sense of almost everywhere convergence.
In our recent work [8], we study the convergence of the generalized Bochner-
Riesz means Sδ,γR with δ = (n − 1)/2 on the block-Sobolev spaces. The relation
between the smoothness imposed on blocks and the rate of almost everywhere
convergence of the generalized Bochner-Riesz means at the critical index is given.
This furnishes us a motivation for studying the generalized Bochner-Riesz means
on some corresponding Sobolev type spaces. We want mention that the study of
generalized Bochner-Riesz means Sδ,γR is not merely a simple extension of using γ
to replace 2, and it is naturally raised from the approximation theory in order to
enhance the saturation of the operator (see Theorem 1.1). Our aim of this paper is
not only to analyze the convergence of the Bochner-Riesz means Sδ,γR f on certain
Sobolev type spaces including Lp-Sobolev spaces and Hp-Sobolev spaces, but also
to obtain the relation between the smoothness imposed on functions and the rate
of almost everywhere convergence of Sδ,γR f .
Let Iλ denote the Riesz potential operators of order λ on R
n for λ ∈ R, which may
act on functions or tempered distributions. The Fourier transform of a Schwartz
function (or even a tempered distribution f) satisfies (Iλf)
∧(ξ) = |ξ|−λf̂(ξ). If X
is any function space or a space of tempered distributions, one can define Sobolev
spaces based on X using Iλ, Iλ(X), to be the image of X under Iλ. By this
definition, Iλ(L
p)(Rn) are the classical homogeneous Sobolev spaces for p ≥ 1 (see
[10, p.16]), and Iλ(H
p)(Rn) are the Hardy-Sobolev spaces for 0 < p ≤ 1 (see
[26]). We recall that this notation Iλ(X) was used by Strichartz in [25, 26]. By
the definition (following the terminology in [26]), f ∈ Iλ(Hp)(Rn) if and only if
I−λf ∈ Hp(Rn). It follows from Chapter 3 in [21, p.338] that g ∈ Hp(Rn) has an
atomic decomposition
g =
∑
k
ckak, ‖g‖pHp(Rn) ≈
∑
k
|ck|p <∞,
where each ak is a (p, 2)-atom. Here, we call a function a a (p, 2)-atom, 0 < p ≤ 1,
if a satisfies:
(i) a is supported on a cube Q; (support condition)
(ii) ‖a‖L2(Rn) ≤ |Q|1/2−1/p; (size condition)
(iii)
∫
Rn
a(x)xαdx = 0, |α| ≤ [n(1/p− 1)]. (cancellation condition)
We now formulate our main results. They are new even when γ = 2.
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Theorem 1.1. Let 0 ≤ λ ≤ γ, 0 < p < 1 and δp = n/p − (n + 1)/2. If
f ∈ Iλ(Hp)(Rn), then for 0 ≤ λ < γ,
(S
δp,γ
R f)(x)− f(x) = o(1/Rλ) a.e. as R→∞;
and for λ = γ,
(S
δp,γ
R f)(x) − f(x) = O(1/Rγ) a.e. as R→∞.
Moreover, this rate is sharp in the sense that O(1/Rγ) can not be replaced by
o(1/Rγ).
Let M
δp,γ
λ f be the maximal function defined by
(M
δp,γ
λ f)(x) = sup
R>0
|Rλ{(Sδp,γR f)(x)− f(x)}|.
To prove Theorem 1.1, we will need to make use of the following estimate onM
δp,γ
λ f .
Theorem 1.2. Let 0 ≤ λ ≤ γ, 0 < p < 1 and δp = n/p − (n + 1)/2. If
f ∈ Iλ(Hp)(Rn), then∣∣∣{x ∈ Rn : (M δp,γλ f)(x) > s}∣∣∣  (‖f‖Iλ(Hp)(Rn)s
)p
,
for all s > 0.
It is worth pointing out that if λ = 0, one may follow the method of [22] to yield
that for all s > 0∣∣∣{x ∈ Rn : Sδp,γ∗ (f)(x) > s}∣∣∣  (‖f‖Hp(Rn)
s
)p
, γ ≥ 0
whenever f ∈ Hp(Rn). Thus Theorem 1.2 holds for the case λ = 0 on account of
Chebyshev’s inequality and the following fact for 0 < p <∞
‖f‖Lp(Rn) = ‖ lim
t→0+
(e−t|x|
2 ∗ f)‖Lp(Rn) ≤ ‖f‖Hp(Rn).
For the case 0 < δ < n−12 , we use a different approach from [29] and obtain the
following result.
Theorem 1.3. Let 0 < δ < (n− 1)/2, 1 ≤ p < 2nn−1−2δ and (n− 1)/2− δ < λ ≤ γ.
If f ∈ Iλ(Lp)(Rn), then we have
(Sδ,γR f)(x)− f(x) = o(1/Rλ+δ−
n−1
2 ) a.e. as R→∞.
Here we make some further comments about Theorem 1.3. If p = 1, then the
inhomogeneous space L1m(R
n) is a proper subspace of the space Im(L
1)(Rn) when
m is even. So we may compare Theorem B with Theorem 1.3 (γ = 2) when m is
even and 0 < n−12 − δ ≤ 2. If m+ δ − n−12 = 1 and f ∈ L1m(Rn), then Theorem B
gives the rate o(R−1 logR) while the rate in Theorem 1.3 is o(R−1). Clearly, this
theorem is a substantial extension of Theorem B when 0 < δ < (n− 1)/2.
Our idea is mainly inspired from our previous work [8]. Precisely, observe that
the Fourier transform of Rλ{(Sδ,γR f) − f} is µ(·/R) ĝ, where g = I−λf and the
multiplier µ is given by
µ(ξ) =
(1− |ξ|γ)δ+ − 1
|ξ|λ
, ξ 6= 0 and µ(0) = lim
t→0+
(1− tγ)δ+ − 1
tλ
.
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Hence we will decompose the multiplier µ as a sum of µ0, µ1, µ∞, centralizing
at 0, 1 and near ∞, respectively. Then each corresponding kernel will be carefully
estimated.
The rest of the paper is organized as follows. In Section 2, we define some
necessary notations and definitions that will be used throughout this paper. In
this section, we also prove three lemmas which will be used in the next section. In
Section 3, we prove the almost everywhere convergence of the Bochner-Riesz means
S
δp,γ
R f on H
p-Sobolev spaces, where 0 < p < 1. In the last section, we present the
almost everywhere convergence of the Bochner-Riesz means Sδ,γR f on L
p-Sobolev
spaces below the critical index for 1 ≤ p < 2nn−1−2δ .
Throughout this article, we will use the symbol A  B to mean that there exists
a constant C > 0 independent of all essential variables such that A ≤ CB. We also
use the notation A ≃ B if A  B and B  A. The symbol A ≈ B means that there
exists a constant C independent of all essential variables such that A = CB.
2. Some Preliminaries
We introduce the requisite notation. For x = (x1, x2, . . . , xn) ∈ Rn, the first
partial derivative of a function f on Rn with respect to the jth variable xj is
denoted by ∂jf while the mth partial derivative with respect to the jth variable is
denoted by ∂mj f . A multi-index α is an ordered n-tuple of nonnegative integers.
For a multi-index α = (α1, . . . , αn), ∂
α
x f or ∂
αf denotes the derivative ∂α11 · · · ∂αnn f .
Let |α| = α1 + . . . + αn and α! = α1! · · ·αn!. The number |α| indicates the total
order of differentiation of ∂αx f . For x ∈ Rn and α = (α1, . . . , αn) a multi-index, we
set xα = xα11 · · ·xαnn . Let β = (β1, . . . , βn) be a multi-index. The notation α ≤ β
means that β ranges over all multi-indices satisfying 0 ≤ αj ≤ βj for all 1 ≤ j ≤ n.
For more details, see [10, p.108]. Let [r] be the greatest integer less than or equal
to the real number r.
Let φ0, φ1, φ∞ ∈ C∞(Rn) be radial functions satisfying the following conditions:
(i) φ0 is supported on the set {ξ ∈ Rn : |ξ| < 1/2}, φ1 is supported on the annulus
{ξ ∈ Rn : 1/4 < |ξ| < 2}, and φ∞ is supported on the set {ξ ∈ Rn : |ξ| > 3/2};
(ii) φ0(ξ) + φ1(ξ) + φ∞(ξ) = 1, 0 ≤ φj(ξ) ≤ 1 for j = 0, 1,∞, and
φ0(ξ) =
{
1 |ξ| ≤ 1/4,
0 |ξ| ≥ 1/2; φ1(ξ) =
{
1 1/2 ≤ |ξ| ≤ 3/2,
0 |ξ| ≤ 1/4 and |ξ| ≥ 2;
φ∞(ξ) =
{
1 |ξ| ≥ 2,
0 |ξ| ≤ 3/2.
Let Ψ∞(ξ) = φ1(ξ) + φ∞(ξ). Obviously, Ψ∞ ∈ C∞(Rn) is supported on the set
{ξ : |ξ| > 1/4} satisfying 0 ≤ Ψ∞(ξ) ≤ 1 and Ψ∞(ξ) = 1 on the set {ξ : |ξ| ≥ 1/2}.
Assume that the kernel Bδ,γR of S
δ,γ
R is defined by
Bδ,γR (x) =
∫
Rn
(
1− |ξ|
γ
Rγ
)δ
+
e2πiξ·xdξ.
We rewrite Sδ,γR as a convolution operator
Sδ,γR f = B
δ,γ
R ∗ f.
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Let g =: I−λf . Then the Fourier transform of the function R
λ{(Sδ,γR f)− f} can be
written as mδ,γλ,0(·/R)ĝ +mδ,γλ,1(·/R)ĝ −mδ,γλ,∞(·/R)ĝ, where
mδ,γλ,0(ξ) =
φ0 (ξ)
|ξ|λ
(
(1− |ξ|γ)δ+ − 1
)
,mδ,γλ,1(ξ) =
φ1 (ξ)
|ξ|λ (1− |ξ|
γ)
δ
+ ,
mδ,γλ,∞(ξ) =
Ψ∞(ξ)
|ξ|λ .
Here and in what follows, for simplicity, we define the operators
(T δ,γR,λ,jg)
∧(ξ) = mδ,γλ,j(ξ/R)ĝ(ξ),
and denote by (Kδ,γλ,j )1/R(x) = R
nKδ,γλ,j (Rx) the kernel of T
δ,γ
R,λ,j , where
Kδ,γλ,j (x) = m
δ,γ
λ,j
∨
(x), j = 0, 1,∞.
Then each operator T δ,γR,λ,jg can be written as a convolution operator:
T δ,γR,λ,jg(x) = (K
δ,γ
λ,j )1/R ∗ g(x),
for j = 0, 1,∞.
In the following three lemmas of this section, we will estimate ∂βxK
δp,γ
λ,j (x), j =
0, 1,∞, where
K
δp,γ
λ,j (x) = m
δp,γ
λ,j
∨
(x) =
∫
Rn
m
δp,γ
λ,j (ξ)e
2πiξ·xdξ,
here and in what follows, the notation δp is δp = n/p−(n+1)/2 for 0 < p < 1. To get
the desired estimates for the case j = 0,∞, we consider cones Ek, k = 1, 2, . . . , n,
defined by
Ek = {x ∈ Rn : |xk|2 ≥ |x|2/2n}
and the smaller cones
E0k = {x ∈ Rn : |xk|2 ≥ |x|2/n}.
Then
n⋃
k=1
E0k = R
n.
Let χEk be a nonnegative C
∞(Rn) function supported on Ek and let χEk(x) = 1
for x ∈ E0k and 0 ≤ χEk(x) ≤ 1. Clearly, we have
|∂βxKδp,γλ,j (x)| ≤
n∑
k=1
∣∣∣χEk(x)∂βx (mδp,γλ,j ∨(x))∣∣∣ , j = 0,∞.
Lemma 2.1. For 0 ≤ λ ≤ γ and 0 < p < 1, we have
|∂βxKδp,γλ,0 (x)| 
1
(1 + |x|)n+|β|+γ−λ .
Proof. A direct calculation shows that
∂βxK
δp,γ
λ,0 (x) =
∫
Rn
φ0 (ξ)
|ξ|λ
(
(1− |ξ|γ)δp+ − 1
)
(2πiξ)βe2πiξ·xdξ.
By Taylor’s expansion we notice that in the support of φ0,
(1 − |ξ|γ)δp+ − 1 = δp|ξ|γ + ω(ξ),
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where ω is a C∞ function on Rn\{0} satisfying ω(ξ) = O(|ξ|2γ) and (∇kω) (ξ) =
O(|ξ|2γ−k) for k ∈ N as |ξ| → 0. Thus we only need to work the term
K0(x) =
∫
Rn
φ0(ξ)|ξ|γ−λξβe2πiξ·xdξ,
since the other terms are similarly estimated.
To estimate the function K0(x), we break up E1 into the regions {x ∈ E1 : |x| <
1} and {x ∈ E1 : |x| ≥ 1}. Clearly, we have
|K0(x)|  1, if |x| < 1.
We now estimate the second case |x| > 1. Recalling that
|K0(x)| ≤
n∑
k=1
∣∣∣∣χEk(x)∫
Rn
φ0(ξ)|ξ|γ−λξβe2πiξ·xdξ
∣∣∣∣ ,
by the symmetry, we only need to work
χE1(x)
∫
Rn
φ0(ξ)|ξ|γ−λξβe2πiξ·xdξ.
Denote by ~e1 = (1, 0, . . . , 0). We integrate for n times on the ξ1 variable to
obtain
χE1(x)
∫
Rn
φ0(ξ)|ξ|γ−λξβe2πiξ·xdξ
= O
(
χE1(x)
|x|n
∫
Rn
φ˜0(ξ)
(
n∑
k=0
ck|ξ|γ−λ−2kξβ+(2k−n)~e1
)
e2πiξ·xdξ
)
,
as |x| > 1, where, without loss of generality, we may assume that φ˜0 are different
functions in each occurrence satisfying the following three conditions: (i) φ˜0 ∈
C∞(Rn\{0}), (ii) supp φ˜0 ⊆ {ξ ∈ Rn : |ξ| ≤ 1/2}, (iii) φ˜0(ξ) = O(|ξ|n), as |ξ| → 0.
Now let η ∈ C∞(Rn) be a radial function satisfying that η(x) = 1 for |x| ≤ 1 and
η(x) = 0 for |x| ≥ 2. For 0 ≤ k ≤ n, write
χE1(x)
∫
Rn
φ˜0(ξ)|ξ|γ−λ−2kξβ+(2k−n)~e1e2πiξ·xdξ
= χE1(x)
∫
Rn
η(|x|ξ)φ˜0(ξ)|ξ|γ−λ−2kξβ+(2k−n)~e1e2πiξ·xdξ
+ χE1(x)
∫
Rn
(1− η(|x|ξ)) φ˜0(ξ)|ξ|γ−λ−2kξβ+(2k−n)~e1e2πiξ·xdξ.
Then we have∣∣∣∣χE1(x)|x|n
∫
Rn
φ˜0(ξ)|ξ|γ−λ−2kξβ+(2k−n)~e1e2πiξ·xdξ
∣∣∣∣
 1|x|n
∫
|ξ|<2/|x|
|ξ|γ−λ+|β|−ndξ
+
χE1(x)
|x|n
∣∣∣∣∫
Rn
(1− η(|x|ξ)) φ˜0(ξ)|ξ|γ−λ−2kξβ+(2k−n)~e1e2πiξ·xdξ
∣∣∣∣ .
The first term
1
|x|n
∫
|ξ|<2/|x|
|ξ|γ−λ+|β|−ndξ  |x|λ−γ−|β|−n.
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For the second term, we use the integration by parts one more time on the ξ1
variable to obtain,
χE1(x)
|x|n
∣∣∣∣∫
Rn
(1− η(|x|ξ)) φ˜0(ξ)|ξ|γ−λ−2kξβ+(2k−n)~e1e2πiξ·xdξ
∣∣∣∣
 1|x|n+1
∣∣∣∣∫
Rn
(1− η(|x|ξ)) φ˜0(ξ)|ξ|γ−λ−2k−2ξβ+(2k−n+1)~e1e2πiξ·xdξ
∣∣∣∣
+
1
|x|n+1
∣∣∣∣∫
Rn
(1− η(|x|ξ)) φ˜0(ξ)|ξ|γ−λ−2kξβ+(2k−n−1)~e1e2πiξ·xdξ
∣∣∣∣
+
1
|x|n
∫
1/|x|<|ξ|<2/|x|
|ξ|γ−λ+|β|−ndξ
 1|x|n+|β|+γ−λ ,
where the function ∂11η is supported in the annulus {ξ ∈ Rn : 1 < |ξ| < 2}. 
Lemma 2.2. For λ ≥ 0 and 0 < p < 1, we have
|∂βxKδp,γλ,1 (x)|  1, if |x| ≤ 1,
and
|∂βxKδp,γλ,1 (x)|  |x|−
n+1
2
−δp , if |x| > 1.
Proof. Using the formula in [23, p.155], we know that
K
δp,γ
λ,1 (x) = (2π)
n
2
∫ 1
1/4
φ1 (t) (1− tγ)δp tn−λ−1Vn−2
2
(2π|x|t)dt,
where
Vn−2
2
(2π|x|t) =
Jn−2
2
(2π|x|t)
(2π|x|t)n−22
,
Jv(t) denotes the usual Bessel function satisfying that v is a complex number Re v >
−1/2 and t ≥ 0. Using the formula
d
dt
(
Jγ(t)
tγ
)
= −Jγ+1(t)
tγ
,
for any multi-index β and λ ≥ 0, an easy computation shows that
∂βxVn−2
2
(2π|x|t) = (−1)|β|(2πt)2|β|xβVn−2
2
+|β|(2π|x|t)(1)
+
∑
0<|k|≤[ |β|
2
]
ckt
2(|β|−|k|)xβ−2kVn−2
2
+|β|−|k|(2π|x|t).
Invoking the above estimate (1), we only need to estimate the term
(2) K1(x) = x
β
∫ 1
1/4
φ1 (t) (1− tγ)δp tn+2|β|−λ−1Vn−2
2
+|β|(2π|x|t)dt.
As a result, the estimate ∂βxK
δp,γ
λ,1 (x) can be obtained because the other terms can
be handled in a similar method.
To estimate (2), we need to use the behavior of the Bessel function Jv(t). The
following estimate and asymptotic formula can be found in [10, p.430] and [21,
p.338]
(3) |Jv(t)|  tRe v, 0 < t ≤ 1;
8 DASHAN FAN AND FAYOU ZHAO∗
when v is fixed, the asymptotic formula for Jv(t), as t→∞, is
Jv(t) ∼ t−1/2eit
∞∑
j=0
cjt
−j + t−1/2e−it
∞∑
j=0
djt
−j
= t−1/2eit
N0∑
j=0
cjt
−j + t−1/2e−it
N0∑
j=0
djt
−j +O
(
1
tN0+3/2
)
where cj , dj are coefficients, and the positive integer N0 will be determined later.
We now divide the value of |x| into two cases: |x| ≤ 1 and |x| > 1. Using the
estimate of (3), we have that for |x| ≤ 1,
|Vn−2
2
(2π|x|t)|  1,
and
|K1(x)| =
∣∣∣∣∣xβ
∫ 1
1/4
φ1 (t) (1− tγ)δp tn+2|β|−λ−1Vn−2
2
+|β|(2π|x|t)dt
∣∣∣∣∣
 |x||β|
∫ 1
1/4
(1 − tγ)δpdt  1.
For |x| > 1, applying the asymptotic formula for Jv(t), it is enough to estimate
the function Gj (0 ≤ j ≤ N0)
Gj(x) = |x|−(
n−1
2
+|β|+j)
xβ
∫ 1
1/4
φ1 (t) (1− tγ)δp t
n−1
2
+|β|−λ−je±2πi|x|tdt.
If δp is an integer, then we take N0 = δp. The estimate |GN0(x)|  |x|−
n+1
2
−δp
is easy. For 0 ≤ j < N0, after integrating by parts δp − j times, we see that
Gj(x) ≈ x
β
|x|n−12 +δp+|β|
∫ 1
1/4
ρj,1(t) (1− tγ)j e±2πi|x|tdt,
where ρj,1(t) is a C
∞(Rn) function satisfying supp ρj,1(t) ⊆ [1/4, 1]. It is a trivial
case for j = 0. For 0 < j < N0, using integration by parts again, we obtain
|Gj(x)|  |x|−
n+1
2
−δp , 0 < j < N0.
If δp is not an integer, then we take N0 = [δp] + 2. It is a simple matter to
establish |GN0(x)|  |x|−
n+1
2
−δp . For 0 ≤ j < N0, using integration by parts
[δp] + 1− j times, we get
Gj(x) ≈ x
β
|x|n−12 +[δp]+|β|+1
∫ 1
1/4
ρj,2(t) (1− tγ)j−([δp]+1−δp) e±2πi|x|tdt,
where 0 < [δp]+1−δp < 1 and ρj,2(t) is a C∞(Rn) function satisfying supp ρj,2(t) ⊆
[1/4, 1]. Write∣∣∣∣∣ xβ|x|n−12 +[δp]+|β|+1
∫ 1
1/4
ρj,2(t) (1− tγ)j−([δp]+1−δp) e±2πi|x|tdt
∣∣∣∣∣
≤ 1
|x|n+12 +[δp]
∣∣∣∣∣
∫ 1−1/|x|
1/4
ρj,2(t) (1− tγ)j−([δp]+1−δp) e±2πi|x|tdt
∣∣∣∣∣
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+
1
|x|n+12 +[δp]
∣∣∣∣∣
∫ 1
1−1/|x|
ρj,2(t) (1− tγ)j−([δp]+1−δp) e±2πi|x|tdt
∣∣∣∣∣
:= Gj,1(x) +Gj,2(x).
For Gj,1(x), using one more integration by parts, one has
(4) Gj,1(x)  |x|−
n+1
2
−δp .
For Gj,2(x), we have for |x| > 1,
Gj,2(x)  1|x|n+12 +[δp]
∫ 1
1−1/|x|
(1− tγ)j−([δp]+1−δp) dt(5)
= − 1
γ(j + δp − [δp]) ·
1
|x|n+12 +[δp]
∫ 1
1−1/|x|
t1−γd (1− tγ)j+δp−[δp]
 1
|x|n+12 +[δp]
·
(
1
|x| −O
(
1
|x|2
))j+δp−[δp]
 |x|−n+12 −δp .
The estimates of (4) and (5) give
|Gj(x)|  |x|−
n+1
2
−δp , 0 ≤ j < N0.
Combing all the estimates, we finish the proof of Lemma 2.2. 
Lemma 2.3. For λ > 0 and 0 < p < 1, we have that
|∂βxKδp,γλ,∞(x)| 
1
|x|n+|β|−λ , if |x| < 1
and if |x| ≥ 1
|∂βxKδp,γλ,∞(x)| 
1
|x|n+L , for any positive integer L > |β| − λ.
Proof. Similar to the proof of Lemma 2.1, it is enough to estimate the kernel
χE1(x)m
δp,γ
λ,∞
∨
(x). Using the similar argument as that of Lemma 2.1, we break up
E1 into the regions {x ∈ E1 : |x| < 1} and {x ∈ E1 : |x| ≥ 1}.
For |x| < 1, recall that
K
δp,γ
λ,∞(x) =
∫
Rn
Ψ∞ (ξ)
|ξ|λ
e2πix·ξdξ.
Let η be the function as in Lemma 2.1. Write K
δp,γ
λ,∞(x) as∫
Rn
η(|x|ξ)Ψ∞ (ξ)
|ξ|λ
e2πix·ξdξ +
∫
Rn
(1− η(|x|ξ)) Ψ∞ (ξ)
|ξ|λ
e2πix·ξdξ := I(x) + II(x).
An easy calculation by using Leibniz’s rule leads to
∂βx I(x) =
∫
Rn
Ψ∞ (ξ)
|ξ|λ
 ∑
µ+ν=β
β!
µ!ν!
∂µx (η(|x|ξ)) ∂νx
(
e2πix·ξ
) dξ
=
∫
Rn
Ψ∞ (ξ)
|ξ|λ
 ∑
µ+ν=β
β!
µ!ν!
(2πiξ)ν∂µx (η(|x|ξ))
 e2πix·ξdξ,
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and
∂µx (η(|x|ξ)) =
∑
|α|+|τ |=|µ|
Pτ (x) (∂
αη) (|x|ξ)ξα,
where µ, ν, α and τ are n-tuple indices, and Pτ (x) ∈ C∞(Rn\{0}) satisfies
(6) |Pτ (x)|  |x|−|τ |.
We divide µ into two cases: µ = 0 and µ 6= 0.
Firstly, if µ = 0, by the choice of η and the support condition for the function
Ψ∞, then we have∣∣∂βI(x)∣∣  ∫
1/|x|<|ξ|<2/|x|
|ξ||β|−λdξ  |x|−n−|β|+λ.
Secondly, when µ 6= 0, note that the function ∂νη is supported in the set {x ∈
Rn : 1 < |x| < 2}. Using the condition (6), we can see that the term |∂βI(x)| is
not greater than a constant multiple of∑
µ+ν=β
∑
|α|+|τ |=|µ|
1
|x||τ |
∫
1/|x|<|ξ|<2/|x|
|ξ||ν|+|α|−λdξ
 |x|−|β|−n+λ.
We now estimate the second term II(x). Without of loss of generality, assume
x1 6= 0 and 0 < λ < 1, integration by parts on the variable ξ1 for n− 1 times,
II(x) ≈ 1
(−2πi|x1|)n−1
∫
Rn
∂n−11
(
(1− η(|x|ξ)) Ψ∞ (ξ)
|ξ|λ
)
e2πix·ξdξ.
Using the generalized Leibniz rule, we have
∂n−11
(
(1− η(|x|ξ)) Ψ∞ (ξ)
|ξ|λ
)
=
∑
k1+k2+k3=n−1
Ck1,k2,k3,n−1∂
k1
1 (1 − η(|x|ξ))∂k21 (Ψ∞(ξ))∂k31 (|ξ|−λ)
=
∑
k1+k2+k3=n−1,k1 6=0
Ck1,k2,k3,n−1∂
k1
1 (1− η(|x|ξ))∂k21 (Ψ∞(ξ))∂k31 (|ξ|−λ)
+
∑
k2+k3=n−1,k2 6=0
Ck2,k3,n−1 (1− η(|x|ξ)) ∂k21 (Ψ∞(ξ))∂k31 (|ξ|−λ)
+ (1− η(|x|ξ)) Ψ∞(ξ)∂n−11 (|ξ|−λ)
=
∑
k1+k2+k3=n−1,k1 6=0
Ck1,k2,k3,n−1
 ∑
k11+k12=k1,k11 6=0
Ck11,k12,k1 |x|k11 (∂k111 η)(|x|ξ)Pk12 (ξ)

×
( ∑
k21+k22=k2
Ck21,k22,k2(∂
k21
1 Ψ∞)(ξ)Pk22 (ξ)
)[k3/2]∑
j=0
Cj
ξk3−2j1
|ξ|λ+2(k3−j)

+
∑
k2+k3=n−1,k2 6=0
Ck2,k3,n−1 (1− η(|x|ξ))
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×
 ∑
k21+k22=k2,k21 6=0
Ck21,k22,k2(∂
k21
1 Ψ∞)(ξ)Pk22 (ξ)
[k3/2]∑
j=0
Cj
ξk3−2j1
|ξ|λ+2(k3−j)

+ (1− η(|x|ξ)) Ψ∞ (ξ)
[(n−1)/2]∑
j=0
Cj
ξn−1−2j1
|ξ|λ+2(n−1−j)
:= II1(x, ξ) + II2(x, ξ) + II3(x, ξ),
where k1, k2, k3, k11, k12, k21, k22 are nonnegative integers, and Pkj2 (ξ) areC
∞(Rn\{0})
functions with
|Pkj2 (ξ)|  |ξ|−kj2 ,
for j = 1, 2, and Ck1,k2,k3,n−1, Ck11,k12,k1 , Ck21,k22,k2 , Cj are constants which are
dependent of the corresponding parameters of subindices.
To obtain the estimate of the derivative of K
δp,γ
λ,∞(x), ∂
β
xK
δp,γ
λ,∞(x), it suffices to
consider the following three terms:
(7) ∂βx
(
x1−n1 (1− η(|x|ξ)) e2πix·ξ
)
,
(8) ∂βx
(
x1−n1 |x|k
(
∂k1 η
)
(|x|ξ)e2πix·ξ) , k ∈ N\{0},
(9)
∂βx
(
1
(−2πi|x1|)n−1
∫
Rn
(1− η(|x|ξ)) Ψ∞ (ξ) ξ
n−1−2j
1
|ξ|λ+2(n−1−j) e
2πix·ξdξ
)
, 0 ≤ j ≤
[
(n− 1)
2
]
.
We first estimate (7). By an induction similar to (2) we can show that
(10) ∂µx (1− η(|x|ξ)) =
∑
|α|+|τ |=|µ|
Pτ (x) (∂
αη) (|x|ξ)ξα,
where µ, ν, α and τ are n-tuple indices, Pτ (x) belongs to C
∞(Rn\{0}) satisfying
(6). Applying the generalized Leibniz rule together with (10), we have
∂βx
(
x1−n1 (1− η(|x|ξ)) e2πix·ξ
)
=
∑
ζ+µ+κ=β
C˜ζ,µ,κ,β∂
ζ
x(x
1−n
1 )∂
µ
x (1− η(|x|ξ)) ∂κx (e2πix·ξ)
=
∑
ζ+µ+κ=β
Cζ,µ,κ,βx
1−n−|ζ|
1 ∂
µ
x (1− η(|x|ξ)) (2πiξ)κe2πix·ξ
=
∑
ζ+µ+κ=β
Cζ,µ,κ,βx
1−n−|ζ|
1
 ∑
|α|+|τ |=|µ|
Pτ (x) (∂
αη) (|x|ξ)ξα
 (2πiξ)κe2πix·ξ,
and then ∣∣χE1(x)∂βx (x1−n1 (1− η(|x|ξ)) e2πix·ξ)∣∣

∑
ζ+µ+κ=β
Cζ,µ,κ,β
∑
|α|+|τ |=|µ|
|x|1−n−|ζ|−|τ | |(∂αη) (|x|ξ)| |ξ||α|+|κ|,
where C˜ζ,µ,κ,β and Cζ,µ,κ,β are positive constants depending on ζ, µ, κ and β.
In order to use the different properties of η and ∂αη (|α| 6= 0), we need to consider
two cases: µ 6= 0 and µ = 0. If µ 6= 0, together with these estimates above, then
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we see that∣∣∣∣χE1(x)∂βx ( 1(−2πi|x1|)n−1
∫
Rn
II2(x, ξ)e
2πix·ξ
)
dξ
∣∣∣∣

∑
ζ+µ+κ=β
Cζ,µ,κ,β
∑
|α|+|τ |=|µ|
|x|1−n−|ζ|−|τ |
∫
1/|x|<|ξ|<2/|x|
|(∂αη) (|x|ξ)| |ξ||α|+|κ|−λ−ndξ

∑
ζ+µ+κ=β
Cζ,µ,κ,β
∑
|α|+|τ |=|µ|
1
|x|n+|ζ|+|τ |+|α|+|κ|−λ
 1|x|n+|β|−λ .
If µ = 0, then we note that k21 6= 0 implies that supp∂k21Ψ∞ ⊂ {ξ ∈ Rn : 1/4 <
|ξ| < 1/2}. So the conditions suppη ⊂ {ξ ∈ Rn : |ξ| > 1/|x|} and supp∂k21Ψ∞ ⊂
{ξ ∈ Rn : 1/4 < |ξ| < 1/2} imply that 1/2 < |x| < 1. Thus we have∣∣∣∣χE1(x)∂βx ( 1(−2πi|x1|)n−1
∫
Rn
II2(x, ξ)e
2πix·ξdξ
)∣∣∣∣

∑
ζ+µ+κ=β
Cζ,µ,κ,β
∑
|α|+|τ |=|µ|
|x|1−n−|ζ|−|τ |
∫
1/4<|ξ|<1/2
|1− η(|x|ξ)|
∣∣∣(∂k211 Ψ∞)(ξ)∣∣∣ dξ
 1.
The estimate of (8) is similar to that of (7), and we yield that∣∣∣∣χE1(x)∂βx ( 1(−2πi|x1|)n−1
∫
Rn
II1(x, ξ)e
2πix·ξdξ
)∣∣∣∣  1|x|n+|β|−λ .
We now deal with term (9). In fact, we only need to prove the following two
cases: for some fixed j, 0 ≤ j ≤ [(n− 1)/2],
(i) if |β| < λ+ (n− 1),
1
(−2πi|x1|)n−1
∫
Rn
(1− η(|x|ξ)) Ψ∞ (ξ) ξ
n−1−2j
1
|ξ|λ+2(n−1−j) ∂
β
x
(
e2πix·ξ
)
dξ;
(ii) if |β| ≥ λ+ (n− 1),
1
(−2πi|x1|)n−1 ∂
β−α
x
(∫
Rn
(1− η(|x|ξ)) Ψ∞ (ξ) ξ
n−1−2j
1
|ξ|λ+2(n−1−j) ∂
α
x
(
e2πix·ξ
)
dξ
)
,
where |α| = n− 1.
If |β| < λ+ (n− 1), then we have
1
(2πi|x1|)n−1
∫
Rn
(1− η(|x|ξ)) Ψ∞ (ξ) ξ
n−1−2j
1
|ξ|λ+2(n−1−j) ∂
β
x
(
e2πix·ξ
)
dξ
=
1
(2πi|x1|)n−1
∫
Rn
(1− η(|x|ξ)) Ψ∞ (ξ) ξ
n−1−2j
1
|ξ|λ+2(n−1−j) (2πiξ)
β
e2πix·ξdξ.(11)
Integrating by parts on the variable ξ n times, term (11) is equal to
1
(−2πi|x1|)2n−1
∫
Rn
∂n−1ξ1
(
(1− η(|x|ξ)) Ψ∞ (ξ) ξ
n−1−2j
1
|ξ|λ+2(n−1−j) ξ
β
)
e2πix·ξdξ.
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Repeating the previous argument, we can see that it is enough to estimate
1
(2πi|x1|)2n−1
∫
Rn
(1− η(|x|ξ)) Ψ∞ (ξ)Pτ ′(ξ)e2πix·ξdξ,
where τ ′ is an n-tuple indices, and Pτ ′(x) ∈ C∞(Rn\{0}) satisfies
|Pτ ′(ξ)|  1|ξ|λ+2n−|β|−1
.
Then we conclude∣∣∣∣χE1(x) 1(2πi|x1|)2n−1
∫
Rn
(1− η(|x|ξ)) Ψ∞ (ξ)Pτ ′(ξ)e2πix·ξdξ
∣∣∣∣
 1|x|2n−1
∫
|ξ|>1/|x|
1
|ξ|λ+2n−|β|−1
dξ  1|x|n+|β|−λ .
If |β| ≥ λ+ (n− 1), then we have
1
(2πi|x1|)n−1 ∂
β−α
x
(∫
Rn
(1− η(|x|ξ)) Ψ∞ (ξ) ξ
n−1−2j
1
|ξ|λ+2(n−1−j) ∂
α
x
(
e2πix·ξ
)
dξ
)
=
1
(2πi|x1|)n−1 ∂
β−α
x
(∫
Rn
(1− η(|x|ξ)) Ψ∞ (ξ) ξ
n−1−2j
1
|ξ|λ+2(n−1−j) (2πiξ)
αe2πix·ξdξ
)
.
Note that |α| = n − 1. For the integral in the bracket above, by performing
integration by parts n times on the variable ξ1, we yield that∫
Rn
(1− η(|x|ξ)) Ψ∞ (ξ) ξ
n−1−2j
1
|ξ|λ+2(n−1−j) (2πiξ)
αe2πix·ξdξ
=
1
(2πi|x1|)n
∫
Rn
∂nξ1
(
(1− η(|x|ξ)) Ψ∞ (ξ) ξ
n−1−2j
1
|ξ|λ+2(n−1−j) (2πiξ)
α
)
e2πix·ξdξ.
Repeating the previous estimates, we can obtain∣∣∣∣∣ χE1(x)(2πi|x1|)n−1 ∂β−αx
(∫
Rn
(1− η(|x|ξ)) Ψ∞ (ξ) ξ
n−1−2j
1
|ξ|λ+2(n−1−j) ∂
α
x
(
e2πix·ξ
)
dξ
)∣∣∣∣∣  1|x|n+|β|−λ ,
and then∣∣∣∣χE1(x)∂βx ( 1(−2πi|x1|)n−1
∫
Rn
II3(x, ξ)e
2πix·ξdξ
)∣∣∣∣  1|x|n+|β|−λ .
Therefore, we show that for |x| < 1,
|∂βxKδp,γλ,∞(x)| 
1
|x|n+|β|−λ .
In addition, if a nonnegative integer k ≤ n and k ≤ λ < k + 1, then we only need
to take integration by parts on the variable ξ for n− k + 1 times. If k > n, it is a
triviality.
For the case |x| ≥ 1, recall that
K
δp,γ
λ,∞(x) =
∫
Rn
Ψ∞ (ξ)
|ξ|λ
e2πix·ξdξ.
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Integration by parts on the variable ξ1 for n+ L times yields that
K
δp,γ
λ,∞(x) =
1
(−2πi|x1|)n+L
∫
Rn
∂n+Lξ1
(
Ψ∞(ξ)
|ξ|λ
)
e2πix·ξdξ.
Repeated calculations as before enables us to obtain that
∂n+Lξ1
(
Ψ∞(ξ)
|ξ|λ
)
=
∑
k1+k2=n+L
Ck1,k2,n+L
×
 ∑
k11+k12=k1,k11 6=0
Ck11,k12,k1(∂
k11
1 Ψ∞)(ξ)Pk12 (ξ)
[k2/2]∑
j=0
Cjξ
k2−2j
1
|ξ|λ+2(k2−j)

+Ψ∞(ξ)
[(n+L)/2]∑
j=0
Cjξ
n+L−2j
1
|ξ|λ+2(n+L−j)
 ,
where Ck1,k2,n+L, Ck11,k12,k1 , Cj are constants, and Pk12(ξ) ∈ C∞(Rn\{0}) satisfies
(12) |Pk12(ξ)|  |ξ|−k12 .
To express clearly the estimate of the derivative of ∂βxK
δp,γ
λ,∞(x), we need to
introduce some more notation. For any n-tuple β = (β1, β2, . . . , βn), set β
′ =
(β2, . . . , βn), then β = (β1, β
′). Similarly, for any n-tuple x = (x1, x2, . . . , xn) write
x = (x1, x
′), where x′ = (x2, . . . , xn). Now for |x| ≥ 1, we use Leibniz’s rule to
obtain
∂β1x1∂
β′
x′
(
(−2πi|x1|)−(n+L) e2πix·ξ
)
= ∂β1x1
(
(2πix1)
−(n+L)e2πix1ξ1
)
∂β
′
x′
(
e2πix
′·ξ′
)
= Cβ′ξ
′β
′
e2πix·ξ
∑
0≤l≤β1
Clx
−(n+L+l)
1 ξ
β1−l
1 .
As a result, invoking the estimate of (12) and the properties of Ψ∞, we yield that∣∣∣χE1(x)∂βxKδp,γλ,∞(x)∣∣∣
 1|x|n+L
∑
k1+k2=n+L
∑
k11+k12=k1,k11 6=0
[(n+L)/2]∑
j=0
∫
1/4<|ξ|<1/2
1
|ξ|λ+k2−|β|+j+k12 dξ
+
1
|x|n+L
[(n+L)/2]∑
j=0
∑
0≤l≤β1
1
|x|l
∣∣∣∣∣
∫
Rn
Ψ∞(ξ)
|ξ|λ+2(n+L−j)
ξ′
β′
ξn+L−2j+β1−l1 e
2πix·ξdξ
∣∣∣∣∣
 1|x|n+L
∑
0≤l≤β1
1
|x|l
∫
|ξ|>1/4
1
|ξ|n+λ+L+l−|β|
dξ
+
1
|x|n+L
∑
0≤l≤β1
1
|x|l
∫
|ξ|>1/4
1
|ξ|n+λ+L+l−|β|
dξ
 1|x|n+L ,
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because of L > |β| − λ and |x| > 1. Similarly, we can estimate the other terms
χEj(x)∂
β
xK
δp,γ
λ,∞(x) for 2 ≤ j ≤ n. Combining all the estimates, we complete the
proof of this lemma. 
3. Proof of Theorems 1.1 and 1.2
We first give the proof of Theorem 1.2. We shall present some important lemmas.
Lemma 3.1 ([21]). Let 0 < p ≤ 1. Suppose that a function ζ vanishes at ∞ and
satisfies ∣∣∂βx ζ(x)∣∣  (1 + |x|)−A
for |β| = [n(1/p− 1)] + 1 and A > n/p. Then there is a constant C > 0, for any
f ∈ Hp(Rn), ∥∥∥∥sup
R>0
|f ∗ ζR|
∥∥∥∥
Lp(Rn)
≤ C‖f‖Hp(Rn),
where ζR(x) = R
−nζ(x/R) for R > 0 and x ∈ Rn.
Lemma 3.2 ([8]). Let 1 < q <∞ and δ > (n− 1)|1/q − 1/2|. For any λ ≥ 0, we
have ∥∥∥∥sup
R>0
∣∣∣T δ,γR,λ,1g∣∣∣∥∥∥∥
Lq(Rn)
 ‖g‖Lq(Rn).
Lemma 3.3 ([8]). Let 1 < q <∞ and δ > −1. For any λ ≥ 0, we have∥∥∥∥sup
R>0
∣∣∣T δ,γR,λ,∞g∣∣∣∥∥∥∥
Lq(Rn)
 ‖g‖Lq(Rn).
Proof of Theorem 1.2. As mentioned above, we know that the distribution
Rλ{Sδp,γR (f)− f}
has the Fourier transform µ(·/R) ĝ, where g = I−λf and the multiplier µ is a
radial function given by
µ(ξ) =
(1− |ξ|γ)δp+ − 1
|ξ|λ
, ξ 6= 0 and µ(0) = lim
t→0+
(1− tγ)δp+ − 1
tλ
.
Since µ(ξ) = m
δp,γ
λ,0 (ξ) +m
δp,γ
λ,1 (ξ) +m
δp,γ
λ,∞(ξ), to prove∣∣∣{x ∈ Rn : (M δp,γλ f)(x) > s}∣∣∣  (‖f‖Iλ(Hp)(Rn)s
)p
,
it suffices to show that the maximal operators supR>0 |T δp,γR,λ,jg| satisfy for any g ∈
Hp(Rn),∣∣∣∣{x ∈ Rn : sup
R>0
∣∣∣T δp,γR,λ,jg(x)∣∣∣ > s}∣∣∣∣  (‖g‖Hp(Rn)s
)p
, j = 0, 1,∞.
We first consider the case j = 0. For any multi-index β satisfying |β| = [n(1/p−
1)] + 1, then
n+ |β|+ γ − λ > n/p+ γ − λ ≥ n/p.
It follows from Lemmas 2.1 and 3.1 that∥∥∥∥sup
R>0
∣∣∣T δp,γR,λ,0 (g)∣∣∣∥∥∥∥
Lp(Rn)
 ‖g‖Hp(Rn).
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Furthermore∣∣∣∣{x ∈ Rn : sup
R>0
∣∣∣T δp,γR,λ,0g(x)∣∣∣ > s}∣∣∣∣  ∫
Rn
supR>0
∣∣∣T δp,γR,λ,0g(x)∣∣∣
s
p dx
 (‖g‖Hp(Rn)s−1)p .
Similar to [22], using a summation formula of Stein and N. Weiss [24], in order
to prove the above estimate (3), it suffices to show that for any (p, 2)-atom b∣∣∣∣{x ∈ Rn : sup
R>0
∣∣∣T δp,γR,λ,jb(x)∣∣∣ > s}∣∣∣∣  s−p, j = 1,∞.
Without loss of generality, we can assume the atom b supported in a cube Q(0, l)
centered at the origin with diameter l > 0 whose sides parallel to the axes (see also
Grafakos [11, p.94]). Let Q∗ = 2
√
nQ denote the concentric cube with 2
√
n-times
the diameter of Q.
Consider the case j = 1. We write∣∣∣∣{x ∈ Rn : sup
R>0
∣∣∣T δp,γR,λ,1b(x)∣∣∣ > s}∣∣∣∣
=
∣∣∣∣{x ∈ Q∗ : sup
R>0
∣∣∣T δp,γR,λ,1b(x)∣∣∣ > s}∣∣∣∣+ ∣∣∣∣{x ∈ Rn\Q∗ : sup
R>0
∣∣∣T δp,γR,λ,1b(x)∣∣∣ > s}∣∣∣∣ .
Note that supR>0
∣∣∣T δp,γR,λ,1b(x)∣∣∣ is bounded on L2(Rn) since δp satisfies the as-
sumption of Lemma 3.2. Make use of Ho¨lder’s inequality to obtain the first term∣∣∣∣{x ∈ Q∗ : sup
R>0
∣∣∣T δp,γR,λ,1b(x)∣∣∣ > s}∣∣∣∣ ≤ s−p ∫
Q∗
sup
R>0
∣∣∣T δp,γR,λ,1b(x)∣∣∣p dx
 s−p|Q|1−p/2
∥∥∥∥sup
R>0
∣∣∣T δp,γR,λ,1b∣∣∣∥∥∥∥p
L2(Rn)
 s−p|Q|1−p/2‖b‖pL2(Rn)
 s−p,
where in the last inequality we have used the size condition of b.
Next, we turn to estimate the second term∣∣∣∣{x ∈ Rn\Q∗ : sup
R>0
∣∣∣T δp,γR,λ,1b(x)∣∣∣ > s}∣∣∣∣ .
Divide R > 0 into two cases: Rl > 2 and 0 < Rl ≤ 2.
Case 1: Rl > 2. For x ∈ Rn\Q∗ and |y − x| < √nl/2, we have |x − y| < |x|/2
and R|y| > R|x|/2 > Rl > 2. Apply Lemma 2.2 with β = 0, then∣∣∣(Kδp,γλ,1 )1/R(y)∣∣∣  Rn(R|x|)−n/p.
Invoking the above estimate and Ho¨lder’s inequality, we have∣∣∣T δp,γR,λ,1b(x)∣∣∣  ‖b‖L2(Rn)(∫
Q
∣∣∣(Kδp,γλ,1 )1/R(y)∣∣∣2 dy)1/2  |x|−n/p.
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Case 2: 0 < Rl ≤ 2. Let the multi-index β satisfy |β| = [n(1/p− 1)]+1. Lemma
2.2 implies that
(13) |∂βx (Kδp,γλ,1 )1/R(x)|  Rn+|β|, if R|x| ≤ 1,
and
(14) |∂βx (Kδp,γλ,1 )1/R(x)| 
Rn+|β|
|Rx|n/p , if R|x| > 1.
By virtue of Taylor’s theorem, we see that
(K
δp,γ
λ,1 ) 1R (x−y) =
∑
|α|≤|β|−1
(
∂αx (K
δp,γ
λ,1 ) 1R
)
(x)
α!
yα+
∑
|α|=|β|
(
∂αx (K
δp,γ
λ,1 ) 1R
)
(x− (1− θ)y)
α!
yα,
for some θ ∈ (0, 1). Using the cancellation condition of b, we have that
T
δp,γ
R,λ,1b(x) =
∫
Q
b(y)(K
δp,γ
λ,1 )1/R(x − y)dy
=
∑
|α|=|β|
1
α!
∫
Q
b(y)yα
(
∂αx (K
δp,γ
λ,1 )1/R
)
(x− (1− θ)y)dy,
and also
sup
0<R≤2/l
∣∣∣T δp,γR,λ,1b(x)∣∣∣  ∑
|α|=|β|
1
α!
∫
Q
|b(y)||y||α|
× sup
0<R≤2/l
(
sup
|z−x|<|y|
∣∣∣(∂α(Kδp,γλ,1 )1/R) (z)∣∣∣
)
dy
 ln+|β|−n/p · sup
0<R≤2/l
(
sup
|z−x|<|y|
∣∣∣(∂α(Kδp,γλ,1 )1/R) (z)∣∣∣
)
.
Denote by U(x) the set {z ∈ Rn : |z − x| < |y|, y ∈ Q and x ∈ Rn\Q∗}.
Observe that the condition z ∈ U(x) implies that |x|/2 < |z| < 3|x|/2. We need
to divide the set U(x) into two regions: {z : |z − x| < |y| and R|z| ≤ 1} and
{z : |z − x| < |y| and R|z| > 1}. For the first region, we use the estimate (13) to
yield
sup
0<R≤2/l
(
sup
z∈U(x),R|z|≤1
∣∣∣(∂α(Kδp,γλ,1 )1/R) (z)∣∣∣
)
 sup
0<R≤2/l,z∈U(x),R|z|≤1
Rn+|β|−n/pRn/p
 sup
0<R≤2/l
Rn+|β|−n/p · sup
R|z|≤1,z∈U(x)
Rn/p
 l−(n+|β|−n/p) · |x|−n/p,
where we have used 0 < n+ |β| − n/p ≤ 1 and |z| ≃ |x|. For the second region, we
use the estimate (14) to yield
sup
0<R≤2/l
(
sup
z∈U(x),R|z|>1
∣∣∣(∂α(Kδp,γλ,1 )1/R) (z)∣∣∣
)
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 sup
0<R≤2/l,R|z|>1,z∈U(x)
Rn+|β|
|Rz|n/p
 sup
0<R≤2/l,z∈U(x)
(
Rn+|β|−
n
p · |z|−np
)
 l−(n+|β|−n/p) · |x|−n/p.
Hence, using Ho¨lder’s inequality and the size condition of the (p, 2)-atom b, we have∫
Q
|b(y)| · |y||α|dy  ln+|β|−n/p,
and of course∣∣∣∣{x ∈ Rn\Q∗ : sup
R>0
∣∣∣T δp,γR,λ,1b(x)∣∣∣ > s}∣∣∣∣  ∣∣∣{x ∈ Rn\Q∗ : |x|−n/p > s}∣∣∣  s−p.
At last, we will deal with the case j =∞. Write∣∣∣∣{x ∈ Rn : sup
R>0
∣∣∣T δp,γR,λ,∞b(x)∣∣∣ > s}∣∣∣∣
=
∣∣∣∣{x ∈ Q∗ : sup
R>0
∣∣∣T δp,γR,λ,∞b(x)∣∣∣ > s}∣∣∣∣+ ∣∣∣∣{x ∈ Rn\Q∗ : sup
R>0
∣∣∣T δp,γR,λ,∞b(x)∣∣∣ > s}∣∣∣∣ .
Lemma 3.3 gives that supR>0
∣∣∣T δp,γR,λ,∞b(x)∣∣∣ is bounded on L2(Rn). Then the first
term can be estimated by means of Ho¨lder’s inequality and the size condition of b,∣∣∣∣{x ∈ Q∗ : sup
R>0
∣∣∣T δp,γR,λ,∞b(x)∣∣∣ > s}∣∣∣∣ ≤ s−p ∫
Q∗
sup
R>0
∣∣∣T δp,γR,λ,∞b(x)∣∣∣p dx
 s−p|Q|1−p/2
∥∥∥∥sup
R>0
∣∣∣T δp,γR,λ,∞b∣∣∣∥∥∥∥p
L2(Rn)
 s−p|Q|1−p/2‖b‖pL2(Rn)
 s−p.
Next, we turn to estimate the second term∣∣∣∣{x ∈ Rn\Q∗ : sup
R>0
∣∣∣T δp,γR,λ,∞b(x)∣∣∣ > s}∣∣∣∣ .
By the previous proof, it suffices to show that for x ∈ Rn\Q∗
sup
R>0
∣∣∣T δp,γR,λ,∞b(x)∣∣∣  |x|−n/p.
Applying the similar method as that of the case j = 1, we break R > 0 into two
cases: Rl > 2 and 0 < Rl ≤ 2. We also take L = [n(1/p− 1)] + 1 for 0 < p ≤ 1.
Case 1: Rl > 2. For x ∈ Rn\Q∗ and |y − x| < l, we have |x − y| < |x|/2 and
R|y| > R|x|/2 > Rl > 2. Apply Lemma 2.3 with β = 0, then∣∣∣(Kδp,γλ,∞)1/R(y)∣∣∣  Rn(R|x|)−n−[n(1/p−1)]−1.
Invoking the above estimate and Ho¨lder’s inequality, we have∣∣∣T δp,γR,λ,∞b(x)∣∣∣  ‖b‖L2(Rn)(∫
Q
∣∣∣(Kδp,γλ,∞)1/R(y)∣∣∣2 dy)1/2  |x|−n/p.
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Case 2: 0 < Rl ≤ 2. For any multi-index β such that |β| = L, it follows from
Lemma 2.3 that
(15) |∂βx (Kδp,γλ,∞)1/R(x)| 
Rn+|β|
|Rx|n+|β|−λ , if R|x| ≤ 1,
and
(16) |∂βx (Kδp,γλ,∞)1/R(x)| 
Rn+|β|
|Rx|n+L , if R|x| > 1.
Applying Taylor’s theorem and the cancellation condition of b, one has
sup
0<R≤2/l
∣∣∣T δp,γR,λ,∞b(x)∣∣∣

∑
|α|=|β|
1
α!
∫
Q
|b(y)| · |y||α| sup
0<R≤2/l
(
sup
|z−x|<|y|
∣∣∣(∂α(Kδp,γλ,∞)1/R) (z)∣∣∣
)
dy.
In the same manner we break the set U(x) into two regions: {z : |z − x| <
|y| and R|z| ≤ 1} and {z : |z − x| < |y| and R|z| > 1}, where U(x) is defined as
before. For the first region, we use the estimate (15) to yield
sup
0<R≤2/l
(
sup
z∈U(x),R|z|≤1
∣∣∣(∂α(Kδp,γλ,∞)1/R) (z)∣∣∣
)
 sup
0<R≤2/l,R|z|≤1,z∈U(x)
Rn+|β|
|Rz|n+|β|−λ
 |x|−n/p · l−(n+|β|−n/p) · sup
z∈U(x)
(
l
|z|
)n+|β|−n/p
≤ |x|−n/p · l−(n+|β|−n/p),
where we have used 0 < n + |β| − n/p ≤ 1 and 3|x|/2 > |z| > |x|/2 > √nl/2.
Similarly, we use (16) to estimate the supremum in the second region
sup
0<R≤2/l
(
sup
z∈U(x),R|z|>1
∣∣∣(∂α(Kδp,γλ,∞)1/R) (z)∣∣∣
)
 sup
0<R≤2/l,z∈U(x),R|z|>1
Rn+|β|
|Rz|n+L
 |x|−n/p · l−(n+|β|−n/p) · sup
z∈U(x)
(
l
|z|
)n+|β|−n/p
 |x|−n/p · l−(n+|β|−n/p).
Therefore, Ho¨lder’s inequality and the size estimate of the (p, 2)-atom b lead to
sup
R>0
∣∣∣T δp,γR,λ,∞b(x)∣∣∣  |x|−n/p.
Summing all the estimates, we complete the proof of Theorem 1.2. 
Proof of Theorem 1.1. The proof follows a standard method. We only prove the
case λ < γ. Suppose f ∈ Iλ(Hp)(Rn). Since S (Rn) ∩ Iλ(Hp)(Rn) is dense in
Iλ(H
p)(Rn), for any ε > 0, we choose an h ∈ S (Rn) ∩ Iλ(Hp)(Rn) such that
‖f − h‖Iλ(Hp)(Rn) < ε.
Since
lim
R→∞
∣∣∣Rλ ((Sδp,γR h)(x)− h(x))∣∣∣ = 0
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for all x, for any fixed s > 0, we have∣∣∣∣{x ∈ Rn : lim sup
R→∞
∣∣∣Rλ ((Sδp,γR f)(x)− f(x))∣∣∣ > s}∣∣∣∣
≤
∣∣∣∣{x ∈ Rn : lim sup
R→∞
∣∣∣Rλ ((Sδp,γR (f − h))(x) − (f − h) (x))∣∣∣ > s/2}∣∣∣∣

(‖f − h‖Iλ(Hp)(Rn)
s
)p
<
(ε
s
)p
.
To show that
(S
δp,γ
R f)(x)− f(x) = O(1/Rγ) a.e. as R→∞
is sharp when λ = γ, we pick an f ∈ Iλ(Hp)(Rn) ∩S (Rn) satisfying∫
Rn
f̂(ξ) |ξ|λ e2πiξ·ydξ 6= 0
at some y ∈ Rn. Using the continuity, we have that∫
Rn
f̂(ξ) |ξ|λ e2πix·ξdξ 6= 0,
in a neighborhood of y.
Write
Rλ
(
(S
δp,γ
R f)(x) − f(x)
)
= Rλ
∫
Rn
((
1− |ξ|
λ
Rλ
)δp
+
− 1
)
f̂(ξ)e2πix·ξdξ
= Rλ
∫
|ξ|<R/2
((
1− |ξ|
λ
Rλ
)δp
− 1
)
f̂(ξ)e2πix·ξdξ
+Rλ
∫
|ξ|≥R/2
((
1− |ξ|
λ
Rλ
)δp
+
− 1
)
f̂(ξ)eix·ξdξ
= IR(x) + IIR(x).
Since f ∈ S (Rn), we have
|IIR(x)|  Rλ
∫
|ξ|≥R/2
∣∣∣f̂(ξ)∣∣∣ dξ  R−L,
for any L > 0. Using the Taylor expansion, we have
IR(x) = −δp
∫
|ξ|<R/2
|ξ|λf̂(ξ)e2πix·ξdξ +O( 1
Rλ
).
Thus, we obtain that
lim
R→∞
Rλ
(
(S
δp,γ
R f)(x)− f(x)
)
6= 0
in a set of positive measure. This concludes the proof of the theorem. 
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4. Proof of Theorem 1.3
We need to define a slight refinement of the maximal function by the form
(Mδ,γλ f)(x) = sup
R>1
|Rλ+δ−n−12 {(Sδ,γR f)(x)− f(x)}|.
Theorem 1.3 will be proved partially based on the following estimate on Mδ,γλ f .
For 0 < α < n, the fractional maximal operator Mα is defined by
(Mαf)(x) = sup
Q
1
|Q(x, l)|1−α/n
∫
Q(x,l)
|f(y)|dy,
where the supremum is taken over all cubes Q(x, l) in Rn whose center are at the
origin x, diameter l(> 0) and with the sides parallel to the axes. When α = 0,
the operator M0 is reduced to the Hardy-Littlewood maximal operator, which is
simply denoted by M .
Theorem 4.1. Let δ < (n − 1)/2 and 1 ≤ p < ∞. If f ∈ Iλ(Lp)(Rn), then for
n−1
2 − δ ≤ λ ≤ γ, we have
(Mδ,γλ f)(x)  (Mn−1
2
−δg)(x) + In−1
2
−δ(|g|)(x) + (Mg)(x),
where g =: I−λf , M(n−1)/2−δ is the fractional Hardy-Littlewood maximal operator,
and I(n−1)/2−δ is the Riesz potential operator of order (n− 1)/2− δ.
We begin with some useful lemmas. Following the previous proof of lemma 2.2,
we can obtain the following lemma.
Lemma 4.1. For n−12 − δ ≤ λ ≤ γ, we have
|Kδ,γλ,1(x)|  1, if |x| ≤ 1,
and
|Kδ,γλ,1(x)|  |x|−
n+1
2
−δ, if |x| > 1.
We also need the following lemmas in [8].
Lemma 4.2 ([8]). For 0 ≤ λ < γ and δ > −1, we have
|Kδ,γλ,0(x)| 
1
(1 + |x|)n+γ−λ ,
and for λ = γ,
|Kδ,γγ,0(x)| 
1
(1 + |x|)L , for any L > 0.
Lemma 4.3 ([8]). For λ > 0 and δ > −1, we have that
|Kδ,γλ,∞(x)| 
1
|x|n−λ , if |x| < 1
and if |x| ≥ 1
|Kδ,γλ,∞(x)| 
1
|x|L , for any L > n.
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Proof of Theorem 4.1. For j = 0, 1,∞, define the operators
(T δ,γR,λ,jg)∧(ξ) = Rδ−(n−1)/2mδ,γλ,j(ξ/R)ĝ(ξ),
and their associated maximal operators
(Mδ,γλ,jg)(x) = sup
R>1
|(T δ,γR,λ,jg)(x)|.
Denote by (Kδ,γλ,j)1/R(x) = R
nKδ,γλ,j(Rx) the kernel of T δ,γR,λ,j , where
Kδ,γλ,j (x) = m
δ,γ
λ,j
∨
(x), j = 0, 1,∞.
The sublinearity of the maximal function Mδ,γλ f leads to
(Mδ,γλ f)(x) ≤
∑
j=0,1,∞
(Mδ,γλ,jg)(x),
where ĝ(ξ) = (I−λf)
∧(ξ) = |ξ|λf̂(ξ).
Consider j = 0. If 0 ≤ λ < γ, using Lemma 4.2, then we have∣∣∣(T δ,γR,λ,0g)(x)∣∣∣ = ∣∣∣∣∫
Rn
Rn+δ−(n−1)/2Kδ,γλ,0(Ry)g(x− y)dy
∣∣∣∣
≤ Rn+δ−(n−1)/2
(∫
|Ry|<1
|Kδ,γλ,0(Ry)||g(x− y)|dy +
∫
|yR|≥1
|Kδ,γλ,0(Ry)||g(x− y)|dy
)
 Rn+δ−(n−1)/2
(∫
|y|<1/R
|g(x− y)|dy +
∞∑
k=0
∫
2k/R≤|y|<2k+1/R
|g(x− y)|
|Ry|n+γ−λdy
)
.
Then by taking the supremum over R > 1, we yield that
sup
R>1
∣∣∣(T δ,γR,λ,0g)(x)∣∣∣
 (Mn−1
2
−δg)(x) +
∞∑
k=0
2−k((n−1)/2−δ+γ−λ)(Mn−1
2
−δg)(x)
 (Mn−1
2
−δg)(x),
because of (n− 1)/2− δ+ γ −λ > 0. The case λ = γ is much simpler. We skip the
details.
We next estimate the case j = 1. Applying Lemma 4.1, we have∣∣∣(T δ,γR,λ,1g)(x)∣∣∣ = ∣∣∣∣∫
Rn
Rn+δ−(n−1)/2Kδ,γλ,1(Ry)g(x− y)dy
∣∣∣∣
 Rn+δ−(n−1)/2
∫
|y|<1/R
|g(x− y)|dy +
∫
|y|≥1/R
Rn+δ−(n−1)/2
(|Ry|)(n+1)/2+δ |g(x− y)|dy
 Rn+δ−(n−1)/2
∫
|y|<1/R
|g(x− y)|dy +
∫
|y|≥1/R
|g(x− y)|
|y|(n+1)/2+δ dy.
Since δ < (n− 1)/2, we have
sup
R>1
∣∣∣(T δ,γR,λ,1g)(x)∣∣∣  (Mg)(x) + In−1
2
−δ(|g|)(x).
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We now deal with the case j = ∞. It is easy to verify the case λ = γ. If
0 ≤ λ < γ, using Lemma 4.3 by choosing L = n, then we have∣∣∣(T δ,γR,λ,∞g)(x)∣∣∣ = ∣∣∣∣∫
Rn
Rn+δ−(n−1)/2Kδ,γλ,∞(Ry)g(x− y)dy
∣∣∣∣
≤ Rn+δ−(n−1)/2
(∫
|Ry|<1
|g(x− y)|
|Ry|n−λ dy +
∫
|yR|≥1
|g(x− y)|
|Ry|n dy
)
≤ Rn+δ−(n−1)/2
0∑
k=−∞
∫
2k−1≤|Ry|<2k
|g(x− y)|
|Ry|n−λ dy
+Rn+δ−(n−1)/2
∞∑
k=0
∫
2k≤|yR|<2k+1
|g(x− y)|
|Ry|n dy.
Then for R > 1, we have
sup
R>1
∣∣∣(T δ,γR,λ,∞g)(x)∣∣∣

0∑
k=−∞
2kλ sup
R>0
(
R
2k
)n ∫
|Ry|<2k
|g(x− y)|dy
+
∞∑
k=0
2k(δ−(n−1)/2) sup
R>0
(
R
2k+1
)n−((n−1)/2−δ) ∫
|Ry|<2k+1
|g(x− y)|dy
 (Mg)(x) + (Mn−1
2
−δg)(x),
where we have used λ ≥ (n− 1)/2 − δ > 0. Therefore, Theorem 4.1 is completely
proved. 
Proof of Theorem 1.3. This proof is similar to that of Theorem 1.1. Suppose
f ∈ Iλ(Lp)(Rn) for 1 ≤ p < ∞. Then for any ε > 0, we decompose f into two
functions
f(x) = g(x) + h(x),
such that g ∈ S (Rn) and ‖I−λh‖Lp(Rn) < ε.
Since g ∈ S (Rn), for any fixed s > 0, we conclude that∣∣∣∣{x ∈ Rn : lim sup
R→∞
∣∣∣Rλ+δ−n−12 ((Sδ,γR g)(x) − g(x))∣∣∣ > s/2}∣∣∣∣ = 0.
Let h˜ = I−λh. Making use of the sublinearity of maximal function, together with
Theorem 4.1, it follows that for any s > 0,∣∣∣∣{x ∈ Rn : lim sup
R→∞
∣∣∣Rλ+δ−n−12 ((Sδ,γR f)(x)− f(x))∣∣∣ > s}∣∣∣∣
≤
∣∣∣{x ∈ Rn : (Mδ,γλ h˜) (x) > s/2}∣∣∣
≤
∣∣∣{x ∈ Rn : C (Mn−1
2
−δh˜
)
(x) > s/6
}∣∣∣
+
∣∣∣{x ∈ Rn : CIn−1
2
−δ
(
|˜h|
)
(x) > s/6
}∣∣∣
+
∣∣∣{x ∈ Rn : C(Mh˜)(x) > s/6}∣∣∣
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
(
‖h˜‖Lp(Rn)
s
)1/q
+
(
‖h˜‖Lp(Rn)
s
)1/p
≤
(
s−1/q + s−1/p
)
· ε1/q,
where we have used that the boundednesses of the Riesz potential operator In−1
2
−δ
(the fractional maximal operator Mn−1
2
−δ): L
p(Rn)→ Lq,∞(Rn) with 1/p− 1/q =
n−1−2δ
2n for 1 ≤ p < 2nn−1−2δ and of the Hardy-Littlewood maximal operator M :
Lp(Rn)→ Lp,∞(Rn) for 1 ≤ p <∞. This concludes the proof of the theorem.

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