Introduction
Model Predictive Control (MPC) is frequently implemented as one of the layers of a control structure where a Real Time Optimization (RTO) algorithm -laying in an upper layer of this structure -defines optimal targets for some of the inputs and/or outputs (Kassmann et al., 2000) . The main scope is to reach the most profitable operation of the process system while preserving safety and product specification constraints. The model predictive controller is expected to drive the plant to the optimal operating point, while minimizing the dynamic error along the input and output paths. Since in the control structure considered here the model predictive controller is designed to track the optimal targets, it is expected that for nonlinear process systems, the linear model included in the controller will become uncertain as we move from the design condition to the optimal condition. The robust MPC presented in this chapter explicitly accounts for model uncertainty of open loop stable systems, where a different model corresponds to each operating point of the process system. In this way, even in the presence of model uncertainty, the controller is capable of maintaining all outputs within feasible zones, while reaching the desired optimal targets. In several other process systems, the aim of the MPC layer is not to guide all the controlled variables to optimal targets, but only to maintain them inside appropriate ranges or zones. This strategy is designated as zone control (Maciejowski, 2002) . The zone control may be adopted in some systems, where there are highly correlated outputs to be controlled, and there are not enough inputs to control all the outputs. Another class of zone control problems relates to using the surge capacity of tanks to smooth out the operation of a process unit. In this case, it is desired to let the level of the tank to float between limits, as necessary, to buffer disturbances between sections of a plant. The paper by Qin and Badgwell (2003) , which surveys the existing industrial MPC technology, describes a variety of industrial controllers and mention that they always provide a zone control option. Other example of zone control can be found in Zanin et al, (2002) , where the authors exemplify the application of this strategy in the real time optimization of a FCC system. Although this strategy shows to have an acceptable performance, stability is not usually proved, even when an infinite horizon is used, since the control system keeps switching from one controller to another throughout the continuous operation of the process. There are several research works that treat the problem of how to obtain a stable MPC with fixed output set points. Although stability of the closed loop is commonly achieved by means of an infinite prediction horizon, the problem of how to eliminate output steady state offset when a supervisory layer produces optimal economic set points, and how to explicitly incorporate the model uncertainty into the control problem formulation for this case, remain an open issue. For the nominal model case, Rawlings (2000) , Pannochia and Rawlings (2003) , Muske and Badgwell (2002) , show how to include disturbance models in order to assure that the inputs and states are led to the desired values without offset. Muske and Badgwell (2002) and Pannochia and Rawlings (2003) develop rank conditions to assure the detectability of the augmented model. For the uncertain system, Odloak (2004) develops a robust MPC for the multi-plant uncertainty (that is, for a finite set of possible models) that uses a non-increasing cost constraint (Badgwell, 1997) . In this strategy, the MPC cost function to be minimized is computed using a nominal model, but the non-increasing cost constraint is settled for each of the models belonging to the set. The stability is then achieved by means of the recursive feasibility of the optimization problem, instead of the optimality. On the other hand, there exist some recent MPC formulations that are based on the existence of a control Lyapunov function (CLF), which is independent of the control cost function. Although the construction of the CFL may not be a trivial task, these formulations also allow the explicit characterization of the stability region subject to constraints and they do not need an infinite output horizon. Mashkar et al. (2006) explore this approach for the control of nominal nonlinear systems, and Mashkar (2006) extends the approach for the case of model uncertainty and control actuator fault. More recently, extended the infinite horizon approach to stabilize the closed loop with the MPC controller for the case of multi-model uncertainty and optimizing targets. They developed a robust MPC by adapting the non-increasing cost constraint strategy to the case of zone control of the outputs and it is desirable to guide some of the manipulated inputs to the targets given by a supervisory stationary optimization stage, while maintaining the controlled output in their corresponding zones, taking into account a finite set of possible models. This problem, that seems to interchange an output tracking by an input-tracking formulation, is not trivial, since once the output lies outside the corresponding zone (because of a disturbance, or a change in the output zones), the priority of the controller is again to control the outputs, even if this implies that the input must be settled apart from its targets. Since in many process systems, mainly from the chemical and petrochemical industries, the process model shows significant time delays, the main contribution of this chapter is to extend the approach of to the case of input delayed multi-model systems by introducing minor modifications in the state space model, in such a way that the structure of the control algorithm is preserved. Simulation of a process system of the oil refining industry illustrates the performance of the proposed strategy.
System representation
Consider a system with nu inputs and ny outputs, and assume for simplicity that the poles relating any input u j to any output y i are non-repeated. To account for the implementation of 
The advantage of using the structure of the transition matrix A is that the state vector is divided into components that are associated to the system modes. In the state equation (1), the state components x s correspond to the (predicted) output steady state, which are in addition the integrating modes of the system (the integrating modes are induced by the incremental form of the inputs), and the components x d correspond to the stable modes of the system. Naturally, when the system approaches steady state these last components tend to zero. For the case of non-repeated pole, F is a diagonal matrix with components of the form i rT e where r i is a pole of the system and T is the sampling period. It is assumed that the system has nd stable poles and s B is the gain matrix of the system. The upper left block of matrix A is included to account for the time delay of the system. S 1 , … , S p+1 are the step response coefficients of the system. Matrix Ψ , which appears in the extended state matrix, is defined as follows , with k=1,…,na, are the poles of the transfer function that relates input u j and output y i and na is the order of this transfer function. It is assumed that na is the same for any pair (u j, y i ). The time delay affects the dimension of the state matrix A through parameter p and the components of matrix Ψ . Input matrix B is also affected by the value of the time delay as the step response coefficients S n will be equal to zero for any n smaller than the time delay.
Model uncertainty
With the model structure presented in (1), model uncertainty is related to uncertainty in matrices F, B s , B d and the matrix of time delays θ . The uncertainty in these parameters also reflects in the uncertainty of the step response coefficients, which appear in (2). There are several practical ways to represent model uncertainty in model predictive control. One simple way to represent model uncertainty is to consider the multi-plant system (Badgwell, 1997) , where we have a discrete set Ω of plants, and the real plant is unknown, but it is assumed to be one of the components of this set. With this representation of model uncertainty, we can define the set of possible plants as
where each n Θ corresponds to a particular plant:
Also, let us assume that the true plant, which lies within the set Ω is designated as θ T and there is a most likely plant that also lies in Ω and is designated as N Θ . In addition, it is assumed that the current estimated state corresponds to the true plant. Badgwell (1997) developed a robust linear quadratic regulator for stable systems with the multi-plant uncertainty. Later, Odloak (2004) extended the method of Badgwell to the output tracking of stable systems considering the same kind of model uncertainty. These strategies include a new constraint corresponding to each of the models lying in Ω, that prevents an increase in the true plant cost function at successive time steps. More recently, presented an extension of the method by combining the approach presented in Odloak (2004) with the idea of including the output set point as a new restricted optimization variable to develop a robust MPC for systems where the control objective is to maintain the outputs into their corresponding feasible zone, while reaching the desired optimal input target given by the supervisory stationary optimization. In this work the controller proposed by is extended to the case of uncertain systems with time delays.
System steady state
As was already said, one of the advantages of the model defined in (1) and (2) 
For open loop stable systems this is a stable observer as matrix ( ) IK C A − has the eigenvalues of F and the remaining eigenvalues are equal to zero.
Control structure
In this work, we consider the control structure shown in Figure 1 . In this structure, the economic optimization stage is dedicated to the calculation of the (stationary) desired target, , des k u , for the input manipulated variables. This stage may be based on a rigorous stationary model and takes into account the process measurements and some economic parameters. In addition, this stage works with a smaller frequency than the low-level control stage, which allows a separation between the two stages. In the zone control framework the low-level control stage, given by the MPC controller, is devoted to guide the manipulated input from the current stationary value ss u to the desired value given by the supervisory economic stage, , des k u , while keeping the outputs within specified zones. In general, the target u des,k will vary whenever the plant operation or the economic parameters change. If it is assumed that the system is currently at a stationary value given by ( , 
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This set, which depends on the current stationary point given by ( , ss ss uy), is the intersection of several sets, each one corresponding to a model lying in set Ω. When the output zones are narrow, the restricted input feasible set is smaller than the global feasible set, defined solely by the input constraints. An intuitive diagram of the input feasible set is shown in Figure 4 , where three models are used to represent the uncertainty set. In the following sections it will be shown that the proposed controller remains stable and feasible even when the desired input target , des k u is outside the set u ϑ , or the set u ϑ itself is null.
Nominal MPC with zone control and input target
One way to handle the zone control strategy, that is, to maintain the controlled output inside its corresponding range, is by means of an appropriate choice of the output error penalization in the conventional MPC cost function. In this case the output weight is made equal to zero when the system output is inside the range, and the output weight is different from zero if the output prediction is violating any of the constraints, so that the output variable is strictly controlled only if it is outside the feasible range. In this way, the closed loop is guided to a feasible steady state. In Zanin et al. (2002) , an algorithm assigns three possible values to the output set points used in the MPC controller: the upper bound of the output feasible range if the predicted output is larger than the upper bound; the lower bound of the output feasible range if the predicted output is smaller than this lower bound; and the predicted output itself, if the predicted output is inside the feasible range. However, a rigorous analysis of the stability of this strategy is not possible even when using an infinite output horizon. González et al. (2006) describe a stable MPC based on the incremental model defined in (1) and (2), that takes into account a stationary optimization of the plant operation. The controller was designed specifically for a heat exchanger network with a number of degrees of freedom larger than zero. In that work, the mismatch between the stationary and the dynamic model was treated by means of an appropriate choice of the weighting matrices in the control cost. However, stability and offset elimination was assured only when the model was perfect. Based on the work of González et al (2006), we consider the following nominal cost function:
where
is the control move computed at time k to be applied at time k+j, m is the control or input horizon, , , yu QQR are positive weighting matrices of appropriate dimension, y sp,k and u des,k are the output and input targets, respectively. The output target y sp,k becomes a computed set point when the output has no optimizing target and consequently the output is controlled by zone. This cost explicitly incorporates an input deviation penalty that tries to accommodate the system at an optimal economic stationary point.
In the case of systems without time delay the term corresponding to the infinite output error in the cost V k is divided in two parts: the first goes from the current time k to the end of the control horizon, k+m-1; while the second one goes from time k+m to infinity. This is so because beyond the control horizon no control actions are implemented and so, considering only the state at time k+m, the infinite series can be reduced to a single terminal cost. In the case of time delayed systems, however, the horizon beyond which the entire output evolution can be predicted by a terminal cost is given by k+p. As a result, the cost defined in (6) can be developed as follows
The first term on the right hand side of (7) can be developed as follows 
, 
The term corresponding to the infinite horizon error on the system output in (7) can be written as follows
where, (| ) ( )
In order to force V k,2 to be bounded, we include the following constraint in the control problem 
Finally, the infinite term corresponding to the error on the input along the infinite horizon in (7) can be written as follows
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Then, it is clear that in order to force (12) to be bounded one needs the inclusion of the following constraint 
.
To formulate the IHMPC with zone control and input target for the time delayed nominal system, it is convenient to consider the output set point as an additional decision variable of the control problem and the controller results from the solution to the following optimization problem:
0
, () 0 
HS Q SBQ B M Q MR
Constraints (14) and (15) are terminal constraints, and they mean that both, the input and the integrating component of the output errors will be null at the end of the control horizon m. Constraint (16), on the other hand, forces the new decision variable y sp,k to be inside the zone given by y min and y max . So, as y sp,k is a set point variable, constraint (16) means that the effective output set point of the proposed controller is now the complete feasible zone. Notice that if the output bounds are settled so that the upper bound equals the lower bound, then the problem becomes the traditional set point tracking problem.
Enlarging the feasible region
The set of constraints added to the optimization problem in the last section may produce a severe reduction in the feasible region of the resulting controller. Specifically, since the input increments are usually bounded, the terminal constraints frequently result in infeasible problems, which means that it is not possible for the controller to achieve the constraints in m time steps, given that m is frequently small to reduce the computational cost. A possible solution to this problem is to incorporate slack variables in the terminal constraints. So, assuming that the slack variables are unconstrained, it is possible to guarantee that the control problem will be feasible. Besides, these slack variables must be penalized in the cost function with large weights to assure the constraint violation will be minimized by the control actions. Thus, the cost function can be written as follows ( 
where , 
It must be noted that the use of slack variables is not only convenient to avoid dynamic feasibility problems, but also to prevent stationary feasibility problems. Stationary feasibility problems are usually produced by the supervisory optimization level shown in the control structure defined in Figure 1 . In such a case, for instance, the slack variable , is constrained to be inside the desired zone). So, the slacked problem formulation allows the system output to remain outside the desired zone, if no stationary feasible solution can be found. It can be shown that the controller produced through the solution of problem P1 results in a stable closed loop system for the nominal system. However, the aim here is to extend this formulation to the case of multi model uncertainty.
Robust MPC with zone control and input target
In the model formulation presented in (1) and (2) 
,, 
and define , ()
In (20), N Θ corresponds to the nominal or most probable model of the system.
Remark 1:
The cost to be minimized in problem P2 corresponds to the nominal model. However, constraints (23) and (24) xkm + ), and so the corresponding output penalization will be removed from the cost. As a result, the controller gains some flexibility that allows achieving the other control objectives. Remark 3: Note that by hypothesis, one of the observers is based on the actual plant model, and if the initial and the final steady states are known, then the estimated state () T xk will be equal to the actual plant state at each time k. Remark 4: Conditions (26) and (27) are used to update the pseudo variables of constraint (25), by taking into account the current state estimation ( ) s n xk for each of the models lying in Ω , and the last value of the input target. One important feature that should have a constrained controller is the recursive feasibility (i.e. if the optimization problem is feasible at a given time step, it should remain feasible at any subsequent time step). The following lemma shows how the proposed controller achieves this property. Lemma. If problem P2 is feasible at time step k, it will remain feasible at any subsequent time step k+j, j=1,2,… Proof: Assume that the output zones remain fixed, and also assume that 
We can show that the solution defined through (30) to (33) represent a feasible solution to problem P2 at time k+1, which proves the recursive feasibility. This means that if problem P2 is feasible at time step k, then, it will remain feasible at all the successive time steps k+1, k+2, … Now, the convergence of the closed loop system with the robust controller resulting from the later optimization problem can be stated as follows:
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Observe that, since the same input sequence is used and the current estimated state corresponding to the actual model of the plant is equal to the actual state, then the predicted state and output trajectory will be the same as the optimal predicted trajectories at time step k. 
and, from constraint (25) 
Since the right hand side of (36) is positive definite, the successive values of the cost will be strictly decreasing and for a large enough time k , we will have 
where ( ) 
This means that, if the output of the true system is stabilized inside the output zone, then the set point corresponding to each particular model will be placed by the optimizer exactly at the output predicted values. As a result, all the output slacks will be null. On the other hand, if the output of the true system is stabilized at a value outside the output zone, then the set-point variable corresponding to any particular model will be placed by the optimizer at the boundary of the zone. In this case, the output slack variables will be different from zero, but they will all have the same numerical value as can be seen from (37). Now, to strictly prove the convergence of the input and output to their corresponding targets, we must show that slacks , uk δ and ( ) , T yk δ Θ will converge to zero. It is necessary at this point to notice that in the case of zone control the degrees of freedom of the system are no longer the same as in the fixed set-point problem. So, the desired input values may be exactly achieved by the true system, even in the presence of some bounded disturbances. Let us now assume that the system is stabilized at a point where, . Then, at time k large enough, the cost corresponding to model n Θ will be reduced to
1 , . . . ,
and constraints (21) and (22) 
and ,, 
Now, consider the cost function defined in (21), written for time step k and the control move defined in (40) and the output set point defined in (41): www.intechopen.com (23) and (24), the above cost can be reduced to
the cost corresponding to the decision variables defined in (40) and (41) will be smaller than the cost obtained in (38). This means that it is not possible for the system to remain at a point in which the slack variables Thus, as long as the system remains controllable, condition (42) is sufficient to guarantee the convergence of the system inputs to their target while the system output will remain within the output zones.
Observe that only matrix S u is involved in condition (42) because condition (3) assures that the corrected output prediction, i.e. the one corresponding to the desired input values, lies in the feasible zone. In this case, for all positive matrices S y , the total cost can be reduced by making the set point variable equal to the steady-state output prediction, which is a feasible solution and produces no additional cost. However, matrix S y is suggested to be large enough to avoid any numerical problem in the optimization solution.
Remark 5: We can prove the stability of the proposed zone controller under the same assumptions considered in the proof of the convergence. Output tracking stability means that for every 0
where the extended state of the true system ( ) T xk may be defined as follows
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To simplify the proof, we still assume that m=1, and suppose that the optimal solution obtained at step k-1 is given by ( ) 
Now, using (45), (46) and (47) 
Because of constraint (25), the optimal true cost (that is, the cost based on the true model, considering the optimal solution that minimizes the nominal cost at time k) will satisfy ( ) ( )
and ( ) ( )
By a similar procedure as above and based on the optimal solution at time k+n, we can find a feasible solution to Problem P2 at time k + n + 1, for any n>1, such that
and from the definition of
Therefore, combining inequalities (49) to (52) we can now assure that under the assumption of state controllability at the final equilibrium point, the proposed MPC is asymptotically stable. Remark 6: It is important to observe that even if condition (3) cannot be satisfied by the input target, or the input target is such that one or more outputs need to be kept outside their zones, the proposed controller will still be stable. This is a consequence of the decreasing property of the cost function (inequality (36)) and the inclusion of appropriate slack variables into the optimization problem. When no feasible solution exists, the system will evolve to an operating point in which the slack variables, which at steady state are the same for all the models, are as small as possible, but different from zero. This is an important aspect of the controller, as in practical applications a disturbance may move the system to a point from which it is not possible to reach a steady state that satisfies (3). When this happens, the controller will do the best to compensate the disturbance, while maintaining the system under control. δ . Then, once the output slack is established, the input slack will be accommodated to satisfy these values of the outputs.
Simulation results for the system with time delay
The system adopted to test the performance of the robust controller presented here is based on the FCC system presented in Sotomayor and Odloak (2005) and . It is a typical example of the chemical process industry, and instead of output set points, this system has output zones. The objective of the controller is then to guide the manipulated inputs to the corresponding targets and to maintain the outputs (that are more numerous than the inputs) within the corresponding feasible zones. The system considered here has 2 inputs and 3 outputs. Three models constitute the multi-model set Ω on which the robust controller is based. In two of these models, time delays were included to represent a possible degradation of the process conditions along an operation campaign. The third model corresponds to the process at the design conditions. The parameters corresponding to each of these models can be seen in the following transfer functions: Before starting the detailed analysis of the properties of the proposed robust controller, we find it useful to justify the need for a robust controller for this specific system. We compare, the performance of the proposed robust controller defined through Problem P2, with the performance of the nominal MPC defined through Problem P1. We consider the same scenario described above except for the input targets that are not fully included in the control problem (we consider a target only to input u 1 by simply making This is a possible situation that may happen in practice when the process optimizer is sending a target to one of the outputs. Figures 2 and 3 show the output and input responses respectively for the two controllers when the system starts from a steady state where the outputs are outside their zones. It is clear that the conventional MPC cannot stabilize the plant corresponding to model 1 Θ when the controller uses model 3 Θ to calculate the output predictions. However, the proposed robust controller performs quite well and is able to bring the three outputs to their zones We now concentrate our analysis on the application of the proposed controller to the FCC system. As was defined in Eq. (5), each of the three models produces an input feasible set, whose intersection constitutes the restricted input feasible set of the controller. These sets have different shapes and sizes for different stationary operating points (since the disturbance Figure 6 shows the true system outputs (solid line), the set point variables (dotted line) and the output zones (dashed line) for the complete sequence of changes. Figure 7 , on the other hand, shows the inputs (solid line), and the input targets (dotted line) for the same sequence. As was established in Theorem 1, the cost function corresponding to the true system is strictly decreasing, and this can be seen in Figure 8 . In this figure, the solid line represents the true cost function, while the dotted line represents the cost corresponding to model 3. It is interesting to observe that this last cost function is not decreasing, since the estimated state does not match exactly the true state. Note also that in the last period of time, the cost does not reach zero, as the new target is not inside the input feasible set. Output y min y max y 1 (ºC) 510 550 y 2 (ºC) 400 500 y 3 (ºC) 350 500 Table 3 . New output zones for the FCC subsystem Next, we simulate a change in the output zones. The new bounds are given in Table 3 . Corresponding to the new control zones, the input feasible set changes its dimension and shape significantly. In Figure 9 , Figure 12 shows the control cost of www.intechopen.com the two simulated time periods. Observe that in the last period of time (from 51min to 100 min) the true cost function does not reach zero since the change in the operating point prevents the input and output constraints to be satisfied simultaneously. 
Conclusion
In this chapter, a robust MPC previously presented in the literature was extended to the output zone control of time delayed system with input targets. To this end an extended model that incorporates additional states to account for the time delay is presented. The control structure assumes that model uncertainty can be represented as a discrete set of models (multi-model uncertainty). The proposed approach assures both, recursive feasibility and stability of the closed loop system. The main idea consists in using an extended set of variables in the control optimization problem, which includes the set point to each predicted output. This approach introduces additional degrees of freedom in the zone control problem. Stability is achieved by imposing non-increasing cost constraints that prevent the cost corresponding to the true plant to increase. The strategy was shown, by simulation, to have an adequate performance for a 2x3 subsystem of a typical industrial system.
