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1. Introduction 
NP-complete problems are considered intractable because algorithms at our 
disposal to solve them have an exponential time complexity [3]. This means that 
the time to compute any solution increases very rapidly above “reasonable” norms 
as the size of instances increases. Moreover it is conjectured that “good” algorithms 
with a polynomial time complexity to solve those problems do not exist. Is it possible 
therefore, to provide a probabilistic answer ? We propose a probabilistic approach 
to the study of NP-complete problems and we report the first step taken towards 
the use of this approach for the satisfiability problem (SAT problem for short) El]. 
In [2] we studied the problem of counting the number of solutions for SAT 
instances. Here we study this problem from a probabilistic point of view. We first 
define a probabilistic model of drawing of SAT instances and then we compute the 
mathematical expectation of the number of solutions. A probabilistic estimate of 
their contradiction is deduced. We then suggest modalities for a probabilistic study 
of SAT instances by partitioning the infinite set of instances into finite classes, and 
by studying the distribution of the number of solutions in each class. 
1.1. Notations 
Notations used are those mentioned in [2]. We shall assume in the sequel of this 
paper literals, clauses _md SAT instances are formed from the set of variables 
x = (x,, x;?, . . . , x,,}. 
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2. Probabilistic model 
Let us state the conditions of drawing of SAT instances. A SAT instance is obtained 
by successive drawings of clauses. A clause is formed by drawing according to a 
non-defined process a sr?ouence of variables of X, and then drawing the form, either 
direct or complemented, c :ach variable of the sequence. The probability law for 
drawing the form of each variable is a uniform law implying that direct form and 
complemented form of occurrences of a variable are equally likely. 
The sequence of variables of a clause can be considered as an arrangement of 
variables of X. Let l2 be the set of all possible arrangements of variables of X with 
possible repetitions. 0 is infinite and represents he set of all possible events resulting 
from the drawing of a sequence of variables for a clause. For any arrangement 
x;,xj, . . . xi, with (il, i2, . . . . i,) E [ 1, n]’ and t E N, a probability denoted by pi,,iz,...,i, 
can-therefore be associated. We assume that r a 1 which excludes drawing of the 
empty clause (to include it, it requires that r 2 0 and the same reasoning as for P 3 1 
follows). By definition, the probability of LI being equal to 1, we have 
r=Jc 
c c 
r= I i,.i~,...,i,r[l.n]' 
Pil.i~.....ir = I* 
Examples. Let us assume that we draw the variables of a clause with a given length 
r by making r successive independent drawings of a variable in X. Let qi be the 
probability of drawing the variable xi with i E [ 1, n]. The probability of the arrange- 
ment xi,xi, . . . xir is qi,qi, l l l qi,, and we have 
_ 
c 
f1.t: . . . . . i,c [ 1.11 J’ 
qi, 4i2 l ’ ’ qi, = 1. 
If one desires clauses with a non-fixed length and if u, is the probability of drawing 
a clause with r variables the probability of the previous arrangement becomes 
bqi,qiz ' ' l qi,. If one d esires a clause without repeated variables, the drawing is 
without replacement and the probability of Xi,Xi, . . . xi, becomes 
qi, qiz l ’ ’ qi, 
(1-qi,)(l-qi,-qi2)g' ' (I-qi,-yi.-' ’ ‘-qi,_,)’ _ 
One can also obtain variables of a clause by directly drawing arrangements in 0 
according to a distribution of probabilities. 
Now let us compute the mathematical expectation of the number of solutions of 
k clauses drawn under the conditions of the probabilistic model which has been 
defined above. 
Firstly let us consider any k clauses having a number of solutions A$. Let us add 
a (k + 0th clause drawn under the conditions of the model, denoting by A the 
random variable expressing the decrease of NI, when the (k + 1)th clause is added. 
Let US assume that the arrangement xi,xi,. . . Xi, is drawn lr3r the (k + 1)th clause. By 
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complementing the r variables of the arrangement in all possible ways 2’ clauses 
can be generated (not necessarily all distinct, because variables can be repeated). 
The direct form and the complemented form being equally likely under the conditions 
of the probabilistic model, the probability of drawing one of the 2’ clauses generated 
from the above fixed arrangement is l/2’. 
Let s be the number of distinct variables in the arrangement X,,Xit.  aXire Among 
the 2’ clauses generated from this arrangement there are 2” clauses with s distinct 
variables and 2’ - 2” clauses which are tautologies. These last clauses do not suppress 
any solution when added to the considered k clauses. Let ml,. . . , m,, . . . :, m2s be 
the number of solutions suppressed by these other 2” clauses. The conditional 
expectation of ANk for Nk fixed and the arrangement Xi,Xi, . . . Xi, fixed is _ 
Let us recall three definitions stated in [2] and a property. 
Definition 2.1. Two clauses non-reducible to tautologies are independent if and only 
if they have at least one common variable in opposite forms, direct in one and 
complemented in the other. 
Definition 2.2. k clauses are independent if and only if two at a time are independent. 
Definition 2.3. If k clauses are independent and if their lengths rl, . . , r,, . . . , rk 
satisfy the relation, Eix: 1/2’1 = 1, these k clauses are base clauses and form a basis. 
Any valuation of variables contradicts one and only one clause or 
inversely satisfies exactly k - 1 clauses of a basis. 
The 2” clauses mentioned previously (1) are independent by construction. 
Moreover ~~~~’ I/2” = I. Therefore they form a basis. 
By Property 2.4 each one of the Nk solutions of the k considered clauses is 
suppressed by only one of the 2” clauses. Hence, 
1=2‘ 
c m, = Nk and 
Nk 
l=l 
E(ANkINklx;, l l l Xir)=F* 
Therefore we have 
l-=,x 
E(ANkl Nk) = C C 
r= I i,,i?,....i,~[l.n] 
, $! Pi,...-.;,* 
(2) 
Let 
P, = C Pi,.....i,r . 
r,,r~....,i,E[ l,n]’ 
hence 
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Let us now consider /VA, for any k EN, as a random variable expressing the number 
of solutions of k clauses drawn under the conditions of the probabilistic model. 
We have Nk+, = Nk - ANL, hence 
One deduces 
Since E( A!,,) = 2”, we obtain by induction on k, 
(3) 
Equation (3) does therefore express the mathematical expectation of the number 
of solutions of k clauses drawn under the conditions of the probabilistic model. 
Using equation (3 j let us investigate the probability that an instance with k clauses 
satisfying the probabilistic model is unsatisfiable or contradictory. Let us denote b! 
Prob( IV,, = i) the probability that an instance of the mode with k clauses has i 
solutions. Prob( Nk = 0) is the probability that such an instance is contradictory. We 
have 
, -2” 
1 Prob(N,=i)=l, 
I 1) 
hence, 
(-2” 
Prob( Nr, = 0) = 1 - 1 Prob( Nk = i). 
r-l 
Since 
, _ 2” 
C Prob(JV,=i)< ’ f’ i F%ob( Nk = i), 
I- 1 I- 1 
and 
I 2” 
1 i Prob( lQk = i) = ‘,<,’ i Prob( Nk = i) = E(Q,), 
1 I 
then Probi A$ =O)zl-E(N,). Let 
(4) 
We can state that for any instance with k clauses drawn under the conditions of 
the probabilistic model, the probabihty that the instance is contradictory is greater 
than or equal to 1 - a or Prob( = 0) 3 I -a (obviously this result is interesting 
only when a approaches 0). 
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This probabilistic evaluation gives a lower bound of the probability of contradic- 
tion. We carried out experiments to compare theoretical values provided by (4) with 
experimental values. 
Experiments consisted of successively drawing random clauses with three distinct 
variables until a contradictory instance was obtained. For a given number of 
contradictory instances drawn we determined the number k of clauses of these 
instances for which the contradiction occurred in half the instances. We compared 
the values of the ratio k/n with those provided by (4) for a = i. Under the conditions 
of experiments P, = 1 for r = 3 and P,. = 0 for any other value of r. Hence, 
1 ( > 
Ii 
a=Y 1-p , 
and 
k/n=- for a = i.. 
Table 1 gives the results of experiments. 
The probabilistic calculation provides information about the set of instances 
which can be drawn. Pn the next section classes of instances will be defined as small 
as possible such that a probabilistic calculation can be applied. To cover the set of 
all SAT instances, classes must partition this set. 
Table 1 
.!z !-lumber 
of variables 
--- 
10 
20 
30 
40 
SO 
60 
70 
80 
90 
100 
f. I -- 
a-. ; I: 
Values provided 
by (5) 
5.71 
5.45 
5.36 
5.32 
5.20 
5.28 
5.27 
5.26 
_ 5 ._* ‘5
5.24 
Experimental 
values 
5.10 
5.35 
4.77 
4.68 
4.62 
4.51 
4.44 
4.41 
4.40 
4.43 
Let us term “struc!ure” of a instance the distribution of lengt s of clauses of 
this instance, that is the set S of couples (k,, r,), k, is the number of clauses with 
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length rj for iE [l, p] and K =Ci= 1 top ki the total number of clauses of the instance. 
One denotes S ={(ki, ri)it[l,fl}* 
Let us term “distribution of variables” of an instance in the structure S of this 
instance, the set D of combinations of variables such that each combination is the 
set of variables of a clause of the instance. 
Example. For the following SAT instance: 
we have S = ((1,2), (2,3)) and D = ((x4 x6), (x, xz x3), (~2 x4 XS)). 
From a combination with r variables, 2’ clauses with a length r (not necessarily 
all distinct) can be generated by compiementkg vak~k :q all possible ways. From 
a structure S = {( ki, ri)ictl,pl ) and a distribution of variables D in S, 2x~=~~~pk~‘~ 
instances (not necessarily all distinct) can be generated by complementing variables 
of D in all possible ways. Let us regroup these instances with the structure S and 
the distribution of variables D in a class denoted by C(S, D). For all possible sets 
S and D, classes C(S, D) partition the infinite set of SAT instances. 
Theorem 3.1. Let X be a set of n variables and C(S, D) a class of instances with 
S={(ki, ri)lt[l p1 . ) and D a distribution of variables of X in S. The mean of the numbers 
of solutions of the 2L1=1~-rhf~ instances of C(S, D) is 
i=p 1 ( > 
kl 
N C( S.D) =2” l--j 1-F . 
i=l 
roof. Let C, , . . . ,CK be the combinations of D having rl, . . . , rK variables, respec- 
tively, with K = xi=, toP ki. Let us considerj clauses formed from the firstj combina- 
tionsofD:C,,..., C’, and let :Vj be their number of solutions. Let us use probabilis- 
tic reasoning of Section 2. Let us add a (j+ 1)th clause to the considered first j 
clauses using a probability law of drawing of variables of the (j + 1)th clause such 
that the combination Ci+, of D has the probability 1 to be drawn, and using a 
uniform law of drawing of the form of each variable of C’+l. 
We have by (2), E(AN,JN,JC’+,) = IV,/2 ‘)+I. The probability of drawing C’+l being 
1, E(ANi( Nj) = N,/2”+1. Hence, 
E(N,+,IN,)=N, 
Let us draw an instance with K clauses by successively drawing each one of the 
combinations of D with a probability of 1, and drawing the forms of each variable 
according to a uniform law. We have for j+ 1 clauses drawn 
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By induction on j we obtain from (6), 
j=K 
E(N,)=2” n I-; ) 
j=l ( ) 
I 
or by regrouping the lengths rj according to the structure S, 
i=p 
( ) 
k, 
E(N,)=2” fl I-; . 
i=l 
I 
The set of instances which can be drawn under the conditions fixed above is the 
class C(S, D). Moreover these instances have an equal probability of being drawn. 
Therefore E( NK ) is the mean of the numbers of solutions of instances in the class 
C(S, D). Cl 
As in Section 2 one derives from the mean value Nc(s.DI a probabilistic estimate 
of the contradiction of a random instance in C(S, D). 
Corollary 3.2. IjC( S, D) is a class of instances, the probability that a random instance 
drawn from C(S, D) is contradictory is greater than or equal to I- Nccs,u, (obviously 
this result is interesting only when N,,,,, approaches 0). 
The main consequence of Theorem 3.1 is that the mean number of solutions of 
a class C(S, D) is independent of the distribution D of variables, but is dependent 
only on the structure S. For a given structure So all classes C( So, D) have the same 
mean number of solutions. Let us take a~ 3 an extreme xample the distribution S in 
S, which contains only one of the n variables of X, this one being repeated as many 
times as necessary. The instances of the class C( So, S) have 2” or 2”-’ or 0 solutions 
over X. The mean of these numbers of solutions is the same as for any other 
distribution D and is equal to NccG,D,. 
However classes C(S,, D) differ in the dispersion of the numbers of solutions, 
the dispersion depending on the distribution of variables D. We intend to study 
this dispersion. But the following preliminary remarks can be made. 
Dispersion of the numbers of solutions in C( S, D) can be studied in the quotient 
space C(S, D)/R where R is the following equivalence relation: an instance A is 
in the relation R to an instance A’ if and only if A’ = A or A’ can be derived from 
A by complementing all occurrences of one or more variables of A. Any two instances 
in the relation R have the same number of solutions. If n is the number of distinct 
variables in D any equivalence class contains 2” instances of C(S, D). Let S = 
((I&, ri)iGtl,pl}, then there are 2”l’ll~~~~hlf~‘-‘r equivalence classes in C(S, D). C(S, D) 
and C(S, 
sohttions. 
We are 
the limits 
solutions, 
I$/R bave the same distribution of the probabilities of the numbers of 
trying to characterize instances in classes C(§, ) which corres 
of the dispersion. axi 
Firstly let us establish the following proposition. 
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Proposition 3.3. Let A be a SAT instance over a set X of variables without repeated 
variables in a clause, and let Xi be a variable of X appearing in A. The instance A’ 
derived from A by changing the forms of all occurrences Of Xi into only one form has 
anumberofsolutionsoverXgreaterthanorequaltothatofA. WewriteN(A’)a N(A). 
Proof. Let K be the number of clauses of A. Let us prove the proposition by 
induction on K. For K = 1 the proposition is true. Let us assume that the proposition 
holds for any instance with K - 1 clauses. Let A be an instance with K clauses 
denoted by C,, C?, . . . , cj,. . . , CK. Let us denote by Ci, G,. . . , Cl,. . . , C’, 
clauses of A’ derived from A. When Xi appears in A in only oae form, direct or 
complemented, the proposition is true. Now let us consider the case when Xi appears 
in A in both forms. Without loss of generality we assume that the form of occurrences 
of xi is changing into the direct form in A’, and that clause C, contains the literal 
Xi. We denote 
j;h: 
N(A)=N 
r. 3 
/“\ Cj and N(A’)= N ‘i\” C; . 
j=l [. I j-l 
We have established in [2] the following lemma. 
Lemma 3.4. L,et F, and F2 be two boolean formulas over a set X of variables, we then 
have the relation N( F, I\ F2) = N( F,) + N( F2) - N( F, v F?). 
From this lemma we ca =I write 
N[iE C~]=N[~~~~‘Cj)~C~] 
=N [I:*,’ ] [ ]-N[[~~#-‘Ci)vC~]. A Ci +N CK 
By induction hypothesis 
We have 
Let us 
We have 
N[CJ( ] = ‘%[C”,]. 
consider the two following sets: 
E={(C,VC,),(C,VC,),...,(CiVC,),...,(C,-,VT,)}, 
E’={(C;vC’,),(C~VC~),...,(c;vC~),‘..,c(”~_,vC~)}. \ 
CK = C’, . For each clause C, withj E [ 1, K - 11, one of the following three 
cases occurs: 
Ci does not contain the variable x,, then C, v CK = Ci v C’, ; 
C, contains the literal x,, then C, v CK = C: v C’, ; 
C, contains the literal Z,, then C, v CK is equivalent o a tautology. 
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Thus 
Ol- 
and N(A)< N(A’). 0 
Now let us characterize instances of classes C( S, D) having the maximum number 
of solutions. Let us assume that each combination of D is without repetition of 
variables. Otherwise, a clause is formed from each co:nbination of D containing 
repeated variables such that for two occurrences of a variable one is put in the 
direct form and the other in the complemented form. These clauses are equivaIent 
to a tautology which by definition does not suppress any solution. We are brought 
back to the previous case. 
Proposition 3.5. Let C( S, D) be a class of instances without repetition of variables 
within each combination of D. Instances of C(S, D) having all occurrences of each 
variable in only one form (direct or complemented ) have the maximum of solutior:s in 
C(S, D). 
Proof. Let M be an instance of C(S, D) satisfying the condition of Proposition 3.5. 
Let n be the number of distinct variables in D. With any instance Z of C(S, D) 
one can associate a sequence of instances {2$, 2,) . . . , Z,, ) with Z0 = 2 and Zi 
obtained from Z,_, by changing the forms of all OccurrencPs of the ith variable of 
Z into its form in M. Then Z,, = M and by Proposition 3.3 N(Z,,) s N(Z,) s - - l s 
NLW c3 
Finally let us identify classes C(S, D) with zero dispersion. 
reposition 3.6. Classes C( S, D) with zero dispersion are those for which each variable 
of D has only one occurrence. 
Let S = {UG, rAic [ I.plL and n the number of distinct variables in D. If the 
number of clauses # = xi , l(,p ki equals 1 the roposition is trivia?. 
K> 1. 
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SuyOi’ciency. If each variable in D has only one occurrence, then xi= ,top k’r’ = n. 
The number of equivalence classes modulo R in C(S, D) is 2”‘-11~3pk’f”-” = I. 
Therefore all instances have the same number of solutions equal to NC-( S.D, n 
~ece,y~ity. We shall show that if at least one variable in D has more than cne 
occurrence, at least two instances of C(S, D) exist having different numbers of 
solutions. Consequently the dispersion cannot be zero. 
Let M be the instance of C(S, D) such that all occurrences of all variables are 
in the direct form. Let us consider two cases. 
Case I. NO clause of M is included in or is equal to another. Inclusion between 
two clauses means that the set of literals of one is included in the set of literals of 
the other. Let us consider two subcases. 
Subcase 1. There exists some variable x which is repeated in a clause C of M. 
The instance M’ derived from M is formed by complementing one occurrence of 
x in C. The clause C so transformed is a tautology in M’. Consequently, any solution 
of M is a solution of M’. Let us consider the valuation such that all variables of 
X have the value 1 except those belonging to C which have the value 0. This 
valuation is a solution of M’ since by hypothesis no clause of M’ is included in or 
equal to C and therefore any clause of M’ has at least one variable distinct from 
variables of C. This valuation is not a solution of M. Hence N( M’) > N(M). M 
and M’ have different numbers of solutions. 
S&use 2. The variables within each clause of M are distinct. We then consider 
two clauses C, and Cz of M containing a same variable x. The instance M’ derived 
from M is formed by replacing Cz by Ci which contains all variables of C, in 
complemented form. 
All solutions of M are solutions of M’ except hose for which all variables of Cz 
have the value 1. Inversely, all solutions of M’ are solutions of M except those for 
which all variables of C: have the value 0. Let m be the reduced instance of M by 
assigning the value 1 to all variables of C, and let m’ be the reduced instance of 
M’ by assigning the value 0 to all variables of Ci. m is satisfiable by definition of 
M. m’ is satisfiable by hypothesis ince no clause of M is included in or equal to 
Cz. Let us denote by N(m) and N( m’) the number of solutions of m and m’ 
respectively over the set of variables of D excluding variables of C,. From what 
precedes, it follows therefore that N(M) - N(m) = N( M’) - N( m’). m’ contains 
all clauses of m plus at least the reduced clause C, denoted C’,. Thus any solution 
of m’ is a solution of m. On the contrary, the valuation such that all variables of 
m’ have the value 1, except hose belonging to C’, which have the value 0, is not a 
solution of m’ but is a solution of ‘71, no clause of M being included in C, and 
therefore Cl, a Then N(m’) < N(m) and N( M’) < N(M). 
Che 2. There exists inclusion or equality relations between some clauses of M. 
The instance M’ derived from M is formed by removing from two clauses in 
inclusion relation the one with the greatest length, or any one of two clauses in 
ation. We have N( . Let E be the set of cla removed 
’ satisfies the conditi case. Thereby an instance elonging 
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to the same class of instances as 
or < according to the subcase). Clauses of 
in the forms of variables. Let us ad 
variables in such a way that at least one clause of 
each clause from E. We obtain an instance 1M”’ belon 
instances as M, N(M"')= N(M") bnd N( 
to the same class of 
. Conclusion 
The basic idea is to exchange certitude for complexity. In this paper we have 
started a probabilistic study of the SAT problem. 
The set of SAT instances has been partitioned into classes defined by a structure 
of instances and a distribution of variables in the structure. Distribution of instances 
in these classes is studied according to the number of their solutions. The mean of 
the numbers of solutions in classes has been determined and we have shown that 
it is independent of the distribution of variables. A lower bound of the probability 
of contradiction for a random instance drawn in a class has been givez The study 
of dispersion of the numbers of solutions in classes is pursued. Moreover this study 
can improve our understanding of the difficulty in solving SAT instances. 
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