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Abstract-The boundary value problem for the Laplace equation outside several cuts in a plane 
is studied. The jump of the solution of the Laplace equation and the jump of its normal derivative 
are specified of the cuts. The problem is studied under different conditions at infinity, which lead 
to different uniqueness and existence theorems. The solution of this problem is constructed in the 
explicit form by means of single-layer and angular potentials. The singularities at the ends of the 
cuts are investigated. @ 2001 Elsevier Science Ltd. All rights reserved. 
1. INTRODUCTION 
The present paper is a continuation of our research [I], where we studied the jump problem for 
the Helmholtz equation. In the jump problem for the Laplace equation outside cuts in a plane, 
we specify the jump of the solution and the jump of its normal derivative at the cuts. Unlike 
Dirichlet and Neumann problems outside cuts in a plane [2-121, we construct an explicit solution 
of the jump problem for cuts of an arbitrary shape. The jump problem is studied under different 
conditions at infinity, which lead to different uniqueness and existence theorems. In the present 
paper, we also give explicit formulas for singularities of the solution gradient at the ends of 
cuts. It appears that these singularities are weaker than in the Dirichlet and Neumann problems 
outside cuts in a plane [5,6]. 
2. FORMULATION OF THE PROBLEM 
By a simple open curve, we mean a nonclosed smooth arc of finite length without self- 
intersections [12]. In the plane IC = (21,~) E R2, we consider simple open curves Ii,. . . , r~ E 
C2,x, X E (0, 11, so that they do not have common points. We put l? = lJt=i rn. We assume that 
each curve I’, is parametrized by the are length s, 
rn = {X : x = 4s) = h(~),~~w, s E bn,bnlj, n=l ,-**, N, 
so that al < bl < . .. < aN < bN. Therefore, points x E I’ and values of the parameter s are in 
one-to-one correspondence. Below the set of the intervals on the OS axis, U,“=, [a,, b,] will be 
denoted by I’ also. 
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The tangent vector to I at the point z(s) we denote by rz = (cos(~(s),sina(s)), where 
cosa(s) = xl,(s), sina = z;(s). Let n, = (sina(scosa(s)) be a normal vector to l? 
at z(s). The direction of n, is chosen such that it will coincide with the direction of T, if n, 
is rotated anticlockwise through an angle of 7r/2. We consider I as a set of cuts. The side of l? 
which is on the left when the parameter s increases will be denoted by I’+ and the opposite side 
will be denoted by I-. 
We say that the function U(Z) belongs to the smoothness class K if the following conditions 
are satisfied. 
(1) 
(2) 
(3) 
qx) E cO(R~ \ r) n c~(R~ \ r) an u x is continuous at the ends of I’. d ( ) . 
Vu c C”(R2\I’\X), h w ere X is a point set, consisting of the endpoints of l? : X = 
U,“,,(Gn) “x(b,)). 
In the neighbourhood of any point z(d) E X, for some constants C > 0 and E > -1, the 
inequality 
IVul < Clz - x(d)l’ (I) 
holds, where x + x(d) and d = a, or d = b,, for n = 1, . . , N. 
REMARK. In the definition of the class K, we consider I as a set of cuts in a plane. In particular, 
the notation C”(R2 \ I’) d enotes a class of functions which are continuously extended on r‘ from 
the left and right, but their values on I from the left and right can be different, so that the 
functions may have a jump across I. 
We introduce three classes of functions Ml, Mz, MS with the different behaviour at infinity. 
The function U(X) belongs to Ml, if there exist constants Ci, Car Cs, Cd such that the estimates 
[U(X) - Ci In 1x1 - Cal < Cs 1~1~~ , lV4x)l < c4w1 
hold as 1x1 = dm + 03. 
The function u(x) belongs to Ms, if for some constants Ci, Cs, the estimates 
lu(x)l < Cl, IVu(x)l < C214-2 
hold as (xl = dm + oo. 
The definition of the class MS can be formulated in the same way as the definition of M2, but 
instead of the first inequality from M2, we require the following inequality: 
Idx)l < GW. 
Let us formulate the jump problem for the harmonic functions in R2 \ I?. 
PROBLEM Uj (j = 1,2,3). To find a function u(x) of class K, so that u(x) satisfies the Laplace 
equation in R2 \ JT, 
Au=O, A = a;, + 82, (2) 
satisfies the jump boundary conditions 
u(x) Iz(s)ETf - 4”)/i(s)El:.- = fl(S), 
dU au 
- -- 
dn dn 
= f2(s), 
z(s)Er+ z(s)G- 
and meets the following conditions at infinity: 
(34 
(3b) 
u(x) E Mj (j = 1,2,3). 
All conditions of the problem must be fulfilled in a classical sense. 
(4 
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Thus, we consider three problems, UI, UI, and U a. They differ in conditions at infinity (4). 
In case of the problems Us,Us, the solution must be bounded at infinity. In case of Ui, the 
solution may have a logarithmic singularity at infinity. 
Conditions (1) at the ends of P in the formulation of the class K ensure the absence of point 
sources at the ends of P. If fi(s) = fs(s) = 0 on y c I‘, then equation (2) holds on y and u(x) 
is analytic on y. 
THEOREM 1. 
(1) The solution of the problem UI is defined up to an arbitrary additive constant. 
(2) The necessary condition for the solvability of the problems U2, Us is 
J r f2(s) CL5 = O. 
The solution of I-J2 is defined up to an arbitrary additive constant. There is at most one solution 
of the problem Us. 
BY Jr . ’ . dcr, we mean 
iv b,, 
Cl . . da.n=l a,, 
Now we prove the theorem. The limit values of functions on I’+ and l?- will be denoted by 
the superscripts I’+” and “-“, respectively. 
Let uj (x) be a solution of the problem Uj (j = 1,2,3). To apply energy equalities for harmonic 
functions, we envelope open curves by closed contours, tend contours to the curves, and use the 
smoothness of the solution of the problem Uj. In this way, we arrive at two identities 
Ji[(!%)+-(?%)-I ds+[=$rdy=O. 
IIv~&Y\r~ = 
lu: (2)’ ds-luj- ($)- ds+12nuj$+-dv 
c6) 
=~{(u:-u$.$+u~ [(z)‘-(g-i) ds+~2-uj$rdvj 
where C, is the circle of the large radius r with the center in the origin and cp is a polar angle. 
We suppose that I’ c C,.. Putting boundary conditions (3b) in the first identity, we obtain 
J r fi(s)ds = - J 0 2r %rdv. (7) 
If j = 2,3, then the necessary condition (5) follows from (7) and conditions at infinity (4) as 
Now let u:(x) be a solution of the homogeneous problem Uj (j = 1,2,3). Substituting u;(x) 
in (6) and taking into account homogeneous boundary conditions (3), we get 
(8) 
Let j = 1. Putting r --+ 00 and using notations from the definition of the class MI, we have 
l/wI/;l(Rz\~; = J;E IIwi*(c..\r, 
= Jirnm (Ci In r + C2) J 2x auy 0 Frdq + + J 02= (IL’: -Cl In r ‘- C,) $$r dp > 
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It follows from (7) that the first integral is identically equal to zero, because fz(s) 3 0 in the 
case of the homogeneous problem. The second integral tends to zero as T -+ co, thanks to the 
definition of the class Ml. 
Thus, II%ll&~\r~ = 0, and therefore, U:(X) G const. 
Let j = 2 or j = 3. Putting T -+ 00 in (8) and using definitions of classes M2 and MJ, we 
obtain IlVu$)&cR2,rl = 0. If j = 2, then U”,(X) s const. If j = 3, then U!(X) E 0 according to 
the definition of the class Ms. Now the statement of the theorem follows from the linearity of 
the problem Uj (j = 1,2,3). 
3. THE SOLUTION OF THE PROBLEM 
To construct a solution of the problem Uj (j = 1,2,3) suppose that 
h(s) E C’W), f2(s) E c”qq, x E (O,l], (94 
fl(&) = fl(M = 0, n=l,...,N. W) 
At first, we obtain a solution of the problem U1. The explicit solution of this problem can be 
constructed in the form of a sum of a single-layer potential and an angular potential [5,11] for 
the Laplace equation (2). Consider a function 
4x) = 21 Lf:1 (x) + w [fi] (x) + c, (10) 
where c is an arbitrary constant, 
20 Lb1 (x) = -& l fd~) In Ix - ~(011 da 
is a single-layer potential for equation (a), and u[fi] (x) is th e angular potential [5,11] for equa- 
tion (2), 
The kernel V(z, CT) is defined (up to indeterminacy 27rm, m = &l, f2,. . ) by the formulae 
Xl - !/l(O) 
COSV(Gfl) = (5 _ Y(o)l ) 
52 - ?/2(c) 
sinV(w4 = ,z _ ycaj, I 
where 
Y(O) = (Yl(a)>Yz(~)) E r, 12 - Y(a)1 = Jh - YI(O)P + (x2 - Y2(0))2. 
One can see that V(x, a) is the angle between the vector y(o)l and the direction of the 0x1 axis. 
More precisely, V(x, u) is a many-valued harmonic function of x connected with In Ix - y(a)] by 
the Cauchy-Riemann relations. Below, by V(x,a), we denote an arbitrary fixed branch of this 
function, which varies continuously with D along each curve In (n = 1,. . . , N) for given fixed 
x $ P. Under this definition of V(x, CT), the potential u[fi]( x is a many-valued function. In order ) 
that the potential ~[fi](x) b e single valued, the following additional conditions [ll] must hold: 
J 
brt fi(a)da = fl M- f(4 =0, n= l,...,N. 
art 
Clearly, these conditions are satisfied due to our assumptions (9b). Integrating ~[fi](~) by parts 
and using (9b), we express the angular potential in terms of a double-layer potential 
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Consequently, the angular potential v[fi](z) satisfies equation (2) outside r and belongs to the 
class Ms. The single-layer potential w[fi](z) belongs to the class MI. 
So, it follows from properties of single-layer and angular potentials [5,13] that function (7) 
belongs to the class K, satisfies equation (2), and meets conditions of class Ml. It can be 
checked directly that function (10) satisfies the boundary conditions (3) of the problem UI. 
Indeed, according to [5,11] normal derivative of the angular potential w[&](x) is continuous 
across r. The single-layer potential 2v[f2]( z is continuous across l? in our assumptions. On the ) 
basis of the jump relations on F for the angular potential and for the normal derivative of the 
single-layer potential, we obtain [5,11] 
@)I z(s)& - u(x&s)Er, = w[f~l(xL(s)Ert - w[f~l(x)lz(,)Er, 
= Jo; (-&h(b)) da = fl(S), n=l,...,N, 
au(x) au(x) -- 
an, I(s)Er+ an, 
= -&[.hl (XI 
Z(S)EP r z(s)Er+ 
- $4hl (x) = fi(S), 
z z(s)ET- 
where conditions (9b) for fi(s) have been employed. Thus, function (10) is a solution of the 
problem U1. Note that (10) is an explicit solution of the problem UI for curves rl, . . . , rN of an 
arbitrary shape. It can be verified by direct calculations that condition (1) for IVu( is fulfilled for 
any E E (0, l), i.e., for any small positive E. Explicit formulas for singularities of Vu at the ends 
of l? will be presented in the next section. It will be shown that Vu has logarithmic singularity 
or, in certain cases, does not have singularity at all. 
THEOREM 2. If conditions (9) hold, then the solution of the problem U1 exists and is given by 
the explicit formula (10). 
Let us consider the problems U2,U3. Suppose that functions fi (s)&(s) from (3) meet con- 
ditions (9) and satisfy the necessary condition (5) for the solvability of these problems. Since 
U2,Us differ from U1 by more hard conditions at infinity (4), the solution of U1 satisfies U2 
(or Us), if corresponding conditions at infinity hold. Function (10) belongs to M2 and so satisfies 
the problem U2 if 
s 
r fi(s) ds = 0, 
but this condition holds, because it coincides with the necessary condition (5), which is assumed 
to be valid. If, in addition, the constant c in (10) is equal to zero, then function (10) belongs 
to M3 and so satisfies Us. We arrive at the assertion. 
THEOREM 3. If conditions (9) and (5) hold, then the solution of the problem U2 exists and is 
given by the explicit formula (10). If, in addition, c = 0 in (lo), then this solution satisfies Us. 
As stated in Theorem 1, the solution of the problems U1,Uz is defined up to an arbitrary 
additive constant, while the solution of the problem U3 is unique. 
4. SINGULARITIES OF A GRADIENT OF A SOLUTION 
AT THE ENDS OF I’. 
In this section, by uj(x), we denote the solution of the problem Uj (j = 1,2,3) ensured 
by Theorems 2 and 3. According to (l), Vuj may be unbounded at the ends of r. The ex- 
plicit expressions for singularities of Vuj can be obtained from the formulas for singularities 
of derivatives of single-layer and angular potentials near edges [5,6]. Let x(d) be one of the 
end-points of I?. In the neighbourhood of x(d), we introduce the system of polar coordinates 
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51 = Iz - z(d)1 coscp, 22 = Iz - z(d)1 sincp. W e will assume that cp E (a(d),a(d) + 27r) if d = a, 
and ‘p E (a(d) - K, a(d) + T) if d = b, (n = 1,. . . , N). Recall that a(s) is the angle between the 
tangent vector rz to r at the point x(s) and the direction of the 0x1 axis. Hence, cY(d) = o$a,+O) 
if d = a, and o(d) = cr(bn - 0) if d = b,. Consequently, the angle cp varies continuously in the 
neighbourhood of the point x(d), cut along the contour I’. 
Recall that X is a set of end-points of l?. Computing singularities of Vuj in the same way as 
in [5,6] we arrive at the following assertion. 
THEOREM 4. Let x --+ x(d) E X. Then in the neigbourhood of the point x(d), the derivatives of 
the solution of the problem Uj (j = 1,2,3) have the following behaviour: 
&Uj(X) = -(-1) 
1 -%F- 
sincr(d) In Ix - x(d)] + cpcos~(d)] 
_+y&g [cosa(d) In 1x - x(d)1 + cpsino(d)] + O(l), 
&L(x) = -(-l)m 
2 
F [cos o(d) In Ix - x(d) I + cp sin a(d)] 
sincr(d) In jx - x(d)J + cpcosa(d)] + O(l), 
wherem=Oifd=a,andm=lifd=b,(n=l,...,N). 
REMARK. By O(l), we denote functions which are continuous at the point x(d). Furthermore, 
the functions denoted by O(1) are continuous in the neighbourhood of the point x(d), cut along 
the contour r. 
According to Theorem 4, Vuj has logarithmic singularities at the ends of cuts I, in general. 
However, if f:(d) = fi(d) = 0 at the end x(d) E X, then. there is not any singularity of Vuj at 
the end x(d). Moreover, Vuj is continuous at this end. If f{(d) # 0 or fg(d) # 0, then Vuj has 
a logarithmic singularity at x(d) E X. 
Singularities of a solution gradient in the Dirichlet and Neumann problems at the exterior 
of cuts in a plane were studied in [5,6], and it was shown that the solution gradient in these 
problems, in general, tends to infinity as O(]x - x(d)j-‘/2) when x + x(d) E X. According to 
Theorem 4, the edge singularities of Vuj in the jump problem are generally logarithmic. 
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