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It has recently been demonstrated that dynamical magnetic correlations measured by neutron
scattering in iron chalcogenides can be described with models of short-range correlations character-
ized by particular choices of four-spin plaquettes, where the appropriate choice changes as the par-
ent material is doped towards superconductivity. Here we apply such models to describe measured
maps of magnetic scattering as a function of two-dimensional wave vectors obtained for optimally
superconducting crystals of FeTe1−xSex. We show that the characteristic antiferromagnetic wave
vector evolves from that of the bicollinear structure found in underdoped chalcogenides (at high
temperature) to that associated with the stripe structure of antiferromagnetic iron arsenides (at
low temperature); these can both be described with the same local plaquette, but with different
inter-plaquette correlations. While the magnitude of the low-energy magnetic spectral weight is
substantial at all temperatures, it actually weakens somewhat at low temperature, where the charge
carriers become more itinerant. The observed change in spin correlations is correlated with the
dramatic drop in the electronic scattering rate and the growth of the bulk nematic response on cool-
ing. Finally, we also present powder neutron diffraction results for lattice parameters in FeTe1−xSex
indicating that the tetrahedral bond angle tends to increase towards the ideal value on cooling,
in agreement with the increased screening of the crystal field by more itinerant electrons and the
correspondingly smaller splitting of the Fe 3d orbitals.
I. INTRODUCTION
The roles of magnetic fluctuations and orbital order-
ing are at the center of a continuing debate in the field
of iron-based superconductors (FeBS). While their con-
tributions to the superconducting mechanism are of par-
ticular interest [1–3], another forum concerns the nature
of the nematic electronic response [4]. In an attempt to
look for minimal models, the discussion is often focused
on an exclusive choice: either magnetic correlations [5–7]
or orbital fluctuations [8, 9] are the dominant factor.
Experimental evidence for nematic response was first
obtained in the BaFe2As2 system [10–15], where a struc-
tural transition that lowers the rotational symmetry from
C4 to C2 is closely followed by antiferromagnetic ordering
[16–18], with modulation wave vector (pi, 0) [19]. New
interest has been generated by the recent observations
of nematicity in FeSe [20], a superconducting compound
that exhibits a symmetry-lowering structural transition
but no magnetic order [21, 22]. Of particular interest is
the observation of a temperature dependent splitting of
dxz and dyz orbitals through angle-resolved photoemis-
sion spectroscopic (ARPES) studies [23–25].
While several analyses have shown that it is possible
to have a nematic response due to dynamic magnetic
correlations alone [26–28], driving a transition to an or-
thorhombic phase [21] with fluctuations alone is another
matter. In any case, one might wonder to what extent
the distinction between magnetic and orbital correlations
is artificial. Experimentally, there is no question that
there are substantial instantaneous magnetic moments on
Fe sites in the FeBS compounds, both from x-ray emis-
sion spectroscopy [29, 30] and from neutron scattering
[31, 32], and that these moments are generally antifer-
romagnetically correlated [31, 32], regardless of whether
static order is observed. In particular, low-energy mag-
netic excitations about the (pi, 0) wave vector have been
observed in FeSe by neutron scattering [33, 34]. These
observations are supported by theoretical calculations us-
ing Dynamical Mean Field Theory (DMFT) [35]. At the
same time, a number of analyses have found that models
consistent with the magnetic order also exhibit partial or-
bital ordering [8, 9, 36–38], involving broken degeneracy
of the dxz and dyz orbitals. Indeed, an energy splitting
between bands of dominant dxz and dyz character has
been observed [11] over the same range of temperatures
as anisotropies of the intensity of spin excitations [15].
While FeSe has garnered a lot of attention, FeTe1−xSex
in the regime of optimal superconducting transition tem-
2FIG. 1. (Color online) Comparison of the elastoresistance co-
efficient m66 for x = 0.4 (dashed line) [39], inverse scattering
rate of the narrow Drude component from optical conductiv-
ity measurements of x = 0.45 (open squares) [42], and the
ratio of 7-meV magnetic spectral weight integrated about the
spin-stripe wave vector ( 1
2
, 1
2
) and the double-stripe wave vec-
tor ( 1
2
, 0) (filled circles connected by solid line), taken from
Fig. 6, with error bars reflecting counting statistics. All quan-
tities have been normalized at 200 K.
perature (Tc) is also rather interesting. Although the
average crystal structure remains tetragonal, elastoresis-
tance measurements demonstrate a strong nematic re-
sponse in the B2g symmetry channel that appears to
diverge at low temperature, similar to other optimally-
doped Fe-pnictide superconductors [39], as reproduced
in Fig. 1. Furthermore, there is an evidence of the lo-
cal C4 symmetry breaking down to C2 in the pattern
of short-range dynamical magnetic correlations measured
by neutron scattering in parent material FeTe with S, or
Se doping, and also on cooling in a composition that is su-
perconducting [40], while ARPES measurements at 25 K
indicate a splitting of the xz and yz bands at zone cen-
ter [41]. The coherence of the charge carriers also shows
a strong temperature dependence: optical conductivity
measurements find a component that becomes coherent
only at low temperature, with the inverse of the energy
width growing on cooling [42].
An important aspect of the orbital nature of the elec-
tronic band structure involves splitting between bands
with xy and xz/yz character, which is sensitive to de-
viations from the ideal tetrahedral bond angle of 109.5◦
[35]. In FeTe1−xSex, the bond angles are essentially con-
trolled by the height of the chalcogenide ions above and
below the Fe layers, with the bond angle dropping from
104◦ in FeSe to ∼ 94◦ in Fe1+yTe [43, 44]. It was argued
[45] that the change in height of the chalcogenide ions
modifies the relative magnitudes of superexchange cou-
plings (although the concept of superexchange is not well
defined for multi-orbital FeBS with a high degree of itin-
TABLE I. Definitions of stripe antiferromagnetic (SAF) and
double stripe antiferromagnetic (DSAF) wave vectors for two
choices of unit cell. For the 1-Fe (2-Fe) unit cell, the units
are 1/a0 (2pi/a), where a0 and a are the corresponding lattice
parameters.
1-Fe unit cell 2-Fe unit cell
QSAF (pi, 0) (
1
2
, 1
2
)
QDSAF (
pi
2
, pi
2
) ( 1
2
, 0)
erancy [46]), resulting in a change of the characteristic
antiferromagnetic wave vector from that describing the
double-stripe (pi/2, pi/2) order known to occur in Fe1+yTe
[47–49], to that of the dynamical single-stripe (pi, 0) cor-
relations in superconducting FeTe1−xSex [50–53]. (See
Table I for a clear definition of the wave-vector notation
used in this paper.)
In this paper, we study the temperature-dependent
change of the antiferromagnetic correlations in
FeTe1−xSex by inelastic neutron scattering. We
[54, 55] and others [56] have previously shown that the
low-energy excitations centered at (pi, 0) in the super-
conducting state shift in reciprocal space on warming
to 100 K and above; one-dimensional cuts through the
(pi, 0) “resonance” position reveal a change from a broad
commensurate peak at (pi, 0) to incommensurate corre-
lations peaked near (0.25pi, 0.75pi) and (0.75pi, 0.25pi).
Here we present measurements covering two-dimensional
slices of reciprocal space, finding that the main locus of
the low-energy spectral weight in fact shifts from (pi, 0)
to (pi/2, pi/2) on warming. Moreover, in a sample that is
non-superconducting due to excess Fe, we show that the
magnetic correlations remain pinned at (pi/2, pi/2).
The pattern observed here at high temperature and in
the non-superconducting sample is quite similar to that
recently reported by one of us (IZ) [40] in a S-doped
FeTe sample with filamentary superconductivity. There
the pattern emerged upon cooling, replacing the high-
temperature pattern characteristic of the parent Fe1+yTe
[57], indicating a transition between two different spin-
liquid states. The measured spin-spin correlations were
described by a model in which a long-range spin pattern
is broken into four-spin plaquettes, with exponential de-
cay of correlations between plaquettes with distance from
the central plaquette. The change in symmetry of the
model plaquettes needed to simulate the measured in-
elastic diffuse scattering suggested local breaking of the
C4 symmetry down to C2 on cooling, prior to reaching the
superconducting state. In the present case, we find that
the spin correlations at both high and low temperatures
can be modeled with the same choice of plaquette (having
only C2 symmetry), but with the inter-plaquette correla-
tions changing from the double-stripe to the single-stripe
wave vector on cooling.
Besides the change in characteristic wave vector, we
also observe a decrease in low-energy magnetic weight on
3cooling, which parallels the increased itinerancy of charge
carriers. Such behavior is qualitatively consistent with
recent theoretical work [58] and previous experimental
results [40, 57].
To gain further insight into this curious thermal evo-
lution, we have used neutron powder diffraction to mea-
sure the temperature dependence of the lattice param-
eters for a series of FeTe1−xSex with 0 ≤ x ≤ 1. For
x away from the limiting values, we find an anomalous
rise in the a/c ratio on cooling, corresponding to an in-
crease in the tetrahedral bond angles. We infer an asso-
ciated change in both the crystal-field splitting and the
hybridization of the t2g states. This, together with the
evidence for nematic correlations [39] and xz/yz split-
ting at low temperature [41], indicates that the change
in magnetic correlations with temperature can be associ-
ated with changing exchange couplings.
The rest of the paper is organized as follows. The
experimental methods are described in the next section.
The results and analysis are presented in Sec. III. The
results are summarized and discussed in Sec. IV.
II. EXPERIMENTAL METHODS
The single crystals of FeTe1−xSex studied here were
grown by unidirectional solidification [59]. Here we study
superconducting samples with x = 0.50 (SC50) and
x = 0.70 (SC70), each with Tc & 14 K, and a non-
superconducting sample with x = 0.45 (NSC45) and
excess Fe. Previous characterizations of these crystals
have been reported in [51, 55, 60–62]. From here on, we
will specify momentum transfer Q = (h, k, l) in units of
(2pi/a, 2pi/a, 2pi/c), where we assume a tetragonal unit
cell with 2 Fe atoms per unit cell, as illustrated in
Fig. 2(a). (Room temperature lattice parameters are pre-
sented in Fig. 7.)
The inelastic neutron scattering experiments were per-
formed on time-of-flight instruments at the Spallation
Neutron Source (SNS), Oak Ridge National Laboratory
(ORNL). The SC50 sample was measured on SEQUOIA
(BL-17) [63], with an incident energy Ei = 40 meV, us-
ing Fermi chopper number 1 at 360 Hz, and the [001]
direction of the crystal aligned with the incident beam
direction. As the measurements were done with a fixed
orientation of the crystal, we obtained data as a function
of excitation energy ~ω and Q = (h, k, l0), where l0 is
determined by Ei and ~ω.
The SC70 and NSC45 samples were measured on
HYSPEC (BL-14B) [64] with Ei = 20 meV and a chop-
per frequency of 180 Hz. With the [001] direction of the
sample vertical (perpendicular to the scattering plane),
the in-plane orientation was stepped by increments of
2◦ over a range of 180◦. The detectors were positioned
to cover neutrons with scattering angles from 5◦ to 65◦.
From the combined data, it is possible to extract slices at
constant ~ω for the (h, k, 0) plane. The data have been
symmetrized to enforce the 4-fold symmetry for better
presentations.
The neutron powder diffraction measurements were
performed at the intermediate-resolution diffractometer
NOMAD (BL-1B) at the SNS [65]. The samples were pre-
pared by grinding pieces of single crystals. The compo-
sitions correspond to x = 0, 0.1, 0.2, 0.3, 0.45, 0.5, 0.7, 1,
where the x = 0 sample has 10% excess of Fe, while the
Fe excess in the other samples has been kept close to zero;
superconducting transition temperatures for all samples
except for x = 1 were reported in [66]. Note that the
x = 0.50 and 0.70 powder samples are very similar to
SC50 and SC70 samples, the x = 0.45 powder sample
does not have excess Fe (unlike NSC45) and is supercon-
ducting. Each sample of ∼ 8 g was loaded into a vana-
dium can under a helium atmosphere, and then cooled
in an “orange” (liquid helium) cryostat. Temperature-
dependent measurements were performed while warming
from 10 K to 300 K, with a counting time of 1 h per
temperature.
To extract lattice parameters from the data, Le Bail
refinements [67] were performed using GSAS [68] oper-
ating under ExpGui platform [69]; in general, only data
from the highest-resolution backscattering detector bank
were used. All data for all samples were fit with a tetrag-
onal model based on the P4/nmm space group. In addi-
tion,the Fe1+yTe data were modeled with P21/m model
below the phase transition temperature of ∼ 65 K. For
the FeSe sample, no phase transition was resolved.
III. RESULTS AND ANALYSIS
A. Magnetic Excitations
1. Data
To make contact with previous work, we begin with
the measurements on the SC50 sample at SEQUOIA.
The magnetic excitation spectra about the stripe anti-
ferromagnetic wave vector, QSAF = (0.5, 0.5), along the
[1,−1, 0] direction is plotted for several temperatures in
Fig. 2. The spin gap of ∼ 5 meV is clearly visible in the
6 K data. The intensity near the bottom of the dispersion
is clearly enhanced in the superconducting phase and the
magnetic excitations disperse outwards forming a “U”
shape above this spin resonance energy [51, 62, 70, 71].
In the normal state at T = 20 K, the spin resonance fades
away and broadens in energy and Q, so that intensity
moves into the spin gap; nevertheless, the overall shape
of the magnetic excitation spectrum does not appear to
change significantly.
In contrast, significant changes are observed for excita-
tions near the bottom of the dispersion when the sample
is warmed to 80 K, far above Tc. In Fig. 2 (e), one can
see that the scattered signal has broadened considerably
in Q below 10 meV, and the bottom of the U-shaped dis-
persion appears to have split. This is consistent with
the nominally incommensurate correlations previously
4FIG. 2. (Color online) (a) The two-Fe unit cell used in the
paper. The circles denote Fe atom positions. The red and blue
arrows respectively denote the [1, 0] and [1, 1] directions in real
space. (b) QAF = (0.5, 0.5), location of the spin-resonance in
the (H,K, 0) plane. The dashed arrow denotes the transverse
direction, along which we plot the inelastic magnetic neutron
scattering for temperatures of (c) 6 K, (d) 20 K, and (e) 80 K,
measured from the SC50 sample on SEQUOIA.
observed in linear scans. Only for ~ω > 15 meV does
the spectrum remain relatively unchanged with temper-
ature.
In order to understand the temperature-dependent
changes in the low-energy scattering, however, we need
to look at what is happening throughout the (H,K, 0)
plane. For this, we turn to the measurements on
the SC70 sample obtained at HYSPEC. Such constant-
energy slices are plotted in Fig. 3 for energy transfers
of 7, 10, and 13 meV, and temperatures of 8, 100, and
300 K. In the superconducting phase (T = 8 K), the low
energy (~ω = 7 meV) magnetic excitations have ellip-
soidal shapes centered on QSAF positions, with the long
axis oriented in the transverse direction [Fig. 3 (g)]. The
excitations at higher energies spread out along the trans-
verse directions away from QSAF [Fig. 3 (d),(a)], consis-
tent with the dispersion shown in Fig. 2. On warming to
100 K, the low-energy intensity maxima [Fig. 3 (g)] move
away from QSAF, again consistent with Fig. 2.
At 300 K, the redistribution of low-energy signal in
reciprocal space and an intensity enhancement are more
pronounced. The intensities appear to form a continu-
ous, though structured, “squared” ring about Q = (0, 0).
Corners of a “squared” ring going through the four
(0.5,0) positions are reminiscent of the pattern observed
in FeTe1−xSx [40]. In contrast, the temperature-induced
changes in the intensity distribution are much less pro-
nounced at 10 meV and are hardly noticeable at 13 meV,
although the overall intensity increase is noticeable, sim-
FIG. 3. (Color online) Inelastic magnetic neutron scatter-
ing from the SC70 sample measured on HYSPEC at energy
transfers ~ω = 13 meV (a), (b), (c); 10 meV (d), (e), (f); and
7 meV (g), (h), (i). The sample temperatures are 8 K (a), (d),
(g); 100 K (b), (e), (h); and 300 K (c), (f), (i). All slices were
taken with an energy width of 2 meV. Measurements, covering
approximately two quadrants, have been symmetrized to be
4-fold symmetric, consistent with sample symmetry. Intensity
scale is the same in all panels, but 13-meV data have been
multiplied by 1.5 to improve visibility. Black regions at the
center of each panel are outside of the detector range. Pan-
els (j), (k), (l) are model calculations simulating the 7-meV
data, as described in the text, based on weakly correlated
slanted UDUD spin plaquettes [see Fig 5 (a) and (b)]. The
wave-vectors for the AFM inter-plaquette correlations used in
the calculation are (j) 100% QSAF , (k) 50% QSAF and 50%
QDSAF , and (l) 100% QDSAF .
ilar to the trend observed in previous studies of FeTe and
FeTe1−xSx [40, 57].
Similar measurements were performed on the NSC45
sample, and the results are shown in Fig. 4. The data
at 300 K are rather similar to the high-temperature data
for SC70. In contrast to SC70, however, cooling results
in relatively little change to the scattering pattern at
low energy, other than a reduction in intensity. In fact,
low-temperature measurements on triple-axis spectrom-
eters have shown that broad elastic scattering centered
at (0.5, 0, 0.5) is present at low temperature for NSC45
but is absent for SC70 [72].
To put these results in perspective, the data for the
SC50 and SC70 samples are consistent with one another
and with our previous results on good bulk supercon-
ducting samples [54, 55, 62], though the latter results
covered a more restricted part of Q–ω space. Similarly,
the data for the NSC45 sample are compatible with our
previous measurements [55] on nonsuperconducting, Se-
doped samples, where excess Fe induces short-range an-
tiferromagnetic order at low-temperature.
5FIG. 4. (Color online) Inelastic magnetic neutron scattering
measured at energy transfers ~ω = 13 meV (top row), 10 meV
(2nd row from the top), and 7 meV (third row from the top)
on HYSPEC. All slices were taken with an energy width of
2 meV. The sample used is the NSC45 sample. The temper-
atures for the measurements are 8 K, 100 K, 300 K, from left
to right, respectively.
2. Modeling
Several studies have suggested that the exchange cou-
plings governing magnetic correlations in the iron chalco-
genides are strongly frustrated, resulting in a variety
of spin configurations having very similar free energies
[28, 73–76]. This frustration inhibits long-range mag-
netic order, and is qualitatively consistent with our ob-
servations of dynamical magnetic correlations with short
correlation lengths. Nevertheless, while the magnetic mo-
ments are clearly disordered, we find that they carry sig-
natures of specific local spin configurations.
Following Zaliznyak et al. [40], we consider models
of static, short-range spin correlations that may rep-
resent a snapshot of the behavior for low-energy spin
excitations—specifically, for our ~ω = 7 meV data. Fig-
ure 5 shows a variety of models and their 4-fold sym-
metrized Fourier transforms. In each case, we start
with a particular 4-spin plaquette; averaging over equiv-
alent choices leads to the structure factor for the corre-
lations. We then choose a particular antiferromagnetic
wave vector to describe inter-plaquette phasing, with an
exponential decay of the correlations with distance be-
tween plaquettes. For example, Fig. 5(a) and (b) use
the same choice of plaquette (labeled up-down-up-down,
or UDUD), but with longer-range correlations defined
by QSAF and QDSAF, respectively. This results in dra-
matically different scattering patterns, as indicated by
Fig. 5(f) and (g). Figure 5 also shows several other
choices of plaquette and modulation wave vector.
Looking back at the 7-meV results for the SC70 sam-
FIG. 5. (Color online) Schematics of the spin plaquettes in
the weakly correlated spin-liquid model described in the text.
(a) A canted UDUD plaquette with modulation wave vec-
tor QSAF. (b) Canted UDUD plaquette with QDSAF. (c)
Square UDUD plaquette with QSAF. (d) Square UDUD pla-
quette with block antiferromagnetic correlations. (e) Square
UUUU plaquette with block antiferromagnetic correlations.
The frames (f) to (j) are model simulations described in the
text, based on the liquid-like spin plaquette models in (a) to
(e), respectively.
ple in Fig. 3, we find that the data are quite similar
to the calculations for the UDUD plaquette, but with
the modulation wave vector changing with temperature,
from QSAF in the superconducting state to QDSAF at
room temperature. At 100 K, a 50-50 mix of these mod-
els seems to apply. The corresponding simulations are
6plotted in Fig. 3(j)–(l), for comparison with the data in
(g)–(i). The effective correlation length was chosen to
be ∼ 0.5a in these cases, suggesting a highly disordered
nature of the spin configuration that is consistent with a
liquid phase. For the NSC45 sample, as already men-
tioned, there appears to be no change in characteristic
wave vector, QDSAF. Our data thus provide a direct
probe of the spin-correlation wave-vector, in addition to
the type of the local order. In particular, we note that
models with square plaquettes, such as Fig. 5(c) to (e),
fail to reproduce important details of the data.
An alternative approach for analyzing the changing
magnetic correlations is to simply compare the mag-
netic weight at the characteristic wave vectors QSAF and
QDSAF. The raw and background (BG) subtracted in-
tensities for these regions at ~ω = 7 meV are plotted in
Fig. 6 (a) and (b). Here, the magnetic scattering intensity
(BG subtracted) at QSAF = (0.5, 0.5) positions decreases
with warming while that at QDSAF = (0.5, 0) increases.
For comparison, the solid line in Fig. 6 (b) shows the
detailed-balance factor 1/(1 − e−~ω/kBT ), which would
characterize the thermal evolution of collective excita-
tions whose dynamical susceptibility does not depend on
temperature for the range of temperature studied, as one
might expect in the case of a magnetically-ordered state.
The signal at (0.5, 0) clearly grows even faster than pre-
dicted by the detailed balance factor, which means that
the dynamical magnetic susceptibility increases. The ra-
tio of the signal at QSAF to that at QDSAF is plotted in
Fig. 1, where one can see that it evolves much like the
nematicity from electroresistance measurements [39] and
the inverse scattering rate of mobile charge carriers [42].
We also plot the background-corrected intensity inte-
grated over the entire Brillouin zone for ~ω = 7 meV in
Fig. 6 (c). Due to kinematics, there is a region around
Q = (0, 0) that we cannot measure, so that we might miss
some signal as the scattering spreads out with increasing
temperature. Nevertheless, from 10 K to 300 K, the Q-
integrated low-energy spectral weight has increased by
at least a factor of two. At higher energy transfers,
the Q-range of our measurements becomes more limited
and such integration over the entire Brillouin zone be-
comes unrealistic. Qualitatively, however, it is evident
[see Fig. 3] that the increase of spectral weight with tem-
perature also becomes much less pronounced at higher
energy transfers.
B. Temperature dependence of lattice tetragonality
The observed thermal evolution of the magnetic cor-
relations is inconsistent with a model in which orbital
hybridization and magnetic exchange couplings are inde-
pendent of temperature. Given the changes, one might
expect to see some sort of response in the lattice. As
already mentioned, symmetry-lowering structural tran-
sitions are common to Fe1+yTe and FeSe. For mixed
compositions, the situation is complicated by the very
FIG. 6. (Color online) Inelastic neutron scattering intensity
measured at ~ω = 7 meV with energy width δE = 1 meV from
the SC70 sample on HYSPEC. (a) Raw intensity measured
at QDSAF = (0.5, 0) (blue diamonds) and QSAF = (0.5, 0.5)
(red circles). The numbers shown in the plot are averaged
intensities taken within a square region with δH = 0.1 and
δK = 0.1 (r.l.u.) centered at the measurement wave-vectors.
The background is measured by averaging intensities around
(1, 0) and (1, 1), shown as black squares. (b) Background-
subtracted intensities at QDSAF (blue diamonds) and QSAF
(red circles). The solid line is the calculated detailed-balance
factor. (c) Integrated intensity over the full Brillouin zone
centered at (0,0).
different Fe-Te and Fe-Se bond lengths. Scattering stud-
ies indicate that these bond lengths vary rather little
[44, 77]; as a consequence, scanning transmission elec-
tron microscopy [78] and scanning tunneling microscopy
[79] studies provide evidence of segregation into Te-rich
and Se-rich regions. Such disorder may frustrate long-
range ordering of distortions away from tetragonal sym-
metry; nevertheless, other behavior may survive. Indeed,
in our initial report of anomalous temperature-dependent
changes of the magnetic correlations in FeTe0.5Se0.5
doped with Ni, we found an upturn in the a lattice pa-
rameter at low temperature [54]. Similar lattice behavior
was reported earlier for FeTe1−xSex with x = 0.1 and 0.2
by Martinelli et al. [80]. As a result, we decided to take a
more systematic look at the system with neutron powder
diffraction measurements.
Figure 7 shows the room temperature values of the
a and c lattice parameters as a function of x; here all
samples have the tetragonal structure, with space group
P4/nmm. Note that the c lattice parameter changes by
7FIG. 7. (Color online) Lattice parameters a (a), and c (b), for
FeTe1−xSex as a function of x, measured by neutron powder
diffraction at 300 K on NOMAD. Statistical uncertainties for
a and c are smaller than the symbol size. The dashed lines
simply connect the points at x = 0 and 1.
0.78 A˚ (13%) across this series, while a changes by only
0.046 A˚ (1.3%). This reflects the very different heights of
the Te and Se ions relative to the Fe layer. The x = 0.7
sample is on the lower edge of the miscibility gap found
by Fang et al. [81]. We found evidence for two tetrago-
nal phases, with the lattice parameters of the less domi-
nant phase (∼ 30% by volume) indicated by open circles
(a values are virtually identical). Note that the second
phase, with reduced c, is expected to be similar to FeSe,
which is superconducting and lacks magnetic order. The
spin dynamics should be similar to that of the Te-doped
superconducting phase, and no distinctive features were
detected in the single-crystal inelastic measurements.
A representative example of the temperature depen-
dence of the a and c lattice parameters for x = 0.5 is
plotted in Fig. 8(a). As one can see, there is a distinct
upturn in a below ∼ 150 K, while the c lattice parame-
ter, if anything, appears to decrease a bit more rapidly
in the same temperature range. We observe very similar
behavior for all samples in the range 0.1 ≤ x ≤ 0.7. To
characterize this behavior, we have plotted the relative
change in the a/c ratio in Fig. 8(b). To be specific, if
r = a/c, then we plot [r(T )− r(300 K)]/r(300 K). In the
case of x = 0, we use the average in-plane lattice param-
eter in the low temperature phase; note that we did not
resolve an orthorhombic phase in our x = 1 sample.
To interpret this behavior, we note that the tetrahedral
bond angle can be expressed as θ = tan−1(a/2zc), where
FIG. 8. (Color online) (a) Change in a and c lattice param-
eters, normalized to 300 K, as a function of temperature for
the x = 0.50 sample. Statistical uncertainties are comparable
to the symbol size. (b) Change in a/c, normalized to 300 K,
as a function temperature for FeTe1−xSex; the values of x are
noted in the symbol legend. The average of in-plane lattice
parameters was used for a in the low-temperature phase of
x = 0.
z is the relative coordinate of the chalcogenide ions.
Given the evidence for phase segregation in FeTe1−xSex
[78, 79], it should be reasonable to think about local Te-
Fe-Te and Se-Fe-Se bond angles. Regardless of the local
z, the bond angle will move towards the ideal tetrahe-
dral angle as a/c increases. The temperature dependence
of a/c shown in Fig. 8(b) indicates that bond angle in-
creases toward the ideal on cooling, which implies a re-
duction of the crystal-field splitting [35], and a change in
hybridization. The relative change of the bond angle in
each sample on cooling is relatively small; however, we
believe it reflects a substantially larger change in orbital
content and occupancy of the electronic band structure.
We note that a recent ARPES study of FeTe1−xSex with
x = 0.44 has found a significant growth on cooling for
spectral weight of the dxy band near the Fermi level [82].
IV. SUMMARY AND DISCUSSION
By mapping the magnetic scattering over the entire
(H,K, 0) plane of reciprocal space, we have shown that
the characteristic wave vector of the low-energy spin cor-
relations shifts from QDSAF to QSAF on cooling in super-
conducting FeTe1−xSex. The ratio of the magnetic signal
8at the latter point to the former grows at low tempera-
ture much like the nematic response of elastoresistance
measurements [39] and the inverse scattering rate of the
mobile carriers [42], as shown in Fig. 1. In a sample ren-
dered non-superconducting by inclusion of excess Fe, the
magnetic wave vector is QDSAF and shows no thermal
shift. In all samples studied, local correlations are con-
sistent with antiferromagnetic UDUD plaquettes having
C2 local symmetry indicative of nematicity, in agreement
with the study of Ref. [40], where such correlations were
found to develop with doping towards superconductiv-
ity. We thus conclude that the change in the wave vec-
tor which describes propagation of magnetic correlations
from QDSAF to QSAF is a further necessary condition for
superconductivity in 11 iron chalcogenides.
In our superconducting samples, the modeling ofQ de-
pendence of the low-energy magnetic scattering suggests
local rotational symmetry breaking at all temperatures.
However, it is the temperature-dependent change in char-
acteristic magnetic wave vector that seems to qualita-
tively correlate with the growth in the nematic response
of the elastoresistance measurements [39], as indicated in
Fig. 1. The variation in antiferromagnetic wave vector
implies a relative change among the exchange couplings
over various Fe-Fe neighbor distances. A likely cause of
this change is a temperature dependent variation of the
orbital overlaps, the corresponding hybridization, as well
as the variation in the occupancies of Fe d levels. The
ARPES evidence for local splitting of xz and yz bands
[41], together with the temperature-dependent nematic
response [39], supports this sort of variation. Our evi-
dence for the thermal variation of the tetrahedral bond
angle indicates a modification of the splitting, and hence
the orbital content and the occupancy of the xy and
xz/yz based bands that cross the Fermi level. Regarding
the question of what drives the nematic response, we can
conclude that it is not an approach to magnetic order;
local orbital order is a more likely suspect. Nevertheless,
it is clear that the magnetic, orbital, and lattice degrees
of freedom are strongly entangled.
We have also observed a reduction of low-energy mag-
netic spectral weight on cooling. This is consistent with
nuclear magnetic resonance results for an x = 0.5 sample
in which the quantity 1/T1T , where 1/T1 is the spin-
lattice relaxation rate measured at the Te site, decreases
as the temperature is reduced [83]. This loss of magnetic
susceptibility is correlated with a growth in electronic
conductivity [42, 84] and a crossover from incoherence to
coherence. This correlation parallels the more extreme
changes observed in Fe1+yTe [57, 85]. Theoretically, a
competition between antiferromagnetic correlations and
conductivity is expected [58, 86]. The same electrons
must contribute to the magnetic moments, influenced by
Coulomb and Hund’s interactions, and to electronic con-
ductivity, minimizing kinetic energy. This balance ad-
justs on cooling, with changing hybridization, and this
competition likely plays an important role in determin-
ing the superconducting state.
Altogether, there is evidence for temperature-
correlated changes in characteristic magnetic wave vec-
tor, nematicity, electronic coherence, magnetic spectral
weight, and tetrahedral bond angle. It would be surpris-
ing if there is not an underlying connection why all of
these happen together, and the temperature-dependent
orbital hybridization and the orbital-selective electronic
coherence provide a plausible connection. These relation-
ships certainly deserve further study.
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