Abstract. The algebra isomorphism between M 4 (R) and H H, where H is the algebra of quaternions, has unexpected computational payo : it helps construct an orthogonal similarity that 2 2 block-diagonalizesa 4 4 symmetricmatrix. Replacing plane rotations with these more powerful 4 4 rotations leads to a quaternion-Jacobi method in which the`weight' of 4 elements (in a 2 2 block) is transferred all at once onto the diagonal. Quadratic convergence sets in sooner, and the new method requires at least one fewer sweep than plane-Jacobi methods. An analogue of the sorting angle for plane rotations is developed for these 4 4 rotations.
1. Introduction. One hundred and fty years ago, on 16 October 1843, W. R.
Hamilton carved the equations de ning the algebra of quaternions on the stones of Brougham Bridge, Dublin 11] , 26], 8]. Two years later, in an unrelated piece of work, C. J. G. Jacobi described an iterative method for solving the eigenproblem of an n n symmetric matrix. This method appeared the following year in Crelle's journal 17] 1 .
To the student of mechanics, the names Hamilton and Jacobi are already closely linked: in 1837, Jacobi extended Hamilton's work in dynamics, giving rise to what is today known as the Hamilton-Jacobi theory 2 . Now, a century and a half later, we bring the work of these two men together in a new way: we show how Hamilton's quaternions enhance Jacobi's algorithm for solving the symmetric eigenproblem. Jacobi diagonalizes a symmetric matrix by performing a sequence of orthogonal similarity transformations. Each transformation is a plane rotation, chosen so that the induced similarity diagonalizes some 2 2 principal submatrix, moving the weight of the annihilated elements onto the diagonal. Can one explicitly specify an orthogonal transformation that diagonalizes a larger submatrix?
We show that the algebra isomorphism between M 4 (R) and H H, where H is the algebra of quaternions, has direct and unexpected computational payo : it leads to the construction of an orthogonal similarity to (2 2){block diagonalize a 4 4 symmetric matrix. The quaternion-Jacobi method thus obtained produces four times as many zeroes at each step, and hence converges in fewer iterations. The price we pay for this abundance of zeroes is the cost of computing one left{right singular vector pair of a 3 3 matrix, whose entries are simple linear combinations of the entries of the 4 4 symmetric matrix being diagonalized. The quaternion-Jacobi method is at least quadratically convergent, and experimental evidence strongly suggests that it requires at least one fewer sweep than the traditional Jacobi method.
There is renewed interest in Jacobi-type methods today, because they are easily parallelizable, and compute small eigenvalues with greater accuracy than the QR method 7], 21].
2. The Quaternions. Recently, Derek Hacon 10] showed that one can use quaternions to construct an orthogonal similarity transformation which will directly reduce any given 4 4 skew-symmetric matrix to its real Schur (2 2 block diagonal) form, and thereby obtain a Jacobi-type algorithm for n n skew-symmetric matrices. The method is intriguing, and it is natural to ask whether a 4 4 symmetric matrix can be (block) diagonalized in a similar manner. To uncover the symmetric algorithm, we start with some algebraic preliminaries.
The quaternions, H, are a four-dimensional, associative, but non-commutative division algebra over R, with the standard basis f1; i; j; kg. Multiplication is determined by the rules i 2 = j 2 = k 2 = ijk = ?1 which imply jk = ?kj = i; ki = ?ik = j; ij = ?ji = k. The typical quaternion is q = q 0 + q 1 i + q 2 j + q 3 k; q 0 ; q 1 ; q 2 ; q 3 2 R:
The real part of q is q 0 and the pure quaternion part is q 1 i+q 2 j +q 3 k. The conjugate of q is given by q = q 0 ? q 1 i ? q 2 j ? q 3 k and the norm jqj, is de ned as jqj 2 = q 2 0 + q 2 1 + q 2 2 + q 2 3 == qq: Thus one can compute the multiplicative inverse of any non-zero quaternion,
As a vector space, H is identi ed with R 4 via the customary isomorphism, q 0 + q 1 i + q 2 j + q 3 k ! (q 0 ; q 1 ; q 2 ; q 3 ) t which in turn induces an isomorphism between the subspace P of pure quaternions and R 3 , q 1 i + q 2 j + q 3 k ! (q 1 ; q 2 ; q 3 ) t :
Motivated by these isomorphisms we will, when convenient, denote the elements 1; i; j; k of H by e 0 , e 1 , e 2 , e 3 , respectively. We will also make use of the standard decomposition, H = spanf1g spanfi; j; kg = R P: 
By extending the above bilinearly to all the other elements of A B, we make A B
into an algebra. We will henceforth denote (a b; a 0 b 0 ) by simply (a b)(a 0 b 0 ).
4. The Isomorphisms. 4.1. P P and M 3 (R). A useful isomorphism between the 9-dimensional vector spaces P P and M 3 (R) is obtained by rst de ning a bilinear map f on the Cartesian product P P: with the property that (p q) = pq t : (4) Showing that is a vector space isomorphism is now a simple exercise.
H H and M 4 (R).
Clearly an analogous Kronecker product gives a bilinear map from H H to M 4 (R), which then induces a linear isomorphism between H H and M 4 (R). However, this linear isomorphism does not preserve the multiplicative structure and hence fails to be an algebra isomorphism. (Since P P is not an algebra, this question does not arise in x4.1).
Construct an algebra isomorphism between the 16-dimensional algebras H H and M 4 (R) as follows. First, to every ordered pair (p; q) in H H, associate the real with the property that (p q) = (p; q). It can be shown that is a bijection that preserves not only the vector space structure, but also the multiplicative structure 3 .
The proof is omitted, as it is largely a straightforward exercise in formal algebra 3]. Another way to prove these algebras are isomorphic is to use the fact that the (6) Since (p 1)(1 q) = (1 q)(p 1), a non-obvious fact that now follows immediately is that the matrices on the right hand side of (6) By the usual abuse of notation, we will sometimes use p q to stand for (p q). The reason for this indulgence is twofold: to simplify notation, and to emphasize that we will be freely moving between H H and M 4 (R), sometimes even appearing to be in both places at once! 5. Strategy. We want to translate the problem of orthogonally diagonalizing a 4 4 symmetric matrix into a corresponding problem in H H. To 
Let S = (R R) (P P), and K = (P R) (R P). Then S and K are eigenspaces for the conjugation map on H H corresponding to the eigenvalues 1 and ?1, respectively. Since conjugation translates to transpose in M 4 (R), every element of S represents a 4 4 symmetric matrix, and every element of K represents a 4 4 skew-symmetric matrix. Observing that S is a 10-dimensional subspace of H H and K is a 6-dimensional subspace, it follows that (S) = fS 2 M 4 (R) : S is symmetricg and (K) = fK 2 M 4 (R) : K is skew-symmetricg: For notational convenience S will be used freely to denote either S or (S); context will make it clear which is intended. (Similarly for K, S; K.) (NOTE: See remark at end of section 4.2). We have thus established : Proposition 2. The following are equivalent.
1. S is 4 4 symmetric.
2. S 2 (R R) (P P). 3 . There exists c 2 R and pure quaternions p; q and r such that S = c1 1 + p i + q j + r k.
Proposition 3 (Hacon) . The following are equivalent.
1. K is 4 4 skew-symmetric.
2. K 2 (P R) (R P).
3. There exists pure quaternions p; q such that K = p 1 + 1 q.
Indeed, the standard basis fe r e s : 1 r; s 4g for H H gives, via , a beautiful basis for M 4 (R) comprised entirely of orthogonal matrices, ten of them symmetric and the remaining six skew-symmetric 4 . One can use this basis, which is listed in the appendix, to calculate the quaternion representation of any 4 4 matrix. 
The corresponding calculation for a skew-symmetric matrix K = k`m] = p 1 + 1 q is even simpler: Let GL n (R) denote the group of non-singular matrices. The orthogonal and special orthogonal subgroups are respectively, O(n) = fR 2 M n (R) : R t R = RR t = I n g ; SO(n) = fR 2 O(n) : det R = +1g: We will refer to elements of SO(n) as n-dimensional rotations. Let U denote the set of unit quaternions, U = fu 2 H : uu = 1g; which is a subgroup of H under multiplication. We resist the temptation to provide a detailed proof of these results here as they are`well-known' 9], 6]. Instead we con ne ourselves to pointing out why (x y) is in SO (4) . Observe that (x y)(x y) = (xx yy) = 1 1. But conjugation in H H corresponds to transpose in M 4 (R), so (x y) must be an orthogonal matrix. The continuity of the determinant, together with the connectedness of U U imply that det( (x y)) is positive.
To see why (x x) has the form stated in the corollary, recall that (x x) is the matrix encoding the map q 7 ! xqx in the standard basis (see x4.2). The rst column of this matrix is the vector representing the quaternion x1x = xx = 1, i.e. e 0 . Orthogonality of the matrix now forces the rest. where s = jpj; t = jqj.
The matrix R = x y can be computed from (15) and (6) 
where the pure quaternions p and q are computed from K via (13) and (14).
9. The Symmetric Algorithm. Let S 2 S. By Proposition 2, there exist p; q; r 2 P and c 2 R such that S ? c1 1 = S ? cI = p i + q j + r k 2 P P:
Certainly it su ces to diagonalize b S = S ?cI, since R SR t is diagonal , R (S ?cI)R t is diagonal. Now for R = x y 2 SO(4) we have R b SR t = x p x y i y + x q x y j y + x r x y k y: (18) If R is to diagonalize b S, then by Proposition 4, the 3-dimensional rotation (x x) must align the triple of 3-vectors fp; q; rg along the orthogonal triple fi; j; kg. Since fp; q; rg is in general an oblique triple, this is clearly impossible. In the skewsymmetric case, by contrast, the problem reduces to rotating just one given 3-vector into a speci ed direction (granted, this has to be done twice, but the rotations are completely independent of one another). This in a nutshell is why the symmetric case is more complicated, and requires a new idea.
What we need is a di erent tensor decomposition of b S, a 1 b 1 + a 2 b 2 + a 3 b 3 2 P P; with the property that both triples fa 1 ; a 2 ; a 3 g and fb 1 ; b 2 ; b 3 g are orthogonal. Then clearly it will be possible to independently rotate each triple into alignment with fi; j; kg, thus diagonalizing b S. This is where the vector space isomorphism : P P ! M 3 (R), introduced in x4.1, and the singular value decomposition work together beautifully to produce the \right" tensor decomposition of b S.
Since the canonical inclusion map embeds P P into H H, every element of P P can be associated with a 3 3 matrix as well as a quite di erent 4 4 matrix 5 :
P P ?! M 3 (R)
? ? y H H ?! M 4 (R)
Successively exploiting the properties of we get ( b S) = (p i + q j + r k) = pe t 1 + qe t 2 + re t 3 linearity of and (5) Since fu 1 ; u 2 ; u 3 g and fv 1 ; v 2 ; v 3 g are orthonormal triples, the \right" tensor decomposition of a 4 4 symmetric matrix has thus been obtained from the singular value decomposition of its associated 3 3 matrix.
Although it is geometrically clear that a rotation of P which aligns a given orthonormal triple fu 1 ; u 2 ; u 3 g with fi; j; kg exists, trying to compute it all at once is somewhat complicated. Instead we can align these triples in stages. Begin by choosing R = x y so that (x x) rotates any one of the left singular vectors into i, and (y y) rotates the corresponding right singular vector into i. Then the remaining singular vectors will perforce be moved into the jk-plane. Does it matter which leftright singular vector pair is rotated into i? The next section provides the surprising answer. One may continue the alignment process by constructing a second orthogonal matrix Q = z w, where (z z) is a 3-dimensional rotation with axis i that aligns xu 2 x with j; and (w w) is a 3-dimensional rotation with axis i that rotates yv 2 y into j. Then xu 3 x and yv 3 y will necessarily be aligned with k, and thus QR b SR t Q t (and hence QR SR t Q t ) will be diagonal. (Alternatively, two ordinary Jacobi rotations in the (1; 2) and (3; 4) planes could be used to achieve diagonalization.)
We remark that the matrix R = x y is given by the product of the matrices in (16) and (17), with the left singular vector that R aligns with i playing the role of p and the corresponding right singular vector playing the role of q. By exploiting the special structure of these matrices and noting that jpj = 1 = jqj in this case, their product can be computed for the small price of 14 additions, 14 multiplications and one square root.
The major cost of computing R lies in nding a left{right singular vector pair of a 3 3 matrix. Note that the orthogonality of R does not depend on the accuracy of the singular vector pair used to construct it | as long as the vectors are unit, R will be orthogonal. During the early iterations of the quaternion-Jacobi method, it may perhaps not be necessary to compute the vectors with hair-splitting accuracy, since the annihilated elements will shortly be resurrected. Bear in mind also that the complete SVD is not needed | only one left{right singular vector pair is called for. We shall see in the next section that the pair corresponding to the largest singular value is the one to compute. What then is the best way to carry out this task? Among the many schemes to be evaluated are several iterative techniques and one direct method due to Bojanczyk and Lutoborski 2] , that gives closed form formulae for the eigenvectors of a 3 3 symmetric matrix.
A matrix representation of Q can be obtained analogously. However, we shall see in x12 that in practise block diagonalization su ces, so Q need never be computed. 10 . Eigenvalues from Singular Values. Assume that R; Q 2 SO(4) are chosen as described at the end of x9, that is, R rotates u 1 ; v 1 into i; (20) QR rotates u 1 , v 1 into i, and u 2 , v 2 into j. (21) Equation (19) 3 be the SVD of T. The sign of det(T) determines whether T is orientation preserving or reversing. Since T(v`) = `u`f or 1 ` 3, the triples fu 1 ; u 2 ; u 3 g and fv 1 ; v 2 ; v 3 g will have the same \handedness" when > 0. That is, either both can be rotated into fi; j; kg or both can be rotated into fi; j; ?kg. On the other hand, < 0 means that fu 1 ; u 2 ; u 3 g and fv 1 ; v 2 ; v 3 g have opposite handedness, i.e. one triple can be rotated into fi; j; kg and the other into fi; j; ?kg. We have seen that S ? cI = p i + q j + r k
so choosing rotations R; Q 2 SO(4) as described in (20) which establishes the result. The alert reader may notice that, in the above proof, the hypothesis 1 2 3 is used only in the case when det(T) = 0, and then only to conclude that 3 must be zero. When T is non-singular, the expressions for the eigenvalues of S ? cI in terms of the singular values of T remain valid under any permutation of the i 's.
That is, the ordering of the i 's has no e ect on the set of eigenvalues of S ? cI (as expected), but it does a ect the order in which these eigenvalues appear on the diagonal of QR(S ? cI)R t Q t . It is to this issue that we turn next.
11. Sorting Similarities. (25) Note that in the course of proving the previous proposition we showed that QR(S ? cI)R t Q t = diag( 1 ; 2 ; 3 ; 4 ): We now ask, what conditions on R and Q will ensure that the eigenvalues of S ? cI appear in non-increasing order on the diagonal? This question is particularly relevant because Mascarenhas 20] has recently shown that choosing the sorting angle for the plane rotations used in the Jacobi method can lead to signi cant improvement in performance when orderings with higher than quadratic rates of convergence are used. (The sorting angle eventually becomes the usual (small) angle in the plane-Jacobi methods.) If one could construct a 4 4 analogue of the 2 2 sorting similarity, one would expect a similar improvement in performance. Happily, the construction is unexpectedly simple. But rst, a de nition. (20) , then R is a sorting similarity for S. That is, the eigenvalues of the upper 2 2 block of R SR t are larger than those of the lower 2 2 block. The 2 2 block diagonal form implies that the eigenvalues of S 1 must be two of the eigenvalues 1 ; 2 ; 3 ; 4 of S ? cI. From Proposition 6 and 7, the sum of the two largest eigenvalues of S ? cI is 1 + 2 = 2 1 ; of course the sum of any other pair i + j can be no bigger than this. But we also have trace(S 1 ) = (eigenvalues ofS 1 ) = 2 1 . Therefore 1 and 2 must be eigenvalues of S 1 . Consequently 3 ; 4 must be eigenvalues of S 2 , so by Proposition 7 we are done. Here A (t) denotes the matrix A after t block annihilations, and`m denotes the position of the t th pivot block. Thus fBlockO 2 (A (t) )g is a decreasing sequence.
It is observed experimentally that the sequence fA (t) g converges to a (2 2)-blockdiagonal matrix, which can then be diagonalized with negligible cost. We present below the results of a MATLAB implementation of Jacobi and quaternion-Jacobi methods on a random 64 64 symmetric matrix with entries uniformly distributed in 1:230e ? 13 The same matrix is used in both tables; the rst one compares the two methods when the odd-even ordering is used, the second when the row-cyclic order is used. 13 . Convergence. Sorting similarities lead to a globally convergent quaternionJacobi method 19]: Theorem 1. Let A 0 be an n n symmetric matrix with distinct eigenvalues 1 > 2 > > n , and let A i+1 = R i A i R t i be the sequence of iterates of the quaternion-Jacobi method, under any quasicyclic ordering 6 . If each R i e ects a sorting, diagonalizing similarity on its target 4 4 submatrix, then the sequence fA i g converges to diag 1 ; 2 ; : : :; n ]. Further, the rate of convergence is asymptotically quadratic.
The proof of this theorem is quite long and will be published in a later paper. It contains results which encompass extremely general Jacobi-type methods and grew out of an attempt to extend the ideas found in Mascarenhas' thesis 20] . Among the tools used is a majorization result due to Schur 15] , and an SVD perturbation theorem due to Wedin 24] , 25], 27]. Note that the quadratic rate of convergence applies to any quasicyclic ordering.
14. Extension to Normal Matrices. Combining the two algorithms leads to a quaternion-Jacobi method for real normal matrices. First, write the matrix A as the sum of a symmetric matrix S and a skew-symmetric matrix K. Since A is normal, S and K commute. Diagonalize S using the symmetric quaternion-Jacobi algorithm with sorting transformations at every iteration. This gives an orthogonal matrix U such that UA U t = D s +UKU t , with the entries of the diagonal matrix D s appearing in non-increasing order. The skew-symmetric matrix B k = UKU t is block-diagonal: since B k commutes with D s , the only non-zero o -diagonal elements of B k occur in diagonal blocks corresponding to equal eigenvalues of D s . Now each diagonal block of B k can be independently transformed into its real Schur form using Hacon's skewsymmetric algorithm, without a ecting D s .
As is well-known, the plane rotations which are so e ective in diagonalizing 2 2 symmetric matrices leave all 2 2 skew-symmetric matrices unscathed 7 . The remarkable correspondence between H H and M 4 (R) gives us, for the rst time, a Jacobi method which works in a similar manner for both symmetric and skew-symmetric matrices, exploiting and preserving their special structure while lending a unity to the eigenproblem for these two classes that has hitherto been lacking. 15 . Acknowledgements. It is a pleasure to thank Patricia Eberlein, Nick Higham, Steve Mackey and Don Schack for stimulating discussions, and Cleve Moler and the MATLAB team for providing such a convenient environment in which to test matrix algorithms. 
