Evidence of a liquid-liquid equilibrium in simple fluids has recently been exposed for a densitydependent pair potential in the framework of a van der Waals theory. Here this double criticality is investigated by means of computer simulation, a perturbation theory, and integral equation theory. It is found that the critical point estimated from the integral equation thermodynamics is not associated with divergent correlations. To cope with these features, a special simulation procedure, based on the definition of local densities, is devised. Monte Carlo calculations confirm the existence of two critical points, in agreement with the predictions of perturbation theory. DOI: 10.1103/PhysRevLett.86.2038 The existence of a liquid-liquid transition in pure substances is yet an unsettled question from the experimental point of view, although evidence seems to suggest that, in addition to the vapor-liquid critical point, certain fluids might exhibit double criticality with a second liquid-liquid critical point in the supercooled (metastable) region [1] . In this connection, Tejero and Baus [2] have recently analyzed the possible existence of liquid polymorphism of simple fluids within a van der Waals theory. To this end, they devised a fluid phase for which the interactions are described by a density-dependent pair potential V ͑r; r͒, with r the interparticle distance and r the density, whose range has a nonmonotonic density dependence. The proposed functional form is
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where e is the amplitude of the potential (i.e., the temperature scale), and s the hard-sphere diameter. In (1) the potential index n͑r͒ is given by 
where n͑0͒ and a are positive free parameters. A wide variety of phase diagrams (including the solid phase) can be obtained by tuning n͑0͒ and a in (2). In particular, Tejero and Baus found that for n͑0͒ 3.4 and a 5y 0 , with y 0 ps 3 ͞6 the hard-sphere volume, the phase diagram contains two critical points, one corresponding to a stable vapor-liquid transition and another associated with a metastable (with respect to the liquid-solid transition) liquid-liquid separation. This double criticality is a consequence of the nonmonotonic range of n͑r͒, which increases from its zero-density value n͑0͒ to a maximum value, 3͓n͑0͒ 2 2͔, and then decreases. We note that this liquid-liquid separation bears a close resemblance to the vapor-liquid separation in purely repulsive densitydependent pair potentials as reported by Dijkstra and van Roij [3] . In the latter case the unexpected phase separation escapes the classical van der Waals picture, being the driving force, not the attractive interactions (absent in Ref. [3] ) but the density-dependent screening (or range) of the potential.
In order to confirm the double criticality of the densitydependent pair potential (1) and (2) beyond the van der Waals level, we resort here to a first-order perturbation theory (PT) [4] , a reference hypernetted chain integral (RHNC) equation [5] , and NVT Monte Carlo simulations. While PT provides a simple theory for finding an approximate phase diagram, RHNC has, moreover, the advantage of providing for standard fluids a closed and direct expression of the free energy which is fully consistent with the virial pressure, with a relatively small inconsistency between virial and compressibility equations. Here we have to recall that the virial equation for a density-dependent pair potential [6] V ͑r; r͒ reads bp r 2 1 2 br
where g͑r; r, T ͒ is the pair distribution function, b 1͞k B T, with k B Boltzmann's constant, T the temperature, and p the pressure. We note that the term r≠V ͑r; r͒͞≠r in (3) may produce a van der Waals loop in the pressure even for systems with purely repulsive potentials (as the one studied in Ref. [3] ) and in the same way introduce a second liquid-liquid separation in fluids that already exhibit a vapor-liquid transition. An additional and important consequence, not frequently commented upon, is that the isothermal compressibility equation,
where x͑r, T ͒ denotes the isothermal compressibility coefficient, no longer holds for density-dependent pair potentials; i.e., the spinodal line stemming from the divergence of correlations does not necessarily coincide with the infinite compressibility line derived from the thermodynamics. This is immediately seen if one inserts a state dependent potential in the standard derivation of the fluctuation theorem. This rather paradoxical situation was detected by us in a preliminary RHNC calculation for parameters n͑0͒ 3.5 and a 12y 0 (see Fig. 1 ) where we found that, while the no solution region of the RHNC equation presents two clear maxima, the phase equilibria predicted from the (RHNC or PT) thermodynamics yields a single critical point at a temperature well above the critical temperatures of the "pseudocritical" points estimated on the basis of diverging correlations. This once more is consistent with what one would obtain if the RHNC equation were applied to the screened repulsive potential studied in Ref. [3] , since the lack of attractions precludes the divergence of correlations but the term r≠V ͑r; r͒͞≠r in (3) finally drives the fluid towards a vapor-liquid separation. With these limitations in mind, we sampled the parameter space of the potential (1) and (2) using PT with the hard-sphere fluid as the reference system. Additionally, since we ultimately intend to resort to Monte Carlo simulations, we truncated the interaction at r c 5.1s and shifted the potential to eliminate discontinuities. For this slightly modified potential, sayV ͑r; r͒, we find that PT predicts a liquid-liquid separation and a vapor-liquid separation for n͑0͒ 3.2 and a 5.7y 0 (other parameter combinations being obviously possible). Since this is a pure thermodynamic estimate, we compare it with the RHNC predictions obtained via the virial or the free energy route and plot the phase diagram in Fig. 2 . Now the situation is reversed with respect to Fig. 1 . The pseudospinodal line exhibits a single maximum and covers the low-density region where the PT vapor-liquid separa- tion occurs. The RHNC estimate for the liquid-liquid separation, however, agrees reasonably well with the PT diagram. Given this situation, one clearly needs to resort to simulation techniques to further clarify this problem.
The difficulties one may encounter when simulating this type of fluids can be best illustrated in the context of NVT simulation (although similar complications would arise for other ensembles). Also, here the pressure has to incorporate the specific term of density-dependent pair potentials r≠V ͑r; r͒͞≠r [see Eq. (3)]. In a system like the one depicted in Fig. 1 , this specific term induces a van der Waals loop in the pressure, although the fluid does not show any tendency towards phase separation in the NVT simulation. In contrast, one observes for the set of parameters corresponding to Fig. 2 that, once one enters the no solution region of the RHNC equation, the fluid in the NVT simulation has a tendency to separate into a high-density phase and a low-density phase within the simulation box. This poses a difficult problem: since the potential is density dependent, when the sample tends to separate into two phases, interactions have to be redefined locally. Seeing that this is a relevant problem to all density-dependent interactions when phase separation occurs, we have devised a simulation procedure that uses a local density criterion to define the interaction potential. In what follows, we will just sketch a few details of the procedure while a more detailed exposition will be the subject of a future publication [7] .
Let us consider a hard-sphere (HS) fluid. The local density r L is defined by
where g HS ͑r; r͒ is the hard-sphere pair distribution function, and w͑r͒ a weight function defined as Fig. 1 for n͑0͒ 3.2 and a 5.7y 0 . and zero otherwise. The weight function contains two positive constants, q and l, and satisfies w͑s͒ 1, w͑ls͒ 0, and as q increases (for fixed l) it approaches to a smooth step function, i.e., w͑r͒ Ӎ 1 ͑r , ls͒, except in the vicinity of r ls. Note that the local density r L is greater than r due to the structure of g HS ͑r; r͒ at short distances, and that by increasing l, r L ! r. Since R dr͓g HS ͑r; r͒ 2 1͔w͑r͒ Ӎ R dr͓g HS ͑r; r͒ 2 1͔, r L can be estimated from (5) and (4) as follows:
where x HS ͑r, T ͒ is obtained from the Carnahan-Starling equation of state. The parameters q and l in (6) are then chosen in such a way that the values of r L obtained from (7) and (5), with g HS ͑r; r͒ given by simulation or a VerletWeis fit [4] , agree with a certain accuracy. For example, for q 6, l 4, and rs 3 0.907, both approximations yield r L s 3 Ӎ 0.924. This set of parameters (q 6 and l 4) has been used in NVT simulation.
To carry out the simulation of particles interacting with the density-dependent potentialV ͑r; r͒, we define the local density around a given particle i, r L,i , as
where r ij is the separation between particles i and j. Once r L,i is known, we find from Eq. (7) an equivalent bulk density r i (note that r L,i and r i play the role of r L and r, respectively), and define the interaction between particles i and j as ͓V ͑r ij ; r i ͒ 1V ͑r ji ; r j ͔͒͞2. We recall that the difference between r L,i and r i is relevant only at very high densities where g͑r; r, T ͒ Ӎ g HS ͑r; r͒. The simulation might then proceed using a standard NVT algorithm. However, one has to bear in mind that as every particle move modifies the local densities of a large number of particles, a large amount of pair interactions have to be computed to evaluate the acceptance criterion. This certainly would make the simulations very cumbersome. In order to develop a more efficient procedure, the potential indices n͑r i ͒ in (1) and (2) are replaced by internal degrees of freedom n i which are also sampled in the simulation. The potential energy contains now the interactions between pairs i and j with indices n i and n j and a new term, U harm , which we have taken as a sum of harmonic oscillators, i.e.,
The value of K in (9) is tuned so that the fluctuations of n i around n͑r i ͒ are small while keeping a reasonable acceptance rate in the Monte Carlo simulation. For the present calculation we have found that K 10 4 meets these demands. The procedure is thus straightforward, although a number of subtleties regarding the sampling procedures will be analyzed in depth in a future work [7] . Simulations have been carried out with 500 and 864 particles for several densities and temperatures, without finding significant size dependence of the results.
As a test, we have confirmed that the proposed simulation procedure reproduces bulk properties in the homogeneous phase calculated using a standard NVT algorithm. We then proceed to determine the phase equilibria by fitting (for fixed temperature) the fugacity as a function of density. The fugacity is evaluated using a particle insertion procedure somewhat modified to efficiently cope with the internal degrees of freedom. We find now that the coexistence curve predicted by the simulation agrees reasonably well with PT results (see Fig. 3 ), and that the fluid no longer separates at the high temperatures predicted by the RHNC pseudospinodal. Now, as mentioned before, the change in the interactions induced by density fluctuations frustrate the phase separation until the temperature is low enough. Finally, the simulation fully confirms the double criticality of a fluid for which the pair potential is given by (1) and (2) .
Clearly, the results presented here have a broad significance in analyzing phase transitions in colloidal systems and liquid metals which are usually described by density-dependent pair potentials [8, 9] . This density dependence of the interactions may require a local density treatment in simulations as the one devised in this work. Also, the discrepancies observed between RHNC predictions and computer simulation imply that one has to be very cautious when using integral equations results to predict phase separations in density-dependent potentials. In these cases, only the RHNC free energy route -see, for instance, Ref. [10] for an interesting application to highly asymmetric binary mixtures modeled via effective one-component potentials -is reliable, as long as the extent of the no solution region does not preclude its use. 
