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Abstract
The stability and growth or dissolution of a single surface nanobub-
ble on a chemically patterned surface are studied by Molecular Dynam-
ics (MD) simulations of binary mixtures consisting of Lennard-Jones
(LJ) particles. Our simulations reveal how pinning of the three-phase
contact line on the surface can lead to the stability of the surface
nanobubble, provided that the concentration of the dissolved gas is
oversaturated. We have performed equilibrium simulations of surface
nanobubbles at different gas oversaturation levels ζ > 0. The equi-
librium contact angle θe is found to follow the theoretical result of
Lohse and Zhang[1], namely sin θe = ζL/Lc, where L is the pinned
length of the footprint and Lc = 4γ/P0 a capillary length scale, with γ
the surface tension and P0 the ambient pressure. For undersaturation
ζ < 0 the surface nanobubble dissolves and the dissolution dynamics
shows a "stick-jump" behaviour of the three-phase contact line.
∗d.lohse@utwente.nl
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1 Introduction
Surface nanobubbles are gaseous nanoscopic entities on an immersed surface
that are less than 1 µm in height [2]. The presence of surface nanobubbles
has significant implications to many physical and chemical processes at solid-
liquid interfaces, for example, in fabrication of bubble-templated nanostruc-
tures [3, 4, 5], propelling microscopic swimmers fuelled by catalytic reactions
[6, 7], light conversion by plasmonic effects[8], heterogeneous cavitation un-
der ultrasound[9, 10], onset of boiling on microscopic scale [11], and flotation
in mineral processing [12, 13]. Hence the stability and the dynamics of sur-
face nanobubbles is interesting from both a fundamental and from an applied
point of view [2].
Experimental studies have shown that surface nanobubbles have long life-
time, even for only a mild oversaturation level supplied to the system[14, 15,
16, 17, 18]. When a bubble dissolves or grows, the morphological features
of the bubble suggest a stick-slip motion of the contact line [19, 20]. The
origin of pinning is attributed to intrinsic features of the solid surface. Dif-
ferent theories were proposed to explain the stability of surface nanobubbles
[21, 22, 23, 24]. Recently Lohse and Zhang[1] provided the exact calculation
for the stability of a single surface nanobubble[1]. Their derivation assumes
pinning and builds on, not more than only the diffusion equation, Henry’s
law, and the Laplace equation. Their calculation reveals that contact line
pinning and the gas oversaturation ζ > 0 in the bulk liquid are crucial for the
equilibrium of the single surface nanobubble to be stable. Here ζ = C∞
Cs
−1 is
the gas oversaturation, C∞ the gas concentration, and Cs the gas solubility.
For a given gas oversaturation ζ > 0, there exists an equilibrium in which
the outflux of gas molecules from the nanobubble due to the large Laplace
pressure is compensated by the influx into the bubble due to gas oversat-
uration, i.e., there is no net flux. Though the flux of gas particles out or
into the nanobubble is not spatially uniform along the interface as shown by
Weijs et al.[25] and Yasui et al.[26], the net flux integrated over the whole
interface is zero. The contact angle of the surface nanobubble is not given
by Young’s equation, but determined by the equilibrium,
sin θe = ζ
L
Lc
, (1)
where L is the pinned length of the footprint and Lc = 4γ/P0 a capillary
length scale, with γ the surface tension and P0 the ambient pressure as shown
in the sketch in Figure 1.
Meanwhile, molecular dynamics (MD) simulations have provided impor-
tant insight into the dynamics of surface nanobubbles, in particular under
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the conditions that are difficult to achieve in experiments. Weijs et al.[25]
performed molecular dynamics (MD) simulations of surface nanobubbles
without any heterogeneities and found that nanobubbles are not stable.
Liu and Zhang[27, 28] showed with the help of kinetic lattice density func-
tional theory and MD simulations that contact line pinning on geometrical
heterogeneities also leads to stable surface nanobubble. However, it remains
unknown how exactly the oversaturation in the liquid and chemical pat-
terns with a nanoscale dimension on a surface can mediate the stability of
nanobubbles. Moreover, given that it is extremely difficult to confirm eq
1 experimentally, in this work we want to confirm it with the help of MD
simulations.
We will present our simulations of the dynamics (stability, growth, and
dissolution) of a single surface nanobubble on a chemically patterned surface,
in response to different oversaturation levels. The chemical patterns act
as pinning sites enabling us to study the growth or dissolution of surface
nanobubbles on a more realistic solid substrate, exhibiting pinning and de-
pinning of the contact line.
2 Approach and methodology
Molecular Dynamics (MD) simulations were performed to simulate the nanobub-
ble on a solid substrate for which we used the open source code GROMACS[29].
We have used four types of particles or molecules in our simulations: two
types of solid particles (S and SP), which remain fixed in a fcc lattice during
the whole simulation, and two types of moving particles, Liquid (L) and Gas
(G). The SP particles form the pinning sites, and have different interaction
strength towards the two types of moving particles. The L particles form a
bulk liquid phase (and hence we refer to these as "liquid particles") as the
system temperature and pressure are below the critical point of L particles
whereas the G particles form a bulk gaseous phase (to which we refer as
"gas particles") because the critical point for G particles is much below the
thermodynamic conditions at which we are performing our simulations. A
typical simulation box is shown in Figure 1.
The interaction between the particles is described by a Lennard-Jones
potential:
φLJij (r) = 4ǫij
[(σij
r
)12
−
(σij
r
)6]
, (2)
in which ǫij is the interaction strength between particles i and j, and σij is
the characteristic size of particles. The potential is truncated at a relatively
large cut-off radius (rc) of 5σLL. The time step for updating the particle
3
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Figure 1: Left: Schematic of a single surface nanobubble on a hydrophobic
surface and immersed in an oversaturated solution. L is the footprint diam-
eter of the bubble, θ the contact angle, R the radius of the curvature of the
bubble and C∞ > Cs the concentration of the gas far away from the interface.
Right: A typical simulation box which consists of four kind of particles. Red
particles (S) form the solid surface, yellow particles (SP) form pinning sites,
blue particles (L), which are predominantly in the liquid phase, and green
particles (G), which are predominantly in the gas phase. The nanobubble
shown in the figure is cylindrical in shape with the x-axis along the length of
the cylinder.
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i− j σij, nm ǫij, kJ/mol
S-L 0.34 1.8
SP-L 0.34 1.5
S-G 0.40 2.0
SP-G 0.40 5.0
L-G 0.40 1.55
G-G 0.46 0.8
L-L 0.34 3.0
Table 1: Value of various LJ parameters used in the MD simulations
velocities and positions was set at dt = σLL
√
(m/ǫLL)/400, where m is mass
of the liquid particles and ǫLL is the Lennard-Jones interaction parameter
for the liquid particles. The time step has been chosen such that its value
is sufficiently less than the shortest time scale available in the system[30].
Periodic boundary conditions have been employed in all three directions,
which suggest that same solid substrate is also present above the liquid layer.
Simulations have been performed in a NPT ensemble where the tempera-
ture is fixed at 300K, which is below the critical point for the Lennard-Jones
parameters (σLL, ǫLL) that we have set for the liquid particles. Semi-isotropic
pressure coupling is used for maintaining constant pressure which means that
the simulation box can expand or contract only in the z-direction to keep the
pressure constant. This has been done to avoid the creation of gaps along
the solid surface boundaries in the x and y directions. Simulations were
performed in a quasi-2D manner in which the length of the simulation box
along the x-axis is considerably smaller than the lengths in the other two
directions, which means the shape of the nanobubble is cylindrical instead
of spherical. Simulations of cylindrical nanobubbles save computation time;
of course the effect of the modified shape on the Laplace pressure is taken
into consideration. The complete set of Lennard-Jones parameters that we
have used in our simulations are given in table 1. The typical system size is
5.6×40×24 nm3 in x, y and z direction respectively, where we note that the
length of the z dimension changes during the simulation to keep the pressure
constant.
In the initial configuration, gas and liquid particles are arranged in a fcc
lattice above the solid substrate. Initially, the liquid near the surface is highly
oversaturated with gas particles in order to aid the bubble nucleation on the
surface which decreases the equilibration time, which is around 5× 107 time
steps (around ∼9 ns). For simulations at different pressures, we have used
the final configuration of the previous simulation as an initial configuration
to save computation time. In Figure 1 we show a typical equilibrium profile
5
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Figure 2: Example of a spherical cap fit (black line) to the iso-density contour
of 0.5 (points) for a surface nanobubble
of a nanobubble on a chemical heterogenous surface.
After the equilibrium has been reached, the time-average density field of
liquid particles is calculated, correcting for the center of mass motion in the
lateral direction. Quantities like the radius of curvature of the bubble and
the contact angle are obtained by fitting a circle to the iso-density contour of
0.5 of the normalised density field, ρ∗(r), defined as ρ∗(r) = ρ(r)−ρV
ρL−ρV
, where ρV
and ρL are the bulk vapour and liquid density, respectively. Since the liquid
very near to the solid substrate is subject to layering, we have excluded
the density field in the range of 2σLL from the substrate for the circular
cap fitting. From the intersection of the circular fit with the substrate, the
contact angle and the radius of curvature are evaluated (see figure 2). In
order to study the time evolution for these quantities, we have calculated
these time-averages for subsequent subsets of 25000 time steps.
The contact line is pinned by the pinning sites, which are formed by the
solid particles with higher hydrophobicity (SP) as shown by different colours
in Figure 1, which means that the interaction strength with gas particles is
much higher than for the liquid particles. Exact values for the interaction
strengths are tabulated in table 1. One can also notice from Figure 1 that the
gas particles accumulate near the solid surface. This is due to the hydropho-
bic nature of the solid surface which strongly attracts the gas particles, as
discussed in [31].
The oversaturation of gas particles in the bulk liquid is given by ζ =
C∞
Cs
− 1, which involves the calculation of C∞ and Cs. We have defined the
concentration in this work as the ratio of gas particles to liquid particles in
a certain amount of fixed volume, which is equivalent to the mole fraction
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of gas particles in the liquid. The oversaturation ζ is controlled by changing
the system pressure, since Henry’s law dictates that the solubility of gas in
the liquid increases linearly with the system pressure. In our simulations,
first a nanobubble is formed on the chemically heterogenous surface by a
NVT simulation, and then the pressure coupling is switched on, to keep the
solubility of gas particles in the bulk liquid fixed. To change the solubility,
and hence the oversaturation level, the system pressure is slowly increased or
decreased which respectively leads to the dissolution or growth of the bubble.
For dissolution, the system pressure is increased which results in the increase
of solubility. Because of the finite system size, an increase in solubility leads
to the migration of gas particles from the nanobubble to the bulk liquid,
which leads to the dissolution of the nanobubble. In order to determine C∞,
we have divided the liquid domain into concentric shells of thickness 0.5σLL,
concentric around the nanobubble, and then calculated C(r), the ratio of
gas to liquid particles in each shell (see Figure 3). C∞ is then calculated
by averaging C(r) over the range of 7.5σLL to 25σLL, where it is almost
constant. In Figure 4 we show C∞ as a function of the pressure of the gas
phase, which at equilibrium is equal to the sum of the bulk pressure and
the Laplace pressure. Our data are found to obey Henry’s law, where we
estimate Henry constant as kH = 1.43 ± 0.027 × 10
−5 bars−1. Note that
the concentration of gas particles around the nanobubble is assumed to vary
with radial distance only. In general, it varies in both radial and azimuthal
direction but it is a very weak function of the azimuthal angle when contact
angle is around ∼ 90◦[32]. In our simulations the contact angle is varying
between 70◦ and 90◦, so the azimuthal angle dependence of the concentration
field can be neglected.
3 Results and Discussion
3.1 Pinning provides stability to surface nanobubbles
We start with testing the prerequisite conditions for the stability of nanobub-
bles given by Lohse and Zhang[1]. They theoretically showed that pinning
of three-phase contact line by hydrophobic heterogeneities in a gas oversat-
urated liquid leads to stability of nanobubbles. We now show systematically
by performing MD simulations that these pinning conditions are indeed suf-
ficient to get a stable surface nanobubble. To this end we have performed
four MD simulations at the same temperature and pressure, the time evolu-
tion of which is shown in Figures 5 (snapshots) and 6 (θ, L , R, and H as
function of time). Figure 5 (a) shows the time evolution of a nanobubble on
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Figure 3: (a) Radial variation of concentration of gas particles around a
nanobubble. The inset shows the concentration of gas particles near the
interface. (b) Variation of concentration of gas against the distance from the
interface at few pressures. The schematic in the inset shows the range of
radial distance over which the concentration is plotted.
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Figure 4: Concentration of gas particles in the bulk phase as measures in our
simulations, for different gas pressures. The straight line suggests that the
concentration of the gas particles indeed follows Henry’s law C∞ = kHP .
a homogenous solid substrate, i.e. without any pinning sites, at a particular
gas oversaturation, ζ > 0. We find that the nanobubble in this simulation
grows quickly due to large oversaturation of gas particles in the bulk liquid, so
that after the few nanoseconds it comes into contact with its periodic image,
and ultimately forms a vapour liquid equilibrium with a planar interface. It
clearly shows the importance of heterogeneities on the solid surface without
which it is impossible to form a stable nanobubble. This behaviour is also
shown in terms of the variation of θ, L, R and H of the nanobubble with time
in Figure 6. It is apparent from the plot that θ, L, R and H increase rapidly
with time and couldn’t form a stable nanobubble.
Figure 5 (b) shows the time evolution of a nanobubble on a chemical
heterogeneous surface with hydrophobic pinning sites at a particular gas un-
dersaturation, ζ < 0. One can observe that the nanobubble slowly shrinks
and dissolves with time. The nanobubble is not stable because the surround-
ing liquid is undersaturated with gas particles and it shows the "stick-jump"
mechanism during the dissolution, which means that the contact line remains
pinned to the hydrophobic pinning sites. This "stick-jump" dissolution mode
is evident from Figure 6, especially from the variation of L and R with time.
This kind of motion of the contact line in the dissolution of nanobubbles is
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very similar to the dissolution mode exhibited by microdrops dissolving in
an another liquid[33]. This simulation clearly demonstrates the necessity of
having gas oversaturation (ζ > 0) for the stability of nanobubbles.
Figure 5 (c) shows the time evolution of a nanobubble on a chemical
heterogeneous surface with hydrophilic pinning sites at a particular gas over-
saturation, ζ > 0. Hydrophilicity is introduced by interchanging the value of
ǫSPG and ǫSPL. In this case we have not observed pinning of the three-phase
contact line and the nanobubble eventually dissolves, although the dissolution
time is quite high. Though it looks like from Figure 6 that a stable nanobub-
ble is formed but in reality it slowly (compared to the undersaturation case)
dissolves. Time scale for dissolution of a bubble for unpinned contact line
case is given by the classical theory of Epstein and Plesset[1, 34, 35], namely
τlife ≈
R20ρg
3DCs
, (3)
where R0 is the radius of curvature of the bubble, ρg the gas density, and D
the diffusion coefficient of gas particles in the liquid, which are extracted from
MD simulation of the nanobubble with hydrophilic pinning sites. Accoding to
this eq 3, the lifetime of the nanobubble in our case is calculated as ∼ 2.9µs.
Simulating as long times as µs is still very challenging for MD simulations;
therefore we could not show the whole dissolution dynamics in this case.
However, one can infer from this simulation that only hydrophobic pinning
sites lead to the pinning of the contact line and hence stable nanobubble.
Figure 5 (d) shows the time evolution of a nanobubble on a chemical
heterogeneous surface with hydrophobic pinning sites at a particular gas
oversaturation, ζ > 0. In this case, the nanobubble on the solid surface
remains stable throughout the simulation as chemical heterogeneities fixate
the contact line, and the outflux due to Laplace pressure is balanced by the
influx due to the oversaturation of the gas particles in the bulk liquid. From
Figure 6, it is clear that in tis case θ, L, R and H remain constant with
time and form a stable equilibrium. These four simulations confirm that
hydrophobic chemical heterogeneities and gas oversaturation (ζ > 0) are
necessary and sufficient conditions for forming a stable nanobubble. Note
that also geometrical pinning sites lead to the stability of nanobubbles as
already shown by Liu and Zhang[28].
3.2 Stable surface nanobubbles at equilibrium
In this section we study the stable configurations of surface nanobubbles at
equilibrium at various gas oversaturation levels. The primary aim of this sec-
tion is to validate the expression for the equilibrium contact angle of a surface
10
(a)
(b)
t = 1.75 ns t = 3.5 ns t = 5.25 ns t = 7.0 ns t = 8.75 ns t = 9.625 ns
(c)
(d)
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Figure 5: Time evolution of a surface nanobubble in a NPT ensemble at a
temperature of 300K and pressure of 26 bars (a) without chemical hetero-
geneities and gas oversaturated liquid (ζ > 0), (b) with hydrophobic chemical
heterogeneities and gas undersaturated liquid (ζ < 0), (c) with hydrophilic
chemical heterogeneities and gas oversaturated liquid (ζ > 0), and (d) with
hydrophobic chemical heterogeneities and gas oversaturated liquid (ζ > 0)
surrounding the nanobubble.
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nanobubble derived by Lohse and Zhang[1]. In the previous section we have
qualitatively shown the necessary conditions for forming a stable nanobub-
ble. Here, we systematically and quantitavely study the stable nanobubble
at equilibrium with the help of MD simulations. To this end, a nanobubble is
nucleated on a chemical heterogenous surface with the help of local oversatu-
ration at a particular temperature and pressure. After reaching equilibrium,
the system pressure is slightly increased which results in an increase of the
solubility of gas particles in the bulk liquid. After increasing the pressure,
the simulation was run for another 21 ns to ensure equilibrium of the system.
As explained before, the increased solubility (and the fixed number of the gas
particles in the system) will lead to the dissolution of the surface nanobubble.
This mechanism results in a sudden jump of the three phase contact line, at
some particular pressure, towards a new pinning site, decreasing the lateral
length and suddenly increasing the contact angle of the nanobubble. Figure
7 shows the contact angle θ, the footprint diameter L, the radius of curvature
R of nanobubble, and its height H, as function of the bulk pressure P0. One
can clearly observe the discontinuities in the variation which corresponds to
the jump of the three-phase contact line over the pinning sites. The mag-
nitude of change in the footprint diameter at discontinuities is equal to the
distance between the pinning sites which confirms the "jump" of the contact
line on the pinning sites. We would like to emphasise that for each data point
shown in Figure 7, the system is at equilibrium for that particular pressure.
Note that P0 is the bulk liquid pressure which is calculated in a liquid
slab away from the interface. Although all the simulations are performed in
a NPT ensemble, where the pressure is controlled by semi-isotropic coupling,
there is a large difference between the pressure set in GROMACS, and the
bulk pressure P0, on which we elaborate in the appendix.
Theoretically, the equilibrium contact angle of a single surface nanobubble
is given by eq 1 sin θe = ζL/Lc. Note that here we had to modify the
definition of Lc from 4γ/P0 to 2γ/P0, owing to the fact that for cylindrical
bubbles the Laplace pressure is equal to γ/R, instead of the usual value
2γ/R that holds for spherical bubbles. Since Henry’s law is obeyed in our
simulations, we can write C∞ = kHP and Cs = kHP0, where P is the pressure
inside the nanobubble and P0 is the ambient bulk pressure. Note that now
P0 is calculated from the actual MD simulations and not evaluated from the
expression as given in the appendix. We have plotted sin θe/L against the
oversaturation ζP0 in Figure 8, which shows that the equilibrium contact
angle obeys eq 1. Note that there are some data points which are slightly
away from the theoretical line, which is mainly due to the large errors in
the pressure calculation. Because of the relatively small system size, the
instantaneous value for the pressure can deviate significantly from the mean
13
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Figure 8: Variation of sin θ/L against oversaturation the ζP0. Small black
data points represent the complete dataset shown in Figure 7 while the three
red points corresponds to the average of all data points for a nanobubble
pinned on two particular pinning sites. The three data points refer to the
three levels of L seen in Figure 7.
which leads to large error bars[29]. Another reason for this deviation is
the assumption of the surface tension being independent of pressure. The
pressure inside the bubble directly affects the concentration of gas particles
at the interface, which can have an influence on the magnitude of the surface
tension. The three points in the Figure 8 corresponds to the three radii of
curvature or footprint diameter levels as shown in Figure 7. Each of the three
points is the average of all the small data points for a nanobubble pinned on
two particular pinning sites, which is also shown in Figure 8.
Note that sin θe/L is plotted against ζP0 instead of ζ/Lc, as we do not a
priori know the value of the surface tension γ. In fact we can use eq 1, to
obtain an estimate for the surface tension γ. since the slope of the straight
line in Figure 8 is 1/(2γ), which yields a surface tension γ = 0.072± 0.0048
N/m.
4 Conclusions
Molecular dynamics simulations were performed for single surface nanobub-
bles on a chemical heterogenous surface and in a gas oversaturated liquid.
Heterogeneities act as pinning sites which fix the three-phase contact line and
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stabilise the equilibrium, in which the gas influx due to the gas oversatura-
tion is balanced by the outflux due to the Laplace pressure. The theoretically
predicted conditions[1] for stable single surface nanobubble were tested with
MD simulations, finding full confirmation. We have found that only hy-
drophobic heterogeneities lead to the pinning of the contact line and not the
hydrophilic ones. In addition, we have also studied the dissolution of surface
nanobubbles on a chemical heterogenous surface in a gas undersaturated liq-
uid. The dissolution of a surface nanobubble shows "stick-jump" behaviour
which is very similar to the behaviour shown by the dissolution of microdrops
in another liquid[33, 36, 37]. We have also simulated the stable nanobubble
at various levels of oversaturation and showed the variation of the contact
angle, the footprint diameter, the radius of curvature and the height of the
nanobubble with system pressure. The equilibrium contact angle is follow-
ing the analytical expression calculated in ref. [1], which herewith we thus
confirm. The next step will be to simulate interacting surface nanobubbles.
We thank Shantanu Choudhary for assistance with parallelizing some of
the codes, Michiel van Limbeek for fruitful discussions and Sander Wilde-
man, Varghese Mathai, Poorvi Shukla for constructive comments on the
manuscript, SURFsara (funded by NWO) for providing the computational
facilities for the simulations, and FOM for financial support.
5 Appendix
In this section we describe the calculation of P0, that we have used in Figures
7. We have performed NPT simulations in which the pressure is prescribed.
Yet, there is a clear difference between the input pressure and the actual bulk
liquid pressure, P0 that we have used. The pressure in any MD simulation
with pair interaction φij(r) can be calculated from:
P = ρkBT +
1
3V
〈∑
i<j
dφij
drij
.rij
〉
(4)
As one can notice from the eq 4, that calculation of pressure involves
the interaction between all the possible pairs of particles which include the
interaction between solid and moving particles also, which is thus included in
the pressure that is set for GROMACS. However, due to the finite size of the
system, this interaction between fixed solid and moving particles can have
a huge effect on the overall pressure. In order to evaluate the "true" bulk
pressure P0, we have excluded this interaction from solid particles, that is, P0
is calculated by considering only the interactions in a rectangular slab above
16
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Figure 9: Variation of P0 with input pressure in GROMACS
the bubble. In the calculation of P0, we have also considered the interaction
between the pairs of rij which are intersecting the boundary planes. Relation
between the input pressure in GROMACS and P0 is shown in Figure 9.
It can be noticed that P0 is directly proportional to the input pressure in
GROMACS and a straight line is fitted to get the relation between the two,
which is given as P0 = 2.73565Pgro + 54.9801. P0 in Figure 7 is calculated
from the input pressure using this relation, whereas in Figure 8, P0 is the
actual calculated value from the MD simulation. Now the question arises,
why we chose to use this relation instead of using P0 directly calculated from
the simulations. From Figure 9, it is clear that on an average P0 is increasing
linearly with input pressure but there are still some local fluctuations in the
pressure which overcasts the jump in θ, L, R, and H of surface nanobubble
shown in Figure 7.
P , used in Figure 8 for calculation of ζ , is the pressure inside the nanobub-
ble which is calculated by considering the virial function of all pairs of par-
ticles within the bubble and half the virial function of the pairs whose rij
vector is intersecting the bubble boundary.
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