in this paper we study a penalization method used to compute the flow of a viscous fluid around a thin layer of porous material. Using a BKW method, we perform an asymptotic expansion of the solution when a little parameter, measuring the thickness of the thin layer and the inverse of the penalization coefficient, tends to zero. We compare then this numerical method with a Brinkman model for the flow around a porous thin layer.
Introduction
The penalization methods are used since the former works of Peskin [16] , [17] , about twenty years ago, in order to compute the flow of an incompressible fluid in a complex geometry. The aim is to avoid body-fitted unstructured mesh in order to use accurate and fast spectral methods [14] or finite volumes approximations on cartesian meshes [13] . In [2] , [3] , [5] , [6] , [7] , [10] [13] , [18] , the different authors add a penalization term on the velocity defined on the volume of the obstacle.
In this paper we study a penalization method used by C. H. Bruneau and I. Mortazavi in [8] in order to compute the flow of a viscous fluid around a ground vehicle surrounded by a thin layer of porous material.
We consider O a C ∞ -bounded domain of R 3 and Ω a C ∞ -open subset of O such that Ω ⊂ O. We denote Ω ext = O \ Ω and Γ = ∂Ω. We fix κ > 0. For ε > 0, we set
In [8] in order to compute the flow around the obstacle Ω ε surrounded by the thin layer ω ε of porous material, Bruneau and Mortazavi add to the Navier Stokes equations a penalization term of order 1 ε in ω ε to modelize the porous layer, and another penalization term of order 1 ε 2 in the obstacle Ω ε , that is they solve the following system:
where χ ωε (resp. χ Ωε ) is the characteristic function of ω ε (resp. Ω ε ).
In this paper we compare the penalized equation (1.1) with a model coupling Navier-Stokes equations in the fluid with the stationnary Brinkmann equation in the porous thin layer. This new model is given by:
[u ε ] = 0 on Γ, ∂u ε ∂n − p ε n = 1 2 |u ε | 2 n on Γ,
where [w] is the jump of w across Γ, and where n is the unitary normal to Γ entering in Ω.
Remark 1.1 The particularity of this new Brinkmann model is the term 1 2 |u ε | 2 in the right hand side of the jump formula on Γ. The presence of this term ensures the global existence of weak solutions for Equation (1.2) .
We will perform for both problems (1.1) and (1.2) an asymptotic expansion of the solutions when ε goes to zero. For the Brinkmann model (1.2) we perform in the thin layer ω ε a rescaling in order to work in a fixed domain with an equation depending of ε. For the double penalization method (1.1), we treat the thin layer as for (1.2) and we couple the asymptotic expansion of the solution in the thin layer with the boundary layer that appears in the obstacle Ω ε . These asymptotic expansions are obtained with a BKW method. With these two asymptotic expansions, we will compare both models. We will prove that the solution of (1.1) is similar to the solutions of (1.2) around a porous thin layer of thickness (1 + κ)ε, that is the layer thickness for the Brinkmann model is different to the layer thickness for the numerical process.
Let us describe more precisely our different results.
Let U 0 be a regular solution for the flow around the obstacle Ω with initial data U 0 (t = 0) = u 0 , that is
with the following regularity property, for i := 0..2,
(1.4)
The existence of the regular solution for Navier Stokes equation is a quite classical result (see for example [4] , [9] or [10] )
We know in addition that ∂U 0 ∂n |Γ is tangent to Γ.
Furthermore, the time T * is the blow up time for the regular solution of (1.3).
In particular, we know that T * = +∞ in the two dimensional case.
With classical technics we can prove the existence of weak solutions for the Brinkmann Model (see Leray's arguments in [15] ). In the following theorem we perform an asymptotic expansion for a weak solution for Brinkmann model (1.2) with initial data u ε (t = 0) = U 0 (t = 0) = u 0 : Theorem 1.1 Let U 0 and p 0 the regular profile satisfying (1.3)-(1.4). Let u ε be weak solution of (1.2) with initial data u ε (t = 0) = u 0 in Ω ext and u ε (t = 0) = 0 in ω ε . Then u ε satisfies the following asymptotic expansion:
(1.5) and where the remainder term v r ε is bounded uniformely with respect to ε in the space L ∞ (0, T ; H 1 (Ω ext )) that for all T < T * ,
We study now the numerical process (1.1). We will perform an asymptotic expansion of the solutions of (1.1). In the thin layer we describe the solution in the variables (σ, z) ∈ Γ×]0, κ[ where σ = P (x) is the orthogonal projection of x on Γ, and where z = ϕ(x) ε with ϕ(x) =dist(x, Γ). In the obstacle Ω ε , it appears a boundary layer described with the fast variable
Theorem 1.2 Let U 0 and p 0 be the regular solution of (1.3)-(1.4). Let u ε be a weak solution of Equation (1.1) with initial data u ε (t = 0) = U 0 (t = 0) in Ω ext and u ε (t = 0) = 0 in Ω. Then u ε satisfies the following asymptotic expansion:
Remark 1.3
We note that the first terms U 1 and U 1 given respectively by (1.5) and (1.7) are different. Therefore in order to obtain a good approximation of the solutions of (1.2) we have to modify the numerical process (1.1) taking the porous layer thickness equal to (κ − 1)ε.
Remark 1.4
In [10] we study another model for the flow around a porous thin layer and we perform for this model an asymptotic expansion compatible with the expansion obtained here for the Brinkmann model (1.2) . The particularities of the present work are first the new Brinkmann model (see Remark 1.1) and that we couple for the study of (1.1) the thin layers methods with the boundary layers ones.
This paper is organized as follows. In the second part, we briefly recall the geometrical tools used for the study of the thin layer ω ε , and we mention usefull analytical results. In the third part, we study the Brinkmann model. We perform the asymptotic expansion of the solutions of (1.2) and we prove Theorem 1.1. The last part is devoted to the proof of Theorem 1.2. The proofs of Theorems 1.1 and 1.2 are based on the following method. In a first step we perform a formal BKW method, that is we assume that the solution admits an asymptotic expansion given in the theorem, and we plug this expansion in the equations. Identifying the different powers of ε we obtain then equations characterizing the profiles in the asymptotic expansion. In a second step we prove the existence and the regularity of the profiles. In a last step, we define by difference the remainder term and we estimate it using rather classical variational estimates. This estimation gives a rigorous validation of the asymptotic expansion. 5 2 Preliminary results
Geometrical tools for the thin layers
In order to describe the behaviour of the flow in the thin layer ω ε we use technics developped in [9] and used in [19] in the framework of ferromagnetism.
We will write the equations in the thin layer using the coordinates (σ, z) where σ = P (x) is the projection of x onto Γ and z is the distance between x and Γ. We use these coordinates because we can easily rescale in the variable z the equations and then work in the fixed domain Γ × [0, κ].
We use the parametrization of ω ε defined by :
Since Γ = ∂Ω is a regular compact surface of R 3 without boundary, there exists η 0 > 0 such that for ε < η 0 , Θ is a C ∞ -diffeomorphism from Γ×]0, κε[ onto ω ε . Furthermore ϕ and P are regular on ω η0 and ∀ x ∈ ω η0 , ∇ϕ(x) = n(P (x)).
On the submanifold Γ we can classicaly define the integrale and the differential operators ∇ Γ , div Γ and ∆ Γ . Furthermore, n is a map defined from Γ with values in the unit sphere S 2 so for σ ∈ Γ, the differential dn(σ) is a linear map from T σ Γ into T n(σ) S 2 (where T σ Γ denote the tangent plane of Γ at the point σ). Since T n(σ) S 2 = T σ Γ, we can consider dn(σ) as an endomorphism of T σ Γ.
Gradient : forṽ : Γ −→ R, we define :
∇ Γsṽ (σ) = (Id + s dn(σ)) −1 (∇ Γṽ (σ)), and if u : ω η0 −→ R, denotingũ = u • Θ, we have :
∇u(x) = ∂ũ ∂z (P (x), ϕ(x))n(P (x)) + ∇ Γ ϕ(x)ũ (P (x), ϕ(x)).
Divergence Operator : letỸ : Γ −→ T Γ be a tangent vector field defined on Γ. For s ∈ [0, κη 0 [ and σ ∈ Γ, we define:
where γ s (σ) = det(Id + s dn(σ)).
where Z N (σ, z) = ( Z(σ, z) · n(σ)) is the normal part ofZ and Z T (σ, z) = Z(σ, z) − Z N (σ, z)n(σ) is its tangential part, and where :
Laplace operator : forṽ : Γ −→ R we define
and if u : ω η0 −→ R, denotingũ = u • Θ, we have :
Remark 2.1 All these expressions are proved in detail in [9] .
Analytical tools
We recall the following lemma, proved in [12] (see Theorem 2.1 on page 18), concerning the relevement of the divergence in a fixed domain:
For the domain ω ε , depending on ε, we prove in [9] the same kind of result:
Proposition 2.2 There exists a constant C such that for ε small enough, for all g ∈ L 2 (ω ε ) satisfying ωε g = 0, there exists ψ ε ∈ (H 1 0 (ω ε )) 3 such that :
(2.1)
We mention now a result concerning the harmonic extension of a boundary value in a variable domain depending on ε.
Then there exists a constant C independant of ε and g such that
. This proposition is a straightforward adaptation of the same result for a fixed regular domain (see [1] for the existence of a H 2 extension of the boundary value, and [11] for the resolution of the Laplace equation in Ω ε ).
Brinkmann Model

Formal asymptotic expansion
We denote by v ε (resp. q ε ) the restriction of u ε (resp. p ε ) in ω ε . We write Equation (1.2) on the form:
On one hand we assume that u ε and p ε admit the following asymptotic expansion:
where the profiles U i and p i are defined for (t,
On the other hand we suppose that v ε and q ε admit an asympotitc expansion of the form:
where the profiles V i and q i are defined on
In order to satisfy Equation (3.1.7) we suppose that:
Using the notations of Section 2.1 we recall that ifα :
In addition, ifα :
We plug the formal asymptotic expansions of u ε , p ε , v ε and q ε in System (3.1) and we identify the different powers of ε. Using this BKW method we can identify the different profiles in the asymptotic expansions.
Therefore, with (3.1.5) at order ε 0 , we know that U 0 = 0 on Γ. Writing (3.1.1), (3.1.2), (3.1.8) and (3.1.9) at order ε 0 we characterize U 0 by
that is (U 0 , p 0 ) is our regular solutino of (1.3)-(1.4).
Order ε 1 terms
With (3.1.4) at order ε 0 , and with (3.1.7) we obtain that
Taking the normal part of (3.5) we obtain that
and with the tangential part of (3.5) we obtain that V 1 T is an affine map with respect to the variable z.
Taking the normal part, since ∂U 0 ∂n is tangential at the boundary, since V 1 is tangential, we obtain that p 0 = q 0 on Γ, and with (3.6) we obtain that
With the tangential part of (3.7), since V 1 T (z = κ) = 0 and since V 1 T is affine, we obtain that
We can then determine U 1 with (3.1.1), (3.1.2), (3.1.5), (3.1.8) and (3.1.9) at order ε 1 :
3.1.3 Determination of the order ε 2 terms
With (3.1.6) at order ε 1 we obtain
Taking the normal parts of (3.12) and (3.13) we obtain that
Taking the tangential part of (3.12) and (3.13) we characterize V 2 T by:
Taking the value of V 2 for z = 0, taking (3.1.2) and (3.1.5) at order ε 2 we prescribe U 2 by:
(3.16)
Existence and regularity for the profiles
In this subsection we prove the existence of regular profiles satisfying the equations found by the BKW method.
We recall that (U 0 , p 0 ) is a regular solution of the Navier Stokes system (
The existence of the profile U 1 is claimed in the following
Sketch of the proof: we consider a relevement Υ 1 of the boundary condition, which satisfies :
Writting U 1 = Z 1 +Υ 1 , we are led to prove the existence of a sufficiently regular solution for the following equation:
We build a regular solution Z 1 as we build a regular solution for Navier Stokes equation (see [4] or [10] ). In particular we obtain more regularity derivating the Galerkin approximation of Equation (3.18) with respect to t.
We can deduce from Proposition 3.1 the regularity for the other profiles: 
• q 0 defined by (3.8) satisfies:
• V 2 defined by (3.11) and (3.15) satisfies:
• q 1 defined by (3.14) satisfies:
• U 2 defined by (3.16) satisfies:
Estimate of the remainder term for Theorem 1.1
We define U a (resp. V a ) and p a (resp. q a ) the approximations of u ε and p ε in Ω ext (resp. ω ε ) given by
We remark that
With the estimates performed on the different terms of the anzatz we remark that 1
and then, with Proposition 2.2, we can assume that
and with the Poincaré inequality in the domain ω ε , we have
We define now the remainder term r ε by :
We remark that r ε ∈ H 1 0 (Ω ε f lu ) and div r ε = 0 on Ω ε f lu . We take r ε as a test function in the weak formulation of (1.2). Dividing by ε 3 2 we obtain that :
21)
with
We remark first that T 1 = 0. Indeed,
The estimates of the other terms are given by the following lemmas:
Lemma 3.1 For all η > 0 there exists a constant C(η) such that
Proof: we first remark that
Ωext ∇U 2 ∇r ε , since div r ε = 0. We integrate by part the two firts integrals and we obtain that
(3.22) In the same way,
∂V a ∂n − q a n r ε .
Thus, using the equations satisfied by the profiles, T 2 = T 21 + T 22 with
With the estimates obtained for the profiles,
). Since s → G s and s → ∇ Γs are regular, since the profiles q i and V i are polynomial in the variable z and are in L ∞ (0, T ; H 2 (Γ)) in the variable σ ∈ Γ, we have:
thus there exists a constant C such that |T 12 | ≤ C r ε L 2 (ωε) and absorbing r ε L 2 (ωε) , if we fix η > 0 there exists C(η) such that
Adding the two previous inequality we conclude the proof of Lemma 3.1.
Lemma 3.2 For η > 0 there exists a constant C(η) such that
Proof: We remark that 
Proof: We estimate T 4 in the following way:
using the Sobolev inequalities, the estimates performed on U a and using Young inequalities.
Lemma 3.4 There exists a constant C such that for η > 0 there exists ε 0 > 0 such that if ε < ε 0 then |T 5 | ≤ η ∇r ε 2 L 2 (Ωext) + C(1 + r ε 2 L 2 (Ωext) ).
Proof:
We have
We fix η > 0, and for ε small enough, we obtain that
End of the proof of Theorem 1.1:
Adding the different estimates on T 2 , . . . , T 5 , we obtain that there exists a constant K(η) such that:
Taking η = 1 8 there exists a constant K such that:
and we conclude the proof with the Gronwall Lemma.
BKW Method for Equation (1.1)
Characterization of the profiles
We denote by v ε (resp. w ε ) the restriction of u ε in ω ε (resp. Ω ε ). Furthermore the pressure π ε is denoted by :
Equation (1.1) is equivalent to the following system :
w ε (t = 0) = 0 in Ω ε (4.1.13) For x ∈ Ω ext we perform an asymtotic expansion on the form :
For x ∈ ω ε the asymptotic expansion will be described by
where the different profiles are defined on R + t × Γ × [0, κ], and where P (x) (resp. ϕ(x)) denote the orthogonal projection of x onto Γ (resp. the distance from x to Γ).
Here the profiles are defined on R + t × Ω ε × R + ξ and can be splited in two terms:
where we suppose that W i and all its derivatives with respect to x and ξ tend to zero when ξ tends to +∞. The boundary layer is described by this term W i .
Determination of order 0 terms
At order ε −2 in (4.1.5) we obtain that − ∂ 2 W 0 ∂ξ 2 + W 0 = 0. Taking the limit when ξ tends to +∞ we obtain that W 0 = 0, and that there exists a function K 0 : Ω ε −→ R 3 such that :
At order ε −2 in (4.1.3) we obtain that
With (4.1.9) at order ε −1 we have that − ∂V 0 ∂z = 0 for z = 0 and thus V 0 does not depend on z. Now with (4.1.10) at order ε −1 we have ∂W 0 ∂ξ (ξ = 0) = − ∂V 0 ∂z (z = κ) = 0.
With (4.2) we obtain that W 0 ≡ 0. We are now able to caracterize U 0 with (4.1.1), (4.1.2), (4.1.7) and (4.1.11) at order 0, and with (4.5), we see that (U 0 , p 0 ) is our regular solution of Navier Stokes Equation (1.3) in Ω ext .
Determination of order 1.
Writing (4.1.6) at order ε 0 we obtain that ∂ W 1 N ∂ξ = 0 and since W 1 N tends to zero when ξ tends to +∞ we have :
With (4.1.5) at order ε −1 we get
Performing the limit when ξ −→ +∞ we have :
With (4.6) the normal part of (4.8) gives us that ∂r 0 ∂ξ = 0 that is r 0 ≡ 0, (4.9) and there exists K 1 : Ω ε −→ R 3 , a tangential vector field, such that
(4.10)
Writing (4.1.4) at order 0 we obtain that ∂V 1 N ∂z = 0. With (4.1.9) at order ε 1 ,
Since W 1 N = 0 and W 1 = 0, we obtain that
With (4.1.9) at order ε 0 , we have
Taking the normal part of this equation, since V 1 and ∂U 0 ∂n are tangential on Γ, we obtain the continuity of the pressure : q 0 (σ, z = 0) = p 0 (σ), (4.13) and with the tangential part we have : 
Taking the scalar product with n since V 1 is tangential, we obtain that ∂q 0 ∂z = 0 and with (4.14) we have :
and then
With (4.1.10) at order ε 0 we have
With the normal part we have :
q 0 = r 0 = p 0 at the boundary, and with the tangential part :
Thus with (4.14) and (4.16) we have :
and with (4.18) ∂W 1 ∂ξ (x, ξ) = ∂U 0 ∂n (P (x)). We know then that :
and using (4.14), (4.16) and (4.1.9) at order ε 1 (since W 1 = 0), we have :
We can then define U 1 with (4.1.1), (4.1.2), (4.1.7) and (4.1.11) at order ε 1 : Determination of the order 2 terms Equation (4.1.6) at order ε 1 gives n · ∂W 2 ∂ξ + div W 1 = 0. Integrating this equality in the variable ξ we obtain the expression of W 2 N :
Writting (4.1.5) at order ε 0 we have
Taking the limit when ξ tends to +∞ we obtain that
We remark that with (4.1.6) at order ε 2 we have n · ∂W 3 ∂ξ + div W 2 = 0 and taking the limit when ξ −→ +∞ we obtain that :
Taking the divergence of (4.25) we have then ∆r 0 ≡ 0 and since r 0 = p 0 at the boundary, r 0 and W 2 are totally determined by Taking the scalar product of (4.24) with n we can express ∂ r 1 ∂ξ and integrating between +∞ and ξ we obtain that : With (4.1.4) at order ε 0 , we have
Equation (4.1.8) at order ε 2 gives : V 2 N = W 2 N on Γ ε . In addition, W 2 N is totally defined and we have
− ∂r 0 ∂n (t, σ + κεn(σ)).
(4.28)
With (4.1.8) at order ε 1 we have :
The normal part of this equation gives that
Writing (4.1.3) at order ε 0 we obtain that :
The normal part of this equation gives :
N ∂z 2 and using (4.28) and (4.30) we obtain that :
The tangential parts of (4.31) and (4.29) give :
(4.33)
The tangential part of (4.1.10) at order ε 1 gives:
and since with the tangential part of (4.24) we have :
Therefore, W 2 is totally determined. Integrating (4.31), V 2 is totally determined. We consider then an extension of V 2 |Γ in Ω ext denoted by U 2 .
We write now the normal part of (4.1.10) at order ε 1 :
and with (4.28)
. We obtain then using (4.32) that :
(4.36) With (4.27) we introduce the extension r 1 : Ω ε −→ R such that
(4.37)
Regularity of the profiles
We recall that (U 0 , p 0 ) is our given regular solution of Navier Stokes Equation Then for all T < T * and for i = 0..1 we have:
Using Proposition 2.3 and the estimate on p 0 in (1.4) we obtain the following Then for all T < T * , there exists a constant C (which does not depend on ε) such that for i = 0..1: Then for all T < T * there exists a constant C such that for i = 0..1,
The term U 2 is an extension of V 2 |Γ in Ω ext , then we have:
Proposition 4.4 There exists U 2 satisfying U 2 = V 2 on Γ and div U 2 = 0 in Ω ext , such that
(Ω ext )) for i = 0, 1.
The inside term r 1 is obtained by extension of a boundary value, so its regularity is deduced from classical trace relevements theorems and is described by the following 
Estimate for the remainder term
We define U a and p a the approximations of u ε and p ε given by
We consider Ψ ε ∈ L ∞ (0, T ; H 1 0 (Ω)) satisfying
≤ Cε and then we can assume that
We define now r ε by :
We remark that r ε ∈ H 1 0 (O) and div r ε = 0 on O. We take r ε as a test function in the weak formulation of (1.1). We obtain that :
In each domain we integrate by part the last term. For T 11 we obtain that
since we know from the regularity theorems proved in section 3 that for a fixed T < T * there exists a constant C independant on ε such that
For T 12 we have :
− p a n · r ε + Γε ∂U a ∂n − p a n · r ε that is, using the equations satisfied by the profiles,
Now we know that, since ϕ(x) ≤ κε, there exists a constant C such that for all
Furthermore with Proposition 4.1 we know that for T < T * there exists C such that
In the same way we know that
≤ C, and thus
For the last inside term, we know that
so we obtain that
For the third term we have
With the estimates concerning the profiles, we know that
Concerning T 132 we know that W 1 is exponentially decreasing in the variable z. Since ∇θ = 0 in a neigbourhood of Γ, we obtain then that T 132 = O(ε) r ε L 2 (Ωε) .
Hence we have
Summing these three equalities, since the integrals on Γ and Γ ε cancel by construction of the ansatz, we obtain that
We fix now η > 0. We have:
and with Young Inequality we obtain that :
Lemma 4.2 For η > 0 there exists a constant C(η) such that
Proof: we estimate T 2 on the following way : Using that there exists C such that Ψ ε H 1 (Ω) ≤ Cε we obtain then that:
|T 2 | ≤ Cε r ε L 2 (Ω) + Cε ∇r ε L 2 (Ω) + C r ε L 2 (ωε) + C ε r ε L 2 (Ωε) .
We fix then η > 0 and using Young Inequality we obtain that there exists a constant C(η) such that Proof: we have
We fix η > 0 and using Young Inequality we obtain that there exists a constant C(η) such that Remark 4.1 The corrective term Ψ ε is usefull to obtain that div r ε = 0. So we can use r ε as a test function in (1.1). In addition the divergence free property ensure that T 4 = 0, thus the bilinear term in the Navier-Stokes equation does not provoke a blow up for the weak solutions.
End of the proof: we take η = 
