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El presente trabajo tiene como objetivo establecer resultados de existencia




ut(t, x, y)−∆xu(t, x, y) +A(y, ∂y)u(t, x, y) = f(t, x, y),
(t, x, y) ∈ (0,∞)× Rn × Ω,
u(t, x, ·) = g(t, x, ·),
(t, x) ∈ (0,∞)× Rn, sobre ∂Ω,
∂u
∂n(t, x, ·) = h(t, x, ·),
(t, x) ∈ (0,∞)× Rn, sobre ∂Ω,
u(0, x, y) = u0(x, y),
(x, y) ∈ Rn × Ω,
usando la teoŕıa de operadores pseudodiferenciales y su generación de semi-
grupos anaĺıticos sobre adecuados espacios de Besov. Alĺı Ω es un abierto de
Rm con frontera suave ∂Ω.
A(y, ∂y)u := divy[Λ(y)∇yu+ b(y)u] + (c(y) · ∇yu) + d(y)u,
es un operador diferencial de segundo orden con Λ : Ω→ Rm×m, b : Ω→ Rm,
c : Ω→ Rm y d : Ω→ R funciones suaves y Λ uniformemente eĺıptico en Ω.
Las ecuaciones diferenciales de evolución aparecen de manera natural en
la modelación de fenómenos dinámicos en la naturaleza, en nuestro caso
(P )f,g,h,u0 es un problema de evolución parabólico que se usa para modelar
la difusión del calor en una región ciĺındrica no acotada.
El problema (P )f,g,h,u0 es una simplificación leve del problema investigado











presentada alĺı, consiste solamente en la citación de dos resultados ( uno que
no aplica por error al cruzar la referencia y el otro que no se encuentra en
dicho art́ıculo), pretendemos con este trabajo establecer en forma detallada
resultados de existencia y unicidad de soluciones del problema (P )f,g,h,u0
usando las herramientas o técnicas empleadas en [7], que es la teoŕıa de
operadores pseudodiferenciales, la generación de semigrupos anaĺıticos y la
teoŕıa abstracta de problemas de Cauchy presente en [3]. Es importante re-
saltar que la metodoloǵıa desarrollada en este trabajo para estudiar el pro-
blema (P )f,g,h,u0 funciona también para operadores uniformemente eĺıpticos
más generales que el A(y, ∂y) descrito arriba, de alĺı que la elaboración deta-
llada de los resultados de esta Tesis daran luz para resolver otros problemas
de Cauchy parabólicos sobre regiones ciĺındricas no acotadas.
A continuación indicaremos como se encuentra organizado este trabajo. En
el primer caṕıtulo se inicia con los preliminares matemáticos necesarios para
el desarrollo de este trabajo, en particular, presentamos las definiciones de
los espacios funcionales, los conceptos de semigrupos, generador infinitesi-
mal de un semigrupo, semigrupo fuertemente continuo, semigrupo anaĺıtico








para funciones a : X ⊆ Rn → Lis(E,F ) diferenciables. Alĺı E,F son
espacios de Banach arbitrarios y Lis(E,F ) es el espacio de las aplicacio-
nes lineales, continuas y biyectivas de E sobre F . Este resultado será usa-
do en el tercer caṕıtulo. En el segundo caṕıtulo se definen el espacio de
śımbolos vector valuados Sm(Rn,L(E,F )), el concepto de operador pseudo-
diferencial y enunciamos el Teorema 2.2.3 que será de gran utilidad (junto
con el Lema 1.1.25) para probar el Teorema 3.1.1. En el último caṕıtulo,
el tres, empieza con la prueba del Teorema 3.1.1, el cual establece que si
A ∈ H(E1, E0) (es decir, −A es el generador infinitesimal de un semigrupo
anaĺıtico y fuertemente continuo sobre E0 y si aλ(ξ) := (λ + |ξ|2 + A)−1,
ξ ∈ Rn, λ ∈ C adecuado, entonces su operador pseudodiferencial asocia-
do aλ(D) = (λ − ∆ + A)−1 es un operador lineal, continuo y biyectivo de
Bsp,q(Rn, E0) en Bs+2p,q (Rn, E0) ∩ Bsp,q(Rn, E1), siendo B ∈ {B, b}, s ∈ R y
p,q ∈ [1,∞]. Los espacios Bsp,q(Rn, E), familiares de los espacios de Besov,
son definidos en el caṕıtulo 1. Luego se demuestra en el Teorema 3.1.2 que
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si A ∈ H(E1, E0), entonces
−∆ +A ∈ H(bucs+2(Rn, E0) ∩ bucs(Rn, E1), bucs(Rn, E0)), (1)
para cualquier s ∈ R+rN, donde bucs := bs∞,∞ para s ∈ R+rN. Finalmente
mostramos en el Teorema 3.2.1 que si J denota el intervalo cerrado [0, T ],
Ω ⊆ Rn es un conjunto abierto y acotado con frontera suave ∂Ω, s ∈ R+rN,
ρ ∈ (0, 1) y si
f ∈ Cρ(J, bucs(Rn, Lp(Ω))),















u0 ∈ bucs(Rn, Lp(Ω)),
entonces existe una única solución
u ∈ Cρ(J \ {0}, bucs+2(Rn, Lp(Ω)) ∩ bucs(Rn,W 2p (Ω)))
∩ Cρ+1(J \ {0}, bucs(Rn, Lp(Ω)))
del problema (P )f,g,h,u0 . Alĺı los espacios L
p(Ω), W 2p (Ω) y W
s
p (∂Ω)) son los
definidos en forma estandar en la literatura (ver por ejemplo el caṕıtulo 1
de este trabajo, [1] o [8]).
i
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En este caṕıtulo damos las definiciones y notaciones que serán utiliza-
das a lo largo de éste, también algunos resultados importantes de los es-
pacios de funciones aqúı mencionados y una breve introducción a la teoŕıa
de semigrupos anaĺıticos. En este trabajo ∅ denota el conjunto vaćıo, N
el conjunto de los números naturales, N0 = N ∪ {0}, R el conjunto de
los números reales, R+ := {x ∈ R : x > 0}, R+0 = R+ ∪ {0}, C el
de los complejos, Rn denotará el espacio euclidiano n dimensional, |x| :=




2 la norma euclidiana en Rn, 〈x〉 := (1 + |x|2)
1
2 , F,E,Ei,
i=0,1 espacios de Banach con normas ‖.‖F , ‖.‖E , ‖.‖Ei , respectivamente,
E∗ := E r {0E} y 0E el cero del espacio E. Todos los espacios de Ba-
nach aqúı considerados son sobre K = R o C.
Se dice que E1 está continuamente inmerso en E0, si E1 es un subespacio
lineal de E0 y de la convergencia en E1 siempre se sigue la convergencia
en E0. En este caso se escribe E1 ↪→ E0. Si además E1 es denso en E0,
se escribe E1
d
↪→ E0. Es importante resaltar que las pruebas de los Lemas
1.1.21 y 1.1.29 se encuentran en la literatura, pero por comodidad del lector
las desarrollaremos en este caṕıtulo.
1.0.1 Definición. (Multíındices) Un multíındice es una n-tupla
α = (α1, α2, . . . , αn) de enteros no negativos. Esto es, αi ∈ N0 con i =
1, 2, . . . , n. Escribiremos α ∈ Nn0 para indicar que α es un multíındice con n
componentes.
Sean α, β ∈ Nn0 y x = (x1, x2, . . . , xn) ∈ Rn, entonces se define:











b) α+ β := (α1 + β1, α2 + β2, . . . , αn + βn).
c) α ≤ β ⇔ αi ≤ βi ∀i = 1, 2, . . . , n.











= 0 en otro caso.
f) xα := xα11 . . . x
αn
n .
g) Para k ∈ N0 ∪ {∞}, α ∈ Nn0 con |α| ≤ k:
∂α := ∂α11 . . . ∂
αn





, 1 ≤ i ≤ n.
Para α ∈ Nn0 se define además el operador diferencial
Dα := (−i)|α|∂α.
1.1. Espacios de funciones
1.1.1 Definición. (Los espacios Ck(Ω, E) ) Sean Ω ⊆ Rn abierto y
k ∈ N0. Denotamos con Ck(Ω, E) el espacio de todas las funciones
f : Ω→ E, con derivadas parciales continuas en Ω hasta el orden k.
C∞(Ω, E) denotará el espacio de las funciones infinitamente diferenciables
con continuidad sobre Ω.
Ahora, si θ ∈ (0, 1) se define el espacio de las funciones Hölder-continuas
de orden θ por
Cθ(Ω) := {u : Ω→ C continuas : ‖u‖Cθ(Ω) <∞}
donde









1.1.2 Definición. Consideremos k ∈ N0, s ∈ R+ \ N y
[s] := máx{k ∈ N0 : k < s}. Entonces definimos los espacios de funciones:
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BUCk(Rn, E) := {u ∈ Ckb (Rn, E) : ∂αu es uniformemente continua ∀ |α| ≤ k},
Csb (Rn, E) := {u ∈ C
[s]
b (R
n, E) : ∂αu ∈ Cs−[s](Rn, E) ∀ |α| = [s]},
BUCs(Rn, E) := {u ∈ BUC [s](Rn, E) : ∂αu ∈ Cs−[s](Rn, E) ∀ |α| = [s] }.
1.1.3 Definición. (El espacio Ckc (Ω, E)) Sea Ω ⊆ Rn abierto, para
k ∈ N0, Ckc (Ω, E) , denota el conjunto formado por todas las funciones
u ∈ Ck(Ω, E) tales que el soporte de u, simbolizado supp(u), es compacto,
donde
supp(u) := {x ∈ Ω : u(x) 6= 0E}.
1.1.4 Definición. (Espacio de las funciones rapidamente decrecientes)
S(Rn, E) es el conjunto de todas las funciones f : Rn → E tales que





En S(Rn, E) se introduce la familia de seminormas
{| · |k : k ∈ N0},
donde




Esta sucesión de seminormas induce una métrica invariante bajo traslaciones






· |f − g|k
1 + |f − g|k
f, g ∈ S(Rn, E).
(S(Rn, E), {| · |k : k ∈ N0}) es un espacio topológico de Frechet, es decir el
espacio métrico (S(Rn, E), d) es completo. Véase [10].
1.1.5 Definición. (Espacio de las distribuciones temperadas) El es-
pacio de las distribuciones temperadas E vector valuadas se define como
S ′(Rn, E) := {Λ : S(Rn)→ E | Λ es lineal y continuo}.
1.1. Espacios de funciones
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1.1.6 Definición. (El espacio Lp(Rn, E)) Para 1 ≤ p ≤ ∞ se define el
espacio Lp(Rn, E) como el conjunto de todas las funciones f : Rn → E tales







 1p , para 1 ≤ p <∞
y
‖f‖L∞(Rn,E) := ı́nf{λ : λ es cota esencial de ‖f(x)‖E}.
Decimos que λ es cota esencial del conjunto {‖f(x)‖E , x ∈ Rn}
si ‖f(x)‖E ≤ λ , para casi todo x ∈ Rn.
En forma similar se define el espacio lp(Nn0 , E) considerando Nn0 con la me-
dida cardinal.
1.1.7 Definición. (El espacio W kp (Ω, E) ) Sea Ω ⊆ Rn abierto , k ∈
N0 y 1 ≤ p ≤ ∞. Definimos el espacio W kp (Ω, E) como el espacio de
todas las funciones u ∈ Lp(Ω, E) tales que las derivadas distribucionales
∂αu ∈ Lp(Ω, E), para todo α ∈ Nn0 con |α| ≤ k.
1.1.8 Definición. ( El espacio W sp (Rn, E) )
Consideremos s ∈ R+ \ N, p ∈ [1,∞) y [s] = máx{k ∈ N0 : k < s}.
Entonces definimos el espacio W sp (Rn, E) de la siguiente manera:
W sp (Rn, E) := {u ∈W
[s]
p (Rn, E) : ‖u‖W sp (Rn,E) <∞}, donde













1.1.9 Definición. Sea Ω ⊆ Rn abierto, conexo y acotado. Decimos que la
frontera ∂Ω de Ω es de clase Cm, m ∈ N, si para cada x ∈ ∂Ω existe una
vecindad abierta U de x y un difeomorfismo φ de clase Cm de U sobre el
n-cubo unitario
Q := {y = (y1, ..., yn) ∈ Rn : |yj | < 1 , j = 1, ..., n},
tal que
φ(U ∩ Ω) = Q+ := {y = (y1, ..., yn) ∈ Q : yn > 0},
φ(U ∩ ∂Ω) = Q0 := {y = (y1, ..., yn) ∈ Q : yn = 0}
Capı́tulo 1. Preliminares matemáticos
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y
φ(U ∩ (Rn \ Ω)) = Q− := {y = (y1, ..., yn) ∈ Q : yn < 0}.
Si ∂Ω es de clase Cm para todo m ∈ N, escribimos ∂Ω ∈ C∞ y decimos
simplemente que ∂Ω es suave.
Decimos que φ : U → Q es un difeomorfismo de clase Cm, si φ es una
biyeción de U sobre Q, φ ∈ Cm(U), φ−1 ∈ Cm(Q) y existen constantes
positivas c1 y c2 tales que c1 ≤ |detDφ(x)| ≤ c2 para todo x ∈ U , donde
Dφ es la matriz jacobiana de φ.
1.1.10 Lema. Sea {Ωk}k=1,...,N una cubierta abierta finita de un compac-
to K ⊆ Rn, esto es , K ⊆
N⋃
k=1
Ωk. Entonces, existen funciones reales ψk,
k = 1, ..., N, tales que ψk ∈ C∞c (Ωk),
0 ≤ ψk ≤ 1 y
N∑
k=1
ψk = 1 en K.
La familia {ψk}k=1,...,N , se denomina partición de la unidad en K, subordi-
nada a la cubierta {Ωk}k=1,...,N .
Demostración. Lema 5.13 de [6]. 
1.1.11 Observación. Sea Ω ⊆ Rn abierto, conexo, acotado y con frontera
suave ∂Ω.
Para cada x ∈ ∂Ω existe una vecindad abierta Ux de x y un difeomorfismo
de clase C∞ φx : Ux → Q que cumple las propiedades dadas en la Definición
1.1.9.




Uk , donde Uk := Uxk . Respectivamente, sea φk := φxk , k =
1, ..., N .
Sea además {ψk}k=1,...,N una partición de la unidad en ∂Ω subordinada a la
cubierta abierta {Uk}k=1,...,N (véase Lema 1.1.10).
Decimos que la familia de ternas {(Uk, φk, ψk)}k=1,...,N es una localización
de ∂Ω.
1.1.12 Definición. ( El espacio W sp (∂Ω) )
Sean s ∈ R+, 1 ≤ p ≤ ∞ y Ω ⊆ Rn abierto, acotado y con frontera suave ∂Ω.
Sea {(Uk, φk, ψk)}k=1,...,N una localización de ∂Ω. Decimos que una función
u : ∂Ω → C pertenece al espacio W sp (∂Ω), si para cada k = 1, ..., N , uk :=
(ψku) ◦ φ−1k |Q0 ∈ W̊
s




1.1. Espacios de funciones
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1.1.13 Nota. Distintas localizaciones de ∂Ω dan origen al mismo espacio
W sp (∂Ω) con normas equivalentes.
1.1.14 Teorema. (teorema de la traza) Sea Ω ⊆ Rn abierto y acotado
con frontera suave ∂Ω. Entonces, el operador
γ∂ : C
2(Ω) −→ C(∂Ω)× C(∂Ω)

















u 7→ γ∂(u) := (γ0u, γ1u).
γ0u y γ1u se denominan trazas de orden cero y orden uno de u, respecti-
vamente.
Demostración. Teorema 1.5.1.2 de [8]. 
1.1.15 Definición. (Transformada de Fourier) Para f ∈ L1(Rn, E) se






e−ix·ξf(x) dx, ξ ∈ Rn,
donde x · ξ es el producto interno usual de dos vectores en Rn.
Además definimos f̌ := [ f̂ ](−·) como la transformada inversa de Fourier
de f .
1.1.16 Definición. (Resolución de la unidad ) Una sucesión (ψj)j∈N0
en S(Rn) se denomina una resolución de la unidad, si ella satisface las si-
guientes propiedades
a) supp(ψ0) ⊆ Ω0 := {x ∈ Rn : |x| ≤ 2},
supp(ψj) ⊆ Ωj := {x ∈ Rn : 2j−1 ≤ |x| ≤ 2j+1, ∀j ∈ N}.
Capı́tulo 1. Preliminares matemáticos
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ψj(ξ) = 1 , ∀ξ ∈ Rn.
c) Para cada α ∈ Nn0 existe una constante Cα > 0 tal que
|Dαξ ψj(ξ)| ≤ Cα2−j|α|1Ωj (ξ) , ∀ξ ∈ Rn y ∀j ∈ N0.
Por 1Ω se entenderá la función caracteŕıstica de un conjunto Ω.
1.1.17 Definición. (Espacios de Besov) Sea (ψj)j∈N0 una resolución de
la unidad. Para m ∈ R , p, q ∈ [1,∞] y s ∈ R+ \ N
definamos :
Bmp,q(Rn, E) := {u ∈ S ′(Rn, E) : ‖u‖Bmp,q <∞},
bmp,q(Rn, E) := {Bm+1p,q (Rn, E) : ‖.‖Bmp,q}
Bmp,q ,
bucs(Rn, E) := bs∞,∞(Rn, E),
donde ‖u‖Bmp,q := ‖2
js‖ψj(D)u‖Lp(Rn,E)‖lq y ψj(D)u := [ψj û]∨ en S ′(Rn, E)
(comparar con Definición 2.2.1). Los espacios Btp,q(Rn, E) y btp,q(Rn, E) se de-
nominan espacios de Besov (no homogéneos) y espacios de Besov pequeños,
de orden t y parámetros p y q, respectivamente.
1.1.18 Definición. (El espacio de las aplicaciones lineales continuas)
Sean E1 y E0 espacios de Banach con normas ||·||E1 y ||·||E0 respectivamente.
Con L(E1, E0) denotaremos el espacio de las aplicaciones lineales continuas
con dominio E1 e imágenes en E0 , y L(E0) := L(E0, E0). L(E1, E0) está do-
tado de la norma operador
||T ||L(E1,E0) = sup{||T (x)||E0 : x ∈ E1 y ||x||E1 = 1}.
Con base en lo anterior, definimos Lis(E1, E0) como el conjunto de todos
los A ∈ L(E1, E0) con A biyectivo.
1.1.19 Observación.
Si A ∈ Lis(E1, E0), el teorema de la aplicación abierta implica que
A−1 ∈ L(E0, E1).
Para A ∈ L(E1, E0) definimos el conjunto resolvente de A por
ρ(A) := {λ ∈ C : λ−A ∈ L(E1, E0) es biyectivo}.
Aqúı λ−A abrevia la notación λIdE1 −A, donde IdE1 denota la aplicación
idéntica en E1.
En particular, si E1 ↪→ E0 y λ ∈ ρ(−A) con A ∈ L(E1, E0), tiene senti-
do considerar (λ+A)−1 en L(E0).
1.1. Espacios de funciones
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1.1.20 Teorema. (Teorema de perturbación) Sea A ∈ Lis(E1, E0) y









Demostración. Lema 8.3 de [6]. 
1.1.21 Lema. Sean E y F espacios de Banach y
f : Lis(E,F ) −→ Lis(F,E)
A 7→ f(A) = A−1.
Entonces f es diferenciable con f ′(A)(B) = −A−1BA−1 , para todo B ∈
Lis(E,F ) y A ∈ Lis(E,F ).
Demostración. Mostremos primero que Lis(E,F ) es un conjunto abierto
en L(E,F ).
Sea A ∈ Lis(E,F ) cualquiera pero fijo y definimos r := ‖A−1‖−1L(F,E). Pro-
bemos que el conjunto Br(A) := {H ∈ L(E,F ) : ‖H − A‖L(E,F ) < r}
está contenido en Lis(E,F ). En efecto, sea Z ∈ Br(A), entonces
Z ∈ L(E,F ) y ‖Z − A‖L(E,F ) < r, ahora aplicando el Teorema 1.1.20, se
tiene que Z ∈ Lis(E,F ), luego como Z es arbitrario, se sigue que
Br(A) ⊂ Lis(E,F ). Es decir, Lis(E,F ) es abierto en L(E,F ).
Probemos ahora que ‖R(H)‖‖H‖ −→ 0, cuando H −→ 0Lis(E,F ), donde
R(H) := f(A+H)− f(A)− f ′(A)(H) con A,H ∈ Lis(E,F ), H 6= 0Lis(E,F )
y f ′(A)(H) = −A−1HA−1.
En efecto, sea A, H ∈ Lis(E,F ) y H 6= 0Lis(E,F ), entonces existe r > 0 tal
que A+H ∈ Lis(E,F ) ∀‖H‖ < r, ya que Lis(E,F ) es abierto. Luego tiene
sentido hablar de A−1, H−1 y (A+H)−1. Note que
R(H) = f(A+H)− f(A)− f ′(A)(H) = (A+H)−1 −A−1 − (−A−1HA−1)
si y sólo si
R(H)(A+H) = I −A−1(A+H) + (A−1HA−1)(A+H) = A−1HA−1H,
luego R(H) = A−1HA−1H(A+H)−1
=⇒ ‖R(H)‖ = ‖A−1HA−1H(A + H)−1‖ ≤ ‖A−1‖2‖H‖2‖(A + H)−1‖ =⇒
Capı́tulo 1. Preliminares matemáticos
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Ahora, como la función
f : Lis(E,F ) −→ Lis(F,E)
A 7→ f(A) = A−1
es continua (debido al Teorema 1.1.20 ), entonces
‖R(H)‖
‖H‖ −→ 0, cuando H −→ 0Lis(E,F ).
Lo cual muestra que f ′(A)(B) = −A−1BA−1 , para todo B ∈ Lis(E,F ) y
A ∈ Lis(E,F ).

1.1.22 Definición. Sean X, Y espacios normados con X ∩ Y 6= ∅,
definimos
‖z‖X∩Y := máx{‖z‖X , ‖z‖Y }, z ∈ X ∩ Y.
Note que (X ∩ Y, ‖ · ‖X∩Y ) es un espacio normado continuamente inmerso
en X y Y .
1.1.23 Teorema. (Extensión de un operador via densidad)
Sean E0, E1 y E2 espacios de Banach con E1
d
↪→ E0.
Si T : (E1, ‖ · ‖E0)→ (E2, ‖ · ‖E2) es una aplicación lineal continua, entonces
existe una única extensión T̃ : (E0, ‖ · ‖E0)→ (E2, ‖ · ‖E2) lineal y continua
con T̃ (x) = T (x) ∀x ∈ E1 y ‖T̃‖L(E0,E2) = ‖T‖L(E1,E2).
En particular,
‖T (x)‖E2 ≤ c‖x‖E0 , ∀x ∈ E1 =⇒ ‖T̃ (x)‖E2 ≤ c‖x‖E0 , ∀x ∈ E0.
1.1.24 Lema. Sean X ⊆ Rn abierto , E0, E1, ... , Ep espacios de
Banach, k ∈ N0 y sea
M : E1 × ...× Ep −→ E0
(x1, ..., xp) 7→ M(x1, ..., xp) := x1 · ... · xp
una multiplicación (es decir, M multilineal con ‖M(x1, ..., xp)‖ ≤ ‖x1‖E1 ·
... · ‖xp‖Ep ). Dado aj ∈ Ck(X,Ej) con j = 1, ..., p , entonces
[x 7→ (a1 · ... · ap)(x) = a1(x) · ... · ap(x)] ∈ Ck(X,E0) y




∂α1a1 · ... · ∂αpap para |α| ≤ k.
1.1. Espacios de funciones
i
i







Demostración. Sección 2.4 de [5]. 
1.1.25 Lema. Sean X ⊆ Rn abierto, k ∈ N y supongamos que
a ∈ Ck(X,Lis(E,F )).
Entonces a(·)−1 ∈ Ck(X,Lis(F,E)) y para cada α ∈ Nn0 con 0 < |α| ≤ k







Demostración. Hagamos inducción sobre |α|.
Si |α| = 1, entonces α = ej := (0, ..., 0, 1, 0, ..., 0), para un j = 1, ..., n y
∂α(a−1) = −a−1(∂eja)a−1, debido a el lema 1.1.21.
Supongamos que la afirmación es válida para |α| = k y probemos que tam-
bién es válida para |α| = k + 1.
Sea β = α+ ej con |α| = k. Entonces

























con l ∈ {1, ..., 2|α|+ 1}, debido al Lema 1.1.24.
Los β1, ..., βl son tales que uno de ellos es ej y los demás son 0Nn0 .
Si en un sumando βk = ej y ∂




Si en un sumando βk = ej y ∂
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En cualquiera de los dos casos se tiene la afirmación.

1.1.26 Definición. (Semigrupo) Sea {T (t) : t ≥ 0} ⊆ L(E) una fami-
lia de operadores lineales y continuos en E. Dicha familia se denomina un
semigrupo en L(E), si{
T (0) = I , I es la identidad en E .
T (t)T (s) = T (t+ s) , t, s ≥ 0.
1.1.27 Definición. (Generador infinitesimal de un semigrupo) Sean
T (t) un semigrupo y A un operador lineal definido por









dt |t=0 para x ∈ D(A).
A aśı definido se denomina el generador infinitesimal del semigrupo T (t)
con dominio D(A).
1.1.28 Definición. (semigrupos fuertemente continuos) Un semigru-
po T (t) se llama fuertemente continuo, si la función
T : R+0 −→ E
t 7→ T (t)(x)
es continua para cada x ∈ E, lo cual es equivalente a decir que
ĺım
t→0+
T (t)x = x, para todo x ∈ E.
Un semigrupo fuertemente continuo también se denomina semigrupo de clase
C0 o simplemente un C0-semigrupo.
1.1.29 Lema. Sea T (t) un C0-semigrupo sobre E. Entonces existen cons-
tantes M ≥ 1 y w ∈ R, tales que :
‖T (t)‖L(E) ≤M exp(wt), para todo t ≥ 0. (∗)
Demostración. Como la función t 7→ T (t)(x) es continua para cada x ∈
E, resulta que el conjunto {T (t)(x) : t ∈ [0, 1]} es acotado en E. Aśı se sigue
del principio del acotamiento uniforme que
‖T (t)‖L(E) ≤M, para todo t ∈ [0, 1].
1.1. Espacios de funciones
i
i







Es claro que M ≥ 1 ya que T (0) = I. Sea w := ln(M), entonces para cada
t > 0 y m := mt ∈ N con t ≤ m ≤ t+ 1 se tiene :
‖T (t)‖L(E) = ‖T (m
t
m
)‖L(E) = ‖T (
t
m





≤M t+1 = M exp(wt).

1.1.30 Definición. Sea T (t) un C0-semigrupo sobre E.
a) Si w = 0 en la desigualdad (∗), T (t) se denomina acotado.
b) Si w = 0 y M = 1 en (∗), T (t) se denomina un semigrupo de
contración.
c) Si w < 0 en (∗), se dice que el semigrupo T (t) decae exponencialmente .
1.1.31 Definición. (semigrupos anaĺıticos) Un semigrupo T (t) se lla-
ma anaĺıtico, si la función
T : R+ −→ L(E)
t 7→ T (t)
es anaĺıtica y si ĺım
t→0+
T (t)x = x para todo x ∈ D(A).
1.2. Los espacios H(E1, E0)
A continuación sean E1, E0 espacios de Banach con E1 ↪→ E0.
1.2.1 Definición. H(E1, E0) es el conjunto de todos los A ∈ L(E1, E0) tal
que −A es el generador infinitesimal de un semigrupo anaĺıtico fuertemente
continuo {exp(-tA) / t ≥ 0} en E0, es decir, en L(E0).
A los elementos de H(E1, E0) los llamaremos operadores parabólicos en E0.
1.2.2 Definición. Dados k ≥ 1 y w > 0, diremos que
A ∈ H(E1, E0, k, w), si w +A ∈ Lis(E1, E0) y
k−1 ≤ ‖(λ+A)x‖E0
|λ|‖x‖E0 + ‖x‖E1
≤ k para x ∈ E∗1 , Re(λ) ≥ w.




H(E1, E0, k, w).
Capı́tulo 1. Preliminares matemáticos
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Demostración. Teorema 1.2.2 en el caṕıtulo 1 de [3]. 
1.2.4 Proposición Sea A ∈ H(E1, E0), entonces existen constantes M y




para todo Re(λ) ≥ w y j = 0, 1.
Demostración. Supongamos que A ∈ H(E1, E0), entonces por la Propo-
sición 1.2.3, se sigue que A ∈ H(E1, E0, k, w) para un w > 0 y un k ≥ 1.
Luego w +A ∈ Lis(E1, E0) y
k−1 ≤ ‖(λ+A)x‖E0
|λ|‖x‖E0 + ‖x‖E1
≤ k para todo x ∈ E∗1 y todo Re(λ) ≥ w. (1.1)
Ahora de (1.1) se tiene que:
k−1‖x‖E1 ≤ k−1(|λ|‖x‖E0 + ‖x‖E1) ≤ ‖(λ+A)x‖E0
y por tanto
k−1‖x‖E1 ≤ ‖(λ+A)x‖E0 ; para todo x ∈ E1 y todo Re(λ) ≥ w.
Sean y ∈ E0 y x = (λ + A)−1y ∈ E1, entonces ‖(λ + A)−1y‖E1 ≤ k‖y‖E0
para todo y ∈ E0 y por tanto
‖(λ+A)−1‖L(E0,E1) ≤ k. (1.2)
Por otro lado, E1 ↪→ E0, luego existe una constante C > 0 tal que ‖x‖E0 ≤
C‖x‖E1 para todo x ∈ E1. De eso y (1.1) se sigue que:
k−1‖x‖E0(|λ|+ C−1) ≤ k−1(|λ|‖x‖E0 + ‖x‖E1) ≤ ‖(λ+A)x‖E0 . (1.3)
Haciendo C1 := mı́n{1, C−1},
k−1C1‖x‖E0(1 + |λ|) ≤ k−1‖x‖E0(|λ|+ C−1) ≤ ‖(λ+A)x‖E0 ,
o sea que ‖x‖E0(1+|λ|) ≤ C−11 k‖(λ+A)x‖E0 , para todo x ∈ E1 y Re(λ) ≥ w.




para todo y ∈ E0 y Re(λ) ≥ w,
1.2. Los espacios H(E1, E0)
i
i











para todo λ ∈ C con Re(λ) ≥ w. (1.4)




para todo Re(λ) ≥ w y j = 0, 1.

1.2.5 Observación. Se ha probado en [9], Proposición 2.4.1, que si existen




para todo Re(λ) ≥ w,
entonces −A : D(A) ⊂ E → E genera un semigrupo anaĺıtico sobre E.
Se encuentra también en la pág. 34, que si −A genera un semigrupo anaĺıtico
sobre E, entonces
−A genera un C0 − semigrupo sobre E ⇐⇒ D(A) es denso en E. (1.5)
1.2.6 Teorema. supongamos que F1
d
↪→ F0, J es un intervalo cerrado de
R, s := mı́n(J) y (x,A, f) = (x, (A, f)) ∈ F0×Cρ(J,H(F1, F0)×F0), para
algún ρ ∈ (0, 1). Entonces el problema de Cauchy{
ut +A(t)u = f(t) , t ∈ J \ {s},
u(s) = x
posee una única solución u(·) := u(·, s, x, A, f) y
u ∈ Cρ(J r {s}, F1) ∩ Cρ+1(J r {s}, F0).
Demostración. Teorema 1.2.1 en el caṕıtulo 2 de [3]. 
Capı́tulo 1. Preliminares matemáticos
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Espacios de śımbolos y operadores
pseudodiferenciales
En este caṕıtulo definimos una clase de simbolos y sus operadores pseudo-
diferenciales asociados. También enunciamos un teorema sin demostración
que establece la continuidad de estos operadores sobre espacios de Besov
Banach valuados.
2.1. Espacio de śımbolos
2.1.1 Definición. (El espacio de Śımbolos Sm(Rn,L(E,F )) )
Sean E,F espacios de Banach , m ∈ R. Definimos el espacio de śımbolos
Sm(Rn,L(E,F )), como el conjunto de funciones
a : Rn r {0} → L(E,F )
tales que a ∈ Cn+1(Rn r {0},L(E,F )) y para todo α ∈ Nn0 con |α| ≤ n+ 1
existe una constante Cα > 0 con la propiedad de que
‖∂αξ a(ξ)‖L(E,F ) ≤ Cα(1 + |ξ|)m−|α| para todo ξ ∈ Rn r {0}.
La menor de estas constantes Cα define una norma en el espacio S
m(Rn,L(E,F )),
esto es,















2.1.2 Lema. Sea ξ ∈ Rn , entonces existen constantes positivas C1, C2,
tales que
C1(1 + |ξ|) ≤ 〈ξ〉 ≤ C2(1 + |ξ|)
Demostración. Sea ξ ∈ Rn, entonces 1 ≤ 1 + |ξ|2 y |ξ|2 ≤ 1 + |ξ|2. Dado
que la función
√


















(1 + |ξ|) ≤ 〈ξ〉.
Por otro lado, 1 ≤ (1 + |ξ|)2 y |ξ|2 ≤ (1 + |ξ|)2, luego 1 + |ξ|2 ≤ 2(1 + |ξ|)2.
y dado que la función
√
. : R+0 → R es creciente se sigue que√











Si α 6= 0Nn0 ,
∂α(|ξ|2 +A) =

2ξi , si α = ei,
2 , si |α| = 2 y α = 2ei,
0 , si |α| = 2 y α = ei + ej con i 6= j,
0 , si |α| ≥ 3.
En consecuencia, para todo α ∈ Nn0 \ {0} se tiene
∂α(|ξ|2 +A) = β(ξ)I, con β(ξ) = ∂α(|ξ|2).
2.1.4 Proposición Sea A ∈ L(E1, E0), entonces
ξ 7→ (|ξ|2 +A) ∈ S2(Rn,L(E1, E0)).
Capı́tulo 2. Espacios de sı́mbolos y operadores pseudodiferenciales
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Demostración.
Si |α| = 0, entonces
‖∂α(|ξ|2 +A)‖L(E1,E0)= ‖ |ξ|2 +A‖L(E1,E0) ≤ |ξ|2+‖A‖L(E1,E0)
≤ (1 + |ξ|2)C=C〈ξ〉2−|α|; C = máx{1, ‖A‖L(E1,E0)}.
Si |α| ≥ 1, utilizamos la Observación 2.1.3 de la siguiente forma:
si |α| = 1, entonces
‖∂α(|ξ|2 +A)‖L(E1,E0)=|2ξi|=2|ξi|=2(|ξi|2)
1
2 ≤ 2(1 + |ξi|2)
1
2
≤ 2(1 + |ξ|2)
1
2 =2〈ξ〉=2〈ξ〉2−|α|.
Si |α| = 2 (segundo caso en la Observación 2.1.3) , entonces
‖∂α(|ξ|2 +A)‖L(E1,E0)=2 ≤ 2〈ξ〉0= 2〈ξ〉2−|α|.
Si |α| = 2 (tercer caso en la Observación 2.1.3) , entonces
‖∂α(|ξ|2 +A)‖L(E1,E0)=0 ≤ 〈ξ〉0= 〈ξ〉2−|α|.
Si |α| ≥ 3 , la prueba es análoga a la anterior.
De lo anterior y el Lema 2.1.2, se concluye que (|ξ|2+A) ∈ S2(Rn,L(E1, E0)).

2.2. Operadores pseudodiferenciales
2.2.1 Definición. (Operador pseudodiferencial) Sea a ∈ Sm(Rn,L(E,F )).
Definimos el operador pseudo-diferencial asociado al śımbolo a, denota-
do por a(D), como




u ∈ S(Rn, E), donde d̄ξ = (2π)−ndξ y û es la transformada de Fourier de u,
denotando F la transformada de fourier y F−1 su transformada inversa.
Via dualidad se extiende este operador a
a(D) : S ′(Rn, E)→ S ′(Rn, E),
si a es un śımbolo infinitamente diferenciable. Esto es, para u ∈ S ′(Rn, E),
























En particular, si a(ξ) = (|ξ|2 +A), ξ ∈ Rn, entonces








2.2.3 Teorema. Sean s ∈ R, p,q ∈ [1,∞], B ∈ {B,b} y m ∈ R. Entonces
[a→ a(D)] ∈ L(Sm(Rn,L(E,F )),L(Bs+mp,q (Rn, E),Bsp,q(Rn, F ))).
Demostración. Ver [4], Theorem 6.2. 
Capı́tulo 2. Espacios de sı́mbolos y operadores pseudodiferenciales
i
i








En este caṕıtulo probaremos que si A es un operador parabólico en E0,
entonces −∆ +A es un operador parabólico en bucs(Rn, E0).
Luego en base a esto y algunos resultados de los caṕıtulos anteriores se
prueba que el problema (P )f,g,h,u0 posee una única solución.









para todo Re(λ) ≥ w y j = 0, 1,
como en la Proposición 1.2.4 y sea a−1λ (ξ) := (λ+ |ξ|
2 +A)−1, ξ ∈ Rn, para
cada Re(λ) ≥ w. Entonces
a−1λ (D) = (λ−∆ +A)
−1 ∈ Lis(Bsp,q(Rn, E0),Bs+2p,q (Rn, E0) ∩ Bsp,q(Rn, E1)),
para cada Re(λ) ≥ w, B ∈ {B, b}, s ∈ R y p,q ∈ [1,∞].
Demostración. Sea A ∈ H(E1, E0), entonces por la Proposición 1.2.4















Note que Re(λ+ |ξ|2) ≥ w para todo Re(λ) ≥ w y ξ ∈ Rn, luego se sigue de
lo anterior que
‖(|ξ|2 + λ+A)−1‖L(E0) ≤
M1
1 + |λ+ |ξ|2|
, (3.1)
para todo ξ ∈ Rn y todo λ con Re(λ) ≥ w.
Ahora,
|λ+ |ξ|2|2 = (|ξ|2 + |λ| cos(θ))2 + |λ|2 sin2(θ)
= |ξ|4 + 2|ξ|2|λ| cos(θ) + |λ|2,
con θ = arg(λ). Como Re(λ) ≥ w y w > 0 , entonces | arg(λ)| ≤ π2 y por
lo tanto cos(θ) ≥ 0. Luego, se tiene
|λ+ |ξ|2| ≥ |ξ|2 y |λ+ |ξ|2| ≥ |λ|.
Por tanto
1









para todo ξ ∈ Rn y Re ≥ w.
De las desigualdades anteriores y (3.1) se tiene que:









para todo ξ ∈ Rn y todo λ con Re(λ) ≥ w.
Además
‖(|ξ|2 + λ+A)−1‖L(E0,E1) ≤
M
(1 + |λ+ |ξ|2)1−1
= M, (3.4)
para todo λ con Re(λ) ≥ w y todo ξ ∈ Rn.
Ahora mostremos que:
a−1λ (·) ∈ S
−2(Rn,L(E0)) con ‖a−1λ (·)‖S−2(Rn,L(E0)) ≤M1 (3.5)
y
a−1λ (·) ∈ S
0(Rn,L(E0, E1)) con ‖a−1λ (·)‖S0(Rn,L(E0,E1)) ≤M1 (3.6)
Capı́tulo 3. Resultados principales
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para todo Re(λ) ≥ w, donde la constante M1 no dependen de λ.
Prueba de (3.5):
∂ej (|ξ|2 + λ+A)−1 = −(|ξ|2 + λ+A)−1(∂ej (|ξ|2 + λ+A))(|ξ|2 + λ+A)−1
(3.7)
= −(|ξ|2 + λ+A)−1(2ξj)(|ξ|2 + λ+A)−1, (3.8)
debido al Lema 1.1.21 y el lema 1.1.25 con |α| ≤ n+ 1.
Ahora, la derivada parcial







(|ξ|2 + λ+A)−1(∂α1(|ξ|2 + λ+A))(|ξ|2 + λ+A)−1
...(∂αp(|ξ|2 + λ+A))(ξ|2 + λ+A)−1.
Si |α| = 0, entonces










(debido al Lema 2.1.2)
= M1(1 + |ξ|)−2−|α|.
Ahora, sea 1 ≤ |α| ≤ n+ 1, entonces






‖(|ξ|2 + λ+A)−1(∂α1(|ξ|2 + λ+A))(|ξ|2 + λ+A)−1
...(∂αp(|ξ|2 + λ+A)(|ξ|2 + λ+A)−1‖L(E0).
Aplicando la Observación 1.1.19 y la Observación 2.1.3 se tiene que














3.1. Propiedades del operador pseudodiferencial (λ− ∆ +A)−1
i
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(debido al Lema 2.1.2)
= M1(1 + |ξ|)−2−|α|,
lo cual prueba (3.5).
Prueba de (3.6): Si |α| = 0, entonces
‖∂α(|ξ|2 + λ+A)−1‖L(E0,E1) = ‖(|ξ|
2 + λ+A)−1‖L(E0,E1)
≤M (debido a (3.4))
= M1(1 + |ξ|)0−|α|.
Sea ahora 1 ≤ |α| ≤ n+ 1, entonces se obtiene en forma análoga como en la
prueba de (3.5) que























= M̃〈ξ〉−|α| ≤ M1
(1 + |ξ|)|α|
(debido al Lema 2.1.2),
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lo cual prueba la afirmación (3.6).
De (3.5), (3.6) y el Teorema 2.2.3 se sigue que
a−1λ (D) ∈ L(B
s+2−2
p,q (Rn, E0),Bs+2p,q (Rn, E0)) (con s = s+ 2 y m = −2)
(3.9)
y
a−1λ (D) ∈ L(B
s
p,q(Rn, E0),Bsp,q(Rn, E1)) (con m = 0) (3.10)
para todo Re(λ) ≥ w, B ∈ {B, b}, s ∈ R y p,q ∈ [1,∞]. De lo anterior se
infiere que
a−1λ (D) ∈ L(B
s
p,q(Rn, E0),Bs+2p,q (Rn, E0) ∩ Bsp,q(Rn, E1)) (3.11)
para todo Re(λ) ≥ w, B ∈ {B, b}, s ∈ R y p,q ∈ [1,∞].
Note que si aλ(ξ) = (λ+ |ξ|2 +A)−1, ξ ∈ Rn, para cada Re(λ) ≥ w, entonces
aλ(D)a
−1
λ (D)u = F
−1(aλF(F
−1(a−1λ Fu)) =IdBs+2p,q (Rn,E0)∩Bsp,q(Rn,E1)
u
(3.12)
para todo u ∈ Bs+2p,q (Rn, E0) ∩ Bsp,q(Rn, E1) y
a−1λ (D)aλ(D)u = F
−1(a−1λ F(F
−1(aλFu)) =IdBsp,q(Rn,E0)u (3.13)
para todo u ∈ Bsp,q(Rn, E0). De donde se sigue
a−1λ (D) ∈ Lis(B
s
p,q(Rn, E0),Bs+2p,q (Rn, E0) ∩ Bsp,q(Rn, E1)) (3.14)
para todo Re(λ) ≥ w, B ∈ {B, b}, s ∈ R y p,q ∈ [1,∞].

3.1.2 Teorema. Sea A ∈ H(E1, E0). Entonces
−∆ +A ∈ H(bucs+2(Rn, E0) ∩ bucs(Rn, E1), bucs(Rn, E0))
para cualquier s ∈ R+ rN.
Demostración. Probemos inicialmente que
bucs+2(Rn, E0) ∩ bucs(Rn, E1)
d
↪→ bucs(Rn, E0). (3.15)
De las inmersiones densas y continuas (ver [4], Sec. 5)
bs+2∞,∞(Rn, E0)
d
↪→ bs∞,∞(Rn, E0), (3.16)
3.1. Propiedades del operador pseudodiferencial (λ− ∆ +A)−1
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↪→ bs∞,∞(Rn, E0). (3.18)
Sea u ∈ bs∞,∞(Rn, E0), entonces por (3.18) existe una sucesión
(uk)k∈N ⊆ bs+2∞,∞(Rn, E1) tal que uk −→ u, cuando k →∞, en la norma
‖ · ‖bs∞,∞(Rn,E0). Pero, por (3.16) y (3.17) sabemos que
(uk)k∈N ⊆ bs+2∞,∞(Rn, E0) ∩ bs∞,∞(Rn, E1).
En consecuencia, bs+2∞,∞(Rn, E0) ∩ bs∞,∞(Rn, E1) es denso en bs∞,∞(Rn, E0).
Ya sabemos del teorema anterior que
(λ−∆ +A)−1 ∈ Lis(bs∞,∞(Rn, E0), bs+2∞,∞(Rn, E0) ∩ bs∞,∞(Rn, E1))
para todo Re(λ) ≥ w. Ahora mostraremos (en forma similar a lo realizado
en la prueba del Teorema 3.1.1) que





para todo Re(λ) ≥ w, donde la constante M1 no dependen de λ.
En efecto:
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(1 + |λ|)(1 + |ξ|)|α|
,
debido al Lema 2.1.2, donde la constante M1 no depende de λ. Esto muestra
(3.19).
Ahora, utilizando (3.19) y el Teorema 2.2.3 se obtiene que
‖(λ−∆ +A)−1‖L(bs∞,∞(Rn,E0)) = ‖(λ+ | · |
2 +A)−1(D)‖L(bs∞,∞(Rn,E0))
≤ C‖(λ+ | · |2 +A)−1‖S0(Rn,L(E0))
≤ M2
1 + |λ|
para todo Re(λ) ≥ w, donde la constante M2 := CM1 no dependen de λ.
De eso, de (3.15) y la Observación 1.2.5 se concluye que −∆ + A genera
un semigrupo anaĺıtico y fuertemente continuo sobre bs∞,∞(Rn, E0), esto es
−∆ +A ∈ H(bucs+2(Rn, E0) ∩ bucs(Rn, E1), bucs(Rn, E0)).

3.1. Propiedades del operador pseudodiferencial (λ− ∆ +A)−1
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3.2. Aplicación a un problema parabólico en una
región ciĺındrica no acotada.
En esta sección, J denota el intervalo cerrado [0, T ] y Ω ⊆ Rm es un conjunto
abierto y acotado con frontera suave ∂Ω, γ0 y γ1 denotan los operadores traza
de orden cero y orden uno, respectivamente, dados en el Teorema 1.1.14.
3.2.1 Teorema. Sean s ∈ R+ rN, ρ ∈ (0, 1) y supongamos que
f ∈ Cρ(J, bucs(Rn, Lp(Ω))),















u0 ∈ bucs(Rn, Lp(Ω)).
Entonces existe una única solución
u ∈ Cρ(J r {0}, bucs+2(Rn, Lp(Ω)) ∩ bucs(Rn,W 2p (Ω)))




ut(t, x, y)−∆xu(t, x, y) +A(y, ∂y)u(t, x, y) = f(t, x, y),
(t, x, y) ∈ (0,∞)× Rn × Ω,
γ0u(t, x, ·) = g(t, x, ·),
(t, x) ∈ (0,∞)× Rn, sobre ∂Ω,
γ1u(t, x, ·) = h(t, x, ·),
(t, x) ∈ (0,∞)× Rn, sobre ∂Ω,
u(0, x, y) = u0(x, y),
(x, y) ∈ Rn × Ω,
donde
A(y, ∂y)u := divy[Λ(y)∇yu+ b(y)u] + (c(y) · ∇yu) + d(y)u,
Capı́tulo 3. Resultados principales
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con Λ : Ω→ Rm×m, b : Ω→ Rm, c : Ω→ Rm y d : Ω→ R funciones suaves
y Λ uniformemente eĺıptica en Ω, esto es, existe β > 0 tal que para todo
y ∈ Ω se tiene
Λ(y)η · η ≥ β|η|2, ∀ η ∈ Rm.
Demostración. Definamos D(A), dominio de A, y A de la siguiente
manera:
D(A) := W 2p,γ∂ (Ω) := {u ∈W
2
p (Ω) : γ0u = 0 y γ1u = 0},
Au := A(y, ∂y)u, para todo u ∈ D(A).
Sean F1 := buc




(Ω) y E0 := L
p(Ω).
En [2] se probó que E1
d




También fue probado en [2] que A ∈ H(F1, F0). En consecuencia, resulta del
Teorema 3.1.2 y las hipótesis dadas que [t 7→ −∆+A] ∈ Cρ(J,H(F1, F0)) y
f ∈ Cρ(J, bucs(Rn, Lp(Ω))). Luego, el Teorema 1.2.6 implica que el problema
(P )f,0,0,u0 posee una única solución u ∈ Cρ(Jr{0}, F1)∩Cρ+1(Jr{0}, F0).
Como por hipótesis














el teorema de la traza (Teorema 1.1.14) implica que para cada t ∈ J y
x ∈ Rn, existe w(t, x, ·) ∈ W 2p (Ω) tal que
γ∂(w(t, x, ·)) = (γ0(w(t, x, ·)), γ1(w(t, x, ·))) = (g(t, x, ·), h(t, x, ·)).
Sea f̃(t, x, y) := f(t, x, y) − [wt(t, x, y) − ∆xw(t, x, y) + A(y, ∂y)w(t, x, y)],
(t, x, y) ∈ J ×Rn ×Ω. Entonces f̃ ∈ Cρ(J, F0). Luego, por la primera parte
se sigue que el problema (P )




vt(t, x, y)−∆xv(t, x, y) +A(y, ∂y)v(t, x, y) = f̃(t, x, y),
(t, x, y) ∈ (0,∞)× Rn × Ω,
γ0v(t, x, ·) = 0,
(t, x) ∈ (0,∞)× Rn, sobre ∂Ω,
γ1v(t, x, ·) = 0,
(t, x) ∈ (0,∞)× Rn, sobre ∂Ω,
v(0, x, y) = u0(x, y)− w(0, x, y),
(x, y) ∈ Rn × Ω,
3.2. Aplicación a un problema parabólico en una región cilı́ndrica no acotada.
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posee una única solución v ∈ Cρ(J r {0}, F1) ∩ Cρ+1(J r {0}, F0).
Ahora definamos u := v+w, siendo v la solución del problema (P )
f̃ ,0,0,u0−w(0).
Note que u asi definido es solución del problema (P )f,g,h,u0 , ya que
ut−∆u+Au = vt +wt−∆v−∆w+Av+Aw = f̃ + (wt−∆w+Aw) = f ,
γ0(u) = γ0(v) + γ0(w) = 0 + g = g, γ1(u) = γ1(v) + γ1(w) = 0 + h = h y
u(0) = v(0) + w(0) = u0 − w(0) + w(0) = u0.
Ahora supongamos que ũ es otra solución de (P )f,g,h,u0 y sea ṽ := ũ− w.
Entonces ṽ es solución del problema (P )
f̃ ,0,0,u0−w(0), ya que
ṽt−∆ṽ+Aṽ = ũt−wt−∆ũ+ ∆w+Aũ−Aw = f − (wt−∆w+Aw) = f̃ ,
γ0(ṽ) = γ0(ũ)− γ0(w) = g − g = 0,
γ1(ṽ) = γ1(ũ)− γ1(w) = h− h = 0
y
ṽ(0) = ũ(0)− w(0) = u0 − w(0),
y como este problema tiene una única solución, entonces ṽ = v. De esto se
sigue que ũ = u.

Capı́tulo 3. Resultados principales
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