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Abstract
The focus of this thesis is on modeling and control of a non-real time, Android-
operated quadcopter of type ”dji F450 Flame Wheel” without having a concrete knowl-
edge about the system’s dynamics and parameters. The quadcopter is equipped with an
onboard non-rooted Android smartphone, which serves as both the controller and the
IMU in the system. The reference command signals are generated by another user-held
Android smartphone which defines the desired orientation of the quadcopter. Due
to the fact that default Android implementation is not real-time, the measurements
of both Android phones are subject to significant latencies resulting in asynchronous data.
To obtain a model of the system, a comprehensive system identification study of
the quadcopter’s rotation dynamics using grey box model and Euler’s equations of rigid
body is introduced in the thesis. It also introduces two novel algorithms for obtaining
an initial guess for the inertia matrix using convex optimization despite the presence
of large number of local minimizers in the original prediction error problem. It shows
how sensitive the process is to the initial guess of the model’s parameters. A detailed
comparison of the relevant estimates is also shown.
The control laws were implemented on the onboard Android device, which reads the
asynchronous built-in sensors measurements and generates the control signals required
to steer the quadcopter and obtain the desired orientation defined by the user-held
device. Two control laws were developed, an advanced model-free PID controller that
accounts for the non-uniformly distributed data, the windup effect, and the derivative
kick, and a model-based LQI controller. Both control approaches were able to stabilize
the quadcopter despite the data asynchronousity and model uncertainty, and were
validated and tested empirically and through simulation.
The thesis also introduces a novel approach of optimizing the PID controllers gains
based on the jacobian matrix. The optimization problem tends to be poorly conditioned
for such systems. Hence, the novel scaling technique improves the conditioning of the
optimization problem and obtains better minimizers. The efficiency of the proposed
algorithm is evaluated through simulation. Furthermore, a detailed study on the effect
of the cost function selection and model uncertainty on the optimization process is shown.
Key words: Quadcopter, Dynamic Modeling, System Identification, PID, LQI,
Optimization.
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Zusammenfassung
Der Fokus dieser Arbeit liegt auf der Modellierung und Regelung eines unter Android
laufenden Nicht-Echtzeit Quadrokopters des Typs ,,dji F450 Flame Wheel‘‘ ohne
Kenntnis des zugrunde liegenden dynamischen Systems und dessen Parametern. Der
Quadrokopter ist ausgestattet mit einem nicht gerooteten Android-Smartphone, das
als Regler und IMU des Systems fungiert. Die Referenzsignale werden von einem
weiteren Android-Smartphone generiert, welches vom Nutzer bedient wird und die
gewu¨nschte Orientierung des Quadrokopters festlegt. Da die standardma¨ßige Android-
Implementierung nicht in Echtzeit realisiert wird, sind die Messungen beider Android-
Gera¨te erheblichen Latenzen ausgesetzt.
Fu¨r die Entwicklung des dynamischen Systems wird in der Thesis eine umfassende
Systemidentifikations-Studie der Rotationsdynamiken des Quadrokopters mithilfe des
,,Grey Box‘‘-Modells und der Eulerschen Gleichungen behandelt. Zudem werden zwei
neuartige Algorithmen vorgestellt, die mittels konvexer Optimierung gescha¨tzte Initialw-
erte fu¨r die Tra¨gheitsmatrix liefern und dies trotz Pra¨senz zahlreicher lokaler Minimierer
im urspru¨nglichen ,,predciton error problem‘‘. Dies veranschaulicht die Empfindlichkeit
des Prozesses bezu¨glich der Initialwerte fu¨r die Modell-Parameter. Ein detaillierter
Vergleich der relevanten Abscha¨tzungen ist ebenfalls enthalten.
Die Regler wurden auf dem Android-Gera¨t des Quadrokopters implementiert, welches
die asynchronen Signale des verbauten Sensors ausliest und die Kontrollsignale erzeugt,
welche zum Steuern des Quadrokopters und zur Bestimmung der vom Handgera¨t
vorgegebenen Orientierung beno¨tigt werden. Es wurden zwei Regler entwickelt, ein
komplexer ,,model-free‘‘ PID-Regler, der die nicht-gleichverteilen Daten, den ,,Windup‘‘-
Effekt und den ,,Derivative Kick‘‘ bewa¨ltigt, sowie ein ,,model-based‘‘ LQI-Regler. Beide
Regelungsansa¨tze konnten den Quadkopter, trotz der Asynchronita¨t der Daten und
der Unbestimmtheit des Modells, stabilisieren und wurden validiert und sowohl durch
Simulation als auch empirisch getestet.
Des weiteren stellt die Thesis einen neuen Ansatz zur Optimierung der Parameter des
PID-Reglers vor, basierend auf der Jacobi-Matrix. Das Optimierungsproblem neigt dazu
schlecht konditioniert zu sein fu¨r Probleme dieser Art. Die neuartige Skalierungstechnik
verbessert die Konditionierung des Problems und erzeugt bessere Minimierer. Die
Effizienz des vorgestellten Algorithmus wird per Simulation ausgewertet. Daru¨ber
hinaus wird die Auswirkung der Wahl einer Kostenfunktion und der Modell-Unsicherheit
auf die Optimierung im Detail behandelt.
Schlagworte: Quadrokopter, Dynamische Modellierung, Systemidentifikation, PID,
LQI, Optimierung.
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1Introduction
”Scientists on Earth are like glittering stars in the sky that lighten ways for people on
land and seas. Once stars are dimmed, people get misled.”
Prophet Mohammad
1.1 Motivation and Objectives
Quadcopters and flying robots have been, and still, interesting research topics since
about two decades1,2,3. This is due to the numerous number of applications and
designs of such systems. Furthermore, smartphone-based mechatronics systems and
quadcopters have recently seen an increase in popularity due to their low cost and
host of onboard sensors, often including accelerometers, gyroscopes, GPS receivers, and
magnetometers1,4,5,6,7,8,9,10. In the extreme case, such systems can even be controlled
and stabilized by a single non-rooted onboard Android smartphone, without the aid of
external IMUs4,5,11,12. However, because Android is not a real-time operating system,
many advanced control techniques fail in such circumstances due to the presence of
latencies and asynchronous measurements. Hence researchers who used advanced
control techniques tend to use Android phones as auxiliary measurement devices, or in
conjunction with external sensors and computers13,14.
The scope of this research work is modeling and controlling a non-real time, Android-
operated quadcopter of type ”dji F450 Flame Wheel” as shown in Figure 1.1. The study
develops approaches and algorithms while targeting the following research questions:
• How can asynchronous, and non-uniformly distributed data obtained from a
non-rooted Android phone be utilized for identifying the quadcopter’s model?
• How to obtain good initial guess of the inertia matrix to identify the dynamics
model?
• How grey-box system identification can be implemented to identify the parameters
of the quadcopter’s rotational dynamics and specially the inertia matrix?
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• What modifications on the commonly used control laws should be implemented
to account for asynchronous data and successfully fly the quadcopter indoors?
• How can the jacobian matrix of a cost function be utilized to re-scale an ill-
conditioned optimization problem and apply this jacobian-based optimization
approach to tune the PID controller gains?
Figure 1.1: Motor numbering and body frame convention, where fi ∈ R denotes the
thrust force produced by motor i along the z-axis.
Based on these questions, the main objectives of this thesis are formulated and summa-
rized as:
• To study and analyze non-rooted Android phones as being the only IMU in the
system on one hand, and as being the system’s controller on the other hand, since
Android phones provide - in a compact form - both the measurements and the
API to implement the control and stabilization algorithms.
• To study the dynamics of the quadcopter, and how Android-based asynchronous
measurements can be used to perform system identification of the rotation dy-
namics.
2
1.2 System Setup and Coordinates
• To design control algorithms capable of flying the quadcopter safely and stably
indoors.
• To develop optimization-based tuning algorithms of the PID controllers gains for
the quadcopter, which highly facilitates the process of obtaining the gains.
1.2 System Setup and Coordinates
The system consists of a non-rooted Android phone, IOIO board, and quadcopter with
four independently-actuated propellers, as shown in Figure 1.1. The Android phone
controls the propellers by sending four PW commands to the IOIO board. These
commands are forwarded to the ESCs which directly set the voltages of the brushless
motors to which the propellers are attached. Furthermore, the dji F450 quadcopter
used in this work is equipped with two CW and another two CCW brushless DC motors
of type dji 2312/960KV, and four ESCs of type E SERIES 420LITE from dji.
The only IMU in the system is located in the Android phone, and Android’s Java
API is used to access the angular velocity, magnetic field, and quaternion measurements.
Since the Android measurements is being used, all of the analysis and equations shown
in this work are expressed in the frame defined by the Android API15, which is shown
in Figure 1.1, and henceforth this frame is called the body-fixed frame throughout
this thesis. Note that Android produces a quaternion measurement via sensor fusion.
Furthermore, not all Android phones have the aforementioned sensors. However, Sony
Xperia Z1 Compact is used in this research, which does have quaternion measurements.
1.3 Previous Literature
1.3.1 Android-Based Control Applications
Many researchers have considered using Android smartphones in their control-related
applications. For example, researchers in9 used onboard Android smartphones in
their autonomous distributed space systems (ADSS) architecture, although the main
controller was still run on a PC. Similarly, authors in10 chose an Android smartphone as
their nanosatellite payload, but used additional sensors and actuators in the attitude and
orbit control system. However, Android smartphones integration is not only restricted
to space applications, for example, researchers in1,6,7,8 integrate Android phones in
the loop to control mobile robots, car toys, and quadcopters. Other researchers used
Android-based devices to control industrial systems as in16, while others, just used the
devices for configuration and remote monitoring purposes as in17,18.
Focusing only on Android-based quadcopters and flying robots, one can observe
that literature has become richer over the last ten years. Some researchers integrated
the Android device in their system to serve the purpose of image processing, in addition
to controlling the quadcopter, like8,19. Researchers in20 used the onboard Android
phone to do indoors navigation, at the time when the GPS signal is limited. Other
Android-based quadcopters researches are like21 which implemented sensor fusion using
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the Android phone’s measurements to get a better estimate of their drone’s position.
In22 the quadcopter is tracked optically, monitored and controlled in real-time through
a ground control station.
1.3.2 Quadcopter’s Dynamics
Analytical models of complex mechanical systems, such as quadcopters, are traditionally
obtained by introducing simplifying assumptions into either the Euler-Lagrange1,23,24 or
Newton-Euler equations1,24,25,26, which are then used for control design. For instance,
a quadcopter might initially be approximated as a rigid cube in order to estimate
its inertia matrix. However, for a more accurate representation of a physical system,
practitioners typically use a combination of measurement and computer-aided design
(CAD), especially when a high-value machine like a satellite is at stake, since having an
accurate system model is essential when designing a robust, high-performance controller
whose stability properties we can be confident in.
Although some researchers have employed system identification methods for quad-
copter models before1, to the best of our knowledge, they have always done so in
conjuction with a baseline CAD model27,28. A unique component of our work is that
the Android IMU is the only IMU onboard the quadcopter. In contrast, researchers
in27,29 use an onboard Android device for communication and data processing, not for
stabilization. Also, researchers in1 use an onboard IMU in order to identify a quad-
copter’s actuator dynamics, whereas we focus on identifying the complete rotational
dynamics model.
1.3.3 Quadcopter’s Control
In the literature, one can find many variations of classical and modern control algo-
rithms that have been modified for quadcopters, such as PID control26,30, LQ control30,
backstepping control1,31, feedback linearisation30, adaptive nonlinear control32, non-
linear PD control30, sliding-mode control32 and PD2 control30. However, all of these
approaches require a mathematical model of the system either to explicitly design the
controller, as in LQ control, or to tune the controller parameters through simulation,
as in PID-like control methods. This is unfortunate because the heavy dependence
of optimality and even stability on model accuracy implies that systems with highly
uncertain models or unpredictable time delays, such as cheap quadcopter systems, are
not controllable via such methods.
Nevertheless, some control approaches have been validated experimentally, such
as LQ1,30, backstepping1, and sliding-mode control1 methods for quadcopter hovering,
although most of the validated methods are based on the PID framework1,30,33. For
instance, the author of33 considers both linear and nonlinear PID methods in an attempt
to minimize nonlinear aerodynamic effects.
Authors in34 used a Nexus 4 smartphone to stabilize and control a quadcopter, where
they exclusively obtained position and orientation measurements from the phone. They
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implemented a cascade PID controller structure to control the altitude and attitude of
their quadcopter, along with other sensor fusion algorithms to estimate the dynamics.
1.3.4 PID Gains Optimization
When uncertainties are large and robustness is paramount, PID controllers are still
widely used in both industry and academia, due to their simplicity and reliability.
Hence, many well-known methods of tuning the PID gains were developed, such as the
Ziegler-Nichols35,36, and Cohen-Coon methods36. Furthermore, a lot of research has
been done on optimizing PID controllers with various techniques, such as with genetic al-
gorithms37, ant colony optimization38, election campain optimization39, piecewise-linear
neural network40, global ranking genetic algorithm41, and particle swarm optimiza-
tion42,43,44,45,46. However, other researchers took another approach in optimizing the
PID gains, as those in47, who used chaotic optimization algorithms, which are easy to
implement, and have short execution time and robust mechanisms of escaping from
local optimum.
MATLAB R2017b uses a ”Control System Design” app for optimization-based
control design, through which, an initial PID controller can be designed to meet Bode
magnitude and phase margins requirements. Hence, the user should specify these
requirements, which demands a prior and accurate knowledge of the mathematical
model of the system. Usually, further intervention is required from the user after the
optimization process to refine the controller design to meet controller output bounds,
which is also done through the app.
1.4 Contributions Summary
This work contributes to the field of UAVs and flying vehicles in many ways. First, it
shows a practical in-depth study of using non-rooted Android phones as the single IMU
in the system and the controller at the same time, and successfully perform empirical
flights. To the best of our knowledge, controlling a quadcopter with such a setup has
not been previously addressed. Secondly, novel algorithms were developed in this work
for the identification of quadcopter’s rotation dynamics parameters without the aid of
CAD models. The inertia matrix of the quadcopter was estimated using traditional
methods like the Bifilar stand, and our novel least-squares based and total least-squares
estimation algorithms. Also, further analysis for designing PID and LQI controllers
for such systems with asynchronous measurements and non-uniformly distributed data
samples was explored in details in this thesis, showing the strengths and weaknesses of
each approach. Last contribution of this thesis was related to optimizing the PID gains.
Based on a mathematical model of the system, a novel jacobian-based algorithm was
developed to tune the PID controllers of the roll, pitch, and yaw channels respectively,
such that the quadcopter performs well despite the asynchronousities and latencies that
are common to Android devices.
Finally, the following papers related to this work were published by the author:
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• ‘‘System Identification of a Quadcopter’s Rotational Dynamics Using Android
Flight Data’’4
• ‘‘Estimation of a Drone’s Rotational Dynamics with Piloted Android Flight
Data’’11
• ‘‘Advanced PID Attitude Control of a Quadcopter Using Asynchronous Android
Flight Data’’12
• ‘‘A Comparison Between Advanced Model-Free PID and Model-Based LQI Atti-
tude Control of a Quadcopter Using Asynchronous Android Flight Data’’5
• ‘‘PID Controller Optimization for Android-Powered Nanosatellites Using Jacobian-
Based Scaling’’48
1.5 Thesis Outline
This thesis is structured as shown in Figure 1.2, which is summarized as follows:
Chapter 1 shows the work motivation, the system’s setup, previous literature
overview, and the contribution summary to the field.
Chapter 2 discusses non-rooted Android phones as being the IMU in the system,
from which actuated and unactuated flight data is gathered. It also shows how this data
was analyzed and processed to be suitable for later system identification application.
Finally, the chapter shows a comparison study between different Android orientation
sensors and which one serves the work of this thesis best.
Chapter 3 is about system dynamics. The chapter starts by introducing Euler’s
equations of rigid body, followed by an estimation of the inertia matrix via Bifilar
stand. After that, an in-depth study about system identification of rotation dynamics
is presented, and finally, the estimation results are compared.
Chapter 4 is where designing PID and LQI controllers for the quadcopter takes place.
The chapter shows a step-by-step analysis and approaches to take asynchronousities
into account and design controllers for the quadcopter. The chapter also shows how
stable indoors flights were successfully performed. Finally, it discusses the empirical
and simulation results obtained from each controller.
Chapter 5 addresses optimization, specifically, optimizing the PID controllers gains.
The chapter shows how the problem is ill-conditioned, and that unscaled optimization
does not work in such case. The chapter then introduces the novel jacobian-based
scaling algorithm. Finally, it shows a variety of models, transfer functions, and cost
functions combinations, and for each scenario, both the unscaled and the jacobian-based
optimization routines are applied and the results are validated and compared.
Chapter 6 concludes the research and provides a summary of the results.
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Figure 1.2: The structure of the thesis.
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2Android Data Acquisition and
Processing
Flight data is essential for the purpose of identifying the dynamical model of our system
later on in the thesis. The data is gathered through our non-rooted Android phone
since it is the only IMU in the system. Furthermore, we are only interested in data
corresponding to the quadcopter in the air, since our rotational dynamics model is only
valid with this type of data, as will be clarified in Chapter 3. Hence, estimating the
unknown parameters of the model requires flight data, and thus, sensors readings must
be carefully trimmed to consider only those obtained after taking off, and before landing,
which demands knowing these two moments precisely. Android sensors measurements
are asynchronous and non-uniformly distributed, and since the data is not logged using
the same clock, the different sensors readings must also be coincided with each other on
one hand, and with the PW commands on the other hand before feeding all the data
sets to the system identification routine.
The structure of this chapter is shown in Figure 2.1. It starts by showing how the
data was obtained, both in the case of actuated and unactuated flights. Then it discusses
the processing needed to be applied on the raw data obtained from Android API before
being used for system identification. Finally, the chapter presents a comprehensive
study about Android orientation sensors, and the characteristics of each sensor.
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Figure 2.1: The structure of Chapter 2.
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2.1 Actuated Flight Data
Flight data was gathered by establishing a WiFi Direct connection between the onboard
Android device and a second user-held Android device with the intention that the
quadcopter’s orientation would mimic the user-held device. To achieve this, the roll φ
and pitch θ of the user-held device relative to a user-chosen reference orientation were
sent wirelessly to the onboard device, and the PW commands sent to the individual
motors at a specific time sample were chosen to be
PWM1 = p(1 + φU )(1 + θU ), PWM2 = p(1− φU )(1 + θU )
PWM3 = p(1− φU )(1− θU ), PWM4 = p(1 + φU )(1− θU )
(2.1)
Figure 2.2 shows the block diagram of the signal flow starting from generating the
reference signal in the user-held device - by tilting it - up to sending the required
voltages to the motors. These PW commands, along with the onboard device’s an-
gular velocity, magnetic field, and quaternions were all timestamped using Java’s
System.currentTimeMillis() method, and logged to a file for the purpose of system
identification. Although the Android API natively timestamps the measurements, these
timestamps were not used because the clock used to generate them is not exposed
through the API. Hence although the native timestamps are more accurate, it is not
possible to timestamp the PW commands on the same clock.
Figure 2.2: Block diagram of the signal flow in the system. The reference signals are
generated in the user-held Android phone and sent to the onboard phone via WiFi direct
where the PW commands are generated, and passed to the ESCs using the IOIO board to
generate the required voltage to spin the motors.
Unfortunately, using this approach, it was only possible to obtain approximately 1
second sets of flight data (before crashing) due to:
1) The roll and pitch in (2.1) were not filtered to remove noise.
2) The mechanical delay in the motors.
3) Latency in the WiFi Direct connection. The average time required to send and
receive an object between two Android devices over WiFi Direct is experimentally
found to be 50 milliseconds. This is shown in Figure 2.3, where a data object is
sent from an Android device back to itself through WiFi Direct, this is done 1000
times, and each time the duration of this trip was recorded. The figure shows that
at some tests it took more than 500 milliseconds to receive back the object. It also
demonstrates that the trip duration is dynamic and unpredictable.
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Figure 2.3: Time required to send objects over WiFi Direct. The test is executed 1000
times.
4) Latency in the Android sensor API. Android is not a real-time environment, and hence
it is not possible to obtain the measurements exactly when they occur. Therefore,
although the orientation measurements are technically available at approximately
200 Hz on the Xperia Z1 Compact, the time between events received through the
API can be significantly longer than 5 ms, as shown in Figure 2.4. This is due to
the fact that several high priority Android threads, such as the garbage collector,
can easily pause any thread listening for sensor events, which means that the PW
commands in (2.1) might be using measurements that are several milliseconds old.
Figure 2.5 shows a histogram representation of the sampling times of Figure 2.4.
The distribution has a mean value M and a standard deviation σ of
M = 0.0083s
σ = 0.0045s
(2.2)
Furthermore, we consider the mean value in (2.2) as the sampling time at which the
continuous-time model is discretized in Chapter 5.
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Compact.
13
2. ANDROID DATA ACQUISITION AND PROCESSING
2.2 Unactuated Flight Data
It is also possible to collect data for system identification - as will be discussed in Chapter
3 - when the quadcopter is in the air, but is not being actuated, that is, when no voltage
is being sent to the four motors. For instance, this occurs when the quadcopter is
manually thrown in the air. The advantage of this method of gathering data is that it is
possible to easily gather multiple 1 second datasets, which together provide thousands
of samples. Furthermore, such data is not affected by inaccuracies in the PW to thrust
force models, as well as any other input-induced trimming errors, since the input is zero
in the unactuated datasets.
2.3 Data Preprocessing
Due to the difficulty in performing long flight tests, few actuated flight data sets were
obtained, specifically 6 sets, each approximately 1 second long, where the start and end
times of each dataset had to be hand-selected from the raw data. To determine the time
of takeoff, a rare earth magnet was placed on the floor beneath the quadcopter, and
the moment of takeoff was chosen to be the time when the magnitude of the phone’s
magnetometer reading reached ambient levels, as shown in Figure 2.6. The end of
the flight was chosen to be the time corresponding to the last non-trivial PW. If the
quadcopter experienced a hard landing, it would have been possible to use Android’s
significant motion sensor. However, the laboratory is surrounded by netting, and hence
the impact is not enough to trigger the sensor.
Another 20 datasets of unactuated flight data were also obtained, where the time of
takeoff was determined by using a rare earth magnet in the same way as the actuated
case. However, since these are unactuated flight tests, we do not have PWM signals
from which we can determine the moment of landing as before. The end of the flight
was determined using the accelerometer, where the moment of impact was clear. An
example of the accelerometer measurements during one of the unactuated flight tests is
shown in Figure 2.7. The moment at which the drone was thrown in the air is roughly
at 4 s, after that, the quadcopter experienced a free fall for about 1.4 s, specifically, it
hit the floor at approximately 5.4 s, which we take as the end of the flight moment.
However, the quadcopter bounced and hit the floor again at 6 s, and took about 1.5 s
to come to complete rest.
Furthermore, in addition to trimming the data, the data had to be synchronized since
the angular velocity measurements, magnetometer measurements, and PW commands
do not occur at the same times. This was accomplished by adopting the timestamps of
the slowest sensor, and choosing the measurements and PW samples whose timestamps
were closest to the slowest sensor. For example, suppose that the magnetometer is the
slowest sensor, and that its measurements are read at times t1, t2, . . . , tN . Furthermore,
suppose that one has angular velocity measurements at times t1 − 1 ms, t2 + 2 ms,
. . . . Then for the purpose of system identification, one could say that he has complete
output measurements at times t1, t2, . . . , tN , where the value of the angular velocity
14
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Figure 2.6: Trimmed set of actuated flight data. The time of takeoff is determined using
a rare earth magnet placed beneath the quadcopter, and the end of the flight was chosen
to be the time corresponding to the last non-trivial PW.
at time t1, is taken to be ω(t1 − 1 ms). Figure 2.8 visualizes the process of coinciding
two sensors measurements with each other and with the PW commands of one of the
motors as an example. A blue dot denotes a maintained data and a black one denotes
a neglected data. As was assumed in the example above, the magnetometer is the
slowest sensor, and thus, its timestamps vector is used as the timestamps vector for all
other measurements and PW commands, and at each timestamp, the angular velocity
measurement and PWM command with timestamps closest to the corresponding one for
the magnetometer are maintained. This step is repeated at each available timestamp
in the magnetometer measurements dataset, and at the end, the rest of the angular
velocity measurements and PWM commands that were not used are neglected and
removed from their corresponding dataset. At the end of the process, we have both the
sensors measurements and the PWM commands all containing 5 readings timestamped
at t1, t2, . . . , t5.
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Figure 2.7: Recorded accelerations measured by the onboard Android phone during an
unactuated flight test obtained from the LINEAR ACCELERATION sensor.
Figure 2.8: Coinciding sensors asynchronous and non-uniformly distributed measure-
ments with each other and with the PW commands. A blue dot denotes a maintained
measurement/command and a black one is a neglected measurement/command.
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2.4 Android Orientation Sensors
Since the Android API produces quaternion estimates of the orientation with respect to
an undocumented reference frame, the orientation between q and q0 is found to be
49:
qrelative = q
−1
0 q = w + xi+ yj + zk (2.3)
from which we find the 3-2-1 Euler angles50:
φ = tan2
(
2(wx+ yz), 1− 2(x2 + y2))
θ = asin
(
2(wy − zx))
ψ = tan2
(
2(wz + xy), 1− 2(y2 + z2)) (2.4)
Although one should also smooth angular transitions between +180◦ and -180◦ (see
Figure 2.9) to prevent large erroneous spikes when calculating the difference between
reference and current angles, maneuvers around these trim conditions are not considered
in this work, and hence such logic has not been implemented.
Figure 2.9: Reference Frame of the Android device with the yaw angle values at each
axis as obtained from the Android’s API.
Quaternion estimates are obtained from the Android devices since they are the only
IMUs in the system. Specifically, Android produces three different types of orientation
estimates, namely, the GEOMAGNETIC ROTATION VECTOR, GAME ROTATION VECTOR, and
ROTATION VECTOR, all of which produce an estimate of the phone’s quaternion with
respect to an undocumented reference frame, which may vary from flight to flight and
sensor to sensor. However, as the name implies, the geomagnetic rotation vector uses the
17
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magnetometer, whereas the game rotation vector uses the gyroscope. Rotation vector is
not considered in this thesis since its implementation details are not well-documented
in the API.
Although one would typically prefer to use magnetic field measurements to obtain
an absolute orientation estimate, Figure 2.10 shows that the Android geomagnetic
orientation estimate is extremely sensitive to the magnetic field generated by the motors.
Specifically, Figure 2.10 shows that there is a significant change in the geomagnetic
orientation estimate when the motors are connected, after which, the measurements
exhibited a considerable amount of noise which was only exacerbated when the motors
were rotating. Conversely, although one might expect a gyroscope-based estimate of
the orientation to drift over time, Figure 2.10 shows that the game rotation vector
shows a negligible amount of drift over 25 seconds and significantly less noise than the
geomagnetic orientation estimate. Hence, the game rotation vector is used to obtain
the quadcopter’s orientation throughout this thesis.
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Figure 2.10: Effect of the magnetic field generated by the drone’s motors on the geomag-
netic rotation vector and game rotation vector estimates of the drone’s yaw angle. The
motors were disconnected at the beginning, then connected but without rotating them, after
that they rotated, and finally rotation was stopped while leaving the motors connected.
Even though the quadcopter’s position control is not in the scope of this thesis,
few attempts to obtain Android-based position estimation were done during this work,
which are presented and discussed in appendix B.
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2.5 Conclusions
This chapter presented a comprehensive study about gathering flight data using a
non-rooted onboard Android device as the only IMU in the system. Two types of
data were collected, actuated and unactuated flight data. The actuated data contains
only 6 data sets due to the lack of controller implementation in the system, so flights
with approximately 1 second long were obtained, whereas, 20 unactuated datasets were
collected. WiFi Direct has shown to have relatively big latencies which are dynamic
and unpredictable. Furthermore, latency in Android sensor API made getting long
flight tests even harder. However, both types of datasets were carefully trimmed
to correspond to the quadcopter only being in the air. Furthermore, the different
measurements datasets along with the PWM commands were processed to have datasets
of the same length and a single timestampe vector. The chapter also discusses the
types of Android orientations sensors, along with a comparison study between them
which resulted in adopting the GAME ROTATION VECTOR as being the most reliable one
for estimating the orientation of both the user-held and the onboard Android devices.
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3System Dynamics
Getting an accurate mathematical model of the system under investigation is the corner
stone in designing a controller for it later on. Whilst system control is discussed in
Chapter 4 in details, this chapter is about modeling the rotation dynamics of the
quadcopter including the onboard phone. Drones’ and UAVs’ mathematical models
are usually obtained through CAD models, and hence, system identification is not
intensively involved in the process. However, it is hard to justify paying 1000$ for a
CAD software or an inertia measurement device to estimate the model of our 250$ drone,
therefore, we focus on traditional approaches and system identification to estimate the
model’s parameters, especially that we already have measurement readings obtained
from the onboard Android phone as discussed in Chapter 2.
Figure 3.1 shows the structure of this chapter. The concept followed is to adopt
Euler’s equations of rigid body as the system’s rotational model, and then to identify
the parameters of these equations using traditional methods (like Bifilar stand), and
system identification, where we introduce novel algorithms for the estimation of the
initial inertia matrix. The chapter ends with a comparison study between the proposed
estimations.
21
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Figure 3.1: The structure of Chapter 3.
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3.1 Euler’s Equations of Rigid Body
The quadcopter is assumed as a rigid body whose rotational dynamics are described by
Euler’s equations
Jω˙(t) + ω(t)× Jω(t) = τ(t) (3.1)
We follow the + (plus-like) configuration of the body-fixed frame while having the
quadcopter in the × (cross-like) configuration as shown in Figure 1.1, which means that,
the positive y-axis of the body frame is perpendicular to a virtual line connecting motors
1 and 2, and the positive x-axis of the body frame is perpendicular to a virtual line
connecting motors 2 and 3. Furthermore, the position matrix describing the location of
the four motors with respect to the origin of the body-fixed frame is
rp = `

cos(135◦) cos(45◦) 0
cos(45◦) cos(45◦) 0
cos(45◦) cos(135◦) 0
cos(135◦) cos(135◦) 0
 (3.2)
and the thrust force matrix is
F =

0 0 f1
0 0 f2
0 0 f3
0 0 f4
 (3.3)
since the thrust forces of the four motors always point along the positive z-axis of the
body-fixed frame. From (3.2) and (3.3) the external torque τe = rp × F is found to be
τe =
`√
2

f1 f1 0
f2 −f2 0
−f3 −f3 0
−f4 f4 0
 (3.4)
The torque affecting the z-axis of the body-fixed frame is the summation of all torques
generated by the propellers drag. Thus, at a specific time sample, this torque is
τz =
4∑
i=1
τD,i = cτf (f1 − f2 + f3 − f4) (3.5)
Moreover, assuming that the gyroscopic forces, hub forces, and rolling moments are
small23,24,25, and from (3.4) and (3.5), the motor thrust forces are related to the external
torque by
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τx(t)τy(t)
τz(t)
 =
+ √`2 + √`2 − √`2 − √`2+ √`
2
− √`
2
− √`
2
+ √`
2
+cτ f −cτ f +cτ f −cτ f


f1(t)
f2(t)
f3(t)
f4(t)
 (3.6)
Specifically, whereas τx and τy are due to the forces fi being applied with a moment
arm of `/
√
2 about the center of mass, the torque τz is induced by the propeller drag,
which we call the drag torque.
Finally, using the thrust measurement stand from TURNIGY shown in Figure 3.2,
an empirical PW to thrust force curve was obtained for each motor, which was then
approximated with a quadratic polynomial. For instance, the PW to thrust curve for
motor 1 is approximately
f1 ≈ (8.2× 10−6)PWM21 − 0.015PWM1 + 7.1 (3.7)
Both the original data and the quadratic approximation (3.7) are shown in Figure 3.3.
Figure 3.2: The thrust measurement stand used to obtain an empirical PW to thrust
force curve for each motor.
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Figure 3.3: Measured relationship between the PW and the thrust for motor 1 using the
thrust stand of Figure 3.2, along with the second order approximation (3.7).
3.2 Inertia Matrix Estimation via Bifilar Stand
The inertia matrix J is typically obtained using either a CAD model or a single axis
approach. In the later approach, the quadcopter’s motion is limited to a free rotation
about one axis, and the angular velocity generated by applying a known input torque is
measured, then the inertia matrix is obtained by applying this technique about several
axes, and solving (3.1) for the inertia matrix.
In this thesis, a Bifilar test stand51 was used to determine the diagonal elements of
J . To use the Bifilar test stand, the quadcopter is hung from two points and allowed to
oscillate freely (see Figure 3.4). The corresponding inertia about the axis of rotation is
then given by51:
Jii =
mgt2Br
2
B
16pi2lB
(3.8)
Applying this approach about the three body-frame axes, we obtain
J =
 0.01 0 00 0.01 0
0 0 0.02
 kg ·m2 (3.9)
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Figure 3.4: The quadcopter mounted on the Bifilar test stand during the process of
estimating the inertia matrix.
3.3 System Identification of Rotation Dynamics
In this section, we use the actuated and unactuated datasets we collected and processed
in Chapter 2 to identify the rotational dynamics of the quadcopter. Figure 3.5 shows
a flow chart of this section. The approach on the right-hand side of Figure 3.5 uses
MATLAB’s pem to identify the model’s parameters when considering different scales
of the identity matrix as initial guesses of the inertia matrix, which has shown high
sensitivity to these initial guesses. Therefore, we introduce two novel approaches shown
in the middle and the left-hand side paths of Figure 3.5 respectively, where we use
least-squares based initial guesses of the inertia matrix J and provide them to the
pem method to estimate the dynamic model that is capable of capturing the rotational
behavior of the quadcopter.
3.3.1 Local Minimizers in Prediction Error Estimation
The 6 actuated and 20 unactuated datasets previously discussed in Chapter 2 were
trimmed and synchronized before being combined with MATLAB’s merge command.
We then attempted to estimate J and cτ f in (3.1)-(3.6) from the merged data by using
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Figure 3.5: System Identification summary flow chart.
the prediction error method pem in MATLAB R2012a, which requires an initial guess
for J and cτ f .
Although we believe that (3.9) is a good estimate of the inertia matrix J , and hence
a good candidate for the initial guess, we would like to verify that MATLAB’s pem
method is not sensitive to the initial guess, since a good initial guess is generally not
available without a CAD model or an inertia measurement device such as the Bifilar
test stand discussed in Section 3.2. To test this, we choose five initial conditions of the
form
J = αI3 kg ·m2 (3.10)
cτ f = 0.001 (3.11)
where α denotes a scalar multiplier, and I3 denotes the 3×3 identity matrix.
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Unfortunately, Figure 3.6 shows that the eigenvalues of the estimated inertia matrix
vary widely depending on the initial guess, suggesting the presence of large numbers of
local minimizers in the prediction error problem. Hence an algorithm for obtaining a
good initial estimate of the inertia matrix is needed.
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Figure 3.6: Absolute values of the pem-estimated eigenvalues of the inertia matrix given
initial guesses of the form (3.10)-(3.11).
3.3.2 Initial Inertia Matrix Estimation from Flight Data
Section 3.3.1 showed that the prediction error method is sensitive to the initial guess.
Here we present two novel convex algorithms for estimating the inertia matrix from
flight data, which do not require an initial guess and whose global minimizers can be
computed exactly52. These estimates are used as initial guesses to the more accurate,
but generally non-convex, prediction error method that we will use for estimating the
model (3.1) - (3.6).
Linearization and Approximation of Rotational Dynamics
First, the following fact shows how to replace the cross product in (3.1) with a matrix
product53:
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Fact 1 If a, b ∈ R3×1 and a˜ ∈ R3×3 are given by
a ,
a1a2
a3
 , b ,
b1b2
b3
 , a˜ ,
 0 −a3 +a2+a3 0 −a1
−a2 +a1 0
 (3.12)
then a× b = a˜b. 
Therefore from (3.1) and Fact 1, we have that
Jω˙(t) + ω˜(t)Jω(t) = τ(t) (3.13)
Next, recall the following fact about vectorizing a matrix product53:
Fact 2 Let vec(L) ∈ Rmn×1 denote the vectorization of a matrix L ∈ Rm×n obtained
by stacking its columns into a single column vector. Then for matrices A,B, and C
with consistent dimensions,
vec(ABC) = (CT ⊗A)vec(B) (3.14)
where ⊗ denotes the Kronecker product. 
Thus, using Fact 2, we find that (3.13) is of the form(
[ω˙T (t)⊗ I3] + [ωT (t)⊗ ω˜(t)]
)
vec(J) = τ(t) (3.15)
where I3 denotes the 3× 3 identity matrix, and
J =
 Jxx Jxy JxzJxy Jyy Jyz
Jxz Jyz Jzz
 (3.16)
vec(J) = [Jxx Jxy Jxz Jxy Jyy Jyz Jxz Jyz Jzz]
T (3.17)
Finally, using a first order approximation of the derivative ω˙, we find that
c(t)vec(J) ≈ τ(t) (3.18)
c(t) ,
[
ωT (t+ h)− ωT (t)
h
⊗ I3
]
+
[
ωT (t)⊗ ω˜(t)]
where we approximate ω˙ since we cannot measure it. Hence measuring the angular
velocity ω and the torque τ at times t, t+ h ..., t+Nh, we have that
Cvec(J) ≈ d (3.19)
C =
 c(t)...
c(t+Nh)
 , d =
 τ(t)...
τ(t+Nh)

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Least-Squares Inertia Estimation
Since (3.19) is an approximation, there will generally not exist an exact solution J of
(3.19), although one could obtain an estimate by minimizing (3.19) in the least-squares
sense, that is, by minimizing ‖Cvec(J)− d‖2. This would, however, ignore the fact
that J must be symmetric and positive semi-definite.
Instead, to obtain a symmetric J , one should minimize∥∥∥ CB ~Jfull − d ∥∥∥
2
(3.20)
where vec(J) = B ~Jfull and
~Jfull , [Jxx Jxy Jxz Jyy Jyz Jzz]T (3.21)
B ,

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1

(3.22)
Furthermore, to ensure that the estimated J is positive semi-definite, we need to
add constraints to (3.20) to ensure that ηTJη = (ηT ⊗ ηT )BJfull ≥ 0 for all η ∈ R3. For
example, if J is positive semi-definite, then letting
η =
[ ±1
0
0
]
,
[
0
±1
0
]
,
[
0
0
±1
]
(3.23)
we must find that
AB ~Jfull ≥ 03×1 (3.24)
A =
[
1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1
]
(3.25)
Unfortunately, adding the constraint (3.24) to (3.20) is not sufficient for ensuring that
the estimated J is positive definite. However, if the minimizer J of (3.20)-(3.24) contains
a negative eigenvalue λ, then we can incorporate the associated eigenvector n ∈ C3 into
the constraint (3.24) and rerun the estimation. Specifically, we could modify (3.24) to
read
A :=
[
A
(nT ⊗ nT )
]
(3.26)
Hence we propose Algorithm 1.
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Algorithm 1 Iterative inequality-constrained least-squares method for estimating
the inertia matrix
~Jfull := argmin
x
‖ CBx− d ‖2
J :=reconstruct( ~Jfull )
A := zeros(3, 9)
while any(eigenvalue(J)) < 0 do
for i=1:number of negative eigenvalues do
η := eigenvector of ith negative eigenvalue
A :=
[
A
−(ηT ⊗ ηT )
]
end for
~Jfull := argmin
x
‖ CBx− d ‖2 s.t. ABx < 0
J := reconstruct (Jfull)
end while
Note that when implementing the while and for loop checks in Algorithm 1, one
must be careful to avoid spuriously negative eigenvalues due to numerical precision.
However, if the resulting estimate must also be numerically positive definite, we can
replace any spuriously negative eigenvalues in the diagonal matrix D of its Schur
decomposition J = V TDV with zeros.
Total Least Squares Inertia Estimation
Algorithm 1 is useful for estimating the inertia matrix when some or all of the data are
from actuated flights. However, since the external torques are zero in unactuated flight
data, the matrix d in (3.20) is zero as well, meaning that J=0 is a global minizer of
(3.20). In fact, by examining (3.1) for unactuated flights, that is,
Jω˙ + ω × Jω = 0 (3.27)
it is clear that, in general, it will be impossible to estimate at least the scale of J from
unactuated flight data since J := αJ is an equally valid solution of the unactuated
rotational dynamics (3.27). However, although it is not possible to estimate the exact
inertia matrix solely from unactuated flight data, it is at least possible to estimate the
inertia matrix to within a scalar multiple using a total least-squares approach, that is,
by minimizing
‖ 4 C‖F s.t. nullity([C +4C]B) ≥ 1 (3.28)
and choosing any arbitrary ~Jfull in the nullspace of [C +4C]B. In this case, the pem
method must then use actuated flight data to determine the proper inertia matrix
scaling.
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Even when there is actuated flight data available, this approach may still have merit
since it is easy to generate unactuated flight data, which generally have less noise than
actuated data, and the prediction error problem is much simplified, thereby, mitigating
pem’s local minimizer problem.
3.4 Results
This section shows the estimated inertia matrix J using Algorithm 1 and the total
least-squares estimate (3.28). It also presents the simulated time response of the angular
velocities using these inertia matrix estimations and both actuated and unactuated
validation data sets. Furthermore, we also include the simulated response obtained
using the inertia matrix (3.9) from the Bifilar stand for the purpose of comparing the
responses to see which estimate follows the validation data better. Please note that this
simulation is performed using MATLAB’s compare.
3.4.1 Least-Squares Initial Guess
Combining the 6 actuated and 20 unactuated datasets, Algorithm 1 yields the estimate
JLS =
 1.78× 10−4 −4.05× 10−7 9.88× 10−7−4.05× 10−7 1.78× 10−4 7.17× 10−6
9.88× 10−7 7.17× 10−6 1.8× 10−4
 kg ·m2 (3.29)
Furthermore, using (3.29) and cτ f = .001 as initial guesses for pem yields the estimates
JLS/PEM =
 1.82× 10−4 −3.36× 10−6 1.30× 10−5−3.36× 10−6 1.83× 10−4 4.27× 10−5
1.30× 10−5 4.27× 10−5 8.80× 10−4
 kg ·m2
cτ f = 1.55× 10−2 (3.30)
where the simulated angular velocities using (3.30) are compared to the actuated
validation data in Figure 3.7. The bad fit is likely explained by the fact that least-
squares performs poorly when the regressor matrix C in (3.20) contains noise. Since
the matrix C contains the angular velocity measurements, this is indeed the case. Also,
as demonstrated in Section 3.3.1, the pem method tends to provide an estimate of the
same magnitude as the initial guess, which is clear by comparing (3.29) and (3.30).
3.4.2 Total Least-Squares Initial Guess
Combining the 20 unactuated datasets, a total least-squares estimate (3.28) of the
inertia matrix is found to be
JTLS =
 0.57 2.90× 10−4 5.68× 10−52.90× 10−4 0.57 −5.90× 10−4
5.68× 10−5 −5.90× 10−4 0.59
 kg ·m2 (3.31)
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Figure 3.7: Simulated time response using JLS/PEM and actuated validation data.
where the scaling of J cannot be determined from the unactuated data. Hence pem is
employed upon the merged actuated and unactuated data to estimate only the coefficient
cτ f and the scale α of the inertia matrix (3.31). Using initial guesses of cτ f = 0.001 and
α = 1, we thereby obtain the estimates
α = 2.6, cτ f = 0.17 (3.32)
In fact, the estimates (3.32) are robust to the initial guess, since initial guesses of
α ∈ [0.001, 100] always yield the same estimate (3.32) and inertia matrix
JTLS/PEM =
 1.48 7.46× 10−4 1.48× 10−47.46× 10−4 1.48 −1.53× 10−3
1.48× 10−4 −1.53× 10−3 1.54
 kg ·m2 (3.33)
where the simulated angular velocities using (3.33) are compared to actuated and
unactuated validation data in Figures 3.8 and 3.9, respectively.
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Finally, using (3.33) and cτ f in (3.32) as initial guesses for the prediction error
method, and letting pem estimate the full inertia matrix, we obtain the estimates
JTLS/PEM/full =
 3.33 −0.0053 −0.026−0.0053 3.30 −0.024
−0.026 −0.024 4.7
 kg ·m2
cτ f = 0.51
(3.34)
where the simulated angular velocities using (3.34) are compared to actuated and
unactuated validation data in Figures 3.8 and 3.9, respectively.
3.4.3 Estimation Comparison
Figures 3.8 and 3.9 compare the simulated angular velocities with actuated and unactu-
ated validations datasets. Specifically, these plots demonstrate how well the model (3.1)
- (3.6) predicts the measured data when J and cτ f are given by (3.9), (3.33) and (3.34).
From the figures, it is clear that the Bifilar estimate drastically underperforms the pem
estimates, while the estimates obtained by applying pem after TLS, namely (3.33) and
(3.34), perform the best.
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Figure 3.8: Simulated time response comparison between the different estimates of the
inertia matrix J using actuated validation data.
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Figure 3.9: Simulated time response comparison between the different estimates of the
inertia matrix J using unactuated validation data.
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3.5 Solid Cube Inertia Calculation
Assuming that the quadcopter is a solid cube with height, length, and depth of 0.05m,
0.36m, and 0.36m respectively, and a mass of 1.112kg, we can calculate its diagonal
inertia elements using
Jxx = m ∗ (height2 + length2)/12 = 0.0122 kg ·m2
Jyy = m ∗ (height2 + depth2)/12 = 0.0122 kg ·m2
Jzz = m ∗ (length2 + depth2)/12 = 0.0240 kg ·m2
(3.35)
Moreover, among all the above estimated inertia matrices, the inertia estimated via the
Bifilar stand, namely, the inertia (3.9), is the closest one to (3.35), which is a realistic
value for the setup and quadcopter we use54, and thus, we use the inertia (3.9) through
out the rest of the thesis. Please note that our novel proposed Algorithm 1 and the
estimate (3.28) for estimating the inertia matrix were validated to work well and predict
the dynamics behavior using the validation data, however, this data was not filtered
and was noisy, it was also asynchronous and non-uniformly distributed, with latencies
as was shown in Chapter 2. The same notes apply to the actuated and unactuated
datasets used in the estimation process.
3.6 Conclusions
In this chapter, we estimated the rotational dynamics of a quadcopter using measure-
ments taken by an onboard Android smart phone without the use of an additional
IMU. Since MATLAB’s pem method showed high sensitivity to the initial guess of the
parameters to be estimated, mainly the inertia matrix J , we introduced two novel convex
algorithms for obtaining good initial guesses. Actuated and unactuated validation data
then showed that the pem method, when given our initial guesses, produced estimates
that were capable of predicting the data better than the inertia matrix obtained from
traditional methods. However, the inertia matrix estimated using the Bifilar test stand
was found to be the closest to the inertia matrix of a solid cube having the same weight
and dimensions as our quadcopter, which is a realistic inertia that was also estimated
by other researchers for setups similar to ours. The discrepancies between the simu-
lated performance using the Bifilar estimate on one hand, and our least-squared based
estimates on the other hand, do not imply that the Bifilar estimate is a bad one nor
that our proposed algorithms are inefficient. The discrepancies are due to the fact that
the data we used in the estimation process and in the validation stage of our algorithms
is not filtered, noisy, and contains latencies due to using WiFi-Direct connection and
the non-uniformly distributed Android sensors data, along with the mechanical delay in
the motors. However, and despite all these disturbances, we obtained good estimates
using our least-squares algorithms that predicted the system’s behavior.
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4System Control
Bringing a system to follow a predetermined reference signal is the core of control
theory, where the quality of the designed controller is measured by how accurate can the
system track the reference command. The structure of this chapter is shown in Figure
4.1. It starts by introducing the state space model both in continuous and discrete-time
domains, on which, a lot of analysis and discussions are based on. The chapter then
introduces our advanced PID controller, where we propose some modifications on the
well-known PID formula to account for asynchronousities and non-uniformly distributed
measurements, which is the case of the data obtained from our non-rooted Android
phones. We also show how the control output was mapped into the PWM signals in
order to generate the required voltage to practically test our controllers and perform
indoors flights. At the end of the PID controller part, we discuss the empirical and
simulation results. The second controller included in this work is an LQI controller.
The chapter discusses the its design procedures, weight matrices, control input to PWM
mapping, and finally, a comparison between the empirical and simulation results.
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Figure 4.1: The structure of Chapter 4.
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4.1 Problem Statement
4.1 Problem Statement
The goal of this chapter is to design controllers which are capable of making the quad-
copter mimic the orientation of a user-held device in the presence of data asynchronicity
and latencies. To accomplish this, we:
1) Define reference frames U0 and D0 for both the user-held device and the drone, as
shown in Figure 4.2.
2) Compute the 3-2-1 Euler angles of the user and drone frames, U and D, with respect
to U0 and D0.
3) Use a controller to minimize the error vector:
eφ(t)eθ(t)
eψ(t)
 =
φU (t)θU (t)
ψU (t)
−
φD(t)θD(t)
ψD(t)
 (4.1)
Figure 4.2: The frames of the user-held device and drone, from which we obtain the Euler
angles that define the error (4.1).
The reference frame D0 of the drone is taken to be the frame at start up, and the
reference frame U0 of the user-held device can be reset at any time through the user
interface as shown in Figure 4.3.
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Figure 4.3: GUI of the user-held Android phone, where the user can set the PID gains of
the roll, pitch, and yaw channels, reset the phone’s orientation, and increase the throttle.
4.2 State Space Model
A quadcopter’s rotation dynamics is highly nonlinear when considering all forces, torques,
and aerodynamics effects. However, hub forces, rolling moments, and gyroscopic effects
can be neglected to remove the cross coupling and thus to simplify the dynamic
equations1
Jxxφ¨(t) = `Ux(t) = τx(t)
Jyy θ¨(t) = `Uy(t) = τy(t)
Jzzψ¨(t) = Uz(t) = τz(t)
(4.2)
Hence, letting
X(t) , [φD(t) ˙φD(t) θD(t) ˙θD(t) ψD(t) ψ˙D(t)]T
U(t) , [Ux(t) Uy(t) Uz(t)]T
Y (t) , [φ(t) θ(t) ψ(t)]T
(4.3)
we find that the mathematical model (4.2) can be rewritten in the continuous-time state
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space model form as
X˙(t) =

0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0
X(t) +

0 0 0
`
Jxx
0 0
0 0 0
0 `Jyy 0
0 0 0
0 0 1Jzz

U(t)
Y (t) =
1 0 0 0 0 00 0 1 0 0 0
0 0 0 0 1 0
X(t)
(4.4)
which is also represented in discrete-time as
X(tk+1) =

1 h 0 0 0 0
0 1 0 0 0 0
0 0 1 h 0 0
0 0 0 1 0 0
0 0 0 0 1 h
0 0 0 0 0 1
X(tk)
+

h2`/(2Jxx) 0 0
h`/Jxx 0 0
0 h2`/(2Jyy) 0
0 h`/Jyy 0
0 0 h2/(2Jzz)
0 0 h/Jzz
U(tk)
Y (tk) =
1 0 0 0 0 00 0 1 0 0 0
0 0 0 0 1 0
X(tk)
(4.5)
4.3 Advanced PID Control
The PID controller is implemented in the system as shown in Figure 4.4, where the goal
is to drive the difference between the Euler angles of the user-held device (φU , θU , ψU )
and the drone (φD, θD, ψD) to zero.
4.3.1 Asynchronicities
As has been discussed in 2.1, Android is not a real-time system, several Android system
threads have higher priority than user-created threads. Therefore we can neither ensure
that the controller is called at regular intervals, nor obtain measurements at regular
intervals55. Hence, although continuous-time PID controllers of the form
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Figure 4.4: Block diagram of the controlled system using PID controllers including the
conversion steps of the quaternion vectors to Euler’s angles.
u(t) = Kpe(t) +Ki
t∫
t0
e(t)dt+Kde˙(t) (4.6)
are typically approximated in discrete-time by
uk = Kpek +Kih
n∑
k=1
ek +Kd
ek − ek−1
h
(4.7)
we implement the PID controller in the form
uk = Kpek +Ki
k∑
j=1
(tj − tj−1)ej +Kd ek − ek−1
tk − tk−1 (4.8)
to account for the fact that the sensor measurements are not obtained at regular
intervals. In fact, the proposed modification (4.8) is necessary, since the abnormal
spikes in measurement latencies shown in Figure 2.4 make it impossible to control
the drone using the unmodified controller (4.7). Furthermore, note that we choose
decoupled PID gains for each channel, that is, we choose Kp, Ki, and Kd to be diagonal
matrices in R3×3, where the output u of the PID controller is mapped to the PWM
signals sent to the ESCs in Section 4.3.4.
4.3.2 Integrator Windup
Windup is the phenomenon that occurs when the integral term in the PID controller
grows without bound, typically due to a saturated actuator. Windup is dangerous
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because, although the integral term is intended to make the PID controller more
responsive to errors that build up when the controller is too slow to respond, the
integral term can also have the negative effect of desensitizing the control law to the
instantaneous errors when the integral grows without bound35.
The electronic speed controllers (ESCs) used on the drone shown in Figure 1.1 accept
pulse width modulated signals (PWM) between 0 and 2000 µs at a maximum frequency
of 450Hz. Hence we prevent adverse windup effects by saturating the integral term in
the discrete PID control law (4.8) using the function
fw(x) =
{
w , x ≥ w
x , otherwise
(4.9)
where w is experimentally determined. The saturation function (4.9) allows the integral
term to exhibit its desired behavior for nominal errors, while preventing the error
from growing without bound when one of the actuators saturates. Thus the baseline
asynchronous PID controller (4.8) is modified to take the form
uk = Kpek +Kifw
 k∑
j=1
ej (tj − tj−1)
+Kd ek − ek−1
tk − tk−1 (4.10)
4.3.3 Derivative Kick
The error derivatives (4.1) are of the form
de(t)
dt
=
d
dt
[
desired angle(t)
]
− d
dt
[
current angle(t)
]
(4.11)
and hence even small, but abrupt changes in the desired angles can lead to large
impulsive changes in the PID control law (4.6). This action, called derivative kick,
typically results in large, undesirable spikes and oscillations in the control signal, like
those shown in Figure 4.5. Specifically, in Figure 4.5, the user-held device’s roll angle
was abruptly changed at the 3rd, the 5th, and the 12th seconds, leading to violent
oscillations in the control signal, particularly at the 5 second mark.
To eliminate these undesired oscillations, the error derivatives in the PID control
law (4.6) are modified to omit the desired angle, as in35. Specifically, we approximate
the error derivative terms in the continuous PID control law by
de(t)
dt
≈ −d current angle(t)
dt
(4.12)
and in the asynchronous discrete-time control law by
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ek − ek−1
tk − tk−1 ≈ −
current anglek − current anglek−1
tk − tk−1 (4.13)
Although these approximations are only equivalent when the desired angles are constant,
these modifications will generally reduce large oscillations in the control signal, like
those shown in Figure 4.5. And thus, the commonly used discrete-time PID controller
(4.7) is modified to account for asynchronousities, windup effect, and derivative kick
and implemented in the form
uk = Kpek +Kifw
 k∑
j=1
ej (tj − tj−1)
−Kd current anglek − current anglek−1
tk − tk−1 (4.14)
0 5 10 15
1000
1200
1400
1600
1800
2000
2200
Time (seconds)
PW
M
 (m
icr
os
ec
on
ds
)
Figure 4.5: Oscillations in the PWM signal due to derivative kick.
4.3.4 Control Signal to PWM
The control signal generated by the PID controller is mapped to the PWM signal sent
to the ESCs using the rule

PWM1(k)
PWM2(k)
PWM3(k)
PWM4(k)
 = f
2000g(k) + 12

1 1 2
1 −1 −2
−1 −1 2
−1 1 −2
u(k)
 (4.15)
where g ∈ [0, 1] denotes a throttle used to maintain altitude, u denotes the output of
the PID controller (4.8), and
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PID controller on Kp Ki Kd
Roll 180 4 20
Pitch 160 4 20
Yaw 150 4 10
Table 4.1: Hand-tuned PID gains.
f(x) =

1500 , x ≤ 1500
2000 , x ≥ 2000
x , otherwise
(4.16)
The PWM signals are clamped to the range [1500, 2000] µs because a PWM signal of
1500 µs corresponds to no rotation, whereas a PWM signal of 2000 µs corresponds to
maximum power. Hence a throttle in the range [0,0.5) produces no rotation, whereas a
throttle of 1 produces maximum power. For example, taking the PWM of motor 1 at a
time sample k
PWM1(k) = 2000g(k) +
1
2
Ux(k) +
1
2
Uy(k) + Uz(k) (4.17)
The structure of (4.17) is based on the followed body-frame convention, which is shown
in Figure 1.1. A moment generated by the thrust force of motor 1 equally affects the x
and y-axes, whereas, motor’s 1 CW rotation generates a positive drag torque about the
z-axis. The same logic applies on the rest of the motors.
Note that the signs of the terms in (4.15) are derived based on the spin direction
of each motor. For example, since an increase in the PWM of motor 1 produces an
increase in the quadcopter’s roll, pitch, and yaw angles, all of the terms in the PWM1
equation of (4.15) are positive.
4.3.5 Empirical Results
The PID gains listed in Table 4.1 are used in all of the following indoors experimental
and simulation tests of this chapter. Due to the non-exactly symmetric structure of the
quadcopter, the proportional gains Kp of the roll and the pitch angles are not equal.
Figure 4.6 shows the quadcopter flying during an empirical flight test, whereas the
quadcopter is mimicking the orientation of the user-held Android phone shown in the
upper-left image.
Anti-windup PID Control
The anti-windup saturation function fw in (4.9) was experimentally determined to
perform best when w = 1600. For example, Figure 4.7 shows the roll angle error when
the drone is flown with and without the function f1600 implemented. Although it may
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Figure 4.6: Multi-view image of the quadcopter during an indoors flight test.
not be immediately apparent from the figure, the MSEs in Figures 4.7b and 4.7a are
approximately 8 and 12 (degree2), respectively. This discrepancy is due to the fact
that the roll angle error is approximately zero-mean when the anti-windup logic is
implemented, whereas the error is biased with a mean around 3 without the logic. Hence
without the anti-windup logic, the PID controller will tend to windup.
Furthermore, it should be emphasized that although we tried to make the tests as
similar as possible, Figures 4.7a and 4.7b show 2 different sets of real test data. Hence
in addition to sensor noise, the reference signals in Figures 4.7a and 4.7b were not the
same because the reference signals came from a pilot attempting to keep the drone in
the confines of the laboratory. Nonetheless, the MSEs for the anti-windup controllers
tend to be noticeably less than without anti-windup measures, and the flights tend to
be much smoother.
Bumpless Control Signal
Since the purpose of the anti-derivative kick logic (4.13) is to prevent large oscillations
in the control signal, we measure the effectiveness of the anti-derivative kick measure
(4.13) by its ability to decrease the metric
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Figure 4.7: Error in the roll angle with and without anti-windup logic implemented in
the PID controller in a real flight test.
Figures Anti-derivative logic vPWM
4.8a and 4.8c No 70
4.8b and 4.8d Yes 40
Table 4.2: Validating the anti-derivative kick logic using Experiments 1 and 2 of Figure
4.8.
vS =
1
N
N∑
k=1
(Sk − Sk−1)2 (4.18)
which quantifies the variability of a signal S. Figures 4.8b and 4.8a show the PWM
control signals generated by the PID controller with and without the anti-derivative
kick approximation (4.13) implemented, where the variability metric for both signals is
reported in Table 4.2. From Table 4.2, we can see that that the anti-derivative kick
logic indeed decreases the variability in the PID controller’s PWM output.
Complete Flight Response
Figure 4.9 shows the typical control, roll and pitch responses of the system, and the
angles error during a 15 second flight test, where the PID controller is allowed to
compensate for asynchronicities, windup, and derivative kick errors. From Figure 4.9,
we can see that the modified PID controller is able to adequately track a fairly dynamic
reference signal, despite these errors, and to drive the difference between the desired
and the measured angles close to zero.
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(a) PWM of motor 1 with no anti-derivative
kick logic implemented.
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(b) PWM of motor 1 with anti-derivative kick
logic implemented.
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(c) Quadcopter’s yaw angle with no anti-
derivative kick logic implemented.
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(d) Quadcopter’s yaw angle with anti-
derivative kick logic implemented.
Figure 4.8: Anti-derivative Kick effect.
4.3.6 Simulation Results
Based on the empirical flight data we gathered during the complete flight test discussed
at the end of section 4.3.5, and using (4.5) to represent the system, with Jxx = Jyy =
Jzz/2 = 0.01 (Kg.m
2), and (4.10) as the PID controller with the gains in Table 4.1,
we use the non-uniformly time-stamped reference angles φU , θU , and ψU generated by
the user-held Android phone, and feed them to our simulation routine as the reference
signals. This enabled us to compare the actual response of the quadcopter with the
simulation behavior following the same reference signal. This is shown in Figures 4.10
and 4.11 respectively. The simulation response is clearly unstable, even though the real
system is stable and tracking fairly dynamic signals in the roll and pitch channels. The
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poor empirical performance of the yaw can be due to the used PID gains, which are not
good enough, or due to the uncertainties in model (4.5). As an example, the root locus
of the closed-loop system of the roll channel is shown in Figure 4.12. The system has
two poles outside the unit circle, which cause the instability.
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(a) Desired and current roll angles of the complete flight test.
40 45 50 55
−20
−10
0
10
Time (seconds)
Pit
ch
 an
gle
 (de
gre
es)
 
 
θdesired
θ
current
(b) Desired and current pitch angles of the complete flight test.
40 45 50 55
−20
−10
0
10
Time (seconds)
Er
ror
 (de
gre
es)
 
 
eφ
eθ
(c) Error of the roll and pitch during the complete flight test.
Figure 4.9: Complete Flight Response using the PID Controllers.
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Figure 4.10: Empirical response of the quadcpter using the hand-tuned PID gains in
Table 4.1 while tracking an empirically-generated reference signals.
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Figure 4.11: Simulated response of the quadcpter using the hand-tuned PID gains in
Table 4.1 while tracking the same empirically-generated reference signals as in Figure 4.10.
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Figure 4.12: The root locus of the closed-loop system of the roll channel when using the
hand-tuned PID gains of the roll channel in Table 4.1.
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4.4 LQI Control
Given the continuous-time state space model (4.4) of the quadcopter, we implement an
LQI controller as shown in Figure 4.13.
4.4.1 Solving for a servo problem
A servo problem is the task of controlling the quadcopter such that it follows a reference
signal. The state space model (4.4) does not imply an integral action on the error (4.1),
furthermore, robust tracking control can be achieved by extending (4.4) and introducing
an integral state vector XI ∈ R3 with the following time derivative to force the error to
converge to zero36,56
X˙I(t) = e(t) (4.19)
4.4.2 Weight matrices Q and R
The LQI optimal control law calculates the optimal gain matrix K = [KX KI ] that
minimizes a given cost function, which depends on two tunable matrices Q ∈ R(n+i)×(n+i)
and R ∈ Rm×m, where n denotes the number of elements in the state vector X, i denotes
the number of integral states in XI , and m denotes the number of control inputs.
It was found by experimental tuning that the best flight performance is achieved
when using the following qv and rv vectors as the diagonal of the Q and R matrices
respectively, and setting the rest of the elements to zero.
qv = [1.0 0.1 1.0 0.1 1.0 0.1 40.0 40.0 10.0] (4.20)
rv = [3 3 3] (4.21)
The first six elements in (4.20) correspond to the states in (4.3), whereas, the last
three ([40 40 10]) correspond to the integral states. It was found that those 3 elements
must be greater than the rest in order to get a smooth response, but not largely greater
in order to avoid overcompensating. However, making the last three elements in (4.20)
Figure 4.13: The quadcopter represented by the continuous-time model (4.4) controlled
by an LQI controller with an integral state vector XI(t) and a feedback state vector X(t).
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less than the rest results in a sluggish response. On the other hand, rv was not chosen
much larger than qv in order not to highly penalize the control inputs U .
4.4.3 State and Integral gain matrices
Using model (4.4) and the weight matrices defined by (4.20) and (4.21), the state
feedback gain matrices KX and KI were numerically found using MATLAB R2012a to
be
KX =
1.85 0.44 0 0 0 00 0 1.85 0.44 0 0
0 0 0 0 1.12 0.27

KI =
−3.50 0 00 −3.50 0
0 0 −1.72
 (4.22)
4.4.4 Control Signal to PWM
Knowing the feedback gain matrix K, the control inputs are obtained
U(t) = −KXX(t)−KIXI(t) (4.23)
After which, the last step comes, which is mapping the control signals to four PWM
signals fed to each motor. This is done in two steps:
i. Solving (4.24) for the four angular velocities ω1...4 corresponding to motors 1 ... 4
respectively.
T (t) = b(ω21(t) + ω
2
2(t) + ω
2
3(t) + ω
2
4(t))
Ux(t) =
b`√
2
(ω21(t) + ω
2
2(t)− ω23(t)− ω24(t))
Uy(t) =
b`√
2
(ω21(t)− ω22(t)− ω23(t) + ω24(t))
Uz(t) = d(ω
2
1(t)− ω22(t) + ω23(t)− ω24(t))
(4.24)
gives
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ω1 =
√
1
4b
T (t) +
1
2
√
2b`
Ux(t) +
1
2
√
2b`
Uy(t) +
1
4d
Uz(t)
ω2 =
√
ω21 −
1√
2b`
Uy(t)− 1
2d
Uz(t)
ω3 =
√
ω21 −
1√
2b`
Ux(t)− 1√
2b`
Uy(t)
ω4 =
√
1
b
T (t)− ω21 − ω22 − ω23
(4.25)
In order to maintain a level flight as much as possible, T is chosen as
T (t) = m ∗ g ∗ α(t)/(cos(θD(t)) ∗ cos(φD(t))) (4.26)
where α is a real-time throttle that can be changed through the user-held Android
device in order to control the quadcopter’s altitude.
ii. Given the angular velocities (4.25) in revolution per minute (rpm) of each motor,
the PWM sent to motor i is calculated using the experimental relation
PWMi(t) = 3.3 ∗ 10−9ω3i (t)− 3.7 ∗ 10−5ω2i (t) + 0.23ωi(t) + 8.5 ∗ 102 (4.27)
4.4.5 Simulation Results
The discrete-time model of the system (4.4) was simulated using the control inputs
(4.23) and the gains (4.22), and the results are shown in Figure 4.14. In this simulation,
an empirically generated signal from the user-held phone is used as the reference signals,
namely, φU , θU , and ψU in Figure 4.14. The figure shows that the response is able to
track the reference signal fairly enough. However, it is also clear that there is a time
delay of about 1 second between the two signals, which is also observed during the
flight test as will be discussed in section 4.4.6.
4.4.6 Empirical Results
Figure 4.15 shows the roll and pitch responses of the system during a 30 second flight
test, where the controller is allowed to compensate for the errors and to robustly track
the reference commands. From Figure 4.15, we can see that the LQI controller is able
to efficiently track a dynamic reference signal despite these errors, better than the PID
controller. However, the time lag between the desired and the current angles in Figures
4.15a and 4.15b, causes the instantaneous errors in Figure 4.15c.
With the LQI controller implemented, it was experimentally found that the quad-
copter is more stable when each of the roll and pitch angles is close to the stability
region, that is between 25 and -25 degrees, which is the linear region represented by
model (4.4).
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Figure 4.14: Simulated output of the closed-loop system using the LQI controller (4.23)
and the gains (4.22) while tracking an emperical reference signal.
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(a) Desired and current roll angles of the complete flight test.
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(b) Desired and current pitch angles of the complete flight test.
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(c) Error of the roll and pitch during the complete flight test.
Figure 4.15: Complete Flight Response using the LQI Controller.
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4.5 Conclusions
In this chapter, we designed, implemented and validated two control techniques on
a quadcopter that was stabilized by an onboard non-rooted Android phone, with no
external IMU, and no real-time implementation, and following the reference commands
generated by another user-held Android phone. First technique is an advanced model-free
PID control which accounts for measurement asynchronicities, integrator windup, and
derivative kick. We showed that the effect of these internal disturbances can destabilize
the quadcopter and prevent safe and complete flights. Furthermore, we validated
the effectiveness of the proposed controller with flight tests on a quadcopter that was
stabilized by the non-rooted Android phone. Nonetheless, the modified controller
displayed the ability to track fairly dynamic reference signals with no underlying model
for the system or signals. Second technique is a LQI optimal controller for the quadcopter
that is capable of tracking the reference commands better than the PID controller.
Finally, we experimentally validated the effectiveness of the proposed controllers with
flight tests on the quadcopter.
The proposed PID controller has the advantage over the LQI one in terms of faster
response, less lagging time, and wider applicability range of angles, on the other hand,
it looses in terms of reference commands tracking and noise rejection. However, the LQI
controller worked well in the presence of noises, disturbances, and inaccurate model
parameters such as the inertia matrix, the drag and the thrust coefficients.
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In this chapter, we develop a method for tuning the PID controllers of Android-powered
quadcopters. Specifically, since the optimization problem tends to be poorly conditioned
for such systems, off-the-shelf optimization routines perform poorly. Hence, we introduce
a novel scaling technique to improve the conditioning of the optimization problem and
obtain better minimizers. Also, we demonstrate the effectiveness of the proposed
approach by designing a reference-tracking PID controller for the attitude control of
an Android-based quadcopter, which we verify through simulation for the different
approaches and scenarios.
Figure 5.1 shows a brief overview of our control system, where the error vector e
is calculated by subtracting the measured angles vector Y from the reference angles
vectors r and then fed to the controller H. Specifically, the structure of this chapter is
based on two main points, the model chosen to represent the quadcopter (”P” in Figure
5.1), and the type of the cost function that should be minimized by our optimization
routines. Furthermore, Figure 5.2 summarizes the chapter. We use two models to
represent the quadcopter’s rotation dynamics, namely, ”Model 1” and ”Model 2” in
Figure 5.2, and for each model we define the transfer function from Figure 5.1, which
can be Y/r or e/r, for which a cost function is to be minimized. After that, we define
the mathematical formula of the cost function and run our optimization algorithms on
each of the branches of Figure 5.2. The color map of Figure 5.2 can be described as
follows:
• Green: resulted in PID gains good for empirical flights only.
• Blue: resulted in PID gains good for response simulation only.
• Red: resulted in non-convergent optimized gains or returned back the initial gains.
The following section shows the optimized gains obtained without scaling the
problem, followed by a complete discussion about our novel scaling algorithm. The rest
of the chapter takes each case in Figure 5.2 individually and discusses the obtained
results along with showing the simulated performance of the system.
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Figure 5.1: System’s overview starting from the reference command vector r up to the
measured orientation of the quadcopter Y , which defines the closed-loop system W .
Optimization Routines
Y / r e / r Y / r
poles error poles poles error
Quadcopter’s model
Model 1 Model 2
Transfer function 
Optimization focus 
Cost function
Figure 5.2: Chapter 5 Overview.
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5.1 Unscaled Optimzation
If a reference trajectory was predefined, then one could optimize a PID controller to
minimize the error (4.1) with respect to that trajectory. However, in lieu of such a
trajectory, we attempt to minimize the magnitude of the discrete-time closed-loop
poles instead, since a controller optimized in this way should work well for arbitrary
trajectories. Thus the closed-loop discrete-time transfer function from the reference
angle inputs r to the measured angles Y (see Figure 5.1) is given by
W (z) =
H(z)P (z)
I +H(z)P (z)
(5.1)
where I denotes the identity matrix. P (z) is the discrete-time model of the plant (see
equation (4.5)), and H(z) is the implemented discrete-time PID controller of the form
Ux(tk)Uy(tk)
Uz(tk)
 =
Kp,φ eφ(tk)Kp,θ eθ(tk)
Kp,ψ eψ(tk)
+ k∑
j=1
(tj − tj−1)
Ki,φ eφ(tj)Ki,θ eθ(tj)
Ki,ψ eψ(tj)

+
1
tk − tk−1

Kd,φ
(
eφ(tk)− eφ(tk−1)
)
Kd,θ
(
eθ(tk)− eθ(tk−1)
)
Kd,ψ
(
eψ(tk)− eψ(tk−1)
)

(5.2)
to account for asynchronous data, as in5, where k + 1 denotes the number of discrete
samples. Hence, letting
x , [Kφ Kθ Kψ] ∈ R1×9
Kj , [Kp,j Ki,j Kd,j ]
(5.3)
and letting f(x) ∈ Cm denote the sorted vector of m closed loop poles for the discrete-
time system (5.1), we will attempt to robustly minimize
G(x) = ‖f(x)‖22 (5.4)
using MATLAB’s lsqnonlin which solves nonlinear least-squares problems.
5.1.1 Results
Experimentally, we know that the gain vector
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x? = [ K?φ K
?
θ K
?
ψ ]
K?φ = [ 180 4 20 ]
K?θ = [ 160 4 20 ]
K?ψ = [ 150 4 10 ]
(5.5)
performs well. Hence, we will use x? as an initial guess for the optimization routine.
However, in addition to x?, we would like to consider initial guesses at different scales
to make sure that we did not miss a solution during the tuning process. Therefore, as
initial guesses for the optimization routine, we consider gains of the form
◦
x = αx? ∈ R1×9 (5.6)
where α = −4,−3,−2,−1, 1, 2, 3, 4, 5.
Unfortunately, Figure 5.3 shows that the optimization process returns proportional
and integral gains almost identical to their initial guesses, exiting with unacceptably
large jacobians for all of the initial guesses. For example, using an initial guess of −4x?,
lsqnonlin exits with the jacobian
J−4x?,uns,opt =
[ −0.0007 0.0000 0.0001
. . . −0.0007 0.0000 0.0001
. . . −0.0016 0.0000 −0.0068 ]
∈ R1×9 (5.7)
despite decreasing the variable tolerance TolX from 10−5 to 10−8, decreasing the function
tolerance TolFun from 10−5 to 10−8, and increasing the maximum iteration count from
400 to 1000. Thus, it appears that the optimizer is unable to find even local minimizers.
Furthermore, decreasing the left limit of α down to -10, and increasing the right limit
up to 10, the elements of the jacobian vector using different initial guesses (5.6) are
shown in Figure 5.4. At each initial guess, the jacobian has a different scale for each
optimization parameter in (5.3), which also indicates that the optimization routine
terminates before having all the jacobian elements equal to zero. Calculating the norm
of the jacobian using each initial guess is plotted in Figure 5.5. The norm of the jacobian
is never less that 0.005 over the extended range of α, which is still an unacceptable
value for the optimizer to exit at. This stresses the point that the optimizer is unable
to find even local minimizers.
Moreover, further decreasing both the function and optimization variables tolerances
(TolFun and TolX) to 10−10, and increasing the maximum number of iterations (MaxIter)
from 400 to 100000, the optimization routine still exits with the relatively large jacobian
J−4x?,uns,stringent,opt =
[ −0.0005 0.0000 0.0300
. . . −0.0005 0.0000 0.0303
. . . −0.0051 0.0001 0.0167 ]
∈ R1×9 (5.8)
despite taking 9 hours to run. Therefore, since
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Figure 5.3: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
MATLAB’s lsqnonlin to minimize (5.4) with the initial guesses
◦
Kj .
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Figure 5.4: The jacobian vector J obtained by minimizing (5.4) using MATLAB’s
lsqnonlin at different initial guesses (5.6) with α = −10,−9, · · · − 1, 1, . . . , 10.
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Figure 5.5: Norm of the jacobian vector J obtained by minimizing (5.4) at different initial
guesses (5.6) with α = −10,−9, · · · − 1, 1, . . . , 10.
1) several optimization variables (the proportional and integral gains) were essentially
untouched by the optimization for all of the initial guesses we considered,
2) the optimizer exits with unreasonably large jacobians, despite scaling the initial
guesses over a wide range α,
3) the optimizer exits with unreasonably large jacobians, despite choosing stringent
tolerances,
we conclude that the cost function (5.4) is ill-conditioned.
5.2 Jacobian-Based Optimization Algorithm
Since we believe that the optimization routine is not converging to a local minimizer
due to scaling, we will pre-scale the optimization problem to be equally sensitive to
all of the components of the initial guess. For example, at the initial guess −4x?, the
jacobian of the cost function (5.4) is found to be
J−4x? =
[ −0.0107 −0.0001 −1.1365
. . . −0.0106 −0.0001 −1.1209
. . . −0.0001 0.0000 −0.0038 ]
∈ R1×9 (5.9)
Hence instead of optimizing G(x) directly, which is clearly insensitive to the initial
integral gains, we instead optimize the scaled cost function
h(
◦
x, y) = G(D(
◦
x)y +
◦
x) (5.10)
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with the initial guess y = 0, where D(
◦
x) is a diagonal matrix chosen so that
∂h(x, y)
∂y
∣∣∣∣
(
◦
x,0)
≈ [1 . . . 1] (5.11)
Specifically, letting
J(◦x) , ∂G(x+
◦
x)
∂x
∣∣∣∣∣
0
(5.12)
we choose
D(
◦
x) = diag
(
1
max(, J1(
◦
x))
, . . . ,
1
max(, J9(
◦
x))
)
(5.13)
Furthermore, we apply this technique iteratively, as described in Algorithm 2, to ensure
that the optimization has not converged to a new poorly conditioned point.
Using our jacobian-based scaling technique, we re-calculate the jacobian at the
initial guess −4x?, but this time, for the cost function (5.10) instead of (5.4) (see (5.9)),
which gives
J−4x? =
[ 0.9988 0.9730 1.0004
. . . 0.9996 0.9706 1.0126
. . . 0.9950 0.9812 1.0000 ]
∈ R1×9 (5.14)
which shows that the optimization problem now has equal sensitivity to all of the
components of the initial guess.
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Algorithm 2 Jacobian-based optimization of the PID controllers gains
Given
◦
x, tolerance , and maximum iteration count N.
◦
x := argmin
x
||G(x)|| with initial guess ◦x
for n = 1, . . . ,N do
J(◦x) , ∂G(x+
◦
x)
∂x
∣∣∣∣
0
D(
◦
x) = diag
(
1
max(,J1(
◦
x))
, . . . , 1
max(,J9(
◦
x))
)
h(
◦
x, y) = G(D(
◦
x)y +
◦
x)
y := argmin
y
||h(◦x, y)|| with initial guess y = 01x9
◦
x := D(
◦
x)y +
◦
x
end for
return
◦
x
Please note that throughout this chapter we are using MATLAB’s lsqnonlin with
Levenberg-Marquardt algorithm to minimize the cost function.
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5.3 Transfer Function Y/r Optimization
In this section we consider the quadcopter’s model (4.5) (”Model 1” in Figure 5.2) along
with the closed-loop system (5.1), we apply both the unscaled optimization and the
jacobian-based optimization routines presented in sections 5.1 and 5.2 respectively on
the closed-loop system. We do so once by taking the cost function as a function of
the poles, and then by taking it as a function of the error, as shown in Figure 5.2.
This is further discussed in the following sections. Furthermore, we use the following
color/shape notation to plot and represent the optimized PID gains sets in the following
figures of this chapter. Specifically, a PID gains set represented by:
• three blue circles ◦, represents a set obtained from unscaled optimization and
resulted in an unstable simulated response of the closed-loop system (5.1).
• three red asterisk ∗, represents a set obtained from jacobian-based optimization
and resulted in an unstable simulated response of the closed-loop system (5.1).
• three green shapes (either ◦ or ∗), represents a set resulted in a stable simulated
response of the closed-loop system (5.1).
Introducing the stability analysis into the figures helps in showing that using some
certain cost functions, the jacobian-based optimization always performed well in terms
of driving the system (5.1) from instability to stability region.
5.3.1 The Cost as a Function of the Closed-Loop Poles
The Cost as the Norm of the Squared Closed-Loop Poles
In this section, the cost function is defined as the Euclidean norm of the element-wise
squared poles vector
cost =
√√√√ j∑
i=1
|pole2i |2 (5.15)
where j denotes the number of poles. The optimized gains obtained from Algorithm 2
with N= 1 and N= 10 using the cost function (5.15) are shown in Figures 5.6 and 5.7
respectively, where they are compared to the gains using unscaled optimization (N= 0).
From Figure 5.6, one can see that after one iteration (N=1), the optimizer starts moving
the estimates away from the initial guesses, but still, without showing convergent
behavior neither in the proportional nor in the integral gains. Furthermore, from Figure
5.7, and after 10 iterations (N=10), the optimizer appears to be converging to the same
proportional and derivative gains, regardless of the initial guess, and resulting in a
bigger number of gains sets that stabilize the system (5.1).
Moreover, to prove the efficiency of our proposed Algorithm 2 at N=10, we show in
Figure 5.8 how the value of the cost function decreases over the course of the algorithm
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Figure 5.6: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj and the cost function (5.15). ◦: N= 0, ∗: N= 1.
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Figure 5.7: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj and the cost function (5.15). ◦: N= 0, ∗: N= 10.
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Figure 5.8: Reduction in the function’s value at the initial guess 5x? over N = 10 iterations
when applying Algorithm 2 with the cost function (5.15).
given the initial guess 5x?, where the x-axis denotes the number of subiterations in
lsqnonlin, and n denotes the major iteration in Algorithm 2. The algorithm reduced
the value of the cost function from 22 at n = 1 to approximately 3.6 at n = 10.
Figure 5.9 shows the complete picture, specifically, it shows that Algorithm 2 always
achieves lower objective costs than unscaled optimization, sometimes by a considerable
margin. Furthermore, it accomplishes this in approximately 10 minutes, which is a
considerable improvement over the 9 hours that the unscaled optimization needs to
achieve worst results.
We validate the gains obtained from Algorithm 2 by simulating the aggregate
dynamic system (5.1) at 120Hz, with Jxx = Jyy = Jzz/2 = 0.01 (Kg.m
2), the PID gains
in Table 5.1, the reference signal
φR(tk)θR(tk)
ψR(tk)
 =
 sin(tk)2sin(tk)
3sin(tk)
 (5.16)
and the initial conditions
φR(t1)θR(t1)
ψR(t1)
 =
00
0

X(t1) = [0 0 0 0 0 0]
T
(5.17)
Specifically, we simulate the closed-loop system (5.1) using a fixed sampling time equals
to the mean value M in (2.2) obtained from the histogram shown in Figure 2.5.
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Figure 5.9: Value of the objective function G as defined in (5.15) at gains optimized using
MATLAB’s lsqnonlin (blue), and gains optimized using Algorithm 2 (red), and over a
scaling range α = −4,−3, . . . ,−1, 1, . . . , 5.
Kp Ki Kd
Roll φ 50 348 2
Pitch θ 48 370 2
Yaw ψ 28 319 1
Table 5.1: Rounded average of the jacobian-based optimized gains in Figure 5.7 at N=10.
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Figure 5.10: Simulated output of the closed-loop while tracking the sinusoidal reference
signals (5.16) and using the optimized PID gains of Table 5.1.
Figure 5.10 shows the response of the closed-loop system (5.1) tracking sinusoidal
reference signals in all three channels. The figure shows accurate tracking performance
of fairly dynamic reference signals for the roll, pitch, and yaw. Furthermore, Figure 5.11
shows the tracking errors. From these figures, we can see that the PID gains obtained
from Algorithm 2 result in good reference-tracking responses, with typical errors less
than 0.04 degree. Conversely, the simulated response using the initial PID gains x? is
unstable, as shown in Figure 5.12.
Moreover, Figure 5.13 shows a comparison between the function value obtained
by optimizing the cost function (5.15) using stringent tolerances and high maximum
number of iterations on one side, and by optimizing the scaled problem using the
proposed jacobian-based method on the other side. in Figure 5.13a, the lowest function
value was obtained using the initial guess x? and turned to be approximately 5, which
was reached after more than 9000 iterations and 9 hours of computation time, whereas,
in Figure 5.13b, which shows the optimization process using our jacobian-based method,
the function value was reduced to approximately 3.8 in 10 minutes only at the initial
guess 5x?.
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Figure 5.11: Roll, pitch, and yaw errors when using the optimized PID gains of Table
5.1.
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Figure 5.12: Closed-loop simulation response when using the initial PID gains x? and
tracking the sinusoidal reference signals (5.16).
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(a) Highest and lowest function values obtained by optimizing the unscaled problem using
stringent tolerances.
(b) Highest and lowest function values when using the jacobian-based optimization method at
the final iteration n = 10.
Figure 5.13: Highest and lowest function values obtained from optimizing the unscaled
problem using stringent tolerances (a) and from the jacobian-based method (b), over all
the initial guesses (5.6), where α = −4,−3,−2,−1, 1, 2, 3, 4, 5.
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α N TolFun TolX MaxFunEvals
Value -4,-3,-2,-1,
1,2,3,4,5
10 10−5 10−5 10000
Table 5.2: Parameters used for both unscaled and jacobian-based optimization.
The Cost as the Sum of the Absolute Values of the Closed-Loop Poles
In this section, the cost function is defined as
cost =
j∑
i=1
|polei| (5.18)
where j denotes the number of poles, and hence, the summation of the absolute values
of the closed loop system poles is to be minimized. For the rest of the analysis of this
chapter, we fix the optimization parameters to those listed in Table 5.2, unless otherwise
stated.
Figure 5.14 shows the optimization results of both the scaled and the unscaled
routines with the cost function as defined in (5.18). One can see that the proportional
and derivative gains converge to certain values. However, due to the large scale, it
is hard to say if each gain converges to the same exact value under different initial
conditions or not. Figure 5.15 shows only the stable results of Figure 5.14 that were
obtained from the jacobian-based optimization.
Through out the rest of this chapter, and when a convergence behavior is observed,
we follow the approach below:
• First, we only consider the stable optimized gains of the jacobian-based routine
(∗), and re-plot them in another figure with the axes re-scaled to better observe
the convergence.
• Second, we take the average of each optimized gain under different initial values,
and tabulate the resulting 9 gains.
• Finally, we validate the gains obtained from Algorithm 2 by using an empirically
generated reference signal to simulate the aggregate dynamic system (5.1) with
Jxx = Jyy = Jzz/2 = 0.01 (Kg.m
2), the averaged gains of the previous step, and
the initial conditions
φU (t1)θU (t1)
ψU (t1)
 =
00
0

X(t1) = [0 0 0 0 0 0]
T
(5.19)
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Figure 5.14: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj and the cost (5.18).
Specifically, we simulate the closed-loop system (5.1) using a non-uniformly
distributed time vector (with variant sampling time) that was used to time-stamp
the reference signals generated by the user-held Android device during a flight
test. Please note that the mean value M in (2.2) is only used as the sampling
time at which the continuous-time model (4.4) is descritized before starting the
optimization process, but not for simulating the response. Considering variant
sampling time adds more truthfulness to the obtained results since it reflects the
real case scenario of our setup.
Applying the above approach on the gains of Figure 5.14 gives Figure 5.15, Table
5.3, and Figure 5.16. Figure 5.15 shows that the proportional and the integral gains
indeed converge to some certain values, in contrast to the derivative gains which show
no convergence characteristics. An excellent simulation response is obtained and shown
in Figure 5.16. Using the optimized gains obtained from Algorithm 2, the system was
able to accurately track the reference signal. The few instances of pulses that appear in
the response (for example, in the pitch response, at approximately second 48), are due
to the lack of anti-derivative kick implementation in this stage.
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Figure 5.15: Jacobian-based optimized PID gains in Figure 5.14 resulting in a stable
closed-loop system.
Kp Ki Kd
Roll φ 46 14 2
Pitch θ 45 26 2
Yaw ψ 19 13 1
Table 5.3: Rounded average of the gains in Figure 5.15.
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Figure 5.16: Simulated output of the closed-loop while tracking an empirically-generated
reference signals and using the optimized PID gains of Table 5.3.
The Cost as the Biggest Closed-Loop Pole
In this section, the cost function is defined as
cost = maximum(|poles|) (5.20)
With our discrete-time system (5.1), and by considering the cost function (5.20), the
optimization routines try to push the biggest pole to zero. An extra benefit obtained by
adopting such a cost function is stability, which is clearly seen in Figure 5.17, whenever
the values of the initial gains are larger than 0, the jacobian-based optimization algorithm
always returned optimized gains with stable closed-loop system. However, Figure 5.18
shows when we consider only those gains. Even though these gains stabilized the system,
they are not converging to a certain value, and they are distributed within a wide range,
specially the proportional gains. Going through the same pipeline as before, we average
those optimized gains of Figure 5.18 and tabulate them in Table 5.4, and simulate the
response as shown in Figure 5.19, which clearly shows that the system is unable to track
the reference signals and also unstable.
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Figure 5.17: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj and the cost (5.20).
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Figure 5.18: Jacobian-based optimized PID gains in Figure 5.17 resulting in a stable
closed-loop system.
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Kp Ki Kd
Roll φ 306 22 6
Pitch θ 359 25 2
Yaw ψ 187 12 1
Table 5.4: Rounded average of the gains in Figure 5.18.
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Figure 5.19: Simulated output of the closed-loop while tracking an empirically-generated
reference signals and using the optimized PID gains of Table 5.4.
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5.3.2 The cost as a function of the error
In this section, we considered the following cost functions
• ISE
cost =
n∑
k=1
e2k(tk − tk−1) (5.21)
• IAE
cost =
n∑
k=1
|ek|(tk − tk−1) (5.22)
• ITSE
cost =
n∑
k=1
tke
2
k(tk − tk−1) (5.23)
• ITAE
cost =
n∑
k=1
tk|ek|(tk − tk−1) (5.24)
• ISAvE
cost =
1
n
n∑
k=1
e2k(tk − tk−1) (5.25)
where n+ 1 denotes the number of samples
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We perform both the unscaled and jacobian-based optimization using the actual
step response, and hence, the error vector in channel φ for example, is defines as
eφ = 1− Y (φ) (5.26)
Both the unscaled and jacobian-based optimization routines always returned the
initial guesses without any observed convergence in the gains when considering the cost
functions (5.21)-(5.25). Due to the similarity in the results, we only show in Figure
5.20 the optimization output when considering the cost function (5.21), for further plots
and results, please refer to section A.2.1 in the appendix. Regardless how stringent the
parameters in Table 5.2 we make, the optimized gains were always as those in Figure
5.20, and the optimization routines always terminate prematurely with unrealistically
large jacobians. For example, at the initial guess 5x?, the unscaled optimization routine
terminated with the following jacobian
J5x? =
10102 · [ 0.0017 0.0000 0.2349
. . . 0.0005 0.0000 0.0746
. . . 0.0116 0.0001 1.5601 ]
∈ R1×9 (5.27)
whereas, when using Algorithm 2, it terminated with the following jacobian
J5x? =
10101 · [ 0.0063 0.0000 0.8683
. . . 0.0054 0.0000 0.7457
. . . 0.0428 0.0003 5.7678 ]
∈ R1×9 (5.28)
which suggests that an error-based cost function is not a good choice for such an
optimization problem.
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Figure 5.20: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj and the cost (5.21).
5.4 Transfer Function e/r Optimization
In this section, we consider the system from the reference signal r to the errors vector e
in Figure 5.1, whose transfer function is derived as follows
The error vector e(z) is
e(z) = r(z)− Y (z) (5.29)
and the output Y (z) can be described as
Y (z) = e(z)H(z)P (z) (5.30)
substituting (5.29) in (5.30) yields
Y (z) = (r(z)− Y (z))H(z)P (z) (5.31)
= r(z)H(z)P (z)− Y (z)H(z)P (z) (5.32)
which gives
Y (z) = r(z)
H(z)P (z)
I +H(z)P (z)
(5.33)
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Kp Ki Kd
Roll φ 50 348 2
Pitch θ 48 370 2
Yaw ψ 28 319 1
Table 5.5: Rounded average of the gains in Figure 5.22.
thus, by substituting (5.33) in (5.29)
e(z) = r(z)− r(z) H(z)P (z)
I +H(z)P (z)
(5.34)
simplifying (5.34) gives
e(z)
r(z)
=
I
I +H(z)P (z)
(5.35)
5.4.1 The Cost as a Function of the Closed-Loop Poles
The Cost as the Norm of the Squared Closed-Loop Poles
First, we consider the cost function to be
cost =
√√√√ j∑
i=1
|pole2i |2 (5.36)
and optimize the problem using both the unscaled and the jacobian-based optimization
routines. The results are demonstrated in Figure 5.21, which shows a convergence
behavior in almost all optimized gains obtained from the jacobian-based routine. Fur-
thermore, using the cost function (5.36), the number of optimized gains that stabilize
the closed-loop system is much bigger than those obtained using other cost functions.
Hence, we consider only those optimized gains creating a stable closed-loop system and
show them in Figure 5.22. Those gains are then averaged and given in Table 5.5. The
simulated response of the closed-loop system (5.1) using the PID gains in Table 5.5 is
shown in Figure 5.23. The response shows high tracking ability in all three channels,
which indicates that using Algorithm 2 along with the cost function (5.36), is able to
tune the PID controller gains and obtain excellent response.
The Cost as the Biggest Closed-Loop Pole
Here, we consider the cost function to be
cost = maximum(|poles|) (5.37)
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Figure 5.21: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj and the cost (5.36).
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Figure 5.22: Jacobian-based optimized PID gains in Figure 5.21 resulting in a stable
closed-loop system.
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Figure 5.23: Simulated output of the closed-loop system (5.1) while tracking an empirically-
generated reference signals with varient sampling time and using the optimized PID gains
of Table 5.5.
Kp Ki Kd
Roll φ 306 22 5
Pitch θ 359 25 5
Yaw ψ 187 12 2
Table 5.6: Rounded average of the gains in Figure 5.25.
and optimize the problem using both the unscaled and the jacobian-based optimization
routines. The results are demonstrated in Figure 5.24, which shows a convergence
behavior both in the proportional and the derivative gains obtained from the jacobian-
based routine, but not in the integral ones. Furthermore, we consider only those
optimized gains creating a stable closed-loop system and show them in Figure 5.25.
We tabulate the averaged gains in Table 5.6 and use them to simulate the system’s
response, which is shown in Figure 5.26. Similar to the simulation results obtained in
Figure 5.19 using the cost function (5.20), the response is unstable, and hence, unable
to track the reference angles.
As a side note, we also optimized the PID controllers gains considering the e/r
transfer function and using the cost function (5.18). The simulation results obtained
were similar to those presented earlier in Figure 5.16.
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Figure 5.24: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj and the cost (5.37).
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Figure 5.25: Jacobian-based optimized PID gains in Figure 5.24 resulting in a stable
closed-loop system.
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Figure 5.26: Simulated output of the closed-loop while tracking an empirically-generated
reference signals and using the optimized PID gains of Table 5.6.
5.5 PID Gains Optimization for an Extended Mathemat-
ical Model
This section follows a slightly different approach from above, whereas, in Sections 5.3
and 5.4, we applied our jacobian-based optimization scaling routine (Algorithm 2) using
a variety of transfer and cost functions on the dynamic model 4.4 after descritizing it, and
then observed and analyzed the obtained optimized gains, and simulated the performance
using them, we follow almost an opposite approach in this section. Specifically, we
extend model 4.4 with damping and stiffness terms, and tune their values along with
the inertias Jxx, Jyy, and Jzz, then we descritize the new model at a sampling time
equals to 0.0083 s (see (2.2)) and apply Algorithm 2 on this new model until we get a
PID gains set that empirically stabilizes the quadcopter, and not only in simulation as
obtained before, and at the same time, as close as possible to those gains in Table 4.1.
Doing so also helps in further validating the efficiency of Algorithm 2 by applying it on
new models, and in isolating the reason beyond the discrepancy appeared between the
hand-tuned PID gains in Table 4.1, and the variety of gains sets obtained by applying
Algorithm 2. So we test the algorithm on this extended model of the quadcopter, and
we simulate the results as well. Furthermore, even though model 4.4 is considered as
an inaccurate representation of our system, it was enough to design an LQI controller
that can successfully fly the quadcopter, and for that, we follow the same procedures to
check how representative our new model of the physical system is, that is, by designing
an LQI controller for the quadcopter based on the extended mathematical model of
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this section, implementing the controller on the quadcopter, and performing an indoors
flight test. If the new LQI controller was able to stabilize the quadcopter empirically,
then this suggests that the extended model is a good representation of the system, and
when used with Algorithm 2 to tune the PID gains, it results in gains compatible with
those hand-tuned ones. In case the new LQI could not stabilize the quadcopter, then
this only means that the extended model is not a good representation of the dynamics.
In this section, we address the very right-hand side of Figure 5.2, namely, Model 2.
The new model is extended in the sense that we added stiffness and damping terms to
the system’s mathematical model (4.4), so that the dynamics can be rewritten in the
continuous-time state space model form as
X˙(t) =

0 1 0 0 0 0
−Kx
Jxx
−Dx
Jxx
0 0 0 0
0 0 0 1 0 0
0 0
−Ky
Jyy
−Dy
Jyy
0 0
0 0 0 0 0 1
0 0 0 0 −KzJzz
−Dz
Jzz

X(t) +

0 0 0
`
Jxx
0 0
0 0 0
0 `Jyy 0
0 0 0
0 0 1Jzz

U(t)
Y (t) =
1 0 0 0 0 00 0 1 0 0 0
0 0 0 0 1 0
X(t)
(5.38)
Furthermore, we consider the inertias to be Jxx = Jyy = Jzz/2 = 0.1 (Kg.m
2), which
are 10 times larger than the inertias obtained from the Bifilar test stand (3.9). In the
following sections, we use the discrete-time form of model (5.38) and apply Algorithm 2
along with the unscaled optimization routine, once by considering only stiffness in the
system with the damping elements set to zeros, and then by considering only damping
in the system and setting the stiffness elements to zeros, and finally, by considering the
model with both damping and stiffness elements. Furthermore, we validate the results
through simulation and empirical flights when possible.
5.5.1 Stiff System
Setting each of the stiffness coefficients in equation (5.38) to 85, and considering the
closed-loop system (5.1) with P (z) as the discrete form of (5.38) at 0.0083 s, we run
the optimization routines first by considering a poles-based cost function and then
error-based cost functions, as discussed below.
The Cost as a Function of the Closed-Loop Poles
With the cost function
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Figure 5.27: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj , the cost (5.39), and the discrete-time form of model
(5.38) with each Kx,y,z = 85 and Dx,y,z = 0.
cost =
√√√√ j∑
i=1
|pole2i |2 (5.39)
we run both the unscaled and jacobian-based optimization routines. The optimized gains
are shown in Figure 5.27, where the convergence behavior is obvious in the proportional
and derivative gains. Therefore, we follow the approach of the previous sections of
considering only the jacobian-based optimized gains which stabilize the closed-loop
system and re-plot them in Figure 5.28. After that, we average these gains and list them
in Table 5.7. Please note that the gains in Table 5.7 are close to those hand-tuned ones
given in Table 4.1. Therefore, we do not only validate the results through simulation,
but also empirically. Simulation and Empirical responses are both plotted in Figure
5.29. Even though the simulation response is stable, it is highly damped. However,
empirical responses show much better tracking properties than in the simulation case,
but still, the response is slower than needed and relatively big errors were obtained.
By increasing the inertias 10 times from those obtained from the Bifilar test (see
(3.9)), and by adding stiffness coefficients on all three axes, Algorithm 2 was able to
tune the gains and give results very close to those we believe are good enough (based
on our experimentation) to fly the quadcopter stably and track a reference signal.
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Figure 5.28: Jacobian-based optimized PID gains in Figure 5.27 resulting in a stable
closed-loop system.
Kp Ki Kd
Roll φ 173 12 22
Pitch θ 175 12 22
Yaw ψ 133 12 10
Table 5.7: Rounded average of the gains in Figure 5.28.
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Figure 5.29: Empirical and simulation responses of the quadcpter while tracking an
empirically-generated reference signals and using the optimized PID gains of Table 5.7.
The Cost as a Function of the Error
In this part of the work, we consider the following cost functions
• ISE
cost =
n∑
k=1
e2k(tk − tk−1) (5.40)
• IAE
cost =
n∑
k=1
|ek|(tk − tk−1) (5.41)
• ITAE
cost =
n∑
k=1
tk|ek|(tk − tk−1) (5.42)
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Figure 5.30: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj , the cost (5.40), and the discrete-time form of model
(5.38) with each Kx,y,z = 85 and Dx,y,z = 0.
• ISAvE
cost =
1
n
n∑
k=1
e2k(tk − tk−1) (5.43)
where n+ 1 denotes the number of samples
For each one of the cost functions (5.40) to (5.43), we optimize the PID gains using
both the unscaled and the jacobian-based optimization routines using the actual step
response. The results are shown in Figures 5.30 to 5.33 respectively. Unfortunately,
using the cost functions (5.40) to (5.43), the optimized gains either did not converge, or
converged to unrealistic values.
5.5.2 Damped System
Introducing damping coefficients of Dx,y,z = 10 to the model (5.38), setting the stiffness
coefficients to zeros, considering the cost function
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Figure 5.31: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj , the cost (5.41), and the discrete form of model
(5.38) with Kx,y,z = 85 and Dx,y,z = 0.
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Figure 5.32: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj , the cost (5.42), and the discrete-time form of model
(5.38) with Kx,y,z = 85 and Dx,y,z = 0.
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Figure 5.33: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj , the cost (5.43), and the discrete-time form of model
(5.38) with Kx,y,z = 85 and Dx,y,z = 0.
cost =
√√√√ j∑
i=1
|pole2i |2 (5.44)
and running the unscaled and the jacobian-based optimization routines on the discrete-
time system of model (5.38) (descrtized at 0.0083 s) gave the optimized gains shown in
Figure 5.34. The gains are either not converging, as in the case of the integral gains, or
converging to some unrealistic values as in the case of the proportional and derivative
gains.
5.5.3 Stiff and Damped System
Applying both optimization routines on model (5.38) when descritized at 0.0083 s, with
Dx,y,z = 10 and Kx,y,z = 85, and by considering the cost function
cost =
√√√√ j∑
i=1
|pole2i |2 (5.45)
optimized the gains as shown in Figure 5.35. Generally, none of the optimized gains
converged, with unrealistically large proportional gains that cannot stabilize the system
neither in simulation nor empirically.
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Figure 5.34: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj , the cost (5.15), and the discrete-time form of model
(5.38) with each Kx,y,z = 0 and Dx,y,z = 10.
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Figure 5.35: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj , the cost (5.15), and the discrete-time form of model
(5.38) with each Kx,y,z = 85 and Dx,y,z = 10.
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Figure 5.36: Simulated response of the discrete-time form of model (5.38) with Kx,y,z = 85,
Dx,y,z = 0, an LQI controller with the weight matrices defined by (4.20) and (4.21), and
following an empirically generated reference signal with variant sampling time.
5.5.4 LQI Control Analysis
Even though the jacobian-based optimization using the discrete-time form of model
(5.38) gave optimized gains very close to the hand-tuned ones, which we know that they
are good gains from the empirical point of view, model (5.38) might still not be a good
representation of the quadcopter system. To further investigate this point, we design an
LQI controller for the quadcopter using (5.38) with Kx,y,z = 85 and Dx,y,z = 0, which
is the model whose discrete-time equivalent, when used with Algorithm 2, resulted
in empirically valid PID gains sets given in Table 5.7. Furthermore, we validate the
resulted controller through simulation and real flight, once by using the same weight
matrices previously used with model (4.4), namely, equations (4.20) and (4.21), and
once after tuning them.
Figure 5.36 shows the simulated response of the discrete-time form of model (5.38)
with Kx,y,z = 85, Dx,y,z = 0, and controlled by an LQI controller with qv and rv as in
(4.20) and (4.21) respectively, and following an empirically generated reference signal
with variant sampling time. The response is unresponsive, and the controller was unable
to generate a control input to track the reference signals.
Furthermore, Figure 5.37 shows the simulated response of the discrete-time form of
model (5.38) with Kx,y,z = 85, Dx,y,z = 0, and controlled by an LQI controller with qv
and rv tuned as
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Figure 5.37: Simulated response of the discrete-time form of model (5.38) with Kx,y,z = 85,
Dx,y,z = 0, an LQI controller with the weight matrices defined by (5.46) and (5.47), and
following an empirically generated reference signal with variant sampling time.
qv = [1.0 0.1 1.0 0.1 1.0 0.1 700.0 700.0 700.0] (5.46)
rv = 10
−4 · [1 1 1] (5.47)
and following an empirically generated reference signal at variant sampling time. The
response is satisfactory. The output was able to dynamically track the reference signals
keeping the error less than 4 degrees during the whole simulation.
Implementing the above untuned and tuned LQI controllers on the quadcopter and
empirically testing them did not result in successfully stable flights. Specifically, the
quadcopter flipped around immediately after turning on the motors and before taking
off. Figure 5.38 shows the scenario of using the discrete form of model (5.38) and the
weight matrices defined by (4.20) and (4.21). The state feedback gain matrices KX and
KI were numerically found using MATLAB R2012a to be
KX =
−0.63 0.19 0 0 0 00 0 −0.63 0.19 0 0
0 0 0 0 −0.31 0.19

KI =
−3.65 0 00 −3.65 0
0 0 −1.82
 (5.48)
99
5. PID GAINS OPTIMIZATION
0 5 10 15
-200
0
200
? 
(de
g) ?U
?D
0 5 10 15
-100
0
100
3 
(de
g) 3U
3D
0 5 10 15
Time (seconds)
-200
0
200
A 
(de
g) AU
AD
Figure 5.38: Empirical response of the quadcopter controlled by an LQI controller with
the weight matrices defined by (4.20) and (4.21) designed for the discrete-time form of
model (5.38) with Kx,y,z = 85, Dx,y,z = 0.
During the test shown in Figure 5.38, the roll, pitch, and yaw orientation of the user-
held device were always zeros, and only the throttle was increased, which supposedly,
should make the quadcopter take off while maintaining 0 degrees in all three angles.
At approximately the 12th second, and before taking off, the quadcopter flipped on its
upper side. The behavior in which the quadcopter’s angles jump sharply from 180 to
-180 was discussed in section 2.4 and Figure 2.9.
Considering tuning the LQI controller, specifically, using the weight matrices defined
by (5.46) and (5.47), the state feedback gain matrices KX and KI were numerically
found using MATLAB R2012a to be
KX =
60.65 25.50 0 0 0 00 0 60.65 25.50 0 0
0 0 0 0 156.55 18.36

KI =
−1929.60 0 00 −1929.60 0
0 0 −1366.20
 (5.49)
Empirically testing the tuned LQI controller with the gain matrices (5.49), resulted in
the response shown in Figure 5.39, where the quadcopter flipped again on its upper side
at approximately the 9th second without being able to taking off. This suggests that
model (5.38) with Kx,y,z = 85, Dx,y,z = 0, when descritized and used to design an LQI
controller that was shown in Figure 5.37 to work very well in simulation when tuned, is
not a good representation of the quadcopter’s dynamics.
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Figure 5.39: Empirical response of the quadcopter controlled by an LQI controller with
the weight matrices defined by (5.46) and (5.47) designed for the discrete-time form of
model (5.38) with Kx,y,z = 85, Dx,y,z = 0.
5.6 Conclusions and Summary
In this chapter, we developed a method for tuning the PID controllers of Android-powered
quadcopter. Specifically, since the optimization problem tends to be poorly conditioned
for such systems, off-the-shelf optimization routines performed poorly. Hence, we
introduced a novel scaling technique to improve the conditioning of the optimization
problem and obtain better minimizers. Also, we demonstrated the effectiveness of the
proposed approach by designing a reference-tracking PID controller for the attitude
control system of an Android-based quadcopter, which we verified through simulation.
Specifically, simulations showed that the closed-loop system using the optimized PID
gains was capable of robustly tracking sinusoidal and empirically-generated reference
signals with variant sampling time.
The chapter showed, when using of-the-shelf optimization routines, that optimizing
the PID gains of the roll, pitch, and yaw channels, considering the cost function in
terms of the poles of the closed-loop discrete-time system, and over many scales of
the initial guesses of the gains, always returned the initial proportional and integral
gains back, with the optimization routine exiting at unacceptably large jacobians.
Furthermore, same results were obtained even when considering wider range of initial
gains scaling or when using stringent optimization tolerances. The chapter also shows
that the optimization routine, when using our novel jacobian-based scaling algorithm,
was able to tune the PID gains and give back converging sets that performed very
well in simulation. Considering an extended mathematical model of the quadcopter, in
which we added stiffness terms and tuned them along with the inertias such that when
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applying our jacobian-based optimization routine, we get back an empirically-working
optimized PID gains set, helped in rolling out Algorithm 2 as being the reason beyond
the discrepancies between the values of the hand-tuned PID gains and the values of
those obtained when applying Algorithm 2 on the different combinations of transfer and
cost functions. This left us with the conclusion that model 4.4 is not accurate enough
and actually the reason beyond these discrepancies.
Table 5.8 shows a comprehensive summary of this chapter, it also includes some
results from Chapter 4 to better clarify the research flow. We considered two transfer
functions, namely, Y/r, and e/r, and for each of these transfer functions, we considered
a few cost functions, either in terms of the system’s poles, or the error in the system
when following a step response. For each scenario, we both optimized the problem via
the unscaled and our novel jacobian-based optimization algorithms, then we validated
the results both in simulation and empirically when possible. A Xsymbol in Table 5.8
denotes a stable response, whereas an × sign denotes an unstable response.
The results obtained when considering the transfer functions Y/r and e/r are similar,
this is due to the fact that they have the same poles. Therefore, if a cost function which
only involves the poles is to be considered, then one only needs to consider the transfer
function Y/r. However, if, for instance, we want to consider a cost function that uses
the actual step response, one might get different results when using the e/r transfer
function, which is not covered in this thesis.
We also tested our algorithms and approaches on an extended model of the quad-
copter, namely, ”Model 2” in Table 5.8. Simulation and optimization results proved the
excellent performance of Algorithm 2, which was able to tune the PID controller gains
for the new model and give very good simulation responses. By doing so, we rolled
out Algorithm 2 as being the reason beyond the discrepancy between the hand-tuned
PID gains in Table 4.1, and the variety of gains sets obtained from the algorithm.
Furthermore, we used ”Model 2” to design an LQI controllers for the quadcopter, and
empirically tested them, which were not able to even make the quadcopter take off.
This proved that ”Model” 2 is not a good representation of the system.
Due to the facts that we used a variety of models, transfer functions, and cost
functions combinations, and that Algorithm 2 proved its efficiency by tuning the gains
to give excellent simulation response, we conclude that the accuracy of model (4.5) is
questionable, and that it is the reason of the above mentioned discrepancy, even though
it is widely used in literature.
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Model Controller Simulation Flight
Model 1
Hand-tuned PID (section 4.3) × X
LQI (section 4.4) X X
Transfer Function Cost Function
Y
r (section 5.3)
√∑j
i=1 |pole2i |2 X ×∑j
i=1 |polei| X ×
maximum(|poles|) X ×∑n
k=1 e
2
k(tk − tk−1) × ×∑n
k=1 |ek|(tk − tk−1) × ×∑n
k=1 tke
2
k(tk − tk−1) × ×∑n
k=1 tk|ek|(tk − tk−1) × ×
1
n
∑n
k=1 e
2
k(tk − tk−1) × ×
e
r (section 5.4)
√∑j
i=1 |pole2i |2 X ×∑j
i=1 |polei| X ×
maximum(|poles|) × ×
Model 2
Y
r (section 5.5.1)
√∑j
i=1 |pole2i |2 X* X
e
r (section 5.5.1)
∑n
k=1 e
2
k(tk − tk−1) × ×∑n
k=1 |ek|(tk − tk−1) × ×∑n
k=1 tk|ek|(tk − tk−1) × ×
1
n
∑n
k=1 e
2
k(tk − tk−1) × ×
Controller
Untuned LQI (section 5.5.4) × ×
Tuned LQI (section 5.5.4) X ×
*: with a highly damped simulation response (see Figure 5.29)
Table 5.8: Chapter 5 Summary.
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6Conclusions
”Education is the progressive realization of our ignorance.”
Albert Einstein
This chapter shows a brief conclusion of the whole thesis. It starts with a quick
and short revisit of the main contributions of this work, followed by addressing the
previous chapters individually and concluding them. Finally, it presents some proposed
future work topics that potentially lead to achieve a fully autonomous quadcopter that
is controlled and stabilized through a non-rooted Android smartphone as the single
IMU and controller in the system.
6.1 Contributions Review
One could think of hundreds of control theory applications in real world, in which,
certainly, flying robots or quadcopters are among them. Furthermore, as interesting
and widely applicable systems, many researchers have addressed them during the last
two decades. However, controlling and stabilizing the quadcopter using a non-rooted
Android phones is fairly a new topic. This thesis presented a comprehensive study about
controlling a dji F450 quadcopter exclusively using an Android smartphone, which is
the single IMU and controller onboard.
Due to the need and lack of a mathematical model that represents the system,
a novel algorithm was developed to estimate the model’s parameters and get good
initial inertia matrix estimations. The thesis also showed that Android measurements
are subject to high latencies, asynchronousities, and non-uniform data distribution.
However, an advanced PID controller along with an LQI controller were successfully
designed and empirically implemented on the quadcopter. The thesis ends by discussing
a novel optimization routine that is based on the jacobian matrix to tune the PID gains.
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6.2 Android Data
Using a non-rooted Android device, means that the native timestamps of the measure-
ments cannot be used because the clock used to generate them is not exposed through
the API. Hence although the native timestamps are more accurate, it is not possible to
timestamp the PW commands on the same clock. This introduced asynchronousities
and non-uniformly timestamped the measurements. However, and regardless of these
challenging problems, actuated and unactuated flights were performed and data was
gathered and carefully trimmed to represent the quadcopter while being in the air for
the purpose of later use in system identification.
6.3 Dynamics
Euler’s equations of rigid body were used to represent the rotation dynamics of the
quadcopter. Whereas an expensive CAD software is usually used in literature to estimate
the model’s parameters, it is an excessive approach to consider for low-end systems
with low-end electronics such as our quadcopter. And hence, we used the measurements
taken by the onboard Android smartphone to estimate the rotational dynamics of a
quadcopter. MATLAB’s pem method showed high sensitivity to the initial guess of the
inertia matrix J , therefore, we introduced two novel convex algorithms for obtaining
an initial guess. Validation tests using actuated and unactuated data showed that the
pem method, when given our initial guesses, produced estimates that were capable of
predicting the data better than the inertia matrix obtained from traditional methods.
6.4 Control
In this thesis, two control approaches to stabilize the quadcopter during indoors flight
tests were presented. First one is an advanced PID controller. It is advanced in the
sense that it’s commonly used formula was modified to account for Android’s asyn-
chronous measurements, and to compensate for the integral windup and derivative
kick phenomena that could easily destabilize the quadcopter while being in air. Second
controller is an LQI controller. The weight matrices Q and R were tuned to get the
best possible performance. Despite the fact of having an inaccurate mathematical model
of the system, experimental results showed that the PID controller was rigid enough to
adapt with the quadcopter, and that the model-based LQI controller has high robustness
against noise and model uncertainties. Both controllers were able to satisfactorily fly
the quadcopter, stabilize it, and follow fairly dynamic and non-uniformly distributed
reference signals.
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6.5 Optimization
Designing a controller for the system is usually based on an accurate mathematical
model. However, a controller tuning process is involved when the uncertainty about
the model increases. The methodology developed in the thesis first tried to tune the
controller gains by optimizing them. Specifically, optimizing the PID gains of the roll,
pitch, and yaw channels using MATLAB’s lsqnonlin existed with unreasonably large
jacobians on one hand, and many optimization variable were essentially untouched
by the optimizer on the other hand, which suggested that the used cost function is
ill-conditioned. Therefore, the thesis presented a novel scaling approach based on the
jacobian matrix to obtain better minimizers and and improve the conditioning of the
optimization problem. Simulation results proved the effectiveness of the proposed
algorithm based on the provided model of the quadcopter. The novel scaling approach
was also applied on an extended mathematical model of the quadcopter, which resulted
in optimized PID gains that were able to empirically stabilize the quadcopter. However,
further analysis and tests were done on this model which proved that it is not a good
representation of the quadcopter on one hand, and that our jacobian-based algorithm
works well with different models on the other hand.
6.6 Future Work
Better understanding and investigation on the quadcopter’s dynamics is essential for
obtaining better performance from the system. Also, and for the purpose of achieving an
autonomous indoors flight, more studies should focus on estimating the position of the
drone based on the onboard Android phone. Specifically, studying and understanding
the behavior of the onboard barometer might make it possible to get reliable estimates
from it. As for the PID gains optimization, an interesting approach to tune the gains
with is to adopt genetic algorithms. Different indoors flights can be executed using
different PID gains sets that stabilize the system, and then, genetic algorithms can be
implemented to optimize the controllers gains.
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Appendix A
Additional Plots
A.1 PWM Signals of an Empirical Flight
Figure A.1 shows the 4 PWM signals during a flight test, that are generated by mapping
the 3 control inputs into the 4 PWM commands corresponding to motors 1 to 4, where
each PW is fed to an ESC to generated the required voltage to perform the maneuver.
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Figure A.1: PWM Signals fed to the four ESC respectively during an empirical test to
perform a flight maneuver.
A.2 System: r to Y Optimization
A.2.1 The cost as a function of the error
Figure A.2 to A.6 show the unscaled and jacobian-based optimization results when
considering model (4.5) (”Model 1” in Figure 5.2) and the cost functions (5.21) to
(5.25).
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Figure A.2: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj and the cost (5.21).
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Figure A.3: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj and the cost (5.22).
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Figure A.4: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj and the cost (5.23).
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Figure A.5: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj and the cost (5.24).
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Figure A.6: Optimized PID gains Kj for the roll, pitch, and yaw channels when using
Algorithm 2 with the initial guesses
◦
Kj and the cost (5.25).
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Appendix B
Android-based Position
Estimation
This thesis is focused on controlling the rotational motion of the quadcopter. However,
this section discusses two attempts to estimate the position of the quadcopter in the
laboratory based on data obtained from the onboard Android phone.
B.1 Position Estimation using Accelerometer’s Readings
Integrating the acceleration of a system twice gives the system’s position, assuming
that the initial values of acceleration, velocity, and position are known. However, doing
so for the accelerometers reading obtained from the Android device gave a significantly
drifting position along each of the three axes, this is shown in Figure B.1. During a
test of about 50 seconds, the obtained position along the x-axis drifted to more than 25
meters, whereas, the laboratory in which the test was performed is only 5×5×4 meters.
Therefore, we cannot use this approach because the values significantly diverge in less
than a minute.
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Figure B.1: Integrating the accelerometr’s reading once to obtain the linear velocity and
twice to obtain the position.
B.2 Position Estimation using Barometer’s Readings
The onboard pressure sensor on the Sony Xperia Z1 phone was used for testing and
verification, which is BMP280 by Bosch. The manufacture claims to have a relative
accuracy of about ±1m.
The results of the tests and observations are tabulated and given in Table B.1. At
a constant temperature of 15 degree Celsius, the barometer readings are mapped into
absolute altitude in meters using the formula provided in BOSCH datasheets:
altitude = 44330
(
1−
(
p
p0
) 1
5.255
)
(B.1)
where p denotes the barometer reading, and p0 denotes the sea level pressure which is
considered to be equivalent to the standard atmospheric pressure which corresponds to
1013.25mbar.
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Actual local height
(m)
Barometer reading
(mbar)
Barometer-based
absolute altitude
(m)
Barometer-based
relative height (m)
0 1021.70 -70.01 -
1021.75 -70.43 -0.41
0.10 1021.73 -70.26 -0.25
1021.69 -69.93 0.08
0.20 1021.70 -70.01 0.00
1021.67 -69.77 0.25
0.50 1021.57 -68.94 1.07
1021.66 -69.68 0.33
0.70 1021.61 -69.27 0.74
1021.56 -68.86 1.15
1.00 1021.59 -69.10 0.91
1021.52 -68.53 1.48
1.40 1021.47 -68.12 1.90
1.70 1021.44 -67.87 2.14
Table B.1: Android’s onboard Barometer readings and the corresponding heights.
The sensor readings were not unique for a particular height, so more than one
reading can be found in the table B.1 for every actual height. The first reading at the
actual height of 0m is considered to be the reference point. The sensor reading was
supposed to be below sea level pressure but the opposite was observed and the height
calculation was based only on the obtained reading with no calibration.
There are many quadcopters in literature which use the barometer reading for
quadcopter altitude control, but the accuracy of this is questionable. Some researchers
adopted the sensor fusion technique to get better results. Even though the resolution of
these sensors including the one in Xperia Z1 was very good, the relative accuracy is not
good enough to be used in the centimeter range of height. For examples, researchers
in34 designed a linear Kalman filter for altitude tracking, which uses the Barometer’s
position to calculate the velocity and combine both of them with linear acceleration
readings in order to obtained better position estimates.
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