We show that results from the theory of random matrices are potentially of great interest to understand the statistical structure of the empirical correlation matrices appearing in the study of multivariate time series. The central result of the present study, which focuses on the case of financial price fluctuations, is the remarkable agreement between the theoretical prediction (based on the assumption that the correlation matrix is random) and empirical data concerning the density of eigenvalues associated to the time series of the different stocks of the S&P 500 (or other major markets). In particular, the present study raises serious doubts on the blind use of empirical correlation matrices for risk management.
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We show that results from the theory of random matrices are potentially of great interest to understand the statistical structure of the empirical correlation matrices appearing in the study of multivariate time series. The central result of the present study, which focuses on the case of financial price fluctuations, is the remarkable agreement between the theoretical prediction (based on the assumption that the correlation matrix is random) and empirical data concerning the density of eigenvalues associated to the time series of the different stocks of the S&P 500 (or other major markets). In particular, the present study raises serious doubts on the blind use of empirical correlation matrices for risk management. Empirical correlation matrices are of great importance in data analysis in order to extract the underlying information contained in "experimental" signals and time series (e.g., experimental ! data de-noising, pattern recognition, weather forecast, econometric data, multivariate analysis, etc.). In addition to the direct measure of correlations, various classes of statistical tools, such as principal component analysis, singular value decomposition, and factor analysis, strongly rely on the validity of the correlation matrix in order " to obtain the meaningful part of the signal. Thus, it is important to understand quantitatively the effect of noise and of the finiteness of the time series in the determination of " the empirical correlation. It is also advisable to develop "null-hypothesis" tests in order to check the statistical validity # of the results obtained against totally random cases.
In the case of financial assets-on which we will focus in $ the following-the study of empirical correlation matrices is even more relevant, since an important aspect of risk management % is the estimation of the correlations between the price movements of different assets. The probability of large ' losses for a certain portfolio or option book is dominated by correlated moves of its different constituentsfor ( example, a position which is simultaneously long in stocks and short in bonds will be risky because stocks and bonds what is the optimal weight of each asset, such that the overall " portfolio provides the best return for a fixed level of " risk, or conversely, the smallest risk for a given overall return?
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More precisely, the average return assets, is defined as
, where
is the amount of capital invested in the asset .):
We AE can symbolically write Eq. (1) as 
where it diverges as
The density of eigenvalues also vanishes above a certain upper edge large.
'
The precise way in which these edges become sharp in the large 
