In this paper we compute some of the higher order terms in the asymptotic behavior of the two point function P(A 2 (0) ≤ s 1 , A 2 (t) ≤ s 2 ), extending the previous work of Adler and van Moerbeke [1, 2] and Widom [25] . We prove that it is possible to represent any order asymptotic approximation as a polynomial and integrals of the Painlevé II function q and its derivative q ′ . Further, for up to tenth order we give this asymptotic approximation as a linear combination of the Tracy-Widom GUE density function f 2 and its derivatives. As a corollary to this, the asymptotic covariance is expressed up to tenth order in terms of the moments of the Tracy-Widom GUE distribution. §1. Introduction
§1. Introduction
The Airy 2 process, A 2 (t), introduced by Prähofer and Spohn [15] in the context of the polynuclear growth (PNG) model, is a stationary stochastic process whose joint distributions for t 1 < · · · < t m are given by P (A 2 (t 1 ) ≤ s 1 , . . . , A 2 (t m ) ≤ s m ) = det (I − χK 2 χ) L 2 ({1,...,m}×R)
where and χ = χ (x) is the m × m diagonal matrix whose ith diagonal term is the indicator function χ s i (x) = 1 x>s i . The one-point function P(A 2 (t) ≤ s) is the Tracy-Widom GUE distribution, F 2 (s) [20] .
For stochastic growth models and their closely related interacting particle systems, the Airy 2 process is fundamental since it is expected to describe the limiting process for height fluctuations belonging to the KPZ Universality Class with droplet (or step) initial conditions (see [9, 19] for recent reviews). This has been proved for the PNG model [15] , the discrete PNG model [13] , the boundary of the north polar region of the Aztec diamond [14] and the totally asymmetric simple exclusion process (TASEP) [14] . At the the level of the one-point function, this universality has been established for the asymmetric simple exclusion process (ASEP) [23] and for the KPZ equation [17, 18, 3, 8] . Recent work [16] using replica methods have extended this KPZ work to the 2-point function. The Airy 2 process also describes the limiting process of the largest eigenvalue in Dyson's Brownian motion model in random matrix theory. For further appearances of the Airy 2 process see [6, 7, 10, 12] .
We summarize some known properties of the Airy 2 process: 1. A 2 (t) has continuous sample paths [15, 13] . 2. A 2 (t) locally looks like Brownian motion (see Hägg [11] for a precise statement). 3. The distribution functions (1) satisfy nonlinear differential equations [1, 2, 24] . 4. The covariance cov 2 (t) := cov (A 2 (t)A 2 (0)) has the following asymptotic expansions:
The small-t expansion of cov 2 was given by Prähofer and Spohn [15] and they also found the leading large-t term C 1 = 0, C 2 = 1. The existence of the higher order terms in the large-t expansion of cov 2 was established by Adler and van Moerbeke [1, 2] and by Widom [25] using different methods. In both [1, 2] and [25] the coefficient C 4 was expressed as a double integral whose integrand was in terms of the Hastings-McLeod solution of Painlevé II appearing in the distribution F 2 . One of the main results of this paper is to prove that the coefficients C 2n , 2 ≤ n ≤ 5, are expressible in terms of the moments of F 2 . (The odd coefficients are all zero.) Precisely, if
We conjecture that C 2n can be expressed in terms of a polynomial in µ i for i ≤ n − 1. To prove these results we follow the program established by Widom [25] and first prove
as t → ∞. It was previously shown [1, 2, 25] that for n ≤ 4 each c n could be written as polynomials and integrals of the Painlevé II function, its derivative, and the variables s 1 and s 2 . A feature of our analysis is that we show through order t −10 that each c 2n can be expressed in terms of f 2 , its derivatives, and polynomials in s k ; see (18)- (20), (24) .
Bornemann [4, 5] has given a high precision numerical evaluation of cov 2 (t), 0 ≤ t ≤ 100. His method involves a numerical evaluation of the Fredholm determinant appearing in (1) for m = 2 followed by numerical integrations to give cov 2 (t). In Appendix 2 we compare the large-t asymptotics with these numerical results.
In the present paper we begin by showing how to obtain an asymptotic expression for the extended Airy kernel following Widom [25] . The large-t asymptotics of the two-point distribution is then given in terms of f 2 and its derivatives. This in turn allows the easy computation of the large-t expansion of the covariance, which ends the main body of the paper. The appendices contain some of the higher order terms, and comparison to high precision numerical results. §2. Asymptotics for χ K 2 χ
The first step in our asymptotic analysis is a large t expression for the extended Airy kernel χ K 2 χ . In the m = 2 case the χ K 2 χ operator has a matrix kernel of the form
We must compute the Fredholm determinant of this operator for large-t. To this end we will split the operator into two manageable components so that χ K 2 χ = K + L:
The determinant computation is simplified via
, and has no dependence on t. So we need only look at L to determine the asymptotics. For that determinant, we make an expansion of the terms in L(x, y). By repeatedly applying integration by parts, the upper-right corner is
and the lower-left corner
We take this approximation up to N = 10, which is valid in the trace norm, because this is the highest order term we aim to calculate. Now we analyze T := (I − K) −1 L. At this point we introduce the notation
The kernel K Ai is the classical Airy kernel of random matrix theory, while the purpose of the χ 's are to ensure the kernels are integrated over the appropriate domain. Using this notation in the asymptotic expansion of L(x, y), the upper right term in the matrix kernel of T is written
and the lower left term is
The determinant we are now interested in is best analyzed in terms of the following trace formula:
Here we have introduced T = T 12 T 21 . To evaluate an expression for T we will repeatedly use the fact that (f ⊗ g)(e ⊗ h) = (g, e) L 2 f ⊗ h. By introducing the notation
we are able to write
From (9) above, we know that we will also need the formula for (T 12 T 21 ) 2 :
We continue multiplying the sums T n in this manner as necessary for the order of our desired approximation. §3. The Two-Point Distribution From (8) we conclude tr T is order t −2 , while (9) and (10) tell us (tr T ) 2 − tr T 2 is order t −4 . Terms can be added as necessary to get any order approximation one wishes for. In other words,
It has already been established that c 1 = c 3 = 0, and c 2 and c 4 can be written in terms of the Hastings-McLeod solution, which we denote by q(s), to the Painlevé II equation [1, 2, 25] . This result can be extended to any order. It is clear from (9) and (10) that all of our coefficients c n (s 1 , s 2 ) are polynomials in the variables u k,j multiplied by F 2 (s 1 )F 2 (s 2 ). In our notation the first two terms are
where "reversed" denotes the interchange of s 1 and s 2 in the previous terms. The formula for F 2 in terms of q,
is well known so we need only focus on the u k,j 's. There are three facts that will enable us to show each u k,j can be expressed in terms of q and q ′ and integrals of q and q ′ :
3. q n = (n − 2)q n−3 + sq n−2 − u n−2,1 q + u n−2,0 q 1 for n ≥ 3.
The first statement is established explicitly in [20, 22] , where a template is also developed for the proof of the second statement. We begin by proving the second statement. Henceforth we will use the notation
Proof of Statement 2.
We proceed by first differentiating u k,j .
We now need a formula for ∂ s Q k :
This necessitates a formula ∂ s K Ai . Direct computation shows that this has kernel
By introducing the operator R = (I − K Ai ) −1 K Ai we can write
Returning to (13), we now have
Note that we pass from the the second line to the third line because the kernel of (I − K Ai )
Proof of Statement 3. First, we develop an explicit formula for q n . We start with
and the formula
for n ≥ 3. This gives
where P n (x; s) := (I − K Ai ) −1 xAi (n) (x) χ s . Now we apply the commutator relations
to arrive at
Taking x = s we get the recursive relation
for n ≥ 3. From [21, 22, 25] we know that q 1 = q ′ + u 00 q and q 2 = sq 1 − u 11 q + u 00 q 1 , so we have formulas for all q n .
From here, we can complete the proof inductively. If u k,j is expressible as a polynomial and integrals of the q, q ′ and s for j ≤ k then so is q k+1 due to the identity above. The differential equations for each u k,j give us u k+1,j = ∞ s q k+1 (x)q j (x)dx for j ≤ k + 1. This completes the proof, so long as enough base cases are satisfied.
While it is interesting that we can write these u jk formulas as a polynomial and integrals in terms of s, q, and q ′ , there are explicit polynomial formulas in the aforementioned terms for each u j,k with j + k ≤ 8. For example,
We conjecture this is true for all u j,k . The conclusion is the two-point distribution has an asymptotic formula up to order t −10 in terms of q.
The formulas for q n and u ′ j,k also enable us to show that F 2 u j,k is multilinear in f 2 = F ′ 2 , its derivatives, and s for j and k needed through c 10 . A table of these formulas is included in Appendix 1. The verification of each equation simply requires the differentiation of both sides and looking at s → ∞ to verify the constants of integration are zero.
Using this table, (9) , and (10), a direct computation yields the formulas
The odd terms are not listed here because they are zero. The coefficient formula for c 8 is given below in (24) .
From a logical standpoint the work we have done is sufficient. However, it is instructional to see an alternate derivation of (18)- (19) from (11)- (12) . First note that we have already established u 0,0 (s) = ∞ s q(x) 2 dx. Using this and the integral formula for F 2 , it is easy to check that f 2 = F ′ 2 = F 2 u 0,0 . This gives us (18) . For the next term, we use the identities (17) , (15), and f 2 = F 2 u 0,0 in the formula (12) to get
Finally, observe that f
we arrive at (19). §4. The Covariance
For the covariance of the Airy 2 process we denote the N-th order asymptotic approximation by
It was established by Adler and van Moerbeke [1, 2] and Widom [25] that the coefficients up to N = 4 are C 1 = 0, C 2 = 1, C 3 = 0, and
Through an application of Fubini's theorem and (19), we get
Following this same procedure for C 6 we have
since all the other integrals appearing in (20) integrate to zero. The analogous formulas for C 8 and C 10 appear in (5) and (6) 
2 . To verify these identities, first divide both sides by F 2 , differentiate both sides, then compare the behavior at infinity to check that the constant of integration is the same. To illustrate this, we check the identity for u 1,0 F 2 . After differentiation we must verify that 
