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Abstract: For a free presentation 0 → r → f → g → 0 of a Leibniz algebra
g, the Baer invariant MLie(g) = r∩[f,f]Lie
[f,r]Lie
is called the Schur multiplier of g relative
to the Liezation functor or Schur Lie-multiplier. For a two-sided ideal n of a
Leibniz algebra g, we construct a four-term exact sequence relating the Schur Lie-
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Lie-stem covers and Lie-capability of Leibniz algebras.
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1 Introduction
In [5] the general theory of central extensions relative to a chosen subcategory
of a base category introduced in [12] was considered in the context of semi-
abelian categories [13] relative to a Birkhoff subcategory. Examples like groups vs.
abelian gropus, Lie algebras vs. vector spaces are absolute, meaning that they fit
in the general theory when the considered Birkhoff subcategory is the subcategory
of all abelian objects. An example of non absolute case is the category of Leibniz
algebras together with the Birkhoff subcategory of Lie algebras. The general
theory provides the notions of relative central extension and relative commutator
wit respect to the Liezation functor (−)Lie : Leib→ Lie which assigns to a Leibniz
algebra g the Lie algebra gLie = g/g
ann, where gann = 〈{[x, x] : x ∈ g}〉.
Recently in [1, 3] properties concerning central extensions and commutators
where translated from the absolute case to the relative one. In concrete the
characterization of central extensions, capability and nilptency of Leibniz algebras
relative to the Liezation functor by means homological machinery was provided
as well as a systematic study of isoclinism of Leibniz algebras relative to the
Liezation functor. All these relative notions with respect the Liezation functor
are named with the prefix Lie-.
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Our goal in the current paper is to continue analyzing the behavior of absolute
properties when they fit into the relative context. In concrete we study the
application of the relative Schur multiplier with respect to the Liezation functor
of a Leibniz algebra, called Schur Lie-multiplier, to characterize Lie-nilpotency,
Lie-stem covers and Lie-capability of Leibniz algebras.
In order to reach our goals, the content is organized as follows: in section 2 we
recall basic facts concerning the Liezation functor like the notions of Lie-central
extension, Lie-commutator and Lie-homology of Leibniz algebras. In subsection
2.2 we recall the notion of Lie-nilpotent Leibniz algebra, providing the classifica-
tion up to dimension 4 of complex Lie-nilpotent non-Lie Leibniz algebras, as well
as the characterization of Lie-nilpotency through the Lie-normalizer condition. In
section 3, for a free presentation 0→ r→ f→ g→ 0 of a Leibniz algebra g, the
Baer invariantMLie(g) = r∩[f,f]Lie
[f,r]Lie
[5] called the Schur Lie-multiplier of g, and for a
two-sided ideal n of a Leibniz algebra g, we construct a four-term exact sequence
relating the Schur Lie-multiplier of g and g/n (see (6)), which is useful to char-
acterize Lie-nilpotent Leibniz algebras. By the way, in case of finite dimension,
some formulas concerning the dimension of the Schur Lie-multiplier are derived.
In section 4 we deal with the interplay between the Schur Lie-multiplier and Lie-
stem covers. In particular, we prove that any finite-dimensional Leibniz algebras
has at least one Lie-stem cover. Section 5 is devoted to analyze the conections
between the precise Lie-center introduced in [3] and the Schur Lie-multiplier, from
here we obtain a characterization of Lie-capable Leibniz algebras.
2 Preliminary results on Leibniz algebras
We fix K as a ground field such that 1
2
∈ K. All vector spaces and tensor products
are considered over K.
A Leibniz algebra [15, 16, 17] is a vector space q equipped with a linear map
[−,−] : q ⊗ q → q, usually called the Leibniz bracket of q, satisfying the Leibniz
identity :
[x, [y, z]] = [[x, y], z]− [[x, z], y], x, y, z ∈ q.
Leibniz algebras constitute a variety of Ω-groups [11], hence it is a semi-
abelian variety [5, 13] denoted by Leib, whose morphisms are linear maps that
preserve the Leibniz bracket.
A subalgebra h of a Leibniz algebra q is said to be left (resp. right) ideal of
q if [h, q] ∈ h (resp. [q, h] ∈ h), for all h ∈ h, q ∈ q. If h is both left and right
ideal, then h is called two-sided ideal of q. In this case q/h naturally inherits a
Leibniz algebra structure. Note that the notion of two-sided ideal coincides with
the categorical notion of normal subobject (i.e. kernel) so that the quotient q/h
is the cokernel of the kernel h→ q.
For a Leibniz algebra q, we denote by qann the subspace of q spanned by all
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elements of the form [x, x], x ∈ q. Further, we consider
Zr(q) = {a ∈ q | [x, a] = 0, x ∈ q}, Z(q) = {a ∈ q | [x, a] = 0 = [a, x], x ∈ q}
and call the right center and center of q, respectively. It is proved in [14, Lemma
1.1] that both qann and Zr(q) are two-sided ideals of q. It is obvious that Z(q) is
also a two-sided ideal of q.
2.1 The Liezation functor
Given a Leibniz algebra q, it is clear that the quotient q
Lie
= q/qann is a Lie
algebra. This defines the so-called Liezation functor (−)Lie : Leib → Lie, which
assigns to a Leibniz algebra q the Lie algebra q
Lie
. Moreover, the canonical
epimorphism q ։ q
Lie
is universal among all homomorphisms from q to a Lie
algebra, implying that the Liezation functor is left adjoint to the inclusion functor
Lie →֒ Leib. These facts provide the following adjoint pair
Leib
(−)Lie ,2
⊥ Lie
⊃
lr , (1)
The general theory of central extensions relative to a chosen subcategory of a base
category introduced in [12], was adapted to the setting of semi-abelian categories
relative a Birkhoff subcategory in [5]. Since Lie is a subvariety of Leib, then it
is a Birkhoff subcategory of Leib, then the particular case corresponding to the
adjoint pair (1) provides the following concepts relative to the Liezation functor
(−)Lie (see [3, 5] for details), hence named with the prefix Lie.
For a Leibniz algebra q and two-sided ideals m and n of q, the Lie-centralizer
of m and n over q is
CLieq (m, n) = {q ∈ q | [q,m] + [m, q] ∈ n, for all m ∈ m} .
The Lie-commutator [m, n]Lie is the subspace of q spanned by all elements of the
form [m,n] + [n,m], m ∈ m, n ∈ n.
Lemma 2.1 [3, Lemma 1] Let q be a Leibniz algebra and m, n be two-sided
ideals of q. Then both CLieq (m, n) and [m, n]Lie are two-sided ideals of q. Moreover,
Z(q) ⊆ CLieq (m, n) and [m, n]Lie ⊆ Z
r(q).
In particular, the two-sided ideal CLieq (q, 0) is the Lie-center of the Leibniz
algebra q and it will be denoted by ZLie(q), that is,
ZLie(q) = {z ∈ q | [q, z] + [z, q] = 0 for all q ∈ q}.
An extension of Leibniz algebras f : g ։ q with n = Ker(f) is said to be
Lie-central if n ⊆ ZLie(g), equivalently [n, g]Lie = 0 (see [3, Proposition 1]).
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Homological machinery relative to the Liezation functor as a particular case of
the semi-abelian framework [8, 9, 10] provide that the first and second homologies
relative to the Liezation functor of a Leibniz algebra g are given byH1(g, (−)Lie) ≡
HLLie1 (g) = gLie and H2(g, (−)Lie) ≡ HL
Lie
2 (g)
∼=
r∩[f,f]Lie
[f,r]Lie
, for any free presentation
0 → r → f → g → 0. Moreover, these relative invariants are related by the
six-term exact sequence
n⊗gLie −→ HL
Lie
2 (g) −→ HL
Lie
2 (q)
θ
−→ n −→ HLLie1 (g) −→ HL
Lie
1 (q) −→ 0. (2)
provided that f : g ։ q, with n = Ker(f), is a Lie-central extension of Leibniz
algebras (see [3, Proposition 2]).
2.2 Lie-nilpotent Leibniz algebras
The notion of relative commutator allow the introduction of lower and upper
Lie-central series and, consequently, the notion of Lie-nilpotent Leibniz algebra
(see [3] for details).
Definition 2.2 The lower Lie-central series of a Leibniz algebra q is the sequence
· · · E q[i] E · · · E q[2] E q[1]
of two-sided ideals of q defined inductively by
q[1] = q and q[i] = [q[i−1], q]Lie, i ≥ 2.
A Leibniz algebra q is said to be Lie-nilpotent with class of nilpotency k if and
only if q[k+1] = 0 and q[k] 6= 0.
Definition 2.3 The upper Lie-central series of a Leibniz algebra q is the sequence
of two-sided ideals
ZLie0 (q) E Z
Lie
1 (q) E · · · E Z
Lie
i (q) E · · ·
defined inductively by
ZLie0 (q) = 0 and Z
Lie
i (q) = C
Lie
q (q,Z
Lie
i−1(q)), i ≥ 1.
A Leibniz algebra q is said to be Lie-nilpotent with class of Lie-nilpotency k if
and only if ZLiek (q) = q and Z
Lie
k−1(q) 6= q.
Proposition 2.4 [3, Proposition 10]
(a) If q/ZLie(q) is a Lie-nilpotent Leibniz algebra, then q is a Lie-nilpotent Leib-
niz algebra.
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(b) If q is a Lie-nilpotent and non trivial Leibniz algebra, then ZLie(q) 6= 0.
(c) If g։ q is a Lie-central extension of a Lie-nilpotent Leibniz algebra q, then
g is Lie-nilpotent as well.
Example 2.5
(a) Lie algebras are Lie-nilpotent Leibniz algebras of class 1. In particular,
vector spaces considered as abelian Lie (Leibniz) algebras are Lie-nilpotent
Leibniz algebras of class 1.
(b) Subalgebras and images by homomorphisms of Lie-nilpotent Leibniz algebras
are Lie-nilpotent Leibniz algebras.
(c) Intersection and sum of Lie-nilpotent two-sided ideals of a Leibniz algebra
are Lie-nilpotent two-sided ideals as well.
(d) From the classifications of two-dimensional Leibniz algebras in [6], three-
dimensional Leibniz algebras in [4], four dimensional Leibniz algebras in [2,
7] and having in mind that all Lie algebras are Lie-nilpotent Leibniz algebras,
in the following table we present the isomorphism classes of low-dimensional
Lie-nilpotent non-Lie Leibniz algebras over the field C of complex numbers.
basis multiplication class of
Lie-nilp.
{a1, a2} [a2, a2] = a1 2
{a1, a2, a3} [a2, a2] = γa1; [a3, a2] = a1; [a3, a3] = a1 2
[a3, a3] = a1 2
[a2, a2] = a1; [a3, a3] = a1 2
[a2, a3] = a2; [a3, a2] = −a2; [a3, a3] = a1 2
[a1, a3] = a2; [a3, a3] = a1 3
{a1, a2, a3, a4} [a1, a3] = a4; [a3, a2] = a4 2
[a1, a3] = a4; [a2, a2] = a4; [a2, a3] = a4; 2
[a3, a1] = a4; [a3, a2] = −a4
[a1, a2] = a4; [a2, a1] = −a4; [a3, a3] = a4 2
[a1, a2] = a4; [a2, a1] = −a4; [a2, a2] = a4; [a3, a3] = a4 2
[a1, a2] = a4; [a2, a1] = ca4; [a3, a3] = a4, c ∈ C\{1,−1} 2
[a1, a1] = a4; [a2, a2] = a4; [a3, a3] = a4 2
[a1, a1] = a2; [a1, a2] = a3; [a1, a3] = a4 4
[a1, a1] = a4; [a1, a2] = a3; [a2, a1] = −a3 2
[a1, a1] = a4; [a1, a2] = a3; [a2, a1] = −a3; [a2, a2] = a4 2
[a1, a1] = a4; [a1, a2] = a3; [a2, a1] = −a3; 2
[a1, a3] = a4; [a3, a1] = −a4
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basis multiplication class of
Lie-nilp.
[a1, a2] = a3; [a2, a1] = −a3; [a2, a2] = a4; 2
[a1, a3] = a4; [a3, a1] = −a4
[a1, a1] = a4; [a1, a2] = a3; [a2, a1] = −a3 + a4; 2
[a1, a3] = a4; [a3, a1] = −a4
[a2, a2] = a4; [a1, a2] = a3; [a2, a1] = −a3 + a4; 2
[a1, a3] = a4; [a3, a1] = −a4
[a1, a1] = a3; [a1, a2] = a4 2
[a1, a1] = a3; [a2, a1] = a4 2
[a1, a2] = a4; [a2, a1] = a3; [a2, a2] = −a3 2
[a1, a1] = a3; [a1, a2] = a4; [a2, a1] = αa4, α ∈ C\{−1, 0} 2
[a1, a1] = a3; [a1, a2] = αa3; [a2, a1] = a4; 2
[a2, a2] = −a4, α ∈ C\{−1}
[a1, a1] = a3; [a1, a2] = a3; [a2, a1] = a3 + a4; [a2, a2] = a4 2
[a1, a2] = a3; [a1, a3] = a4 3
[a1, a2] = a3; [a1, a3] = a4; [a2, a2] = a4 3
[a1, a2] = a3; [a1, a3] = a4; [a2, a1] = a4 3
[a1, a2] = a3; [a2, a1] = a4; [a2, a2] = a4; [a1, a3] = a4 3
[a1, a1] = a3; [a2, a1] = a4; [a1, a3] = a4 3
[a1, a1] = a3; [a2, a2] = a4; [a1, a3] = a4 3
[a1, a2] = a3; [a2, a1] = −a3; [a1, a4] = a1; [a2, a4] = −a2; 2
[a4, a1] = −a1; [a4, a2] = a2; [a4, a4] = a3
[a1, a1] = a3; [a2, a4] = a2; [a4, a2] = −a2 2
[a1, a1] = a3; [a2, a4] = a2; [a4, a1] = a3; [a4, a2] = −a2; 2
[a4, a4] = λa3, λ 6= 0
[a1, a1] = a3; [a2, a4] = a2; [a4, a2] = −a2; [a4, a4] = −2a3 2
[a1, a4] = a1; [a2, a4] = µ2a2; [a4, a1] = −a1; [a4, a2] = −µ2a2; 2
[a4, a4] = a3
[a1, a4] = a1; [a4, a1] = −a1; [a4, a2] = a3 2
[a1, a4] = a1 + a2; [a2, a4] = a2; [a4, a1] = −a1 − a2; 2
[a4, a2] = −a2; [a4, a4] = a3
[a1, a4] = a2; [a3, a4] = a3; [a4, a1] = αa2; [a4, a3] = −a3, α 6= −1 2
[a1, a4] = a2; [a3, a4] = a3; [a4, a1] = −a2; 2
[a4, a3] = −a3; [a4, a4] = a2
[a1, a4] = a2; [a3, a4] = a3; [a4, a3] = −a3; [a4, a4] = a1 3
Now we complete the characterizations of Lie-nilpotent Leibniz algebras given
in [3].
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Proposition 2.6
(a) Let h be a two-sided ideal of a Leibniz algebra g such that h ⊆ ZLie(g). Then
g is Lie-nilpotent if and only if g/h is Lie-nilpotent.
(b) Let f : g ։ q be a Lie-central extension of a Leibniz algebra q. Then g is
Lie-nilpotent if and only if q is Lie-nilpotent.
Proof. (a) The quotient of Lie-nilpotent Leibniz algebras is Lie-nilpotent as well.
Conversely, there exist k ∈ N such that (g/h)[k] = 0, hence g[k] ⊆ h ⊆ ZLie(g).
Then g[k+1] = [g[k], g]Lie ⊆ [h, g]Lie = 0.
(b) is a direct consequence of (a).
Definition 2.7 Let m be a subset of a Leibniz algebra q. The Lie-normalizer of
m is the subset of q:
NLieq (m) = {q ∈ q | [q,m] + [m, q] ∈ m, for all m ∈ m}
Remark 2.8 When m is a subalgebra of q, then NLieq (m) is not necessarily a
subalgebra of q as the following example shows: let q be the five-dimensional
complex Leibniz algebra with basis {e1, e2, e3, e4, e5} and bracket operation given
by (see [18])
[e2, e1] = −e3, [e1, e2] = e3, [e1, e3] = −2e1
[e3, e1] = 2e1, [e3, e2] = −2e2, [e2, e3] = 2e2
[e5, e1] = e4, [e4, e2] = e5, [e4, e3] = −e4
[e5, e3] = e5
Consider the subalgebra m = 〈{e1}〉, then N
Lie
q (m) = 〈{e1, e2, e3, e4}〉 which is not
a subalgebra.
On the other hand, if m is a two-sided ideal of q, then NLieq (m) is a two-sided
ideal of q, since it coincides with CLieq (m,m) and [3, Lemma 1]. Furthermore, if
m is a subalgebra of q, then m ⊆ NLieq (m).
Definition 2.9 It is said that a Leibniz algebra q satisfies the Lie-normalizer
condition if every proper subalgebra of q is properly contained in its normalizer.
Proposition 2.10 If q is a Lie-nilpotent Leibniz algebra, then q satisfies the Lie-
normalizer condition.
Proof. Let s be a proper subalgebra of q. Let j ≥ 1 be the minimal integer such
that ZLiej (q) " s (there always exists such a j thanks to [3, Thoerem 4]). Then
[s, ZLiej (q)]Lie ⊆ [q, Z
Lie
j (q)]Lie ⊆ Z
Lie
j−1(q) ⊆ s. Thus s ⊆ s+ Z
Lie
j (q) ⊆ N
Lie
q (s).
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3 The Schur Lie-multiplier of Leibniz algebras
For a free presentation 0→ r→ f
ρ
→ g→ 0 of a Leibniz algebra g and in analogy
with the absolute case, the term
r∩[f,f]Lie
[f,r]Lie
is called the Schur Lie-multiplier or
the Schur multiplier relative to the Liezation functor of g, which is denoted by
MLie(g). As is reported in [3], the Schur Lie-multiplier is isomorphic to HLLie2 (g)
and it is a Baer invariant, which means that it does not depend on the chosen
free presentation as explained for instance in [9].
Our aim in this section is to show the interplay between the Schur Lie-
multiplier and Lie-nilpotent Leibniz algebras, as well as the obtention of several
formulas concerning dimensions.
Theorem 3.1 Let g be a Leibniz algebra with a two-sided ideal b and set the
short exact sequence 0→ b→ g→ a→ 0. Then there exists a Leibniz algebra q
with a two-sided ideal m such that:
(a) [g, g]Lie ∩ b ∼=
q
m
.
(b) m ∼=MLie(g).
(c) MLie(a) is an epimorphic image of q.
Proof. Let 0 → r → f
ρ
→ g → 0 be a free presentation of g and consider the
following diagram of free presentations:
0

0
z  
  
  
  
r
z⑧⑧
⑧⑧
⑧⑧
⑧⑧
0 ,2 s ,2

f
ρ

pi◦ρ
#❀
❀❀
❀❀
❀❀
❀
0 ,2 b ,2

g
pi ,2

a ,2
#❁
❁❁
❁❁
❁❁
❁ 0
0 0 0
(3)
Then a ∼= gb
∼=
f/r
s/r
∼= fs . Now set m
∼=
[f,f]Lie∩r
[f,r]Lie
and q ∼=
[f,f]Lie∩s
[f,r]Lie
. Obviously m is a
two-sided ideal of q.
Thus
[g, g]Lie ∩ b ∼= [
f
r
, f
r
]Lie ∩
s
r
∼=
[f,f]Lie+r
r
∩ s
r
∼=
([f,f]Lie+r)∩s
r
∼=
([f,f]Lie∩s)+r
r
∼=
[f,f]Lie∩s
r∩([f,f]Lie∩s)
∼=
[f,f]Lie∩s
[f,f]Lie∩r
∼=
([f,f]Lie∩s)/[f,r]Lie
([f,f]Lie∩r)/[f,r]Lie
∼= qm .
(4)
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Now second statement is obvious. For the third one, since
MLie(a) ∼=
s ∩ [f, f]Lie
[f, s]Lie
∼=
(s ∩ [f, f]Lie)/[f, r]Lie
[f, s]Lie/[f, r]Lie
∼=
q
[f, s]Lie/[f, r]Lie
, (5)
then MLie(a) is the image of q under some homomorphism whose kernel is [f,s]Lie
[f,r]Lie
.
Corollary 3.2 Let g be a finite-dimensional Leibniz algebra, b be a two-sided
ideal of g, and a ∼= g/b. Then
dim
(
MLie(a)
)
≤ dim
(
MLie(g)
)
+ dim ([g, g]Lie ∩ b)
Proof. From equation (4) we have the short exact sequence of vector spaces
0→ m→ q→ [g, g]Lie ∩ b→ 0
hence dim(q) = dim(m) + dim([g, g]Lie ∩ b) = dim(M
Lie(g)) + dim([g, g]Lie ∩ b).
On the other hand, equation (5) implies that dim(MLie(a)) ≤ dim(q), which
ends the proof.
Theorem 3.3 Let g be a finite-dimensional Leibniz algebra and b be a Lie-central
two-sided ideal of g (i.e. b ⊆ ZLie(g) such that a ∼= g/b. Then
dim
(
MLie(g)
)
+ dim ([g, g]Lie ∩ b) ≤ dim
(
MLie(a)
)
+ dim (b⊗ gLie)
Proof. From the proof of Proposition 2 in [3] there is the exact sequence
b⊗ gLie →M
Lie(g)→MLie(a)→ b→ gLie → aLie → 0
and, having in mind diagram (3), there is an epimorphism σ : b⊗ gLie ։
[f,s]Lie
[f,r]Lie
.
From the proof of Corollary 3.2 and by equation (5) we have:
dim
(
MLie(g)
)
+ dim ([g, g]Lie ∩ b) = dim (q) =
dim
(
MLie(a)
)
+ dim
(
[f,s]Lie
[f,r]Lie
)
≤ dim
(
MLie(a)
)
+ dim (b⊗ gLie)
Theorem 3.4 Let 0→ r→ f
ρ
→ g→ 0 be a free presentation of a Leibniz algebra
g. Let n be a two-sided ideal of g and s be a two-sided ideal of f such that n ∼= s+rr .
Then the following sequence is exact and natural
0→
r ∩ [f, s]Lie
[f, r]Lie ∩ [f, s]Lie
pi
→MLie(g)
σ
→MLie
(g
n
)
τ
→
n ∩ [g, g]Lie
[g, n]Lie
→ 0 (6)
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Proof. From the following commutative diagram of free presentations
0

0

0

0 ,2 • ,2

rx
x③③
③③
③③
③③
③

,2 •

,2 0
s + r

 
✌
✌
✌
✌
✌
✌
✌
✌✌
✌
✌
✌
✌
✌
✌
&
&❈
❈❈
❈❈
❈❈
❈❈
0 ,2 s
8C
8C④④④④④④④④④
,2

f
%%
❅❅
❅❅
❅❅
❅❅
,2

• ,2

0
0 ,2 n ,2

g ,2

g/n ,2

0
0 0 0
we follow that MLie(g) ∼=
r∩[f,f]Lie
[f,r]Lie
, MLie
(
g
n
)
∼=
(s+r)∩[f,f]Lie
[f,s+r]Lie
, since g
n
∼=
f/r
(s+r)/r
∼= fs+r .
On the other hand, we can rewrite
n ∩ [g, g]Lie
[g, n]Lie
∼=
s+r
r
∩ [ f
r
, f
r
]Lie
[ f
r
, s+r
r
]Lie
∼=
s+r
r
∩ [f,f]Lie
r
[f,s+r]Lie
r
∼=
s+r
r
∩ [f,f]Lie+r
r
[f,s+r]Lie
r
∼=
(s+ r) ∩ ([f, f]Lie + r)
[f, s]Lie + r
Then it suffices to show the following sequence is exact:
0→
r ∩ [f, s]Lie
[f, r]Lie ∩ [f, s]Lie
pi
→
r ∩ [f, f]Lie
[f, r]Lie
σ
→
(s + r) ∩ [f, f]Lie
[f, s+ r]Lie
τ
→
(s+ r) ∩ ([f, f]Lie + r)
[f, s]Lie + r
→ 0
Define π : r∩[f,s]Lie
[f,r]Lie∩[f,s]Lie
→ r∩[f,f]Lie
[f,r]Lie
by π(x+ ([f, r]Lie ∩ [f, s]Lie)) = x+ [f, r]Lie. It is
easy to check that π is an injective well-defined linear map.
Define σ : r∩[f,f]Lie
[f,r]Lie
→ (s+r)∩[f,f]Lie
[f,s+r]Lie
by σ(x + [f, r]Lie) = x + [f, s + r]Lie. Obviously
σ is a well-defined linear map and σ ◦ π = 0, consequently Im (π) ⊆ Ker (σ).
On the other hand, given x + [f, r]Lie ∈ Ker (σ), then x ∈ [f, s + r]Lie. Hence
x ∈ r ∩ [f, f]Lie ∩ [f, s + r]Lie = r ∩ [f, s + r]Lie. Thus x + [f, r]Lie = [f, s + r] + [s +
r, f ] + [f, r]Lie ∈
[f,s]Lie
[f,r]Lie
. Summarizing, x+ [f, r]Lie ∈
r∩[f,s+r]Lie∩[f,s]Lie
[f,r]Lie
= r∩[f,s]Lie
[f,r]Lie
.
Then x+([f, r]Lie ∩ [f, s]Lie) ∈
r∩[f,s]Lie
[f,r]Lie∩[f,s]Lie
satisfies that π (x+ ([f, r]Lie ∩ [f, s]Lie)) =
x+ [f, r]Lie, which implies that Ker (σ) ⊆ Im (π).
Define τ : (s+r)∩[f,f]Lie
[f,s+r]Lie
→ (s+r)∩([f,f]Lie+r)
[f,s]Lie+r
by τ (x+ [f, s+ r]Lie) = x+ ([f, s]Lie + r).
τ is a well-defined linear map such that τ ◦ σ = 0, then Im (σ) ⊆ Ker (τ).
For the converse, let x+ [f, s+ r]Lie ∈
(s+r)∩[f,f]Lie
[f,s+r]Lie
such that τ(x+ [f, s+ r]Lie) =
x+ ([f, s]Lie + r) = 0.
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We need to prove that x+[f, s+r]Lie ∈ Im (σ). This occurs only if x+[f, s+r]Lie
∈ r∩[f,f]Lie
[f,s+r]Lie
, so it suffices to show that x+[f, s+ r]Lie = r+[f, s+ r]Lie for some r ∈ r.
Since x ∈ [f, s]Lie+r, then x−r ∈ [f, s]Lie for some r ∈ r. Thus x−r+[f, s+r]Lie =
0, i.e. x+ [f, s+ r]Lie = r + [f, s+ r]Lie. Consequently x ∈
r∩[f,f]Lie
[f,s+r]Lie
.
Finally, τ is surjective. Namely, for x+ ([f, s]Lie + r) ∈
(s+r)∩([f,f]Lie+r)
[f,s]Lie+r
, we have
that x ∈ s + r and x ∈ [f,f]Lie+r
[f,s]Lie+r
∼=
[f,f]Lie
[f,s]Lie+r
. Hence x ∈ (s + r) ∩ [f, f]Lie and
τ(x+ [f, s+ r]Lie) = x+ ([f, s]Lie + r).
Corollary 3.5 Let g be a Lie-nilpotent Leibniz algebra of class k ≥ 2, then the
following sequence is exact and natural:
0→
f[k+1]
[f, r]Lie ∩ f[k+1]
→MLie (g)→MLie
(
g
g[k]
)
→ g[k] → 0
Proof. Take n = g[k] and s = f[k] in Theorem 3.4. Then n = g[k] ∼= f
[k]
r
∼= f
[k]+r
r
=
s+r
r
and [f, s]Lie = [f, f
[k]]Lie = f
[k+1] ⊆ r. Now exact sequence (6) concludes the
proof.
Corollary 3.6 Let n be a two-sided ideal of a finite-dimensional Leibniz algebra
g. Then
dim
(
MLie
(g
n
))
+dim
(
r ∩ [f, s]Lie
[f, r]Lie ∩ [f, s]Lie
)
= dim
(
MLie (g)
)
+dim
(
n ∩ [g, g]Lie
[g, n]Lie
)
Proof. From exact sequence (6) we have dim
(
MLie
(
g
n
))
= dim (Im (σ)) +
dim
(
n∩[g,g]Lie
[g,n]Lie
)
= dim
(
MLie (g)
)
− dim
(
r∩[f,s]Lie
[f,r]Lie∩[f,s]Lie
)
+ dim
(
n∩[g,g]Lie
[g,n]Lie
)
Definition 3.7 Let q be a Lie-nilpotent Leibniz algebra of class k. An extension
of Leibniz algebras 0 → n → g
pi
→ q → 0 is said to be of class k if g is nilpotent
of class k.
Theorem 3.8 A Lie-central extension 0 → n → g
pi
→ q → 0 is of class k if and
only if θ :MLie (g)→ n vanishes over Ker (τ), where τ :MLie (q)→MLie
(
q/q[k]
)
is induced by the canonical projection q։ q[k].
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Proof. Consider the following diagrams of free presentations:
0

0
z  
  
  
  
0

0
w①①
①①
①①
①①
①
r
z⑧⑧
⑧⑧
⑧⑧
⑧⑧
s
y⑥⑥
⑥⑥
⑥⑥
⑥⑥
0 ,2 s ,2

f
ρ

pi◦ρ
"✿
✿✿
✿✿
✿✿
✿ 0 ,2 t ,2

f
pi◦ρ

pr◦pi◦ρ
%❇
❇❇
❇❇
❇❇
❇❇
0 ,2 n ,2

g
pi ,2

q ,2
#❀
❀❀
❀❀
❀❀
❀ 0 0
,2 q[k] ,2

q
pr
,2

q/q[k] ,2
&❈
❈❈
❈❈
❈❈
❈❈
0
0 0 0 0 0 0
then θ : MLie (q) = s∩[f,f]Lie
[f,s]Lie
→ n, given by θ(x + [f, s]Lie) = ρ(x), is well-defined
and Ker (τ) ∼=
[f,t]Lie
[f,s]Lie
.
Assume that g is Lie-nilpotent of class k and consider x + [f, s]Lie ∈ Ker (τ).
Then θ(x+[f, s]Lie) = ρ(x) = 0 since ρ(x) ∈ [ρ(f), ρ(t)]Lie ⊆ [g
[k]+n, g]Lie = g
[k+1] =
0. For the last inclusion is necessary to have in mind that π ◦ ρ(t) ⊆ q[k] = π(g[k])
and consequently ρ(t) ⊆ g[k] + n.
Conversely, g[k+1] = [g[k], g]Lie = [ρ(f
[k]), ρ(f)]Lie ⊆ ρ[t, f]Lie = 0 since [t, f]Lie ⊆ r
because θ vanishes over Ker (τ). For the last inclusion is necessary to have in
mind that π ◦ ρ(f[k]) ⊆ q[k], hence f[k] ⊆ t.
Proposition 3.9 Let g be a Lie-nilpotent Leibniz algebra and f : g։ q be a sur-
jective homomorphism of Leibniz algebras. If Ker (f) ⊆ [g, g]Lie and M
Lie(q) = 0,
then f is an isomorphism. In particular, if MLie(g/[g, g]Lie) = 0, then M
Lie(g) =
0.
Proof. Let n = Ker (f), then MLie(g/n) = 0. From exact sequence (6) we
have that n ∩ [g, g]Lie ⊆ [g, n]Lie, then n ⊆ [g, n]Lie. Obviously ⊇ is true, then
n = [g, n]Lie.
Let n[i] = [n[i−1], g]Lie be the i-th term of the lower Lie-central series of g
relative to n (see [3, Definition 11] for details). Obviously n = n[i] ⊆ g[i], for all
i ∈ N.
Since g is Lie-nilpotent, there exists k ∈ N such that g[k] = 0, which implies
that n = 0 and, consequently, f is an isomorphism.
4 Lie-stem covers
The study of different types of Lie-central extensions together with its corre-
sponding characterizations is the subject of section 3.3 in [3]. To summarize, a
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Lie-central extension f : g։ q is said to be a Lie-stem extension if gLie ∼= qLie. Ad-
ditionally, if the induced mapMLie(g)→MLie(q) is the zero map, then f : g։ q
is said to be a Lie-stem cover. In this last case, g is said to be a Lie-cover or a
Lie-covering algebra.
A Lie-stem extension f : g ։ q is characterized by the fact n ⊆ gann, equiv-
alently, the map θ∗(g) : MLie(q) → n is an epimorphism. When θ is an iso-
morphism, then the Lie-stem extension is a Lie-stem cover (see [3, Proposition 5,
Proposition 6] for details).
Now we are going to analyze the interplay between Lie-stem covers and the
Schur Lie-multiplier.
Lemma 4.1 Let 0→ r → f
ρ
→ g→ 0 be a free presentation of a Leibniz algebra
g and let 0 → m → p
θ
→ q → 0 be a Lie-central extension of another Leibniz
algebra q. Then for each homomorphism α : g→ q, there exists a homomorphism
β : f
[f,r]Lie
→ p such that β
(
r
[f,r]Lie
)
⊆ m and the following diagram is commutative:
0 ,2 r
[f,r]Lie
,2
β|

f
[f,r]Lie
ρ
,2
β

g ,2
α

0
0 ,2 m ,2 p
ψ
,2 q ,2 0
where ρ is the natural epimorphism induced by ρ.
Proof. Since f is a free Leibniz algebra, then there exists ω : f → p such that
ψ ◦ ω = α ◦ ρ.
On the other hand, ψ(ω(r)) = α(ρ(r)) = 0, hence ω(r) ⊆ m, which implies
the vanishing of ω over [f, r]Lie. So ω induces β :
f
[f,r]Lie
→ p and, for any r ∈ r,
β(r + [f, r]Lie) = ω(r) ∈ m.
Theorem 4.2 Let g be a Leibniz algebra such that MLie(g) is finite-dimensional
and let 0 → r → f
ρ
→ g → 0 be a free presentation of g. Then the extension
0 → m → p
ψ
→ g → 0 is a Lie-stem cover if and only if there exists a two-sided
ideal s of f such that
(a) p ∼= fs and m
∼= rs .
(b) r
[f,r]Lie
∼=MLie(g)⊕ s[f,r]Lie .
Proof. Let 0 → m → p
ψ
→ g → 0 be a Lie-stem cover. By Lemma 4.1, there
exists a homomorphism β : f
[f,r]Lie
→ p such that ψ ◦ β = ρ and β( r
[f,r]Lie
) ⊆ m.
Since p = Im (β) + m and m ⊆ ZLie(p), then by [3, Proposition 5 (e)] m ⊆
pann = [Im (β) +m, Im (β) +m] ⊆ Im (β). Thus β is surjective and β( r
[f,r]Lie
) = m.
Set Ker (β) = s
[f,r]Lie
, then p ∼=
f/[f,r]Lie
s/[f,r]Lie
∼= fs and m
∼=
r/[f,r]Lie
s/[f,r]Lie
∼= rs .
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Now it remains to show statement (b). Clearly β
(
MLie(g)
)
= β
(
r∩[f,f]Lie
[f,r]Lie
)
⊆
β
(
r
[f,r]Lie
)
∩ β
(
[f,f]Lie
[f,r]Lie
)
= m ∩ [p, p]Lie = m.
Conversely m ⊆ β
(
MLie(g)
)
. Indeed, in one side m = β
(
r
[f,r]Lie
)
and, in the
other side, m ⊆ pann ⊆ [p, p]Lie, therefore for any m ∈ m, there exists x ∈ [f, f]Lie
such that β(x + [f, r]Lie) = m. Then β(x + [f, r]Lie) = m = β(r + [f, r]Lie), thus
x−r+[f, r]Lie ∈ Ker (β) =
s
[f,r]Lie
⊆ r
[f,r]Lie
which implies that x+[f, r]Lie ∈
r
[f,r]Lie
, hence
x ∈ r. Summarizing, m = β(x+[f, r]Lie), whit x ∈ r∩[f, f]Lie, i.e. m ∈ β
(
MLie(g)
)
.
Therefore, β restricts to an epimorphism from MLie(g) onto m and we have
the following commutative diagram:
MLie(g) ∩ s
[f,r]Lie"*
"*◆◆
◆◆
◆◆
◆◆
◆◆
◆
s
[f,r]Lie

s
[f,r]Lie

MLie(g)
β|
((■
■■
■■
■■
■■
■


,2 r
[f,r]Lie
,2 ,2
β|

f
[f,r]Lie
ρ
,2,2
β

g
m ,2 ,2 p
ψ
,2,2 q
Now, for any r + [f, r]Lie ∈
r
[f,r]Lie
, since β| (r + [f, r]Lie) ∈ m, then there exists
x + [f, r]Lie ∈ M
Lie(g) such that β| (x+ [f, r]Lie) = β| (r + [f, r]Lie), hence r − x +
[f, r]Lie ∈ Ker (β|) =
s
[f,r]Lie
, consequently r + [f, r]Lie = x+ [f, r]Lie + s+ [f, r]Lie, i.e.
r
[f, r]Lie
∼=MLie(g) +
s
[f, r]Lie
Moreover, this sum is a direct sum, because dim
(
MLie(g) ∩ s
[f,r]Lie
)
+ dim (m) =
dim
(
MLie(g)
)
= dim (m), which implies that MLie(g) ∩ s
[f,r]Lie
= 0.
Conversely, assume the existence of a two-sided ideal s of f which satisfies
statements (a) and (b). Consider m = r
s
, p = f
s
, then g ∼= pm
∼=
f/s
r/s
, and 0→ m→
p→ g→ 0 obviously is a Lie-central extension. From (b) we have the split short
exact sequence 0 → s
[f,r]Lie
→ r
[f,r]Lie
→ MLie(g) → 0, hence MLie(g) ∼=
r/[f,r]Lie
s/[f,r]Lie
∼=
r
s
∼= m. Proposition 6 in [3] completes the proof.
Previously to the following result, we need recall some notions concerning
Lie-isoclinism of Leibniz algebras from [1].
Consider the Lie-central extensions (gi) : 0 → ni
χi
→ gi
pii→ qi → 0, i = 1, 2,
Let be Ci : qi × qi → [gi, gi]Lie given by Ci(qi1, qi2) = [gi1, gi2] + [gi2, gi1], where
πi(gij) = qij , i, j = 1, 2, the Lie-commutator map associated to the extension (gi).
Definition 4.3 The Lie-central extensions (g1) and (g2) are said to be Lie-isoclinic
when there exist isomorphisms η : q1 → q2 and ξ : [g1, g1]Lie → [g2, g2]Lie such
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that the following diagram is commutative:
q1 × q1
C1 ,2
η×η

[g1, g1]Lie
ξ

q2 × q2
C2 ,2 [g2, g2]Lie
(7)
The pair (η, ξ) is called a Lie-isoclinism from (g1) to (g2) and will be denoted
by (η, ξ) : (g1)→ (g2).
Corollary 4.4 Let g be a Leibniz algebra such that its Schur Lie-multiplier is
finite-dimensional. Then all Lie-stem covers of g are Lie-isoclinic.
Proof. Let 0 → r → f
ρ
→ g → 0 be a free presentation of g. Let 0 → m →
p
ψ
→ g → 0 is a Lie-stem cover. By Theorem 4.2 there exists an epimorphism
β : f
[f,r]Lie
→ p and a two-sided ideal s of f such that r
[f,r]Lie
∼=MLie(g)⊕Ker (β) and
Ker (β) = s
[f,r]Lie
. Moreover Ker (β) ∩
[
f
[f,r]Lie
, f
[f,r]Lie
]
Lie
= s
[f,r]Lie
∩ [f,f]Lie
[f,r]Lie
= s∩[f,f]Lie
[f,r]Lie
= 0.
Now Propositions 3.20 (b) and 3.5 in [1] complete the proof.
Corollary 4.5 Any finite-dimensional Leibniz algebra has at least one Lie-cover.
Proof. Let 0 → r → f
ρ
→ g → 0 be a free presentation of g and s
[f,r]Lie
be a
complement of MLie(g) in r
[f,r]Lie
, for a suitable two-sided ideal s of f. Then f
s
is a
Lie-cover of g by Theorem 4.2.
Lemma 4.6 Let g be a Leibniz algebra and
0 ,2 m1 ,2
α

p1 ,2
β

g ,2
γ

0
0 ,2 m2 ,2 p2 ,2 g ,2 0
be a commutative diagram of short exact sequences of Leibniz algebras such that
the bottom row is a Lie-stem extension. If the homomorphism γ is surjective,
then β is a surjective homomorphism as well.
Proof. Obviously p2 = Im (β) + m2. Hence [p2, p2]Lie = [Im (β), Im (β)]Lie. By
[3, Proposition 5 (e)], m2 ⊆ p
ann
2 ⊆ [p2, p2]Lie = [Im (β), Im (β)]Lie. Therefore
p2 ⊆ Im (β) + [Im (β), Im (β)]Lie, i.e. β is surjective.
Lemma 4.7 Let 0→ r → f
ρ
→ g→ 0 be a free presentation of a Leibniz algebra
g. Then every Lie-stem extension of g is epimorphic image of f
[f,r]Lie
.
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Proof. Given a Lie-stem extension 0 → m → p → g → 0, then Lemma 4.1
provides the following commutative diagram:
0 ,2 r
[f,r]Lie
,2
β|

f
[f,r]Lie
ρ
,2
β

g ,2 0
0 ,2 m ,2 p ,2 q ,2 0
Lemma 4.6 implies that β is surjective.
Theorem 4.8 Let g be a Leibniz algebra such that MLie(g) is finite-dimensional
and let 0→ mi → pi
ψi
→ g→ 0, i = 1, 2, be two Lie-stem covers of g. If η : p1 → p2
is an epimorphism such that η(m1) ⊆ m2, the η is an isomorphism.
Proof. Let 0 → r → f
ρ
→ g → 0 be a free presentation of g. By Theorem
4.2 there exist two-sided ideals si, i = 1, 2, of f such that pi ∼=
f
si
;mi ∼=
r
si
and
r
[f,r]Lie
∼=MLie(g)⊕ si[f,r]Lie , i = 1, 2.
By Lemmas 4.1 and 4.6 and the proof of Theorem 4.2, there exists an epi-
morphism θ : f
[f,r]Lie
→ p2 ∼=
f
s2
such that Ker (θ) = s2
[f,r]Lie
.
Since f is a free Leibniz algebra, then there exists a homomorphism δ : f→ p1
such that ψ1 ◦ δ = π. Moreover δ(r) ⊆ m1 and δ vanishes on [f, r]Lie, consequently
it induces a homomorphism δ′ : f
[f,r]Lie
→ p1 ∼=
f
s1
such that δ′ ◦ pr = δ, where
pr : f → f
[f,r]Lie
is the canonical projection. Since ψ1 ◦ δ
′ = π, then Lemma 4.6
implies that δ′ is an epimorphism. Let Ker (δ′) = t
[f,r]Lie
for some two-sided ideal t
of r.
Since θ
(
t
[f,r]Lie
)
= η
(
δ′
(
t
[f,r]Lie
))
= 0, then t
[f,r]Lie
⊆ Ker (θ) = s2
[f,r]Lie
, therefore
t ⊆ s2.
From the following diagram
t
[f,r]Lie
j

σ
x③③
③③
③③
③③
s1
[f,r]Lie
,2 i ,2
τ
8B③③③③③③③③
r
[f,r]Lie
β|
,2,2
δ′

m1
m1
it follows that s1
[f,r]Lie
∼= t[f,r]Lie and, by Theorem 4.2, we have M
Lie(g) ⊕ s2
[f,r]Lie
∼=
r
[f,r]Lie
∼= MLie(g) ⊕ t[f,r]Lie , which implies that s2
∼= t. Since Ker (η) ∼= s2t , then η is
an isomorphism.
Corollary 4.9 Every Lie-stem cover of a Leibniz algebra g with trivial Lie-commu-
tator and finite-dimensional Schur Lie-multiplier is Hopfian, that is, every epi-
morphism is an isomorphism.
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Proof. Let 0 → n → g∗ → g → 0 be a Lie-stem cover. Then there exists a
two-sided ideal m of g∗ such that m = [g∗, g∗]Lie and g ∼= g
∗/m.
Now, if η : g∗ → g∗ is an epimorphism, then η(n) = m. By Theorem 4.8, η is
an isomorphism.
Proposition 4.10 Let 0→ mi → pi
ψi
→ g→ 0, i = 1, 2, be two Lie-stem covers of
a finite-dimensional Leibniz algebra with finite-dimensional Schur Lie-multiplier
g. Then ZLie(p1)/m1 ∼= ZLie(p2)/m2.
Proof. Let 0 → r → f
ρ
→ g → 0 be a free presentation of g. By Corollary 4.5
there exists a Lie-cover g∗ of g, i.e. there is an exact sequence 0 → m → g∗
ψ
→
g → 0 such that m ⊆ ZLie(g
∗) ∩ g∗ann and m ∼= MLie(g) (see [3, Propositions 5
and 6]).
By Theorem 4.2, there exists a two-sided ideal s such that g∗ ∼= fs , m
∼= rs
and f
[f,r]Lie
∼= MLie(g) ⊕ s[f,r]Lie . Put ZLie(
f
[f,r]Lie
) = t
[f,r]Lie
, then [f, t]Lie ⊆ [f, r]Lie, thus
t
s
⊆ ZLie(
f
s
).
Conversely, for x+ s ∈ ZLie(
f
s
), we must show that x+ s ∈ t
s
.
Indeed, for any f+s ∈ f
s
, [x+s, f+s]+[f+s, x+s] = 0, hence [x, f ]+[f, x] ∈
s ∩ [f, f]Lie, for any f ∈ f.
To show that x ∈ t it is enough to prove that x+ [f, r]Lie ∈ ZLie(
f
[f,r]Lie
) = t
[f,r]Lie
.
But this fact holds since for any f ∈ f, [x, f ] + [f, x] + [f, r]Lie = 0, because
[x, f ] + [f, x] ∈ s ∩ [f, f]Lie and by Theorem 4.2
f
[f,r]Lie
∼=
r∩[f,f]Lie
[f,r]Lie
⊕ s
[f,r]Lie
, hence
r ∩ [f, f]Lie ∩ s ⊆ [f, r]Lie, but s ⊆ r, then s ∩ [f, f]Lie ⊆ [f, r]Lie.
Consequently, t
s
∼= ZLie
(
f
s
)
. From here ZLie(g
∗)
m
∼=
ZLie(f/s)
r/s
∼=
t/s
r/s
∼= tr .
Applying this result to each Lie-stem cover, we have ZLie(p1)
m1
∼= tr
∼=
ZLie(p2)
m2
.
5 The Schur Lie-multiplier and the precise Lie-
center
The precise Lie-center was introduced in [3] in order to characterize Lie-capability
of Leibniz algebras. Our aim in this section is to analyze its connections with the
Schur Lie-multiplier.
Definition 5.1 [3, Definition 4] The precise Lie-center Z∗
Lie
(q) of a Leibniz alge-
bra q is the intersection of all two-sided ideals f(ZLie(g)), where f : g ։ q is a
Lie-central extension.
Theorem 5.2 Let g be a Leibniz algebra with finite-dimensional Schur Lie-multiplier
and let 0→ m→ g∗
ψ
→ g→ 0 be a Lie-stem cover. Then Z∗
Lie
(g) = ψ(ZLie(g
∗)).
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Proof. Let 0→ r→ f
ρ
→ g→ 0 be a free presentation of g. By Theorem 4.2 there
exists a two-sided ideal s of r such that g∗ ∼= f
s
,m ∼= r
s
and r
[f,r]Lie
∼=MLie(g)⊕ s[f,r]Lie .
Put ZLie(g
∗) = ZLie(
f
s
) ∼= ts for some two-sided ideal t of f, then [f, t]Lie ⊆
s ∩ [f, f]Lie = [f, r]Lie, and hence
t
[f,r]Lie
⊆ ZLie
(
f
[f,r]Lie
)
.
On the other hand, if z+[f, r]Lie ∈ ZLie
(
f
[f,r]Lie
)
, then for any f ∈ f we have that
[z, f ] + [f, z] ∈ [f, r]Lie ⊆ s, so z + s ∈ ZLie
(
f
s
)
= t
s
. Consequently, ZLie
(
f
[f,r]Lie
)
⊆
t
[f,r]Lie
. This fact, together with the above one, actually provides an equality. Thus,
thanks to [3, Lemma 2], we have
ZLie(g
∗) = ρ
(
ZLie
(
f
[f, r]Lie
))
= ρ
(
t
[f, r]Lie
)
= ρ(t) = ψ
(
t
s
)
= ψ (ZLie(g
∗))
Theorem 5.3 Let n be a Lie-central two-sided ideal of a Leibniz algebra g. The
following statements are equivalent:
(a) n ∩ [g, g]Lie ∼=M
Lie( g
n
)/MLie(g).
(b) n ⊆ Z∗
Lie
(g).
(c) The natural map σ :MLie(g)→MLie( g
n
) is a monomorphism.
Proof. Statements (a) and (c) are equivalent thanks to exact sequence (6).
(b) ⇔ (c) Consider a diagram of free presentations similar to diagram (3),
from which immediately follows that [f, s]Lie ⊆ r. Since Ker (σ) ∼=
[f,s]Lie
[f,r]Lie
, then to
prove the equivalence between (b) and (c) is enough to show that [f, s]Lie = [f, r]Lie
is equivalent to n ⊆ Z∗
Lie
(g).
Set f = f
[f,r]Lie
, r = r
[f,r]Lie
and s = s
[f,r]Lie
, then [f, s]Lie = [f, r]Lie is equivalent
to s ⊆ ZLie(f). But, by Lemma 2 in [3], Z
∗
Lie
(g) = ρ
(
ZLie(f)
)
. In consequence,
ρ(s) ⊆ Z∗
Lie
(g) if and only if s ⊆ ZLie(f). Then the result follows since ρ(s) = n.
Corollary 5.4 Z∗
Lie
(g) = 0 (i.e. g is Lie-capable, see [3, Corollary 2]) if and
only if the natural map σx : M
Lie(g) → MLie( g
〈x〉
) has non-trivial kernel for all
non-zero elements x ∈ ZLie(g).
Proof. Assume that Ker (σx) is trivial for any non-zero element x ∈ ZLie(g). By
theorem 5.3 〈x〉 ⊆ Z∗
Lie
(g), so Z∗
Lie
(g) 6= 0.
For every non-zero element x ∈ ZLie(g), we have 0 6= 〈x〉 " Z∗Lie(g) = 0, then
σx cannot be a monomorphism.
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