ABSTRACT
INTRODUCTION
Speaker recognition is the process of automatically recognizing who is speaking on the basis of individual information included in speech waves. Speaker recognition can be classified into two tasks, namely speaker identification and speaker verification [1] . Speaker identification is the process of recognizing the speaker from the given spoken utterance from the registered set of 'N' Speakers. Speaker verification is the process of accepting or rejecting the identity claim of the speaker. Speaker recognizing technology is used in biometric approaches. This technology is used in many commercial applications such as banking by telephone, voice mail, and other security related applications. Speaker recognition is one of the centre field of research.
In existing systems, unknown speaker is recognized from the given speech signal. In many realtime conversations and news broad casting, the speech is continuous, beginning and end of speech segment of a speaker is unknown. Therefore, we need to index speech signals based on the speaker utterance. This process is called speaker segmentation or speaker indexing system. Speaker tracking is also essential in many applications, such as conference and meeting indexing [2] , audio/video retrieval or browsing [3, 4] , speaker adaptation for speech recognition [5, 23] , and video content analysis.
Traditionally, the speaker recognition task supposes that training and testing are composed of mono-speaker records. Then, to handle this kind of multi-speaker recordings, some extensions of the speaker recognition task are needed, such as:
• The N-speaker detection which is similar to speaker verification. It consists in determining whether a set of target speakers are speaking in a conversation.
• Speaker tracking is the task of recognizing the multiple speakers from the given speech signal.
• Speaker segmentation that is close to speaker tracking but there is no information about the identity and number of speakers present. The objective of this task is to determine the number of speakers in the given speech signal. This problem corresponds to a blind classification of the data, and the result is a partition in which every class is composed of segments of one speaker.
In this paper, we focus on the problem of speaker segmentation, detection and tracking in multispeaker audio recordings using speaker biometrics. With the work presented here, our aim is to explore a new set of robust source features for speaker segmentation and speaker diarization system. In Figure 1 , the baseline speaker-indexing system architecture is depicted. First, the given speech signal is segmented and time-stamps are given to locations, where the changes are detected between the speakers. As shown in Figure 1 
CHARACTERISTIC OF ROBUST FEATURES FOR SPEAKER TRACKING SYSTEM
A set of desirable characteristics of feature vectors for speaker recognition are as given below [6] : It is defined as given below [7] [8] [9] . int ker var int ker var er spea iation F ra spea iation
F -ratio should be high so as to have high discrimination efficiency for a given feature vector.
Sometimes, by weighting the feature parameters according to their effectiveness, the performance of the system can be improved [10] [11] [12] . After extracting a set of effective feature vectors, speaker characteristics are captured by estimating the distribution of these feature vectors in the feature space. Methods used for capturing the distribution are explained in the next section.
ANALYSIS OF OTHER EXISTING FEATURE TECHNIQUES
In this section, we review some of the approaches similar to our approach for text independent speaker recognition. Feature extraction [13] is the process of extracting the relevant information from the speech signal. The pitch and LPC-residual with the LPC-cepstrum are integrated in a Gaussian Mixture Model (GMM) based speaker recognition system in [14] . LP-residual and pitch F 0 are considered as additional features.
The experimental results have shown that adding the pitch information has significant improvement when the correlation between the pitch and the cepstral coefficients is used. The combination of both the pitch F 0 and LPC residual features is proven to be effective. This approach achieved 98.5% speaker identification rate using NTT database.
PLAR (perceptual log area ratio), a new feature set for speaker identification task is introduced [15] . PLAR is closely related to the log area ratio (LAR) feature. PLAR is derived from the PLP (perceptual linear prediction) rather than the linear predictive coding (LPC). The PLAR feature derived from PLP is more robust to noise than LAR feature. PLAR, LAR and MFCC features were tested in a Gaussian mixture model (GMM) based speaker identification system. The F-ratio feature analysis has shown that the lower order PLAR and LAR coefficients are greater in classification performance to their MFCC counterparts. They had reported 98.81 % of speaker identification rate using TIMIT database.
Features derived from the Fourier transform phase have been explored [16] . The Modified Group Delay Feature (MODGDF) which is parameterized form of the modified group delay function is used as a front-end feature. They had developed a Gaussian mixture model (GMM) based speaker identification system with MODGDF as the front-end feature. This particular system is also tested on both clean (TIMIT) and noisy telephone (NTIMIT) speech.
A small set of low-level acoustic parameters that capture information about the speaker's source, vocal tract size and vocal tract shape is focused in [17] . It is evident that the set of eight acoustic parameters has comparable performance to the standard sets of 26 or 39 MFCCs for the speaker identification task. Gaussian mixture models were employed for building speaker models.
In the prototype proposed [18] for speaker identification system using auto-associate neural network (AANN) and formant features. The experiments demonstrate that formants extracted from difference spectrum perform significantly better than formant extracted from normal spectrum for the task of speaker identification. It has further demonstrated that formants from difference spectrum provide comparable speaker identification performance with that of features such as weighted linear predictive cepstral coefficients (LPCC) and Mel-Frequency Cepstral coefficients (MFCC). They had reported 100 % identification results on a data set of 50 speakers. The method proposed in [19] , integrated the MFCC and phase information for speaker recognition. The speaker identification experiments were performed using NTT database and obtained the error reduction rate of 44.2 % than traditional MFCC.
The authors of [20] , conducted different experimental studies on excitation component of speech for speaker recognition. Excitation information in speech is other form of LP-residual. AANN (Auto Associative Neural Network) models are used to capture speaker-specific information from the speech signal. It is claimed that AANN models can capture some speaker-specific excitation and needs significantly less amount of data both during training as well as testing, compared to the speaker recognition system using vocal tract information.
The author of [21] has reported, source features are used for automatic text-independent speaker recognition. He has illustrated that the source features are less prone to channel characteristics and noise. It is reported that the duration required to test the speaker model is 1 sec..
SPEAKER (SOURCE) CHARACTERISTICS IN THE LP RESIDUAL
Speech signal is produced as a resultant of interaction between the glottal excitation and vocal tract system. A simple block diagram representation of the speech production mechanism is shown in the Figure 2 . Vibrations of the vocal folds, powered by air coming from the lungs during exhalation, are the sound source for speech. Hence, as can be from Figure 2 , the glottal excitation forms the source, and the vocal tract forms the system. One of the prominent speech analysis techniques is the method of linear prediction analysis. The philosophy of linear prediction is closely associated with the basic speech production model. The LPC analysis approach performs spectral analysis on short segments of speech with an all-pole modeling constraint [20] . Because of speech can be modeled as the output of linear, time-varying system excited by a source, LPC analysis captures the vocal tract system information in terms of coefficients of the filter representing the vocal tract mechanism. Hence, analysis of speech signal by LP results in two components, namely the synthesis filter on one hand and the residual on the other hand. In brief, the LP residual signal is generated as a by product of the LPC analysis, and the computation of the residual signal is given below. Input signal can be computed with ensuing system and the output signal. The above equation can be expressed as 
Where G is a gain factor. Now assuming that the input n u is unknown, the signal n s can be predicted only approximately from a linear weighted sum of past samples. Let this approximation of n s be, where
The difference of the error between the actual value S n and predicted value is given as n n n S S e− = [22] . This error is nothing but LP residual of signal is shown in Figure 3 . The significance of the source feature is illustrated in the Figure 4 . The speech utterances sampled at 8 kHz were collected from five male speakers over a microphone. All the speakers uttered the sound unit /aa/. The significant instants of the glottal excitation are computed for the five speakers. The instants corresponding to the steady section of the utterances were displayed in the Figure 4 . It is clearly seen from the Figure 4 that the periodicity of the instants of glottal excitation for each of the five speakers is different from that of the other's. As shown in the Figure 4 , it is clearly evident that the source features for different speaker is different.
COMPARISON OF SPEAKER SPECIFIC FEATURES WITH OTHER EXISTING FEATURE EXTRACTION TECHNIQUES
• Speaker specific information such as prosody [24] , intonation, and duration are effectively captured in source features.
• Source features are less prone to channel characteristics and noise than other existing feature extraction techniques.
• For modeling, source information required is less than other existing techniques.
CONCLUSION
In this paper, we have discussed the different existing feature extraction techniques. We have illustrated source features for speaker indexing system, and how source features are unique than other existing systems. Finally, we propose source feature for robust speaker indexing system, which are less prone to channel characteristics and noise.
