The¯eld-imaging far-infrared line spectrometer (FIFI-LS) is a science instrument for the Stratospheric Observatory for Infrared Astronomy (SOFIA). FIFI-LS allows simultaneous observations in two spectral channels. The \blue" channel is sensitive from 51 m to 125 m and the \red" channel from 115 m to 203 m. The instantaneous spectral coverage is 1000-3000 km/s in the blue and 800-2500 km/s in the red channel with a spectral resolution between 150 km/s and 600 km/s. Each spectral channel observes a¯eld of ve by¯ve spatial pixels on the sky. The pixel size in the blue channel is 6.14 by 6.25 square arc seconds and it is 12.2 by 12.5 square arc seconds in the red channel. FIFI-LS has been operating on SOFIA since 2014. It is available to the astronomical community as a facility science instrument. We present the results of the spectral and spatial characterization of the instrument based on laboratory measurements. This includes the measured spectral resolution and examples of the line spread function in the spectral domain. In the spatial domain, a model of the instrument's point spread function (PSF) and the description of a second pass ghost are presented. We also provide an overview of the procedures used to measure the instrument's This is an Open Access article published by World Scienti¯c Publishing Company. It is distributed under the terms of the Creative Commons Attribution 4.0 (CC-BY) License. Further distribution of this work is permitted, provided the original work is properly cited.
Introduction
The Stratospheric Observatory for Infrared Astronomy (SOFIA) is a highly modi¯ed Boeing 747 aircraft carrying a 2.5 m telescope (Erickson & Davidson, 1993; Young et al., 2012) . SOFIA enables observations of far-infrared radiation from celestial sources by°ying at altitudes of up to 13.7 km. This°i ght level is above 99.8% of the atmospheric water vapor, which absorbs most of the far-infrared radiation at ground-based observatories (Krabbe et al., 2013) . Typically, the observatory can accommodate one instrument at its primary focus on a speci¯c°i ght. One of these instruments is the¯eld-imaging far-infrared line spectrometer (FIFI-LS) which has been speci¯cally designed for SOFIA. FIFI-LS is an imaging spectrometer with two spectral channels allowing simultaneous observations in the two spectral bands. The short wavelength band of the instrument's \blue" channel is sensitive from 51 to 125 m, while the long wavelength band of the \red" channel may be used for observations from 115 to 203 m. The blue channel spectral band is further divided into two sub-bands. The¯rst band uses thē rst di®raction order of the blue channel's grating, from 71 m to 125 m. The second band uses the second di®raction order, from 51 to 71 m. The active band is selected by a¯lter mechanism that allows switching between the two bands in°ight.
Each channel has a¯ve by¯ve spatial pixel (spaxel)¯eld of view (FOV) on the sky. The FOVs of the two channels are approximately concentricthe o®set was measured as part of the instrument Fig. 1 . Detector numbering conventions. Top: Schematic view of a 25 by 16 pixel detector. The spaxel/module numbers are underlined above the schematic. Each module has a slit position number assigned to it, shown in bold below the schematic. These numbers are used for the wavelength calibration. The individual pixel numbers are in italics in the detector pixel boxes. When referring to a pixel within a speci¯c spaxel, the pixel numbering for spaxel 1 is used. For example, pixel 17 may also be denominated pixel 1 of spaxel 2. Bottom: Spatial view of the detector spaxels in the FOV, including the respective detector coordinate systems. The spaxel/module numbers are underlined in the spaxel boxes. The origin of each coordinate system is at the center of the respective spaxel 13.
characterization. The spaxel size of the blue channel is 6.14 by 6.25 square arc seconds and the spaxel size of the red channel is 12.2 by 12.5 square arc seconds. Both FIFI-LS detectors are made of 25 modules of 16 physical pixels using one module for each spaxel. Each of the 16 pixels in one module samples a spectral width of about 50 to 190 km/s (the exact values depend on the speci¯c channel and the observed wavelength). Figure 1 shows the numbering scheme used for the individual spaxels and physical pixels of the FIFI-LS detectors [refer to Fischer et al., 2018 for a description of the¯eld-imaging concept of FIFI-LS] .
By design, FIFI-LS has simultaneous characteristics of a spectrometer and an imager at the same time. Therefore, this paper splits the description of the instrument characteristics into two parts. In Sec. 2, we focus on the spectral characteristics and calibration of the instrument while in Sec. 3 we discuss the instrument characteristics from the imager perspective, focusing on spatial e®ects. An overview of the FIFI-LS instrument operation and performance (e.g. sensitivity) is given by Fischer et al. (2018) . The calibration results summarized in this paper are discussed in further detail in Colditz (2017) .
Spectral Characterization and Calibration
The spectral characterization of the instrument in the laboratory was achieved using a telescope simulator speci¯cally designed for the FIFI-LS Instrument (Schweitzer, 2008) . This simulator contains a gas cell in front of a nitrogen cold (77 K) black background. The gas cell was¯lled with ambient air containing ambient water vapor or with pure water vapor. The total pressure in the gas cell was set to values of 1, 5 or 10 mbar. The water vapor provided several measurable spectral emission lines. The measurements were made by scanning the spectra over the detector using small stepwise motions of the di®raction grating in each channel. The step size was chosen smaller than one half of the smallest spectral full width at half maximum (FWHM) to ensure Nyquist-sampling. This size corresponded to a move of the spectrum on the detector of roughly one third of a spectral pixel.
Line spread function
The expected shape of the instrument's line spread function (LSF) can be estimated with a Gaussian according to the results of the scalar di®raction analysis of the instrument presented in Raab (2002) . Gaussian and Lorentzian models were¯tted to the measured water emission lines to evaluate this assumption. The¯t results (Fig. 2 , left side) in the red channel show that the Gaussian model ts the data quite well and with lower residual errors than the Lorentzian model. The left of thē gure shows the data from a single physical pixel for the di®erent grating positions. The grating positions have already been converted to wavelength based on the wavelength calibration presented in Sec. 2.3. The line pro¯le is not a®ected by the conversion because in the close vicinity of a line, the conversion can be approximated by a constant conversion factor as shown in Colditz (2017) .
The LSF diverges slightly from the Gaussian model on the short wavelength side of the line. The right side of Fig. 2 shows that the LSF does not di®er signi¯cantly for the 16 spectral pixels of one detector module (or spaxel). The standard deviation of the line width parameter over all pixels of the red detector and within each module was less than 10% of its mean value. Data from lines with strong pressure broadening were evaluated to ascertain that the measurements produced correct line shapes. These measurements of resolved lines had clear Lorentzian pro¯les as expected for pressurebroadened lines. Fig. 2 . Example of the red channel's LSF for the 132.4084 m water emission line with air at 10 mbar in the gas cell. Left: model¯ts to the data of a single spectral pixel of the central spaxel (pixel 8 in spaxel 13). Right: measured data for all 16 pixels of the central spaxel 13, with the baseline subtracted and the peak heights normalized to 1 (Colditz, 2017) . The grating position has been converted to wavelength on the x-axis, based on the wavelength calibration introduced in Sec. 2.3.
In the blue channel, the LSF is Gaussian only for the pixels 15 and 16 in each module, according to the numbering scheme in Fig. 1 . For decreasing pixel numbers, the LSF deviates from a Gaussian, gradually deforming towards the center of a module. The deformation decreases again with decreasing pixel number away from the detector center. However, the LSF is still not Gaussian in pixel 1. The deformation occurs on the long wavelength side of a line. It looks like a second peak for the central pixels of a module, which are a®ected most. Figure 3 shows the data from a measurement of the 93.3829 m water emission line in the¯rst order of the blue channel. This measurement was obtained with pure water vapor at a pressure of about 5 mbar within the gas cell. The line was unresolved, having a simulated FWHM of ca. 0.03 m according to \HITRAN on the web" (HITRAN, 2016) , which was a third of the theoretically estimated FWHM of the instrument's LSF at this wavelength (i.e. 0.09 m).
The strong dependence of the LSF on the pixel number is clearly visible on the long wavelength side in Fig. 3 . For observations in the¯rst grating order, the deformation caused a standard deviation of thē tted Gaussian -widths of about 20% of the mean value over all 400 pixels of the blue detector. Qualitatively, the deformation was not as severe in the blue channel's second order, but still caused a standard deviation of the -values of roughly 15% around the mean value over all 400 pixels. The deformation of the LSF has to be investigated further in order to derive a pixel and wavelength dependent model and ultimately, to¯nd the cause of the deformation.
Spectral resolution from laboratory measurements
The spectral resolution of the instrument was determined using the¯tted -values from measurements made with air at 10 mbar in the gas cell. Only unresolved spectral lines were considered for these measurements. The FWHM of a line was approximated using the median of over all 400 pixels of a detector (excluding bad pixels) and transforming it assuming a Gaussian pro¯le. Figure 4 shows a comparison between the theoretical estimation of the resolving power and the resolving power approximated with the gas cell measurements. The theoretical estimates are based on the root mean square sum of the projected slit width at the detector and the theoretical grating resolution. The pixel sampling widths, the di®raction e®ects originating in the imager slicer, and the e®ects of optical imperfections were not considered in this estimation. All these e®ects tend to widen the spectral pro¯les and reduce the resolving power. Fig. 3 . Example of the blue channel's LSF in¯rst di®raction order for the 93.3829 m water emission line with pure water vapor at 5 mbar in the gas cell. The LSF is Gaussian only for pixels 16 and 15. Pixels with lower pixel numbers show a strong deviation from a Gaussian. The pixels closer to the center (e.g. pixel 10) almost show a second line peak. The intensity curves shown are for pixels of the central spaxel in the blue channel and are normalized to their peak height. The curves are shifted such that the short wavelength sides of the curves are on top of each other (Colditz, 2017) . Fig. 4 . The dotted lines show the estimated resolving power for extended sources. The estimated curves are given for the blue channel second order in dark blue, blue channel¯rst order in light blue and the red channel in red. The triangles in the respective colors show the¯tted resolving power for line measurements using the gas cell¯lled with air at 10 mbar pressure. The solid lines show polynomial¯ts (second-order polynomials) for the red channel, and the blue channel's¯rst and second order. The data points for the hollow red triangles in the red channel were not used for the¯t, because these lines might be wide enough to be resolved, but they show a lower limit for the resolving power (Colditz, 2017) .
The dependencies of the blue channel's¯rst and second order resolving powers on the wavelength were approximated by the second order polynomial ts in Eq. (1). 
The values of these¯ts are $15-35% lower than the estimated values for the¯rst order and $30-45% lower for the second order. Part of this reduction in resolving power is related to the deformation of the blue channel's line pro¯les presented in the previous sub-section. The dependence of the red channel's resolving power on the wavelength was approximated by the second-order polynomial¯t Eq. (2).
The value of this¯t is $35% below the estimated value at a wavelength of 100 m. The differences between the¯tted resolving power and the estimated resolving power decrease for increasing wavelengths. At roughly 185 m, the measured FWHM values are in the range expected from the estimates. The FWHM values¯tted from the measured data and the estimated R-values were converted into pixel scale to analyze why the red channel's resolving power was lower than expected. The results of these conversions are plotted in Fig. 5 . This¯gure shows that the FWHM of lines should increase in pixel scale with increasing wavelength according to the estimated data, but the measured data shows that the FWHM is almost constant at 2.7 pixels for the whole wavelength range below 170 m. This increased FWHM has to be investigated further. A possible cause is that the beam from the grating to the detector is defocused in the wavelength direction and that this defocus dominates the width of the LSF leading to the almost constant width in Pixel space shown in Fig. 5. 
Spectral calibration
The spectral calibration relates the angular position of the di®raction grating to the wavelength observed at a physical pixel on the detector. The calibration is therefore of major importance for the control of the instrument (i.e. to make observations at the correct wavelength) and for the interpretation of the data (i.e. to assign the measured°ux to its source wavelength). The wavelength calibration was derived individually for each of the three spectral bands of the instrument: one band in the red channel from 115 to 203 m, and two bands in the blue channel for the two di®raction orders from 51 to 71 m and from 71 to 125 m.
A calibration model has been derived starting from the standard grating Eq. (3) (Voigt, 2012) .
In this equation, g is the groove spacing of the grating. The symbol m is the observed di®raction order. The angle È is the angle of incidence of light on the grating, and the angle Â is the angle of the observed outgoing beam. Equation (3) was adapted to account for the speci¯c optical setup of FIFI-LS, yielding Eq. (4).
Here, ' is the ideal Littrow angle (Voigt, 2012) . In FIFI-LS, the inbound and outbound beams divert slightly from the ideal Littrow angle by the angle in either direction, forming a \Quasi-Littrow" setup. The pixel angle in the term for the outbound beam accounts for the extended detector and is dependent on the individual pixel position (1-16) within one detector module. The pixel angle is 0 for a beam heading toward the center of the detector.
The grating is rotated to select the observed wavelength range. This rotation changes the value of the Littrow angle '. The angular position of the grating is measured with a rotary Inductosyn r transducer manufactured by FARRAND (3.94 inch, 512 poles). The resolution per readout element is ca. 0.077 arcseconds (Raab, 2002) . The digital value from the transducer is converted to the angle Á' by Eq. (5).
\GPos" is the grating position measurement in digital units where 0 is the \home"-position of the grating. This position is close to the homing end switch of the grating mechanism. The position counter of the Inductosyn is absolute within one cycle of 2 16 digital units, corresponding to ca. 1.406 , where 256 (i.e. 2 8 ) cycles correspond to a rotation of 360 . The number of cycles from the home-position is counted by an additional 5-bit counter. Therefore, the position of the grating is measured in a range from 0 to 2 21 , corresponding to a range of approximately 45 . The value of ' at the home position is de¯ned as ' 0 and is about 20 by design. In the calibration model, ' 0 is expressed in digital units using the parameter ISOFF (Inductosyn o®set). Therefore, ' is:
The o®set angle from the Littrow angle () is estimated for each channel using the optical design values of 1.2 for the red channel and 0.64 for the blue channel. The pixel angle is a function of the pixel position along a detector module. Initially, a linear model was used for this angle. In this model, the o®set 8.5 is subtracted from the pixel number (PN 2 [1,16]) to make equal to 0 in the detector center. The result is multiplied with the pixel scale (PS). Early measurement results have shown that the calibration is more accurate if the linear model is expanded by a quadratic term as shown in Eq. (7).
In this model, the angle between two pixels increases quadratically away from a zero point. This zero point (QO®) is given as a pixel number (fractions of a pixel are allowed) at which the angle between two pixels would be equal to the pixel scale (PS). The magnitude of the quadratic increase is determined by the quadratic coe±cient (QS). The¯nal calibration model has the parameters listed in Table 1 . The¯rst four parameters in the table are derived from laboratory measurements of speci¯c water lines. The latter six parameters are then determined by¯tting the calibration model to the results of several di®erent water line measurements.
The groove spacing parameter g and the o®set angle de¯ned by ISOFF are dependent on the position of a spaxel along the entrance slit of the spectrometer part of a speci¯c channel. The reason for this dependence is the slit curvature (also referred to as spectral line curvature) resulting from the extended slit length (Minkowski, 1942) . For the extended slit, the rays of all points that are not in the slit center (along the length of the slit) reach the grating at an angle to the plane that is normal to the grating and the grating's lines. The angle # between this plane and the incoming ray changes the grating Eq. (3) resulting in Eq. (8) (Minkowski, 1942) . Result of the calibration¯t discussed below, starting value known from design ISOFF [digital units] Result of the calibration¯t discussed below, starting value known from design [rad] Result of the calibration¯t discussed below, starting value known from design PS [rad/pixel] Result of the calibration¯t discussed below, starting value known from design QO® [pixel] Result of the calibration¯t discussed below, starting value 8.5 which is the detector center QS [rad/pixel 2 ]
Result of the calibration¯t discussed below, starting value 10 À9 as initial estimate
The angle # can be derived from the position of a point on the slit and the focal length of the camera optics of the spectrometer. Another approach to derive # is based on the slit position (SP) of the module (refer to Fig. 1 ) and the neutral position (NP) at which # is 0. The values of SP and NP are expressed as slit position or fractions of slit positions. The slit position, SP is a known value (refer to Fig. 1) . The NP is a result of the calibration model t. An additional constant \a" replaces the conversion factor from [slit position] to [mm] o®set on the slit, and the focal length of the camera. The resulting equation for # is:
The speci¯c way in which the pseudo slit is constructed by the optics in FIFI-LS made it possible to counteract the slit curvature by introducing a curvature in the opposite direction within the integral¯eld unit of the instrument (Raab, 2002) . However, this measure removes the curvature for one speci¯c wavelength only. This is understood when considering that the slit curvature introduced by the extended slit is not constant in the wavelength direction but is the result of the changing e®ective groove spacing g. By design, the wavelengths for which the curvature is eliminated within the instrument are 160 m in the red channel and 90 m in the¯rst order of the blue channel (Raab, 2002) . This approach, of counteracting the curvature within the integral¯eld unit, had to be accounted for in the calibration model equation. This could be achieved by an extra term within the È-angle of the incoming beam. However, the values for this term are hard to determine during a¯t of the calibration model, as the parameters for the new term are not orthogonal but very close to the angle and the ISOFF parameter. The model di®er-ences were less than 1/1000th of a spectral resolution element for a comparison of¯ts with the extra term, and¯ts where the additional term was absorbed into the ISOFF parameter. Therefore, the e®ects of the correction of the curvature are accounted for by a dependency of the ISOFF parameter on the slit position of a spaxel. Varying the ISOFF parameter for di®erent spaxels also allows accounting for a possible tilt of the slit on the detector, and for positional variations of the individual detector modules with respect to each other resulting from manufacturing tolerances. The ISOFF di®erences due to manufacturing tolerances are arbitrary and therefore result in a discontinuous dependency of the ISOFF parameter on the slit position of a spaxel. This dependency cannot be described by a continuous model equation, but is the result of the¯tting of the calibration model to each individual spaxel.
The calibration model parameters were¯tted to the measurement data of several water lines using a two-stage process. In the¯rst stage, a set of parameters was¯tted for a calibration model of the whole detector using model Eq. (4) with 25 independent ISOFF parameters (one for each spaxel). The¯tting was implemented in MATLAB r using the included \¯t" function (nonlinear least squares tting). The start values for the model parameters g and were derived from the instrument design. The values for ISOFF (932000ISU according to $ 20 ), PS (6e-4 rad), QS (1e-9), and QOFF (8.5, detector center) were initial estimates.
The 25 ISOFF parameters were¯tted again in the second stage individually for each spaxel, using the results of the previous stage. This improved the results because the ISOFF parameter, which also accounts for small (random) residual o®sets between the detector modules in spectral direction, was¯tted directly using only the data of the respective module. In this stage, a least squares¯tting routine according to the approach by Stetson (1989) was implemented in MATLAB r .
A typical parameter set from the latest calibration (Red Channel February 2018) is shown in Table 2 (not all 25 ISOFF parameters for all 25 Spaxels are listed). The parameters are given with as many signi¯cant digits as necessary to yield an accurate calibration. The 1-sigma accuracy intervals of the individual parameters are wider than one might expect from the number of signi¯cant digits shown in the table. But, this only re°ects the fact that no single parameter can be changed in the model within its sigma corridor without a®ecting the optimal value for the other parameters as they are all interdependent.
After¯tting the wavelength calibration model curve, two curves o®set by AE10% of a spectral resolution element from the¯t curve were calculated for each physical pixel. The estimated instrument resolution (refer to Fig. 4 ) was used to calculate these o®set curves. The criterion for which a calibration¯t was considered su±ciently accurate was that more than 90% of the valid measurement points and fell within the allowed AE10% corridor, individually for each of the 25 modules of a detector. Figure 6 shows an example for a¯t curve close to the 129.339 m water line data, including the AE10% corridors of allowed o®sets.
The¯tting process always yielded results fullling the accuracy criteria in the red channel. In the blue channel, the criteria were not always met. When increasing the width of the accuracy corridor from AE10% to AE15% of an estimated spectral resolution element, all¯ts in the blue channel ful¯lled the accuracy criteria. The need for a wider corridor in the blue channel was caused by the true spectral resolution in the blue channel, which was considerably lower than the estimated resolution (as discussed above). The lower spectral resolution resulted in an increased uncertainty in the¯ts of the line positions, leading to a wider scatter in the resulting measurement points. Measured in spectral pixels, the accuracy of the spectral calibration is between about 0.15 and 0.5 pixels depending on spectral band and observed wavelength.
The calibration¯ts in both channels indicate that the wavelength calibration shifts by up to 50% of a spectral resolution element, for di®erent cooldowns. These changes are most likely caused by di®erences in the deformations of the optical bench due to the thermal contraction during the cooldown process. Because of these changes, a new wavelength calibration, including new line position measurements is necessary for each cooldown. All parameters of the wavelength calibration model from each cooldown of the instrument are stored in the FIFI-LS data pipeline.
Spatial Characterization and Calibration
The spatial characterization of the instrument was performed using the telescope simulator described in Schweitzer (2008) . A small point source was installed in the simulator that could be moved within the FOV with an xy-stage to obtain measurements for the spatial characterization of the instrument. The results of these measurements were the beam maps described in the next sub-section. Beam maps measured for di®erent instrument settings (e.g.¯lters, grating position/wavelength) were used to characterize the point spread function (PSF) of the instrument as described in Sec. 3.2 and to measure the geometry of the FOV as described in Sec. 3.4. The beam map measurements also revealed the existence of spectrally shifted spatial ghosts, which are described in Sec. 3.3. In these sections, measurements will often be shown as mm or mm TelSim these values are converted to seconds of arc on sky with the conversion factor 3.55 arcseconds/mm TelSim , derived in Colditz (2017).
Beam maps
The main method to gather information about the spatial characteristics is the evaluation of \beam maps". A beam map represents the spatial response function of a single instrument pixel. A point source with constant intensity is used to measure a beam map, by scanning it over the whole FOV of the instrument or a part of it in discrete steps. This process yields beam maps for several or all pixels of the instrument depending on the part of the FOV that was covered by the scan. The signal received by a speci¯c pixel is plotted in relation to the point source position in the FOV using the coordinate system in which the point source was moved (e.g. the telescope simulator coordinate system). Figure 7 shows an example of a beam map for one pixel in the central spaxel of the blue channel, obtained with the telescope simulator point source and using a step size of 0.3 mm. The point source was scanned inside out in a spiraling motion to cover the whole FOV of the pixel.
The individual \image pixels" (visible squares) in Fig. 7 , should not be confused with the physical pixels of the detector or the spaxels. They represent the intensity of one measurement point for a single physical pixel at one point source position. One \image pixel" in Fig. 7 , has the size of 0:3 Â 0:3 mm 2 , corresponding to the step size by which the point source was moved between two consecutive measurements on the spiral. The beam map of a pixel would represent its PSF projected onto the focal plane of the telescope simulator, if the point source was an ideal point source, that means in¯nitely small and without holding wires. In reality, the beam map represents the convolution of the pixel's PSF with the radiation from the extended point source and its holding wires. The point source is a hemisphere with a diameter of 1.5 mm. The convolution of the PSF with the telescope simulator point source is visible in the center of Fig. 7 , including the holding wires of the point source as a vertical line of slightly increased signal.
The standard step size for the point source was chosen to sample the PSF of the instrument su±-ciently. Early measurements have shown that a Gaussian¯t to the instrument PSF yields a FWHM of about 1.6 mm in the blue channel. According to the Nyquist sampling theorem, at least two measurement points per FWHM are necessary to reconstruct the Gaussian. Therefore, a standard step size of 0.6 mm was chosen, which includes a margin to account for changes in the size of the PSF for di®erent wavelengths. This step size is used for the portion of the FOV that is shared by the blue and the red channel. The step size is increased to 1.2 mm for the portion of the FOV that is covered solely by the red channel. This increase saves time during the measurement of beam maps and is optimized for the larger FWHM of about 3.0 mm in the red channel.
Several beam maps have been recorded with ner step sizes of 0.3 mm in the portion of the FOV shared by both channels and of 0.6 mm in the outer portion of the FOV. These beam maps were used to identify an accurate model for the instrument's PSF. It took more than 6 h to complete a beam map covering the whole FOV of the instrument with thē ne stepping for a single instrument setup. The¯ne stepping was therefore too time-consuming to be practical as the standard mode for beam map measurements.
Instrument point spread function
The PSF is an important property of the instrument. It is closely connected to the instrument's spatial resolution. The PSF is typically a result of di®raction processes and aberrations in the instrument optics. Its size is a function of the wavelength. For decreasing wavelengths, the size of the PSF decreases, and therefore the spatial resolution increases.
There are di®erent ways to de¯ne the PSF for an instrument, as laid out by Anderson & King (2000) . Here, we discuss the e®ective PSF, which is de¯ned as the convolution of the instrumental PSF resulting from di®raction (and optical imperfections on the optical path) with the response function of the detector pixels. The laboratory results presented here do not include the SOFIA telescope's e®ects on the PSF. The limiting aperture for astronomical observations is SOFIA's secondary mirror \M2". For the laboratory measurements with the telescope simulator the limiting aperture is the instrument's Lyot stop, which is approximately 13% oversized compared to the secondary mirror M2. Beam maps were used to identify the PSF of each pixel. Fine sampled beam maps (0.3 mm and 0.6 mm step size) were therefore measured in both channels at one wavelength in each channel. Thesē ne measurements were used to judge whether the PSF had unexpected features that di®ered from the Gaussian model used to approximate the PSF. Additionally, approximately Nyquist sampled (0.6 mm and 1.2 mm step size) beam maps were obtained for di®erent wavelength settings of the instrument to investigate the dependence of the spatial resolution on the observed wavelength. These beam maps werē tted using a two-dimensional Gaussian to model the telescope simulator's point source and a onedimensional Gaussian to model the thin holding wires, which connect the point source to its support frame. The combined model is shown in Eq. (10) (Schweitzer, 2008) . In the equation A ps is the peak intensity of the point source, A w is the peak intensity of the holding wires and B is the background intensity. The free model parameters were¯tted to the data using MATLAB r 's¯t function employing the trust-region-re°ective algorithm. Figure 8 shows a¯t of this model to a beam map of a pixel in the red channel (one physical pixel of the central spaxel) at a wavelength of 143 m with the 105 m dichroic¯lter. The residual plot in Fig. 9 shows how well the Gaussian model¯tted the PSF.
Iðx; yÞ
The residual o®sets between the data and the model are less than 2.5% of the peak value of thē tted Gaussian. The residuals are slightly increased toward the left corner of the plot because of a slight drop of the background. The peak on the right side of the residual plot belongs to a spatial ghost in the red channel, which is discussed further below. Generally, the residuals were less than 5% of the peak value for all pixels (excluding ghosts). The results in the blue channel were similar. Only the pixels belonging to the partially illuminated spaxels on the sides of the image slices showed residuals above 5% of the peak value. These increased residuals were mostly the result of a gradient in the background that was decreasing in the detector coordinate system's x-direction (i.e. parallel to the pseudo slit).
The x=y -width-parameters, resulting from the¯ts of model Eq. (10) to the data, were used to calculate the FWHM of the PSF, and hence the possible resolution of a su±ciently sampled observation. The FWHM is approximated by x=y assuming a Gaussian pro¯le. The black triangles represent the measured data and the colored surface plot shows the¯t result. The main peak in the center results from the pixel's PSF convolved with the telescope simulator's point source. The line of increased signal in the center along the y-axis is caused by the holding wires of the point source (Colditz, 2017) . Fig. 9 . Residual o®sets between the¯t model and data for thē t shown in Fig. 8 . The low residual values in the center show that the model¯ts the data quite well in the area of the main peak of Fig. 8 . The peak on the right side reveals that a spatial ghost is present. This means that the pixel receives light from a part of the FOV that the pixel should not be able to \see" (Colditz, 2017) . Figure 10 shows the x=y -¯t results for all 400 pixels in each channel, for one instrument setting. The x -values describing the width of the PSF in direction along the pseudo-slit entering the spectrometer part of the instrument were higher than the y -values describing the width of the PSF perpendicular to the slit. This observation was in agreement with the theoretical results in Raab (2002) and the results obtained in an earlier characterization measurement (Schweitzer, 2008) . The¯gure shows that in both channels the spaxels on one side (i.e. the right side of the FOV) of each slice have x -values that appear to be smaller than those for the other spaxels. This e®ect was attributed to residual misalignments of the pseudo-slits on the detectors in slit direction for both channels. These misalignments result in a partial illumination of the a®ected modules. The partial illumination then results in the apparent reduction of the width of the PSF.
The standard variation of the x=y -values over all spaxels (excluding the right column of partially illuminated spaxels) was less than 3% for the red and less than 3.5% for the blue channel. In the red channel, the standard variation of the x=y values within the 16 pixels of a single spaxel was less than 2% in both directions. In the blue channel, this standard variation was about 5% for the x -values, and the values were systematically decreasing over the detector module from pixel 1 to pixel 16. The y -values, perpendicular to the slit, were systematically lower toward the edges of a module and had a maximum in the center. These systematic e®ects need further investigation and might be connected to the warped LSF presented for the blue channel in the previous section.
The mean x=y -values over all pixels belonging to the central nine spaxels were calculated for beam maps obtained at di®erent wavelength settings, to establish the dependency of the FWHM on the wavelength. There were two reasons to use the central nine spaxels only. The¯rst reason was that measuring full beam maps for all 25 spaxels in both channels for multiple instrument setups was considered too time consuming. The second reason was that using the central nine spaxels avoided averaging over e®ects on the edge of the FOV, including the smaller apparent x=y values for the partially illuminated spaxels on the right side of the FOV. In some cases, the beam maps did not cover a su±cient amount of the FOV to obtain data for all nine spaxels; in these cases, the incomplete spaxels were excluded from the calculation. The FWHM values obtained with this method were corrected for thē nite size (1.5 mm diameter) of the telescope simulator's point source by approximating the deconvolved FWHM.
Figures 11 and 12 show the FWHM results for the blue and the red channel in mm of the telescope Fig. 10. x;y -¯t for all pixels in both channels for one instrument setting. The crosses indicate the x values and the dots the y values. The x values belonging to the pixels of spaxels 5,10,15,20 and 25 are all smaller than those for the other pixels of a channel, indicating a residual misalignment of the pseudoslit on the detector (Colditz, 2017) . simulator coordinate system and in arcseconds on sky. The derivation of the transformation coefcients from mm to arcseconds is presented in Colditz (2017). As discussed above, the values in the x-direction (along slit) were larger than the values in the y-direction (perpendicular to the slit).
Linear models according to Eq. (11) were¯tted to the FWHM data in both directions for both channels. The parameters resulting from those¯ts are summarized in Table 3 .
Figures 11 and 12 also show the theoretical di®raction limited FWHM of the telescope, based on the Rayleigh criterion (Hecht, 2002) . This shows that the PSF of the FIFI-LS SOFIA telescope combination is dominated by the telescope throughout the wavelength range of the red channel. This was expected because the instrument's Lyot stop and the instrument optics are slightly oversized with respect to the di®raction pattern expected from the telescope's limiting aperture, which is the secondary mirror. Comparing the results in the red channel for the two di®erent dichroic¯lters showed that there was no signi¯cant impact of the dichroic on the FWHM (< 3% difference).
The results for the blue channel in the¯rst order (above 76 m) were similar to the results in the red channel for slope and dependence on dichroic. Figure 11 shows that in the second order the slope of the wavelength dependence was considerably smaller than for the¯rst order. This di®erence was not expected as the optics for both orders are the same except for the di®erent order¯lters, which are in a pupil position. The longest wavelength result in the blue channel's second order at 74.5 m was in agreement with the results from the¯rst order. Towards lower wavelengths, the decrease in FWHM is not as large as expected. This e®ect needs further investigation. It is likely that the e®ect was an artifact from the¯nite size of the point source. The simple deconvolution procedure that was used may not be able to model the smaller FWHMs associated with the shortest wavelengths observed.
In the second order, there was also a notable di®erence in the values obtained for the two di®er-ent dichroics. Especially for the measurement at 55.7 m, the values for the 130 m dichroic were signi¯cantly increased. The reason for this e®ect has to be investigated. There are two possible starting points for the further investigation. The¯rst one is that the surface of the 130 m dichroic is not perfectly°at as some distortions remained after an attempt to clean the component. The dichroic is close to a pupil position, so it might have an impact on the PSF. The second point is that the measurement at 55.7 m is within a \dip" of the dichroic's re°ectivity curve. Therefore, the signal to noise ratio is about three times lower than in the measurement with the 105 m dichroic.
The results in Fig. 11 show that the FWHM of the instrument itself in the blue channel's¯rst order was better than the theoretical di®raction limit of the SOFIA telescope. In the second order, the FWHM appeared to be higher than the theoretical di®raction limit of the telescope for the direction along the slit. The PSF is under-sampled in the whole spectral range of the blue channel considering the blue channel's spaxel size of 1.7 mm. Therefore, the increased FWHM in the second order is not problematic in undithered observations.
Spatial ghosts
The beam map measurements discussed above also revealed spatial ghosts that are present in almost all spaxels of the red channel. A spectral analysis of these ghosts revealed that these ghosts also underwent a spectral o®set. Similar e®ects have already been reported for the PACS instrument on Herschel, which has an integral¯eld unit and detectors that are comparable to FIFI-LS (Vandenbussche et al., 2016) . Further raytracing analysis of the FIFI-LS optics has shown that these ghosts are caused by a second pass through the spectrometer optics between the di®raction grating and preceding mirror, which is part of the collimating optics. Figure 13 shows beam maps for all 25 spaxels of the red channel.
The main peak in each beam map in Fig. 13 corresponds to the peak position of a spaxel's response function projected onto the FOV. The lower peaks show where in the FOV light originates that causes the spatial ghosts.
The positions of the ghost peaks are the result of an o®set of the slit of the ghost-light on the detector, which is schematically shown in Fig. 14. At 122 m, the ghost peaks have a relative intensity of 10-85% of the respective main peak, depending on the spaxel. An analysis determined that the light of the ghosts is spectrally o®set by 15-40 m towards longer wavelengths relative to the actually observed wavelength. Therefore, the relative intensity of the ghost was decreasing for longer wavelengths on the telescope simulator's point source at room temperature (about 293 K). The light of the ghosts is spread out in spectral direction, because it is not focused due to the longer optical path travelled by the ghost-light. The spectral resolution of the ghost-light is roughly a factor 10 lower than the nominal resolution of the instrument.
The ghosts do not pose a major problem for observations, as long as the observed sources do not have spectral features at the wavelength o®set of the ghosts, relative to the observed spectral lines. For continuum sources it may become necessary to correct the°ux for the ghosts.
Boresight and¯eld of view geometry
The boresight parameters de¯ne where the instrument's individual spaxels are positioned on the sky relative to the telescope's pointing (i.e. the telescope boresight). These parameters include the spaxel positions relative to each other referenced to the central spaxel in each channel and the position of the central spaxels in reference to the telescope boresight. Knowing these parameters, their dependence on the di®erent instrument settings and the telescope pointing, allows the calculation of the astrometry of the instrument data.
The geometry of the FOV, de¯ned by the individual spaxel positions relative to a channel's central spaxel, was calculated based on the beam map measurement concept introduced above. A single pixel's position was measured as the position of the peak response in a beam map. The peak position was derived by¯tting a Gaussian model to the beam. These¯ts had typical one-sigma errors of less than 5% of a spaxel size. The individual spaxel positions were derived as the mean position of the 16 individual spectral pixels belonging to a speci¯c spaxel. Generally, these 16 positions do not vary signi¯cantly (< < 5% of a spaxel size) in the direction perpendicular to the spectrometer slit. However, there is a systematic variation of the positions in the direction of the slit. The form of this variation points to a pincushion distortion of the image of the dispersed slit on the detector. In the most a®ected spaxels (on either side of the pseudo-slit) this variation has peak-to-peak o®sets of < 20% of a spaxel size. These variations are not accounted for in the¯nal spaxel position, which is a mean value of all 16 spectral pixel positions. Figure 15 shows the relative spaxel positions for both channels. In the red channel, the grid diverts from a rectangular grid. The angle from the horizontal to the vertical in the¯rst sector is $ 95 . The most likely reasons for this deviation are alignment o®sets within the integral¯eld unit. Because of these o®sets, the positions of the¯ve slices in the FOV vary. For example, the second slice (i.e. spaxel 6-10) is clearly o®set from the general pattern by about 5% of a spaxel size to the left. These o®sets are not problematic as they are known and accounted for in the data reduction process. In the blue channel, this e®ect is present as well, but not as strong. In the blue channel, the spaxels on the right side (5, 10, 15, 20 and 25) appear too far left compared to a regular grid. The reason for this is a residual misalignment of the whole slit on the detector resulting in a partial illumination of the a®ected spaxels. This e®ect is also present in the red channel but not as severe. The numerical values for the relative spaxel positions are stored in the FIFI-LS data pipeline and are used during the data reduction process to calculate the astrometry of the individual spaxels.
Using the relative spaxel positions, the average spaxel distances were calculated. The results are summarized in Table 4 . These values are rough estimates of the spaxel size. The actual spaxel size is smaller because at the edges of the spaxels light is not detected due to the spacing between individual physical pixels. The mean distance between spaxels Fig. 14 . E®ects of the misaligned slit of ghost-light -The numbers in the boxes refer to spaxel numbers in Fig. 13 . The blue boxes represent the 25 modules of the detector (one box for each spaxel). The green arrows represent incoming light from the ghost. The green boxes show how the light of the ghost is o®set relative to the detector -each green box represents the ghost-light that is spatially originating from an area in the FOV that would normally belong to the spaxel number in the box; however due to the o®set, the ghost-light illuminates a di®erent spaxel number on the detector (blue boxes). Fig. 15 . Relative spaxel positions for both channels in their respective coordinate systems. The corner spaxels are numbered for orientation (Colditz, 2017 of one slice in slit-direction (x det ) was calculated to derive the horizontal spaxel distances shown in Table 4 . The spaxels on the far right of a slice were not used for this calculation. The vertical distance between the spaxels, was calculated using the mean values of the position perpendicular to the slit (y det ) over each slice and then using the mean vertical distances between the slices.
The e®ects of di®erent instrument settings (e.g. lters, grating position/wavelength) on the relative spaxel positions have also been investigated. In the red channel, the positions are not a®ected signi¯-cantly by di®erent settings. The changes of the positions are less than 5% of a spaxel size, which is comparable to the one-sigma error of the position ts. In the blue channel, the relative positions of the spaxels of the outer columns (left and right side) are shifted less than 10% of the spaxel size by the¯lter setting and by less than 20% of the spaxel size by the grating position/wavelength. These shifts are attributed to slight variations of the slit position on the detector, which a®ect the partial illuminationespecially on the spaxels in the right column.
The models and procedures used to describe the o®set of the central spaxels in the blue and red channel from the telescope boresight have been presented in Colditz et al. (2014) . This includes the e®ects of the rotation of the instrument's K-Mirror, which is used as a beam rotator to select and hold an optimal orientation of the sky in the instrument's FOV. The parameters of these models are also stored in the FIFI-LS data pipeline.
Summary
The spectral and spatial characteristics of FIFI-LS have been investigated using laboratory measurements employing a specialized telescope simulator for the instrument. The investigation of the spectral characteristics has shown that the instrument can be calibrated to better than 10% of a spectral resolution element over all spectral bands. The e®ec-tive spectral resolution of the instrument is lower than initial estimates. In the red channel, this may be caused by a slight defocus of the dispersed light in spectral direction on the detector, while still having a Gaussian LSF. In the blue channel, the lower resolution is caused by deviations from the expected Gaussian LSF, the cause of which is yet to be fully investigated.
The investigation of the spatial characteristics shows that the instrument's intrinsic PSF is smaller than the PSF from the SOFIA telescope for most of the spectral range. Therefore, the telescope PSF should be the dominating factor for the e®ective spatial resolution of FIFI-LS on SOFIA. The PSF of the instrument is well modeled by a Gaussian, without strong deviations. Most of the spaxels in the red channel receive light from a spectrally shifted spatial ghost. Since the root-cause of this ghost has been found, it will be possible to model the ghost-light and minimize its impact on reduced data if necessary. This correction is not yet included in the FIFI-LS data pipeline. The geometry of the focal plane of FIFI-LS has been measured in the laboratory and on sky. The results are used to calculate the astrometry of the reduced data correctly.
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