Algorithms for multiplying several types of sparse n n-matrices on dynamically recon gurable n n-arrays are presented. For some classes of sparse matrices constant time algorithms are given, e.g. when the rst matrix has at most kn elements in each column or in each row and the second matrix has at most kn nonzero elements in each row, where k is a constant. Moreover, O(k p n) algorithms are obtained for the case that one matrix is a general sparse matrix with at most kn nonzero elements and the other matrix has at most k nonzero elements in every row or in every column. Also a lower bound of ( p kn) is proved for this and other cases which shows that the algorithms are close to the optimum.
Introduction
Mesh-connected arrays with dynamically recon gurable buses have gained considerable attention recently because of their ability to perform a number of interesting operations signi cantly faster than other standard computational models 8]. In particular, constant time algorithms have been designed for problems which need nonconstant time on a CRCW-PRAM with bounded fan-in (e.g. for the parity function). This is achieved by appropriately transferring major parts of the computation into the recon guration of buses. Problems studied so far include semigroup and parallel pre x computations, sorting, binary addition, graph problems, and image processing.
In 12] Park et al. present a constant time algorithm for computing the product of n n-matrices on an n 2 n 2 recon gurable mesh. Although this is optimal with respect to the VLSI-complexity measure AT 2 13] , such an algorithm has only little practical relevance, since it can only be realised reasonably for relatively small matrices. But for small matrices, the \constant" time is prohibitively large. On n n-arrays we have systolic algorithms for multiplying n n-matrices in time O(n) which is AT 2 -optimal again (see e.g. 14]) and of signi cant practical relevance. Therefore, on n n arrays we cannot hope to get better time performance by using recon gurable buses. For sparse matrices, though, we have a di erent situation, since the lower bound for AT 2 no longer applies. If the number of nonzero elements is O(n), the number of arithmetic operations for matrix multiplication is reduced to at most O(n 2 ), i.e. one should hope for algorithms with improved time performance on n n-arrays.
In this paper we present constant time algorithms for multiplying various types of sparse n n-matrices on recon gurable n n-arrays. This is an improvement over the algorithm of Middendorf et al. 7] which achieves constant time only for a very restricted class of sparse matrices. Moreover, we give O(k p n) algorithms for the case that one matrix is a general sparse matrix with at most kn nonzero elements and the other matrix has at most k nonzero elements in every row or every column. We also derive a lower bound of ( p kn) for these cases which shows that our algorithms are not far from the optimum. Our algorithms are faster than the algorithm of ElGindy 2] who gave an O(k 2 p n) algorithm for the special case that the rst matrix has at most k nonzero elements in each column and the second matrix has at most k nonzero elements in every row. Our algorithms should also be compared with those of Kruskal, Rudolph, and
Snir 3] and Manzini 6] , who essentially give O( n p log p) time algorithms for sparse matrix multiplication on PRAM's and hypercubes with p processors.
Model of Computation
Our model of computation is an SIMD n n-array of processing elements (PE's) with dynamically recon gurable buses as depicted in Figure 1 . Various possibilities for con guring the buses are indicated by using thick lines. The bus switch setting for a particular PE is described by a set of strings like fNS; EWg for simultaneous north-south and east-west connection (see Fig. 1(b) ). Except for minor modi cations it is enough to assume for all algorithms in this paper that every PE can connect at most two of its ports at a time. Every PE can read from every bus it is connected to, but only one PE at a time can write the value of one of its registers on a bus, i.e. we have CREW-buses. If no PE writes on a bus then its value is 0. Every PE has a constant number of registers of length (1 + ) log n (Note that we do not allow that the number of registers depends on the parameters of the problem instances). Every PE knows its row and column indices. Within one time step every PE can locally con gure the bus, write to and/or read from one of the buses it is connected to, and perform some local computation. Signal propagation on buses is assumed to take constant time regardless of the number of switches on the bus. This is the standard assumption for this model of computation, some technological justi cation is given in 5].
Sparse Matrices
Let A be an n n-matrix. As is obvious from looking e.g at 3], 6], and 11], there is no generally agreed upon de nition of the sparseness of A, although the minimal requirement is that the number of nonzero elements is signi cantly less than n 2 . We use the characterisation introduced in 7]: Let r A (c A ) denote the maximal number of nonzero elements per row (column) of A and let k A be the smallest integer such that the number of nonzero elements in A is at most k A n. Then Furthermore, we assume that the number of nonzero elements of sparse n n-matrices is (n), i.e. it is not too small.
The main reason for studying sparse matrices is that they occur quite frequently in numerical computations and that the time complexity of these computations is often determined by the complexity of operations on matrices. Therefore, it would be very pro table to have reduced time and space complexities for operations on sparse matrices compared with full matrices. In particular, the multiplication of weakly sparse matrices needs at most O(n 2 ) arithmetic operations. If both matrices are uniformly sparse, this is even further reduced to O(n) and the product matrix is uniformly sparse, too. Systolic algorithms for matrix multiplication on meshconnected n n-arrays cannot exploit the potential sparseness of its operands. As we show in the following section, the situation is di erent for arrays with recon gurable buses.
Multiplication of Sparse Matrices
In this section we present several algorithms for the multiplication of sparse n n matrices A and B on recon gurable arrays. Initially, the elements a ij and b ij of matrices A and B are stored in processing elements (i; j) of the array. This situation may occur whenever A and B are the result of some previous computation performed on the array. We have to compute the product C = A B such that afterwards element c ij of C is stored in PE (i; j). In the following we refer to elements of matrices A, B, and C stored in a PE as A-, B-, and C-elements. Algorithm CC:
In all the PEs initialise the C-element to 0. UNTIL all the nonzero A-elements have been discarded.
Steps (1) and (2) To show the correctness of the algorithm, consider one iteration of the loop: Let a ik be the current topmost nonzero A-element in column k. a ik is broadcast to all the PE's in row k and subsequently multiplied with all the nonzero B-elements in this row, e.g. with some b kj . The product a ik b kj is then moved to row i and added to the current value of c ij . In this way all the scalar products c ij are computed correctly. Observe, that each column of the product matrix may contain c A c B nonzero elements. Hence, it seems di cult to improve on the running time of Algorithm CC.
Obviously, the algorithm can easily be adapted to the case of row sparse matrices A and B, where it would need time O(r A r B ).
If A is row sparse and B is column sparse, we suggest to use the following algorithm :
Algorithm RC:
In all the PE's initialise the C-element to 0. , if all the nonzero elements of a column of B could be stored in every PE of this column. But since we do not allow the number of registers of a PE to depend on problem parameters r A or c B , this can not be done in general.
The correctness of Algorithm RC can be seen as follows:
Let b kj be the topmost nonzero B-element of column j. After step (1) this element is known to all the PE's in column j. Let a ik be the leftmost nonzero A-element of row i. In step (3) this element is multiplied with all the B-elements broadcasted in step (1) having row index k. In particular, a ik will be multiplied with b kj , and the product is added correctly to the C-element at this PE (i; j). When all the A-elements have been discarded, the B-elements broadcasted in step (1) have been combined with all matching A-elements. Therefore, these B-elements are discarded (in step (5)), whereas the A-elements have to be reactivated to be combined with the B-elements broadcasted in the next execution of step (1) . In this way, all the necessary computations of the matrix multiplication are performed correctly. For the rst algorithm we assume that A is weakly sparse and B is row sparse. A special case of this is that A is column sparse.
For ease of description we assume that A has exactly k A n nonzero elements, k A ; r B ; and c B divide n, and p k A n, p k A r B n are integers. Let M 0 be the submesh of the recon gurable mesh M that consists of all PE's in columns 1 + i r B for i 2 0; k A ?1]. We have k A r B < n (otherwise contradiction to assumption k A ; r B 2 O(1)).
The reader is referred here to the example given after the description of the algorithm. Send them on a row bus to the diagonal PE.
Send them on a column bus to their nal row. Send them on a row bus to their nal column. END Before we analyse the algorithm we give an example that illustrates how the algorithm works. Let A and B be the matrices presented in Figure 5 . A has 4n ? 1 nonzero elements and is weakly sparse with k A = 4. B is row sparse with r B = 5. Hence, the submesh M 0 consists of the processors in columns 1, 6, 10, and 16. Figure  6 shows the distribution of the nonzero A-elements after step (2), i.e. they have been send to the processors of M 0 and sorted in row major order in submesh M 0 . Figure   7 shows for exemplary rows 1 and 4 which processors have been marked in step (3) and which nonzero B-elements are sent to the marked processors in step (5) . The products that are computed in these rows during step (5) are depicted in Figure  8 .a). The situation after step (6) | when for every row products with the same destination are summed up | is presented for rows 1 and 4 in Figure 8 .b). Products with a distributed row index are identi ed in step (7) which is depicted in Figure 9 . During step (8) products with a distributed row index are sent to their nal column (see Figure 10 .a)). Then, during step (9), in each column products with the same destination are summed (see Figure 10 .b)). Afterwards, in step (10), products with a non-distributed row index are routed to their nal destination. In step (11) Step ( To show the correctness of algorithm WR, consider two nonzero elements a i;j and b j;h . After steps (1) and (2) element a i;j is stored in some PE (p; q) of the submesh M 0 . Then PE (p; j) is marked in step (3). In step (4) element b j;h is moved from PE (j; h) to PE (h; j). In step (5) b j;h is rst sent over a column bus to PE (p; j), since it is marked. Then, b j;h is sent to PE (p; q), multiplied with a i;j , and the product is sent to another PE, say (p; r), in the row. In step (8) other products stored in row p, which have the same destination, are added and the combined product is stored in a PE (p; s). First let us assume that i is a non-distributed row index. Then the product already equals C-element c i;h and is routed in step (10) to its nal destination (it is sent rst to PE (p; p), then to PE (i; p), and nally to PE (i; h)). On the other hand, assume that p is a distributed row index. Then the product is sent to PE (p; h) in step (8) . In step (9) it is added to all other products with the same destination. Afterwards it equals C-element c i;h and is stored in a PE in column h, say PE (o; h). If c i;h is one of the p k A r B n uppermost C-elements in row h, then it is sent in step (12) directly to its destination which is PE (i; h). Otherwise, it is routed in step (13) A is row sparse and B is weakly sparse, since this is just the transposed case.
Conclusion
In this paper we have described several algorithms for multiplying di erent types of weakly sparse matrices on dynamically recon gurable arrays. Our constant time algorithms could be combined into a polyalgorithm which would check initially the 
