A numerical investigation is presented of kinematic dynamo action in a dynamically driven fluid flow. The model isolates basic dynamo processes relevant to field generation in the Solar tachocline. The horizontal plane layer geometry adopted is chosen as the local representation of a differentially rotating spherical fluid shell at co-latitude ϑ; the unit vectors x, y and z point east, north and vertically upwards respectively. Relative to axes moving easterly with the local bulk motion of the fluid the rotation vector Ω lies in the (y, z)-plane inclined at an angle ϑ to the z-axis, while the base of the layer moves with constant velocity in the x-direction. An Ekman layer is formed on the lower boundary characterized by a strong localized spiralling shear flow. This basic state is destabilized by a convective instability through uniform heating at the base of the layer, or by a purely hydrodynamic instability of the Ekman layer shear flow. The onset of instability is characterized by a horizontal wave vector inclined at some angle to the x-axis. Such motion is two-dimensional, dependent only on two spatial coordinates together with time. It is supposed that this two-dimensionality persists into the various fully nonlinear regimes in which we study large magnetic Reynolds number kinematic dynamo action.
When the Ekman layer flow is destabilized hydrodynamically, the fluid flow that results is steady in an appropriately chosen moving frame, and takes the form of a row of cat's eyes. Kinematic magnetic field growth is characterized by modes of two types. One is akin to the Ponomarenko dynamo mechanism and located close to some closed stream surface; the other appears to be associated with stagnation points and heteroclinic separatrices.
When the Ekman layer flow is destabilized thermally, the well-developed convective instability far from onset is characterized by a flow that is intrinsically time-dependent in the sense that it is unsteady in any moving frame. The magnetic field is concentrated in magnetic sheets situated around the convective cells in regions where chaotic particle paths are likely to exist; evidence for fast dynamo action is obtained. The presence of the Ekman layer close to the bottom boundary breaks the up-down symmetry of the layer and localizes the magnetic field near the lower boundary.
Introduction
In this paper we study kinematic dynamo instabilities in flows that are heated from below and contain a localized layer of strong shear at their base, which in our model takes the form of an Ekman layer. Following instabilities of the equilibrium basic state, overturning convection occurs; this is driven either by buoyancy forces or by extracting kinetic energy from the shear flow. Though both energy sources act simultaneously the character of the flow is generally dominated by one or other instability mechanism. Depending on the complexity of the ensuing flow, magnetic field growth occurs through slow or fast dynamo mechanisms.
Our study is broadly motivated by the problem of the Solar dynamo. Until recently the consensus was that the generation of the Solar magnetic field arose through differential rotation and convective motions throughout the convection zone of the Sun (Moffatt 1978; Parker 1979; Krause & Rädler 1980) . There were however some large-scale numerical simulations that failed to bear out this picture (Gilman 1983; Glatzmaier 1984 Glatzmaier , 1985a . Then about 10 years ago the understanding of the angular velocity of the Sun was revolutionized by the results of the inversion of helioseismological data. This shows that the inner, radiative zone of the Sun undergoes approximately solid body rotation, while in the convection zone the angular velocity is a function of the latitude (Brown et al. 1989; Dziembowski, Goode & Libbrecht 1989; Goode et al. 1991) . The difference in rotation rate between the convection and radiative zones is taken up in a thin layer of shear, which has been termed the 'tachocline'. This layer has been modelled as a boundary layer in which transport of angular momentum is predominantly horizontal, vertical motions being suppressed by stable stratification (Spiegel & Zahn 1992) .
This led to the suggestion that the seat of the dynamo is not the convection zone itself but instead inside the tachocline (see Roberts 1992; Weiss 1994 , for reviews), where convective plumes interact with the layer of shear. Most of the previous work on dynamo action in the tachocline has not sought to resolve the fluid motions in any detail, but has used a parameterized α-effect, eddy diffusivity, and differential rotation. Typically the shear is large and the eddy diffusivity low within the tachocline, while just above there is no shear, but the α-effect and eddy diffusivity are large. Models based on these concepts have exhibited kinematic and nonlinear dynamo waves and reproduced features of butterfly diagrams (Deluca & Gilman 1986 , 1988 Parker 1993; Prautzsch 1993; Rüdiger & Brandenburg 1995; Tobias 1995; Roald 1998) .
The problem of how to parameterize the α-effect and eddy diffusion is avoided by the direct numerical simulation of the full governing equations, a computationally intensive task taken up by Brandenburg et al. (1990) and Nordlund et al. (1992) . They studied flows in which convection overshoots into a stably stratified region, achieved by the enhancement of the local thermal diffusivity (Hurlburt, Toomre & Massaguer 1986) . They found dynamo action, with magnetic field largely concentrated at the interface between stable and unstable regions. Dynamo waves have also been obtained in models of turbulent accretion disks ; here motions are dominated by shear from the Keplerian orbits. These studies do not combine the effects of thermally driven convection and a layer of shear, unlike the work we shall present, but there are some large-scale simulations involving both of these effects in progress (Brandenburg, personal communication) .
Although our study is broadly motivated by the problem of the Solar dynamo, we investigate basic flow configurations of a classical nature. The principal effects included in our simplified model are shear, rotation and convection. These are the building blocks of many astrophysical and geophysical flows (e.g. Zeldovich, Ruzmaikin & Sokoloff 1983) , and also occur in several projects aimed at exhibiting laboratory dynamos (Odier, Pinton & Fauve 1998; Cawthorne, Peffley & Lathrop 2000; Gailitis et al. 2000) . In this paper we study kinematic dynamo action in a model of convection over a layer of shear. Our aim is to re-solve detailed fluid motions and so study dynamo action without introducing a parameterized α-effect. Nevertheless, in order to explore the mathematically interesting and astrophysically important limit of large magnetic Reynolds number (see Childress & Gilbert 1995) , we limit our attention to two-dimensional fluid motions. Here the term two-dimensional refers to the dependence of the flow on just two space coordinates, though the motion itself has a three-dimensional character, having all three components, as is necessary to escape the consequences of the anti-toroidal dynamo theorem. We find that the nature of the resulting dynamo mechanism depends on the form of the motion, itself dependent on the instability mechanism which generates it. Of interest are the structure and growth rates of the magnetic fields generated and the extent to which they are localized in space.
The study of dynamo action in rotating convection has a long history and has developed along two distinct tracks stemming from the pioneering studies of Childress & Soward (1972) and Busse (1975) . They focused on the low magnetic Reynolds limit, for which an α-effect can be determined robustly, that is, as an asymptotic result which is not the consequence of an unjustifiable mean field approximation. Magnetic field generation in the former plane layer model of Childress & Soward (1972) relies heavily on the three-dimensional planform of the convective rolls in the weakly nonlinear regime. Subsequent developments have been discussed by Jones & Roberts (2000) , who do fully hydrodynamic three-dimensional simulations well into the nonlinear regime. Nevertheless, Matthews (1998) has shown recently that kinematic dynamo action is possible with finite-amplitude two-dimensional convection. Our work builds extensions into Matthews' basic model, the most important of which is shear flow, and addresses kinematic dynamo action in the limit of large magnetic Reynolds number.
The Busse (1975) model is rather different. Its pivotal idea is that the convection pattern in a rotating thick shell is quasi-geostrophic and, being largely independent of the coordinate parallel to the rotation axis, takes on the form of a cartridge belt. This led to his annulus model, in which gravity is radial and rotation Ω is axial. A small surface inclination mimics the shell geometry. This slightly breaks the twodimensionality of the convective rolls, causing them to propagate like Rossby waves. The nonlinear development of such thermal Rossby waves has been investigated extensively by Busse and his co-workers. Kim, Hughes & Soward (1999) have studied large magnetic Reynolds number dynamo action in the annulus configuration and they provide pertinent references to the earlier literature on non-magnetic convection studies. They were interested in the possibility of fast dynamo action in these models. Since this requires the existence of chaotic particle paths, their strategy was to investigate flows vigorous enough for that to occur. When their two-dimensional flow is sufficiently time-dependent, they show that there are regions of Lagrangian chaos, and obtain evidence for fast dynamo amplification of magnetic fields through the stretch-fold-shear mechanism. Since numerical results for the extremely high electrical conductivity appropriate to solar dynamos are unattainable, they obtained instead numerical results for various large values of the conductivity in order to determine the trend appropriate to the high conductivity limit. We adopt the same strategy but, whereas they consider the trend with increasing magnetic Prandtl number ν/η, we increase the Roberts number κ/η.
Our paper is organized as follows. In § 2 we set up our simplified model which captures the essential dynamical features of the tachocline and the lower reaches of the convection zone rotating differentially above it. Local Cartesian coordinates are adopted to describe the shell geometry at co-latitude ϑ. To that end we consider an unbounded horizontal plane layer depth h of Boussinesq fluid, which rotates rapidly about an axis inclined at an angle ϑ to the vertical. An adverse temperature gradient is maintained by heating from below, which when sufficiently strong drives thermal convection. In order to filter out the large-scale convective cells that cross the entire convection zone, we place the upper boundary of our model relatively close to its base at a height, which is determined by the scale of the small convective eddies believed responsible for the α-effect in mean-field models.
The nature of the tachocline is such that there is strong local shear between the radiative interior and the convection zone, whose local bulk moves azimuthally at a different speed U 0 . We emphasize that the axes for our local model are taken in the frame moving with the mean (i.e. bulk) motion of the convection zone, relative to which the radiative zone moves azimuthally backwards (forwards) at equatorial (polar) latitudes. To formulate a flow consistent with the physical picture, we apply no-slip conditions at the lower boundary which moves at constant velocity. Since the upper boundary is stationary in the co-moving frame, motion is insensitive to the stress boundary conditions on it and so again, for simplicity, we simply apply no-slip conditions. Consistent with the picture developed, we must demand that there is no horizontal pressure gradient in the local moving frame. (Note that there is a horizontal pressure gradient in the fixed frame rotating with the radiative interior; the pressure gradient is not Galilean invariant in rotating reference frames.) The effect is to generate a Couette-Ekman flow, which in the limit of strong vertical rotation becomes a thin Ekman layer localized near the bottom boundary, the flow being zero elsewhere. We remark that a consequence of our modelling is that, in addition to vertical azimuthal shear, the Ekman layer carries a north-south mass flux.
The magnitude of this north-south mass transport is of order U 0 (ν/Ω) 1/2 and depends on the magnitude U 0 (ϑ) of the differential rotation, which is latitude dependent. The ensuing Ekman pumping velocity is very small, of order (U 0 /L)(ν/Ω) 1/2 , where L is the long north-south length scale of U 0 . It leads to large-scale meridional circulations on the same length scale L. Nevertheless, most of this flux is returned high in the convective zone above the upper boundary height h( L) of our model. We are not concerned with these large-scale phenomena dependent on L, which are negligible on our small convective scale h.
In § 3 we describe the numerical methods used to integrate the momentum, temperature and induction equations. Since, as already explained, all our motion is two-dimensional, the model may be pushed to high resolutions, enabling an accurate study of the large magnetic Reynolds number regime. In the absence of magnetic field, the basic state of flow and temperature gradient, which depends only on the vertical coordinate, may become unstable to both convective and hydrodynamical instabilities. In § 4 we consider purely hydrodynamical instabilities of the Ekman layer flow at the base of the plane layer. These equilibrate in the form of rows of cat's eyes that translate steadily. We consider the dynamo effect of two of these flows, and find slow dynamo mechanisms which fall into two basic categories. We find cases where magnetic field growth is by the Ponomarenko dynamo mechanism on closed stream surfaces inside the cat's eyes. In other cases, growing fields are localized around hyperbolic stagnation points and their connecting separatrices, the G. O. Roberts (1972) mechanism. The simultaneous occurrence of both mechanisms in a fluid flow has recently also been found by Plunian, Marty & Alemany (1999) . In § 5 we consider parameter regimes in which the Ekman layer flow is hydrodynamically stable, and then introduce convective instability by increasing a Rayleigh number. Near to but above the onset of instability, the fluid flow is steady in a suitably chosen moving frame, and we recover similar dynamo mechanisms as discussed in § 4 for the Ekman instability. Further from onset the flow gains additional time-dependence, becoming unsteady in any translating frame. At this point regions of Lagrangian trajectories become chaotic, initially near to the separatrices of the original steadily translating flow. Lagrangian chaos leads to exponential stretching of magnetic field lines and fast dynamo amplification in the large magnetic Reynolds number limit. Finally § 6 offers some conclusions and discussion.
Governing equations and invariants
2.1. Dimensionless equations We consider a local Cartesian approximation to spherical geometry, taking a layer of fluid of depth h with 0 6 z 6 h, at co-latitude ϑ, rotating with angular velocity Ω. In terms of a Solar dynamo, such a model would represent a region including the tachocline and only a part of the Solar convection zone, in which the effects of spherical geometry are negligible. The approximation is shown schematically in figure 1(a, b) . We take Cartesian axes with x directed eastwards, y northwards and z vertical, as shown. For definiteness we consider the layer to be located in the Northern hemisphere. The co-latitude then satisfies 0 6 ϑ 6 π/2 and with the rotation directed as shown:
Our modelling of the tachocline is based on the idea that the convection zone differentially rotates above the radiative zone which itself rotates rigidly. Locally we adopt axes fixed in the local bulk zonal motion relative to which the rigid bottom boundary z = 0 moves with velocity U 0 = U 0 x dependent on the co-latitude ϑ. Indeed, the sign of the shear in the tachocline changes with ϑ; the case of U 0 < 0 (> 0) is relevant for equatorial (polar) latitudes, where the convection zone super-rotates (subrotates) compared with the radiative interior. We assume that the differential rotation is geostrophic in character with the Coriolis acceleration balanced by a north-south pressure gradient. As explained in the Introduction, this means that, in our locally moving frame with no bulk motion, the horizontal pressure gradient, which is not Galilean invariant, vanishes.
To complete the specification of our model, the top boundary z = h is maintained at a temperature T , while the lower hotter boundary z = 0 is at temperature T + ∆T . In order not to seriously disrupt the shear flow configuration described above, the upper rigid boundary is taken to be at rest. Thus provided the rotation vector is not parallel to the boundaries a strong Ekman layer forms on the bottom boundary with an inconsequential weak Ekman layer on the top; accordingly there is an up-down asymmetry which mimics the tachocline configuration. Instabilities of our flow are driven both thermally by the applied adverse temperature gradient and mechanically by the shear in the bottom Ekman layer, whose nature we discuss further below.
We will use the Boussinesq approximation. The fluid is taken to have a viscosity ν, a thermal diffusivity κ, a magnetic diffusivity η, and a thermal coefficient of expansion α. Length, time and velocity are non-dimensionalized using the depth h and the thermal time scale h 2 /κ. The equations for the velocity U of the fluid, the magnetic field B, and the deviation θ of the temperature gradient from a steady conductive equilibrium, then take the standard form
2d) where the dimensionless parameters employed are
namely the Rayleigh, the square root of the Taylor, Prandtl and Roberts numbers respectively. The Lorentz force feedback is omitted in the momentum equation, as our present study is restricted to kinematic dynamo action. Lacking vertical boundaries, we assume spatial periodicity in the unbounded horizontal direction. On the horizontal boundaries z = 0, 1, the temperature deviation θ = 0 and no-slip boundary conditions are used for the fluid. The magnetic field B is taken to obey insulating boundary conditions. Consequently B matches to an external vacuum field, which itself satisfies ∇ × B = 0 throughout both the regions z > 1 and z < 0. As an alternative, perfectly conducting boundary conditions could have been reasonably adopted on one or both boundaries. However with these boundary conditions, the magnetic field tends to be trapped at the boundaries, the field is unable to be evacuated outside, and the generation of field is concentrated near the boundaries (see, for example, St. Pierre 1993) . This can enhance dynamo action, and lower the critical magnetic Reynolds numbers significantly. We wanted to ensure that boundary conditions were not playing an important role in any dynamo we might observe numerically, and so employed the less favourable insulating boundary conditions. After non-dimensionalization, the velocity at the bottom boundary becomes
where we have introduced the Reynolds number
Note that the Reynolds number Re defined here can take either sign, depending on the sign of U 0 ; however given that Ω is non-negative (see (2.1)), the square root of the Taylor number τ must be non-negative also. The basic steady, non-magnetic, thermally conductive equilibrium state depends only on the vertical coordinate z. Though there is no temperature perturbation θ = 0, there is a shear flow
driven by the differential motion of the plane parallel boundaries. In the absence of an imposed horizontal pressure gradient, the horizontal components of (2.2a) are
which must be solved subject to the non-slip boundary conditions
The solution is
(see also Ponty, Gilbert & Soward 2001) , valid for µ > 0. In the limit µ ↓ 0 of no vertical rotation, we recover unidirectional plane Couette flow
while in the limit of strong vertical component of rotation, the flow
is localized near the bottom boundary z = 0, in the form of an Ekman layer of width order µ −1 , which exhibits the characteristic Ekman spiral profile. Note particularly that our choice of non-symmetric boundary conditions (2.8) on Λ 1 (together with the assumed zero horizontal pressure gradient) has the important effect of breaking the up-down symmetry in a non-trivial way. Indeed, the presence of just one Ekman layer in our system means that there is a mean horizontal flux of fluid. Were we to move both boundaries in opposite directions (say Λ 1 (0) = 1 and Λ 1 (1) = −1), there would be no mean flux and we would regain up-down symmetry Λ(1 − z) = −Λ(z) with two Ekman layers, one at the top, the other at the bottom, as in the study of Hoffmann, Busse & Chen (1998) .
Once the full flow U deviates from the basic Ekman layer shear flow solution, it is convenient to write U = Re P Λ(z) + u. (2.12) Accordingly the non-slip boundary conditions imply that u = 0 at the top and bottom of the layer. With the substitution (2.12), the governing equations (2.2a-c) become
The above equations, together with the definitions of Ω in (2.1) and Λ in (2.9), involve six independent parameters τ, P , Re, Ra, ϑ and q. They must be solved on 0 < z < 1 subject to the non-slip, u = 0, and isothermal, θ = 0, boundary conditions on z = 0 and z = 1, together with the matching of B to an external potential magnetic field as mentioned in the paragraph following (2.3).
Two-dimensional formulation
The steady conductive equilibrium is dependent on the vertical coordinate z but independent of the horizontal coordinates x and y. Nevertheless, rotational invariance about the z-axis is broken by the presence of the horizontal component of rotation and the direction of the imposed motion of the bottom boundary. Thus at the onset of fluid instability, whether hydrodynamic or convective, the fluid motion takes the form of rolls with a specific orientation, and as result the flow is independent of a coordinate along the roll axes, which lie in the direction (− sin , cos , 0), say. Of course, we assume here that there is no eigenvalue degeneracy, which could lead to the competition of rolls with different orientations such as in the Childress & Soward (1972) dynamo. We therefore introduce new axes (x,ȳ) rotated by an angle about the old axes (see figure 1c) so thatȳ is directed along the roll axes and the flow u is a function ofx, z and t alone at onset. Relative to our new coordinates, we set Ω = sin ϑ sin x + sin ϑ cos ȳ + cos ϑ z (2.14)
and
where
Though the two-dimensionality of the flow at onset is clear, it is important to appreciate that we assume that the flow continues to take this restricted form u(x, z, t) in the fully developed nonlinear state. Such a representation is completely consistent with the nonlinear governing equations (2.13), and allows the dynamo generation of three-dimensional magnetic field in the kinematic regime, when we ignore the feedback by the Lorenz force. We do not consider the possibility that following instability the fluid flow may become fully three-dimensional with structure along the roll axes. Our simplifying assumption of two-dimensionality, however, is important because it allows us to study numerically kinematic dynamo action at large magnetic Reynolds number.
Since u is independent ofȳ, we may introduce a stream function ψ and write
After substitution into (2.13) and upon taking ȳ · (2.13a), ȳ · ∇ × (2.13a) and (2.13b),
we obtain a nonlinear matrix system for the ψ, v and θ fields:
where 19a-c) in which we have introduced the differential operators To investigate the possibility of kinematic dynamo action in ourȳ-independent fluid flow, we consider a magnetic field described byȳ-dependent normal modes of the form
with non-zero wavenumber l necessary for dynamo action. The equations for bx and b z may be found by substituting (2.12) and (2.21) into (2.13c). They are
The remaining component bȳ is determined directly by the solenoidal condition (2.13d):
We remark that there appears to be no particular advantage in using a toroidalpoloidal decomposition for the magnetic field in our study.
Numerical method and diagnostics
The solution of the hydrodynamic system (2.18) and the induction equation is achieved numerically using a time-stepping pseudo-spectral code. The fields (ψ, v, θ, bx, b z ) are functions of (x, z, t) alone. In the vertical they are resolved using a Chebychev polynomial collocation method. In the horizontalx-direction all fields are assumed to be periodic with periodicity L = 2π/k c , where k c is the preferred wavenumber for linear hydrodynamic or convective instability at onset. Fourier modes are used to resolve the field in thex-direction.
The non-slip boundary condition for the flow and the vacuum insulating boundary condition for the magnetic field are implemented with the tau method (see Gottlieb & Orszag 1977) . Typical resolutions are 128-256 collocation points in the horizontal and 65-129 in the vertical. The time-stepping applies the Crank-Nicholson method for the diffusion terms, and the Adams-Bashford method for the remaining terms. As tests of major parts of the code, it was verified that thresholds for the onset of Ekman and convective instabilities are in agreement with results obtained by an eigenvalue code (Ponty et al. 2001) . Furthermore growth rates obtained with this code for kinematic dynamos of Ponomarenko type are in good agreement with asymptotic analysis (Gilbert & Ponty 2000) .
Our numerical study proceeds as follows. First we fix the parameters ϑ, P and τ; in fact P = 1 for all the runs described in this paper. This fixes the geometry and rotation, and a basic conducting state independent of z. Then mechanical or thermal forcing is introduced, and at some critical value of Re or Ra, the layer becomes unstable to rolls with wavenumber k c and axes at angle to the y-axis. This enables us to fix the location of the (x,ȳ) axes and the length of the periodicity box in thē x-direction, L = 2π/k c . This linear problem is addressed in the companion paper (Ponty et al. 2001) . Now keeping the other parameters fixed, and keeping the flow two-dimensional, the forcing given by Re or Ra is increased and the branch of saturated hydrodynamic or convective instability is followed. At a given point along the branch we have an equilibrated flow, which could be steady or time-dependent. This flow may then be tested for dynamo action by introducing a magnetic field. For each value of the magnetic wavenumber l a real dynamo growth rate σ may be obtained as a function of the Roberts number q. In the high conductivity limit, both the Roberts number and magnetic Reynolds number are large and the primary concern is the distinction between fast and slow dynamos, and the mechanisms which support them.
To understand the results of our simulations, the most important parameter from the kinematic dynamo viewpoint is the magnetic Reynolds number. Since the flow may be driven mechanically through the motion of the bottom boundary, Re = 0, or through heating, Ra > 0, it is best to define the magnetic Reynolds number in terms of the flow as it is actually realized (rather than use U 0 to form the dimensionless combination of input parameters U 0 h/η = Re P q). Thus we introduce U as the rootmean-square value of the non-dimensional total velocity U (see (2.12)), averaged over both space and time, and define the magnetic Reynolds number by
We stress that this is a quantity measured from the simulations, unlike the dimensionless quantities defined in (2.3). Also, since the real magnetic field growth rate σ is measured on the thermal diffusion time scale, our understanding the behaviour in the large Rm limit is helped by the introduction of the rescaled growth rate
based on the turnover time scale. Thus the dynamo is fast when λ = O(1) in the limit Rm → ∞.
Ekman instability branch
4.1. Hydrodynamic behaviour In the absence of any thermal driving, Ra = 0, the Ekman layer in our model becomes hydrodynamically unstable at sufficiently large Reynolds number Re. In this section we study the resulting flows and their kinematic dynamo properties.
For the case of purely vertical rotation (ϑ = 0), the Ekman layer instability has been studied experimentally by Faller (1963) and Caldwell & Van Atta (1970) , and numerically by Faller & Kaylor (1966) , Lilly (1966) , Iooss, Nielsen & True (1978) and Melander (1983) . The linear and nonlinear behaviour of Ekman-Couette instabilities in a plane layer for a wide range of rotation rates has been discussed by Hoffmann et al. (1998) . The presence of the horizontal component of rotation (0 < ϑ < π/2) has an important effect on the Ekman instability, as shown by Leibovich & Lele (1985) . With our definition of U 0 and the Reynolds number Re (see (2.5)), increasing horizontal rotation at fixed Taylor number τ 2 by varying the co-latitude ϑ causes the magnitude |Re c | of the critical Reynolds number for the Ekman instability to decrease (increase) for positive (negative) Re (see Ponty et al. 2001) . As in the TaylorCouette instability, when the vorticity associated with the shear across the layer is aligned (anti-aligned) with the horizontal rotation vector, the effect is stabilizing (destabilizing). The transition between the Taylor-Couette instability and the Ekman layer instability is explored in Hoffman & Busse (1999) .
Two different Ekman layer instabilities are distinguished in these studies, which for historical reasons are now referred to as types I and II. Type II occurs when the Reynolds number Re * = Re/µ defined using the Ekman layer thickness, which is more relevant than the depth of the layer, exceeds the experimentally measured value of Re * c 56.7 (or 124.5 for type I); the instability is manifest as a travelling wave having a wavelength of approximately 22µ −1 (or 11µ −1 for type I). We will focus on the type II travelling wave, which has the smaller critical Reynolds number and so is easier to study numerically.
We simulated the finite-amplitude development of the Ekman instability with our nonlinear numerical code subject to the two-dimensional restrictions already mentioned. Within that framework, we reach Reynolds numbers of up to 800 and find that the saturated flow remains steady in a frame moving with the phase velocity U roll of the roll in thex-direction; this velocity is roll-amplitude dependent and changes as the solution branch is followed by varying the Reynolds number. It is plausible that the next bifurcation will involve the destabilization of modes with wavenumber components along theȳ-axis, which are not present in our study; we will not pursue that possibility. Since the flow is steady in a moving frame, it cannot be chaotic and so any dynamo cannot be fast (see Klapper & Young (1995) for rigorous results). Nevertheless, we have found robust slow dynamo action, as we now discuss.
Slow dynamo action
We consider two examples of dynamo action in the flow resulting from the equilibrated Ekman layer instability. In our examples, the critical Reynolds number and the orientation of the fluid rolls have been calculated from a linear stability code. In the two cases, the co-latitude is taken as ϑ = 45
• (see § 4.2.1) and 67.5
• (see § 4.2.2) with a positive value of the Reynolds number. The first example is near the onset of the instability, and in the second example, the Reynolds number is around twice the critical value.
In both these cases the rolls are steady in a frame moving with velocity U roll along thex-axis, which must be measured from the simulation. From the simulation a quantity, such as kinetic energy integrated over a periodicity box, remains constant, while a signal such as a velocity component at a given point oscillates periodically, with period 2π/ω. If a power spectrum of the signal is taken, the lowest peak is at the frequency ω, the remaining peaks being multiples of ω. This allows us to measure U roll = ω/k c . It is then helpful to define a total stream function Ψ for the flow in the moving frame by
so that thex and z components of the total velocity in this frame are
The total velocity V along theȳ-axis is also defined by
The total stream function Ψ is very useful, because in the frame co-moving with the rolls, particles follow the stream lines Ψ = const. In the large-Rm limit magnetic field lines tend to align with the steady flow, and the dynamo-generated field tends to localize in the vicinity of particular stream surfaces.
First example: ϑ = 45
• For our first example, we take ϑ = 45
• , τ = 60, = 73.5
• , k c = 3.44 and Re = 210 (the critical value being Re c 190). The results are illustrated in figure 2(a, b) , which gives theȳ-velocity V and total stream function Ψ in the co-moving frame. The flow has a cat's eye configuration typical of finite-amplitude instability, which is manifest at critical levels in other shear flows, e.g. the Kelvin-Helmholtz instability. In the (x, z)-plane, this streamline topology contains elliptic and hyperbolic stagnation points; the latter are joined by heteroclinic connections, or separatrices. The exponential stretching at the stagnation points, and the differential rotation around the elliptic points, can stretch out field, contributing to a dynamo process. The velocity component V in theȳ-direction shown in figure 2(a), which results from the overall rotation of the system, is however crucial for dynamo action. The single dark line contour on figure 2(a) shows where the sign of V changes. Also visible in figure 2(a, b) is the intense shear of the Ekman layer at the base of the plane layer.
Figure 2(c) shows the magnetic field for the mode l = 1.2 with q = 50; the corresponding magnetic Reynolds number for the resulting flow is measured to be Rm 3660. The magnetic field plotted is the root-mean-square value,
which is averaged overȳ, but then normalized so as to lie between zero and one. This collapses all the structure in theȳ-direction onto the (x, z)-plane. Figure 3 shows the magnetic growth rate as a function of the wavenumber l for the same flow and the same magnetic Reynolds number employed in figure 2. The growth rate is shown on the left-hand scale as σ, based on the thermal diffusion time, and on the right-hand scale as λ, based on the turnover time. The graph has a positive maximum at l = 1.2, giving the dominant mode shown in figure 2(c) ; note also that large-scale fields with small values of l possess positive growth rate.
Comparing figures 2(b) and 2(c) we see that the dominant magnetic mode has field localized in sheets along the separatrices of the flow in the (x, z)-plane (using the stream function Ψ for the appropriate moving frame). The sheets intersect at a hyperbolic stagnation point. Our simulation represents the first example of a dynamo effect obtained in a cat's eyes configuration resulting from hydrodynamic instability. The dynamo mechanism has some similarities with that of the periodic G. O. Roberts (1972) cellular flow investigated analytically in the large-Rm limit by Childress (1979) and Soward (1987) . In this case the field is also associated with the stagnation points and separatrices, and is amplified by a steady stretch-fold-shear mechanism. The dynamo is slow (unless the flow field is modified so as to be discontinuous) but growth rates fall off extremely slowly as Rm is increased. Dynamo action is also considered for doubly periodic rows of cat's eyes by Childress & Soward (1989) , who compute an α-effect associated with boundary layers at separatrices. Their calculations involve averaging over the infinite plane, and it remains to be clarified as to how their results relate to dynamo action in a row of cat's eyes in a plane layer with insulating boundaries, as in our model. number is Re = 250, which is to be compared to the critical value for the instability of Re c 138. Again the resulting flow is steady in a moving frame, and figures 4(a) and 4(b) show respectively theȳ-velocity and the stream function Ψ in the moving frame. The flow is now more complicated than that in figure 2, with two eddies per periodicity length, one rotating clockwise, and another counter-rotating (across the horizontal box boundary). This example exhibits different dynamo mechanisms depending on the wavenumber l. Figure 5 shows the growth rates σ and λ plotted against the wavenumber l for q = 40, which corresponds to Rm 3600. The curve is complicated, having many peaks and windows of dynamo and non-dynamo action as l is varied. Below the wavenumber l 2.0, the magnetic field shown in figure 4(c) (with l = 1.2) is concentrated around the principal vortices of the flow displayed in figure 4(b) . The dynamo process appears to be that in the Ponomarenko dynamo (Ponomarenko 1973; Gilbert 1988; Ruzmaikin, Sokoloff & Shukurov 1988; Gilbert & Ponty 2000) . Field directed in or out of the eddy is stretched by differential rotation in helical streamlines to generate field directed along the streamlines. Diffusion of this field in curved geometry generates field across streamlines and closes the dynamo loop, leading to the amplification of magnetic field. To confirm this picture the magnetic field is visualized in three dimensions in figure 6 and takes the form of two spiralling tubes. Above the wavenumber l 2.0, the magnetic field is localized along the separatrices, and corresponding stagnation points, as in the previous case (figure 2). The magnitude of the magnetic field is shown in figure 4(d) for l = 9.0, where the magnetic growth rate is a maximum in figure 5 .
In this example of a saturated Ekman instability, we have identified two different dynamo mechanisms which compete with each other. The stretch-fold-shear mechanism in the steady flow is the more efficient one, preferring modes with short scale in theȳ-direction, but the Ponomarenko mechanism is also there, subdominant, preferring large-scale fields. Note that regardless of the wavenumber l in theȳ-direction the two mechanisms tend to amplify fields of different length scales in the (x, z)-plane for large Rm, as seen in figure 4(c, d) . For l = O(1) the Ponomarenko dynamo amplifies field on an O(Rm −1/4 ) length scale (see Gilbert & Ponty 2000) , while the fields associated with the hyperbolic stagnation points localize on an O(Rm −1/2 ) length scale (Childress 1979) , which is rather more testing numerically. 
Convective branch
5.1. Behaviour of convection In this section the Reynolds numbers involved are sufficiently low that the purely hydrodynamical Ekman instability is not present. The flow is then destabilized by heating from below, Ra > 0, leading to thermal instability. To illustrate our results, two cases are presented: the first one, discussed in § § 5.2 and 5.3, has the vertical rotation orientated with an angle ϑ = 67.5
• , and the second, discussed in § 5.4, has a An iso-surface of constant magnitude of magnetic field is plotted with respect to (x,ȳ, z) axes.
purely vertical rotation vector, ϑ = 0 • . In both examples the Prandtl number is equal to one, so that viscous and thermal time scales are the same.
At the onset of the instability, convective rolls appear. The presence of a horizontal component of rotation (ϑ = 0) or of a shear flow Re = 0 breaks the symmetry of horizontal isotropy and gives a preferred orientation to the convective rolls. When the rotation is purely horizontal ϑ = π/2 and the shear is present in the form of a linear Couette flow (2.10), there is a competition between their physical effects, but the orientation of the rolls remains simple: their axes are either aligned with the shear, or with the horizontal component of rotation (Kropp & Busse 1991; Matthews & Cox 1997) . However our case also includes a vertical component of rotation, and this together with the shear leads to a spiral Ekman layer flow (2.9) at the base of the layer. With a spiral Ekman layer, there are no simple results giving the orientation of convective rolls at onset, and the preferred orientation has to be calculated numerically or asymptotically (Ponty et al. 2001) .
All the parameters of the convection threshold are then calculated with a numerical code solving the linear stability problem. The parameter , giving the orientation of the coordinate system in both cases, is fixed by the value preferred at onset, and similarly for k c which fixes the box dimension. The parameter regime taken in our first case was motivated by the fact that the roll axes are quite close to the north-south orientation. Indeed, the effect of the Coriolis force on a rapidly rotating fluid body tends to produce convection in the form of travelling waves whose axes have a preferential north-south orientation in accord with the Taylor-Proudman constraint. The classic picture shows columnar convection rolls or travelling waves localized at a specific radius of a sphere and orientated north-south (Busse 1970 (Busse , 1994 . 5.2. Slow and fast dynamo action for ϑ = 67.5
• Our first example involves all the physical ingredients present in our system, and so represents the general case. We consider ϑ = 67.5
• , τ = 200 and Re = 30 (we obtain qualitatively similar results for negative values of Re). For these values thermal instability occurs at Ra c 3748, with corresponding wavenumber given by = 2.33
• , k c = 4.30. Figure 7(a, b) shows the flow near to onset, with Ra = 4125
1.1Ra c . The flow is steady in a moving frame and figure 7(b) shows the stream function in this frame. The vertical velocity is produced by the convective motion, but the horizontal velocity is dominated by the Ekman mean flow, seen at the bottom of figure 7(a, b) . Figure 7 (c) shows the magnetic field with a wavenumber l = 8.5 and a Roberts number q = 50, corresponding to Rm 500. Being steady in a suitable frame, the flow produces a slow kinematic dynamo mechanism and the magnetic field is localized along the separatrix near the base of the layer.
The fields generated by this dynamo mostly occur in and above the Ekman layer, where there is considerable shear, especially in the perpendicular velocity component V ( figure 7a ). It appears that the shear in the Ekman layer is playing an important part in the amplification process, presumably by a steady stretch-fold-shear mechanism. Of course the weaker vertical motions arising from the convection are also needed. This mechanism seems robust in our simulations, being found in many parameter regimes. It would be interesting to model the dynamo analytically, as a generic mechanism in which an Ekman mean flow dominating the horizontal velocity is perturbed by weak vertical motions, driven by any kind of hydrodynamic or thermal instability.
When the Rayleigh number is increased further, holding other parameters constant, a bifurcation occurs (at approximately 18Ra c ) and the flow in any moving frame becomes time-dependent; we refer to this as the flow having intrinsic time-dependence, that is, which cannot be removed by a Galilean transformation. After this bifurcation integrated quantities such as the kinetic energy show periodic time-dependence, and a signal such as a component of velocity at a given point is generally quasi-periodic. However, as one goes through the bifurcation it is possible to adjust U roll so that the flow is strictly periodic in a frame with this velocity. To do this note that if U roll is near to, but not equal to, the correct value, the signal from a given point in space will be quasi-periodic, with one particularly low frequency. This can be extracted from a power spectrum, and provides a better estimate of U roll . Thus numerically we can find this moving frame to a good approximation, and we use this value for U roll to define the stream function Ψ , which is now a periodic function of time.
As the fluid flow in our model only depends on two spatial variables, the bifurcation to intrinsic time-dependence gives the system the third degree of freedom necessary to obtain chaotic fluid trajectories. These will initially appear around separatrices of the original steady flow, and will lead to exponential line stretching and possible fast dynamo processes (Bayly & Childress 1988; Galloway & Proctor 1992; Otani 1993) . Figure 8(a, b) shows the flow with Ra = 21Ra c 7.8 × 10 5 . As the flow is intrinsically time-dependent the pattern of V and Ψ will change periodically with time, as well as translating. The horizontal velocity produced by the convection now begins to dominate over the Ekman layer mean flow. The field at q = 75 or Rm 5480 is shown in figure 8(c) and takes the form of sheets accumulating in the region close to the separatrices of the instantaneous form of Ψ shown in figure 8(b). Those magnetic structures are similar to those obtained for fast dynamos in several idealized flows (Galloway & Proctor 1992; Otani 1993; Ponty, Pouquet & Sulem 1995; Kim et al. 1999) .
For two different values of the Roberts number q, the magnetic growth rate is plotted against the magnetic wavenumber l in figure 9 . The position of the dominant mode is largely independent of the Roberts number, as both curves have peaks situated around l = 8.5. For this wavenumber, in figure 10 the magnetic growth rate σ (left-hand side) or λ (right-hand side) is plotted against the Roberts number q (bottom scale) or, equivalently, the magnetic Reynolds number Rm (top scale). As Rm is increased, the dynamo growth rate increases to values of order the turnover time scale (see λ) and remains approximately constant, only dipping slightly for the highest values of Rm. The values of λ are also notably larger than those seen for the slow dynamos earlier in the paper (see figures 3 and 5). Although no numerical simulation can be completely definitive, this saturation of the growth rate λ at values of order unity for high Rm, the robustness of the maximum wavenumber l in figure  9 , and the structure of the field in figure 8(c) all provide evidence indicating that this flow is acting as a fast dynamo. That these diagnostics are a powerful indicator was argued recently by Kim et al. (1999) .
The effect of the shear flow
Our system has two driving mechanisms, through heating and through motion of the bottom boundary. To understand something of the role of the latter mechanism, which imposes an overall shear flow on the system, we will describe a series of runs in which all parameters are kept constant, except for the Reynolds number. The parameters are as above, specifically ϑ = 67.5
• , τ = 200, = 2.33
• , k c = 4.30, Ra = 7.8 × 10 5 , q = 25 and l = 8.5. Figure 11(a, b) shows the magnetic growth rate λ and the mean velocity U (averaged over time and space), as Re is varied from 0 to 200. The figure shows two distinct branches of solutions for the hydrodynamic system, marked with solid and dashed lines, with hysteresis around Re = 110. The dynamo growth rate (figure 11a) varies markedly over the range of Re shown. In contrast, the mean velocity, U, ( figure 11b ) remains approximately constant, only increasing slightly with the Reynolds number. More useful is the amplitude of the intrinsic time-dependent part of the flow. A straightforward measure of this is to take the difference ∆U between minimum and maximum values of the velocity averaged only over space, as it oscillates in time, and then to normalize this to form ∆U/U, which is shown in figure 11 (c).
On the first branch (solid line), there is moderate time-dependence at Re = 0, which then becomes suppressed as the shear flow is increased (see figure 11c) . Suppression of this time-dependence in a flow generally has the effect of reducing the size of regions of chaos in the system, and unsurprisingly causes the magnetic growth rate to decrease (Ponty et al. 1995) . For Re between 70 and 109 the system loses intrinsic time-dependence, ∆U = 0, and is steady in an appropriate moving frame. In this region the growth rate increases a little, associated with a slow dynamo process in the steady flow. Around Re = 100, the system undergoes a subcritical bifurcation (with some hysteresis as shown in figure 11) , and the flow again becomes time-dependent. On this second branch (dashed line), the growth rate increases initially and then decreases, generally following the amplitude ∆U/U of the time-dependent part of the flow.
For three different values of the Reynolds number, Re = 0, 50 and 100, the magnitude of the magnetic field is displayed in figure 12(a-c) . Without shear, the magnetic field is present equally at the top and bottom of the layer ( figure 12a ). This represents dynamo action in a convecting rotating flow, with no other forcing, and is the configuration investigated by Matthews (1998) for moderate Rm, but sufficiently large for dynamo action to occur. When the shear flow is introduced, the Ekman layer occurs only at the bottom and breaks the up-down symmetry. This is clear in figure  12 (b) where the magnetic field appears to be preferentially located near the bottom of the layer. This localization increases as the shear is increased ( figure 12c ). Note that a bottom boundary condition of a perfect conductor (instead of an insulator) would tend to enhance this process (St Pierre 1993) . Although this picture is complicated in detail, the general behaviour is seen in many similar parameter regimes. The introduction of shear to a flow driven by convection tends overall to suppress the intrinsic time-dependence of the flow. This tends to reduce the chaotic stretching and so the fast dynamo growth rates; ultimately the time-dependence is turned off. As the shear is increased there is a clear tendency for the field to localize in the Ekman layer at the bottom boundary. Figure 13(a, b) shows a snapshot of the flow field, while figure 13(c) shows a growing magnetic field where the Roberts number is q = 20 corresponding to Rm 2280, with the wavenumber l = 8.0. The magnetic field is again concentrated inside several magnetic sheets; one is located very close to the bottom boundary in the Ekman layer, the others lie in upand down-draughts. As in our first case of a convection-driven flow, we have evidence of fast dynamo amplification: the magnetic growth rate is displayed in figure 14 , and levels off as Rm is increased.
Discussion
We have set up a model in which rotation, shear and convection drive complicated flows in a plane layer. The basic state, in which temperature and the shear flow depend just on the vertical coordinate, may be destabilized by purely hydrodynamic Ekman layer instabilities and convective instabilities, and these lead to a variety of nonlinearly equilibrated flows. In the case of the Ekman instability, the equilibrated flows have the cat's eyes configuration and are steady in a co-moving frame. Dynamo action here may occur by the Ponomarenko (1973) dynamo mechanism or with fields associated with hyperbolic stagnation points and their connecting separatrices. The Ponomarenko mechanism is now well-understood: asymptotic high-Rm growth rates may be obtained in cases such as those seen in the simulations, when the stream surfaces are cylinders with arbitrary cross-section and the flow along the cylinders is arbitrary (Gilbert & Ponty 2000) .
Dynamo action associated with hyperbolic stagnation points and separatrices is rather more complicated. While dynamo action in flows with cat's eyes in the doubly periodic plane has been studied by Childress & Soward (1989) , there are nontrivial geometrical complications that arise in the flows of our plane layer model. In particular the layer is periodic in only one direction, along the cat's eyes, and the velocity perpendicular to the plane of the cat's eyes is not constant on stream lines. It remains an interesting asymptotic problem to obtain high-Rm growth rates in this more general situation.
In the case of flows driven by convection we obtain flows that are steady in a moving frame close to onset, and see similar mechanisms to those mentioned above. However, moving further from onset, the flows bifurcate and become periodic in a frame moving with a suitable velocity. In this case chaotic trajectories appear, initially close to separatrices. We have seen evidence for fast dynamo action in these flows, with maximum growth rates and dominant wavenumbers remaining relatively insensitive to magnetic Reynolds number in the limit of large Rm, as far as our simulations allow. Various dynamo scenarios occur depending on the relative importance of the different effects in our model. First we find that the combination of shear and vertical rotation in the basic state means that the flows generated after the first bifurcation of thermal or hydrodynamic instability, although two-dimensional, are sufficiently complex to act as dynamos; it is not necessary to go through further bifurcations to obtain dynamo action.
Secondly, we find that the shear in the Ekman layer tends to localize strong magnetic fields near the base of the plane layer. This is in agreement with Solar modelling in which a prescribed alpha effect and eddy diffusion are given (Deluca & Gilman 1986 , 1988 Parker 1993; Prautzsch 1993; Rüdiger & Brandenburg 1995; Tobias 1995; Roald 1998) , instead of resolving detailed fluid motions as we have done. Thirdly, note that in the case of the Ekman layer instability, at onset the fluid motions form cat's eyes within or close to the Ekman layer itself, and this is where the dynamo is located. On the other hand, when convective instability occurs, convective plumes go from the top to the bottom of the layer, and magnetic fields are more dispersed in the vertical (although strong at the bottom of the layer). This raises the difficult issue of whether in the Solar dynamo magnetic fields are generated by the interaction of convection and the tachocline, or through the dynamics of the tachocline itself. This question is unlikely to be answered until the tachocline is modelled in more detail (Spiegel & Zahn 1992) .
All the magnetic fields generated in our models have been of fairly small scale: our box is a local Cartesian approximation, and all the wavenumbers used have been of order unity or larger. In a future study it would be important to include the effects of the Lorentz force, which would allow nonlinear competition between different dynamo modes, and typically leads to the generation of magnetic fields on large scales. This would be important in extending our model towards the Solar context. We have also constrained the flows to be two-dimensional, and it would be interesting to extend our numerical code to three dimensions; however we would not be able to achieve the very large values of Rm studied in this paper.
