Time-varying non-convex continuous-valued non-linear constrained optimization is a fundamental problem. We study conditions wherein a momentum-like regularising term allow for the tracking of local optima by considering an ordinary differential equation (ODE). We then derive an efficient algorithm based on a predictor-corrector method, to track the ODE solution.
Introduction
Most problems in on-line learning are time-varying and many are non-convex. This is easy to see: consider the fact that each new observation amends the instance of the model-estimation problem, e.g., its least-squares objective. Further, notice that while we often use convex relaxations, forecasting under assumptions related to linear dynamical systems, forecasting under assumptions related to low-rank models, using auto-encoders, or indeed, much of any deep-learning techniques is inherently non-convex. For many problems, strong convexifications are not available.
Nevertheless, on-line non-convex constrained optimization has been largely neglected, so far. This includes both the study of structural properties of trajectories of feasible points of optimization problems, whose coefficients are time-varying, as well as algorithmic approaches to such problems. Only recently, [8] have asked whether a momentum penalty could help track solutions of on-line non-convex optimization problems, and whether to expect the produced solution to converge to a global optimum after switching to the time-invariant problem. This motivated our present study, starting with a more general question: when it is possible to track current solutions of the unpenalized problem?
We provide some of the first structural results for on-line non-convex optimization in a rather general setting, wherein we allow for both equality and inequality constraints, and isolated time discontinuities. In particular, we con-sider a continuous-time setting:
s.t. h(x, t) = 0 g(x, t) ≤ 0, where
• the objective function f is twice continuously differentiable in x ∈ R n , and continuous in t ∈ R + except possibly for some isolated times,
• the constraints are respectively p and q dimensional (where ≤ 0 is understood as 'belongs to the nonpositive orthant'), both h and g are twice continuously differentiable in x and continuously differentiable in t, again except potentially for some isolated times,
• at all time t ∈ R + , the problem is feasible and f (·, t) is coercive.
Furthermore, we provide algorithms benefiting from our structural insights. In particular, we present a predictor-corrector method for integrating a related ordinary differential equation (ODE) . As usual, the "prediction" step fits a function to values of the function and its derivatives, while the "corrector" step refines the approximation. Interestingly, however, we can avoid the need to perform any matrix inversion or multiplication, which reduces the per-iteration complexity from O(n 3 ) to O(n 2 ).
Related Work
The history of study of on-line (or, interchangeably, time-varying) optimization problems goes back at least to Bellman [3] . Clearly, one could consider a "sampling" approach and solve (1) for finitely many times t. This may not, however, be representative of the actual optimal trajectory, depending on the time step. For a small time-step, it can become very time-consuming. When f, g are convex and h is affine, there are many elegant results, which reduce the expense by showing that even a small number of iterations of various numerical methods may be sufficient in "warm-starting" the sampling approach, wherein the solution obtained for one off-line problem is considered as a candidate for the next off-line problem. Much of the early work is associated with the term continuous linear programming [16, 29, 18] . Subsequently, on-line convex optimization [7, 24, 13] has developed in machine learning, with a particular focus on on-line gradient descent, and time-varying convex optimization [26, 25, 4, e.g.,] has been studied in signal processing.
When f, g are not convex or h is not affine, very little is known in general. In on-line learning, much of the recent work [19, 15, 22 , to continue our example of learning under assumptions of a linear dynamical system] have focused on convexifications of the non-convex problem. In control theory, and especially within extremum seeking [2] , there has been focus on the case of an unknown non-convex f, g and affine h. In signal processing and computer vision, the use of low-rank assumptions in the processing of video data has led to the study of problems exhibiting restricted strong convexity. We refer to the August 2018 special issue of the Proceedings of the IEEE [31] and the related issue of Signal Processing Magazine [30] for up-to-date surveys of the work within signal processing. We stress that this work deals with very special, structured problems.
In this paper, we suggest that tracking a solution to the non-convex problem may offer an appealing alternative. We show that this is scalable to highdimensional settings, thanks to a low per-update run-time. In particular, we consider the small limit of time step in a gradient method or Newton method acting on the time-varying optimization problem, captured in an ordinary differential equation (ODE) . This builds upon a long and rich history of work on ODE-based models of time-invariant (off-line) optimization. There, starting from the early analyses of methods for solving non-linear equations in mathematical analysis and operator theory [10, 20, 6, e.g.] , convergence results relied on the stability of related ODEs. More recently, this approach is sometimes associated with the term dynamical-systems method (DSM), cf. [21] . In mathematical optimization, the recent uses [17, 27, 12, 23, 14, 11, 28, 9, e.g.] consider the choice of hyper-parameters of first-order methods so as to optimise the rate of convergence. These uses are, however, all related to time-invariant problems.
The only use of the continuous-time limit of an iterative numerical method for the study of time-varying non-convex optimization, which we are aware of, is by [8] , who define the notion of a spurious trajectory, which does not reach global optimum at the end of a finite time horizon, and focus on its absence or existence in the case where (1) there are only equality constraints, rather than inequalities, (2) functions are continuously time-varying. We relax assumptions (1-2), focus on tracking local optima, and provide efficient discrete-time algorithms, in addition to structural results as explained in the next section.
Our Approach
We consider a "tracking" approach to time-varying non-convex optimization. In the case of a gradient method applied to a problem restricted to equalities (cf. (5) below) we obtain the following ODE:
where,
J h is the Jacobian of h with respect to the first variable and α a parameter embodying the momentum penalty.
At that point, one can take several avenues. [8] suggested that one should like to focus on trajectories, which at the end T of a finite time horizon [0, T ] are within the region of attraction of the global solution. This notion, which [8] call the non-spurious trajectory, can, however, lead to a time-integral of the objective function over [0, T ], which is arbitrarily worse than a time-integral of the objective function of the best possible trajectory. Also, [8] rely on f, h changing fast enough hoping to escape spurious trajectories, but there may simply be no α corresponding to the rate of change of f, h that would allow for the tracking of the non-spurious trajectory.
Within the spirit of optimal control one could seek a trajectory that minimizes the time-integral of the objective function over [0, T ] . Done naively, this could take the form of trying to seek the global optimum at all times. However, in the worst case, where global optimality would alternate between two local minima separated by a "fence" of a global maximum, the naive algorithm trying to minimize the time-integral could end up at the "fence" much of the time. Further, this example shows that the notion of "spurious trajectory" is somewhat arbitrary, depending on the time horizon.
Instead, we advocate to focus on tracking a local minimum. For many problems (in the class of NP over reals) there exists a test of global optimality of a point. If the local solution is no longer a global solution, we may run a "refinement" step to "recenter" our trajectory and follow it from the output of the other method, albeit sometimes at a substantial computational cost, e.g., when f, g, h are polynomial. Hence, we focus on the ODE (2), as it represents what one could achieve solving the off-line problem frequently enough. In the next section, we will see our main contribution: how the solution of (2) tracks local solutions of the problem (1) for α small enough. Subsequently, we develop iterative algorithms based on a discretization of time in solving of (2). These have several benefits, but most importantly, the solving of the ODE is easier than performing the gradient updates or running the Newton method, as one can avoid performing any matrix inversion.
Structural Results

Assumptions
For simplicity, we might denote by h t the function x ∈ R n → h(x, t) and likewise for f and others. From now on, we will make the following assumption, Assumption 1 (Smoothness). f : R n × R + → R and h : R n × R + → R m are twice continuously differentiable in their first variable x, f being continuous in its second variable t and h continuously differentiable in t, such that f t is coercive, at all time t ≥ 0.
This assumption corresponds to a smooth and regular problem at all time, which also varies continuously over time. Initially, we will focus on the problem with equalities and without discontinuities:
s.t. h(x, t) = 0 over t ≥ 0 with h vector-valued for the clarity of the initial presentation of the structural results. We add two more assumptions which guarantee that the problem is feasible, and the constraints are regular. We note that infeasibility is often a failure of modelling, e.g., a recourse decision not modelled.
Assumption 2 (Feasibility). Defining the constraint manifold, for all t ≥ 0,
we assume that its never empty, namely (5) is feasible.
Assumption 3 (LICQ).
We assume that for all t ≥ 0 and x ∈ M(t), the constraints are linearly independent, namely J ht (x) is full row-rank, the differential dh t (x) is surjective.
Once the key structural results will be stated, we will see that they are actually rather easy to extend to the setting with inequalities and isolated discontinuities. In the case of inequalities, we would like to consider the problem,
s.t. h(x, t) = 0 g(x, t) ≤ 0 over t ≥ 0 with g, h vector-valued, and where g(x, t) ≤ 0 denotes that all components of g(x, t) are nonpositive. This problem can be simply transformed into (5), although we need to generalize our assumptions.
Assumption 4 (Smoothness for inequalities). In addition to Assumption 1, assume that g follows the same assumptions as h.
Assumption 5 (Feasibility for inequalities). For all t ≥ 0, we assume that there exists x ∈ R n such that h(x, t) = 0, g(x, t) ≤ 0, namely (6) is feasible.
Assumption 6 (LICQ for inequalities). We assume that for all t ≥ 0 and x ∈ R n such that h(x, t) = 0, g(x, t) ≤ 0, the constraints are linearly independent (LICQ), namely the gradients of the active inequality constraints and the gradients of the equality constraints are linearly independent.
First Definitions
Considering on-line non-convex optimization is little studied, we seem to lack a shared language for describing our problem and approach to it. Let us hence introduce some definitions first:
Definition 7 (δ-partition). An increasing sequence of times τ = (τ k ) k∈N is a called a δ-partition, for δ > 0, if τ 0 = 0 and for all k ∈ N * ,
and if,
The set of δ-partitions is denoted T δ . The tightness of τ is the minimal δ such that τ ∈ T δ , we will say τ is δ-tight if τ ∈ T δ .
Then, for δ > 0 and τ ∈ T δ we could define a solution as any sequence (x k ) k∈N in R n such that each x k solves the program (5) at time t = τ k . However, we might find a solution x that varies rapidly this way, for example on a rather flat landscape, where local minima alternately become globally optimal. Physically, it might not be feasible to have a solution changing too abruptly, and computationally, this approach would be costly and would not take advantage of prior knowledge. To make the problem more amenable, we penalize change by the inclusion of a momentum term in the objective:
. Let δ, α > 0 and τ ∈ T δ be a δ-partition. We call α, τ -solution, any sequence x of R n such that x 0 solves the program at t = 0,
s.t. h(x, 0) = 0, and each x k solves,
α will be omitted since fixed, embodying here a reluctance to change, an inertia.
The goal is now to find a τ -solution for τ tight enough within computational constraints. As it is, this problem is no easier to solve than the original one. Nonetheless, one can notice that given enough regularity of the constraints (assumptions 2 and 3), all solutions of program (8) must satisfy KKT conditions. Namely, if x is a τ -solution, there must exist a sequence
Note that we can rewrite the left-hand side of constraint (10) as,
Informally, in the limit of tight τ and if x, λ were continuous functions of time,
where h denotes the partial derivative of h with respect to time. For the sake of readability, we introduce the symbolic notation J = J h (x(t), t) = J ht (x). Following assumption 3, J is of full row-rank. Thus, JJ is invertible and we can deduce from (12) and (13) that
Subsequently, we can substitute λ in equation (12),
This way, we obtain an ODE, where only the initial condition requires us to solve an optimization program. The rest of the tracking is a simple integration. One can rephrase Theorem 1 of [8] to say that this ODE solves the penalized program (10) in the limit of tight τ over a finite horizon, under mild regularity conditions which are met as soon as assumptions 1, 2 and 3 are satisfied.
In the following, we define,
it is the orthogonal projection on ker J as shown in the appendix (lemma 31).
Time Scales and Continuity of the Flow
Beyond the fact that the discrete problem turns out to match the continuous (ODE) in the small limit of τ , we can see that in the small limit of α, the solution of (ODE) converges to a local solution of the original problem (5). If (ODE) does not seem to distinguish between minima, maxima, nor even saddle points, as it provides only an approximation of sequences satisfying necessary first-order conditions of optimality,
The term on line (15) is non-positive since P 0 (cf. Lemma 31), while the others remain 'out of control' as induced by time variations of the demand and objective. Further, if we switch to the time-invariant system at time T , we get for t ≥ T ,
with equality if and only if ∇ x f (x(t), T ) ∈ (ker J) ⊥ = Im J , namely if and only if x(t) satisfies the necessary KKT conditions (provided it is a regular point). Thus, informally f is a Lyapunov function which brings the switched system to local minima.
Furthermore, by a simple time-rescaling s = t−t0 /α, (ODE) amounts to,
. If now we take α to 0, by continuity of the flow on α, we expect solutions of (ODE α ) to resemble the solutions of the following autonomous ODE,ẋ
where P is now taken at (x(s), t 0 ). By a Lyapunov argument, we will show that a solution of (ODE 0 ) with almost any initial condition converges to a local minimum. Then, if we take α small enough, by continuity of the flow with respect to the parameter α, we expect the solution to (ODE α ) to converge to a time-variant local (possibly spurious) minimum of (5). In the next subsection, we will open the way to study this ODE at α = 0.
The Lyapunov Argument
Definition 9. Let f : R n → R, g : R n → R n and h : R n → R m be continuously differentiable. We say f is a Lyapunov function of,
if (∇f g)(R n ) ⊂ R − , and h is a conserved quantity if (∇h g)(R n ) = {0}. Further, we define the stationary set C = (∇f g, h)
−1 ({(0, 0)}), namely critical points on the constraint manifold M = h −1 ({0}), it is a closed set as continuous preimage of a closed set. We complete the definition of a Lyapunov function by requiring that,
Definition 10 (Jail). A level set of f under constraint h = 0 is a set of the form,
the jail is said to be contracting.
Lemma 11. If f : R n → R is continuous and coercive, its lower level sets, under constraint h = 0, are compact.
With this lemma, it suffices that K is closed and isolated from L to be a jail. Next, we prove in appendix the following:
Proposition 12. If f is a Lyapunov function of (17) and K is a jail, then, 1. the flow ϕ of (17) is defined on all R + × K,
. and if further the jail is contracting, then solutions converge uniformly (in value) to the minimum: for all > 0, there exists T > 0 such that for all
The last point simply tells us that all points converge uniformly to arg min K f . We also prove that all points of U converge to C in general (without assuming K is contracting), but we lose the uniform convergence so necessary to the remainder of our structural results. A solution starting arbitrarily close to a strict maximum would take arbitrarily long to escape the strict maximum's vicinity.
Let ψ s,t0
0 (x) denote the solution of (ODE 0 ) at time s, starting from the initial condition x(t 0 ) = x, and let C 0 (t 0 ) be the set of critical points of f t0 on the manifold M 0 (t 0 ). If we apply the Lyapunov argument of proposition 12 to (ODE 0 ), we get the following result:
Proposition 13. Let K be a jail of f t0 for some t 0 , then,
and if further K is contracting, that is,
then for all > 0, there existss > 0 such that for all s ≥s and x ∈ K,
Proof. By hypothesis, f t0 is coercive but also, for all x ∈ R n ,
with equality if and only if ∇ x f (x, t 0 ) ∈ (ker J) ⊥ , namely if and only if x is critical at time t 0 , so that f t0 is a Lyapunov function for (ODE 0 ) (at time t 0 ).
Tracking Pockets of Local Minima
To benchmark our solution's value, we will compare it to the value of a nearby local minima "pocket". For simplicity, one could assume the set of critical points of f t under the constraint h t = 0 contains only strict maxima and minima, along with isolated saddle points, but this assumption would be wrong for two reasons. First, we might encounter plateaux in many practical applications. Second, even when considering solely strict local minima, their uniqueness is meaningful outside of bifurcations:
with no constraints. Its minima are ± √ t for t ≥ 0, and 0 for t ≤ 0. If we were to follow 0 in the opposite direction of time, the uniquness of the minimum would be lost at t = 0. Additionally, close enough to time t = 0, the basins of attraction of each minimum do get arbitrarily close, so much so that any numerical error could "flip" the trajectory to the other minimum.
Well outside of the bifurcation, however, the local minima are identifiable and distinct enough for computational purposes. Therefore, to evaluate our ODE solution against the solution to the original problem (5), we will place ourselves outside of bifurcations, keeping in mind that they are relatively isolated.
We would like to extend in time the definition of a jail, to define a prison. However not only should a prison be a jail at all time, but it should also vary "continuously" in time. To this end we introduce the notion of basin, which helps in the construction of a prison.
Definition 15 (Slicing). Let X be a subset of some A × B, we define the slicing of X as the function,
Definition 16. We say that a correspondence φ : A ⇒ B is locally bounded if for all a ∈ A, there exists a compact D ⊂ B and neighbourhood I of a, such that φ(I) ⊂ D.
Definition 17 (Basin). Let I ⊂ R + be a finite open interval on which we want to isolate a local minimum. Let V ⊂ I × R n be an open set, to be understood as a neighbourhood of the solution we are tracking. We say that V is a basin if its slicing sV is locally bounded, if it is continuous in the sense that sV is upper hemicontinuous, and regular in the sense that at all time t ∈ I,
Proposition 18. If V is a basin, the correspondence,
is continuous and has non-empty compact values.
The proof is presented in the Appendix. By the maximum theorem, we can then define the nonempty-compact-valued upper hemicontinuous correspondence,
along with the continuous,
The definition of f * will be a benchmark for our ODE solution. If at all time
we say that V is contracting, essentially all the critical points of V are global minima (in V ).
Proposition 19. If V is a basin over I open, there exists > 0,f : I → R and K : I ⇒ R n with compact non-empty values, such that at all time t ∈ I and
and,f (t) ≥ f * (t) + .
Automatically,K(t) is compact as closed subset of K(t) compact and nonempty as it contains K * (t) = ∅. This proposition spares us from the assumption that a continuous correspondence of isolated level sets is somehow given. This sets up a natural structure for proving the main result, much as how the isolated level set was the right structure to prove the convergence of ψ t0 0 .
The Main Result
We introduce the flow ϕ α of (ODE) with initial condition taken at time t 0 , which is the original ODE of parameter α, not time-rescaled. We are interested in (1) showing it is well defined, (2) showing it does track a local solution.
Definition 20 ( -tracking within ν-time). Let V be a contracting basin on some open interval I 0 , and I = [t 0 , t 1 ] ⊂ I 0 . Let > 0 be a precision, ν > 0 be a reaction time, and α be a momentum parameter. We say that α allows for -tracking within ν-time when:
3. and for all t ∈ [t 0 + ν, t 1 ] and x ∈K(t 0 ), the solution is a good approximation of the minimum,
Theorem 21 (Tracking with Equalities). Consider the time-varying problem with equalities (18), under Assumptions 1, 2 and 3. Let V be a contracting basin on some open interval I 0 , and I = [t 0 , t 1 ] ⊂ I 0 . Then, for any precision > 0 and any reaction time ν > 0, there existsᾱ > 0 such that for all α ∈ (0,ᾱ], α allows for -tracking within ν-time.
The complete proof is available in the Appendix. It relies on making previous statements global and applying them to (ODE * α ). Now, let us present the main result:
Theorem 22 (Tracking with Inequalities). Consider the time-varying problem with inequalities (1), under Assumptions 4, 5, and 6. Let V be a contracting basin on some open interval I 0 , and I = [t 0 , t 1 ] ⊂ I 0 . Then, for any precision > 0 and any reaction time ν > 0, there existsᾱ > 0 such that for all α ∈ (0,ᾱ], α allows for -tracking within ν-time.
Proof. Note that the time-varying optimization program with inequalities (1) can be reformulated using slack variables z ∈ R q :
It is well-known [5, Section 3.2.2] that for x ∈ R n , x is a local solution of (1) if and only if there exists z ∈ R q such that [x z] is a solution of (18). The structural results on (18) can thereby get extended to problems with inequalities.
The nature of this result is global in time as long as we are away from bifurcations and the isolated time-discontinuities which may occur. In turn, if the problem is discontinuous at isolated times, we may apply our result in between them.
Algorithms
Algorithm 1 presents the schema of our algorithmic approach. It has two crucial components:
• a reformulation of our continuous-time model so as to avoid the use of matrix inversion,
• the ODE solver, which can be seen as an predictor-corrector method.
Let us introduce them in turn.
A Reformulation
Any model we consider, e.g. (2), is based on a system of first-order optimality conditions, which are a system of linear or non-linear equations, i.e. in the static case:
for some spaces X, Y and a map F : X → Y . Let us denote the derivative of F by F . We wish to solve the system of equations (44), which could be done using the continuous-time Newton method:
for finding the zeros of F (u). This, however, involves matrix inversion, which is computationally expensive. We would like to use, again in the static case,
The computation of [F (x)] −1 involves the inverse of the Hessian ∇ 2 f (x). But even for a sparse Hessian, the inverse can be fully dense.
Instead, we can consider a higher-dimensional problem in (u, v):
where ρ is a scalar constant. This (21) may seem heuristic at first, but as presented in the appendix, one shows that under mild assumptions, including bounded Fréchet derivatives of F , the lifted problem (21) has a unique global solution, i.e.,
for some x ∈ X root of F . This justifies the use of the much simpler matrix-vector multiplication, instead of matrix inversion in the time-invariant case. We will see how to adapt this method to our on-line problem.
Solvers for the ODE
There are a variety of methods for solving the ODE (21). A Runge-Kutta of order four is a common choice considering:
wherein the predictors for a step-size h > 0 are:
With the fourth-order Runge-Kutta method, each iteration hence requires 4 evaluations of F (u) and four evaluations of the gradient F (u) and a minimal amount of arithmetic.
Our Algorithm
We rewrite our ODE to avoid any matrix inversion or multiplication. We propose the following ODE as a replacement of (ODE),
In the limit of ρ > 0 going to infinity, with a time rescaling s = ρ(t − t 0 ), we find the limit ODE in s,ẋ
Since JJ 0, we have, with J is taken at (x(t 0 ), t 0 ),
We can show that for ρ great enough the solution x of (ODE • ) approximates (in objective) the solution of (ODE).
For simplicity and practicality, we may dissociate updates of u, v from those of x. We run the update of u, v until a certain acceptable error margin is reached, then update x by one step. The cost per update of x amounts to roughly 20 computations of J (depending on the number of updates of u, v) and for the rest, some matrix vector multiplications. Update u, v until threshold θ is reached, using the predictor-corrector method, e.g., using (25-28) for the fourth-order Runge-Kutta method
4:
Update x of one step using the predictor-corrector method, e.g., using (25-28) for the fourth-order Runge-Kutta method 5: end for 
A Computational Illustration
Consider a very simple univariate time-varying function:
+ −2x 2 (10 − t)/10 if t ≤ 10 0 otherwise Figure 1 presents the evolution of ODE 0 and the continuous Newton method over time, starting at x 0 = −4. Clearly, while the ODE 0 does not escape a saddle point at x = −3, Newton method does reach an optimum at x T = 0.
Conclusions
We have presented some of the first structural results for on-line non-convex optimization. Based on these results, we have derived an algorithm, whose per-iteration complexity is substantially lower than per-iteration complexity of a gradient method on the constraint non-convex problem, but whose use allows for tracking of local optima, under mild assumptions.
Further work should include tuning of the various constants intervening in the algorithm, and implementing the algorithm on a large instance. We hope our first results will spur further research in on-line non-convex constrained optimization. Proof of Lemma 11. For c ∈ R, surely (f, h) −1 ((−∞, c] × {0}) is closed as continuous preimage of a closed set. If it were unbounded, there would exist (x n ) n∈N unbounded such that f (x n ) ≤ c, contradicting the coercivity of f , thus the lower level set (under constraint h = 0) (f, h)
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From the first lemma, if K is a jail (with level set L), then as K and L \ K are disjoint closed sets, there exists an open V such that K ⊂ V whileV ∩(L\K) = ∅, and thusV ∩ L = K. We can now simply invoke such V given a jail K. From the above lemma, we see that L is compact, thus so is K as soon as it is closed.
To prove proposition 12 we need to first introduce couple standard lemmas on dynamical systems.
Lemma 25 (Escape dilemma). Let K ⊂ R n be nonempty compact. Let g : R n → R n be locally Lipschitz continuous and x 0 ∈ K. Consider the following Cauchy problem,ẋ = g(x), x(0) = x 0 .
By Picard-Lindelöf theorem, there exists a unique maximal solution to (32), (I, x). We refer to I + I ∩ R + . Then, either sup I = ∞, the solution is eternal, or x(I + ) K, the solution leaves K.
Proof of Lemma 25. Assume that sup I = a < ∞ and x(I + ) ⊂ K. We will prolong (I, x), contradicting its maximality.
Let (a n ) n∈N be a sequence of I such that a n → n a, by compactness of K, there must be a subsequence of (a n ), say (b n ) n∈N , such that x(b n ) → nx ∈ K some limit. Then for any sequence (c n ) n∈N of I such that c n → n a,
Define now (J, y) the maximal solution of (ODE 0 ) with initial condition y(a) =x, and,
Surely (I ∪ J, z) is a solution to (ODE 0 ) with initial condition z(0) =x, which strictly prolongs (I, x), so that (I, x) is not maximal, which is absurd. We deduce that the solution is defined for all positive times.
Proof of Proposition 12. The proofs consists in two parts. First, realising that f decreases along solutions we conclude that a solution starting in K cannot leave K. With the escape dilemma, this shows that the solution exists for all positive times. Second, either x(0) is already close enough to the minimum, or it belongs to a set where f decreases steadily, x cannot stay in this set and thus gets close to the minimum.
Part 1: First two points
The first point is a direct consequence of the escape dilemma (lemma 25). Let K be a jail of a lower level set L, isolated by the open set V (namely L ∩ V = K). Let x 0 ∈ K and (I, x) be a maximal solution of (17) with initial condition
thus f • x decreases while h • x = 0, hence x cannot leave L compact (lemma 11) in positive times, thus must be defined for all positive times (lemma 25). Suppose x were to leave K, and define then,
By continuity of x and closedness of K, we have x(t 0 ) ∈ K, thus there exits
Therefore, x remains in K. We call ϕ the flow of (17).
Part 2: Last point Define, K * arg min K f and f positive since there is no critical point on the compact K \ K , as,
Define also, R = max
and the time,
Let now x 0 ∈ K \ K ⊂ K compact, we know then that ϕ t (x 0 ) exists and belong to K for all t ≥ 0. We also know from the previous argument that if
which is a contradiction. As a result, no matter x 0 ∈ K, for all t ≥ T , ϕB On the continuity of K and existence ofK B.1 Lower hemicontinuity of K Lemma 26. Let h : U × R n → R m be a continuously differentiable function, where U is an open of R p , to be understood as the space of parameters. Denote h u = h(u, ·). Assume that for all (u, x) ∈ U × R n such that h(u, x) = 0, the partial differential with respect to the second variable,
is surjective, namely all roots of h are regular. Define,
then, M is lower hemicontinuous.
Proof. Let u 0 ∈ U and V be an open of R n intersecting M(u 0 ). Let then x 0 ∈ R n such that h(u 0 , x 0 ) = 0 and (u 0 , x 0 ) ∈ V . We will prove that there exists an open neighborhood W of u 0 such that M(u) ∩ V = ∅ for all u ∈ W .
We note S a supplement of ker dh u0 , namely a subspace of R n such that S ⊕ ker dh u0 = R n . We let (f 1 , . . . , f p ) be a basis of S and (f p+1 , . . . , f n ) be a base of ker dh u0 , while (e 1 , . . . , e n ) is the canonical basis of R n . Consider now the change of basis map, Φ : e i → f i ,
is invertible. Applying the implicit function theorem, there exists an open neighborhood Ω of (u 0 , x 0 ), a neighborhood W of (u 0 , k 0 ) and a continuously differentiable function φ defined on W to R p , such that,
Without loss of generality, W is a ball centered on (u 0 , k 0 ). We callW = W ∩ (U × {0}), and see that for all u ∈W open neighborhood of u 0 ,
Without generality, we can assume that Φ(φ(W, 0), 0) ⊂ V (by continuity of φ and Φ), therefore M is lower hemicontinuous. 
namely for all a ∈ I, there exists b(a) ∈ φ(a) ∩ B(b 0 , /2). Without loss of generality we assume that I ⊂ B(a 0 , /2), then as,
With these three lemmas, we conclude that K : t ∈ I → sV (t) ∩ M(t) is lower hemicontinuous.
B.2 Upper hemicontinuity of K
Lemma 29. A locally bounded set-valued function φ : A ⇒ B is close-valued and upper hemicontinuous if and only if its graph is closed.
Proof. First we show that the closed graph property implies upper hemicontinuity and continuous values, assume then the graph of φ is closed. Let a ∈ A and V be an open set containing φ(a). We also denote I a neighbourhood of a and D a compact containing φ(I), as φ is locally bounded. Suppose there is no neighbourhood J of a such that φ(J) ⊂ V , then there exists a sequence (a n ) such that a n → n a and φ(a n ) ∩ (D \ V ) = ∅, we let then (b n ) be a sequence of elements in these intersections. By compacity of D in which (b n ) belongs, we can assume without loss of generality that it converges to some limit, b n → n b ∈ D. But then we have, b n ∈ φ(a n ), a n → n a, b n → n b, by closure of the graph of φ, this means b ∈ φ(a), but by closure of D \ V , it must be that b ∈ D \ V , all the while b ∈ φ(a) ⊂ V , which is absurd. Finally, for all a ∈ A, φ(a) = Γ(φ) ∩ ({a} × B) is closed as intersection of closed sets, with Γ(φ) denoting the graph of φ.
Assume now φ is upper hemicontinuous with closed values. Let (a n , b n ) n∈N be a sequence such that (a n , b n ) → n (a, b) some limit, while b n ∈ φ(a n ). Let W be an open containing φ(a), by upper hemicontinuity, there exits an open interval I containing a such that for all a ∈ I, φ(a ) ⊂ W . As a n → n a, for n large enough a n ∈ I, so b n ∈ φ(a n ) ⊂ W , therefore b n ∈W . In turn, by taking > 0 to 0 using,
we find that b ∈ φ(a) = φ(a), since φ has closed values.
Lemma 30. If sV is upper hemicontinuous, then so is sV ∩ M.
Proof. By the previous lemma, sV being locally bounded with closed values and upper hemicontinuous, its graph is closed. As a result, the graph of sV ∩ M,
is closed. We add that sV ∩ M is locally bounded, then by the previous lemma sV ∩ M is upper hemicontinuous.
With the assumption that at all times t,
With the additional assumption that sV is upper hemicontinuous and the previous lemma,
is upper hemicontinuous.
B.3 Construction off andK
In the following proof we constructK which acts as a prison (a jail through time), simply from the definition of a basin.
Proof of Proposition 19. Let t ∈ I and define,
as otherwise we would have,
contradicting the hypothesis that,
as sV (t) is open. Assume that there is no > 0 such that for all t ∈ I,
Then there exists a sequence (t n ) of I compact such thatf (t n ) − f * (t n ) → n 0, without loss of generality t n → nt ∈ I some limit. We have t n → nt and,
Call x n a minimum at time t n . As K is locally bounded, without loss of generality, x n → nx ∈ K(t) some limit as the graph of K is closed. By continuity,
thusx ∈ K * (t). We can show however thatx ∈ ∂(sV (t)), which is a contradiction with the previous fact, hence the existence of > 0.
Indeed, since sV has a closed graph (since locally bounded, upper hemicontinuous with closed values), then so is the graph of ∂(sV ), as it can be written,
Define now, for all t ∈ I,
We simply now need to show thatK(t) ⊂ sV (t). Well, clearly for all x ∈K(t), x ∈ K(t) = sV (t) ∩ M(t) and,
so that x ∈ ∂(sV (t)), thus x ∈ sV (t).
C Proof of Theorem 21
Lemma 31. P = I n − J (JJ ) −1 J is the orthogonal projection on ker J, thus,
Proof of Lemma 31. Let x ∈ ker J, then,
Now since (ker J) ⊥ = Im J , we let x = J y be an element of (ker J) ⊥ , then,
Proposition 32 (Continuous dependency on initial condition).
Let x 
This proposition allows us to consider (ODE α ) as an approximation of (ODE 0 ). Indeed, we can instead consider the following ODE, which passes α as an initial condition,ẋ
(ODE * α ) Proof of Proposition 32. Let δ > 0 and T > 0 be such that [0, T ] ⊂ I. Without loss of generality, we assume that for all t ∈ [0, T ],
Surely, as long as it is defined,
and for any linear map A, the operator norm is defined as,
Ax .
Therefore, by Grönwall's lemma, for t ∈ [0, T ],
again, as long as the flow is defined. Decrease now δ > 0 if necessary, such that,
Let y 0 ∈ B(x 0 , δ) and (J, y) be a maximal solution to (34) with initial condition y(0) = y 0 . Applying (38) and the escape dilemma (25) to y with the compact,
we deduce that [0, T ] ⊂ J. As a result, the flow is defined on [0, T ] × B(x 0 , δ) and for all t ∈ [0, T ] and u, v ∈ B(x 0 , δ),
Proof of Theorem 21. For the sake of readability, we let g α denote the righthand side of (ODE), while g t α (respectively g t 0 ) will denote the right-hand side of (ODE α ) (respectively (ODE 0 )) at time t (instead of t 0 ).
Part 1: Uniform continuity of f * As K is continuous, of compact non-empty values, K * is upper hemicontinuous of compact non-empty values and f * is continuous. Since f * is continuous on the compact I, it is uniformly continuous, thus without loss of generality ν > 0 is such that for all t, t ∈ I,
This justifies that if the solution of (ODE α ) somehow tracks with a delay, at least in the proof, it still tracks f * at its current value.
Part 2: Uniform convergence of ψ 0 We are now extending the Lyapunov argument uniformly in time. In other words, we will find T (called then laters) much like proposition 12, but valid at all time t ∈ I. Reducing > 0 if necessary, without loss of generality we assume henceforth that, for all t ∈ I,f (t) − f * (t) ≥ 4 .
As K is continuous with nonempty compact values and f is continuous,
is continuous as well, which allows us to define,
We then have, for all t ∈ I,
Define also,
We verify that K \ K is an upper hemicontinuous function. We know it is locally bounded so it suffices to show its graph is closed. Let then t n → n t and x n → n x be sequences converging to some limits such that x n ∈ K(t n ) \ K (t n ), then,
therefore, by continuity of K and f, f * ,
Its values are also non-empty and compact. As a result, by the maximum theorem, the following function is lower semicontinuous,
and positive. Thus, it attains a minimum on the compact J, of value λ > 0, again so called after proposition 12. Define thens = R /λ, following the same argument as proposition 12,
Part 3: Continuous dependence on α
We want to establish the continuity of the solution of (ODE α ) with respect to the parameter α. Let then t ∈ I, x ∈ K(t), τ ∈ [0,s], α ∈ [0, 1], we have, as long as it is defined,
Therefore, as long as ψ s,t α (x) is defined and ψ
and Λ is defined by,
As a reminder, for all x ∈ R n and α, s, t ≥ 0,
where J, P are evaluated at (x, αs+t). g t α (x, s) is thus continuously differentiable in x, α, s and t, justifying the given bounds. As a result, by Grönwall's lemma, Without loss of generality, we can reduceᾱ such that,
Part 4: The prison argument If φ is a continuous function defined on an interval J = [t 0 , t 2 ] ⊂ I satisfying h(φ(t), t) = 0, f (φ(t), t) − f * (t) ≤ 3 for all t ∈ J, and φ(t 0 ) ∈ K(t 0 ), then,
thus for all s ≤s such that t 0 + αs ≤ t 1 ,
We deduce that ϕ t0+αs α (x) ∈ K(t 0 + αs). Applying the exact same method again with time t 0 + αs instead of t 0 , we find for all s ≤s such that t 0 + αs ≤ t 1 ,
we can repeat until J is covered so that for all t ∈ J,
D Non-uniform convergence
The function g in this lemma act in a similar fashion as a Lyapunov function except we do not use this argument around a strict local minimum of g, but rather show all non-'∇g f -critical' points are wandering.
Proof. Let x * ∈ U be such that,
By continuity of ∇g f and f , there exists
2 ) B. Let x 0 ∈ V and (I, x) be the unique maximal solution of (43) with initial condition
In particular, invoking the escape dilemma (lemma 25), we conclude that there exists η ≥ t > 0 such that x(t) ∈B. Otherwise, the solution would be defined for all positive times, eventually contradicting η > t.
By continuity of x (and thus of x − x * ), there exists t 2 > t 1 > 0 such that, x(t 1 ) ∈ ∂V and x(t 2 ) ∈ ∂B.
The time spent to leave B must then be at least,
so that g • x will have decreased during that passage, at least by,
Now, by continuity of g, there exists
.
Define then W = B(x * , δ) V and assume x 0 ∈ W . Then, for all time t ≥ t 2 ,
so that x(t) ∈ W . Thus ϕ(W, t) ∩ W = ∅ for all t ≥ t 2 , thus x * is wandering.
Finally, if x * is such that f (x * ) = 0, then x * is an equilibrium, thus a non-wandering point.
In this section, the time t 0 is fixed so that f refers to f (·, t 0 ) and likewise for h. Assume x is a solution of (ODE 0 ), for some initial condition. Informally, f is a Lyapunov function in the sense that s → f (x(s)) is non-increasing, and actually is decreasing if x(s) does not satisfy the necessary KKT conditions. If we add some assumptions on the landscape f draws, we will prove that almost all initial conditions make x converge to a local minima.
Definition 36. Let f : U ⊂ R n → R and h : U ⊂ R n → R m be continuous, with U open. We say that x ∈ U is a constrained local minimum of f (subject to h) if h(x) = 0 and there exists an open neighbourhood V of x such that for all
We denote by M − (f, h) the set of local minima of f subject to h. Likewise x is a strict local minima if h(x) = 0 and there exists an open neighbourhood V of x such that for all x ∈ V ∩ h −1 ({0}),
We denote by M −− (f, h) the set of strict local minima. Likewise, M + (f, h) is the set of local maxima and M ++ (f, h) the set of strict local maxima.
Definition 37. Let f : U ⊂ R n → R and h : U ⊂ R n → R m be continuous, with U open. We say that x ∈ U is a critical point of f (subject to h) if h(x) = 0 and ∇ x f (x) ∈ (ker J) ⊥ ,
namely if x satisfies the necessary Lagrange condition. We note C(f, h) the set of critical points.
Even if there is no constraint, we note that f could have no local minima in general,
x → e x , or that the set of local minima may not be bounded,
or even that the set of local minima may not be closed,
However, we can consider these cases rather to be rare in applications. Notably, if f is coercive, then the set of local minima is nonempty and since for x solution of (ODE 0 ), s → f (x(s)) is non-increasing, x is bounded so that we can restrict its stability analysis on a compact. Further, the last problem is really pathological, although the provided example is twice continuously differentiable. Note though that the set of critical points is closed as we can rewrite it,
where P is the orthogonal projection on ker J, and −1 denotes here the preimage.
Proposition 38. Let f : U ⊂ R n → R and h : U ⊂ R n → R m be twice differentiable, with U open. If f is coercive, then for all initial condition there is a unique global solution to (ODE 0 ) (defined for positive times), converging to C(f, h), furthermore .
Proof. The proof relies mainly on two lemmas, presented in appendix C. Firstly, the escape dilemma (Lemma 25) states that the maximal solution to (ODE 0 ) (with a given initial condition) is either defined for all positive times, or leaves any compact.
By lemma 31, the matrix,
is the orthogonal projection on ker J and thus I n P 0. Let now x 0 ∈ U . As the function, g : x ∈ U → −P ∇ x f (x), Secondly, we invoke the Lyapunov wanderers lemma (lemma 35). We note that, g −1 ({0}) = C(f, h) ⊂ M ⊂ (∇ x f g) −1 ({0}) = C(f, h).
Therefore, by lemma 35, d(x(s), C(f, h)) → s 0.
Additionally, we should like to add that strict local maxima are unstable, this can be simply seen by reversing time and using a classic Lyapunov argument, while strict local minima are stable.
Proposition 39. If x ∈ M ++ (f, h), x is 'repellent', while if x ∈ M −− (f, h), x is stable, and asymptotically stable if further it is isolated from C(f, h).
Proof. This simply relies on Lyapunov's theorem, with f as a Lyapunov function as previously seen. Let x * ∈ M −− (f, h), then let V be an open neighbourhood of x * such that for all x ∈ V ∩ h −1 ({0}),
E Properties of the Modified Continuous Newton Method
Let us consider the problem of solving such a system in its generality, wherein we have Banach spaces X, Y and a map F : X → Y :
Recall that map F is called Fréchet differentiable at u ∈ X if there exists a bounded linear operator A : X → Y such that
and let us use F to denote the Fréchet derivative. Instead of using continuoustime Newton method:u
for finding the zeros of F (u), which involves the inversion, we may consider a higher-dimensional problem in (u, Q): 
This approach may seem heuristic at first, but notice that:
Assumption 40 (Bounded Frechet Derivatives). Consider the jth Frechet derivatives F (j) (u) at u bounded from above for all u within a ball B(u 0 , R) of radius R centered at u 0 : sup u∈B(u0,R)
Assumption 41 (Well-Conditioned Inverse). 
