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A POSTERIORI ANALYSIS OF DISCONTINUOUS GALERKIN
SCHEMES FOR SYSTEMS OF HYPERBOLIC
CONSERVATION LAWS∗
JAN GIESSELMANN† , CHARALAMBOS MAKRIDAKIS‡ , AND TRISTAN PRYER§
Abstract. In this work we construct reliable a posteriori estimates for some semi- (spatially)
discrete discontinuous Galerkin schemes applied to nonlinear systems of hyperbolic conservation laws.
We make use of appropriate reconstructions of the discrete solution together with the relative entropy
stability framework, which leads to error control in the case of smooth solutions. The methodology
we use is quite general and allows for a posteriori control of discontinuous Galerkin schemes with
standard ﬂux choices which appear in the approximation of conservation laws. In addition to the
analysis, we conduct some numerical benchmarking to test the robustness of the resultant estimator.
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1. Introduction. Hyperbolic conservation laws play an important role in many
physical and engineering applications. One example is the description of nonviscous
compressible ﬂows by the Euler equations. Hyperbolic conservation laws in general
only have smooth solutions up to some ﬁnite time even for smooth initial data. This
makes their analysis and the construction of reliable numerical schemes challenging.
The development of discontinuities poses signiﬁcant challenges to their numerical sim-
ulation. Several successful schemes have been developed so far and are mainly based
on ﬁnite diﬀerences, ﬁnite volume, and discontinuous Galerkin (dG) ﬁnite element
schemes. For an overview on these schemes we refer to [GR96, Kro¨97, LeV02, Coc03,
HW08] and their references. In this work we are interested in a posteriori error control
of hyperbolic systems while solutions are still smooth. Our main tools are appropriate
reconstructions of the dG schemes considered and relative entropy estimates.
The ﬁrst systematic a posteriori analysis for numerical approximations of scalar
conservation laws accompanied with corresponding adaptive algorithms can be traced
back to [KO00, GM00]; see also [Coc03, DMO07] and their references. These estimates
were derived by employing Kruzkov’s estimates. A posteriori results for systems were
derived in [Laf08, Laf04] for front tracking and Glimm’s schemes; see also [KLY10].
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For recent a posteriori analysis for well-balanced schemes for a damped semilinear
wave equation we refer to [AG13].
We aim at providing a rigorous a posteriori error estimate for semidiscrete dG
schemes applied to systems of hyperbolic conservation laws which are of optimal order.
The extension of these results to fully discrete schemes is an important point which
requires new ideas and is the subject of ongoing work. Our analysis is based on
an extension of the reconstruction technique, developed mainly for discretizations of
parabolic problems (see [Mak07] and references therein) to space discretizations in
the hyperbolic setting. The main idea of the reconstruction technique is to introduce
an intermediate function, which we will denote û, which solves a perturbed partial
diﬀerential equation (PDE). This perturbed PDE is constructed in such a way that
this û is suﬃciently close to both the approximate solution, denoted uh, and the exact
solution to the conservation law, denoted u. Then, typically
(1.1) ‖u− uh‖ ≤ ‖u− û‖+ ‖û− uh‖ ,
where ‖û− uh‖ can be controlled explicitly and ‖u− û‖ is estimated using pertur-
bation stability techniques. For systems of hyperbolic conservation laws admitting a
convex entropy the relative entropy technique, introduced in [Daf79, DiP79], provides
a natural stability framework in the case where one of the two functions involved in
the analysis is a Lipschitz solution of the conservation law. This technique is based
on the fact that usually systems of hyperbolic conservation laws are endowed with
an entropy/entropy ﬂux pair. For conservation laws describing physical systems this
notion of entropy follows from the physical one. The entropy/entropy ﬂux pair gives
rise to an admissibility condition for weak solutions (cf. Deﬁnition 2.1), which leads
to the notion of entropy solutions. It can also be used to deﬁne the notion of relative
entropy between two solutions. In the case of a convex entropy the relative entropy
can be used to control the L2 distance. It can be used to obtain a stability result
(Theorem 2.7), which implies uniqueness of Lipschitz solutions in the class of entropy
solutions. One drawback of this stability framework is that a Gronwall type argu-
ment has to be employed such that the error estimate depends exponentially on time.
There are two features of the relative entropy framework which need to be taken into
account when constructing the reconstruction û. If the relative entropy is to be used
to compare u, û, one of the two needs to be Lipschitz. As u may be discontinuous,
û needs to be Lipschitz. Second, the relative entropy is an L2 framework; thus, the
residuals in the perturbed equation satisﬁed by û need to be in L2.
Relative entropy techniques for the a priori error analysis of approximations of
systems of conservation laws were ﬁrst used in [AMT04]. For other works concerning
analysis of schemes for systems of conservation laws see, e.g., [JR05, JR06]. For dis-
continuous Galerkin/Runge–Kutta (dGRK) schemes a priori estimates can be found
in [ZS04, ZS06, ZS10]. In [HH02] the authors use a goal-oriented framework providing
error indicators for a space-time dG scheme. These indicators are computable, pro-
vided that certain dual problems are well posed. Asymptotic nodal superconvergence
is investigated in a series of papers; see [BA11] and references therein. In [DMO07]
the authors provide an a posteriori estimate for the L1 error of dGRK schemes ap-
proximating a scalar conservation law; see also [Ohl09] for an overview of a posteriori
error analysis for hyperbolic conservation laws.
The novelty of this work is that it provides a posteriori estimates for some dG
schemes for nonlinear systems of conservation laws. Notice we do not assume anything
on the exact solution apart from the fact that it takes values on a compact set known
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a priori. That said, the ﬁnal estimate is conditional, i.e., holds under assumptions on
the approximation and its reconstruction (see [MN06, Mak07]), which can be veriﬁed
a posteriori. It must be noted, however, that our estimates are only robust before
the formation of shocks, in the case where the entropy solution is discontinuous, our
error estimator does not converge to zero if the meshwidth goes to zero. This is
explained in detail in Remark 5.7 and is an expected direct consequence of the fact
that in the relative entropy framework the Lipschitz constant of one of the solutions,
which are compared to each other, enters the error estimate. The extension of our
approach to the case of nonsmooth solutions is a very challenging problem which
is currently under investigation. The need of introducing reconstruction operators
imposes some restrictions on the permitted discrete ﬂuxes used in the dG method.
The schemes falling under our framework include (but are not limited to) Godunov
schemes; see Remark 3.1 for further details. We present our analysis in the one-
dimensional case with periodic boundary conditions. An extension of our results to
several space dimensions would require a generalized reconstruction technique while
the other arguments would be analogous.
The remainder of this paper is organized as follows. In section 2 we give some
background on hyperbolic conservation laws and their stability via the relative entropy
method. In section 3 we describe the numerical schemes under consideration. In
section 4 we provide some background on reconstruction methods and we discuss the
reconstruction procedure which we employ here and study its properties. In section
5 we combine the reconstruction and the relative entropy methodology to derive an a
posteriori error estimate. In section 7 we show some numerical experiments employing
the estimates derived in section 5, studying their asymptotic properties. Finally, in
section 8 we conclude.
2. Preliminaries, conservation laws, and relative entropy. In this sec-
tion we formalize our notation, introduce the model problem, and detail the relative
entropy stability framework.
Given the standard Lebesgue space notation [Cia02, Eva98] we begin by intro-
ducing the Sobolev spaces. Let Ω ⊂ R; then
Wkp(Ω) := {φ ∈ Lp(Ω) : Dαφ ∈ Lp(Ω) for |α| ≤ k} ,(2.1)
which are equipped with norms and seminorms
‖u‖Wkp(Ω) :=
{Ä∑
|α|≤k ‖Dαu‖pLp(Ω)
ä1/p
if p ∈ [1,∞),∑
|α|≤k ‖Dαu‖L∞(Ω) if p = ∞,
(2.2)
|u|Wkp(Ω) :=
∥∥∥Dku∥∥∥
Lp(Ω)
,(2.3)
respectively, where derivatives Dα are understood in a weak sense.
We use the convention that when derivatives act on a vector valued multivariate
function, u=(u1, . . . , ud)
ᵀ
, it is meant componentwise, that is, ∂xu=(∂xu1, . . . , ∂xud)
ᵀ
denotes a column vector. The derivative of a ﬁeld, q, say, with respect to the dependent
variable is denoted Dq = (∂u1q(u), . . . , ∂udq(u)) which is a row vector. The matrix of
second derivatives of q is
(2.4) D2q(u) :=
⎡⎢⎣∂u1,u1q(u), . . . , ∂u1,udq(u)... . . . ...
∂ud,u1q(u), . . . , ∂ud,udq(u)
⎤⎥⎦ .
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For a vector ﬁeld f , we denote its Jacobian by Df which is also a d × d matrix and
its Hessian as D2f which is given as a 3-tensor. We also make use of the following
notation for time dependent Sobolev (Bochner) spaces:
(2.5) L∞(0, T ;Wkp(Ω)) :=
®
u : [0, T ] → Wkp(Ω) : sup
t∈[0,T ]
‖u(t)‖Wkp(Ω) < ∞
´
.
Let U ⊂ Rd convex be the state space. We consider the following ﬁrst order
(system of) conservation laws:
(2.6) ∂tu(x, t) + ∂xf(u(x, t)) = 0 for (x, t) ∈ (0, 1)× (0,∞).
We complement (2.6) with the initial and boundary conditions
(2.7) u(0, t) = u(1, t) for t ∈ (0,∞) and u(x, 0) = u0(x) for x ∈ (0, 1)
for some function u0 ∈ L∞((0, 1), U). The solution, which in general is only in
L∞((0, 1)×(0,∞), U), takes values in the state space and we assume the ﬂux function
f : U → Rd is at least C2(U).
In particular, in our estimates, the assumed regularity will depend on the poly-
nomial degree of the employed dG method. Throughout this paper we will assume
that there is an entropy/entropy ﬂux pair (η, q) with η ∈ C2(U,R) strictly convex and
q ∈ C1(U,R) associated to (2.6) in such a way that
(2.8) Dq = DηDf .
The existence of an entropy ﬂux implies that
(2.9) (Df)ᵀD2η = D2ηDf .
It is readily veriﬁable that strong solutions of (2.6) satisfy the additional conservation
law
(2.10) ∂tη(u) + ∂xq(u) = 0.
For general background on hyperbolic conservation laws the reader is referred to
[Daf10, LeF02]. Note that not every system of hyperbolic conservation laws admits
a convex entropy/entropy ﬂux pair (see [Daf10, sect. 5.4]), even if it is physically
meaningful. The derivation of a posteriori error estimates for systems of hyperbolic
conservation laws admitting only poly or quasi-convex entropies is beyond the scope
of this work. It is common that solutions of (2.6) develop discontinuities after ﬁnite
time. This motivates developing a notion of weak solution. As weak solutions, which
satisfy the equation in the distributional sense, are not unique, attention is restricted
to so-called entropy solutions u ∈ L∞((0, 1) × (0,∞), U). The concept of entropy
solution guarantees uniqueness of solutions for scalar problems and can be interpreted
as enforcing that solutions are compatible with the second law of thermodynamics.
However, it is important to note that entropy solutions need not be unique for systems
of conservation laws in multiple space dimensions even if these are endowed with a
convex entropy [DLS10]. In this context it should be noted that the relative entropy
technique (see Lemma 2.7) guarantees uniqueness for entropy solutions if and only if
they are Lipschitz.
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Definition 2.1 (entropy solution). A function u ∈ L∞((0, 1) × [0,∞), U) is
said to be an entropy solution of the initial boundary value problem (2.6)–(2.7), with
associated entropy/entropy ﬂux pair (η, q), if
(2.11)∫ ∞
0
∫ 1
0
u · ∂tφ+ f(u) · ∂xφ dxdt+
∫ 1
0
u0 ·φ(·, 0) dx = 0 ∀φ ∈ C∞c (S1 × [0,∞),Rd)
and
(2.12)∫ ∞
0
∫ 1
0
η(u)∂tφ+q(u)∂xφdxdt+
∫ 1
0
η(u0)φ(·, 0) dx ≥ 0 ∀φ ∈ C∞c (S1×[0,∞), [0,∞)).
Here S1 (the 1-sphere) refers to the unit interval [0, 1] with matching endpoints.
Remark 2.2 (scalar case). In the scalar case entropy solutions are required to
satisfy (2.12) for every convex entropy/entropy ﬂux pair.
For u ∈ L∞((0, 1) × (0,∞), U) the distribution ∂tη(u) + ∂xq(u) has a sign and
therefore is a measure, i.e., we may replace the smooth test functions in Deﬁnition
2.1 by Lipschitz continuous ones. Stability of solutions and in particular uniqueness
of Lipschitz solutions within the class of entropy solutions is obtained via relative
entropy arguments; see [Daf10, Chap. 5] and references therein.
Definition 2.3 (relative entropy and entropy ﬂux). We deﬁne the relative
entropy, η(u | v), and relative entropy ﬂux, q(u | v), of two generic vector valued func-
tions v and w with values in U to be
η(v |w) := η(v)− η(w)−Dη(w)(v −w),
q(v |w) := q(v)− q(w)−Dη(w)(f(v)− f(w)).(2.13)
Note that η(v |w) and q(v |w) are not symmetric in v, w.
Assumption 2.4 (values in a compact set). We will assume throughout the paper
that the exact solution u of (2.6) takes values in O, i.e.,
u(x, t) ∈ O ∀ (x, t) ∈ (0, 1)× (0,∞),
where O be a compact and convex subset of U .
Remark 2.5 (bounds on ﬂux and entropy). Due to the regularity of f and η and
the compactness of O there are constants 0 < Cf < ∞ and 0 < Cη < Cη < ∞ such
that
(2.14)
∣∣vᵀD2f(u)v∣∣ ≤ Cf |v|2 , Cη |v|2 ≤ vᵀD2η(u)v ≤ Cη |v|2 ∀ v ∈ Rd, u ∈ O,
where |·| is the Euclidean norm for vectors. Note that Cf , Cη, and Cη, can be explicitly
computed from O, f , and η.
Lemma 2.6 (Gronwall inequality). Given T > 0, let φ(t) ∈ C0([0, T ]) and
a(t), b(t) ∈ L1([0, T ]) all be nonnegative functions with b nondecreasing and satisfying
(2.15) φ(t) ≤
∫ t
0
a(s)φ(s) ds + b(t).
Then
(2.16) φ(t) ≤ b(t) exp
Ç∫ t
0
a(s) ds
å
∀ t ∈ [0, T ].
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As we will make use of a similar argument to derive our resultant a posteriori
error estimate we give the proof of the following stability result, which can be found
in [Daf10].
Lemma 2.7 (L2 stability [Daf10]). Let u be an entropy solution of (2.6)–(2.7)
corresponding to initial data u0 and v a Lipschitz solution of (2.6)–(2.7) corresponding
to initial data v0. Let u and v take values in O. Then there exist constants C1, C2 > 0
such that
(2.17) ‖u(·, t)− v(·, t)‖L2(I) ≤ C1 exp(C2t) ‖u0 − v0‖L2(I) .
Note that C2 depends on the Lipschitz constant of v.
Proof. Note that v satisﬁes (2.12) as an equality. Thus, for any Lipschitz contin-
uous, nonnegative test function φ we have
(2.18)
0 ≤
∫ ∞
0
∫ 1
0
∂tφ(η(u)− η(v)) + ∂xφ(q(u)− q(v)) dxdt+
∫ 1
0
φ(·, 0) (η(u0)− η(v0)) dx.
Using the deﬁnition of relative entropy and relative entropy ﬂux, we may reformulate
this as
0 ≤
∫ ∞
0
∫ 1
0
∂tφ (η(u | v) + Dη(v) (u − v)) + ∂xφ (q(u | v) + Dη(v) (f(u)− f(v))) dxdt
+
∫ 1
0
φ(·, 0) (η(u0)− η(v0)) dx.
(2.19)
Upon using the Lipschitz continuous test function φ = φDη(v) in (2.11) for u and v,
we obtain
0 =
∫ ∞
0
∫ 1
0
∂t(φDη(v))(u − v) + ∂x(φDη(v))(f(u)− f(v)) dxdt
+
∫ 1
0
φ(·, 0)Dη(v(·, 0))(u0 − v0) dx.
(2.20)
We use the product rule in (2.20) and combine it with (2.19) to obtain
0 ≤
∫ ∞
0
∫ 1
0
∂tφη(u | v) + ∂xφq(u | v) dxdt
−
∫ ∞
0
∫ 1
0
φ(∂tvD
2η(v)(u− v) + ∂xvD2η(v)(f(u)− f(v)))+
∫ 1
0
φ(·, 0)η(u0 | v0) dx.
(2.21)
Using ∂tv = −Df(v)∂xv and (2.9) we ﬁnd
0 ≤
∫ ∞
0
∫ 1
0
∂tφη(u | v) + ∂xφq(u | v) dxdt
−
∫ ∞
0
∫ 1
0
φ(∂xvD
2η(v)(f(u)− f(v)−Df(v)(u − v)) +
∫ 1
0
φ(·, 0)η(u0 | v0) dx.
(2.22)
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Now we ﬁx t > 0. Then for every 0 < s < t and ε > 0 we consider the test function
(2.23) φ(x, σ) =
⎧⎨⎩ 1 : σ < s,1− σ−sε : s < σ < s+ ε,
0 : σ > s+ ε.
In this case we infer from (2.22)
0 ≤ −1
ε
∫ s+ε
s
∫ 1
0
η(u | v) dxdt
−
∫ ∞
0
∫ 1
0
φ(∂xvD
2η(v)(f(u)− f(v)−Df(v)(u − v))) dxdt+
∫ 1
0
η(u0 | v0) dx.
(2.24)
When sending ε → 0 we ﬁnd for all points s of L∞-weak-*-continuity of η(u(·, σ)) in
(0, t) that
0 ≤ −
∫ 1
0
η(u(x, s) | v(x, s)) dx
−
∫ s
0
∫ 1
0
∂xvD
2η(v)(f(u)− f(v)−Df(v)(u− v)) dxdt+
∫ 1
0
η(u0 | v0) dx.
(2.25)
Upon using (2.14) we infer that for almost all s ∈ (0, t)
Cη ‖u(·, s)− v(·, s)‖2L2(I) ≤ Cη ‖u0 − v0‖
2
L2(I)
+ CfCη
∫ s
0
|v(·, σ)|W 1,∞(I) ‖u(·, σ) − v(·, σ)‖2L2(I) dσ.
(2.26)
This equation, in fact, holds for all s ∈ (0, t) as u is weakly lower semicontinuous.
Since v is Lipschitz continuous, applying Gronwall’s lemma completes the proof.
3. The semidiscrete scheme. In this section we introduce the class of semi-
discrete problem which we consider in this contribution.
We will discretize (2.6) in space using consistent dG ﬁnite element methods. Let
I := [0, 1] be the unit interval and choose 0 = x0 < x1 < · · · < xN = 1. We denote
In = [xn, xn+1] to be the nth subinterval and let hn := xn+1 − xn be its size. Let
P
p(I) be the space of polynomials of degree less than or equal to p on I; then we
denote
(3.1) Vp :=
{
g : I → Rd : gi|In ∈ Pp(In) for i = 1, . . . , d, n = 0, . . . , N − 1
}
,
where g = (g1, . . . , gd)
ᵀ
, to be the usual space of piecewise pth degree polynomials
for vector valued functions over I. In addition we deﬁne jump and average operators
such that
gn := g(x
−
n )− g(x+n ) := lim
s↘0
g(xn − s)− lim
s↘0
g(xn + s),
{ g }n := 1
2
(
g(x−n ) + g(x
+
n )
)
:=
1
2
Å
lim
s↘0
g(xn − s) + lim
s↘0
g(xn + s)
ã
.
(3.2)
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We will examine the following class of semidiscrete numerical schemes [GR96, Kro¨97,
HW08], where uh ∈ C1([0, T ),Vp) is determined such that
0 =
N−1∑
n=0
∫
In
(∂tuh · φ+ ∂xf(uh) · φ) dx
+
N−1∑
n=0
(
F(uh(x
−
n ), uh(x
+
n )) · φn − f(uh) · φn
) ∀ φ ∈ Vp.
(3.3)
In what follows we will assume that (3.3) has a solution and in particular that uh
takes values in U . We also set
(3.4) uh0 := uh(x
−
N )− uh(x+0 ); { uh }0:=
uh(x
+
0 ) + uh(x
−
N )
2
to account for the periodic boundary conditions. Here F : U2 ⊂ R2d → Rd is a
numerical ﬂux function. We restrict our attention to a certain class of numerical ﬂux
functions. We impose that there exists a function
(3.5) w : U × U → U such that F(u, v) = f(w(u, v))
and that there exists a constant L > 0 such that w satisﬁes
(3.6) |w(u, v)− u| ≤ L |u− v| , |w(u, v)− v| ≤ L |u− v| ∀ u, v ∈ U.
Remark 3.1 (restriction of ﬂuxes). The reason for the restriction on the choice
of ﬂuxes will be made apparent later. Our assumptions are met by Godunov schemes
employing exact Riemann solvers. For approximate Riemann solvers there are two
classes [LeV02, sect. 12.3]. Our assumption is generally satisﬁed for the class in which
the numerical ﬂux is computed by evaluating the exact ﬂux on some intermediate
state extracted from an approximate Riemann solution. For the second class, which
encompasses, e.g., the Roe scheme, the situation is more involved.
Let us look at some numerical ﬂuxes in special cases. In the case of the inviscid
Burgers’ equation, i.e., f(u) = u
2
2 , our condition is not satisﬁed for the local and
global Lax–Friedrichs scheme. For the local Lax–Friedrichs scheme the numerical ﬂux
reads
(3.7) F (a, b) =
1
2
(a2 + b2) + max(|a|, |b|)(a− b),
which is negative for a = 0 and b > 0. Therefore there can be no w ∈ U satisfying
f(w) = F (0, b). The argument for the global Lax–Friedrichs scheme is analogous.
For the inviscid Burgers’ equation both the Roe and the Engquist–Osher ﬂux
satisfy our condition, with
(3.8) wEO(a, b) =
Å
1
2
a2(1 + sgn(a)) +
1
2
b2(1− sgn(b))
ã1/2
and
(3.9) wRoe(a, b) =
Å
1
2
a2(1 + sgn(a+ b)) +
1
2
b2(1− sgn(a+ b))
ã1/2
.
1288 J. GIESSELMANN, C. MAKRIDAKIS, AND T. PRYER
The situation is far more complicated for nonlinear systems. In fact, for the p-system
which is given by
∂tu− ∂xv = 0,
∂tv − ∂xp(u) = 0
for some function p with p′ > 0, the question whether the Roe scheme ﬁts into our
framework hinges on whether p is surjective.
4. Reconstruction and projection operators. To analyze the scheme (3.3)
we introduce reconstructions which we denote by û and f̂. For brevity we will omit
the time dependency of all quantities in this section.
Definition 4.1 (reconstruction of uh). The reconstruction û is the unique ele-
ment of Vp+1 such that
N−1∑
n=0
∫
In
û · φ dx =
N−1∑
n=0
∫
In
uh · φ dx ∀ φ ∈ Vp−1(4.1)
and
û(x+n ) = w(uh(x
−
n ), uh(x
+
n )) and(4.2)
û(x−n+1) = w(uh(x
−
n+1), uh(x
+
n+1)) ∀ n ∈ [0, N − 1],(4.3)
recalling that uh(x
−
0 ) := uh(x
−
N ) and uh(x
+
N ) := uh(x
+
0 ).
Definition 4.2 (reconstruction of f(uh)). The reconstruction f̂ is the unique
element of Vp+1 such that
N−1∑
n=0
∫
In
∂x f̂ · φ dx =
N−1∑
n=0
∫
In
∂xf(uh) · φ dx
+
N−1∑
n=0
(
f(w(uh(x
−
n ), uh(x
+
n ))) · φn − f(uh) · φn
) ∀ φ ∈ Vp(4.4)
coupled with the skeletal “boundary” conditions that
(4.5) f̂(x+n ) = f(w(uh(x
−
n ), uh(x
+
n ))) ∀ n ∈ [0, N − 1] .
Lemma 4.3 (continuity and orthogonality). The reconstructions û and f̂ given in
Deﬁnitions 4.1, and 4.2, respectively, are continuous and f̂ satisﬁes the orthogonality
property
(4.6)
N−1∑
n=0
∫
In
Ä
f̂ − f(uh)
ä
· φ dx = 0 ∀ φ ∈ Vp−1.
Proof. The continuity of û follows from (4.2)–(4.3). To prove the continuity of
f̂ we choose φ as the ith unit vector on In and zero elsewhere. Then, upon letting
f̂ =
Ä
f̂1, . . . , f̂d
äᵀ
and f = (f1, . . . , fd)
ᵀ
we obtain from (4.4)
f̂i(x
−
n+1)− f̂i(x+n ) = fi(uh(x−n+1))− fi(uh(x+n ))− fi(w(uh(x−n ), uh(x+n )))
+ fi(w(uh(x
−
n+1), uh(x
+
n+1))) + fi(uh(x
+
n ))− fi(uh(x−n+1)).
(4.7)
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This implies
(4.8) f̂i(x
−
n+1) = fi(w(uh(x
−
n+1), uh(x
+
n+1)))
due to (4.5). This shows the continuity of f̂ . Using integration by parts in (4.4) we
have that the boundary terms cancel due to our choice of f̂(x+n ) and (4.8). Hence, we
ﬁnd
(4.9)
N−1∑
n=0
∫
In
f̂ · ∂xφ dx =
N−1∑
n=0
∫
In
f(uh) · ∂xφ dx ∀ φ ∈ Vp,
concluding the proof.
Definition 4.4 (L2 projection). We deﬁne Pp : [L2(I)]d → Vp to be the L2
orthogonal projection to Vp, that is,
(4.10)
∫
I
ψ · φ dx =
∫
I
Ppψ · φ dx ∀ φ ∈ Vp.
If ψ ∈ Wp+1∞ (I) the operator is well known [Cia02] to satisfy the following estimate in
L∞:
(4.11) ‖ψ − Ppψ‖L∞(In) ≤ Cphp+1n |ψ|Wp+1∞ ∀ n = 0, . . . , N − 1.
Remark 4.5 (restriction of ﬂuxes revisited). The assumption on the numerical
ﬂux functions (3.5) is posed such that we can choose our reconstructions û, f̂ such
that f̂(xn) = f(û(xn)) for all n. This is needed for the proof of Lemma 6.2 and it will
be elaborated upon in Remark 6.3.
5. A posteriori control based on computation of local reconstructions.
In this section we make use of the reconstruction operators from section 4 to construct
a posteriori bounds for the generic numerical scheme (3.3). This allows us, using the
relative entropy stability framework, to state a fully computable a posteriori bound.
Using these reconstructions û (given in Deﬁnition 4.1) and f̂ (given in Deﬁnition
4.2) we can rewrite our scheme as
(5.1) 0 =
N−1∑
n=0
∫
In
∂tuh · φ dx+
N−1∑
n=0
∫
In
∂xf̂ · φ dx ∀ φ ∈ Vp.
Since we have that ∂tuh and ∂x f̂ are piecewise polynomials of degree p we may write
(5.1) as a pointwise equation
(5.2) ∂tû+ ∂xf(û) = ∂xf(û)− ∂x f̂ + ∂tû− ∂tuh =: R.
Using the relative entropy technique we obtain the following preliminary error esti-
mate.
Lemma 5.1 (error bound for the reconstruction). Let u be the entropy solution
of (2.6), (2.7); then the diﬀerence between u and the reconstruction û satisﬁes
Cη ‖u(·, s)− û(·, s)‖2L2(I) ≤ Cη ‖u0 − û0‖
2
L2(I)
+ ‖R‖2L2(I×(0,s))
+ (CfCη ‖û‖W 1,∞ + C2η )
∫ s
0
‖u(·, σ) − û(·, σ)‖2L2(I) dσ
(5.3)
for every s ∈ (0,∞), provided û takes values in O.
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Proof. Since û is Lipschitz continuous, we multiply (5.2) by Dη(û) and ﬁnd for
any Lipschitz continuous, nonnegative test function φ
0 ≤
∫ ∞
0
∫ 1
0
∂tφ(η(u)− η(û)) + ∂xφ(q(u)− q(û))− φDη(û)R dxdt
+
∫ 1
0
φ(·, 0)(η(u0)− η(û0)) dx.(5.4)
Using the deﬁnition of relative entropy and relative entropy ﬂux, we may reformulate
this as
0 ≤
∫ ∞
0
∫ 1
0
∂tφ(η(u | û) + Dη(û)(u − û)) + ∂xφ(q(u | û) + Dη(û)(f(u)− f(û))) dxdt
−
∫ ∞
0
∫ 1
0
φDη(û)R dxdt+
∫ 1
0
φ(·, 0)(η(u0)− η(û0)) dx.
(5.5)
Using the Lipschitz continuous test function φ = φDη(û) in (2.11) and (5.2) we obtain
0 =
∫ ∞
0
∫ 1
0
∂t(φDη(û))(u − û) + ∂x(φDη(û))(f(u)− f(û))− φDη(û)R dxdt
+
∫ 1
0
φ(·, 0)Dη(û(·, 0))(u0 − û0) dx.
(5.6)
We use the product rule in (5.6) and combine it with (5.5) to obtain
0 ≤
∫ ∞
0
∫ 1
0
∂tφη(u | û) + ∂xφq(u | û) dxdt
−
∫ ∞
0
∫ 1
0
φ(∂tûD
2η(û)(u − û) + ∂xûD2η(û)(f(u)− f(û))) dxdt
+
∫ 1
0
φ(·, 0)η(u0 | û0) dx.
(5.7)
Using the fact that ∂tû = −Df(û)∂xû+ R and (2.9) we ﬁnd
0 ≤
∫ ∞
0
∫ 1
0
∂tφη(u | û) + ∂xφq(u | û) dxdt
−
∫ ∞
0
∫ 1
0
φ(∂xûD
2η(û)(f(u)− f(û)−Df(û)(u − û)))
−
∫ ∞
0
∫ 1
0
φ(u − û)ᵀD2η(û)Rdxdt+
∫ 1
0
φ(·, 0)η(u0 | û0) dx.
(5.8)
Now we ﬁx t > 0; then for every 0 < s < t and ε > 0 we consider the test function
φ(x, σ) given in (2.23). In this case we infer from (2.22)
0 ≤ −1
ε
∫ s+ε
s
∫ 1
0
η(u | û) dxdt−
∫ ∞
0
∫ 1
0
φ(∂xûD
2η(û)(f(u)− f(û)−Df(û)(u− û))) dxdt
−
∫ ∞
0
∫ 1
0
φ(u − û)ᵀD2η(û)R dxdt+
∫ 1
0
η(u0 | û0) dx.
(5.9)
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When sending ε → 0 we ﬁnd for all points s of L∞-weak-*-continuity of η(u(·, σ)) in
(0, t) that
0 ≤ −
∫ 1
0
η(u(x, s)|û(x, s)) dx −
∫ s
0
∫ 1
0
∂xûD
2η(û)(f(u)− f(û)−Df(û)(u− û)) dxdt
−
∫ s
0
∫ 1
0
(u − û)ᵀD2η(û)R dxdt+
∫ 1
0
η(u0 | û0) dx ≥ 0.
(5.10)
Upon using (2.14) and the convexity of O we infer that for almost all s ∈ (0, t)
Cη ‖u(·, s)− û(·, s)‖2L2(I) ≤ Cη ‖u0 − û0‖
2
L2(I)
+ ‖R‖2L2(I×(0,s))
+ (CfCη ‖û‖W 1,∞ + C2η )
∫ s
0
‖u(·, σ) − û(·, σ)‖2L2(I) dσ.
(5.11)
This equation, in fact, holds for all s ∈ (0, t) as u is weakly lower semicontinuous.
Remark 5.2 (values of û). Note that the condition that û takes values in O can
be veriﬁed in an a posteriori fashion, as û can be explicitly computed.
Proposition 5.3 (Legendre polynomials [AW05]). Let lk denote the kth Legen-
dre polynomial on (−1, 1), and lnk its transformation to the interval In, i.e.,
(5.12) lnk (x) = lk
Å
2
Å
x− xn
hn
ã
− 1
ã
.
Let αk := ∂xlk(1). Then l
n
k has the following properties:
(−1)klnk (xn) = lnk (xn+1) = 1,(5.13)
(−1)k+1hn∂xlnk (xn) = hn∂xlnk (xn+1) = 2αk,(5.14) ∫
In
lnj (x)l
n
k (x) dx =
2hn
2k + 1
δkj ≤ hn,(5.15)
|lnk (x)| ≤ 1 ∀x ∈ In.(5.16)
Lemma 5.4 (Legendre representation of û). The reconstruction û given by Deﬁ-
nition 4.1 satisﬁes the following representation for all x ∈ In:
(û− uh) (x) = 1
2
Å
(−1)p (w(uh(x−n ), uh(x+n ))− uh(x+n ))
+w(uh(x
−
n+1), uh(x
+
n+1))− uh(x−n+1)
ã
lnp (x)
+
1
2
Å
(−1)p+1 (w(uh(x−n ), uh(x+n ))− uh(x+n ))
+ w(uh(x
−
n+1), uh(x
+
n+1))− uh(x−n+1)
ã
lnp+1(x),
(5.17)
where lnp and l
n
p+1 are the rescaled Legendre polynomials from Proposition 5.3. There-
fore,
(5.18) ‖û− uh‖2L2(In) ≤ L2hn
Ä∣∣ uhn ∣∣2 + ∣∣uhn+1∣∣2ä
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and
(5.19)
∥∥∥∂kx û∥∥∥
L∞(In)
≤
∥∥∥∂kxuh∥∥∥
L∞(In)
+ L
1
hkn
bk
(∣∣ uhn ∣∣+ ∣∣uhn+1∣∣) ,
where bk := |lp|k,∞ + |lp+1|k,∞ .
Proof. Letting û = (û1, . . . , ûd)
ᵀ
and uh = ((uh)1, . . . , (uh)d)
ᵀ
and writing ûi|In
and (uh)i|In as linear combinations of Legendre polynomials we see that (4.1) implies
(5.20) (ûi − (uh)i)(x) = αlnp (x) + βlnp+1(x) ∀ x ∈ In
for real numbers α, β depending on i and n. Using (5.13) and the boundary conditions
on û (4.2)–(4.3) we obtain
α(−1)p − β(−1)p = ûi(x+n )− (uh)i(x+n ) = wi(uh(x−n ), uh(x+n )) − (uh)i(x+n )(5.21)
and
α+ β = ûi(x
−
n+1)− (uh)i(x−n+1) = wi(uh(x−n+1), uh(x+n+1))− (uh)i(x−n+1).(5.22)
Since
(5.23)
ï
(−1)p (−1)p+1
1 1
ò−1
=
1
2
ï
(−1)p 1
(−1)p+1 1
ò
we obtain (5.17). Equations (5.18) and (5.19) are immediate consequences of (5.17)
upon using (5.13)–(5.16).
Theorem 5.5 (a posteriori error bound). Let f ∈ C2(U,Rd) satisfy (2.10) and
let u be an entropy solution of (2.6) with periodic boundary conditions. Let û take
values in O. Then for 0 ≤ t ≤ T the error between the numerical solution uh and u
satisﬁes
‖u(·, t)− uh(·, t)‖2L2(I) ≤ 2 ‖û(·, t)− uh(·, t)‖
2
L2(I)
+ 2C−1η
(
‖R‖2L2(I×(0,t)) + Cη ‖u0 − û0‖
2
L2(I)
)
× exp
Ç∫ t
0
CηCf ‖∂xû(·, s)‖L∞(I) + C2η
Cη
ds
å
.
(5.24)
Proof. Combining Lemmas 2.6 and 5.1 we obtain
‖u(·, t)− û(·, t)‖2L2(I)≤ C−1η
(
‖R‖2L2(I×(0,t)) + Cη ‖u0 − û0‖
2
L2(I)
)
× exp
Ç∫ t
0
CηCf ‖∂xû(·, s)‖L∞(I) + C2η
Cη
ds
å
.(5.25)
The triangle inequality and (5.25) imply the assertion of the theorem.
Remark 5.6 (values of û). The L∞ estimates based on (5.17) can be employed
to verify a posteriori that û takes values in O.
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Remark 5.7 (discontinuous entropy solutions). The estimate in Theorem 5.5 does
not require the entropy solution u to be continuous. However, in case u is discon-
tinuous ‖∂xû(·, s)‖L∞(I) is expected to behave like O(h−1). Therefore, the estimator
in (5.24) will (at best) be O(hp+1 exp(h−1)) which diverges for h → 0. Thus, the
estimator in (5.24) is expected not to converge for h → 0 if the entropy solution is
discontinuous. The same is true for the estimator derived in Theorem 6.5. This is a
consequence of the use of the relative entropy framework and the fact that the entropy
solution does not need to be unique if it is not Lipschitz.
Remark 5.8 (comparison to the scalar case).
1. From Theorem 5.5 it becomes clear that it is desirable for Cη/Cη to be as small
as possible. While this ratio is prescribed by η and O in the systems case,
there is freedom in the choice of η in the scalar case. Choosing η(u) = 12u
2
implies the optimal ratio Cη/Cη = 1.
2. The estimate in Theorem 5.5 blows up after a shock has formed. This is a di-
rect consequence of the fact that (discontinuous) entropy solutions of general
systems of hyperbolic conservation laws are not unique [Daf10, p. 282]. The
a posteriori estimates in the scalar case [KO00, GM00, DMO07, Ohl09] allow
for shocks to form. This is because in the scalar case the estimators rely on
the L1-contraction principle, which does not require Lipschitz continuity of
any of the compared solutions and avoids an exponential dependence of the
estimators on time. These estimates and the L1-contraction principle as such
are a consequence of the fact that there are inﬁnitely many convex entropies
in the scalar case.
3. The estimates in the scalar case are, in general, not optimal before shocks
form. Due to the generality of the Kruzkov stability theory, the a posteriori
estimates based on this can be seen as a worst-case scenario, allowing for
arbitrarily many shocks and not accounting for any preshock regime [GM00,
Rem. 2].
6. A posteriori control based on the discrete solution. In this section we
use the bound given in Theorem 5.5 to construct a fully computable a posteriori quan-
tity which depends only upon the discrete solution itself in that no reconstructions
ever need to be explicitly computed.
We begin by noting that R can be explicitly computed locally in every cell using
only information from that cell and traces from the adjacent cells. Still we would like
to estimate ‖R‖2L2 by quantities only involving uh. There are two reasons for doing
this: First we expect the new bound to be computationally cheaper. Second, we will
use this new form to argue why we expect our estimator to be of optimal order.
Lemma 6.1 (inverse inequality [Cia02, c.f.]). For every k ∈ N there is a constant
Cinv > 0 such that for any interval J ⊂ R and any φ ∈ Pk(J) the following inequality
is satisﬁed:
(6.1) ‖∂xφ‖L2(J) ≤
Cinv
|J | ‖φ‖L2(J) .
Lemma 6.2 (a posteriori control on R). Let f ∈ Cp+2(U,Rd) and satisfy (2.14).
It then holds that
(6.2) ‖R‖2L2(I) ≤ 3(E1 + E2 + E3)
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with
E1 :=
N−1∑
n=0
hnL
2
Ä∣∣ ∂tuhn ∣∣2 + ∣∣ ∂tuhn+1 ∣∣2ä ,
E2 :=
N−1∑
n=0
4hnL
2
Ä∣∣ uhn ∣∣2+∣∣ uhn+1 ∣∣2ä
Ç
L
∣∣uhn ∣∣+∣∣uhn+1 ∣∣
hn
+ ‖∂xuh‖L∞(In)
å
Cf
+ 2hn
(
p∑
k=0
Ç
p+ 1
k
å(
hp+1n
∥∥∥∂k+1x uh∥∥∥
L∞(In)
+ Lhp−kn b
(∣∣ uhn ∣∣+∣∣ uhn+1 ∣∣))
×
∣∣∣∂p+1−kx Df(uh)∣∣∣
)2
,
E3 := 2C
2
invL
2C2
f
|uh|2W 1,∞
N−1∑
n=0
hn
Ä∣∣ uhn ∣∣2 + ∣∣ uhn+1 ∣∣2ä
+ 16C2invL
4C2
f
N−1∑
n=0
1
hn
Ä∣∣uhn∣∣4 + ∣∣uhn+1 ∣∣4ä ,
(6.3)
where b := ‖lp‖Wp+1,∞ + ‖lp+1‖Wp+1,∞.
Proof. Recalling the deﬁnition of R
(6.4) R := ∂tû+ ∂xf(û) = ∂xf(û)− ∂x f̂ + ∂tû− ∂tuh,
we begin by splitting R into three quantities via the L2 projection of ∂xf(û), that is,
(6.5) R = ∂t (û− uh)+(∂xf(û)− Pp (∂xf(û)))+
Ä
Pp (∂xf(û))− ∂x f̂
ä
=: R1+R2+R3,
and bounding each of these individually.
Forming the time derivative of (5.17) we immediately obtain
(6.6) ‖R1‖2L2(In) = ‖∂t(û− uh)‖
2
L2(In)
≤ L2hn
Ä∣∣ ∂tuhn ∣∣2 + ∣∣ ∂tuhn+1 ∣∣2ä .
For the term involving R2 we further split the term and evaluate derivatives, giving
‖Pp (∂xf(û))− ∂xf(û)‖L2(In) ≤ ‖Pp (Df(û)∂xû)− Pp (Df(uh)∂xû)‖L2(In)
+ ‖Df(uh)∂xû−Df(û)∂xû‖L2(In)
+ ‖Pp (Df(uh)∂xû)−Df(uh)∂xû‖L2(In)
≤ 2 ‖∂xû‖L∞(In) Cf ‖û− uh‖L2(In)
+ ‖Pp (Df(uh)∂xû)−Df(uh)∂xû‖L2(In)
(6.7)
since the L2 projection is stable and satisﬁes ‖Ppg‖L2(Ω) ≤ ‖g‖L2(Ω) for any g ∈ L2(Ω).
In addition from (4.11) we have that
(6.8) ‖Pp (Df(uh)∂xû)−Df(uh)∂xû‖L∞(In) ≤ Cphp+1n |Df(uh)∂xû|Wp+1∞ (In) .
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By the product rule we have inside In
∂p+1x (Df(uh)∂xû) =
p+1∑
k=0
Ç
p+ 1
k
å (
∂k+1x û
) (
∂p+1−kx Df(uh)
)
=
p∑
k=0
Ç
p+ 1
k
å (
∂k+1x û
) (
∂p+1−kx Df(uh)
)(6.9)
as û ∈ Vp+1. Using the properties of the derivatives of the reconstruction (5.19) in
(6.9) we have that
hp+1n
∥∥∂p+1x (Df(uh)ûx)∥∥L∞(In)
≤ hp+1n
p∑
k=0
Ç
p+ 1
k
å ∥∥∥∂k+1x û∥∥∥
L∞(In)
∥∥∥∂p+1−kx Df(uh)∥∥∥
L∞(In)
≤
p∑
k=0
Ç
p+ 1
k
åÅ
hp+1n
∥∥∥∂k+1x uh∥∥∥
L∞(In)
+ Lhp−kn bk+1
(∣∣ uhn ∣∣+ ∣∣ uhn+1 ∣∣)ã∥∥∥∂p+1−kx Df(uh)∥∥∥
L∞(In)
.
(6.10)
Inserting (6.10) into (6.8) gives
‖Pp (Df(uh)∂xû)−Df(uh)∂xû‖L∞(In)
≤ Cp
p∑
k=0
ÅÇ
p+ 1
k
åÅ
hp+1n
∥∥∥∂k+1x uh∥∥∥
L∞(In)
+ Lhp−kn bk+1
(∣∣ uhn ∣∣+ ∣∣ uhn+1 ∣∣)ã∥∥∥∂p+1−kx Df(uh)∥∥∥
L∞(In)
ã
.
(6.11)
Therefore, we can infer from (6.7) that
‖R2‖2L2(In) ≤ 8CfL2hn
Ä∣∣ uhn ∣∣2 + ∣∣ uhn+1 ∣∣2ä ‖∂xû‖L∞(In)
+ 2C2phn
(
p∑
k=0
Ç
p+ 1
k
å(
hp+1n
∥∥∥∂k+1x uh∥∥∥
L∞(In)
+ hp−kn bk+1
(∣∣ uhn ∣∣+ ∣∣ uhn+1 ∣∣) ∥∥∥∂p+1−kx Df(uh)∥∥∥
L∞(In)
))2
.
(6.12)
Using the fact that
(6.13) ‖∂xû‖L∞(In) ≤ L
∣∣ uhn ∣∣+ ∣∣ uhn+1 ∣∣
hn
+ ‖∂xuh‖L∞(In) ,
(6.12) implies the desired estimate for ‖R2‖2L2(I).
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To conclude we will estimate the term containing R3. Note that R3 ∈ Vp. Using
the deﬁnitions of û and f̂ as well as integration by parts we ﬁnd
‖R3‖2L2(I) =
N−1∑
n=0
∫
In
|R3|2 dx =
N−1∑
n=0
∫
In
Ä
Pp (∂xf(û))− ∂x f̂
ä
· R3 dx
=
N−1∑
n=0
∫
In
Ä
∂xf(û)− ∂x f̂
ä
· R3 dx
=
N−1∑
n=0
∫
In
(∂xf(û)− ∂xf(uh)) · R3 dx
−
N−1∑
n=0
(
f(w(uh(x
−
n ), uh(x
+
n ))) · R3n + f(uh) · R3n
)
.
(6.14)
Now upon integrating by parts, we see that
‖R3‖2L2(I) = −
N−1∑
n=0
∫
In
(f(û)− f(uh)) · ∂xR3 dx.(6.15)
Using the orthogonality property (4.1) taking φ = Df(P0uh) we have that
‖R3‖2L2(I) ≤
N−1∑
n=0
∫
In
ï
(Df(P0uh)−Df(uh)) (û− uh)
+
∑
|β|=2
Ç
2
β!
∫ 1
0
(1 − t)Dβf(uh + t(û− uh)) dt
å
(û− uh)β
ò
∂xR3 dx
≤ CinvCf |uh|W1∞ ‖û− uh‖L2(I) ‖R3‖L2(I)
+ CinvCf
(
N−1∑
n=0
1
h2n
∫
In
|û− uh|4 dx
)1/2
‖R3‖L2(I) ,
(6.16)
by the inverse inequality (6.1), where Dβf is the partial derivative of f speciﬁed by
the multiindex β. Note that |uh|W1∞ in (6.16) is to be understood as maxn=0,...,N−1|uh|In |W1∞(In). Therefore,
(6.17) ‖R3‖L2(I) ≤ CinvCf
Ñ
|uh|W1∞ ‖û− uh‖L2(I) +
Ã
N−1∑
n=0
1
h2n
∫
In
|û− uh|4 dx
é
.
In view of the boundedness of the Legendre polynomials and (5.17) this implies
‖R3‖L2(I) ≤ CinvCf
Å
|uh|W1∞
Ã
N−1∑
n=0
hnL2
Ä∣∣uhn∣∣2 + ∣∣uhn+1 ∣∣2ä
+
Ã
N−1∑
n=0
1
hn
L4
Ä∣∣uhn∣∣4 + ∣∣uhn+1∣∣4ä dxã,
(6.18)
concluding the proof.
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Remark 6.3 (general numerical ﬂuxes). The assumption on the numerical ﬂuxes
(3.5) was used in the above proof in order to estimate R3. If we used more general
numerical ﬂuxes we would get additional contributions in the estimate (6.14) which
would not be of optimal order in general. In particular, it is not suﬃcient for the
numerical ﬂuxes to be consistent and monotone.
Lemma 6.4 (stability of the reconstruction). Let f ∈ Cp+2(U,Rd) satisfy (2.10)
and let u be an entropy solution of (2.6) with periodic boundary conditions. Then,
provided û takes values in O, for 0 ≤ t ≤ T the error between the reconstruction û
and u satisﬁes
‖u(·, t)− û(·, t)‖2L2(I) ≤ C−1η E(t) exp
Ç∫ t
0
CηCf ‖∂xû(·, σ)‖L∞(I) + C2η
Cη
dσ
å
(6.19)
with
E(t) := Cηη(u(·, 0) | û(·, 0))) +
∫ t
0
3 (E1 + E2 + E3) ,(6.20)
with Ei deﬁned as in Lemma 6.2.
Proof. The proof follows by combining Lemmas 5.1 and 6.2.
Theorem 6.5 (a posteriori error estimate). Let f ∈ Cp+2(U,Rd) and u be the
entropy solution of (2.6) with periodic boundary conditions. Let û take values in O.
Then for 0 ≤ t ≤ T the error between the numerical solution uh and u satisﬁes
‖u(·, t)− uh(·, t)‖2L2(I) ≤ C−1η E(t) exp
Ç∫ t
0
CηCf ‖∂xû(·, σ)‖L∞(I) + C2η
Cη
dσ
å
+ L2
∑
n
hn
Ä∣∣uh(·, t)n∣∣2 + ∣∣uh(·, t)n+1∣∣2ä ,(6.21)
where E is deﬁned as in Lemma 6.4.
Proof. The proof follows from Lemmas 5.4 and 6.4.
Remark 6.6 (optimality of the estimator). Assume that the entropy solution u
and its time derivative ∂tu are p+ 1 times continuously diﬀerentiable in space and
(6.22) ‖u− uh‖L∞(0,T ;L2(I)) + ‖∂tu− ∂tuh‖L∞(0,T ;L2(I)) ≤ Chp+γ
for some γ ∈ { 12 , 1}; compare to [ZS10, Thm. 5.1] for examples of schemes satisfying
these rates. In that case one can verify that ‖∂xû‖L∞(0,T ;L∞(I)) remains bounded
for h small enough. Further, by employing arguments similar to [MN06, Rem. 3.6]
adapted to our spatially discrete case we can show that∑
n
hn
Ä∣∣ ∂tuhn ∣∣2 + ∣∣ ∂tuhn+1 ∣∣2ä ≤ Ch2p+2γ and∑
n
hn
Ä∣∣ uhn ∣∣2 + ∣∣ uhn+1 ∣∣2ä ≤ Ch2p+2γ ,
where h = maxn hn. As, in addition,
1
hn
(∣∣ uhn ∣∣+ ∣∣ uhn+1 ∣∣)
is expected to be bounded, we expect E in (6.21) to be of order h2p+2γ and the
exponential term in (6.21) to be bounded uniformly in h. Therefore, we claim that
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our error estimator is of optimal order, for suﬃciently smooth solutions. This is
supported by numerical evidence in section 7.
Remark 6.7 (localizable estimates). As can be seen in [Daf10] the relative entropy
stability estimate in Lemma 2.7 can be localized in the sense that there is a computable
c > 0 depending on O such that for every [a, b] ⊂ I and t > 0
(6.23) ‖u(·, t)− v(·, t)‖L2([a,b]) ≤ C1 exp(C2t) ‖u0 − v0‖L2([a−ct,b+ct])
with C2 depending on ‖∂xv‖L∞({(x,s):x∈[a−cs,b+cs]}) . This, in particular, shows that
the arguments presented above allow for the construction of localized a posteriori
error estimates.
7. Numerical experiments. In this section we study the numerical behavior of
the error indicators and compare this behavior with the true error on two model prob-
lems. The coding was done in MATLAB under the framework provided by [HW08].
Remark 7.1 (computed a posteriori estimators). We study the behavior of two
a posteriori quantities. The ﬁrst estimator, given in Theorem 6.5, is dependent only
upon the discrete solution
E 1t :=
(
L2
∑
n
hn
Ä∣∣uh(·, t)n∣∣2 + ∣∣uh(·, t)n+1∣∣2ä+ C−1η E(t) exp (κ1(uh))
)1/2(7.1)
with
(7.2)
κ1(uh) :=
∫ t
0
CηCf maxn
Ä
‖∂xuh|‖L∞(In) + LK/hn
(|uhn|+ ∣∣uhn+1∣∣)ä+ C2η
Cη
ds
and E(t) given in Lemma 6.4, L is the Lipschitz constant of the numerical ﬂuxes (3.6),
and K = max
Ä
‖lp‖L∞(−1,1) , ‖lp+1‖L∞(−1,1)
ä
.
The second estimator, given in Theorem 5.5, is determined by computing the
discrete reconstruction operators and is
E 2t :=
(
‖uh − û‖2L2(I) + 2C−1η
(
‖R‖2L2(I×(0,t)) + Cη ‖u0 − û0‖
2
L2(I)
)
exp (κ2(û))
)1/2
,
(7.3)
where
(7.4) κ2(û) =
∫ t
0
CηCf ‖∂xû(·, s)‖L∞(I) + C2η
Cη
ds
and R is given in (5.2).
The constants for both estimators are readily computable as detailed in Remark
7.4 for each of the test cases; as such both quantities are estimators.
Definition 7.2 (estimated order of convergence). Given two sequences a(i) and
h(i) ↘ 0, we deﬁne estimated order of convergence to be the local slope of the log a(i)
versus log h(i) curve, i.e.,
(7.5) EOC(a, h; i) :=
log(a(i+ 1)/a(i))
log(h(i+ 1)/h(i))
.
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(a) Results for P0 elements. Notice both estimators are robust; however, E 2t has a slightly lower
eﬀectivity index.
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(b) Results for P1 elements. Notice both estimators are robust; however, E 2t has a slightly lower
eﬀectivity index.
Fig. 1. Numerical results for the dGRK scheme with Engquist–Osher ﬂuxes approximating
(7.8) the solution to Burgers’ equation. In each subﬁgure we plot both estimators, E 1t , E
2
t , together
with the error, e, on a logarithmic scale against time. We also show the estimated orders of con-
vergence and the eﬀectivity indices over time.
Definition 7.3 (eﬀectivity index). The main tool deciding the quality of an
estimator is the eﬀectivity index, which is the ratio of the error and the estimator,
i.e.,
(7.6) EIi(tn) :=
maxt∈[0,tn] E
i
t
‖u− uh‖L∞(0,tn;L2(S1))
for i = 1, 2.
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Fig. 2. Numerical results for the dGRK scheme with Engquist–Osher ﬂuxes approximating the
solution to Burgers’ equation with initial condition u(x, 0) = − sin (x). We study the behavior of the
estimators as the solution approaches blowup at t = 1. Notice that before shock time the estimators
behave robustly. As shock time approaches the estimators blow up at a rate which increases as the
meshsize decreases.
Remark 7.4 (computation of constants). The constants appearing in the esti-
mators E it are readily computable; Cη and Cη represent the absolute values of the
minimum and maximum eigenvalues of D2η on O. In addition Cf :=
(∑
iCf i
)1/2
,
where Cf i is an upper bound for the absolute values of the eigenvalues of the ith
component of f.
In both tests below we choose an explicit fourth order Runge–Kutta method for
the temporal discretization. To test the asymptotic behavior of the estimators given
in Theorems 5.5 and 6.5 we use a uniform timestep and uniform meshes that are ﬁxed
with respect to time. Hence for each test we have Vn = V0 = V and τn = τ(h) for
all n ∈ [1 : N ]. We ﬁx the polynomial degree p and two parameters k, c and then
compute a sequence of solutions with h = h(i) = 2−i, and τ = chk for a sequence of
reﬁnement levels i = l, . . . , L.
7.1. Test 1: The scalar case—inviscid Burgers’ equation. We conduct a
benchmarking experiment using the inviscid (scalar) Burgers’ equation
(7.7) ∂tu+ ∂x
Å
u2
2
ã
= 0.
Using an initial condition u(x, 0) = − sin (x) over an interval I = [−π, π]. It can
be veriﬁed that, before shock formation, the exact solution can be represented by an
inﬁnite sum of Bessel functions, that is,
(7.8) u(x, t) = −2
∞∑
k=1
Jk(kt)
kt
sin (kx) ,
where Jk denotes the kth Bessel function. Note this is a decaying sequence, hence we
may approximate the solution by taking a truncation of this series.
We discretize the problem (7.7) using the dG scheme (3.3) together with Engquist–
Osher type ﬂuxes. These ﬂuxes satisfy the assumptions (3.5)–(3.6) as shown in Re-
mark 3.1.
For this problem we may take η(u) = 12u
2, and hence it is readily veriﬁed that
Cη = Cη = Cf = 1.
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(a) Results for P0 elements. Notice both estimators are robust; however, E 2t has a slightly lower
eﬀectivity index.
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(b) Results for P1 elements. Notice both estimators are robust; however, E 2t has a slightly lower
eﬀectivity index.
Fig. 3. Numerical results for the dGRK scheme with Roe ﬂuxes approximating (7.8) the
solution to the p-system. In each subﬁgure we plot both estimators, E 1t , E
2
t , together with the error,
e, on a logarithmic scale against time. We also show the estimated orders of convergence and the
eﬀectivity indices over time.
In Figures 1(a) and 1(b) we examine the asymptotic behavior of the estimators
and error for the solution given by (7.8). In Figure 2 we study the behavior of the
estimators when a shock forms.
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7.2. Test 2: The system case—the p-system. In this case we conduct some
benchmarking using the p-system, given by
0 = ∂tu− ∂xv,
0 = ∂tv − ∂x(p(u)).
(7.9)
We choose an initial condition u(x, 0) = −v(x, 0) = exp
Ä
−10 |x|2
ä
over an interval
I = [−5, 5].
We discretize (7.9) using the dG scheme (3.3) with a Roe ﬂux (as described in
Remark 3.1). This class of ﬂuxes satisﬁes the assumption on the ﬂuxes (3.6) assuming
p is surjective. We take p(u) = u3 + u.
For this problem we have η(u, v) = W (u)+ 12v
2, whereW is a primitive of p. Thus
the eigenvalues are 3u2+1 and 1. Suppose u ∈ [−a, a]; then we have that Cη = 1 and
Cη = 1 + 3a
2. Similarly, Cf = (6a)
1/2.
To generate an exact solution to this problem we introduce a source term into
the second equation in (7.9). We choose the source term in such a way that
u(x, t) = exp(−10 |x− t|2),(7.10)
v(x, t) = − exp(−10 |x− t|2).(7.11)
The results are summarized in Figures 3(a) and 3(b).
8. Conclusion. In this work we introduced a methodology for deriving a poste-
riori bounds for semidiscrete discontinuous Galerkin schemes approximating systems
of hyperbolic conservation laws. The methodology is applicable whenever solutions to
the system remain Lipschitz continuous and we have numerically demonstrated that
the a posteriori estimator is robust in this case. When shocks develop the relative en-
tropy stability theory breaks down and, although the estimator remains computable,
it contains, as expected, a constant that blows up as the meshsize goes to zero. The
extension of this approach to the postshock case remains a challenging problem.
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