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Abstract The concept of αβ-statistical convergence was introduced and studied by
Aktug˘lu (Korovkin type approximation theorems proved via αβ-statistical conver-
gence, J Comput Appl Math 259:174–181, 2014). In this work, we generalize the
concept of αβ-statistical convergence and introduce the concept of weighted αβ-
statistical convergence of order γ , weighted αβ-summability of order γ , and strongly
weighted αβ-summable sequences of order γ . We also establish some inclusion rela-
tion, and some related results for these new summability methods. Furthermore, we
prove Korovkin type approximation theorems through weighted αβ-statistical conver-
gence and apply the classical Bernstein operator to construct an example in support
of our result.
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1 Introduction, notations and known results
Let K be a subset of N, the set of natural numbers and Kn = {k ≤ n : k ∈ K }. The
natural density of K is defined by δ(K ) = limn 1n |Kn| provided it exists, where |Kn|
denotes the cardinality of set Kn . A sequence x = (xk) is called statistically convergent
(st-convergent) to the number , denoted by st − lim x = , for each  > 0, the set





|{k ≤ n : |xk − | ≥ }| = 0.
The concept of statistical convergence has been defined by Fast [5] and studied by
many other authors. It is well know that every statistically convergent sequence is
ordinary convergent, but the converse is not true. For example, y = (yk) is defined as
follows;
y = (yk) =
{
1, k = m2,
0, otherwise.
It is clear that the sequence y = (yk) is statistical convergent to zero but not convergent.
The idea αβ-statistical convergence was introduced by Aktug˘lu in [7] as follows:
Let α(n) and β(n) be two sequences positive number which satisfy the following
conditions
(i) α and β are both non-decreasing,
(ii) β(n) ≥ α(n),
(iii) β(n) − α(n) −→ ∞ as n −→ ∞
and let  denote the set of pairs (α, β) satisfying (i)–(iii). For each pair (α, β) ∈ ,
0 < γ ≤ 1 and K ⊂ N, we define δα,β(K , γ ) in the following way




(β(n) − α(n) + 1)γ ,
where Pα,βn in the closed interval [α(n), β(n)]. A sequence x = (xk) is said to be
αβ-statistically convergent of order γ to  or Sγαβ -convergent, if
δα,β({k : |xk − | ≥ }, γ ) = lim
n→∞
∣∣∣{k ∈ Pα,βn : |xk − | ≥ 
}∣∣∣
(β(n) − α(n) + 1)γ = 0.
In this paper generalizing above idea, we define the weighted αβ-statistical conver-
gence of order γ , the weighted αβ-summability of order γ and the weighted αβ-
summability.
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2 The weighted αβ-summability









Definition 2.1 (a) A sequence x = (xk) is said to be strongly weighted αβ-summable







sk |xk − | −→ 0 as n −→ ∞.
We denote it by xk −→ [N γαβ, s]. Similarly, for γ = 1 the sequences x = (xk) is
said to be strongly weighted αβ-summable to . The set of all strongly weighted
αβ-summable of order γ and strongly weighted αβ-summable sequences will be
denoted [N γαβ, s] and [Nαβ, s], respectively.
(b) A sequence x = (xk) is said to be weighted αβ-summable of order γ to , if
zγn (x) −→  as n −→ ∞. Similarly, for γ = 1 the sequence x = (xk) is said
to be weighted αβ-summable to , if zn(x) −→  as n −→ ∞. The set of all
weighted αβ-summable of order γ and weighted αβ-summable sequences will
be denoted (N
γ
αβ, s) and (Nαβ, s), respectively.
This definition includes the following special cases:
(i) If γ = 1, α(n) = 0 and β(n) = n, weighted αβ-summable is reduced to
weighted mean summable, and [Nαβ, s] summable sequences are reduced to
(N , pn) summable sequences introduced in [8,14].
(ii) Let λn be a none-decreasing sequence of positive numbers tending to ∞ such
that λn ≤ λn + 1, λ1 = 1. If we take γ = 1, α(n) = n − λn + 1 and β(n) = n
then weighted αβ-summability is reduced to (Nλ; p)-summability and [Nαβ, s]
summable sequences are reduced to [Nλ; p]-summable sequences introduced in
[2].
(iii) If we take γ = 1, α(n) = n − λn + 1, β(n) = n and sk = 1 for all k then αβ-
summability is reduced to (V ; λ)-summability introduced in [10] and [Nαβ, s]-
summable sequences are reduced to [V, λ]-summable sequences introduced in
[12].
(iv) Recall that a lacunary sequence θ = {kr } is an increasing integer sequence such
that k0 = 0 andhr := kr−kr−1. Ifwe takeγ = 1,α(r) = kr−1+1 andβ(r) = kr ;
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This means that [Nαβ, s]-summable sequences are reduced to weighted lacunary
summable, and [Nαβ, s]-summable sequence are reduced to strong weighted
lacunary summable sequences.
(v) If we take γ = 1, α(r) = kr−1 + 1, β(r) = kr and sk = 1 for all k
then, weighted αβ-summable is reduced to lacunary summable sequences, and
[Nαβ, s]-summable sequences are reduced to Nθ summbale sequences intro-
duced in [6].
Definition 2.2 A sequence x = (xk) is said to beweighted αβ-statistically convergent
of order γ to  or Sγαβ -convergent, if for every  > 0




|{k ≤ Sn : sk |xk − | ≥ }| = 0
and denote stγαβ − lim x =  or xk −→ [Sγαβ ], where Sγαβ denotes the set of all
weighted αβ-statistically convergent sequences of order γ .
Theorem 2.1 Let 0 < γ ≤ δ ≤ 1. Then, we have [N γαβ, s] ⊆ [N δαβ, s] and the
inclusion is strict for some γ, δ such that γ < δ.










sk |xk − |
which gives [N γαβ, s] ⊆ [N δαβ, s]. Now, we show that this inclusion is strict. Let us
consider the sequence t = (tk) defined by,
t = (tk) =
{
1, β(n) − √β(n) − α(n) + 1 + 1 ≤ k ≤ β(n),
0, otherwise.







β(n) − α(n) + 1
(β(n)−α(n) + 1)γ =
1
(β(n) − α(n) + 1)γ−1/2 .
Since 1
(β(n)−α(n)+1)γ−1/2 −→ 0 as n −→ ∞ for 1/2 < β ≤ 1, we have t = (tk) ∈
[N γαβ, s]. On the other hand, we get
√
β(n) − α(n) + 1 − 1
(β(n) − α(n) + 1)δ ≤
1







(β(n)−α(n)+1)δ −→ ∞ as n −→ ∞ for 0 < δ < 1/2 then, we have t = (tk) /∈
[N δαβ, s]. This completes the proof. unionsq
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Theorem 2.2 Let (α, β) ∈ . Then, we have following statements:
(a) If a sequence x = (xk) is strongly weighted (αβ)-summable of order γ to limit ,
then it is weighted αβ-statistically convergent of order γ to , that is [N γαβ, s] ⊆
S
γ
αβ and this inclusion is strict.
(b) If x = (xk) bounded and weighted αβ-statistically convergent of order γ to  then
xk −→ [N γαβ, s].

























= 0 which means δα,β(K αβsn (), γ ) = 0,
where K αβsn () = {k ≤ Sn : sk |xk − | ≥ }. Therefore, x = (xk) is weighted
αβ-statistically convergent of order γ to . To prove [N γαβ, s] ⊆ Sγαβ in (a) is
strict, let the sequence x = (xk) be defined by
xk =
{
k, 1 ≤ k ≤ [(β(n) − α(n) + 1)γ /2],
0, otherwise.
(2.1)
Then x is not bounded and for every  > 0. Let sk = 1 for all k. Then we have
1
(β(n) − α(n) + 1)γ |{k ≤ β(n) − α(n) + 1 : |xk − 0| ≥ }|
= [(β(n) − α(n) + 1)
γ /2]
(β(n) − α(n) + 1)γ −→ 0 as n −→ ∞.
That is, xk −→ 0[Sγαβ ]. But
1




= [(β(n) − α(n) + 1)
γ /2] ([(β(n) − α(n) + 1)γ /2] + 1)




i.e., xk  0[N γαβ, s].
(b) Assume that x = (xk) is bounded and weighted αβ-statistically convergent of
order γ to . Then for  > 0, we have δα,β(K αβ , γ ) = 0. Since x = (xk) is
bounded, there exists M > 0 such that sk |xk − | ≤ M for all k ∈ N.
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∣∣{k ∈ Pα,βn : sk |xk − | ≥ }∣∣ + ε,
this implies that xk −→ [N γαβ, s].
unionsq
3 Application to Korovkin type approximation
In this section, we get an analogue of classical Korovkin Theorem by using the concept
of αβ-statistical convergence. Also we estimate, in rates of αβ-statistical convergence.
Recently, such types of approximation theorems are proved, [1,3,4,11,13,14].
Let C[a, b] be the linear space of all real-valued continuous functions f on [a, b]
and let L be a linear operator which maps C[a, b] into itself. We say L is positive
operator, if for every non-negative f ∈ C[a, b], we have L( f, x) ≥ 0 for x ∈ [a, b].
It is well-known that C[a, b] is a Banach space with the norm given by
‖ f ‖C[a,b]= sup
x∈[a,b]
| f (x)|.
The classical Korovkin approximation theorem states as follows (see [7,9])
lim
n→∞ ‖ Ln( f, x) − f (x) ‖C[a,b]= 0 ⇔ limn→∞ ‖ Ln( f, x) − ei ) ‖C[a,b]= 0,
where ei = xi and f ∈ C[a, b].
Theorem 3.1 Let (Lk) be a sequence of positive linear operator from C[a, b] in to




k→∞ ‖ Lk( f, x) − f (x)) ‖C[a,b]= 0 (3.1)




k→∞ ‖ Lk(e0, x) − e0 ‖C[a,b]= 0, (3.2)
S
γ




k→∞ ‖ Lk(e2, x) − e2) ‖C[a,b]= 0. (3.4)
Proof Because of ei ∈ C[a, b] for (i = 0, 1, 2), conditions (3.2)–(3.4) follow immedi-
ately from (3.1). Let the conditions (3.2)–(3.4) hold and f ∈ C[a, b]. By the continuity
of f at x , it follows that for given ε > 0 there exists δ such that for all t
| f (x) − f (t)| < ε, whenever ∀|t − x | < δ. (3.5)
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Since f is bounded, we get
| f (x)| ≤ M, −∞ < x, t < ∞.
Hence
| f (x) − f (t)| ≤ 2M, −∞ < x, t < ∞. (3.6)
By using (3.5) and (3.6), we have
| f (x) − f (t)| < ε + 2M
δ2




(t − x)2 < f (x) − f (t) < ε + 2M
δ2
(t − x)2.













where x is fixed and so f (x) is constant number. Therefore,
−εLk(1, x) − 2M
δ2
Lk((t − x)2, x) < Lk( f, x) − f (x)Lk(1, x)
< Lk(1, x) + 2M
δ2
Lk((t − x)2, x). (3.7)
On the other hand
Lk( f, x) − f (x) = Lk( f, x) − f (x)Lk(1, x) + f (x)Lk(1, x) − f (x)
= [Lk( f, x) − f (x)Lk(1, x) − f (x)Lk] + f (x)[Lk(1, x) − 1].
(3.8)
By inequality (3.7) and (3.8), we obtain
Lk( f, x)− f (x) < εLk(1, x)+ 2M
δ2
Lk((t − x)2, x) + f (x) + f (x)[Lk(1, x) − 1].
(3.9)
Now, we compute second moment
Lk((t − x)2, x) = Lk(x2 − 2xt + t2, x)
= x2Lk(1, x) − 2xLk(t, x) + Lk(t2, x)
= [Lk(t2, x) − x2] − 2x[Lk(t, x) − x] + x2[Lk(1, x) − 1].
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By (3.9), we have
Lk( f, x) − f (x) < εLk(1, x) + 2M
δ2
{[Lk(t2, x) − x2] − 2x[Lk(t, x) − x]
+ x2[Lk(1, x) − 1]} + f (x)(Lk(1, x) − 1)
= ε[Ln(1, x) − 1] + ε + 2M
δ2
{[Lk(t2, x) − x2] − 2x[Lk(t, x) − x]
+ x2[Lk(1, x) − 1]} + f (x)(Lk(1, x) − 1).
Because of ε is arbitrary, we obtain
‖ Lk( f, x) − f (x) ‖C[a,b]≤
(




‖ Lk(e0, x) − e0 ‖C[a,b]
+4Mb
δ2
‖ Lk(e1, x) − e1 ‖C[a,b] +2M
δ2
‖ Lk(e2, x) − e2 ‖C[a,b]
≤ R (‖ Lk(e0, x) − e0 ‖C[a,b] + ‖ Lk(e1, x) − e1 ‖C[a,b]
+ ‖ Lk(e2, x) − e2 ‖C[a,b]
)
where R = max
(






For ε′ > 0, we can write
C :=
{


























Then, C ⊂ C1 ∪ C2 ∪ C3, so we have δα,β(C, γ ) ≤ δα,β(C1, γ ) + δα,β(C2, γ ) +
δα,β(C3, γ ). Thus, by conditions (3.2)–(3.4), we obtain
S
γ
αβ − limk→∞ ‖ Lk( f, x) − f (x) ‖C[a,b]= 0.
which completes the proof. unionsq
We remark that our Theorem 3.1 is stronger than that of classical Korovkin approx-
imation theorem. For this claim, we consider the following example:
Example 1 Considering the sequence of Bernstein operators









xk(1 − x)n−k; x ∈ [0, 1].
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Wedefine the sequenceof linear operators asTn : C[0, 1] −→ C[0, 1]withTn( f, x) =
(1 + xn)Bn( f, x), where x = (xn) is defined in (2.1). Now let sk = 1 for all k. Note
that the sequence x = (xn) is weighted αβ-statistically convergent but not convergent.
Then, Bn(1, x) = 1, Bn(t, x) = x and Bn(t2, x) = x2 + x−x2n and sequence (Tn)
satisfies the conditions (3.2)–(3.4). Therefore, we get
S
γ
αβ − limn→∞ ‖ Tn( f, x) − f (x) ‖C[a,b]= 0.
On the other hand, we have Tn( f, 0) = (1 + xn) f (0), since Bn( f, 0) = f (0), thus
we obtain
‖ Tn( f, x) − f (x) ‖∞≥ |Tn( f, 0) − f (0)| ≥ xn| f (0)|.
One can see that (Tn) does not satisfy the classical Korovkin theorem, since x = (xn)
is not convergent.
4 Rate of weighted αβ-statistically convergent of order γ
In this section, we estimate the rate of weighted αβ-statistically convergent of order γ
of a sequence of positive linear operator which is defined from C[a, b] into C[a, b] .
Definition 4.1 Let (un) be a positive non-increasing sequence. We say that the
sequence x = (xk) is αβ-statistically convergent of order γ to  with the rate o(un) if







|{k ≤ Sn : sk |xk − | ≥ }| = 0.
At this stage, we can write xk −  = Sγαβ − o(un).
Before proceeding further, let us give basic definition and notation on the concept of
the modulus of continuity.
The modulus of continuity of f , ω( f, δ) is defined by
ω( f, δ) = sup
|x−y|≤δ
x,y∈[a,b]
| f (x) − f (y)|.
It is well-known that for a function f ∈ C[a, b],
lim
n→0+
ω( f, δ) = 0
for any δ > 0
| f (x) − f (y)| ≤ ω( f, δ)
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Theorem 4.1 Let (Lk) be sequence of positive linear operator from C[a, b] into
C[a, b]. Assume that
(i) ‖ Lk(1, x) − x ‖C[a,b]= Sγαβ − o(un),
(i i) ω( f, ψk) = Sγαβ − o(vn) where ψk =
√
Lk[(t − x)2, x].
Then for all f ∈ C[a, b], we get
‖ Lk( f, x) − f (x) ‖C[a,b]= Sγαβ − o(zn)
where zn = max{un, vn}.
Proof Let f ∈ C[a, b] and x ∈ [a, b]. From (3.8) and (4.1), we can write
|Lk( f, x) − f (x)| ≤ Lk(| f (t) − f (x)|; x) + | f (x)||Lk(1, x) − 1|
≤ Lk




















ω( f, δ)+| f (x)||Lk(1, x)−1|




(t−x)2; x)ω( f, δ)+| f (x)||Lk(1, x)−1|.
By choosing
√
ψk = δ, we get
‖ Lk( f, x) − f (x) ‖C[a,b]≤‖ f ‖C[a,b]‖ Lk(1, x) − x ‖C[a,b]
+ 2ω( f, ψk) + ω( f, ψk) ‖ Lk(1, x) − x ‖C[a,b]
≤ H{‖ Lk(1, x) − x ‖C[a,b] +ω( f, ψk) + ω( f, ψk) ‖ Lk(1, x) − x ‖C[a,b]},
where H = max{2, ‖ f ‖C[a,b]}. By Definition 4.1 and conditions (i)–(ii), we get the
desired the result. unionsq
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