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Abstract
In this paper, we study a 2D dissipative Klein–Gordon equation with periodic boundary condition.
The existence and uniqueness of a time-periodic solution is proved by the Galerkin method and
Leray–Schauder fixed point theorem.
 2004 Published by Elsevier Inc.
1. Introduction
We consider 2D dissipative Klein–Gordon equation with periodic boundary condition
as follows:
utt − ∆u + αut + βu + γ |u|2u = f, x ∈ Ω, t ∈ R+, (1)
u(x, t) = u(x + L, t), x ∈ Ω, (2)
f (t) = f (t + ω), (3)
where u = u(x, t) is a real valued function, Ω = [0,L] × [0,L], α,β, γ are positive real
numbers, ∆ = ∂2/∂x21 + ∂2/∂x22 . When α = 0, f = 0 to Eq. (1), the global existence and
the asymptotic behavior of solutions have been studied by many authors (see, e.g., [1–3]).
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periodic solution of nonlinear evolution equations, see [4–6]. The outline of this paper is
as follows. In Section 2, we give the work space and an approximate solution. In Section 3
we give uniform a priori estimates needed when we prove the convergence of sequence of
the approximate solution. In Section 4, we prove the main result obtained in the paper.
We note that
L2per =
{
u ∈ L2(Ω): u(x + L, t) = u(x, t)},
H kper =
{
u ∈ Hk: u(x + L, t) = u(x, t)}, k = 1,2
and CK(ω,X) = {f : [0,∞) → X: f (i) is continuous, i = 0,1, . . . , k, f is an ω-periodic
function}. When k = 0, we replace C0(ω,X) with C(ω,X). We denote the norm of L2(Ω)
with the usual inner product (· , ·), by ‖ · ‖.
Let A = −∆, D(A) = H 2per, N(u) = −γ |u|2u, N is a nonlinear operator from L2per
to L4per.
2. Approximate solutions
The problem which we want to discuss can be written into an abstract problem in the
space C(ω,L2per) as
utt + αut + βu+ Au = N(u) + f, u(t, ·) = u(t +ω, ·), (4)
where f ∈ C1(ω,H 1per).
First, we find approximate solution of (1)–(3) by Galerkin method. Let {ωj }∞j=1 be a
normal orthogonal basis of the space L2per and satisfy
Aωj = λjωj (j = 1,2, . . .).
λj are the eigenvalue of the operator A with the eigenvector ωj (j = 1,2, . . .). For any
positive integer number m, we note that Hm = span{ω1,ω2, . . . ,ωm}.
Definition 2.1 (Approximate solution of problem (4)). Let f ∈ C1(ω,H 1per), function
um = ∑mj=1 gjm(t)ωj is called an approximate solution of (4) if it satisfies for any
m ∈ N, (g1m,g2m, . . . , gmm) ∈ C2(ω,R), um ∈ C2(ω,Hm) (N and R are set of all nat-
ural number and real number, respectively) having
(umtt + αumt + βum + Aum,ωj ) =
(
N(um) + f,ωj
)
, j = 1,2, . . . ,m, (5)
where N(um) = −γ |um|2um. In order to prove that (4) has an approximate solution, we use
Leray–Schauder fixed point theorem. For any fixed νm(t) =∑mk=1 dkm(t)ωk ∈ C2(ω,Hm),
we consider the linear ordinary equation systems as follows:
(umtt + αumt + βum + Aum,ωj ) =
(
µN(νm) + f,ωj
)
,
0 µ 1, j = 1,2, . . . ,m. (6)
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ω periodic solution gjm(t). And the mapping Fµ : νm(t) → um(t) is a continuous and com-
pact mapping from the space C2(ω,Hm) to itself, and it is easily to see that the mapping
Fµ is completely continuous and uniformly continuous for 0µ 1. Evidently, as µ = 0,
the linear system (6) has one unique solution. Hence by Leray–Schauder fixed point theo-
rem, we prove the existence of an approximate solution only to show the boundedness of
the following inequality:
sup
0tω
∥∥umtt (t)∥∥K, (7)
for all possible solutions of (6).
Lemma 2.2. Let f ∈ C1(ω,H 1per), then there exists a positive constant K1, such that
∥∥umt (t)∥∥2 + ∥∥um(t)∥∥24 +
∥∥∇um(t)∥∥2 K1,
where K1 only depends on α, β, γ, L, and f .
Proof. Multiplying Eq. (6) by g′jm and summing up over j from 1 to m, we have
1
2
d
dt
[‖umt‖2 + ‖∇um‖2 + β‖um‖2]+ α‖umt‖2 + µγ4
d
dt
∫
Ω
∣∣um(t)∣∣4 dx
=
∫
Ω
f umt dx 
α
2
‖umt‖ + 2
α
‖f ‖, (8)
that is
d
dt
[
‖umt‖2 + ‖∇um‖2 + β‖um‖2 + µγ2 ‖um‖
4
4
]
+ α‖umt‖2  4
α
‖f ‖. (9)
Multiplying (6) by gjm and summing up over j from 1 to m, we have
(umtt + αumt + βum + Aum,um) =
(
µN(um) + f,um
)
, (10)
that is
d
dt
α‖um‖2 + 2‖∇um‖2 + β‖um‖2 + 2
∫
Ω
umttum dx + 2µγ ‖um‖44 
4
β
‖f ‖2. (11)
By computing (9) + δ(11), we have
d
dt
[
‖umt‖2 + 2‖∇um‖2 + (β + δα)‖um‖2 + 12µγ ‖um‖
4
4
]
+ α‖umt‖2 + 2δ‖∇um‖2 + δβ‖um‖2 + δµγ ‖um‖44
+ 2δ
∫
umtt (t)um dx  4
(
1
α
+ 1
β
)
‖f ‖ .= C1. (12)Ω
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ω∫
0
[
(α − 2δ)‖umt‖2 + 2δ‖∇um‖2 + δβ‖um‖2 + 2δµγ ‖um‖44
]
dt  C1ω.
Taking δ < α/2, hence there exists t∗ ∈ (0,ω), d > 0, such that
∥∥umt (t∗)∥∥2 + ∥∥um(t∗)∥∥2 + ∥∥∇um(t∗)∥∥2 + ∥∥um(t∗)∥∥44  C1d .
Integrating (12) again from t∗ to t (t ∈ (t∗, t∗ + ω)), there exists L > 0 such that∥∥umt (t)∥∥2 + ∥∥∇um(t)∥∥2 + ∥∥um(t)∥∥2 + ‖um‖44  2C1ω + C1L/d .= K1;
therefore
sup
0tω
(∥∥umt(t)∥∥2 + ∥∥∇um(t)∥∥2 + ‖um‖44)K1. (13)
Then, we can obtain the estimate sup0tω ‖umtt‖K . By the Leray–Schauder fixed
point theorem, we obtain the following theorem.
Theorem 2.3. Let f ∈ C(ω,H 1per), for any number m ∈ N , Eq. (4) has an approximate
solution (um(t), u′m(t)) ∈ C2(ω,Hm) × C1(ω,Hm).
3. A priori estimates
We have proved that (4) has a sequence of approximate solutions {um}∞m=1. We want to
prove that the sequence converges and the limit is a solution of (4). For this purpose, we
need to give a priori estimate about um.
Lemma 3.1. Let f ∈ C(ω,H 1per). Then there exists a positive constant K2 = K2(α,β, γ,
ω,L,f ) such that
sup
0tω
(∥∥∇umt(t)∥∥+ ∥∥∆um(t)∥∥+ ∥∥∇um(t)∥∥)< K2.
Proof. Multiplying (6) with −λjgjm and −λjg′jm and then summing over j from 1 up
to m, respectively, we have
(umtt + Aum + αumt + βum,−∆um) =
(
µN(um) + f,−∆um
)
, (14)
(umtt + Aum + αumt + βum,−∆umt) =
(
µN(um) + f,−∆umt
)
. (15)
We shall use these inequalities
‖um‖4  d‖∇um‖1/2‖um‖1/2, u ∈ H 1(Ω),
‖um‖8  d‖∆um‖1/6‖um‖5/6, u ∈ H 2(Ω), (B)
and Hölder’s and Young’s inequality. By (14), we have
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2
d
dt
α‖∇um‖2 + ‖∆um‖2 + β‖∇um‖2 +
∫
Ω
∇um∇umtt (t) dx
= −µγ
∫
Ω
Re |um|2um∆um dx + Re
∫
Ω
f∆u¯m dx
 µγC2‖∆um‖‖um‖4‖um‖28 + ‖f ‖‖∆um‖
 µγC3‖∆um‖‖um‖1/2‖∇um‖1/2‖∆um‖1/3‖um‖5/34 + ‖∆um‖‖f ‖
 γCK1‖∆um‖4/3 + ‖∆um‖‖f ‖
 2ε‖∆um‖2 +C(ε, γ, d,K1) + ‖f ‖
2
ε
.
Taking ε small enough, we obtain that
1
2
d
dt
α‖∇um‖2 + 34‖∆um‖
2 + β‖∇um‖2 +
∫
Ω
∇um∇umt dx D1. (16)
By (15),
1
2
d
dt
[
β‖∇um‖2 + ‖∆um‖2 + ‖∇umt‖2
]+ α‖∇umt‖2
= −µγ Re
∫
Ω
|um|2um∆umt dx +
∫
Ω
∇f · ∇umt dx (0 µ 1)
 3Cγ ‖∇umt‖‖um‖28 + ‖∇f ‖‖∇umt‖
 C‖∇umt‖‖∆um‖1/3‖um‖5/3‖∆um‖1/2‖∇um‖1/2 + ‖∇f ‖‖∇umt‖
 ε‖∇umt‖2 + C(γ, ε, d,K1)‖∆um‖5/3 + ε‖∇umt‖2 + C‖∇f ‖2.
Taking ε small appropriately, we obtain that
1
2
d
dt
[
β‖∇um‖2 + ‖∆um‖2 + ‖∇umtt‖2
]+ 3α
4
‖∇umt‖2
 C‖∆um‖5/4 + C‖∇f ‖2. (17)
(16)× δ + (17),
1
2
d
dt
[‖∇umt‖2 + ‖∆um‖2 + (β + αδ)‖∇um‖2]+ 3α4 ‖∇umt‖2 +
3
4
δ‖∆um‖2
+ βδ‖∇um‖2 + δ
∫
Ω
∇um∇umtt dx
D1 + C‖∆um‖5/3 D1 + 14δ‖∆um‖
2 + D2, (18)
where D1,D2 are constants. Integrating the inequality over t from 0 to ω, we obtain
ω∫ [
(3α − 4δ)‖∇umt‖2 + 2δ‖∆um‖2 + 4δβ‖∇um‖2
]
dt 
ω∫
4(D1 + D2) dt = D3ω.0 0
P. Gao, B. Guo / J. Math. Anal. Appl. 296 (2004) 686–694 691Taking 0 < δ < α/4, hence there exists t∗∗ ∈ (0,ω), such that∥∥∇umt (t∗∗)∥∥2 + ∥∥∆um(t∗∗)∥∥+ ∥∥∇um(t∗∗)∥∥2 D4.
Integrating (18) over t from t∗∗ to t (t ∈ [t∗∗, t∗∗ + ω]), we have∥∥∆um(t)∥∥2 + ∥∥∇umt (t)∥∥2 + ∥∥∇um(t)∥∥2 D.
Therefore, there exists a constant K2 which only depends on α,β, γ,ω,L, and f such that
sup
0tω
{∥∥∆um(t)∥∥+ ∥∥∇umt (t)∥∥2}K2.
This completes the proof of Lemma 3.1. 
Lemma 3.2. Let f ∈ C1(ω,H 1per), then there exists a positive constant K3 which only
depends on α,β, γ, ω, L, and f such that
sup
0tω
∥∥umtt (t)∥∥< K3.
Proof. Differentiating (5) on t , we have
(umtt t + αumtt − ∆umt + βumt ,ωj ) =
(−3γ |um|2umt + f ′,ωj ),
j = 1,2, . . . ,m. (19)
Multiplying each equation system in (19) by 2g′′jm and summing over j from 1 up to m,
we have
d
dt
[‖umtt‖2 + β‖umt‖2 + ‖∇umt‖2]+ 2α‖umtt‖2
 6γ ‖umtt‖‖umt‖4‖um‖28 + 2‖umtt‖‖f ′‖
 α‖umtt‖2 + 1
α
[
8‖f ′‖2 + 6γ (‖umt‖4‖um‖28)2].
Using (B) and Lemma 3.1, we get
d
dt
[‖umtt‖2 + β‖umt‖2 + ‖∇umt‖2]+ 2α‖umtt‖2 D4. (20)
Multiplying (19) by 2g′jm and summing over j from 1 to m, and using Lemma 3.1, we
have
d
dt
α‖umt‖2 + 2‖∇umt‖2 + 2β‖umt‖2 + 2
∫
Ω
umtt tumt dx
 6γ
∫
Ω
|um|2u2mt dx + 2
∫
Ω
f ′umt dx
 6γ ‖um‖24‖umt‖24 + 2‖umt‖‖f ′‖ .= D5, (21)
and then we compute (20)+ δ(21),
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dt
[‖umtt‖2 + ‖∇umt‖2 + (β + αδ)‖umt‖2]+ 2α‖umtt‖2 + 2δ‖∇umt‖2
+ 2βδ‖umt‖2 + 2δ
∫
Ω
umtt tumt dx D4 + δD5 .= D6. (22)
Integrating the inequality (22) over t from 0 to ω,
ω∫
0
[
2(α − δ)‖umtt‖2 + 2δ‖∇umt‖2 + 2δβ‖umt‖2
]
dt D6ω.
Taking 0 < δ < α/2, hence there exists t∗∗∗ ∈ [0,ω] such that
∥∥umtt(t∗∗∗)∥∥2 + ∥∥∇umt(t∗∗∗)∥∥2 + ∥∥∇umt(t∗∗∗)∥∥2  D6
m
.
Integrating (22) again from t∗∗∗ to t (t ∈ [t∗∗∗, t∗∗∗ + ω]), we obtain that
∥∥umtt (t)∥∥2 + ∥∥∇umt (t)∥∥2 + ‖umt‖2 D7,
therefore there exists constant K3 = K3(α,β, γ,ω,L,f ) such that
sup
0tω
∥∥umtt (t)∥∥2 K3.
This completes the proof of Lemma 3.2. 
4. Periodic solution
Theorem 4.1. Assume that f ∈ C1(ω,H 1per). Then Eqs. (1)–(3) have a solution (u(x, t),
u′(x, t)) which satisfies u(x, t) ∈ C2(ω,H 2per), u′(x, t) ∈ L2per.
Proof. For ∀m ∈ N , we have proved Eqs. (1)–(3) having an approximate solution um(t),
i.e., the system (5) holds and we have some estimates about the norm of um(t). For
each fixed t , the uniform boundedness of the norms ‖um(t)‖H 1per and ‖u′m(t)‖2per makes
it possible to choose a subsequence {((umk (t), u′mk (t))} which is converging weakly to
((u(t), u′(t)) ∈ H 1per × L2per. We shall prove that ((u(t), u′(t)) is a solution to the problem
(1)–(3). In fact, by {umk(t)}, {u′mk(t)} converging weakly to u(t), u′(t) in space H 1per,L2per,
respectively, the results below are true: for any t ∈ [0,ω),
umk (t) ⇀ u(t) (k → ∞) weakly in H 1per, (23a)
u′mk (t) ⇀ u
′(t) (k → ∞) weakly in L2per. (23b)
Since H 1per ↪→ L2per is compact, we can choose a subsequence of {umk(t)}, and still denote
as {umk(t)} for convenience, such that for any t ∈ [0,ω),
umk (t) → u(t) (k → ∞) strongly in L2per(Ω) (24)
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umk (t) → u(t) (k → ∞) a.e. Ω. (25)
By inequality (7), Lemmas 3.1 and 3.2, for any t ∈ [0,ω), {umk(t)} is the uniform bound
in H 2per. Therefore, we can choose a subsequence and still denote as {umk(t)} for conve-
nience, such that {umk(t)} converges weakly in H 2per, for any t ∈ [0,ω),
∆umk (t) ⇀ ∆u(t) (k → ∞) weakly in L2per. (26)
Similar to (24), we can choose a subsequence of umk (t), still denote as {umk (t)}, such that
for any t ∈ [0,ω),
∇umk (t) → W ∈ H 1per (k → ∞) strongly in L2per,
and
∇umk (t) → W (k → ∞) a.e. Ω. (27)
Using (23) and (27), we have
∇umk (t) → ∇u(t) (k → ∞) a.e. in Ω. (28)
Since {u′mk(t)} is uniform bound in H 1per, similarly we can prove
∇u′mk (t) → u′(t) (k → ∞) strongly in L2per,
and
u′mk (t) → u′(t) (k → ∞) a.e. in Ω.
Noting inequality (7) and Lemma 3.1,∥∥N(umk )(t)∥∥ C,
where C = C(α,β, γ,ω,L,f ) is a constant. By (25) and (28), we have
N
(
umk (t)
)→ N(u(t)) (k → ∞) a.e. in Ω.
Using [4, Lemma 1.3],
N
(
umk (t)
)
⇀ N
(
u(t)
)
(k → ∞) weakly in L4per. (29)
From that (um(t), u′m(t)) ∈ C2(ω,H 2per)×C1(ω,L2per), Lemma 3.2 and (23), we have that
(u(t), u′(t)) ∈ C2(ω,H 2per) × C1(ω,L2per), and for any t ∈ [0,ω),
umtt (t) ⇀ utt(t) (k → ∞) weakly in L2per. (30)
Let us multiply each equation in (5) by any C¯jm(t) ∈ C2(ω,R) and sum over j from 1
to m, this give us
(umtt + αumt + βum + Aum,η) =
(
N(um) + f,η
)
, ∀η ∈ C2(ω,Hm).
For any fixed k0, by Hmk0 ⊂ Hmk0+1 ⊂ · · · , we have that, as k  k0,
(umkt t + αumktβumt + Aumk , η) =
(
N(umk ) + f,η
) ∀η ∈ C2(ω,Hmk ). (31)0
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(utt + αut + Au,η) =
(
N(u) + f,η) ∀η ∈ C2(ω,Hmk0 ). (32)
The number k0 here is arbitrary, such that (32) holds for all η ∈ C2(ω,⋃∞m=1). Since⋃∞
m=1 Hm is dense in L2per, the function u(t), u′(t) satisfies (32) for all η ∈ C2(ω,L2per),
i.e., (u(t), u′(t)) is a solution to problem (1)–(3). This complete the proof of Theo-
rem 4.1. 
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