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THE ROLE OF MULTIPLE REPETITIONS ON THE SIZE OF A RUMOR
ALEJANDRA RADA, CRISTIAN F. COLETTI, ELCIO LEBENSZTAYN AND PABLO M. RODRIGUEZ
Abstract. We propose a mathematical model to measure how multiple repetitions may
influence in the ultimate proportion of the population never hearing a rumor during a given
outbreak. The model is a multi-dimensional continuous-time Markov chain that can be seen
as a generalization of the Maki–Thompson model for the propagation of a rumor within a
homogeneously mixing population. In the well-known basic model, the population is made
up of “spreaders”, “ignorants” and “stiflers”, and any spreader attempts to transmit the
rumor to the other individuals via directed contacts. In case the contacted individual is an
ignorant, it becomes a spreader, while in the other two cases the initiating spreader turns into
a stifler. The process in a finite population will eventually reach an equilibrium situation,
where individuals are either stiflers or ignorants. We generalize the model by assuming that
each ignorant becomes a spreader only after hearing the rumor a predetermined number of
times. We identify and analyze a suitable limiting dynamical system of the model, and we
prove limit theorems that characterize the ultimate proportion of individuals in the different
classes of the population.
1. Introduction
The similarity between the spreading mechanisms of rumors and diseases was friendly
questioned by Daley and Kendall in the mid 1960’s. In a communication published by Nature,
see [5], they proposed a simple mathematical model for rumor transmission which appeared as
an alternative to the well-known susceptible-infected-removed epidemic model (SIR). While
a SIR model assumes that a population is subdivided into susceptible, infected and removed
individuals, in the model proposed by Daley and Kendall, the individuals are classified as
ignorants, spreaders or stiflers. At this point, the similarity between both classifications
becomes obvious: ignorants in rumors are similar to susceptible in epidemics, spreaders are
related to infected, and stiflers correspond to removed. The main difference between these
processes is in the stopping mechanism. While in the propagation of a disease an infected
individual becomes removed only after a random time, which is in general independent of what
happens with other individuals, in the transmission of a rumor a spreader may stop spreading
a piece of information right after getting involved in a contact with another individual who
already knows it. The last situation describes the essence of a rumor model: it incorporates
the event of losing the interest in propagating the rumor derived from learning that it is
already known by the other person in the meeting. In other words, in a rumor process, a
spreader becomes a stifler at a rate which depends on the number of non-ignorant individuals
in the population. This communication and the findings summarized in [6] gave rise to the
theory of mathematical models for rumor transmission.
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The next step in the development of this theory was the formulation of a simplification
in the Daley–Kendall model, due to Maki and Thompson, in [17]. The Maki–Thompson
model also describes the spreading of a rumor on a closed homogeneously mixed population,
subdivided into the three classes of individuals mentioned before: ignorants (those not aware
of the rumor), spreaders (who are spreading it), and stiflers (who know the rumor but have
ceased communicating it after meeting somebody who has already heard it). But it assumes
that the rumor spreads by directed contacts of spreaders with other individuals. For t ≥ 0,
the number of ignorants, spreaders and stiflers at time t is denoted by XN (t), Y N (t) and
ZN (t), respectively. The model starts with XN (0) = N − 1, Y N (0) = 1, ZN (0) = 0, and
XN (t) + Y N (t) + ZN (t) = N for all t. The Maki–Thompson model is the continuous-time
Markov chain {(XN (t), Y N (t))}t∈[0,∞) which evolves according to the following transitions
and rates
transition rate
(−1, 1) XY,
(0,−1) Y (N − 1−X).
(1.1)
This means that if the process is in state (i, j) at time t, then the probabilities that it
jumps to states (i − 1, j + 1) or (i, j − 1) at time t + h are, respectively, i j h + o(h) and
j(N − 1 − i)h + o(h), where o(h) represents a function such that limh→0 o(h)/h = 0. This
describes exactly the situation in which individuals interact by contacts initiated by the
spreaders, and the two possible transitions in (1.1) correspond to spreader-ignorant, and
spreader-(spreader or stifler) interactions. In the first case, the spreader tells the rumor to
the ignorant, who becomes a spreader. The other transition represents the transformation
into a stifler of a spreader, after initiating a meeting with a non-ignorant. That is, the last
event describes the loss of interest in propagating the rumor derived from learning that it
is already known by the other individual in the meeting. As we have mentioned, this is the
main difference between rumor and epidemic models like SIR; see Figure 1.1. Note that, in
Maki–Thompson model, when a spreader contacts another spreader, only the initiating one
becomes a stifler.
The deterministic version for the Maki–Thompson model is nothing more than the dynam-
ical system given by:

x′(t) = −x(t)y(t),
y′(t) = (2x(t)− 1) y(t),
x(0) = 1, y(0) = 0.
(1.2)
The solution of (1.2) represents an approximation, for sufficiently large N , of a scaled version
of the entire trajectories of the Maki–Thompson model. Moreover, x(t) and y(t) may be seen
as good approximations for the proportion of ignorants and spreaders, respectively, at time
t, for t > 0 and N large enough. This justifies the fact that many results may be obtained
directly from a suitable analysis of this limit dynamical system. However, a deterministic
approach is not enough for describing the behavior of the random fluctuations between the
solution of (1.2) and the random trajectories coming from the original stochastic process.
Although for the sake of simplicity we do not describe the Daley–Kendall model here, it is
worth pointing out that the Daley–Kendall model has the same limit dynamical system (1.2)
as its deterministic version. This is the reason why the Maki–Thompson model has been
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ignorant/susceptible spreader/infected stifler/removed
vsMT rumor model SIR epidemic model
Figure 1.1. Illustration of all possible transitions between the different classes of
individuals in the Maki–Thompson rumor model and the SIR epidemic model. The
population is subdivided into ignorants, spreaders and stiflers for rumors and in sus-
ceptible, infected and removed for diseases. The different transitions in both models
involve interactions between these classes of individuals. When the change is a conse-
quence of the interaction between two individuals, we present the result by a dashed
arrow.
developed as an alternative for the Daley–Kendall model. An extensive treatment of rumor
models can be found in [4, Chapter 5].
A fundamental aspect of stochastic rumor models in finite populations is that the process
eventually ends, so the main interest is to get information about the remaining proportion
of people who never hear the rumor. This is one way of having a measure of, say, the
size of the rumor. The first rigorous results in this direction are limit theorems for the
remaining proportion of ignorants when the process ends, as the population size grows to ∞.
It has been proved that, for both the Daley–Kendall and the Maki–Thompson models, such
final proportion of ignorants equals approximately 20%, see [21, 22]. The arguments used in
these works rely on a martingale approach to guarantee the approximation of the random
trajectories by the limit dynamical system given in (1.2). For recent results of the theory of
stochastic rumor models in homogeneously mixed populations, we refer the reader to [10,13–
16], and the references given there. Results for the Maki–Thompson model, assuming that the
population is not necessarily homogeneous nor totally mixing, can be found in [1–3,11,18,19],
and the references therein.
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In this work, we formulate a generalization for the Maki–Thompson model, by assuming
that each ignorant becomes a spreader only after hearing the rumor a certain number of
times. This assumption is motivated by a recent experimental research, where it has been
found that repeated presentation of uncertain statements increases validity judgments of those
statements, see [7]. As far as we know, no rigorous results exist for this type of model describ-
ing multi-repetition in the propagation of a rumor. Our model evolves as a multidimensional
Markov chain; we establish limit theorems by proving its convergence, in a way to be spec-
ified later, to a dynamical system suitably defined. Our approach relies on the application
of convergence results coming from the theory of density dependent Markov chains. The
advantage of using this theory lies in the fact that we can obtain results that not only localize
the asymptotic proportion of individuals in the different classes of the population, but also
provide a description of the random fluctuations between these values and those from the
original stochastic process.
The paper is organized as follows. In Section 2, we define our model formally and state
the main results. Our approach requires the identification of a limiting dynamical system
whose solution is partially expressed in terms of a transcendental function f . The role of this
function is the localization of the asymptotic proportion of remaining people who never hear
the rumor. Also in Section 2, we present a brief exposition of some properties of f and its
zeros, which might be of independent interest. In Sections 3, 4 and 5, our results are proved.
2. Model and main results
2.1. Definition of the model. Consider a closed homogeneously mixed population with
N individuals. For a fixed k ∈ N, let us consider the k-spreading Maki–Thompson model,
which has the same basic rules as the classical Maki–Thompson model, however an ignorant
individual becomes a spreader only after being involved in k interactions with spreaders. The
population is subdivided into k + 2 classes of individuals: ignorants, i-aware individuals for
i ∈ {1, . . . , k − 1} (who already know the rumor, but do not want to spread it), spreaders,
and stiflers. An i-aware individual has heard the rumor exactly i times. For t ≥ 0, we
denote the number of individuals at each one of these classes at time t by XN (t), Y Ni (t),
Y N (t) and ZN (t), respectively. Thus, the k-spreading Maki–Thompson model is the (k+ 1)-
dimensional continuous-time Markov chain
{(
XN (t), Y N1 (t), . . . , Y
N
k−1(t), Y
N (t)
)}
t∈[0,∞) with
the following increments and rates:
increment rate
−e1 + e2 XY,
−ei+1 + ei+2 YiY, i ∈ {1, 2, . . . , k − 1}
−ek+1
(
N − 1−X −
k−1∑
i=1
Yi
)
Y,
(2.1)
where {e1, e2, . . . , ek+1} is the natural basis of the (k + 1)-dimensional Euclidean space. In
words, the transitions in (2.1) represent the observed result after different interactions between
individuals (see Figure 2.1). The first transition is a consequence of an interaction between
a spreader and an ignorant, which implies the ignorant becoming a 1-aware individual. For
each i ∈ {1, . . . , k − 1}, the second transition comes from the interplay between a spreader
and an i-aware individual; in this case the i-aware individual becomes an (i + 1)-aware one.
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Finally, the increment and the rate in the third line of (2.1) correspond to the situation when
a spreader contacts another spreader or a stifler individual, which produces a new stifler in
the population.
We assume that the following limits exist:
lim
N→∞
XN (0)
N
=: x0, lim
N→∞
Y Ni (0)
N
=: yi,0, for i ∈ {1, . . . , k − 1}, lim
N→∞
Y N (0)
N
=: y0,
(2.2)
with x0 ∈ (0, 1] and yi,0, y0 ∈ [0, 1]. In addition, we let
z0 := lim
N→∞
ZN (0)
N
= 1−
(
x0 +
k−1∑
i=1
yi,0 + y0
)
.
We call the set of limits in (2.2) the initial configuration of the process; we refer to the case
when x0 = 1 as the standard initial configuration. Notice that X
N (t)+
∑k−1
i=1 Y
N
i (t)+Y
N (t)+
ZN (t) = N for any t ≥ 0, i.e., we consider a closed finite population of size N . We point out
that the classical Maki–Thompson model is obtained by considering k = 1 and the standard
initial configuration (the basic version assumes XN (0) = N − 1 and Y N (0) = 1).
2.2. The remaining proportion of individuals never hearing the rumor. Our pur-
pose is to investigate the remaining proportion of individuals in the different classes of the
population when the rumor outbreak ends. Notice that such event occurs when there are no
more spreaders in the population. In other words, if we consider the absorption time of the
process defined as
τ (N) := inf{t ≥ 0 : Y (N)(t) = 0},
then we shall characterize the asymptotic behavior of the random variables XN
(
τ (N)
)
/N ,
Y Ni
(
τ (N)
)
/N for i ∈ {1, . . . , k−1} and ZN (τ (N)) /N , as N →∞. Part of our approach (see
Section 3 for details) is the identification of a limit dynamical system suitably defined, whose
solution is partially expressed in terms of a transcendental function f . Let k ∈ N, x0 ∈ (0, 1]
and y0, yi,0 ∈ [0, 1], i ∈ {1, . . . , k − 1}, be fixed constants. In what follows, let y0,0 := x0, and
consider the function f : (0, x0]→ R given by
f(x) = y0 + ρ(0)− x
x0
k−1∑
r=0
ρ(r)
r!
{
ln
(x0
x
)}r − ln(x0
x
)
, (2.3)
where
ρ(r) =
k−r−1∑
j=0
(k − j − r + 1) yj,0 (2.4)
for r ∈ {0, 1, . . . , k − 1}. The function f is the key for localizing the asymptotic remaining
proportion of people never hearing the rumor, which appears as one of its s in (0, x0]. Notice
that f is a continuous function on (0, x0],
lim
x→0+
f(x) = −∞ and f(x0) = y0 ≥ 0.
Hence, we obtain the following result.
Proposition 2.1. Let k ∈ N, x0 ∈ (0, 1] and yi,0, y0 ∈ [0, 1], for i ∈ {1, . . . , k − 1}, be fixed
constants. If f is the function defined by (2.3), then f has at least one zero in the interval
(0, x0].
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Figure 2.1. Illustration of all possible transitions between the different classes of
individuals in the k-spreading Maki–Thompson model. The population is subdivided
into ignorants, i-aware individuals for i ∈ {1, . . . k − 1}, spreaders and stiflers. The
different transitions in the model involve interactions between a spreader and another
individual. The resulting changes are presented by dashed arrows.
The principal significance of Proposition 2.1 is that it allows the following definition.
Definition 2.2. Let k ∈ N, x0 ∈ (0, 1] and y0, yi,0 ∈ [0, 1], for i ∈ {1, . . . , k − 1}, be fixed
constants. Let f be the function defined by (2.3). We define
x∞ := x∞(k, x0, y1,0, . . . , yk−1,0, y0) = sup{x ∈ (0, x0] : f(x) < 0}. (2.5)
Theorem 2.3. Consider the k-spreading Maki–Thompson model with initial configuration
x0, y1,0, . . . , yk−1,0, y0. Then,
lim
N→∞
XN (τ (N))
N
= x∞ a.s. and lim
N→∞
Yi
N (τ (N))
N
= yi,∞ a.s.,
where x∞ is given by (2.5) and
yi,∞ :=
x∞
x0
i∑
r=0
yi−r,0
{ln(x0/x∞)}r
r!
,
for i ∈ {1, . . . , k − 1}.
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Figure 2.2. Graph of x∞ as a function of k, for the standard initial configuration.
Remark 2.1. Theorem 2.3 implies that limN→∞ ZN (τ (N))/N = z∞ a.s., where z∞ := 1 −(
x∞ +
∑k−1
i=1 yi,∞
)
.
The proof of Theorem 2.3 is given in Section 3. Now we present a result that yields
information about the function f and its zeros. Given a real function g and an interval I, let
Z(g, I) denote the number of zeros of g in I. For k ≥ 1 an integer, let
γ(k, t) =
∫ t
0
uk−1 e−u du, t ≥ 0,
be the lower incomplete gamma function.
Theorem 2.4. (i) Let f be the function given by (2.3), for the k-spreading Maki–Thompson
model with the standard initial configuration. Then, we may express f as
f(x) =
(1 + k + lnx) γ(k,− lnx)− x (− lnx)k
(k − 1)! , x ∈ (0, 1]. (2.6)
In addition, Z(f, (0, 1]) = 2. The two zeros of f are x∞ < 1 and x0 = 1.
(ii) Suppose that x0 < 1 and yi,0 = 0 for every i ∈ {1, . . . , k − 1}. Then, Z(f, (0, x0]) ∈
{1, 3}.
For the standard initial configuration, the dependence of the limiting fraction x∞ of igno-
rants on k is illustrated in Figure 2.2. As one would expect, increasing the value of k pushes
the value of x∞ towards zero. Figure 2.3 shows some cases of the graph of the function f ,
for k = 3 and depending on the values of the initial condition. We present the proof of
Theorem 2.4 in Section 4.
2.3. On the random fluctuations between the ultimate proportions and their as-
ymptotic values. Theorem 2.3 allows us to describe the asymptotic proportions of ignorants,
i-aware individuals and stiflers during a given outbreak. As we will see later, the proof is
accomplished by applying well-known convergence results from the theory of density depen-
dent Markov chains. For a deeper study of this subject, we refer the reader to [9, Chapter
11]. See also [8, Chapter 5] for more details of this theory, with applications to epidemic-like
processes. The key idea is to prove that, as N goes to infinity, the entire trajectories of a
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Figure 2.3. Function f for k = 3. We consider the cases x0 = 1 (standard initial
configuration), x0 = 0.95, y0 = 0.02, y1,0 = y2,0 = 0 and x0 = 0.95, y0 = 0.01, y1,0 =
y2,0 = 0, respectively, from the left to the right side. The zeros of the function f are
represented by black dots.
suitable coupled version for the Markov chain, rescaled by N , have as limit a set of differential
equations we can manage. It is worth pointing out that the same theory proves to be ex-
tremely useful to understand how the random fluctuations between the ultimate proportions
and their asymptotic values behave as N → ∞. Indeed, an analysis similar to those used
in [10,12,14,15] shows that we can obtain a Central Limit Theorem for the k-spreading Maki–
Thompson model. Under certain conditions, if x∞, y1,∞, . . . , yk−1,∞ are the values given by
Theorem 2.3, then one should be able to prove that
√
N
(
XN (τ (N))
N
− x∞, Y
N
1 (τ
(N))
N
− y1,∞, . . . ,
Y Nk−1(τ
(N))
N
− yk−1,∞
)
⇒ Nk(0,Σ) (2.7)
as N →∞, where ⇒ denotes convergence in distribution, and Nk(0,Σ) is a k-variate normal
distribution with mean zero and whose covariance matrix Σk×k may be written in terms of
the constants k, x∞, y1,∞, . . . , yk−1,∞. A general result like (2.7) is useful and interesting;
however, the method of proof carries many and a bit tedious computations. For simplicity, we
state a Central Limit Theorem for the k-spreading Maki–Thompson model only for k ∈ {2, 3}
and x0 = 1, but we emphasize that the same arguments may be adapted for less restrictive
assumptions.
Theorem 2.5. Consider the 2-spreading Maki–Thompson model with the standard initial
configuration. In this case,
x∞ ≈ 0.116586 and y1,∞ ≈ 0.250558.
In addition,
√
N
(
XN (τ (N))
N
− x∞, Y
N
1 (τ
(N))
N
− y1,∞
)
⇒ N2(0,Σ) as N →∞,
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where the elements of the covariance matrix Σ are given by
Σ11 =
x∞
(−4x3∞ + x∞(3− 4y1,∞) + 4y21,∞ − 5y1,∞ + 1)
(x∞ + 2y1,∞ − 1)2 ≈ 0.179404,
Σ12 =
6x4∞ − 3x3∞ + x2∞(4y1,∞ − 3) + x∞(5− 6y1,∞)y1,∞ − y21,∞
(x∞ + 2y1,∞ − 1)2 ≈ 0.0585937,
Σ22 =
−9x5∞ + 9x4∞ − 3x3∞y1,∞ + x2∞y1,∞(9y1,∞ − 7)
x∞(x∞ + 2y1,∞ − 1)2 +
+
x∞y1,∞(y1,∞ + 1)− y31,∞
x∞(x∞ + 2y1,∞ − 1)2 ≈ 0.288678.
(2.8)
The density of the limiting bivariate normal distribution and the corresponding contour
plot are depicted in Figure 2.4. We observe that, as proved by Sudbury [21] and Watson [22],
for the standard (1-spreading) Maki–Thompson model, the ultimate proportion of ignorants
and the variance of the asymptotic normal distribution in the CLT are 0.203188 and 0.272736,
respectively.
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1.5
Figure 2.4. Density and contour plot of the asymptotic bivariate normal density in
Theorem 2.5.
Theorem 2.6. Consider the 3-spreading Maki–Thompson model with the standard initial
configuration. In this case,
x∞ ≈ 0.0680169, y1,∞ ≈ 0.182829 and y2,∞ ≈ 0.245723.
Furthermore,
√
N
(
XN (τ (N))
N
− x∞, Y
N
1 (τ
(N))
N
− y1,∞, Y
N
2 (τ
(N))
N
− y2,∞
)
⇒ N3(0,Σ) as N →∞,
THE ROLE OF MULTIPLE REPETITIONS ON THE SIZE OF A RUMOR 10
where
Σ ≈
0.111645 0.0690173 0.02790580.0690173 0.286895 0.0303917
0.0279058 0.0303917 0.226601
 . (2.9)
We present only the numerical values of the elements of Σ, because the expressions in terms
of x∞, y1,∞ and y2,∞ are too long to write out explicitly. The proofs of Theorems 2.5 and 2.6
are presented in Section 5.
3. Proof of Theorem 2.3
From now on, we use the notation {R(t)}t∈[0,∞) for the k-spreading Maki–Thompson ru-
mor model. The main idea of the proof is to define a new process {R˜(t)}t∈[0,∞) with the
same transitions as {R(t)}t∈[0,∞) such that they end at the same point. The interest in the
comparison with this new process is that it allows us to apply well-known convergence results
of density dependent Markov chains. We first prove that, as N →∞, the entire trajectories
of {R˜(t)}t∈[0,∞), rescaled by N , have as limit a set of differential equations that we can treat.
Then the asymptotic proportions of interest are obtained from an analysis of this dynamical
system. Thorough expositions of the theory of density dependent Markov chains are given
in [9, Chapter 11] and [8, Chapter 5]. In what follows, we develop a similar approach to those
in [10,12,14,15].
3.1. The time-changed process and the limit dynamical system. Consider the k-
spreading Maki–Thompson rumor model {R(N)(t)}t∈[0,∞), and define the absorption time of
the process as
τ (N) = inf{t ≥ 0 : Y (N)(t) = 0}.
Since the event {Y (N)(t) = 0} implies that there are no spreaders in the population at time
t, τ (N) represents the time when the process ends. We define for 0 ≤ t ≤ ∫∞0 Y (N)(s)ds,
γ(N)(t) := inf
{
u ∈ [0, τ (N)) :
∫ u
0
Y (N)(s)ds > t
}
,
and note that ∫ γ(N)(t)
0
Y (N)(s)ds = t.
Let R˜(N)(t) = (X˜(N)(t), Y˜ (N)1 (t), . . . , Y˜ (N)k−1 (t), Y˜ (N)(t)) := R(N)(γ(N)(t)). Thus defined, the
time-charged process {R˜(N)(t)}t∈[0,∞) is a continuous-time Markov chain with the same tran-
sitions as {R(N)(t)}t∈[0,∞). Namely,
increment rate
`0 := −e1 + e2 X˜,
`i := −ei+1 + ei+2 Y˜i, i ∈ {1, 2, . . . , k − 1}
`k := −ek+1 (N + 1− X˜ −
k−1∑
i=1
Y˜i),
(3.1)
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where {e1, e2, . . . , ek+1} is the natural basis of the (k+1)-dimensional Euclidean space. Since
this new Markov chain has the same transitions as the process {R(N)(t)}t∈[0,∞), we conclude
that if they start at the same point, they will be absorbed also at the same point. Formally,
if τ˜ (N) := inf{t ≥ 0 : Y˜ (N)(t) = 0}, then
R˜(N)
(
τ˜ (N)
)
= R(N)
(
τ (N)
)
.
Therefore, to prove Theorem 2.3, it is enough to prove limit theorems for the coordinates of
R˜(N) (τ˜ (N)) /N . We do it by noting out that the new process is a density dependent Markov
chain. That is, if we consider the functions
β`0(x, y1, . . . , yk−1, y) = x,
β`i(x, y1, . . . , yk−1, y) = yi for i ∈ {1, . . . , k − 1},
β`k(x, y1, . . . , yk−1, y) = 1− x−
k−1∑
i=1
yi,
(3.2)
the rates in (3.1) can be written as Nβ`i(X˜/N, Y˜1/N, . . . , Y˜k−1/N, Y˜ ) + O(1/N) for i ∈
{0, 1, . . . , k}. Now we apply Theorem 11.2.1 from [9] to {R˜(N)(t)}t∈[0,∞), which gives the
characterization of a system of ordinary differential equations for which the scaled stochastic
system converges almost surely, on bounded time intervals. So, following [9], we identify the
drift function associated to {R˜(N)(t)}t∈[0,∞) as the function given by
F (x, y1, . . . , yk−1, y) =
k∑
i=0
`i β`i(x, y1, . . . , yk−1, y).
Thus, if v(t) = (x(t), y1(t), . . . , yk−1(t), y(t)) for t ∈ [0,∞) is such that
v(t) := v(0) +
∫ t
0
F (v(s)) ds, t ≥ 0,
and v(0) = (x0, y1,0, . . . , yk−1,0, y0), then Theorem 11.2.1 from [9] guarantees that for every
t ≥ 0,
lim
N→∞
sup
s≤t
∥∥∥∥∥R˜(N)(s)N − v(s)
∥∥∥∥∥ = 0, a.s. (3.3)
Consequently, the scaled stochastic system converges almost surely on bounded time intervals
to the solution of the following limit dynamical system:
x′(t) = −x(t),
y′1(t) = x(t)− y1(t),
y′i(t) = yi−1(t)− yi(t), for i ∈ {2, . . . , k − 1}
y′(t) = yk−1(t)−
(
1− x(t)−
k−1∑
i=1
yi(t)
)
,
x(0) = x0, yi(0) = yi,0 for i ∈ {1, . . . , k − 1}, y(0) = y0, z(0) = z0.
(3.4)
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3.2. The solution of the dynamical system. A simple computation shows that x(t) =
x0e
−t. Since y′1(t)+y1(t) = x(t) with y1(0) = y1,0 is a linear differential equation of first order,
it can be solved by standard methods. It is not difficult to show that y1(t) = e
−t (x0t+ y1,0)
is the only solution to this equation. The same technique applied now to the equation y′i(t) +
yi(t) = yi−1 with yi(0) = yi,0, yields
yi(t) = e
−t
i∑
r=0
yi−r,0
tr
r!
, for i ∈ {2, . . . , k − 1}.
Now, the differential equation for y(t) reads
y′(t) = e−t
k−1∑
r=0
yk−1−r,0
tr
r!
+ x0e
−t +
k−1∑
i=1
(
e−t
i∑
r=0
yi−r,0
tr
r!
)
− 1.
Observe that yi(t) = e
−tPi(t) where
Pi(t) :=
i∑
r=0
yi−r,0
tr
r!
.
Define P
(s)
i (t) := d
sPi(t)/dt
s. Since
P
(1)
i (t) =
i∑
j=1
yi−j,0
tj−1
(j − 1)!
=
i∑
j=1
y(i−1)−(j−1),0
tj−1
(j − 1)!
=
i−1∑
l=0
y(i−1)−l,0
tl
l!
= Pi−1(t),
we conclude that
P
(s)
i (t) = Pi−s(t). (3.5)
Thus, ∫
yi(t)dt =
∫
e−tPi(t)dt
= −e−tPi(t) +
∫
e−tP (1)i dt
= −e−tPi(t) +
∫
e−tPi−1dt,
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where the last line is obtained from (3.5). Using a recursive argument yields∫
yi(t)dt = −e−t
i−1∑
s=0
Pi−s(t)− x0e−t
= −
i−1∑
s=0
yi−s(t)− x(t)
= −
i∑
s=1
ys(t)− x(t). (3.6)
But y′(t) =
k−1∑
i=1
yi(t) + yk−1(t) + x(t)− 1, so using (3.6), it follows that
y(t) =
∫
y′(t)dt
=
k−1∑
i=1
∫
yi(t) +
∫
yk−1(t) +
∫
x(t)− t,
= −
k−1∑
i=1
(
i∑
s=1
ys(t) + x(t)
)
−
k−1∑
s=1
ys(t)− 2x(t)− t+ c
= −
k−1∑
i=1
i∑
s=1
ys(t)−
k−1∑
s=1
ys(t)− (k + 1)x(t)− t+ c
= −
k−1∑
s=1
(k − s+ 1)ys(t)− (k + 1)x(t)− t+ c, (3.7)
where c is a constant that depends on the initial condition. By making t = 0 (recall that
x(0) = x0 = y0,0), we get
c = y0 + ρ(0), (3.8)
where ρ(0) is given by (2.4). Thus, replacing (3.8) in (3.7), we obtain
y(t) = y0 + ρ(0)−
k−1∑
s=1
(k − s+ 1)ys(t)− (k + 1)x(t)− t. (3.9)
For the sake of simplicity, in our analysis, we shall write y(t) as a function of x(t), that is,
we prove that y(t) = f(x(t)), where f is given by (2.3). Now let x := x(t) = x0e
−t, so that
t = ln(x0/x), (3.10)
and we may express yi(t) as a function of x by
yi(t) =
x
x0
i∑
r=0
yi−r,0
(ln(x0/x))
r
r!
, i ∈ {1, . . . , k − 1}. (3.11)
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Consequently, replacing (3.10) and (3.11) into (3.9) gives
y(t) = y0 + ρ(0)− x
x0
k−1∑
s=0
s∑
r=0
(k − s+ 1)ys−r,0 (ln(x0/x))
r
r!
− ln(x0/x)
= y0 + ρ(0)− x
x0
k−1∑
r=0
(ln(x0/x))
r
r!
k−1∑
s=r
(k − s+ 1)ys−r,0 − ln(x0/x)
= y0 + ρ(0)− ln(x0/x)− x
x0
k−1∑
r=0
ρ(r)
r!
(ln(x0/x))
r = f(x(t)).
Therefore, the solution of system (3.4) is given by
x(t) = x0e
−t,
yi(t) =
x(t)
x0
i∑
r=0
yi−r,0 tr
r!
for i ∈ {1, . . . , k − 1},
y(t) = f(x(t)).
(3.12)
3.3. Final steps to prove Theorem 2.3. Consider the k-spreading Maki–Thompson model(R(N)(t))
t≥0, its time-changed coupled version (R˜(N)(t))t≥0, and the deterministic system
(v(t))t≥0 whose coordinates are given by (3.12). By (3.3) we have that for every t ≥ 0,
lim
N→∞
sup
s≤t
∣∣∣∣∣X˜(N)(s)N − x(s)
∣∣∣∣∣ = 0, a.s. (3.13)
and
lim
N→∞
sup
s≤t
∣∣∣∣∣ Y˜ (N)(s)N − y(s)
∣∣∣∣∣ = 0, a.s. (3.14)
Thus, if we define τ∞ := inf{t ≥ 0 : y(t) ≤ 0}, we deduce from (3.14) that
lim
N→∞
τ˜ (N) = τ∞, a.s. (3.15)
Now recall that y(t) = f(x(t)), so τ∞ = inf{t ≥ 0 : f(x(t)) ≤ 0}. In addition, x(t) is
a decreasing function, hence it establishes a one-to-one correspondence between [0,∞) and
(0, x0]. From the definition of x∞, we have that x∞ = x(τ∞). Putting all together, the last
remark, (3.13) and (3.15) imply that
lim
N→∞
X(N)(τN )
N
= lim
N→∞
X˜(N)(τ˜N )
N
= x∞ a.s.,
and the proof of Theorem 2.3 is complete.
4. Proof of Theorem 2.4
For t ≥ 0, we define
φ(t) = f(x0 e
−t) = y0 + ρ(0)− t− e−t
k−1∑
r=0
ρ(r)
r!
tr.
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Of course, φ(t) is equal to y(t) = f(x(t)) given in (3.12), but we rather use a different notation,
to keep the sections independent. Notice that there is a one-to-one correspondence between
[0,∞) and (0, x0], so that f(x) = φ(ln(x0/x)).
We apply a probabilistic argument to show formula (2.6). As usual, for an event A, we
write E(R;A) = E(RIA). We use the following result.
Lemma 4.1. Let R be a random variable with Poisson distribution with parameter t > 0.
For every integer k ≥ 1,
P (R ≥ k) = γ(k, t)
(k − 1)! , and (4.1a)
E(R;R > k) = t P (R ≥ k). (4.1b)
Proof. Formula (4.1a) is the well-known relationship between Poisson and Gamma distribu-
tions. To prove (4.1b), notice that
P (R = r + 1)
P (R = r)
=
t
r + 1
.
From this, it follows that
E(R;R > k) =
∞∑
r=k
(r + 1)P (R = r + 1) = t P (R ≥ k). 
Proof of Equation (2.6). We may express φ(t) as
φ(t) = y0 + ρ(0)− E(R)− E(ρ(R);R < k). (4.2)
Under the standard initial configuration, we have that x0 = 1, y0 = 0 and ρ(r) = k − r + 1
for r = 0, . . . , k − 1, whence
E(ρ(R);R < k) = E(k −R+ 1;R < k) = (k + 1)P (R < k)− E(R;R < k).
Therefore, from (4.1) and (4.2), we obtain
φ(t) = (k + 1)P (R ≥ k)− E(R;R ≥ k)
= (k + 1− t)P (R ≥ k)− k P (R = k)
=
(k + 1− t) γ(k, t)− e−t tk
(k − 1)! .
Since f(x) = φ(− lnx), we arrive at (2.6). 
Now we prove the assertions about the number of zeros of the function f that are stated
in parts (i) and (ii) of Theorem 2.4. The following result is useful for this purpose.
Theorem 4.2 (Po´lya and Szego˝ [20], p. 41, Problems V.38 and V.40). Let ψ(t) =
∑∞
n=0 an t
n
be a power series whose radius of convergence is ∞. Denote by C the number of changes of
sign in the sequence of coefficients of ψ. If C is finite, C−Z(ψ, (0,∞)) is a nonnegative even
number.
For t ≥ 0, we define
ψ(t) = (y0 + ρ(0)− t) et −
k−1∑
r=0
ρ(r)
r!
tr.
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Clearly, Z(f, (0, x0)) = Z(φ, (0,∞)) = Z(ψ, (0,∞)). For n ≥ 0, let ψ(n) denote the nth
derivative of ψ. Then, for n = 0, . . . , k − 1,
ψ(n)(t) = (y0 + ρ(0)− n− t) et −
k−1∑
r=n
ρ(r)
(r − n)! t
r−n,
whereas for n ≥ k,
ψ(n)(t) = (y0 + ρ(0)− n− t) et.
Hence, the coefficient of the general term in a power series expansion for ψ around 0 is given
by
an =

y0 + ρ(0)− ρ(n)− n
n!
if 0 ≤ n ≤ k − 1,
y0 + ρ(0)− n
n!
if n ≥ k.
Proof of Part (i). Since ρ(r) = k− r+ 1 for every r = 0, . . . , k− 1 under the standard initial
configuration, we obtain that
an = 0 for 0 ≤ n ≤ k − 1,
ak = 1/k! > 0,
ak+1 = 0, and
an < 0 for n ≥ k + 2.
Therefore, C = 1, and thus, from Theorem 4.2, Z(f, (0, 1)) = Z(ψ, (0,∞)) = 1. Consequently,
Z(f, (0, 1]) = 2. Denoting by τ∞ the unique positive zero of ψ, we conclude that the two zeros
of f are x∞ = e−τ∞ < 1 and x0 = 1. 
Proof of Part (ii). Assume that x0 < 1 and yi,0 = 0 for every i = 1, . . . , k − 1. In this case,
ρ(r) = (k − r + 1)x0 for r = 0, . . . , k − 1, whence
an =

y0 − n (1− x0)
n!
if 0 ≤ n ≤ k − 1,
y0 + (k + 1)x0 − n
n!
if n ≥ k.
It is not difficult to prove that the sequence {an} has the following properties:
(a) a0 = y0 ≥ 0.
(b) If an ≤ 0 for some 0 ≤ n ≤ k − 2, then an+1 < 0.
(c) an < 0 for every n ≥ k + 1.
Using Theorem 4.2, we have the following cases to consider:
(1) y0 = 0 and x0 ≤ k/(k + 1): Then C = Z(ψ, (0,∞)) = 0, so x0 is the unique zero of
the function f in (0, x0].
(2) y0 = 0 and x0 > k/(k+1): Here C = 2, hence Z(ψ, (0,∞)) ∈ {0, 2} and Z(f, (0, x0]) ∈
{1, 3}.
(3) y0 > 0 and y0 + (k + 1)x0 ≤ k: C = Z(ψ, (0,∞)) = Z(f, (0, x0]) = 1, and x∞ is the
unique zero of f in (0, x0].
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(4) y0 > 0 and y0 + (k + 1)x0 > k: C ∈ {1, 3}, thus Z(ψ, (0,∞)) = Z(f, (0, x0]) ∈ {1, 3}.
This finishes the proof of part (ii). 
5. Proofs of Theorems 2.5 and 2.6
5.1. Proof of Theorem 2.5. Let {RN (t)}t∈[0,∞) be the 2-spreading Maki–Thompson model
with the standard initial configuration. For each transition `i of the process, we consider the
corresponding β`i function given by
Increment Rate
`0 = (−1, 1, 0) β`0(x, y1, y) = x,
`1 = (0,−1, 1) β`1(x, y1, y) = y1,
`2 = (0, 0,−1) β`2(x, y1, y) = 1− x− y1.
(5.1)
As explained in Section 3.1 (see (3.2)), we may couple {RN (t)}t∈[0,∞) with a density dependent
population process {R˜N (t)}t∈[0,∞) starting from the same initial configuration and whose
transition scheme is described by (5.1), in such a way that they have the same final values.
Towards proving Theorem 2.5, we apply Theorem 11.4.1 of [9] to the process R˜N . We
adopt the notations used there; in our case, the Gaussian process V defined on p. 458 is
three-dimensional, and denoted by V = (Vx,Vy1 ,Vy). The initial steps are presented for
general k and initial configuration in Sections 3.1 and 3.2. Moreover, some of the required
computations were carried out with the help of a symbolic mathematical software. The drift
function associated to R˜N is given by
F (x, y1, y) =
2∑
i=0
`i β`i(x, y1, y) = (−x, x− y1, 2y1 + x− 1).
Consequently, the system of ordinary differential equations for which the scaled stochastic
system converges almost surely on bounded time intervals is
x′(t) = −x(t),
y′1(t) = x(t)− y1(t),
y′(t) = 2y1(t) + x(t)− 1,
x(0) = 1, y1(0) = 0, y(0) = 0.
(5.2)
The solution of (5.2) is r(t) = (x(t), y1(t), y(t)) given by
x(t) = e−t, y1(t) = t e−t, y(t) = f(x(t)),
where f(x) = 3(1− x) + (2x+ 1) lnx. We consider the function ϕ(x, y1, y) = y, so that
τ∞ = inf{t ≥ 0 : y(t) ≤ 0} ≈ 2.14913,
x∞ = x(τ∞) ≈ 0.116586, and
y1,∞ = y1(τ∞) ≈ 0.250558.
Furthermore, we have that
δ∞ = ∇ϕ(r(τ∞)) · F (r(τ∞)) = 2 y1,∞ + x∞ − 1 ≈ −0.382298 < 0. (5.3)
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From Theorem 11.4.1 of [9], we conclude that
√
N
(
XN (τ (N))
N
− x∞, Y
N
1 (τ
(N))
N
− y1,∞, Y
N (τ (N))
N
)
(5.4)
converges in distribution as N →∞ to
V(τ∞)− Vy(τ∞)
δ∞
F (r(τ∞)),
where δ∞ is defined in (5.3). Let Λ∞ denote the covariance matrix of V(τ∞), and define
B =
(
1 0 x∞/δ∞
0 1 (−x∞ + y1,∞)/δ∞
)
.
Hence, the random vector formed by the first two components of the vector in (5.4) converges
in distribution as N → ∞ to a mean zero bivariate normal distribution, whose covariance
matrix is expressed by
Σ = B Λ∞BT , (5.5)
where BT is the transpose of B. To finish the proof, it remains to explain the main steps in
the computation of Λ∞ = Cov(V(τ∞),V(τ∞)). First, the matrix of partial derivatives of the
drift function F and the matrix G are given by
∂F (x, y1, y) =
−1 0 01 −1 0
1 2 0
 and
G(x, y1, y) =
2∑
i=0
`i `
T
i β`i(x, y1, y) =
 x −x 0−x x+ y1 −y1
0 −y1 1− x
 .
Moreover, the solution Φ of the matrix equation
∂
∂t
Φ(t, s) = ∂F (x(t), y1(t), y(t)) Φ(t, s), Φ(s, s) = I3,
where I3 denotes the identity matrix of order 3, is obtained as
Φ(t, s) =
 es−t 0 0−(s− t)es−t es−t 0
3 + [2(s− t)− 3]es−t 2(1− es−t) 1
 .
Then, since the covariance matrix of the Gaussian process V is
Cov(V(t),V(r)) =
∫ t∧r
0
Φ(t, s)G(x(s), y1(s), y(s)) [Φ(r, s)]
T ds,
we obtain that Λ∞ has the following elements:
Λ1,1∞ = x∞(1− x∞), Λ1,2∞ = −x∞y1,∞, Λ1,3∞ = 3x2∞ + (2y1,∞ − 3)x∞ + y1,∞ = 0,
Λ2,2∞ = y1,∞(1− y1,∞), Λ2,3∞ =
y1,∞
(
3x2∞ + (2y1,∞ − 3)x∞ + y1,∞
)
x∞
= 0,
Λ3,3∞ =
−9x3∞ + (9− 12y1,∞)x2∞ + 2(1− 2y1,∞)y1,∞x∞ − 4y21,∞ + y1,∞
x∞
.
Finally, using (5.5), we get formula (2.8). 
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5.2. Proof of Theorem 2.6. We prove the Central Limit Theorem for the final outcome of
the 3-spreading Maki–Thompson model, starting from the standard initial configuration, by
following a similar line of arguments as in the proof of Theorem 2.5. For convenience and
ease of presentation, we summarize the main steps:
(1) Transition scheme of the time-changed process {R˜N (t)}t∈[0,∞):
Increment Rate
`0 = (−1, 1, 0, 0) β`0(x, y1, y2, y) = x,
`1 = (0,−1, 1, 0) β`1(x, y1, y2, y) = y1,
`2 = (0, 0,−1, 1) β`2(x, y1, y2, y) = y2,
`3 = (0, 0, 0,−1) β`3(x, y1, y2, y) = 1− x− y1 − y2.
(2) Basic definitions and computations:
V = (Vx,Vy1 ,Vy2 ,Vy) (Gaussian process),
F (x, y1, y2, y) =
3∑
i=0
`i β`i(x, y1, y2, y) = (−x, x− y1, y1 − y2, 2y2 + y1 + x− 1),
ϕ(x, y1, y2, y) = y,
∂F (x, y1, y2, y) =

−1 0 0 0
1 −1 0 0
0 1 −1 0
1 1 2 0
 ,
G(x, y1, y2, y) =
3∑
i=0
`i `
T
i β`i(x, y1, y2, y) =

x −x 0 0
−x x+ y1 −y1 0
0 −y1 y1 + y2 −y2
0 0 −y2 1− x− y1
 .
(3) System of ordinary differential equations:
x′(t) = −x(t),
y′1(t) = x(t)− y1(t),
y′2(t) = y1(t)− y2(t),
y′(t) = 2y2(t) + y1(t) + x(t)− 1,
x(0) = 1, y1(0) = 0, y2(0) = 0, y(0) = 0.
(4) Solution: r(t) = (x(t), y1(t), y2(t), y(t)) given by
x(t) = e−t, y1(t) = t e−t, y2(t) =
t2 e−t
2
, y(t) = f(x(t)),
where f(x) = 4(1− x) + (3x+ 1) lnx− x ln2 x.
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(5) Final values:
τ∞ = inf{t ≥ 0 : y(t) ≤ 0} ≈ 2.688,
x∞ = x(τ∞) ≈ 0.0680169,
y1,∞ = y1(τ∞) ≈ 0.182829,
y2,∞ = y2(τ∞) ≈ 0.245723, and
δ∞ = ∇ϕ(r(τ∞)) · F (r(τ∞)) = 2 y2,∞ + y1,∞ + x∞ − 1 ≈ −0.257709 < 0.
(6) Matrix Φ:
Φ(t, s) =

es−t 0 0 0
−es−t(s− t) es−t 0 0
es−t(s− t)2/2 −es−t(s− t) es−t 0
4− es−t (s2 − (2t+ 3)s+ t2 + 3t+ 4) es−t(2(s− t)− 3) + 3 2 (1− es−t) 1
 .
(7) Computation of Λ∞ = Cov(V(τ∞),V(τ∞)): Since the Gaussian process V has covari-
ance matrix
Cov(V(t),V(r)) =
∫ t∧r
0
Φ(t, s)G(x(s), y1(s), y2(s), y(s)) [Φ(r, s)]
T ds,
we get
Λ∞ ≈

0.0633906 −0.0124355 −0.0167133 0
−0.0124355 0.149403 −0.0449253 0
−0.0167133 −0.0449253 0.185343 0
0 0 0 0.692721
 .
(8) CLT obtained from Theorem 11.4.1 of [9]: The random vector
√
N
(
XN (τ (N))
N
− x∞, Y
N
1 (τ
(N))
N
− y1,∞, Y
N
2 (τ
(N))
N
− y2,∞, Y
N (τ (N))
N
)
(5.6)
converges in distribution as N →∞ to
V(τ∞)− Vy(τ∞)
δ∞
F (r(τ∞)).
(9) Conclusion: The random vector formed by the first three components of the vector
in (5.6) converges in distribution as N → ∞ to a mean zero trivariate normal distribution,
whose covariance matrix is given by Σ = B Λ∞BT , where
B =
1 0 0 x∞/δ∞0 1 0 (−x∞ + y1,∞)/δ∞
0 0 1 (−y1,∞ + y2,∞)/δ∞
 ≈
1 0 0 −0.2639290 1 0 −0.445513
0 0 1 −0.244048
 .
Hence, we obtain formula (2.9). 
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