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Abstract-In this paper, a simple algebraic expression to evaluate the local linearization scheme 
for stochastic differential equations is introduced. In this way, the computation of the deterministic 
part of LL schemes is reduced to the evaluation of a matrix exponential, which reduces considerably 
the computational cost of these schemes. @ 2002 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Let 
dx(t) = f(t, x(t)) dt + G(t) dw(t)(t 2 0, w an m-dimensional Wiener process), 
x(0) = x() E Wd, 
(I) 
be a d-dimensional nonautonomous stochastic differential equation (SDE) with additive noise. 
The standard conditions for the existence and uniqueness of a strong solution for this equation 
are assumed [l]. The functions f and G are assumed to be continuously differentiable with respect 
to variable t, and f twice continuously differentiable with respect to variable x. 
The local linearization schemes that approximate the solution of (1) are, in general, defined by 
the iterative computation of the expression [2] 
Yt ,,+I =yt,, +~(t,,Yt,,;h,)+E(t,,Yt,,;h,) 
starting at the point yto = x0, where h, = tn+l - t, > 0, 
4 C&z, yt,,; hn) = (h&o (fx (tn, it,, 1, hn) - RI (fx (tn, yt,,) , hn)) b (tn, YL, 1 
+Ro (fx (tn, yt,) , hn) f (tn, yt,,) , 
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~0 h n. Rk (fx (tn, Yt,, ), ha) = exp (Ufx (tn, Yt,, )) u k du, 
and fx is the Jacobian of f. Depending of the local linear approximation used to derive an LL 
scheme in particular, the vector b is defined by expression 
b(tn,yt.,.) = ft(tn,yt.) 
or  
(tn, Yt.,.) = ft (tn, Yt . )+ 2tr (G (tn) G T (tn) H (tn, Yt,~ )), b 
where ft is the derivative of f with respect o t, and H(tn,yt,,) is the Hessian matrix of f at the 
f t.. + h., point (t~, Yr. ). ~(tn, Yt. ;hn) is a random vector that approximates the integral Jr,, exp((t,~ +
hn - U)fx(tn, yt,,.))G(u)dw(u), and it also depends on the LL scheme in particular. 
It can be observed that, independently of the complexity in the computation of the vectors b 
and ~, a major problem in the evaluation of expression (2) is the computation of the integrals R0 
and R1. Therefore, there is a need for an efficient way to evaluate these integrals. 
In the case that fx(tn, Yt,~) is nonsingular, elementary expressions can be used [3,4]. Integrating 
by parts it is obtained that 
R0(fx(tn, Yt,~), h,~) = f~-l(tn, y(tn)) (exp(h~fx(t~, y(tn))) - I) (3) 
and 
R1 (fx(tn, Yt,, ), ha) = fx 2 (tn, y(tn)) (exp(hnf,, (tn, y(t~))) - I - h~fx (t~, y(tn))) • (4) 
However, these expressions are not reliable in the case of ill-conditioned matrices f,,(tn, Yt,, ). 
Alternative xpressions for the numerical evaluation of R0 and R1 are given in [5], which are 
based on the Schur decomposition of the matrix fx(t,~,y(t~)). Although, these expressions are 
valid for any matrix fx(tn, y(t~)), they are computationally costly. 
The purpose of this paper is to introduce a simple algebraic expression to evaluate the deter- 
ministic part ¢ of expression (2). 
2. MAIN  RESULT  
The main result is the following. 
PROPOSITION 1. Expression (2) is equivalent to 
Yt,,+~ = Yr. +h(tn,Yt..;hn) +¢(t,~,yt.,;hn), 
where the vector h(t~, Yt.; hn) is defined in the block matrix 
with 
F(tn,yt,,.;hn) gl(tn,yt,~;hn) 
0 1 
0 0 
C = 
h(tn,yt,,;hn) ] 
ho)] -- exp(hoC), 
- fx(t,~, yr.)  0 b(tn, yt,,) 0 f ( tn,yt . )  ]0 1 E IR (a+2) x(a+2). 
For autonomous SDEs with G(t) =- O, expression (2) reduces to 
Yt,,+~ = Yt,. + g(Yt,,; hn), 
where the vector g(Yt. ; hn) is defined in the block matrix 
[F(yt,~;hn) g(Yt. hn)] =exp(hnC)  
0 1 ' 
with 
C= [ fx(yt'') f(Yt'")] CR(d+l )x (d+l ) 'O  
Moreover, F(t~, Yr. ; h~) = F(yt., ;ha) = exp(hnfx(t~, Yt. )). 
The following lemma will be useful to demonstrate he above proposition. 
(5) 
(6) 
(7) 
(s) 
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LEMMA 2. (See (61.) Let Al-As be square matrices, n1%3 be positive integers, and set m to be 
their sum. If the m x m block triangular matrix C is defined by 
AI Bl Cl 
[ 1 In1 C = 0 AZ B2 }nz (9) 0 0 As }ns, 
then for t 2 0, 
Fl(t) G(t) HI(t) 
0 F2(t) G(t) 
0 0 F3(t) 1 
= exp(t(=), (10) 
where 
Fj(t) E exp (Ajt) , forj = 1,2,3, 
Gj(t) f 
I 
t 
exp (Aj(t - s)) Bj exp (Aj+ls) ds, for j = 1,2, 
0 
I 
t 
HI(t) = exp(Al(t - s))Cl exp(&s) ds 
0 
t s 
+ 
ss 
exp(Al(t - s))Bl exp(&(s - r))B:! exp(Asr) drds. 
0 0 
PROOF OF PROPOSITION 1. By using simple rules of the integral calculus it is obtained that 
t s 
SJ exp(A(t - s)) dr ds = tRo(A, t) - Rl(4 t), 0 0 
I 
t 
exp(A(t - s)) ds = Ro(A,t), 
0 
(11) 
(12) 
for any square matrix A and t 2 0. Setting t = h,, AI = fx(L yt,,), BI = b(t,, yt.,), Cl = 
f(tn, yt,, ), AZ = 0, B2 = 1, and A3 = 0 in (9), and taking into account expressions (lo)-( 12) 
and (2), expression (5) is straightly obtained. Obviously, F(t,, yt,,; h,) = exp(hnfX(t,, yt,,)). 
In a similar way, for autonomous systems, expression (7) is derived by setting t = h,, A1 = 
Wt,,,), BI = Wt,,), A2 = 0, and I32 = 0 in (9). I 
In this way, the numerical implementation of 4 is reduced to using an convenient algorithm to 
compute matrix exponentials, e.g., those based on rational Pad& approximations [7], the Schur 
decomposition [7], or Krylov subspace methods [8] (f or a recent review see [9]). The latter are 
specially designed for large systems of equations. The selection of one of them will mainly depend 
on the size and structure the matrix fX(tn, yt,,). In many cases, it is enough to use the algorithm 
developed in [6] which takes advantage of the special structure of the matrix C. 
In addition, note that, expressions (5) and (7) computed through (6) and (8), respectively, 
become very useful in the case where the computation of exp(hnfx(t,, yt,)) is also necessary. 
For example in [lo], the Lyapunov exponents of ODES ((1) with G 5 0) are computed in 
terms of the solution of two piecewise linear ODES, one of them d-dimensional and the other 
one d2-dimensional. In that case, the solution of the former can be computed by expression (5) 
or (7), while the solution of the latter is a function of the matrix F(t,,y,,,; h,) or F(yt,,; h,). 
Thus, combining the method proposed in [lo] with the results of Proposition 1 introduced here, 
the computational cost in the integration of a system of d2 + d differential equations is reduced 
to the computational cost of a system of d equations. 
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3. NUMERICAL SIMULATIONS 
In this section, the computational efficiency of the above-mentioned algorithms for the numer- 
ical evaluation of 4 is compared. 
For simplicity, we rewrite 4 aa 
+(h, a, b, M) = @ROW, h) - h(M, h))b + R&W h)a, 
where h is positive number, a and b are d-dimensional vectors, and M is a d x d matrix. Note 
that b E 0 for autonomous ODES. 
For autonomous ODES, we call Algorithms lA-3A to the evaluation of 4 by means of (3), 
g in (7), and the Schur decomposition method, respectively. Likewise, for nonautonomous SDEs, 
we call Algorithms lN-3N to the evaluation of 4 by (3),(4), h in (5), and the Schur decomposition 
method, respectively. The algorithms were programmed in Matlab 5 and the built-in subroutines 
expm,/ and schur were used to compute the exponential, the inverse, and the Schur decomposition 
of matrices, respectively (see [ll] and [7] for details on these algorithms). 
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Figure 1. Relative mean CPU time used by the different algorithms for evaluating 
4 versus the dimension d of the SDEs. Top: Algorithms 1A (x), 2A (+), and 3A (0). 
Bottom: Algorithms 1N (x), 2N (+), and 3N (0). 
Table 1. Relative mean CPU time used by Algorithms lA-3A in the evaluation of 
the function 4 for different values of d. It is computed by dividing the actual mean 
CPU time of each algorithm by the minimum of all of them. 
Algorithm/Dimension 1 5 10 15 20 50 100 
1A 1 2.8 7.4 15.4 22.1 218 1400 
2A 1.8 3.8 5.1 10.4 17.5 181 1411 
3A 7.8 11.9 22.1 39.4 65.3 557 3483 
For all d = l,... ,100, 1000 random values for h, a, b, and M were generated. The average 
of the CPU time used by each algorithm for the evaluation of 4 in these 1000 values (h, a, b, M) 
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Figure 2. Relative mean CPU time used by the different algorithms for evaluating 
4 versus the dimension d of the SDEs. Top: Algorithm 2A with Pad& method (0) 
and Krylov method (+). Bottom: Algorithm 2N with Pad4 method (0) and Krylov 
method (+). 
Table 2. Relative mean CPU time used by Algorithms lN-3N in the evaluation of 
the function 4 for different values of d. It is computed by dividing the actual mean 
CPU time of each algorithm by the minimum of all of them. 
Algorithm/Dimension 1 5 10 15 20 50 100 
1N 1.3 2.2 5.3 9.1 17.8 158 1026 
2N 1 2.7 5.8 9.0 12.9 130 807 
3N 6.3 11.9 23.0 44.7 80.5 682 4269 
was computed. Figure 1 shows the relative mean CPU time used by each algorithm versus d. 
Additionally, in Tables 1 and 2, some significant values of these graphs are presented. Note that 
Algorithms 2A and 2N are, respectively, faster than 3A and 3N for all d. Both are also faster than 
Algorithms 1A and lN, for d 2 10 and d 2 15, respectively. Only for dimension d lower than 
six, Algorithms IA and 1N are the fastest. But in any way, for these dimensions, Algorithms 2A 
and 2N are highly recommended, since they are also applicable for singular and ill-conditional 
matrices M. 
Moreover, for large d, Algorithms 2A and 2N can be implemented in a more efficient way 
if the Krylov subspace methods to compute matrix exponentials are used. Figure 2 shows the 
relative efficiency of these algorithms for large matrices M when they are combined with the 
Padi! and the Krylov methods for matrix exponentials. Specifically in that case, the subroutines 
expml (for Pad6 method) and expv (for Krylov method) provided by Matlab 1111 and Expokit [41, 
respectively, were used. Evidently, for d > 90, Algorithms 2A and 2N combined with the Krylov 
method are much more efficient. 
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