It is proved that the halt scheme for a universal quantum computer originally proposed by Deutsch works without spoiling the computation. The "conflict" pointed out recently by Myers in the defintion of a universal quantum computer is shown to be only apparent. In the context of quantum nondemolition (QND) measurement, it is also shown that the output observable, an observable representing the output of the computation, is a QND observable and that the halt scheme is equivalent to the QND monitoring of the output observable.
Since Shor [1] found efficient quantum algorithms for the factoring problem and the discrete-log problem, which are considered to have no efficient algorithms in computational complexity theory and applied to public-key cryptosystems [2] , a great deal of attention has focused on quantum computation [3] . The notion of quantum algorithm is currently defined through two different approaches: (1) quantum Turing machines [4, 5] and (2) quantum circuits [6, 7] . Shor's factoring algorithm is formulated by quantum circuits and experimental efforts have been focused only on this approach. While a circuit represents a single algorithm for a set of size-limited input data, a Turing machine models a programmable computing machine. The classical theory of computation established the existence of a universal Turing machine [8] which can compute every recursive function by reading the program as a part of the input data. The construction of a universal quantum Turing machine has been shown by Deutsch [4] , Bernstein and Vazirani [5] . In a recent article Myers [9] pointed out, however, a "conflict" in the definition of a quantum Turing machine and argued that the computational power of universal quantum computers might not be strong enough to compute every recursive function. The purpose of this letter is to show that the "conflict" is only apparent.
A Turing machine is a deterministic discrete-time dynamical system including a bilateral infinite tape and a head to read and write a symbol on the tape. Its configuration is determined by the internal state q of the machine, the position h of the head on the tape, and the symbol string T on the tape. For any integer i the symbol in the cell at the position i on the tape is denoted by T (i). If C denotes a configuration of a Turing machine, the internal state, the head position, and the tape string in the configuration C are denoted by q C , h C , and T C , respectively; and hence we can write
In order to describe the change of the tape string, we shall denote by T τ C the tape string obtained from T C by replacing the symbol at the position h C by the symbol τ ; thus we have
The time evolution of the Turing machine is 2 determined by the (classical) transition function δ c (p, σ) = (τ, q, d) describing the change of the configuration in one step, so that the transition
represents the instruction that if the internal state is p and if the head reads the symbol σ then the head writes the symbol τ on the tape, the internal state turns to q, and the head moves one cell to the direction d = +1 (right) or d = −1 (left). Thus the configuration
A quantum Turing machine is the quantization of a classical Turing machine. Its quantum state is represented by a vector in the Hilbert space spanned by the computational basis, a complete orthonormal system in one-to-one correspondence with the set of configurations of the classical machine. Thus, the computational basis is represented by
for any configuration C of the classical machine. The time evolution of the quantum Turing machine is described by a unitary operator U determined by the quantum transition function operator U is determined by
The result of a computation is obtained by measuring the tape string after the computation has been completed. Unlike the classical case, the machine configuration cannot 3 be monitored throughout the computation because of the inevitable disturbance caused by measurement. Thus, the machine needs a specific halt scheme to signal actively when the computation has been completed. The halt scheme proposed by Deutsch [4] is as follows.
Deutsch introduced an additional single qubit, called the halt qubit, together with an observablen 0 , called the halt flag, with the eigenstates |0 and |1 , so that the internal state q is represented by the state vector |q |1 if q is the final state in the classical picture or by |q |0 otherwise. Then, the halt qubit is initialized to |0 before starting the computation, and every valid quantum algorithm sets the halt qubit to |1 when the computation has been completed but does not interact with the halt qubit otherwise. Deutsch claimed that the observablen 0 can then be periodically observed from the outside without affecting the operation of the machine.
Recently, Myers [9] argued that this scheme does not work since a measurement of the halt qubit might spoil the computation. Myers's argument, with some modifications, runs as follows. After N steps of computation the machine is, in general, in such a superposition of states of the computational basis as
If after each step we have either c α = 0 for all α or c β = 0 for all β, then the halt flag can be measured repeatedly during a computation without changing the state and a forteori without spoiling the computation. But, because of quantum parallelism [4, 10] , there should be cases where we have some N B ≫ N A such that after N steps with N A < N < N B neither of the above holds. Then the state (6) can be written as
where
Thus, in this range of steps the state entangles the non-halt qubits with the halt qubits, so that the measurement of the halt flag changes the state and, Myers concluded, spoils the computation.
In what follows, it will be proved that the measurement of the halt flag, though changes the state, does not spoil the computation so that the halt scheme works even in the entangled
case.
The precise formulation of the halt scheme is given as follows.
(I) The halt flagn 0 is measured instantaneously after every step. This measurement is a precise measurement of the observablen 0 satisfying the projection postulate, i.e., the measurement changes the state as follows:
if the outcome isn 0 = 0 |B |1 if the outcome isn 0 = 1 (II) Once the halt qubit is set to the state |1 , the quantum Turing machine no more changes the halt qubit nor the tape string, i.e.,
for any configuration (q C , h C , T C ) withn 0 = 1, where
(III) After the measurement of the halt flagn 0 gives the outcome 1, the tape strinĝ T is measured and the outcome of this measurement is defined to be the output of the computation.
In order to prove that the measurement of the halt flagn 0 does not spoil the computation, it suffices to prove that the probability distribution of the output is not affected by monitoring of the halt flag. Let P be the spectral projection ofn 0 corresponding to the eigenvalue 1, i.e.,
According to the definition of a classical Turing machine, the tape is always filled with a finite sequence of symbols from a finite set of available symbols other than blank cells.
Hence, the number of all the possible tape strings is countable, so that we assume them to be indexed as {T 1 , T 2 , . . .}. Thus, the observableT describing the tape string can be represented byT
where {λ 1 , λ 2 , . . .} is a countable set of positive numbers in one-to-one correspondence with
. .}. Let Q j the spectral projection ofT pertaining to λ j , i.e.,
We shall write P ⊥ = I − P and Q
Let Pr{output = T j |monitored} be the probability of finding the output T j up to N steps by the halt scheme. Let Pr{output = T j |not-monitored} be the probability of finding the output T j by the single measurement after N steps. We shall prove
Let ψ be an arbitrary state vector. If ψ is the state of the machine before the computation, we have
By the projection postulate, the joint probability of obtaining the outcomen 0 = 0 at the times 1, . . . , K − 1 and obtaining the outcomesn 0 = 1 andT = λ j at the time K is given by
(see [11] for the general formula for joint probability distribution of the outcomes of successive measurements), and hence we have
Thus, it suffices to prove the relation
for any N and any state vector ψ.
We first consider the case where N = 1, i.e.,
From (10), the range of P Q j is an invariant subspace of U, and hence we have
for any K = 1, 2, . . .. It follows that
From (21) and (22), we have
From (21), we have
7 From (23) and (24), we have
Thus, we have proved (20).
The proof for general N runs as follows. We use mathematical induction and assume that (19) holds for N − 1. By replacing ψ by U N −1 ψ in (20), we have
From (21), we have P ⊥ UP = j P ⊥ UP Q j = 0, and hence
By induction hypothesis, we have
Therefore, from (26), (27), and (28), we obtain (19). The proof is completed.
While we have discussed the problem in the Schrödinger picture, in what follows we shall reformulate it in the Heisenberg picture to probe the related physical background. Now we introduce a new observableÔ defined bŷ
It is easy to see that the eigenvalue 0 means that the computation has not been completed and that the eigenvalue λ j means that the computation has been completed and the output is given by the tape string T j ; it is natural to callÔ the output observable of the quantum Turing 8 machine. The time evolution of the output observableÔ is described by the Heisenberg
where the time N is defined to be the instant just after N steps of computation.
The problem of the validity of the halt scheme discussed previously is now reformulated as the following problem: Can the output observable be measured after each step without disturbing the outcomes of the future measurements? This is a problem of quantum nondemolition (QND) measurement, the notion proposed previously for the gravitational wave detection [12, 13] . According to the theory of QND measurement, if each measurement satisfies the projection postulate, the condition for the successful QND measurement is that the Heisenberg operators are mutually commutable, i.e.,
for any N, N ′ ; in this case,Ô is called a QND observable. In fact, in this case the joint probability distribution of the repeated measurement ofÔ at each time is the same as the joint probability distribution of the simultaneous measurement of the observablesÔ(1),Ô(2), . . .
at the initial time [14] . Now I will prove that the output observableÔ is a QND observable. For any µ = 0, λ 1 , λ 2 , . . . and any N = 0, 1, . . ., the spectral projection E N (µ) ofÔ(N) pertaining to the eigenvalue µ is given by
where j = 1, 2, . . .. In order to prove thatÔ is a QND observable, it suffices to prove that
for any N and any j, k. From (12) and (14) we have
From (21) with K = N and (33), we have
Hence, for j = k we have
Thus, (32) holds for any j, k, and thereforeÔ is a QND observable.
In the following, the validity of the halt scheme will be proved in the Heisenberg picture.
Let N ≥ N ′ . Since E N (0) = I − j E N (λ j ), from (34) and (35) we obtain the following relations:
From the above relations, for any initial state ψ we have Pr{Ô(0) = 0, . . . ,Ô(K − 1) = 0,Ô(K) = λ j }
It follows that It has been shown that the validity of the halt scheme is equivalent to the validity of the QND monitoring of the output observable and that the validity is a consequence of the fact that the output observable is a QND observable.
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