Reduced first-level representations via the reformulation-linearization technique: results, counterexamples, and computations  by Sherali, Hanif D. et al.
Discrete Applied Mathematics 101 (2000) 247{267
Reduced rst-level representations via the
reformulation-linearization technique:
results, counterexamples, and computations
Hanif D. Sheralia ;, Jonathan C. Smitha, Warren P. Adamsb
aDepartment of Industrial and Systems Engineering, Virginia Polytechnic Institute and State University,
Blacksburg, VA 24061, USA
bDepartment of Mathematical Sciences, Clemson University, Clemson, SC 29634-1907, USA
Received 19 November 1997; revised 10 August 1999; accepted 7 September 1999
Abstract
In this paper, we consider the reformulation-linearization technique (RLT) of Sherali and
Adams (SIAM J. Discrete Math. 3 (3) (1990) 411{430, Discrete Appl. Math. 52 (1994) 83{
106) and explore the generation of reduced rst-level representations for 0{1 mixed-integer
programs that tend to retain the strength of the full rst-level linear programming relaxation.
The motivation for this study is provided by the computational success of the rst-level RLT
representation (in full or partial form) experienced by several researchers working on various
classes of problems. We show that there exists a rst-level representation having only about half
the RLT constraints that yields the same lower bound value via its relaxation. Accordingly, we
attempt to a priori predict the form of this representation and identify many special cases for
which this prediction is accurate. However, using various counter examples, we show that this
prediction as well as several variants of it are not accurate in general, even for the case of a
single binary variable. In addition, since the full rst-level relaxation produces the convex hull
representation for the case of a single binary variable, we investigate whether this is the case
with respect to the reduced rst-level relaxation as well, showing similarly that it holds true only
for some special cases. Some empirical results on the relative merit and prediction capability
of the reduced, versus the full, rst-level representation are also provided. ? 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction
In the eld of discrete or continuous nonconvex optimization, the construction of
model formulations that possess tight linear or convex programming relaxations plays
an essential role in designing eective exact or heuristic solution procedures. In this
paper, we focus on the reformulation-linearization technique (RLT) of Sherali and
Adams [15,16] (also, see [4,10] for related work) that is designed to generate a hi-
erarchy of linear programming (LP) relaxations leading from the ordinary continuous
relaxation to the convex hull representation for mixed-integer 0{1 programming prob-
lems. In particular, we examine the rst-level representation generated by the RLT in
this hierarchy, and explore various issues pertaining to partial or reduced constructions
stemming from this formulation.
Our study is motivated by the computational success reported by several researchers
working on a wide range of problems, using just the rst level of the RLT hierarchy
in either its full or partial form. In the context of discrete optimization problems, these
include papers dealing with location{allocation problems [14] 0{1 quadratic program-
ming and mixed-integer bilinear programming problems [2,3] airline gate assignment
problems [17] and the quadratic assignment problem [1,12,13]. For the case of linear
mixed-integer 0{1 programming problems, working with a partial rst-level RLT re-
laxation that considers only one binary variable at a time, Balas et al. [4] developed
a lift-and-project cutting plane algorithm for which they demonstrated promising com-
putational results (see also [5]). In a theoretical vein which demonstrates the strength
of the RLT relaxations, Sherali and Lee [18] exhibited that several known valid in-
equalities as well as constraint tightening procedures for the set partitioning problem
are all subsumed within the rst and second-level RLT representations.
The use of RLT to tighten the relaxation at any node of a branch-and-bound=cut
enumeration tree can be viewed as an alternative to branching. In fact, if the rst-level
RLT relaxation is constructed by multiplying the constraints with the bound-factors
xi and (1 − xi) for only some single variable xi, and then linearizing the problem
by substituting a new variable for each nonlinear product term thus produced, along
with setting x2i equal to xi, the resulting lower bound is precisely equal to that ob-
tained by branching on xi equal to 0 or 1 and analyzing these two subnodes. This
follows from Sherali and Adams [16] by noting that since binariness is being applied
to only a single variable xi, the resulting relaxation Xi, say, produced by the forego-
ing construction represents the convex hull of feasible solutions for which xi is binary
valued. If a rst-level relaxation is considered by employing constraint products using
bound-factors for several or all the binary variables, a potentially tighter relaxation
whose feasible region is contained within
T
i Xi would be produced. However, the size
of the relaxation begins to increase with the number of such binary variables, although
its form possesses certain special structures. We might therefore be interested in asking
the question whether there exist reduced forms of the rst-level RLT relaxations that
would yield the same lower bound as the full relaxation, and in the case of a single
binary variable, whether the foregoing convex hull property would be preserved.
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The present paper explores this issue. We begin in Section 2 by showing that there
does exist a reduced rst-level relaxation that, for each constraint, employs products
with only xi or (1 − xi) for each variable i = 1; : : : ; n, for which the answer to the
aforementioned question is armative. Motivated by an insight on how RLT tightens
relaxations, this leads to a formulation that attempts to a priori predict the structure of
such a reduced rst-level representation. For the special case of a knapsack problem
having a single binary variable, this reduced rst-level representation is shown to be
precisely equivalent to the full rst-level representation. However, this is not true in
general, even for the case of a mixed-integer program having one binary and one con-
tinuous variable and two constraints. Section 3 then explores various ideas related to the
construction of reduced rst-level relaxations for the case of a single binary variable,
providing examples to illustrate each situation. An insightful result is given that leads
to showing that for this case, although there exists a reduced rst-level representation
that preserves the lower bounding value for a given objective function, there does not
exist one that will preserve the convex hull representation and would therefore retain
the lower bound for all objective functions. The analysis for the case of a knapsack
mixed-integer problem in several binary variables is investigated in Section 4. Here,
the prediction is shown to be accurate for some special cases, but again not so in
general. Moreover, we exhibit that for such knapsack problems, the feasible region
to the rst-level RLT relaxation is precisely the intersection of the convex hulls Xi
corresponding to each of the binary variables xi; 8i, as dened above. Section 5 pro-
vides some empirical results which demonstrate that in practice, the proposed reduced
rst-level representation yields a good relative performance and prediction capability
for the set of active constraints with respect to the full rst-level representation. Finally,
Section 6 presents conclusions and recommendations for further study.
2. Equivalent reduced rst-level representations
Consider the mixed-integer 0{1 programming problem given below, where A is mn.
MIP : Minimize ctx (1a)
subject to
nX
j=1
akjxj>bk for k = 1; : : : ; m; (1b)
06x6e; xi binary for i 2 B; xi continuous for i 2 C; (1c)
where B= f1; : : : ; n1g; C = fn1 + 1; : : : ; ng; e = (1; : : : ; 1)t, and where the superscript t
denotes the transpose operator. We will denote N =f1; : : : ; ng  B[C. By multiplying
the constraints of MIP using the bound-factors xi and (1− xi) 8i 2 B, and linearizing
the resulting problem by replacing x2i by xi 8i 2 B and substituting wij = xixj 8i< j,
we obtain the rst-level RLT problem (RLT-1) given below, where the notation w(ij)
represents wij or wji according as i< j or j< i, respectively.
RLT-1: Minimize ctx (2a)
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subject to (aki − bk)xi +
X
j 6=i
akjw(ij)>0 8k = 1; : : : ; m; 8i 2 B;
(2b)
bkxi +
X
j 6=i
akj(xj − w(ij))>bk 8k = 1; : : : ; m; 8i 2 B; (2c)
06wij6xi and 06(xj − wij)6(1− xi);
8i 2 B; j 2 N; i< j: (2d)
Note that (2b) and (2c) are, respectively, generated by multiplying (1b) by xi and by
(1− xi) 8i 2 B, and that they imply the original constraints (1b) (as seen by summing
corresponding pairs of the latter inequalities). Aside from the nonnegativity restrictions,
RLT-1 has 2mn1 + 1:5n1(n1− 1)+3n1(n− n1) constraints, and it has n+0:5n1(n1− 1)
+n1(n−n1) variables. The following main result motivates the construction of a reduced
rst-level RLT relaxation. Henceforth, for the set of constraints (1b), for example, we
will refer to the particular inequality written for an index k 2 f1; : : : ; mg as (1b)k .
Similarly, (2b)ik and (2c)ik will refer to inequalities from the constraint sets (2b) and
(2c), respectively, corresponding to the identied indices i 2 B and k 2 f1; : : : ; mg, and
so on for other sets of constraints.
Theorem 1. Let RLT-1 be feasible; and dene RLT-10 as the formulation RLT-1 to
which the implied original constraints (1b) have been added. Then there exists a
dual optimal solution to RLT-10 such that for each k = 1; : : : ; m and i 2 B; the dual
variable associated with at least one of (2b)ik and (2c)ik is zero. Hence; deleting
such constraints from RLT-10 that have zero associated dual multipliers would yield
a reduced rst-level RLT relaxation that preserves the lower bounding objective value
of RLT-1:
Proof. Since RLT-10 is feasible and bounded, there exists both a primal and dual
optimal solution to this problem. Consider any such solution. Note that for each (i; k),
the sum of (1b)ik and (2c)ik yields (1b)k . Hence, at the given primal optimum, if (1b)k
is nonbinding for any k, then at least one of (2b)ik and (2c)ik for each i 2 B must
be nonbinding, and so, the result holds true. On the other hand, if (1b)k is binding
for any k, then considering any i 2 B, both the corresponding constraints (2b)ik and
(2c)ik must be binding. Let 1ik and 
2
ik denote the dual variables associated with the
constraints (2b)ik and (2c)ik , respectively, and suppose that 1ik6 
2
ik , where 
r
ik denotes
the given optimal dual value for rik for r = 1; 2. (The case of 
1
ik > 
2
ik is similar.) If
1ik = 0, then the result holds true in this case. Otherwise, if 
1
ik > 0, then consider the
alternative dual solution in which the dual variable (k , say) associated with constraint
(1b)k is increased from its current value of k to ^k = k + 1ik , while 
1
ik and 
2
ik are,
respectively, revised to the values ^1ik=0 and ^
2
ik= 
2
ik− 1ik . Note that ^k ; ^1ik and ^2ik are
all nonnegative, and since the corresponding constraints are active, the complementary
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slackness condition is satised. Moreover, since the weighted sum of inequalities
^k(1b)k + ^
1
ik(2b)ik + ^
2
ik(2c)ik = k(1b)k + 
1
ik(2b)ik + 
2
ik(2c)ik ; (3)
because of the fact that (1b)k  (2b)ik + (2c)ik , dual feasibility also continues to hold
for this revised dual solution. Hence, this revised dual solution is also optimal, and
moreover, ^1ik = 0. Continuing in this fashion, we can generate an alternative optimal
dual solution for which the result holds true, and this completes the proof.
Observe from the proof of Theorem 1 that an identical argument holds true with
respect to the bound-factor product constrants (2d). That is, if we retain the original
constraints 06x6e in RLT-1, then for each j 2 N; i 2 B; i< j, one of the pair of
constraints fwij>0; (xj −wij)>0g generated by multiplying xj>0 by xi and (1− xi),
respectively, and one of the pair of constraints fwij6xi; (xj−wij)6(1−xi)g generated
by multiplying xj61 by xi and (1 − xi), respectively, can be deleted while preserv-
ing the objective value of RLT-1. However, since these constraints are fundamental
to the linearization of the product term xixj via the substitution wij, and are moreover
sparse and specially structured, we will not consider such deletions in this paper, al-
though many of the results in the sequel permit it. Furthermore, while we focus on the
rst-level RLT in this paper, the result of Theorem 1 naturally carries over to the re-
laxation at any level d 2 f1; : : : ; n1g of the hierarchy dened in [16]. For the sake
of completeness, we state this extension below (the proof is identical to that of
Theorem 1).
Corollary 1. For the RLT relaxation at any level d 2 f1; : : : ; n1g; if the original
constraints are included in this relaxation; then there exists one constraint that can
be deleted from each of the m
( n1
d

sets of the RLT constraints generated by taking
factor products of order d involving each particular choice of d out of n1 variables;
such that the objective value of this reduced RLT representation equals that of the
level d relaxation.
Remark 1. Theorem 1 asserts that if we add the original m structural constraints to
RLT-1, then we can delete some mn1 constraints from (2b) and (2c), which correspond
to those having zero dual optimal multipliers in the resulting problem RLT-1, and yet
retain the same (lower bounding) objective value of RLT-1. Observe that although for
n1=1 this implies that the \reduced" problem is of the same size as that of RLT-1, this
special case aords strong insights into the RLT process, and is important because it can
be used as an inductive step in the construction of a hierarchy of relaxations leading
to the convex hull representation. Moreover, this case also arises in the context of
cutting plane generation strategies in which binariness is enforced on a single variable
at a time as in [4,5]. Hence, it is analyzed in some detail in the sequel. Of course, the
main issue here is to be able to a priori predict the zero dual variable constraints whose
existence is stipulated by Theorem 1. Toward this end, consider any k 2 f1; : : : ; mg
and i 2 B and let us multiply (1b)k with xi and with (1− xi) to produce the quadratic
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constraints given below.
akix2i − bkxi +
X
j 6=i
akjxixj>0; (5aik)
− akix2i + akixi + bkxi +
X
j 6=i
akj(1− xi)xj>bk : (5bik)
Note that in obtaining (2b)ik and (2c)ik from (5a)ik and (5b)ik, respectively, besides
substituting wij in place of xixj for i< j, we also set x2i = xi, a step that accounts for
tightening the resulting relaxation. Whenever aki > 0, since x2i6xi for 06xi61, we
weaken (5a)ik but strengthen (5b)ik by replacing x2i with xi, and vice versa whenever
aki < 0. This suggests that we should try retaining (2b)ik and deleting (2c)ik whenever
aki < 0, and likewise, retaining (2c)ik and deleting (2b)ik whenever aki > 0. (When
aki = 0, either constraint of this pair may be retained.)
Motivated by Theorem 1 and Remark 1, let us construct the following reduced RLT-1
problem by adding the original constraints to RLT-1, but appropriately deleting one of
each pair of constraints (2b)ik and (2c)ik ; 8i; k.
RRLT-1: Minimize ctx; (5a)
subject to
X
j
akjxj>bk 8k = 1; : : : ; m; (5b)
(aki − bk)xi +
X
j 6=i
akjw(ij)>0 8k = 1; : : : ; m;
i 2 B: aki60; (5c)
bkxi +
X
j 6=i
akj(xj − w(ij))>bk 8k = 1; : : : ; m;
i 2 B: aki > 0 (5d)
06wij6xi and 06(xj − wij)6(1− xi);
8i 2 B; j 2 N; i< j: (5e)
Henceforth, let us denote by v() the optimal objective value of any given problem
(). We now begin to investigate whether v(RRLT-1)=v(RLT-1). Furthermore, as men-
tioned above, for the case of n1 = 1, we know that RLT-1 yields the convex hull of
feasible solutions to MIP. In the light of Theorem 1, we are also interested in exploring
whether RRLT-1, or any other such reduced rst-level representation that retains one
constraint of each pair f(2b)ik ; (2c)ikg 8i; k, would preserve the convex hull property
as well.
To begin with, let us consider the simple case of a knapsack problem (m = 1)
having a single binary variable (jBj= n1 = 1). Let MIP(a), RLT-1(a), and RRLT-1(a),
respectively denote problems MIP, RLT-1 and RRLT-1 for this special case, assuming,
without loss of generality, that the constraint coecient a11 of the single binary variable
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x1 is positive (by complementing x1 if necessary). Hence, in particular, note that (5c)
is vaccuous in RRLT-1(a). The case of a11< 0 is similar, and a11 = 0 renders MIP as
a linear program. We then have the following result.
Theorem 2. Let MIP(a); RLT-1(a); and RRLT-1(a) be given by (1); (2); and (5);
respectively; for the special case of m = n1 = 1; with a11> 0. Then; the projected
region
XP(a) = fx: (x; w) is feasible to RRLT-1(a)g (6)
denes the convex hull of feasible solutions Xc(a) to MIP(a). In particular;
v (RLT-1(a)) = v(RRLT-1(a)).
Proof. We need to show that x1 is necessarily binary valued at all extreme point
solutions of XP(a). Hence, consider any linear objective function ctx that yields a
unique (extreme point) solution x = x to the problem
min fctx: x 2 XP(a)g  Problem(5): (7)
We need to show that x1 is necessarily binary valued. Let ( x; w) be a corresponding
complete optimum to Problem (5). If (5d) is binding at ( x; w), then writing (2b) as2
4 nX
j=1
a1jxj − b1
3
5−
2
4b1x1 + nX
j=2
a1j(xj − w1j)− b1
3
5>0;
we see from (5b) and (5d) that ( x; w) is feasible to (2), and since (5) is a relaxation
of (2), we have that ( x; w) solves problem (2). But by Sherali and Adams [16], we
know that fx : (x; w) is feasible to (2)g denes Xc(a). Since x is also a unique (part of
an) optimum to (2) (else RRLT-1(a) would then have an alternative optimal solution),
we have that x1 is binary valued.
Hence, let us now suppose that (5d) is nonbinding at the optimum ( x; w) to (5).
Therefore, ( x; w) solves the problem
minimize
8<
:ctx:
nX
j=1
a1jxj>b1;
06w1j6x1 and 06(xj−w1j)6(1−x1)8j>2
)
: (8)
The projection of this problem onto the x-space is simply given by
minimize
8<
:ctx:
nX
j=1
a1jxj>b1; 06x6e
9=
; : (9)
Consequently, we also have that x solves problem (9). Moreover, x must be the unique
optimum for (9), and hence also an extreme point solution, because otherwise, suppose
that x^ 6= x also solves (9). Picking w^1j = x^1x^j 8j>2, we have that (x^; w^) is feasible
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to (8), and so, (x^; w^) solves (8). But since (5d) is nonbinding at the optimum ( x; w)
to Problem (5), by examining strict convex combinations of ( x; w) and (x^; w^), we can
identify alternative x-solutions to Problem (5), a contradiction to the uniqueness of x.
Consequently, if x1 is nonbasic in (9) for the vertex x, then it is binary valued. On
the other hand, suppose that x1 is basic for the basic feasible solution x. Hence, all the
other variables are nonbasic, leading to xj = 0 or 1 8j>2. But then in (8), we obtain
w1j  x1 xj8j>2. This in turn means that by multiplying the structural inequality in
(9) by x1, we get using a11> 0 and x216 x1 that
b1 x16 a11 x21 +
nX
j=2
a1j x1 xj6a11 x1 +
nX
j=2
a1j w1j;
i:e:; (a11 − b1) x1 +
nX
j=2
a1j w1j>0;
or that ( x; w) is feasible to (2b), and therefore, is an optimum to Problem (2). As
before, by the uniqueness of x, this implies that x1 is binary valued. Hence, XP(a) =
Xc(a), and so it follows that v(RRLT-1(a))=v (RLT-1(a)). This completes the proof.
We now present an example to show that Theorem 2 is false when n1=1 and m> 1,
even if MIP has only m = 2 constraints and n = 2 variables. This leads to a further
study of the case n1 = 1 and m>2 in Section 3 below. The case of m= 1 but n1>2
is addressed subsequently in Section 4.
Example 1. Consider the following mixed-integer program MIP of the form (1):
Minimize − x1 + x2 (10a)
subject to x1 + 3x2>2; (10b)
− 4x1 − 4x2>− 5; (10c)
x1 binary; 06x261: (10d)
The reduced rst-level relaxation RRLT-1 dened in (5) is obtained as follows:
Minimize − x1 + x2 (11a)
subject to x1 + 3x2>2; (11b)
− 4x1 − 4x2>− 5; (11c)
3(x2 − w12)>2(1− x1); (11d)
x1 − 4w12>0; (11e)
w126x1; w126x2; w12>x1 + x2 − 1; w12>0: (11f)
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Note that (11d) and (11e) have been generated by multiplying (10b) and (10c) with
(1 − x1) and x1, respectively, based on the signs of the coecients on x1 in (10b)
and (10c).
The optimal solution to RRLT-1 is obtained as
(x1; x2; w12) = (0:8; 0:4; 0:2) of objective value − 0:4: (12)
However, if we also multiply (10b) with x1 as we would for RLT-1 dened in (2),
we get
3w12>x1 (13)
which together with (11e), implies that x160, and so from (11f), we get x1 = 0. This
is part of an optimal solution (x1; x2) = (0; 23 ) with objective value
2
3 to MIP or to
RLT-1.
3. Case of a single binary variable and multiple constraints
In this section, we provide some insights into the RLT process by focusing on the
special case of jBj  n1 = 1. Let MIP(b), RLT-1(b), and RRLT-1(b) be given by
(1), (2), and (5) as special cases of MIP, RLT-1, and RRLT-1, respectively, when
jBj  n1 = 1. Let X (b) denote the feasible region of MIP(b) and let X (b) denote the
region for its LP relaxation. Furthermore, dene two other particular reduced rst-level
relaxations as follows, obtained by including the original structural constraints along
with the associated RLT constraints generated by using only the factor x1 or (1− x1),
respectively.
RLT-1(x1): Minimize
(
ctx:
X
j
akjxj>bk 8k = 1; : : : ; m;
(ak1 − bk)x1 +
X
j 6=1
akjw1j>0 8k = 1; : : : ; m;
06w1j6x1 and 06(xj − w1j)6(1− x1);
8j = 2; : : : ; n
)
(14a)
RLT-1(1− x1): Minimize
(
ctx:
X
j
akjxj>bk8k = 1; : : : ; m;
bkx1 +
X
j 6=1
akj(xj − w1j)>bk 8k = 1; : : : ; m;
06w1j6x1 and 06(xj − w1j)6(1− x1);
8j = 2; : : : ; n
)
: (14b)
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Observe in Example 1 that we had x1 = 0 at optimality for MIP, and that if we had
constructed the reduced relaxation RLT-1(x1) using constraint products with the factor
x1 alone as in (14a), we would have obtained a relaxation having the same strength
as RLT-1(b). However, Example 2 below shows that each of the reduced relaxations
RRLT-1(b), RLT-1(x1), and RLT-1(1 − x1) could yield a value lesser than that of
RLT-1(b), even if all the constraint coecients of the binary variable x1 in MIP(b)
are of one sign (say nonnegative).
Example 2. Consider Problem MIP(b) as follows:
Minimize f3x1 + 5x2 : x1 + 4x2>3; 3x1 + 4x2>4; x1 binary; 06x261g: (15)
Let X (b) denote the feasible region in (15), and let X (b) denote its continuous
LP relaxation region. It is readily veried that the LP optimum is achieved at ( 12 ;
5
8 )
with an objective value of 4.625, while the MIP optimum is achieved at (0,1) with
an objective value of 5. The problems RLT-1(x1) and RLT-1(1− x1) (which coincides
with RRLT-1(b) in this case) are constructed below.
RLT-1(x1): Minimize f3x1 + 5x2: x 2 X (b); 2w12>x1; 4w12>x1; 06w126x1;
06(x2 − w12)6(1− x1)g: (16)
RLT-1(1− x1) or RRLT-1(b) :
Minimize f3x1 + 5x2: x 2 X (b); 4(x2 − w12)>3(1− x1); (x2 − w12)>(1− x1);
06w126x1; 06(x2 − w12)6(1− x1)g: (17)
The projection of the feasible regions of both RLT-1(x1) and RLT-1(1− x1) onto the
x-space is simply X (b), yielding an optimum (x1= 12 ; x2=
5
8 ;
1
46w126
1
2 ) for the former
problem, and (x1 = 12 ; x2 =
5
8 ; w12 =
1
8) for the latter problem. Hence, both formulations
yield simply the linear programming lower bounding solution for MIP(b). However,
taken together, using 2w12>x1 from (16) along with (x2−w12)>(1−x1) from (17), we
obtain x1=26w126x1+x2−1, which implies the constraint x1+2x2>2. This constructs
the required facet for conv(X (b)), thereby enabling RLT-1 to produce the convex hull
representation.
We now investigate the question whether there exists a reduced relaxation of the type
prescribed by Theorem 1 for the present case of n1 = 1 that would achieve v(RLT-1)
for all objective functions, and thereby produce conv(X (b)). Theorem 2 has previously
established that this is true for the special case of m=1. However, as we show below,
this is false for m>2.
To construct an example to illustrate this feature, and to aord a key insight, consider
the following result which is a more detailed dissection of Theorem 1 for the present
special case of n1 = 1. This result addresses a reduced relaxation RRLT-1(b) which
is constructed as follows. Given MIP(b), dene LP(1) and LP(0) to be the respective
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linear programs obtained by xing x1 = 1 and 0 in MIP(b), stated as follows:
LP(1): LP(0):
Minimize c1 +
X
j 6=1
cjxj Minimize
X
j 6=1
cjxj (18a)
subject to
X
j 6=1
akjxj>bk − ak1 8k; subject to
X
j 6=1
akjxj>bk 8k; (18b)
06xj61; 8j = 2; : : : ; n; 06xj61; 8j = 2; : : : ; n: (18c)
Let k and k be the respective optimal dual multipliers associated with the structural
constraints (18b)k ; 8k; in LP(1) and LP(0) (assumed to exist). Dene
K = fk 2 M : k>kg and K =M − K; where M  f1; : : : ; mg: (19)
The reduced rst-level RLT relaxation RRLT-1(b) addressed in Theorem 3 below is
dened as follows:
RRLT-1(b): Minimize
(
ctx:
X
j
akjxj>bk 8k = 1; : : : ; m;
(ak1 − bk)x1 +
X
j 6=1
akjw1j>0 8k 2 K;
bkx1 +
X
j 6=1
akj(xj − w1j)>bk 8k 2 K
06w1j6x1 and 06(xj − w1j)6(1− x1)
8j = 2; : : : ; n
)
: (20)
Theorem 3. v(RRLT-1(b)) = v(RLT-1(b)).
Proof. Suppose without loss of generality that x1 = 0 at optimality in MIP(b) (the
case of x1 = 1 is symmetric). Consider Problem RLT-1(b) dened by (2) for the case
jBj  n1 = 1, and let us use the transformation zj = xj − w1j 8j = 2; : : : ; n, i.e., write
xj = w1j + zj 8j = 2; : : : ; n, to equivalently obtain
RLT-1(b): Minimize c1x1 +
X
j 6=1
cjw1j +
X
j 6=1
cjzj (21a)
subject to (ak1 − bk)x1 +
X
j 6=1
akjw1j>0 8k; (21b)
bkx1 +
X
j 6=1
akjzj>bk 8k; (21c)
06w1j6x1 8j = 2; : : : ; n; (21d)
258 H.D. Sherali et al. / Discrete Applied Mathematics 101 (2000) 247{267
06zj6(1− x1) 8j = 2; : : : ; n; (21e)
06x161; (21f)
where we have added the redundant constraints (21f) for convenience. Since RLT-1(b)
produces conv(X (b)), and x1 = 0 solves MIP(b), we have that a (primal) optimum for
(21) is given by
x1 = 0; w

1j = 0 and z

j = x

j 8j = 2; : : : ; n;
where (x2 ; : : : ; x

n) solves LP(0) dened in (18): (22)
Next, let us construct a complementary dual feasible solution for Problem (21). Dene
k and k as above 8k, and let (1j; 1j) and (2j; 2j) be the optimal dual variable
values associated with the pair of inequalities in (18c)j; j>2, for LP(1) and LP(0),
respectively. Since x1 =0 is optimal for MIP(b), by the denition of LP(1) and LP(0),
we must have by duality in (18) that c1 +
P
k(bk − ak1)k −
P
j 6=1 1j >
P
k bkk
−Pj 6=1 2j. Dening 0 as the slack in this inequality, we have
0  c1 +
X
k
(bk − ak1)k −
X
j 6=1
1j −
X
k
bkk +
X
j 6=1
2j>0: (23)
Consider the following dual solution for Problem (21):
f(k8k); (k8k); (1j and 1j8j); (2j and 2j8j); (0 and 0)g
associated with f21b; c; d; e; fg; respectively: (24)
Note that dual feasibility of solution (24) with respect to the columns of w1j and zj 8j
in (21) holds true via the dual feasibility conditions in (18) for the two cases of LP(1)
and LP(0), respectively. Furthermore, by (23), dual feasibility of solution (24) holds
true with respect to the column of x1 in (21) as well. Finally, complementary slackness
holds true for the primal and dual solutions (22) and (24) with respect to constraints
(21b) and (21d) since all these constraints are binding at the primal solution (22), with
respect to (21c) and (21e) by virtue of the complementary slackness relationships at
optimality for LP(0) in (18) noting that zj = x

j 8j = 2; : : : ; n and x1 = 0 in (22), and
with respect to (21f) since x1 = 0 and because the dual variable in (24) associated
with the inequality x1  1 has been selected to be equal to 0. Hence, (22) and (24)
are primal and dual optimal solutions, respectively, for RLT-1(b) dened in (21).
Now, let us augment RLT-1(b) given by (21) with the original constraints
ak1x1 +
X
j 6=1
akj(w1j + zj)>bk 8k (25)
and denote k 8k as the dual variables associated with (25). Note that k = 0 8k
along with f(k 8k); (k 8k); (1j and 1j 8j); (2j and 2j 8j); (0 and 0)g denes an
optimal dual solution to this augmented problem. We will now derive an alternative
optimal dual solution that has dual variables 0k ; 
0
k , and 
0
k8k, associated with the
respective constraints (25), (21b), and (21c), such that 0k=0 for k 2 K and 0k=0 for
k 2 K , hence establishing the desired result, similar to the argument in the proof of
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Theorem 1. Toward this end, consider any k 2 K . If k=0, let 0k=k , 0k=k  0, and
0k = 0. Else, we have from (19) that k>k > 0 which means that both (21b)k and
(21c)k are binding, and therefore, so is (25)k since (25)k =(21b)k +(21c)k . If we now
dene 0k = 0; 
0
k = (k − k)>0, and 0k = k , we obtain
(25)k0k + (21b)k
0
k + (21c)k
0
k = (21b)kk + (21c)kk (26)
and therefore, dual feasibility and complementary slackness continue to hold with re-
spect to this revised dual solution. Similarly, for the case k 2 K , if k = 0, we dene
0k = 0; 
0
k = k  0, and 0k = k . On the other hand, if k > 0, so that k >k > 0
by (19), we have that (21b)k , (21c)k and (25)k , are all binding at optimality, and by
dening 0k=k ; 
0
k=0, and 
0
k=k−k > 0, we get (26) holding true again. This means
that by dening RRLT-1 as in (20), having constraints (25), (21b)k for k 2 K , (21c)k
for k 2 K , along with (21d){(21f), (where (21f) is redundant) written upon using the
inverse transformation zj = xj −w1j 8j>2, we would obtain v(RRLT-1) = v(RLT-1).
This completes the proof.
Corollary 2. Consider Problem MIP(b) and suppose that (integer) feasibility implies
that x1=0 (alternatively; x1=1). Then conv(X (b)) is generated by the partial rst-level
relaxation RLT-1(x1) (alternatively; RLT-1(1− x1)).
Proof. Consider the case where integer feasibility in MIP(b) implies that x1 = 0 (the
case for x1 = 1 is similar). To show that RLT-1(x1) produces conv(X (b)), we need to
show that for any objective vector c, the relaxation RLT-1(x1) yields x1 = 0 at an LP
optimum. From (14a), RLT-1(x1) is equivalent to the following problem, where X (b)
is the LP relaxation of X (b).
Minimize
x2X (b)
8<
:ctx +minimumw
8<
:0 :
X
j 6=1
akjw1j>(bk − ak1)x18k; 06w1j6x1;
8j>2 x1 + xj − 16w1j6xj8j>2
9=
;
9=
; : (27)
Observe that if x1=0, the inner minimization problem in (27) yields a value of 0, while
if 0<x161, this problem is infeasible because the infeasibility of MIP(b) with x1 =1
implies that there exists no solution to
P
j 6=1 akjxj>(bk−ak1) 8k; 06xj61 8j>2, and
hence, there exists no solution to
P
j 6=1 akjw1j>(bk − ak1)x1 8k; 06w1j6x1 8j>2 for
any 0<x161. Therefore, x1 = 0 at a continuous optimum in (27), and this completes
the proof.
Remark 2. Observe that by Theorem 3, whenever K 6= ; and K 6= ;, we would need
a mix of constraints from sets (2b) and (2c) in order to compose a reduced relaxation
RRLT-1(b) as in (20), for which the objective value would be the same as that for
RLT-1(b). This occurred in Example 2 for which it turns out that K=f1g and K=f2g,
while for Example 1, we have K = f1; 2g and K = ; (with the constraints indexed in
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Fig. 1. Projected regions for Example 3.
the order shown in (10), (15)), thereby leading to the consequent results. In light of
this, in order to show that there might not exist a reduced relaxation RRLT-1(b) that
produces conv(X (b)), although by Theorem 1 there always exists one that will produce
the same objective value as RLT-1(b) or MIP(b), we need to construct a problem for
which there exists a constraint k for which k <k in a dual solution to (18) for
some objective vector c = cI, while k >k for some other objective vector c = cII.
Moreover, by Corollary 2, the problem must be feasible when x1 is either 0 or 1, or
else conv(X (b)) would be producable via a reduced relaxation. The following example
provides such an instance.
Example 3. Consider the feasible region of an instance of MIP(b) dened as follows:
X (b) = f(x1; x2; x3) : 2x2 − 2x3>− 1; (28a)
− 54x1 + 6x2 − 3x3>− 2; (28b)
− 8x2 + 8x3>3; (28c)
− 32x1 − 8x2 − 8x3>− 13; (28d)
x1 binary; 06x261; 06x361g: (28e)
The feasible regions of LP(0) and LP(1) (for the cases x1 = 0 and 1, respectively, in
(28)) are depicted (shaded) in Fig. 1.
As per the instruction of Remark 2, note that in (18), when
c2
c3

=

cI2
cI3



3
−1

;
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we obtain 1 = 0 for LP(1) at the primal optimum
x2
x3

=
 
1
8
1
2
!
and 1> 0 for LP(0) at the primal optimum
x2
x3

=

0
1
2

;
and when
c2
c3

=

cII2
cII3


 −4
−13

;
we obtain 1> 0 for LP(1) at the primal optimum
x2
x3

=
 15
32
31
32

and 1 = 0 for LP(0) at the primal optimum
x2
x3

=
 5
8
1

:
Now, let us construct RLT0-1(b) precisely as RLT-1(b), except that for the rst con-
straint (28a), we generate the RLT inequality by multiplying with only x1 while retain-
ing the original constraint. Likewise, let us construct RLT00-1(b) similar to RLT0-1(b),
but this time, let us use the bound factor (1− x1) to multiply the rst constraint (28a)
in lieu of using x1. We show that even with this slight deviation from RLT-1(b) of
missing one or the other bound factor product with respect to a single constraint, re-
sults in a loss of the convex hull representation. This is established by exhibiting that
both RLT0-1(b) and RLT00-1(b) have vertices that yield fractional values of x1.
Case i (RLT0-1(b) does not produce conv(X (b))): Consider the objective function to
minimize − 12x1 +3x2−x3, subject to the constraints of RLT0-1(b). An optimal solution
is obtained as (x1; x2; x3)=(47 ;
1
14 ;
4
7 ) having an objective function value of − 914=−0:643.
However, the solution to MIP(b) corresponding to this objective function is given by
(x1; x2; x3) = (1; 18 ;
1
2 ) of objective value −0:625.
Case ii (RLT00-1(b) does not produce conv(X (b))): Consider the objective function
to minimize −x1 − 4x2 − 13x3, subject to the constraints of RLT00-1(b). An optimal
solution is obtained as (x1; x2; x3) = (23 ;
1
2 ; 1) having an objective function value of
−15:67. However, the solution to MIP(b) for this case is given by (x1; x2; x3)=(0; 58 ; 1),
having an objective value of −15:5.
4. Case of multiple binary variables and a single constraint
We now turn our attention to mixed-integer 0{1 knapsack problems MIP(c) of the
form (1) with m  1. Assume without loss of generality (by complementing or elim-
inating variables as necessary) that a1i > 0 8i 2 N . We also assume that b1> 0, or
262 H.D. Sherali et al. / Discrete Applied Mathematics 101 (2000) 247{267
else the problem is trivial, and that a1i6b1 8i 2 B, or else we can equivalently reduce
a1i to b1, and furthermore, that
P
j 6=i a1j>b1 8i 2 B, or else we can reduce the prob-
lem by setting xi = 1. Throughout this section, we assume that MIP(c) satises these
assumptions. For this problem MIP(c), dene RLT-1(c) as in (2) (using m= 1), and
similarly, dene RRLT-1(c) as in (5), noting that (5c) is vacuous in this case. Now,
when jBj  n1 = 1, we have by Theorem 2 that v(RRLT-1(c)) = v(RLT-1(c)), and
in fact, that RRLT-1(c) produces the convex hull representation. The following result
species certain additional conditions under which v(RRLT-1(c))= v(RLT-1(c)) holds
true, and its proof leads to a counter-example for this statement in general.
Theorem 4. Let MIP(c) be dened as above under the stated assumptions that
0<a1i6b1 8i 2 B; a1i > 0 8i 2 C; and
P
j 6=i a1j>b1 8i 2 B. Dene RLT-1(c) and
RRLT-1(c) as in (2) and (5); respectively; corresponding to MIP(c). Then
v(RRLT-1(c))=v(RLT-1(c)) under either of the following conditions: (a) a1i=b1 8i 2
B; or (b) n= 2.
Proof. First consider the case a1i = b1 8i 2 B. Note that the constraints of RLT-1(c)
that are omitted from RRLT-1(c) are the ones corresponding to multiplying (1b) for
k = m  1 with the bound-factors xi 8i 2 B, and are given as follows:
(a1i − b1)xi +
X
j 6=i
a1jw(ij)>0 8i 2 B: (29)
Hence, under the stated condition, restrictions (29) are implied by (x; w)>0, and so
we have that v(RRLT-1(c)) = v(RLT-1(c)).
Next, if n = 2 under Case (b), then if n1 = 1 the result holds true by Theorem 2,
while if n1 = n = 2, the assumptions a1i6b1 and
P
j 6=i a1j>b1 8i 2 B on the data of
MIP(b) assert that a1 = a2 = b, and so from Case (a) above, the result again holds
true. This completes the proof.
This motivates the following counterexample to the veracity of Theorem 4 in general.
Example 4. Consider the 0{1 knapsack problem
minimize f3x1 + 4x2 + x3: 4x1 + 4x2 + 6x3>7; x binaryg: (30)
The solution to (30) is given by (x1; x2; x3)=(1; 0; 1) with objective value 4, while that
to its LP relaxation is ( 14 ; 0; 1) with objective value 1.75. Problem RRLT-1(c) given
by (5) obtains (x1; x2; x3) = (0:2; 0:2; 0:9) as (part of) an optimal solution, yielding
v(RRLT-1(c)) = 2:3. On the other hand, RLT-1(c) yields (x1; x2; x3) = (0:2; 0:2; 0:914)
as (part of) an optimal solution with v(RLT-1(c)) = 2:314>v(RRLT-1(c)). In order
to attain v(RLT-1(c)) via the use of only one bound-factor xi or (1−xi) applied to the
knapsack constraint for each i = 1; 2; 3, which Theorem 1 asserts should be possible,
we need to use the bound-factors (1− x1); (1− x2), and x3.
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We conclude this section by providing an insightful result on the structure of
RRLT-1(c) for knapsack problems.
Theorem 5. Consider Problem MIP(c) under the stated assumptions as above; and
dene
Xi = conv
8<
:x:
nX
j=1
a1jxj>b1; 06x6e; xi binary
9=
; 8i 2 B: (31)
Then; we have that
XP(c)  fx: (x; w) is feasible to RRLT-1(c)g=
\
i2B
Xi; (32)
where XP(c) is the projection of the feasible region of RRLT-1(c) onto the x-space.
Proof. By Theorem 2, since for any i 2 B, by considering only xi as binary and
constructing RRLT-1 dened by (5) would produce a feasible region whose projection
onto the x-space is given by Xi of Eq. (31), we have that
\
i2B
Xi 
8<
:x:
nX
j=1
a1jxj>b1 (33a)
b1xi +
X
j 6=i
a1j(xj − wij)>b1 8i 2 B; (33b)
06wij6xi and 06(xj − wij)6(1− xi);
8j 2 N; j 6= i; for each i 2 B
9=
; ; (33c)
where wij is not equated to wji for i 6= j; i; j 2 B. Note that for RRLT-1(c), the set
XP(c) dened in Theorem 5 is given by
XP(c) = fx: (x; w) satises (33); and wij = wji 8i 6= j; i; j 2 Bg: (34)
Hence, we clearly have XP(c)
T
i2B Xi. To show the converse, let ( x; w) be feasible
to (33). We need to show that there exists a w^ satisfying w^ij = w^ji 8i; j 2 B; i 6= j,
such that ( x; w^) is feasible to (33), so that then by (34), we would have x 2 XP(c),
thereby establishing the required result. Toward this end, dene
w^ij =minimumf wij; wjig 8i; j 2 B; i 6= j; and w^ij  wij 8i 2 B; j 2 N − B: (35)
Since 06w^ij6 wij 8(i; j) and a1j > 0 8j 2 N , (33b) and the rst three inequalities in
(33c) are clearly satised. Moreover, since for each i; j 2 B; i 6= j, we have from (33c)
that wij> xi + xj − 1 as well as wji> xj + xi− 1, this means that w^ij = w^ji> xi + xj − 1.
Hence, ( x; w^) is feasible to (33) and this completes the proof.
Observe that Theorem 5 and Example 4 jointly indicate that the projected x-space fea-
sible region of RLT-1(c) can be a strict subset of
T
i2B Xi, even for knapsack problems.
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Table 1
Computational evaluation on random problems
Problem v(MIP) % gap % gap for % gap for cpu time for RRLT− 1
cpu time for RLT− 1
% Prediction
in LP v(RLT-1) v(RRLT-1) accuracy
bound of RRLT-1
1 −12:2 10.7 0.8 4.1 0.55 86.2
2 99.4 97.7 0 50.9 0.68 73.5
3 153 19 0 0 0.21 87.7
4 −33:5 161.8 0 0 0.28 85.5
5 −184 14.7 0 0 0.43 82.8
6 −104 22.1 0 0 0.51 83.7
7 540 7.6 0 0 0.46 77.5
8 −184 14.7 0 0 0.44 82.8
9 −272 28.3 16.2 20.6 0.63 86.8
10 −9:65 54.7 33.7 43.5 0.70 86.2
In other words, if we construct a rst-level RLT relaxation for an MIP of the form (1)
using only the bound-factors xi and (1− xi) for some i 2 B, we know that we produce
the convex hull representation Xi = convfx : x is feasible to the continuous relaxation
of MIP; but with xi binaryg. However, by using factors xi and (1− xi) 8i 2 B as we
do for RLT-1, because of the additional restrictions that enforce wij = wji 8i 6= j, the
resulting region for RLT-1 can be strictly tighter than
T
i2B Xi.
5. Computational results
To provide some empirical evidence on the relative tightness of the RLT relaxations
RLT-1 and RRLT-1, and to assess the capability of RRLT-1 to predict which of each
pair of constraints as identied by Theorem 1 should be included in order to retain the
lower bound v(RLT-1), we performed the following experiments. We rst generated
10 random mixed-integer problems of type (1), having 25 dense constraints and 25
variables (13 of which were restricted to be binary valued). The generated problems
were selected on the basis of exhibiting a signicant gap between the MIP and the lower
bounding linear programming solutions. For each such problem, we solved RLT-1 and
RRLT-1. Next, the same computations were performed on 10 problems selected from
MIPLIB, a standard test-bed of mixed-integer programs. Bixby et al. [8] give details
on the origins and applications of these problems.
Tables 1 and 2 present the percentage gaps produced by these two relaxations and the
ratio of the cpu time taken by CPLEX 6.0 to solve the mixed-integer programs resulting
from RRLT-1 versus those resulting from RLT-1 on a SUN Ultra-1 workstation. Also
shown is the percentage number of times the constraint selected by RRLT-1 of each
pair f(2b)ik ; (2c)ikg in RLT-1 turns out to have the larger associated dual variable in
the solution RLT-1, and which by (the proof of) Theorem 1, would then have been
the correct constraint to select in order to retain the value v(RLT-1). This is labeled as
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Table 2
Computational evaluation on MIPLIB problems
Problem v(MIP) % gap % gap for % gap for cpu time for RRLT− 1
cpu time for RLT− 1
% Prediction
in LP v(RLT-1) v(RRLT-1) accuracy
bound of RRLT-1
bm23 34 39.5 31.1 32.7 0.37 87.2
misc01 563.5 89.9 40.4 41.0 0.27 91.9
misc02 1690 40.2 0 0 0.72 88.8
mod013 280.95 8.87 6.47 7.32 0.29 90.6
p0033 3089 18.4 16.6 17.2 0.34 84.3
p0040 62027 0.37 0.27 0.27 0.43 71.7
pipex 788.3 1.84 1.75 1.75 0.36 92.6
sample2 375 34.1 21.6 25.1 1.19 86.7
sentoy −7772 0.0087 0.0062 0.0085 0.45 86.7
stein15 9 22.2 22.2 22.2 0.69 98.1
\% Prediction Accuracy of RRLT-1" in Table 1. (Of course, we could possibly obtain
v(RLT-1)= v(RRLT-1) while selecting other than this \correct" constraint of each pair
due to alternative optimal dual solutions to RLT-1.) Note that at on average, RRLT-1
consumed only 50.0% of the cpu time taken by RLT-1, and yielded a % prediction
accuracy of 85.6%. The relative tightness of the relaxation RRLT-1 appears also to be
fairly good in comparison with that for RLT-1, and substantially better than the gap
produced by the LP relaxation. These preliminary results indicate some promise for the
further exploration of the partial rst-level relaxation RRLT-1 in solving mixed-integer
0{1 problems.
6. Summary and conclusions
In several studies on various mixed-integer 0{1 programming problems, the rst-level
RLT relaxation (RLT-1) of Sherali and Adams [15,16] has served to provide a strong
computational device, even when applied by considering only a single selected variable
at any stage of the algorithm to be binary valued as in Balas [4]. We have shown
in this paper that there exists a reduced relaxation of RLT-1 that uses the original
constraints along with only one of each pair of RLT constraints generated via the
structural restrictions of the problem which will yield the same lower bounding value
as RLT-1. By examining the nature in which the RLT construction process provides
a tightening of the relaxation through the substitution x2i = xi for each binary variable
i 2 B, we proposed an a priori prediction of such a reduced relaxation RRLT-1 and
demonstrated that for knapsack (m = 1) mixed-integer 0{1 problems having jBj = 1,
we indeed obtain v(RRLT-1) = v(RLT-1), with RRLT-1 constructing the convex hull
representation. However, with jBj = 1 and m>2, we showed that this was no longer
true, even if the column of the binary variable is of one sign, or if we use bound-factors
based on the optimal value of the binary variable to generate the partial rst-level
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relaxation. An insightful result provided a more detailed viewpoint into the feature that
makes a reduced relaxation preserve v(RLT-1) for this case, and led to demonstrating
that while we can always construct a reduced rst-level relaxation that will preserve
the objective value of RLT-1, there exist instances for which no such relaxation would
generate the convex hull representation and hence, preserve this value uniformly for
all objective functions.
For the case of knapsack problems (m=1) having multiple binary variables (jBj>2),
we provided some special conditions under which v(RRLT-1)= v(RLT-1), but showed
that this is not true in general. An insightful result in this case demonstrated that the
projected feasible region of RRLT-1 is precisely given by the intersection of the partial
convex hulls obtained by enforcing variables to be binary one at a time, while RLT-1
can possibly construct a strictly tighter relaxation. Nonetheless, in some preliminary
computational results using problems having multiple binary variables and multiple
constraints, we have shown that RRLT-1 provides a competitive relaxation with re-
spect to RLT-1, and performs quite well in predicting a reduced relaxation that would
preserve the bound v(RLT-1).
Motivated by this work, we intend to develop and test an algorithmic procedure for
solving mixed-integer 0{1 programming problems based on the use of partial rst-level
relaxations. The proposed reduced relaxation RRLT-1, or some other such reduced re-
laxation that is either constructed a priori or is generated dynamically within a La-
grangian relaxation approach, could be used for this purpose (see [6,19] for example).
These relaxations could also be used to generate cutting planes to augment the orig-
inal formulation in the same dimensional space. We will explore such strategies in a
following study and results will be forthcoming.
7. For further reading
The following references are also of interest to the reader [7,9,11]
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