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Abstract
We generalize Wagoner’s representation of the automorphism group of
a two-sided subshifts of finite type as the fundamental group of a certain
CW-complex to groupoids having a certain refinement structure. This
significantly streamlines the original proof and allows us to extend this
construction to, e.g., the automorphism group of subshifts of finite type
over arbitrary finitely generated groups and the automorphism group of
G-SFTs.
1 Introduction
The classification of two-sided subshifts of finite type up to topological conjugacy
is a fundamental open problem in symbolic dynamics. The basic starting point
for this is Williams seminal paper [Wil73] where he showed that every topological
conjugacy between edge shifts can be decomposed into a series of state-splittings
and -amalgamations. This allows for a algebraic formulation of topological
conjugacy in the form of strong shift equivalence of the matrices defining the
subshifts. Every conjugacy can be represented as a series of elementary strong
shift equivalences. This decomposition however is non-unique.
In a series of papers [Wag87], [Wag90c], [Wag90a], [Wag90b] Wagoner intro-
duced certain CW-complexes (more precisely geometric realizations of simplicial
complexes) to deal with this ambiguity. One of these complexes is the complex
of strong shift equivalences between {0, 1}-matrices. Every edge path in this
complex corresponds to a sequence of elementary strong shift equivalences and
two such paths are homotopic iff they define the same conjugacy. The automor-
phism group of a subshift of finite type can thus be recovered as the fundamental
group of this complex. This can be used to construct homomorphism from this
automorphism group into simpler groups. There are two main ways to do this.
By allowing a large set of matrices or gluing in more triangles one can embed
the complex in a larger one, thus getting a homomorphism from one fundamen-
tal group to the other. This is used for example in [Wag90a] to construct the
dimension group representation in that way.
One can also define the homomorphism on elementary strong shift equiva-
lences based on the matrices describing them. Checking well-definedness then
has to be done only along the boundary of the triangles in the complex. This was
done for the sign-gyration-compatibility-condition homomorphism in [KRW92]
The development culminated in the celebrated paper [KR99] by Kim and
Roush showing that shift equivalence does not imply strong shift equivalence.
While there are multiple expositions (for example [Boy02], [BW04] and [Wag99])
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of this result they all take the construction of the complexes as a black box
([Wag99] gives the most details).
Wagoners investigation actually started with another, similarly defined com-
plex, which he called the space of Markov partitions. We use the fact that (or-
dered) Markov partitions in this context correspond to conjugacies to topological
Markov shifts to give a new and simplified definition of this space.
This has two advantages. First of all it significantly shortens many of the
proofs. Additionally this construction makes sense for any groupoid with a gen-
erating set of morphisms. The complex corresponding to the complex of strong
shift equivalences can then be interpreted as the nerve of the groupoid with re-
spect to the generating set. This abstraction neatly isolates the assumptions we
need on the groupoid. We can also apply this abstract result to other situations
in symbolic dynamics and obtain an analogous complex capturing conjugacies
between subshift of finite type over finitely generated groups and G-SFTs.
The paper is structured as follows. We start in Section 2 by giving an ex-
position of the construction in the classical case of two-sided subshifts of finite
type. There are no proofs in this section but references to the corresponding
abstract versions of the results in the later sections. Next we give a detailed
description of the construction for arbitrary groupoids in Section 3 and intro-
duce a certain refinement structure which allows us to analyze the topological
structure of our complex. In Section 4 we show that we can construct such a
structure for Markov shifts over finitely generated groups. The complex of ele-
mentary strong shift equivalences is finally constructed in Section 5 and there
we show that it is isomorphic to the complex constructed earlier. In Section 6
we construct an analogous complex for G-SFTs. The next section Section 7
answers a question of Boyle and Wagoner about the SSE complex with possibly
degenerate matrices. Finally we show in Section 8 that under certain additional
restrictions the analogue to the space of Markov partitions we constructed is
non only simply connected but even contractible. For this we use a certain de-
composition of the simplex going back to Freudenthal which we cover in more
detail in Appendix A.
2 Strong shift equivalence
Before we paint the picture in the abstract setting, we sketch the way ahead
in the familiar setting of two-sided subshifts of finite time. Let A be a square
{0, 1}-matrix of size n × n. We say that A in non-degenerate if A has no zero
columns or rows. We say that two such matrices A and B are elementarily strong
shift equivalent if there are non-degenerate {0, 1}-matrices R,S with A = RS
and B = SR. The matrices A and B are strong shift equivalent if there is a
chain of non-degenerate square matrices A = C1, C2, . . . , Cn = B such that Cℓ
is elementarily strong shift equivalent to Cℓ+1 for all ℓ ∈ {1, . . . , n− 1}.
Every non-degenerate square matrix defines a directed graph GA with vertex
set {1, . . . , n} and edge set {(i, j) ∈ {1, . . . , n}2 |Aij = 1}. The set of bi-infinite
paths in this graph is called the vertex shift associated to A and is denoted by
XA. Such shift spaces are also called topological Markov shifts. More precisely,
we have
XA = {x ∈ {1, . . . , n}
Z | Axℓ,xℓ+1 = 1 for all ℓ ∈ Z}.
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Endowing {1, . . . , n} with the discrete topology and {1, . . . , n}Z with the prod-
uct topology turns this into a metrizable, compact, totally disconnected space.
The left shift σ defined by σ(x)ℓ = xℓ+1 acts continuously on it.
Two such vertex shifts XA and XB are topologically conjugate to each other
if there is a homeomorphism between them which commutes with the shift. To
every elementary strong shift equivalence given by matrices R ∈ {0, 1}m×n and
S ∈ {0, 1}n×m between A and B one can associate a map ϕR,S : XA → XB
by the condition that ϕR,S(x)i is the unique element a of {1, . . . , n} such that
Rxi,aSa,xi+1 = Axi,xi+1 = 1. This map clearly commutes with the shift and also
turns out to be a homeomorphism (see Theorem 5.1). We call such a conjugacy
an elementary conjugacy.
We will show that a conjugacy ϕ is elementary if and only if the value of
ϕ(x)i only depends on xi and xi+1 and the value of ϕ
−1(y)i only depends on
yi and yi−1 (see Theorem 5.2 and 5.1). This characterization should be well-
known but the author couldn’t find it precisely in the literature. However,
it can be derived from statements about Markov partitions in [Wag99] or the
characterization of elementary conjugacies as the composition of a out-splitting
and an in-amalgamation, see [LM95, Proposition 7.2.11]
Williams showed that every conjugacy can be represented as a series of
elementary conjugacies and their inverses. Hence XA and XB are conjugate
whenever A and B are strongly shift equivalent.
This representation however is non-unique. In order to cope with this, we
define a CW-complex of elementary conjugacies as follows. We start with iso-
lated points corresponding to vertex shifts defined by non-degenerate square
matrices as above. For every elementary conjugacy between vertex shifts XA
and XB we add a line segment. Notice that there might be multiple such line
segments between XA and XB. Furthermore for some line segments the start
and end point might coincide, i.e. there will be loops. For example the identity
map determines a loop at very vertex. Finally we glue a disk into every triangle
of the form
XB
XA XC
ϕ2ϕ1
ϕ3
.
where ϕ1, ϕ2 and ϕ3 are elementary conjugacies, whenever the triangle com-
mutes. Later we will also clue in higher dimensional simplices, but in this
section we are only interested in the fundamental group of this space so this
does not matter.
This construction resembles the construction of a nerve of a category (see
for example [Seg68], a reference that is general enough to cover our case is
[Koz08, Definition 15.5]), but notice that the elementary conjugacies are not
closed under composition. Now every homotopy class of paths between XA and
XB has a representative that is a concatenation of m line segments which we
glued in and each of these line segments corresponds to an elementary conjugacy
ϕi and a sign εi depending on the direction we pass through that segment. Then
the concatenation ϕεnn ◦ · · · ◦ ϕ
ε1
1 is a well defined conjugacy. The result of this
concatenation only depends on the homotopy class of the path. Thus we get a
homomorphism from the fundamental group of our complex based at XA to the
automorphism group of XA.
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Williams result from above tells us that this homomorphism is surjective
and Wagoner showed that it is injective.
To do so, Wagoner considered the space of Markov partitions. A Markov
partition of a spaceX with a homeomorphism f : X → X here means a partition
of X into finitely many clopen sets U = {Ui | i ∈ {1, . . . , n}} such that for every
two-sided sequence (xn)n∈Z ∈ {1, . . . , n}Z with
Uxi ∩ f
−1(Uxi+1) 6= ∅
there is a unique element in the intersection
⋂
n∈Z f
−n(Uxn). Every partition U
of X into clopen sets gives rise to
(a) a matrix AU ∈ {0, 1}n×n defined by Ai,j = 1 iff Ui ∩ f−1(Uj) 6= ∅, and
(b) to a continuous map from X to the vertex shift XAU which maps the point
x to the sequence of partition elements that x traverses, i.e. x 7→ (yk)k∈Z
such that fk(x) ∈ Uyk for all k ∈ Z.
A partition U is a Markov partition iff this induced map is a conjugacy. On
the other hand every conjugacy ϕ : XA → XB with B ∈ {0, 1}m×m induces a
Markov partition U of XA via U = {ϕ−1([k]0) | k ∈ {1, . . . , n}} where [k]0 :=
{x ∈ XB | x0 = k}. Thus there is a bijection between Markov partitions of a
vertex shift XA and conjugacies from XA to other vertex shifts.
Hence we define the space of ordered Markov partitions of XA as follows.
We again build up our space from vertices, edges and triangles. The vertices
are conjugacies XA → XB for some vertex shift XB. We add an edge from
ϕ1 : XA → XB to ϕ2 : XA → XC whenever ϕ2 ◦ ϕ
−1
1 : XB → XC is an
elementary conjugacy. In this space we can have at most two edges between
vertices and we have precisely one loop at every vertex as the idendity is an
elementary conjugacy. This space of Markov partitions is a covering space of the
connected component of XA in the space we constructed earlier (Theorem 3.7).
We will show that this space of Markov partitions is simply connected (The-
orem 3.7 and Lemma 4.2, in the later version we also glue in higher simplices
and this will make the space even contractible, see Section 8). This implies
that two paths in the complex of elementary conjugacies are homotopic iff the
corresponding conjugacies are the same, see Theorem 3.4.
Finally we define yet another complex SSE(A, {0, 1}) whose vertices are non-
degenerate square {0, 1}-matrices, whose edges correspond to elementary strong
shift equivalences and triangles correspond to diagrams of the form
B
A C
R2,S2R1,S1
R3,S3
where the following triangle equations
R1R2 = R3,
R2S3 = S1,
S3R1 = S2
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hold. We then show that the map sending a matrix to its corresponding vertex
shift and an elementary strong shift equivalence to the corresponding elementary
conjugacy induces a isomorphism between these spaces (see Theorem 5.6).
This finally shows that the automorphism group of a vertex shift can be
represented as the fundamental group of such a very algebraically defined topo-
logical space (see Corollary 5.7).
3 Homotopically Unique Generation
Let Γ be a groupoid. Denote its objects by Γ0 and its morphisms by Γ1. We
say that H ⊆ Γ1 generates Γ if H contains all identity morphisms and for every
ψ ∈ Γ1 there are ϕ1, . . . , ϕn ∈ H ∪H−1 with ψ = ϕn ◦ · · · ◦ ϕ1. Notice that for
morphisms in a groupoid we write composition from right to left as is customary
for function composition. Denote by s(ϕ) and t(ϕ) the source and target of the
morphism ϕ. We now define a∆-complex (see for example [Hat02, Chapter 2.1])
N (Γ, H), the nerve of (Γ, H). The n-simplices of N (Γ, H) are ordered tuples
of objects (X0, . . . , Xn) together with morphisms (ϕi,j)i6=j with ϕi,j : Xi → Xj
such that ϕj,k ◦ ϕi,j = ϕi,k whenever i < j < k.
We will also write N (Γ, H) for the geometric realization of N (Γ, H) and this
CW-complex is the object we will mainly talk about. In the following it will be
enough to think of N (Γ, H) as a CW-complex.
Hence N (Γ,Γ1) is precisely the usual notion of a nerve.
Remark 3.1. An n-simplex in N (Γ, H) is given by a sequence ϕ1,2, . . . , ϕn−1,n
of composable morphisms in H such that ϕℓ,ℓ+1 ◦ · · · ◦ ϕk,k+1 is again in H for
all k, ℓ with k < ℓ.
Definition 3.2. We say that H homotopically uniquely generates Γ if H gen-
erates Γ and every two sequences ϕ1, . . . , ϕn and ϕ′1, . . . , ϕ
′
n′ in H ∪H
−1 with
ϕ1 ◦ · · · ◦ ϕn = ϕ′1 ◦ · · · ◦ ϕ
′
n′ are homotopic as paths in N (Γ, H).
Based on (Γ, H) we can now define for every object X ∈ Γ0 a ∆-complex
P(Γ, H,X). We will later see that this is the universal covering space for
N (Γ, H).
The vertices of P(Γ, H,X) are morphisms ϕ : X → Y . The n-simplices of
P(Γ, H,X) are tuples (ϕ0, . . . , ϕn) such that for every i, j we have ϕj ◦ϕ
−1
i ∈ H .
To simplify notation we write ϕ1 → ϕ2 if ϕ2 ◦ ϕ
−1
1 ∈ H and ϕ1 − ϕ2 if either
ϕ1 → ϕ2 or ϕ2 → ϕ1.
Lemma 3.3. Let ϕ1, ϕ2, ϕ3 be morphisms in Γ with source X such that
ϕ2
ϕ1 ϕ3
.
is a triangle in P(Γ, H,X). Then
t(ϕ2)
t(ϕ1) t(ϕ3)
ϕ3◦ϕ
−1
2
ϕ2◦ϕ
−1
1
ϕ3◦ϕ
−1
1
.
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is a triangle in N (Γ, H).
Proof. The edges in this triangle are 1-simplices in N (Γ, H) by the definition
of P(Γ, H,X). The triangle is a 2-simplex since (ϕ3 ◦ ϕ
−1
2 ) ◦ (ϕ2 ◦ ϕ
−1
1 ) =
ϕ3 ◦ ϕ
−1
1 .
Denote by π1(N (Γ, H)) the “combinatorial” fundamental groupoid ofN (Γ, H)
whose objects are vertices in this space (i.e. objects of Γ) and whose morphisms
are homotopy classes of paths. A more precise but also more cumbersome no-
tation would be π1(N (Γ, H),Γ
0).
Theorem 3.4. The space P(Γ, H,X) is a covering space of N (Γ, H) for every
X via the covering map defined by [ϕ1, . . . , ϕn] 7→ [t(ϕ1), . . . , t(ϕn)].
If P(Γ, H,X) is simply connected then the map
ω : π1(N (Γ, H))→ Γ, (ϕ1, . . . , ϕn) 7→ ϕn ◦ · · · ◦ ϕ1
is an isomorphism. In particular, in that case H homotopically uniquely gener-
ates Γ.
Proof. The map ω is well defined since it is well defined for the boundary of the
triangles we glued in. The map is surjective since H ∪H−1 is a generating set.
Let X,Y be objects in Γ. Since H ∪H−1 is a generating set, Γ is connected, so
there is a morphism ψ : X → Y in Γ1. This morphism induces an isomorphism
of ∆-complexes P(Γ, H,X)→ P(Γ, H, Y ) via
[ϕ1, . . . , ϕn] 7→ [ϕ1 ◦ ψ
−1, . . . , ϕn ◦ ψ
−1].
Thus P(Γ, H,X) is simply connected for all X under the assumptions of the
theorem. To see that ω is injective, let (ϕ1, . . . , ϕn) be a path in N (Γ, H) such
ϕn◦· · ·◦ϕ1 = id in Γ. This path lifts to the path ϕ1−ϕ2◦ϕ1−· · ·−(ϕn◦· · ·◦ϕ1) in
P(Γ, H,X) which starts and ends in s(ϕ1) = t(ϕn). Since P(Γ, H,X) is simply
connected, this loop can be triangulated. Now every triangle in P(Γ, H,X)maps
by Lemma 3.3 to a triangle in H , hence the loop (ϕ1, . . . , ϕn) is contractible in
N (Γ, H).
We are now looking for conditions under which P(Γ, H,X) is simply con-
nected.
Definition 3.5. Let Γ be a groupoid and H a generating set of Γ containing
all identities. Let ∼= be an equivalence relation between the morphisms of Γ, let
Hn ⊆ Hn be sets and let δn : Hn → H be maps (we often drop the index n and
simply write δ when the number of arguments is clear). We call the triple
(∼=, (Hn)n∈N, (δn)n∈N)
a refinement structure for (Γ, H) if the following hold (all statements only have
to hold if terms involving δn are actually defined, that is, if its arguments are
in Hn).
Equivalent morphisms are exchangeable.
ϕ1 ∼= ϕ2 and ϕ3 ∼= ϕ4 and ϕ1 → ϕ3 =⇒ ϕ2 → ϕ4 (1)
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Refining one set doesn’t change it.
H1 = H (2)
δ(ϕ) ∼= ϕ (3)
Permutations of the arguments don’t matter. Let κ be a permutation of
{1, . . . , n}.
(ϕ1, . . . , ϕn) ∈ Hn =⇒ (ϕκ(1), . . . , ϕκ(n)) ∈ Hn (4)
δn(ϕ1, . . . , ϕn) ∼= δn(ϕκ(1), . . . , ϕκ(n)) ∈ Hn (5)
Refinement allows grouping.
(δn(ϕ
1
1, . . . , ϕ
1
n), . . . , δn(ϕ
k
1 , . . . , ϕ
k
n)) ∈ Hk ⇐⇒ (ϕ
1
1, . . . , ϕ
1
n, . . . , ϕ
k
1 , . . . , ϕ
k
n) ∈ Hkn
(6)
δk(δn(ϕ
1
1, . . . , ϕ
1
n), . . . , δn(ϕ
k
1 , . . . , ϕ
k
n))
∼= δkn(ϕ
1
1, . . . , ϕ
1
n, . . . , ϕ
k
1 , . . . , ϕ
k
n)
(7)
Redundant arguments can be dropped.
(ϕ1, ϕ1, . . . , ϕn) ∈ Hn+1 ⇐⇒ (ϕ1, . . . , ϕn) ∈ Hn (8)
δn+1(ϕ1, ϕ1, ϕ2, . . . , ϕn) ∼= δn(ϕ1, ϕ2, . . . , ϕn) (9)
Arrows allow refinement.
ϕ1 ← ϕ2 → ϕ3 =⇒ (ϕ1, ϕ2, ϕ3) ∈ H3 (10)
ϕ1 → ϕ2 ← ϕ3 =⇒ (ϕ1, ϕ2, ϕ3) ∈ H3 (11)
ϕ1 → ϕ2 and ϕ3 → ϕ4 =⇒ δ2(ϕ1, ϕ3)→ δ2(ϕ2, ϕ4) (12)
A consequence of these properties, which will we need later, is the following.
Lemma 3.6. If there exits a refinement structure for (Γ, H) and ψ1, . . . , ψn →
ϕ, then (ψ1, . . . , ψn, ϕ) ∈ Hn+1 and δn+1(ψ1, . . . , ψn, ϕ)→ ϕ.
Proof. We show this by induction on n, the case n = 0 being nothing more then
(3). Assume we showed the assertion for n. By (10) and (3) we know that
(δ(ψn+1), δ(ψ1, . . . , ψn, ϕ)) ∈ H2
hence by (8) and (4) also (ψ1, . . . , ψn+1, ϕ) ∈ Hn+1. Similarly (12), (5), (9)
and (3) imply that δ(ψ1, . . . , ψn+1, ϕ) = δ(ψn+1, δ(ψ1, . . . , ψn, ϕ)) → δ(ϕ, ϕ) =
ϕ.
We are now ready to proof the main abstract result in this paper. The proof
closely follows that of Wagoner and Badoian in [BW00].
Theorem 3.7. If there exists a refinement structure for (Γ, H) then P(Γ, H,X)
is simply connected for all objects X and therefore H homotopically uniquely
generates Γ.
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ϕ1
δ(ϕ1, ϕ2)
ϕ2 δ(ϕ1, ϕ2, ϕ3)
δ(ϕ2, ϕ3)
ϕ3 δ(ϕ2, ϕ3, ϕ4)
δ(ϕ3, ϕ4)
ϕ4 δ(ϕ3, ϕ4, ϕ5)
δ(ϕ4, ϕ5)
ϕ5
.
Figure 1: Contracting the loop ϕ1 → ϕ2 ← ϕ3 → ϕ4 ← ϕ5 . . . .
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Proof. Consider a loop ϕ1 − · · · − ϕn − ϕ1 in P(Γ, H,X). Since every triangle
with three equal vertices is in P(Γ, H,X), we can add edges of the form ϕ→ ϕ in
order to ensure that the path is of the form ϕ1 → ϕ2 ← ϕ3 → ϕ4 ← · · · → ϕn ←
ϕ1. We will show that this loop is homotopic to δ(ϕ1, ϕ2, ϕ3)→ δ(ϕ2, ϕ3, ϕ4)←
δ(ϕ3, ϕ4, ϕ5) → δ(ϕ4, ϕ5, ϕ6) ← · · · → δ(ϕn, ϕ1, ϕ2) ← δ(ϕ1, ϕ2, ϕ3), see Fig-
ure 1. Property (10) and (11) show that all expressions in the right column are
defined. For the middle column property (8) is used additionally. For example
we have ϕ1 ← ϕ1 → ϕ2, hence (ϕ1, ϕ1, ϕ2) ∈ H3, thus (ϕ1, ϕ2) ∈ H2.
The arrows from the left column to the middle column are implied by (1),
(12), (9), (2) and (3). For example ϕ1 → ϕ1 and ϕ1 → ϕ2 implies ϕ1 ∼= δ(ϕ1) ∼=
δ(ϕ1, ϕ1)→ δ(ϕ1, ϕ2).
For the arrows from the middle to the right column we additionally need (6)
and (7). For example ϕ2 ← δ(ϕ2, ϕ3) and δ(ϕ2, ϕ3)← δ(ϕ2, ϕ3) implies
δ(ϕ2, ϕ3) ∼= δ(ϕ2, ϕ2, ϕ3) ∼= δ(ϕ2, δ(ϕ2, ϕ3))
←δ(δ(ϕ1, ϕ2), δ(ϕ2, ϕ3)) ∼= δ(ϕ1, ϕ2, ϕ2, ϕ3) ∼= δ(ϕ1, ϕ2, ϕ3).
The same properties together with (4) and (5) also imply the arrows from the
left column to the right column since ϕ2 ← δ(ϕ1, ϕ2) and ϕ2 ← δ(ϕ2, ϕ3)
ϕ2 ∼= δ(ϕ2, ϕ2)← δ(ϕ1, ϕ2, ϕ2, ϕ3) ∼= δ(ϕ1, ϕ2, ϕ3).
Applying the same arguments again and using (6) and (7) we see that our
loop is homotopic to
δ(ϕ1, ϕ2, ϕ3, ϕ4, ϕ5)→ δ(ϕ2, ϕ3, ϕ4, ϕ5, ϕ6)← δ(ϕ3, ϕ4, ϕ5, ϕ6, ϕ7)→
δ(ϕ4, ϕ5, ϕ6, ϕ7, ϕ8)← · · · → δ(ϕn, ϕ1, ϕ2, ϕ3, ϕ4)← δ(ϕ1, ϕ2, ϕ3, ϕ4, ϕ5).
Continuing this procedure we obtain a homotopy to a path all of whose vertices
are of the form δ(ϕκ(1)), . . . , δ(ϕκ(n)) for a permutation κ. Such a loop can be
contracted to the point δ(ϕ1, ϕ2, ϕ3, ϕ4, . . . , ϕn) by (5).
4 Markov shifts on finitely generated groups
Let G be a finitely generated group and let S ⊆ G be a finite generating set
containing the identity which does not have to be symmetric. The most inter-
esting case is actually when S ∩ S−1 = {e} where e is the identity element of
the group.
Let K be a finite set of symbols endowed with the discrete topology. The
space of configurations X = KG endowed with the product topology is a com-
pact, totally disconnected, metrizable space. G acts on KG from the left via
σg(x)h = xg−1h.
We now consider topological Markov shifts of X in the following sense.
Definition 4.1. Let R ⊆ KS be a set of patterns. We call
XR := {x ∈ X | (σg(x))|S ∈ R for all g ∈ G}
an S-Markov shift with allowed patterns R.
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Let X,Y be two S-Markov shifts over the alphabets K and L. A map
ϕ : X → Y commuting with the G-action has neighborhood T ⊆ G if there is
a map ϕloc : K
T → K with ϕg(x) = ϕloc(σg−1(x)|T ). Such a map is called a
sliding block map.
Now consider the groupoid Γ of S-Markov shifts over alphabets of the form
K = {1, . . . , k} for k ∈ N together with invertible sliding block maps as mor-
phisms. By the Curtis-Lyndon-Hedlund theorem (see [CSC10]), these are pre-
cisely the homeomorphisms commuting with the G action, hence we call them
(topological) conjugacies. A conjugacy with neighborhood {e} whose inverse
also has neighborhood {e} will be called an alphabet bijection. Let H ⊆ Γ1
be the set of all sliding block maps with neighborhood S, whose inverse has
neighborhood S−1. We call these conjugacies elementary.
For an S-Markov shift X let ΓX be the connected component of X in Γ and
let HX := H ∩ Γ1X . We now want to show that HX homotopically uniquely
generates ΓX .
Consider the following basic construction. Let ϕi : X → Yi be bijective
sliding block maps for 1 ≤ i ≤ n. We define
ϕ1 ⋆ · · · ⋆ ϕn : X → Y1 × · · · × Yn, x 7→ (ϕ1(x), . . . , ϕn(x)).
This is a bijective map onto its image
im(ϕ1 ⋆ · · · ⋆ ϕn) = {(ϕ1(x), . . . , ϕn(x)) | x ∈ X}.
To see recognize when this image is an S-Markov shift, the following observation
is useful. For any i ∈ {1, . . . , n} we can write the image as
im(ϕ1 ⋆ · · · ⋆ ϕn) (13)
= {(x1, . . . , xn) ∈ Y1 × · · · × Yn | ϕ
−1
j (xj) = ϕ
−1
i (xi) for j ∈ {1, . . . , n}} (14)
= {(x1, . . . , xn) ∈ Y1 × · · · × Yn | (ϕi ◦ ϕ
−1
j )(xj) = xi for j ∈ {1, . . . , n}} (15)
= {(x1, . . . , xn) ∈ Y1 × · · · × Yn | (ϕj ◦ ϕ
−1
i )(xi) = xj for j ∈ {1, . . . , n}} (16)
Now let Hn be the set of n-tuples of elementary conjugacies in HX for which
im(ϕ1 ⋆ · · · ⋆ ϕn) is S-Markov. To define δ we have to ensure that the alphabet
of our image is a consecutive sequence of integers starting at one. Define
L1(im(ϕ1 ⋆ · · · ⋆ ϕn)) := (ϕ1(x)0, . . . , ϕn(x)0).
Notice that this set is totally ordered by the lexicographic order, hence there is
a canonical choice of enumeration
r : L1(im(ϕ1 ⋆ · · · ⋆ ϕn))→ {1, . . . , | im(ϕ1 ⋆ · · · ⋆ ϕn)|}.
Then for ϕ1, . . . , ϕn ∈ Hn the map δn(ϕ1, . . . , ϕn) := r ◦ (ϕ1 ⋆ · · · ⋆ ϕn) is a
sliding block map from X to an S-Markov subshift over the alphabet
{1, . . . , | im(ϕ1 ⋆ · · · ⋆ ϕn)|}.
Hence δn maps Hn to Γ
1
X . It will be useful to also define δn(ϕ1, . . . , ϕn) for
such ϕ1, . . . , ϕn ∈ H
−1
X for which im(ϕ1 ⋆ · · · ⋆ ϕn) is S-Markov using the same
definition as above.
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Lemma 4.2. The triple (∼=, (Hn)n∈N, (δn∈N)) as defined above is a refinement
structure for (ΓX , HX).
Proof. We have to check properties (1) to (12). For (1) let ϕ1 ∼= ϕ2, ϕ3 ∼= ϕ4
and ϕ1 → ϕ3. There are alphabet bijections f and g such that ϕ1 = f ◦ϕ2 and
ϕ4 = g ◦ ϕ3. We have
ϕ4 ◦ ϕ
−1
2 = ϕ4 ◦ ϕ
−1
3 ◦ ϕ3 ◦ ϕ
−1
1 ◦ ϕ1 ◦ ϕ
−1
2
= g ◦ ϕ3 ◦ ϕ
−1
1 ◦ f.
Composition with a bijection of the alphabet from either side does not change
the radius of a block map. Hence ϕ2 → ϕ4, which shows (1).
Conditions 2 and 3 are straightforward.
Permutation of the factors in ϕ1 ⋆ · · · ⋆ ϕn only changes the order of the
coordinates and hence generates the same subshift up to permutation of the
alphabet. This shows (4) and (5).
By definition
im(δk(δn(ϕ
1
1, . . . , ϕ
1
n), . . . , δn(ϕ
k
1 , . . . , ϕ
k
n)))
and
im(δkn(ϕ
1
1, . . . , ϕ
1
n, . . . , ϕ
k
1 , . . . , ϕ
k
n))
are actually the same subshift, hence one of them is S-Markov if and only if the
other is. This shows (6) and (7).
The same argument applies to δ(ϕ1, ϕ1, . . . , ϕn) and δ(ϕ1, . . . , ϕn) which are
the same subshift, showing (8) and (9).
If ϕ1 ← ϕ2 → ϕ3 then (15) implies (ϕ1, ϕ2, ϕ3) ∈ H3 and hence (10).
Simlarly for ϕ1 → ϕ2 ← ϕ3 then (16) implies (ϕ1, ϕ2, ϕ3) ∈ H3 and hence (11).
Finally ϕ1 → ϕ2 and ϕ3 → ϕ4 implies δ(ϕ1, ϕ3) → δ(ϕ2, ϕ4). Notice that
for (y, z) ∈ im(ϕ1 ⋆ϕ3) we have δ(ϕ1, ϕ3)
−1(y, z) = ϕ−11 (y) = ϕ
−1
3 (z) and hence
δ(ϕ2, ϕ4)(δ(ϕ1, ϕ3)
−1(y, z)) = ϕ2(δ(ϕ1, ϕ3)
−1(y, z)), ϕ4(δ(ϕ1, ϕ3)
−1(y, z))
= ϕ2(ϕ
−1
1 (y)), ϕ4(ϕ
−1
3 (z)).
Hence δ(ϕ1, ϕ3)→ δ(ϕ2, ϕ4), thus (12).
Now we only have to show that HX ∪ H
−1
X actually generates ΓX . In the
case G = Z this is the classical argument of Williams as presented for example in
[LM95, Theorem 7.1.2]. In the general case we need slightly more notation. Set
S′ = S ∪ S−1. Then S′ is a symmetric generating set of G and we can consider
the Cayley graph of G with respect to this generating set. We say that T ⊆ G
is S′-connected if T induces a connected subgraph in this Cayley graph. For an
S-Markov shift Y and g ∈ S let τg,Y ∈ H be the map defined by τg,Y (y)h = yhg.
Lemma 4.3. Let T ⊆ G be finite and S′-connected with T \{e} 6= ∅. Then there
exists g ∈ S ∪ S−1 and h ∈ T \ {e} such that T ′ := (T \ {h}) is S′-connected
and T ⊆ T ′ ∪ T ′g.
Proof. Pick a spanning tree of the subgraph induced by T of the Cayley graph
of G with respect to S′. Let h 6= e be a leaf in this tree. Removing h from T
clearly leaves it S′-connected and there is h′ ∈ T \{h}, g ∈ S′ such that h = h′g.
Hence T ′ := T \ {h} is S′-connected and T ⊆ T ′ ∪ T ′g.
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Lemma 4.4. Let ϕ : X → Y be a sliding block map with S′-connected neighbor-
hood T 6= {e}. There is a map ψ in H ∪H−1 such that ϕ ◦ ψ has neighborhood
T ′ with |T ′| = |T | − 1 where T ′ is again S′-connected.
Proof. Let h ∈ T, g ∈ S ∪ S−1 and T ′ := T \ {h} be as in Lemma 4.3. In
particular there is h′ ∈ T ′ with h′g = h. By (15) and (16) im(idX ⋆τg,X) is
S-Markov and we can define
ψ := δ(idX , τg,X)
−1 = (idX ⋆τg,X)
−1 ◦ r−1.
Notice that δ(idX , τg,X) is either in H or H
−1, depending on whether g ∈ S or
g ∈ S−1. We want to show that ϕ ◦ ψ has neighborhood T ′. Since r is just a
permutation of the alphabet, it is enough to show that ϕ ◦ (idX ⋆τg,X)−1 has
neighborhood T ′. Let (x, y) ∈ im(idX ⋆ τg,X). Then y = τg,X(x), hence xh =
xh′g = τg,X(x)h′ = yh′ . Therefore (x, y)|T ′ determines x|T , thus ψ ◦ (id ⋆τg,X)
−1
has neighborhood T ′.
Lemma 4.5. Let ϕ : X → Y be a one block map whose inverse has an S′-
connected neighborhood T 6= {1G}. There are maps ψ1, ψ2 in H∪H−1 such that
ψ2 ◦ϕ◦ψ
−1
1 is a one block map whose inverse has an S
′-connected neighborhood
T ′ with |T ′| = |T | − 1.
Proof. Again let h ∈ T, g ∈ S ∪ S−1 and T ′ := T \ {h} be as in Lemma 4.4, so
there is h′ ∈ T ′ with h′g = h. Define
ψ′1 := idX ⋆(τg,Y ◦ ϕ), ψ
′
2 := idY ⋆ τg,Y ,
ψ1 := r ◦ ψ
′
1 = δ(idX , τg,Y ◦ ϕ), ψ2 := r ◦ ψ
′
2 = δ(idY , τg,Y ).
The following commutative diagram summarizes the situation.
X Y
im(idX ⋆ (τg,Y ◦ ϕ)) im(idY ⋆ τg,Y )
im(δ(idX , τg,Y ◦ ϕ)) im(δ(idY , τg,Y ))
ϕ
idX ⋆ (τg,Y ◦ϕ) idY ⋆ τg,Y
ψ′2◦ϕ◦ψ
′
1
−1
r r
ψ2◦ϕ◦ψ1
−1
Now idX ⋆ (τg,Y ◦ ϕ) has neighborhood {e, g} and its inverse has neighborhood
{e}. Hence it is contained in H ∪ H−1. The same holds true for idY ⋆ τg,Y .
Finally we have for (x, x′) ∈ im(idX ⋆ (τg,Y ◦ ϕ))
(ψ′2 ◦ ϕ ◦ ψ
′
1
−1
)(x, x′) = (idY ⋆ τg,Y )(ϕ(x))
= (ϕ(x), τg,Y (ϕ(x))
= (ϕ(x), x′).
Hence ψ′2 ◦ ϕ ◦ ψ
′
1
−1
is a one-block map. For (y, y′) ∈ im(idY ⋆ τg,Y ) we have
(ψ′1 ◦ ϕ
−1 ◦ ψ′2
−1
)(y, y′) = (idY ⋆ (τg,Y ◦ ϕ))(ϕ
−1(y))
= (ϕ−1(y), τg,Y (y))
= (ϕ−1(y), y′).
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Now yh = yh′g = (τg,Y (y))h′ = y
′
h′ , hence y|T is uniquely determined by (y, y
′)|T ′
and therefore ψ′1 ◦ϕ
−1 ◦ψ′2
−1
has neighborhood T ′. Since r is merely a bijection
of alphabets, the map ψ2 ◦ ϕ ◦ ψ1
−1 is also a one-block map whose inverse has
neighborhood T ′.
Theorem 4.6. The groupoid ΓX is homotopically uniquely generated by HX .
Proof. We first show that HX indeed generates ΓX . For this it is enough to
show that every conjugacy ϕ : X → Y for a S-Markov shift Y is a concatenation
of elementary conjugacies in H ∪ H−1. By repetitively applying (4.4) we can
precompose ϕ with conjugacies from H ∪H−1 such that the resulting map is a
one-block map from some subshift X˜ ∈ Γ0X to Y . We may thus assume that ϕ
is already a one-block map.
Now applying Lemma 4.5 repetitively we can pre- and postcompose ϕ by
elements of H ∪H−1 keeping it a one-block map and decreasing the size of the
neighborhood of the inverse by one in each step. We end up with a one-block
map whose inverse is also a one-block map, in other words, it is an alphabet
bijection and thus contained in H . This shows that ϕ can be represented as
the composition of elements in H and H−1. Homotopically unique generation
is now a direct consequence of Lemma 4.2 and Theorem 3.7.
Corollary 4.7. For every S-Markov shift X ⊆ KG the automorphism group
Aut(X) is isomorphic to the fundamental group π1(N (ΓX , HX), X).
5 The Matrix Equations
For G = Z there is a natural choice for a generating set containing the identity,
namely S = {0, 1}. For this choice of generating set S-Markov shifts correspond
to the classical topological Markov shifts as discussed in Section 2 and the set of
elementary conjugacies discussed there corresponds to the elements of H defined
in Section 4. We saw that every such elementary conjugacy can be described by
a pair of matrices (R,S). If we manage to express the fact that ϕ1 ◦ϕ2 = ϕ3 in
terms of the corresponding matrices, we can get a presentation of the complex
of elementary conjugacies in purely algebraic terms. This is the goal of this
section.
We start by actually proving the correspondence between elementary conju-
gacies and elementary strong shift equivalences.
Theorem 5.1. Let XA and XB be Markov shifts defined by non-degenerate ma-
trices A ∈ {0, 1}m×m and B ∈ {0, 1}n×n. If R ∈ {0, 1}m×n and S ∈ {0, 1}n×m
are matrices such that A = RS and B = SR then there is a uniquely defined
elementary conjugacy ϕR,S : XA → XB with
(ϕR,S)loc(a, a
′) = b ⇐⇒ Ra,bSb,a′ = 1, (17)
(ϕ−1R,S)loc(b, b
′) = a ⇐⇒ Sb,aRa,b′ = 1. (18)
Proof. Since A and B are non-degenerate {0, 1}-matrices with A = RS and
B = SR, for each a, a′ ∈ {1, . . . ,m} with Aa,a′ = 1 and b, b
′ ∈ {1, . . . , n} with
Bb,b′ = 1 there are uniquely defined elements c ∈ {1, . . . , n} and d ∈ {1, . . . ,m}
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with Ra,cSc,a′ = 1 and Sb,dSd,b′ = 1. Hence we can define two maps with
neighborhood {0, 1} and {−1, 0}, respectively, by
ϕloc(a, a
′) = c ⇐⇒ Ra,cSc,a′ = 1, (19)
ψloc(b, b
′) = d ⇐⇒ Sb,dRd,b′ = 1.. (20)
Let x ∈ XA and y := ϕ(x). To prove our theorem, it is enough to show that
x = ψ(y). We have RxiyiSyi,xi+1 = 1 = Rxi−1,yi−1Syi−1,xi, hence Syi−1,xiRxi,yi
and thus ψ(y)i = ψloc(yi−1, yi) = xi. Hence ϕ ◦ψ = id. That ψ ◦ϕ = id follows
by symmetry.
Theorem 5.2. Let XA and XB be Markov shifts defined by non-degenerate
{0, 1}-matrices A ∈ {0, 1}m×m and B ∈ {0, 1}n×n and let ϕ : XA → XB
be an elementary conjugacy. Define a pair of matrices Rϕ ∈ {0, 1}m×n and
Sϕ ∈ {0, 1}n×m as follows.
(Rϕ)a,b = 1 ⇐⇒ ∃a
′ ∈ {1, . . . ,m} : ϕloc(aa
′) = b,
(Sϕ)b,a = 1 ⇐⇒ ∃b
′ ∈ {1, . . . , n} : ϕ−1loc(bb
′) = a.
Then RϕSϕ = A and SϕRϕ = B.
Before we come to the proof we state and prove a little lemma.
Lemma 5.3. Let XA, XB, ϕ,Rϕ as in the statement of Theorem 5.2. For a ∈
{1, . . . ,m}, b ∈ {1, . . . , n} the following are equivalent.
(i) (Rϕ)a,b = 1,
(ii) ∃a′ ∈ {1, . . . ,m} : ϕloc(a, a′) = b,
(iii) ∃b′ ∈ {1, . . . , n} : ϕ−1loc(b
′, b) = a,
(iv) ∃x ∈ XA, y ∈ XB : x0 = a, y0 = b, y = ϕ(x) .
Proof. By definition properties (i) and (ii) are equivalent. We now show the
equivalence of (ii) and (iv). Property (iv) immediately implies (ii) as we can
choose a′ := x1. On the other hand if a, a
′ and b are such that ϕloc(a, a
′) = b,
then we can find a point x ∈ XA with x0 = a, x1 = a′. Setting y := ϕ(x) gives
(iv). Finally, (iv) is equivalent to the existence of x ∈ XA, y ∈ XB, x0 = a, y0 = b
and x = ϕ−1(x). As we just saw, this is equivalent to (iii).
Proof of Theorem 5.2. We will show that (Rϕ)a,b(Sϕ)b,c = 1 iff Aa,c = 1 and
b = ϕloc(a, c). This will directly imply RϕSϕ = A, since for Aa,c = 1 we have
(RϕSϕ)a,c =
∑
b∈{1,...,n}
(Rϕ)a,b(Sϕ)b,c =
∑
b=ϕloc(ac)
(Rϕ)a,b(Sϕ)b,c = 1
and for Aa,c = 0 we have
(RϕSϕ)a,c =
∑
b∈{1,...,n}
(Rϕ)a,b(Sϕ)b,c = 0.
First let b = ϕloc(a, c). There is x ∈ XA with x0 = a, x1 = c and ϕ(x)0 = b.
Hence for b′ := ϕ(x)1 we have ϕ
−1
loc(b, b
′) = c, showing (Rϕ)a,b(Sϕ)b,c = 1.
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On the other hand assume that (Rϕ)a,b(Sϕ)b,c = 1 for some b. We can find
x˜ ∈ XA and y˜′ ∈ XB such that x˜0 = a, ϕ(x˜)0 = b = y˜′0 and ϕ
−1(y˜′)1 = c. Set
y˜ := ϕ(x˜) and x˜′ := ϕ−1(y˜). Define y ∈ XB by
yi =
{
y˜i for i ≤ 0
y˜′i for i > 0
and x := ϕ−1(y). Then x0 = ϕ
−1(y˜) = a, x1 = ϕ
−1(y˜′) = c and y0 = b, hence
b = ϕloc(a, c).
Now if ϕ is an elementary conjugacy, so is ϕ−1 ◦ σ as
(ϕ−1 ◦ σ)(y)i = σ(ϕ
−1(y))i = ϕ
−1(y)i+1
= ϕ−1loc(yi, yi+1),
(ϕ−1 ◦ σ)−1(y)i = σ
−1(ϕ(y))i = ϕ(y)i−1
= ϕloc(yi−1, yi).
It is also easy to see that Rσ◦ϕ−1 = Sϕ and Sσ◦ϕ−1 = Rϕ. Hence B =
Rσ◦ϕ−1Sσ◦ϕ−1 = SϕRϕ.
We now capture commuting triangles in the complex of elementary conju-
gacies by three triangle equations for the corresponding matrix pairs.
Theorem 5.4. Let the following be a (not necessarily commuting) triangle of
elementary conjugacies.
XB
XA XC
ϕ2ϕ1
ϕ3
Set Ri = Rϕi and Si = Sϕi for i = 1, 2, 3. Then the triangle commutes if and
only if the following three triangle equations hold
R1R2 = R3,
R2S3 = S1,
S3R1 = S2.
.
Proof. Assume the triangle commutes. Let a, b, c be symbols such that (R1)a,b(R2)b,c =
1. By Lemma 5.3 we know that there are x˜ ∈ XA, y˜ ∈ XB, y˜′ ∈ YB and z˜ ∈ XC
with x˜0 = a, y˜0 = y˜
′
0 = b and z˜0 = c such that y˜ = ϕ1(x˜) and z˜ = ϕ2(y˜
′). Define
y ∈ XB by
yi =
{
y˜i for i ≤ 0
y˜′i for i > 0
.
. Set x := ϕ−11 (y˜) and z˜ := ϕ2(y˜). We thus found configurations x, y, z with
x0 = ϕ
−1
1 (y˜)0 = a,
y0 = y˜0 = b,
z0 = ϕ2(y˜
′)0 = c,
y = ϕ1(x), z = ϕ2(y).
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This implies in particular that (R3)a,c = 1.
Now assume there is another symbol b′ with (R1)a,b′(R2)b′,c. As we saw,
there must be elements x′′, y′′, z′′ with x′′0 = a, y
′′
0 = b
′, z′′0 = c such that y
′′ =
ϕ1(x
′′) and z′′ = ϕ2(y
′′). Define xˆ ∈ XA and zˆ ∈ XC by
xˆi =
{
xi for i ≤ 0
x′′i for i > 0
, zˆi =
{
zi for i ≤ 0
z′′i for i > 0
.
Now ϕ3(xˆ) = zˆ and hence b = ϕ1(x˜)0 = ϕ
−1
2 (zˆ)0 = b˜. This shows (R3)a,c ≥
(R1R2)a,c for all pairs of symbols a, c. To see the converse inequality consider a, c
with (R3)a,c = 1. By Lemma 5.3 there is x, z with ϕ3(x) = z and x0 = a, z0 = c.
Define y := ϕ1(x). Then ϕ2(y) = ϕ2(ϕ1(x)) = z and hence (R1)a,y0(R2)y0,b = 1.
All in all this shows R1R2 = R3. Recall that for every elementary conjugacy ϕ,
so conjugacy ϕ−1 ◦ σ is also elementary. Hence, from the commuting triangle
we started with we get two other commuting triangles.
XB
XA XC
σ◦ϕ−1
2ϕ1
σ◦ϕ−1
3
XB
XA XC
ϕ2σ◦ϕ
−1
1
σ◦ϕ−1
3
Calculating the first triangle equation for these triangles we obtain
Rσ◦ϕ−1
3
Rϕ1 = S3R1 = Rσ◦ϕ−1
2
= S2,
Rϕ2Rσ◦ϕ−1
3
= R2S3 = Rσ◦ϕ−1
1
= S1.
Now assume the triangle equations hold. Let x ∈ XA, y := ϕ1(x), z :=
ϕ2(y), w := ϕ3(x). We have to show that x = w. Because x is arbitrary and
all maps under consideration are shift invariant it is enough to show x0 = w0.
Since w0 is the unique index such that (R3)x0w0(S3)w0x1 = 1, we have to show
that (R3)x0z0(S3)z0x1 = 1. We know that
(R3)x0z0 ≥ (R1)x0y0(R2)y0z0 = 1.
Since all matrices we consider have entries in {0, 1}, this implies (R3)x0z0 = 1.
Since 1 = (S1)y0x1 = (R2S3)y0x1 , there is a unique index i such that 1 =
(R2)y0i(S3)ix1 . Multiplication by (R1)x1y1 on the right gives
1 = (R2)y0i(S3)ix1(R1)x1y1 = (R2)y0i(S2)iy1 .
Hence i = z0 and (R3)x0z0(S3)z0x1 = 1 as required.
In light of these results we construct the following ∆-complex in purely
algebraic terms.
Definition 5.5. Let Q be a subset of some semiring. Let A ⊆ Qn×n. Define
SSE(Q) as the simplicial set whose vertices are non-degenerate square matrices
over K and whose n-simplices are n + 1-tuples of such matrices (B0, . . . , Bn)
together with pairs of non-degenerate matrices Ri,j , Si,j over Q such that Bi =
Ri,jSi,j and Bj = Si,jRi,j. Let SSE(Q,A) be the connected component of
SSE(Q) containing A.
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Theorem 5.6. Let Λ be the groupoid of Markov subshifts, and let E be the set
of elementary conjugacies. Then the map N (Λ, E)→ SSE({0, 1}) induced by
XA 7→ A,
ϕ 7→ (Rϕ, Sϕ)
is an isomorphism of simplicial sets. To be precise, under this map a simplex
given by elementary conjugacies ϕi,j : XBi → XBj is mapped to the simplex
defined by the elementary strong shift equivalences (Rϕi,j , Sϕi,j ).
Proof. That the map maps simplices to simplices is the content of Theorem 5.4.
Bijectivity follows from the observation that RϕR,S = R,SϕR,S = S and that
ϕRϕ,Sϕ = ϕ.
Corollary 5.7. Let A ∈ {0, 1}n×n be non-degenerate. Then Aut(XA) is iso-
morphic to π1(SSE({0, 1}), A).
Proof. This is a direct consequence of Corollary 4.7 and Theorem 5.6.
6 G-SFTs
In this section we deal with subshifts of finite type on which a finite group G
acts freely by automorphisms, a so called G-SFT (see for example [BME15]
or [BS17]). Such systems can be described by square matrices over the subset
R⋆ ⊆ ZG of the integer group ring of all elements whose coefficients are in
{0, 1}. Our goal is again to show that the group of automorphisms of the
system described by such a matrix A is equal to the fundamental group of
SSE(R⋆) based at A.
In order to assign a uniquely defined matrix over R⋆ to a G-SFT first pick a
fixed total order on G. Let D be a finite directed graph without sinks or sources
and without parallel edges on which G acts freely. Mark one vertex in every
orbit and choose a total order on the set M of these marked vertices. We call
the resulting structure a marked G-graph. The vertex set of every marked G-
graph can be relabeled by {1, . . . , |M |} ×G as follows. The order on M defines
a unique enumeration r :M → {1, . . . , |M |}. Since the action of G is free, every
vertex is of the form gm for a unique g ∈ G, m ∈ M . Label this vertex by
(r(m), g).
We therefore can always assume that the vertex set of a marked G-graph is
of the form {1, . . . , n} ×G and that G acts via g(k, h) = (k, gh).
Now we describe how to get such a marked G-graph from a matrix A ∈
(G⋆)n×n. First we associate to A a matrix A indexed by ({1, . . . , n} × G) ×
({1, . . . , n}×G) with entries in {0, 1} as follows. The entry A(k,g),(ℓ,h) equals 1
if and only if the coefficient of g−1h in Ak,ℓ is non-zero.
Let e be the identity element ofG. LetE be a matrix indexed by ({1, . . . ,m}×
G) × ({1, . . . , n} ×G) with entries in {0, 1} such that E(k,e),(ℓ,h) = E(k,g),(ℓ,gh)
for every g, h ∈ G. We can define a matrix Eˆ over G⋆ of size m× n via
Eˆk,ℓ =
∑
h∈G
E(k,e),(ℓ,h)h.
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The operations A 7→ A and E 7→ Eˆ are inverse to each other. The following
calculation shows that these operations are multiplicative. Let A ∈ (G⋆)m×n,
B ∈ (G⋆)n×k be matrices over G⋆. Then
(AB)x1,x2 =
∑
y1
Ax1,y1By1,x2
=
∑
y1
∑
g
∑
h
A(x1,e),(y1,g)B(y1,e),(x2,h)gh
=
∑
y1
∑
g
∑
h
A(x1,e),(y1,g)B(y1,g),(x2,gh)gh
=
∑
y1
∑
g
∑
h
A(x1,e),(y1,g)B(y1,g),(x2,h)h
=
∑
h
(A ·B)(x1,e),(x2,h)h
= Â ·Bx1,x2
and hence AB = A ·B and ÂB = ÂB̂.
For a square matrix A over G⋆ let DA be the graph with adjacency matrix
Aˆ, i.e. its vertex set is {1, . . . , n} × G and there is an edge from (k1, g1) to
(k2, g2) if g2 has non-zero coefficient in g1Ak1,k2 . Then G acts freely on this
graph from the left via h(k, g) = (k, hg). Denote by XA the vertex shift of DA.
Example 6.1. Consider the group G := Z/3Z written multiplicatively with
generator a . G acts on the following graph freely as described above.
(1, e)
(1, a) (1, a2)
(2, e)
(2, a)
(2, a2)
This system is described by the matrix
A =
(
e+ a a
a2 a2
)
.
Ordering G as (e, a, a2) we obtain the following matrix as A which indeed is the
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adjacency matrix of the graph we started with.
A =

1 1 0 0 1 0
0 1 1 0 0 1
1 0 1 1 0 0
0 0 1 0 1 0
1 0 0 0 0 1
0 1 0 1 0 0

Definition 6.2. Let Λ be the groupoid whose objects are non-degenerate square
matrices over G⋆ and whose morphisms from A to B are conjugacies between
XA and XB commuting with the action of G.
With these notations in place, we can state our main theorem in this setting.
Theorem 6.3. The fundamental groupoid π1(SSE(G⋆)) is isomorphic to Λ via
A 7→ A
((R1, S1)
ε1 , . . . , (Rn, Sn)
εn) 7→ ϕεnRn,Sn ◦ · · · ◦ ϕ
ε1
R1,S1
Proof. Let the set of generators E be the elementary conjugacies commuting
with the G action.
As before, ϕ1 : XA → XB and ϕ2 : XA → XC are equivalent if ϕ2 ◦ ϕ
−1
1
is an alphabet bijection. This equivalence relation fulfills (1) as was shown in
Section 4.
The sets Hn are defined as before. To define δ let ϕi : XA → XBi be elemen-
tary conjugacies. Consider ϕ1⋆· · ·⋆ϕn mapping x ∈ XA to (ϕ1(x), . . . , ϕn(x)) ∈
XB1 × · · · × XBn . If im(ϕ1 ⋆ · · · ⋆ ϕn) is a Markov shift, it is the vertex shift
of the graph with vertex set {ϕ1(x)0, . . . , ϕn(x)0 | x ∈ XA} and edges from
(ϕ1(x)0, . . . , ϕn(x)0) to (ϕ1(x)1, . . . , ϕn(x)1) for all x ∈ XA. The group G acts
naturally on this graph via
g(ϕ1(x)0, . . . , ϕn(x)0) = (ϕ1(gx)0, . . . , ϕn(gx)0)
= (gϕ1(x)0, . . . , gϕn(x)0)
and this action is free since the action of G on the graph defining XB1 is free.
The only thing left to define δ(ϕ1, . . . , ϕn) is to choose the set M of dis-
tinguished vertices in this graph. Every orbit contains exactly one vertex of
the form (y1, e), (y2, g2), . . . , (yn, gn). Let M be the set of these vertices. This
uniquely determines a matrix C of size |M | × |M | over G⋆. Let δ(ϕ1, . . . , ϕn)
be the conjugacy defined by ϕ1 ⋆ · · · ⋆ ϕn from XA → XC . As before (2) and
(3) are immediately fulfilled. For (6) notice that
im(δk(δn(ϕ
1
1, . . . , ϕ
1
n), . . . , δn(ϕ
k
1 , . . . , ϕ
k
n)))
and
im(δkn(ϕ
1
1, . . . , ϕ
1
n, . . . , ϕ
k
1 , . . . , ϕ
k
n))
are again the same subshift, hence one of them is S-Markov if and only if the
other is. We also marked the same set of symbols for both of these subshifts so
the maps
δk(δn(ϕ
1
1, . . . , ϕ
1
n), . . . , δn(ϕ
k
1 , . . . , ϕ
k
n))
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and
δk(δn(ϕ
1
1, . . . , ϕ
1
n), . . . , δn(ϕ
k
1 , . . . , ϕ
k
n))
are in fact equal, showing (7). The same is true for δn+1(ϕ1, ϕ1, . . . , ϕn) and
δn(ϕ1, . . . , ϕn). proving (8) (9)
For (4) and (5) notice that δ(ϕκ(1), . . . , ϕκ(n))δ(ϕ1, . . . , ϕn)
−1 is given by the
alphabet permutation mapping ((y1, e), . . . , (yn, gn)) to
((yκ(1), e), . . . , (yκ(n), g
−1
κ(1)gκ(n))).
Properties (10), (11) and (12) have already been shown to hold in Section 4.
All in all this shows that we have a refinement structure and we can apply
Theorem 3.7.
Each elementary conjugacy between the vertex shifts defined by A ∈ G⋆m×m
and B ∈ G⋆n×n can be described by a pair of matrices R˜, S˜ over {0, 1} such
that R˜S˜ = A and S˜R˜ = B. Since our elementary conjugacies commute with
the G-action, for every g ∈ G we have
S(y1,e),(x2,g) = S(y1,h),(x2,hg) and
R(x1,e),(y1,g) = S(x1,h),(y1,hg)
The matrices R and S give rise to matrices R = ˆ˜R and S = ˆ˜S. We have
A = Aˆ = ̂˜RS˜ = RS. and similarly B = SR. Conversely every such pair of
matrices R,S produces an elementary conjugacy commuting with the G action
by first passing to R,S.
The multiplicativity of A 7→ A and E 7→ Eˆ also show that the triangle
equations hold for the R,S matrices if and only if they hold for the corresponding
R,S matrices. Hence we can finish the proof by applying to Theorem 5.4 as in
the proof of Theorem 5.6.
7 Degenerate Matrices
The one-to-one correspondence between square {0, 1}-matrices and topological
Markov shifts only works with non-degenerate matrices or equivalently directed
graphs without sinks and sources as all adjacency information of sinks and
sources is lost when we pass to two-sided infinite paths. Nevertheless one can
define for a subset Q of a semiring the space SSEdeg(Q) using Definition 5.5 but
allowing matrices with zero rows or columns.
This gives additional algebraic flexibility that Wagoner and Boyle needed in
[BW04] to establish a link between strong shift equivalence and positive row and
column operations of polynomial matrix representations, thus bring methods of
K-theory to the table. For Q ⊆ Z≥0 they showed [BW04, Theorem A.7] that
every pair of non-degenerate matrices that is connected by a path in SSEdeg(Q)
is also connected by a path in SSE(Q). They also showed [BW04, Proposition
A.11] that every degenerate matrix is connected to a non-degenerate matrix in
SSEdeg(Q). Expressing this in terms of path components this means that the
inclusion SSE(Q)→ SSEdeg(Q) induces an isomorphism
π0(SSE(Q))→ π0(SSEdeg(Q)).
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Boyle and Wagoner asked [BW04, Question 1] if the same holds for the funda-
mental groups, i.e., is there also an induced isomorphism
π1(SSE(Q), A)→ π1(SSEdeg(Q), A)
for non-degenerate A?
The following theorem shows that this indeed the case.
Theorem 7.1. For Q ⊆ Z≥0 the inclusion SSE(Q) → SSEdeg(Q) induces an
isomorphism of fundamental groups
π1(SSE(Q), A)→ π1(SSEdeg(Q), A)
for every non degenerate square matrix A over Q.
The main ingredient of the proof is the following lemma for which we have
to introduce some notation. For a matrix C ∈ Zn×m and non-empty index
sets K ⊆ {1, . . . , n} =: N and L ⊆ {1, . . . ,m} =: M let CK×L be the matrix
obtained from C by removing all rows not in K and all columns not in L. Let
IK×L be the corresponding submatrix of a sufficiently large identity matrix.
For a square matrix A ∈ Zm×m≥0 denote by JA the set of all indices i such that
Aki,· 6= (0, . . . , 0) and A
k
·,i 6= (0, . . . , 0) for all k. These are precisely the indices
that can appear in two-sided infinite paths of the graph with adjacency matrix
A .
Lemma 7.2. Consider the matrices A ∈ Zn×n≥0 , B ∈ Z
m×m
≥0 , R ∈ Z
n×m
≥0 , and
S ∈ Zm×n≥0 with A = RS,B = SR. Let K ⊆ {1, . . . , n} be the set of all indices
k for which Ak,· 6= (0, . . . , 0) and let L ⊆ {1, . . . ,m} be the set of all indices ℓ
for which Bℓ,· 6= (0, . . . , 0). There are matrices R′, S′ such that the diagram
AK×K BL×L
A B
R′,S′
IN×K ,AK×N
R,S
IM×L,BL×M
can be triangulated by four triangles in SSEdeg(Q).
Proof. Define a diagonal matrix ES ∈ {0, 1}m×m by
(ES)i,i =
{
1 if ∃k ∈ {1, . . . , n} with Si,k = 1
0 otherwise
.
Denote by J ⊆ M the set of all indices j for which Sj,· 6= (0, . . . , 0). Since
B = SR, we clearly have M \ J ⊆M \ L, hence L ⊆ J .
Our diagram can now be triangulated as follows.
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AK×K BL×L
BES
A B
(RES)K×L,SL×K
(RES)K×M ,SM×K (ES)M×L,(BES)L×M
IN×K ,AK×N
RES ,S
R,S
IM×L,BL×M
ES,B
Before we start checking the triangle equations, we make some simple observa-
tions. Multiplying a matrix by ES from the left sets all rows in M \ J to zero
and leaves all rows in J unchanged. Therefore ESS = S and ESB = ESSR =
SR = B. Two other equations are central, namely
SM×K(RES)K×M = BES , (21)
(RES)K×LSL×K = AK×K . (22)
For the first equation, consider Si,k(RES)k,j . If
Si,k(RES)k,j = Si,kRk,j(ES)j,j > 0
then j ∈ J , hence there must be ℓ ∈ N with Sj,ℓ > 0 and thus Ak,ℓ ≥ Rk,jSj,ℓ >
0. Therefore k ∈ K. This shows SM×K(RES)K×M = SRES = BES .
For the second equation, consider (RES)k,iSi,ℓ with ℓ ∈ K. There is j ∈M
and ℓ′ with Aℓ,j ≥ Rℓ,ℓ′Sℓ′,j > 0. Now if (RES)k,iSi,ℓ = Rk,i(ES)i,iSi,ℓ >
0, we have 0 < Si,ℓRℓ,ℓ′ ≤ Bi,ℓ′ , hence i ∈ K. Thus (RES)K×LSL×K =
(RESS)K×K = AK×K .
Now we have to check that all matrix pairs along the edges are indeed el-
ementary strong shift equivalences between the matrices at their source and
target. This amounts to checking that
A = RS, B = SR, (23)
A = RESS, SRES = BES , (24)
B = ESB, BES = BES , (25)
(ES)M×L(BES)L×M = BES , (BES)L×M (ES)M×L = BL×L, (26)
(RES)K×MSM×K = AK×K , SM×K(RES)K×M = BES , (27)
IN×KAK×N = A, AK×NIN×K = AK×K , (28)
IM×LBL×M = B, BL×MIM×L = BL×L, (29)
(RES)K×LSL×K = AK×K , SL×K(RES)K×L = BL×L. (30)
All of these equations are either direct consequences of the definitions of L and
K or follow directly from (21) and (22).
Now consider the first triangle
BES
A B
RES ,S
R,S
ES ,B
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Here we have to check
R · ES = RES , (R1R2 = R3, ) (31)
SR = B, (S3R1, = S2) (32)
ESS = S. (R2S3 = S1) (33)
All of these equations have already been shown.
We continue with the second triangle:
AK×K
BES
A
(RES)K×M ,SM×K
IN×K ,AK×N
RES ,S
Here we have to check that
IN×K(RES)K×M , = RES , (R1R2 = R3)
SIN×K = SM×K , (S3R1 = S2)
(RES)K×MS = AK×N . (R2S3 = S1)
Only the first equation is non trivial. Let (RES)i,k = Ri,k(ES)k,k ≥ 1 for some
i ∈ N, k ∈ M . Hence there is j ∈ N with Sk,j ≥ 1 and therefore Ai,j ≥
Ri,kSk,j ≥ 1. This implies i ∈ K. Hence (RES)i,k = 0 for all i ∈ N \K, k ∈M
and thus IN×K(RES)K×M = RES .
For the third triangle
BL×L
BES
B
(ES)M×L,(BES)L×M
IM×L,BL×M
ES,B
we have to check
ES(ES)M×L = IM×L, (R1R2 = R3)
BL×MES = (BES)L×M , (S3R1 = S2)
IM×LBL×M = B. (R2S3 = S1)
For the first equality we have to check that (ES)M×L = IM×L. This follow
directly from L ⊆ H . and (ES)M×H = IM×H . We also have Bi,m = 0 for all
i ∈ N \L,m ∈M and therefore IM×LBL×M = B. The second equation is again
trivial.
Finally we consider the triangle on the top.
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AK×K BL×L
BES
(RES)K×L,SL×K
(RES)K×M ,SM×K (ES)M×L,(BES)L×M
(RES)K×M (ES)M×L = (RES)K×L (R1R2 = R3)
SL×K(RES)K×M = (BES)L×M (S3R1 = S2)
(ES)M×LSL×K = SM×K (R2S3 = S1)
Here the first equation is trivial and the second equation follow from (RES)i,m =
0 for i ∈ N \K,m ∈M which we already showed. Finally consider i ∈ N, k ∈ K
with Si,k = 1. There is n ∈ N with Ak,n ≥ 1 hence there is j ∈ M with
Rk,j ≥ 1. Therefore Bi,j ≥ Si,kRk,j ≥ 1. Thus i ∈ L. This means Si,k = 1 for
i ∈M\L, k ∈ K. Together with (ES)M×L = IM×L this shows (ES)M×LSL×K =
SM×K .
Lemma 7.3. Let Q ⊂ Z≥0 Consider the matrices A ∈ Z
m×m
≥0 , B ∈ Z
n×n
≥0 ,
C ∈ Zp×p≥0 and matrices R1, S1, R2, S2, R3, S3 such that the following triangle
fulfills the triangle equations.
B
A C
R2,S2R1,S1
R3,S3
Then the following triangle also fulfills the triangle equations.
BJB×JB
AJA×JA CJC×JC
(R2)JB×JC ,(S2)JC×JB(R1)JA×JB ,(S1)JB×JA
(R3)JA×JC ,(S3)JC×JA
Proof. First we check that the edges in the second triangle indeed describe an
elementary strong shift equivalence. To shorten notation write R = R1 and
S = S1. Assume Rx0y0Sy0x1 > 0 for some x0, x1 ∈ JA and y0 ∈ {1, . . . , n}.
We can extend the word x0x1 to a two-sided infinite sequence (xk)k∈Z with
Axk,xk+1 > 0 for all k ∈ Z. For arbitrary ℓ ∈ N we have
0 < Aℓx−ℓ,x0Rx0,y0Sy0,x1A
ℓ
x1,xℓ+1
and hence there are y−ℓ, yℓ ∈ {1, . . . ,m} with
0 < Rx−ℓ,y−ℓB
ℓ
y−ℓ,y0
Bℓy0,yℓSyℓ,xℓ+1.
Therefore y0 ∈ IB and AIA×IA = (R1)IA×IB (S1)IB×IA . In the same way we see
BIB×IB = (S1)IB×IA(R1)IA×IB .
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The proof for the triangle equations is very similar. We only show
(R1)IA×IB (R2)IB×IC = (R3)IA×IC .
Let x0, y0, z0 be indices such that (R1)x0,y0(R2)y0,z0 = (R3)x0,z0 > 0. Extend
x0 and z0 to bi-infinite sequenzes x and z with Axk,xk+1 > 0 and Czk,zk+1 > 0
for all k ∈ Z. For arbitrary ℓ ∈ N we have
0 <Aℓx−ℓ,x0(R1)x0,y0,
0 <(R2)y0,z0C
ℓ
z0,zℓ
.
Hence there are y−ℓ, yℓ such that
0 <(R1)x−ℓ,y−ℓB
ℓ
y−ℓ,y0
,
0 <Bℓy0,yℓ(R2)yℓ,zℓ .
Therefore y0 ∈ IB and (R1)IA×IB (R2)IB×IC = (R3)IA×IC .
Proof of Theorem 7.1. We first show injectivity. If two paths are homotopic in
SSEdeg(Q) then we can lift this homotopy by Lemma 7.3 to SSE(Q) preserv-
ing endpoints. In particular for every non-degnerate square matrix A every
contractible loop in SSEdeg(Q,A) is also contractible in SSE(Q,A).
For surjectivity consider a path from A to B in SSE(Q). Lemma 7.2 allows
to homotop this path to a path containing only matrices without zero rows
keeping endpoints fixed. Applying the lemma again and again we arrive at a
path where all matrices have no zero rows also for all powers.
Applying the lemma to the transposed matrices further homotops this path
to one without zero columns. Doing this a finite number of times we finally
arrive at a path in SSE(Q) homotopic to the original one with endpoints being
fixed.
8 Contractability of P(Γ, H,X)
The aim of this section is to prove that under additional assumptions on the
refinement structure the coverings space P := P(Γ, H,X) is contractible. The
argument is that of Wagoner in [Wag87, Proof of Proposition 2.12 Step III]
adapted to our notation and with various details added. While this in principle
provides information about the group homology of automorphism groups of
subshifts of finite type, as far as we know no concrete applications of the result
are known so far.
Theorem 8.1. Let Γ be a groupoid and let H be a countable generating set con-
taining all identities. If (Γ, H) has a refinement structure (∼=, (Hn)n∈N, (δn)n∈N)
such that for all morphisms ϕ1, ϕ2 ϕ1 → ϕ2 together with ϕ2 → ϕ1 implies
ϕ1 ∼= ϕ2, then P(Γ, H,X) is contractible for all objects X of Γ.
Before we come to the proof of this theorem, which will make up the rest of
this section, we state a corollary for the automorphism group of SFTs over Z or
equivalently the space SSE({0, 1}, A).
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1↑ ↓
→
← ւտ
ր ց
1
2 2↑ ↓
→
← ւտ
ր ց
Figure 2: A subshift with an exotic automorphism in H ∩H−1
Corollary 8.2. Let A be non-degenerate square {0, 1}-matrix A. The space
SSE({0, 1}, A) is a classifying space of Aut(XA).
Proof. Let H be the set of all conjugacies of Markov shifts over Z having neigh-
borhood {0, 1} whose inverse has neighborhood {−1, 0}. We have to show that
H ∩H−1 consists only of alphabet permutations, because then the assumptions
to Theorem 8.1 are fulfilled. Assume that ϕ ∈ H ∩ H−1 is not an alphabet
permutation. Let ϕloc be the local function of ϕ for the neighborhood {0, 1}.
Assume that ϕ does not have neighborhood {0}. Then there must be a, b, c
with ϕloc(a, b) 6= ϕloc(a, c). Using the fact that A is non-degenerate, we can
extend the words ab and ac on both sides, generating configuration x1, x2 with
ϕ(x1)0 6= ϕ(x2)0 and (x1)n = (x2)n for all n ≤ 0. But this contradicts ϕ having
neighborhood {−1, 0}, The same argument shows that ϕ−1 has neighborhood
0. Hence ϕ is an alphabet permutation.
Remark 8.3. The problem in higher dimensions is the fact that for the gen-
erating set H, as defined in Section 4, H ∩ H−1 might contain more elements
then just alphabet permutations. For example consider the S-Markov shift over
Z2 with 11 symbols
, ↑, ↓,←,→,տ,ւ,ց,ր, 1, 2
and neighborhood S = {(1, 0), (0, 0), (0, 1)}. where every S pattern not appearing
in Figure 2 is forbidden. As in Section 4 let H be the set of conjugacies having
neighborhood S and whose inverse has neighborhood S−1.
Consider the automorphism ϕ that exchanges 1 and 2 if they are surrounded
by arrows. This is clearly not a alphabet permutation but it is in H ∩ H−1 as
the knowledge of the value at a site i and any of its neighbors determines the
value of ϕ at site i.
Now one could also just define ∼= as the smallest equivalence relation con-
taining→, but then it is not clear if one can find δ to get a refinement structure.
For the homological calculations, which we will need for the proof of Theo-
rem 8.1, it is easier to work with the space of unordered Markov partitions as
Wagoner does.
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Assume we have a refinement structure (∼=, (Hn)n∈N, (δn)n∈N such that ∼=) is
the smallest equivalence relation containing→. Pick a representative from each
equivalence class of ∼= and let r(ϕ) be the representative of the equivalence class
of ϕ. Denote the concatenation of δ followed by r by δ˜. Let U be the maximal
subcomplex of P whose vertices are these representatives.
Lemma 8.4. The subcomplex U is a deformation retract of P .
Proof. We are going to define a homotopy Φt from P to U fixing U . Our goal is
to map a point p =
∑n
i=1 αiϕi in [ϕ1, . . . , ϕn] by Φt to
∑
i=1(1−t)αiϕi+tαir(ϕi).
We only have to specify in which simplex this image should lie. Since we want Φt
to be constant on U , the right simplex to pick is the one where we add r(ϕi) after
every occurrence of ϕi with ϕi 6= r(ϕi). For example if ϕ2 = r(ϕ2), ϕ1 6= r(ϕ1)
and ϕ3 6= r(ϕ3) then Φt([ϕ1, ϕ2, ϕ3]) ⊆ [ϕ1, r(ϕ1), ϕ2, ϕ3, r(ϕ3)]. This is indeed
a simplex in P since ϕ1 → ϕ2 implies ϕ1 → r(ϕ2) and r(ϕ1) → ϕ2 by the
properties of ∼=.
Notice that on U the relation→ defines a partial order on the vertices which
is a total order when restricted to simplices.
U has the structure of a simplicial set with degeneration map given by
[ϕ1, . . . , ϕi, . . . , ϕn] 7→ [ϕ1, . . . , ϕi, ϕi, . . . , ϕn].
The geometric realization of this simplicial set, where degenerate simplices are
identified with the corresponding lower dimensional simplices, is homeomorphic
to the geometric realization of the ordered simplicial complexW whose simplices
are of the form [ϕ1, . . . , ϕn] where ϕ1, . . . , ϕn are pairwise different and ϕi → ϕj
for i < j.
Now by [RS71, Proposition 2.1] the geometric realization of U as a simplical
set and the geometric realization of U as a ∆-set are homotopy equivalent.
Since P , U and W are homotopy equivalent, it is enough to show that W is
contractible.
We already know that W is simply connected by Theorem 3.7. By White-
heads theorem it is therefore enough to show that all higher homology groups
vanish. For the computation we use simplicial homology for simplicial complexes
as defined in [Rot98, Chapter 7].
Given a homology class ofW we will find a series of representatives that con-
tain only simplices whose vertices can be represented as the refinement of more
and more different vertices from a finite set. Eventually all of these simplices
will therefore be degenerate and the homology class must be zero.
Definition 8.5. Let K be a finite subcomplex of W . Denote by K ′ the subcom-
plex of W whose n-simplices are either of the form
(I) [δ˜(ϕi0 , ϕj0), . . . , δ˜(ϕin , ϕjn)] with ik < jk for all k ∈ {0, . . . , n}, i0 ≤ · · · ≤
in and j0 ≤ · · · ≤ jn, or
(II) [δ˜(ϕ0, ϕℓ), δ˜(ϕ1, ϕℓ), . . . , δ˜(ϕℓ, ϕℓ), δ˜(ϕℓ, ϕℓ+1), . . . , δ˜(ϕℓ, ϕn)] for some ℓ ∈
{1, . . . , n}
where [ϕ0, . . . , ϕn] is a simplex in K.
The following theorem is based on the Freudenthal subdivision of a simplex,
see Appendix A for a proof and more background information.
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Theorem 8.6. Let K be a finite subcomplex of W . There is map between
chain complexes Cn(W )→ Cn(W ) mapping Cn(K) into Cn(K ′) which is chain
homotopic to the identity.
Theorem 8.7. For every n ≥ 1 the simplicial homology group Hn(W ) is trivial.
Proof. Let [α] be a homology class in Hn(W ). There is a finite subcomplex K
of W such that all simplices of α are contained in K. Let K˜ be the max-
imal subcomplex of W containing all vertices of the form δ˜(ϕ1, . . . , ϕℓ) for
ϕ1, . . . , ϕℓ ∈ K, ℓ ∈ N.
For a vertex ϕ in K˜ let k be the maximal number such that ϕ ∼= δ˜(ϕ1, . . . , ϕk)
for pairwise different vertices ϕ1, . . . , ϕk in K. We call k the rank of ϕ with
respect to K.
Let Kn be the maximal subcomplex of K˜ such that the rank of every vertex
is at least n.
The result now follows directly from the following two claims.
(1) K|K|+1 is empty.
(2) For every cycle α in Kk with 1 ≤ k there is a cycle α′ in Kk+1 representing
the same homology class as α in Hn(W ).
The first claim follows directly from the definition of rank. For the second claim
assume α is a cycle supported in Kk. By Theorem 8.6 we can find β ∈ K ′k in
the same homology class as α. Recall that there are two types of simplices in
K ′k. Simplices of type I are good as they are already contained in Kk+1. We
just have to get rid of the simplices of type II. Let V be the set of vertices
of simplices appearing in β whose rank is at most k. They can only appear in
simplices of type II and each of these simplices contains at most one such vertex.
Let ϕ ∈ V . For a chain γ denote by γ+ the part of the chain consisting only
of simplices containing ϕ and let γ− be the part of the chain consisting only of
simplices not containing ϕ. We then get a decomposition γ = γ+ + γ−.
Let I be the set of all vertices ψ occurring in simplices of β+ with ψ → ϕ
and ψ 6= ϕ. Similarly let T be the set of all vertices ψ occurring in simplices of
β+ with ϕ→ ψ and ψ 6= ϕ.
We have to differentiate between two cases.
Case 1: I 6= ∅. Let ϕ˜ = δ˜(ψ1, . . . , ψm, ϕ) for I = {ψ1, . . . , ψm}. This is
defined by by Lemma 3.6. Since every simplex in β contains at most one vertex
of rank n and all other vertices have larger rank, the rank of ϕ˜ is larger then n.
Define maps Dϕ˜ : Cn(supp(β
+)) → Cn+1(W ) and Dϕ˜ : Cn−1(supp(∂(β+))) →
Cn(W ), by Dϕ˜([ϕ1, . . . , ϕk]) = [ϕ˜, ϕ1, . . . , ϕk]. Next we show that there actually
is such a simplex [ϕ˜, ϕ1, . . . , ϕk] in W . Let
[δ˜(ϕ0, ϕℓ), . . . , δ˜(ϕℓ, ϕℓ), δ˜(ϕℓ, ϕℓ+1), . . . , δ˜(ϕℓ, ϕn)]
be a simplex of type II appearing in β with ϕℓ = ϕ. For 0 ≤ k < ℓ we
have δ˜(ϕk, ϕℓ) ∈ I and therefore ϕ˜ → δ˜(ϕk, ϕℓ). For ℓ < k ≤ n we have
ϕ = ϕℓ → δ˜(ϕℓ, ϕk) and thus again ϕ˜→ δ˜(ϕℓ, ϕk).
A simple calculation gives
∂Dϕ˜(β
+) = β+ −Dϕ˜(∂(β
+)).
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Now (∂(β+))+ must be zero as ∂(β) = 0 and (∂(β))+ = (∂(β+))+. Hence
(Dϕ˜(∂(β
+)))+ = (Dϕ˜(∂(β
+)+)) = 0 and Dϕ˜(∂(β
+)) = (Dϕ˜(∂(β
+)))−. There-
fore β is in the same homology class as β− + (Dϕ˜(∂(β
+)))−. This cycle does
not contain any simplex containing ϕ and every simplex in (Dϕ˜(∂(β
+)))− has
rank at least k+1. Replace β by β−+(Dϕ˜(∂(β
+)))−. Now repeat this process
for all vertices ϕ ∈ V . The resulting cycle contains only vertices of rank k + 1.
Case 2: I = 0. In the case T 6= 0 and instead of adding a vertex to
the beginning of simplices we add it to the end. More precisely, repeat the
argument of Case 1 using ϕ˜ := δ(ψ1, . . . , ψm, ϕ) for {ψ1, . . . , ψm} = T and
Dϕ˜([ϕ1, . . . , ϕn]) := (−1)n[ϕ1, . . . , ϕn, ϕ˜].
A The Freudenthal Subdivision
The Freudenthal sudivision of a simplex is based on the following idea. First
we subdivided the cube [0, 1]n into the simplices of the form
{x ∈ [0, 1]n | 0 ≤ xπ(1) ≤ · · · ≤ xπ(n) ≤ 1}
where π varies over all permutations of {1, . . . , n}. We lift this to a subdivision
of Rn be subdividing all lattice cubes z+[0, 1]n, z ∈ Zn in the same way. Finally
this subdivision induces a subdivision of the simplex
n := {x ∈ [0, 2]
n | 0 ≤ xn ≤ · · · ≤ x1 ≤ 2}
and this is the subdivision we are looking for. It was introduced by Freudenthal
in [Fre42], and reappeared in several contexts, see for example [EG00], [BHM93]
and [BR05].
Formally, let V := {(i, j) ∈ {0, . . . , n}2 | i ≤ j} and define a map
ϑ : V → Zn, ϑ(i, j)k =

2 for k ≤ i
1 for i < k ≤ j
0 for j < k
.
So for example
ϑ(0, 0) = (0, . . . , 0),
ϑ(1, 3) = (2, 1, 1, 0, . . . , 0) and
ϑ(1, n) = (2, 1, . . . , 1).
This map is clearly injective. Notice that the points θ(k, k) for k ∈ {1, . . . , n}
are precisely the vertices of n and that ϑ(i, j) is the midpoint of ϑ(i, i) and
ϑ(j, j).
Now let Fn be the simplicial complex generated by all simplices [v0, . . . , vn]
with vi ∈ {0, 1, 2}n ∩ n and
vi = vi−1 + eπ(i) (34)
for all i ∈ {1, . . . , n} where π is a permutation of {1, . . . , n}. We also denote the
set of n-dimensional simplices in this subdivision by Fn .
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(0,0) (1,1)
(2,2)
(3,3)
(0,1)
(0,2)
(0,3)
(1,2)
(1,3)
(2,3)
Figure 3: Freudenthal subdivision of the 3-dimensional simplex, every directed
path of length three of thick edges, of which no two are in a line, determines
one cell of the subdivision
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Define
sgn[v0, . . . , vn] = sgn(π) = det(v1 − v0, v2 − v1, . . . , vn − vn−1)
= det(v1 − v0, v2 − v0, . . . , vn − v0).
Such a simplex is uniquely determined by v0 and π. The only restriction on v0
is v0 ∈ {0, 1}n but depending on v0 not every permutation π produces vertices
vi ∈ n. The complex Fn is the so called Freudenthal subdivision of the
simplex n. See Figure 3 for an illustration of
F
3 .
The inclusion maps of the k-th face of n are explicitly given by doubling
the k-th coordinate, i.e.,
dk : n → n+1,
dk(x1, . . . , xn) = (x1, . . . , xk, xk, . . . , xn) for 1 ≤ k ≤ n,
d0(x1, . . . , xn) = (2, x1, . . . , xn),
dn+1(x1, . . . , xn) = (x1, . . . , xn, 0).
Based on this subdivision of n we are now subdividing an (abstract) or-
dered simplicial complex K. Let KF be the simplicial complex given by sim-
plices of the form [(vi0 , vj0), . . . , (vim , vjm)] where [ϑ(i0, j0), . . . , ϑ(im, jm)] is a
simplex in Fn and [v0, . . . , vn] is a simplex in K. In particular we must have
ik ≤ jk for all k ∈ {1, . . . ,m}, i0 ≤ · · · ≤ im and j0 ≤ · · · ≤ jm. For a sim-
plex T = [(ϑ(i0, j0), . . . , ϑ(in, jn)] ∈ Fn and a simplex [v0, . . . , vn] ∈ K define
τv0,...,vn(T ) := [(vi0 , vj0), . . . , (vin,jn)] ∈ K
F .
To construct a chain homotopy between the identity and the subdivision,
which we need for the proof of Theorem 8.6, we also construct the simplicial
complex K# whose simplices of maximal dimension are of the form
[vi0 , . . . , vik , (vik , vjk), . . . , (vim , vjm)]
for k ∈ {0, . . . ,m} where [(vi0 , vj0), . . . , (vim , vjm)] ∈ K
F and v0, . . . , vk are
pairwise different. Both K and KF are subcomplexes of K#.
Now define a family of maps F : Cm(K)→ Cm(K#) by
[v0, . . . , vm] 7→
∑
T∈ F
sgn(T )τv0,...,vm(T ). (35)
Next we show that F is a chain map, i.e., that it intertwines with the boundary
map. We have
∂F ([v0, . . . , vm]) =
∑
T∈ Fm
sgn(T )∂τv0,...,vm(T ),
F∂([v0, . . . , vm]) =
m∑
k=0
(−1)k
∑
S∈ Fm−1
sgn(S)τv0,...,vˆk,...,vm(S)
=
m∑
k=0
(−1)k
∑
S∈ Fm−1
sgn(S)τv0,...,vm(dk(S)).
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It is therefore enough to show
∑
T∈ Fm
sgn(T )∂T =
m∑
k=0
(−1)k
∑
S∈ Fm−1
sgn(S)dk(S). (36)
We now expand the left hand side as∑
T∈ Fm
sgn(T )∂T =
∑
[w0,...,wm]∈ Fm
sgn([w0, . . . , wm])
∑
ℓ
(−1)ℓ[w0, . . . , ŵℓ, . . . , wm].
A simplex [w0, . . . , ŵℓ, . . . , wm] appears exactly once in this sum if
(a) 0 < ℓ < m and wℓ+1 − wℓ−1 = ek + ek+1 for some k ∈ {1, . . . ,m− 1}, or
(b) ℓ = 0 and one of the entries of w1 equals 2, or
(c) ℓ = m and one of the entries of wm−1 equals 0.
Otherwise [w0, . . . , ŵℓ, . . . , wm] appears twice with opposite signs and hence
these terms cancel out. For example if w1 contains only 0 and 1 as entries, then
[ŵ0, w1, . . . , wm] = [w1, . . . , wm, ŵm+1] for wm+1 := w1 + e1 + · · ·+ em
and sgn([w0, . . . , wm]) = (−1)m sgn([w1, . . . , wm+1]), hence
(−1)0 sgn([w0, . . . , wm]) = −(−1)
m+1 sgn([w1, . . . , wm+1]).
For a simplex [w0, . . . , ŵℓ, . . . , wm] with 0 < ℓ < m and wℓ+1−wℓ−1 = ek+ek+1
the vectors w0, . . . , wℓ−1, wℓ+1, . . . , wm all have the property that there k-th and
k + 1-th entry agree, and hence [w0, . . . , ŵℓ, . . . , wm] appears as a summand of
the form dk(T ) on the right hand side of (36). In a simplex [ŵ0, w1 . . . , wm]
with a 0-entry in w1, all the vectors w1, . . . , wn must be 0 in the last coordinate,
hence they appear as a summand dm(T ) on the right hand side of (36). Finally
every simplex [w0, . . . , wm−1, ŵm] appears as a summand of the form d0(T ) on
the right hand side of (36). Checking the signs, this shows that both sides of
(36) are equal.
Define a map ̺ : C(KF )→ C(K#) via
[(vi0 , vi1), . . . , (vim,jm)] 7→
m∑
k0
(−1)k[vi0 , . . . , vik , (vik , vjk), . . . , (vim , vjm)] (37)
Remember that all simplices with repeated vertices are trivial in C(K#).
The chain map F is chain homotopic to the identity id : C(K) → C(K#)
via the map given by ̺ ◦ F . To see this we first compute ∂ ◦ ̺+ ̺ ◦ ∂. Under
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this map
[(vi0 , vj0), . . . , (vim , vjm)] 7→
∑
k
∑
ℓ≤k
(−1)k+ℓ[vi0 , . . . , vˆiℓ , . . . , , vik , (vik , vjk), . . . , (vim , vjm)]
+
∑
k
∑
ℓ≥k
(−1)k+ℓ+1[vi0 , . . . , vik , (vik , vjk), . . . ,
̂(viℓ , vjℓ), . . . , (vim , vjm)]
+
∑
ℓ
∑
ℓ<k
(−1)k+1+ℓ[vi0 , . . . , vˆiℓ , . . . , , vik , (vik , vjk), . . . , (vim , vjm)]
+
∑
ℓ
∑
k>ℓ
(−1)k+ℓ[vi0 , . . . , vik , (vik , vjk), . . . ,
̂(viℓ , vjℓ), . . . , (vim , vjm)]
=
∑
k
[vi0 , . . . , vik−1 , (vik , vjk), . . . , (vim , vjm)]
−
∑
k
[vi0 , . . . , vik , (vik+1 , vjk+1), . . . , (vim , vjm)]
=[(vi0 , vj0), . . . , (vim,jm)]− [vi0 , . . . , vim ]
Now [ϑ(i0, j0), . . . , ϑ(im, jm)] = [ϑ(0, 0), . . . , ϑ(m,m)] is the unique simplex
for which i0, . . . , im are pairwise different. The sign of this simplex is 1. Hence
(∂ ◦ ̺ ◦ F + ̺ ◦ F ◦ ∂)([v0, . . . , vm]) = (∂ ◦ ̺+ ̺ ◦ ∂)(F ([v0, . . . , vm]))
= F ([v0, . . . , vm])− [v0, . . . , vm].
This shows that F and id are chain homotopic. We now return to the
simplicial complex W from Section 8. Let K be a finite subcomplex of W . The
map δ˜ induces a simplicial map fromW# →W given by ϕ 7→ ϕ and (ϕ1, ϕ2) 7→
δ˜(ϕ1, ϕ2). This expression is defined since for a vertex (ϕ1, ϕ2) ∈ W# we have
ϕ1 → ϕ2, hence (ϕ1, ϕ2) ∈ H2. It is a simplicial map since every simplex in
W# is of the form [ϕi0 , . . . , ϕik , (ϕik , ϕjk), . . . , (ϕin , ϕjn)] where [ϕ1, . . . , ϕp] is
a simplex in W , i0 ≤ i1 ≤ · · · ≤ in and jk+1 ≤ jk+2 ≤ · · · ≤ jm and iℓ ≤ jℓ,
hence
ϕiℓ → ϕim for 0 ≤ ℓ < m ≤ k,
ϕiℓ → δ˜(ϕim , ϕjm) for 0 ≤ ℓ ≤ k < m ≤ n,
δ˜(ϕiℓ , ϕjℓ)→ δ˜(ϕim , ϕjm) for k < ℓ < m ≤ n.
This furthermore induces a map of chain complexes D : Cn(W
#) → Cn(W ).
Restricted to W it is the identity.
Clearly every simplex in Fn contains at most one vertex of n and every
vertex of n is contained in precisely one simplex of
F
n . These simplices are
of the form [ϑ(0, j), . . . , ϑ(j − 1, j), ϑ(j, j), ϑ(j, j +1), . . . , ϑ(j, n)]. The image of
Cn(W
F ) under D is therefore contained in Cn(W
′) (see Definition 8.5). Com-
posing F : Cn(W )→ Cn(W#) with D thus gives a map from Cn(W )→ Cn(W )
which maps Cn(K) to Cn(K
′) and which is chain-homotopic to the identity. We
thus proved Theorem 8.6.
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