Its first residue has no match to the left. Whenever no match is found, the current character is the factor, in this case C. Matching is resumed one step beyond the last factor, in this case at S [2] , to find CCC as the second factor. Continuing this way, the Lempel-Ziv (LZ) decomposition of S turns out to be
Similarly, the LZ decomposition of the microsatellite above is GCACGCAC · GCAC · ACACACACACACACACACACACACACACACA CACACACACACACACACACACACACACACA · TA · TGC · TA · AC · T CT · CA · GT · CT · GTGTG · TGC · A Lempel and Ziv (1976) measured complexity as the number of factors, eight for S and 14 for the microsatellite. However, we were looking for a complexity measure that could be mapped to the interval between 0 and 1. To construct such a measure, the maximum and minimum values of the statistic in question need to be known. The minimum number of LZ-factors is discovered by considering a sequence consisting of only one type of nucleotide, say W = AAAA. This is decomposed into two factors: A · AAA. So the minimum LZ complexity is always 2. Unfortunately, we could not find an expression for the maximum LZ complexity of DNA, which would be measured in random sequences.
Fortunately, this value is known for a slightly different decomposition. Consider again the example sequence S and decompose it into regions that match anywhere in S, rather than just upstream. The first three Cs match the motif starting at S[2]; the first match factor is therefore CCC and matching resumes at S [4] . The match decomposition thus becomes
In other words, the number of observed factors, n o = 7.
Complexity is the opposite of repetitiveness and hence n o increases with the randomness of S. It also increases with the length of S, which suggests that we use the number of factors per bp as a measure of the observed complexity,
As already mentioned, in order to restrict our statistic to values between 0 and 1, the minimum and maximum complexity need to be known. The minimum complexity, C i , is again found by considering W = AAAA, which is decomposed into two factors, irrespective of its length; in this case AAA · A, and hence C i = 2/|S|. The maximum complexity, C a , is a function of the expected match length in a random sequence, which is given in equation (7) by Haubold et al. (2009) . Now we can write our normalized complexity measure as
Looking up Matches Decomposition was carried out using suffix arrays (Manber and Myers, 1993) . The suffix array of a string is the alphabetical ordering of all its suffixes. Table 1 shows the suffix array, sa[i], of our example sequence, S. It consists solely of the integers indicating the starting positions of suffixes. The actual suffixes, suf [i] , are only included in Table 1 for illustrative purposes. For instance, sa[1] = 12, which indicates that suf[12] = A is alphabetically the smallest of all suffixes in S. We used the divsufsort library (https://github.com/y-256/libdivsufsort) to efficiently compute suffix arrays. We "enhanced" a given suffix array using two arrays that can be computed in linear time from it, the longest common prefix array, lcp, and the inverse suffix array, isa (Abouelhoda et al., 2002) . The lcp array contains the lengths of the longest common prefixes, lcp [i] , between neighboring suffixes suf[i] and suf[i − 1] (Table 1) . For example, suf[3] = CCA and suf[2] = CA share the common prefix of C; hence lcp[3] = 1. We computed lcp from sa using the algorithm by Kasai et al. (2001) . This algorithm requires the construction of the inverse suffix array, isa[sa[i]] = i, which maps a position in S to a position in sa. In Table 1 , for example, the first suffix, CCCCG... is located at position isa[1] = 4 in sa.
To count the factors contained in S, the corresponding lcp and isa are needed. Algorithm 1 shows how isa is traversed by looking up the size of each step in lcp. The number of steps is the desired number of factors. To trace the algorithm, start at the first entry of isa[1] = 4 and look up the two candidate match lengths l 1 = lcp[4] = 2 and l 2 = lcp[5] = 3. The maximum of these is 3, corresponding to the length of the first factor CCC, and the loop repeats at isa[1 + 3] = 7. 
i ← i + max(l 1 , l 2 , 1) To check the behavior of C n when applied to sequence data, we simulated pairs of 100 bp sequences, the length of a typical universal oligo constructed with aso. These sequences were subjected to mutation, leading to a number of mismatches per site, π. This was varied to tune the repetitiveness and hence complexity of the sequence pair: low π corresponds to sequences with long repeats, high π to sequences with short repeats. The sequences were concatenated and C n computed as a function of π. Figure 1 confirms that for low π and hence low complexity C n ≈ 0 and for high complexity C n ≈ 1. It also shows that the slope of C n is steep if the sequences are similar and declines with increasing π. Beyond π > 0.3, C n becomes quite unresponsive to further increases in π.
As to real sequence data, Table 2 shows five illustrative examples of C n for 100 bp oligos from mouse chromosome 19. The entries are sorted according to C n and the oligos are decomposed into match factors. The second entry with C n = 0.382 is the microsatellite from above. However, it is quite possible for natural sequences to have an even lower C n as exemplified by the first table entry where C n = 0.035 due to a long exact repeat.
Crossover Rate: xov
Let x be the probability of crossover per DNA molecule in a given interval. Then the probability of observing no crossover when screening d sperm DNA molecules is
In n PCR reactions the probability of observing k negative reactions (blanks) due to the absence of a recombinant molecule is
In a typical screen, m experiments with different numbers of molecules, d i , are carried out with n i PCR reactions leading to the observation of k i blanks. Table 3 gives an example for m = 3. Notice that the number of reactions without crossover decreases from 7 to 0 as the number of DNA molecules sampled increases from 60 to 240. The probability of observing one such data set given the crossover probability is 
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1.000 Figure 2 : The log-likelihood as a function of the crossover rate in centi-Morgans (cM) calculated using xov for the example data in Table 3 . The 95% confidence interval (CI) is constructed by numerically intersecting the likelihood function 1.92 log-units below its maximum.
where
di . The log-likelihood of the data given some crossover rate is therefore Table 3 . It also shows the Poisson approximation that is traditionally applied in this computation (Kauppi et al., 2009) , which is very similar to our exact ansatz. Both likelihood curves have their maximum at x m = 0.0150, which is equivalent to a crossover rate of 1.50 cM.
To construct a confidence interval around x m , the likelihood ratio R = log(Pr(data|x m )) − log(Pr(data|x))
is formed. The α-level confidence interval has the property that −2R ≤ χ 2 α (1), where χ 2 α (1) is the lower α-th quantile of the chisquared distribution with one degree of freedom (Thomas and Grunkemeier, 1975) . For α = 0.95 this is 3.84 and hence we draw a horizontal line across the likelihood function at 3.84/2 = 1.92 log-units below the maximum and determine the intersections-and thereby the 95% confidence interval-as [0.931, 2.361].
