In this paper we generalize the two level approach approach to hypertext (hypermedia) systems into strati ed hypermedia structures. First we describe the overall architecture of such systems, including the fundamentals of the user interface. Thereafter, its various components are discussed. Special emphasis is paid to how the underlying information model is layered. Two layers are featured: the hyperbase and the hyperindex. A characterization calculus is presented for the characterization of structured elements. This calculus forms the basis of a logic-based approach in connection with the associated information processor (Disclosure Machine). The logic-based approach is considered as the most general approach to the retrieval process. In addition, this calculus is useful for quality assurance in hypermedia applications. Attention is also paid to spatial coherence for relevance judgements.
Introduction
That searching for information can be di cult is a realization that occurs almost daily. Whether it be trying to nd the telephone number of a heater mechanic or nding relevant literature to help solve a problem in nuclear physics, the characteristics of the problem follow the same paradigma. The information disclosure problem begins with a person having an information need that they wish to ful ll (see gure 1). Henceforth, we will denote this person as the searcher and the information need as N. This information is typically concretized in the form of a request, denoted q, which is given to an automatic system, or a human intermediary, such as a librarian. The intention is that the request is as good as possible description of the need N. In addition there is the information to be retrieved. This is modelled as a set O of information objects. The information objects are also referred to as information carriers or documents. Each object is characterized by a set of descriptors to facilitate its disclosure. These descriptors are drawn from a descriptor language C. The characterization, or description of an object will be denoted by (O) . The characterization of an object is arrived at by a process called indexing. Information disclosure is typically driven by a process called matching. In this process the request is matched with the characterization of objects. If the matching algorithm deems an object as being su ciently similar to the request, then the object is assumed relevant and returned (thus disclosing it).
The above paradigm dates from the late fties when the eld of information retrieval was emerging from the realms of library science. It is, however, becoming somewhat outdated. These days, objects need no longer be modelled as amorphous things. Due to the emerging standards such as SGML and ODA, objects have a structure which can be taken into account. This structure is not only useful for disclosing the information contained in the object, but must also be maintained in accordance to a structural speci cation. Therefore, the information disclosure paradigm should explicitly make provision for structural aspects. In recent years, the formulation process has increasingly become less relevant due to the appearance of hypermedia systems. From an information disclosure perspective, the primary facet of such systems is that the information need of the searcher is satis ed by a process of navigation (sometimes also referred to as browsing). Browsing implies that the information need is not formulated into a request. Formulation of the need is acknowledged as being di cult and error prone. (See Cle91]). Navigation is supported by advanced user interfaces, an aspect which is increasingly being recognized as something which in uences the e ectiveness of disclosing the underlying information. We therefore argue that the user interface should also be given consideration within the framework of the information disclosure paradigm.
As the paradigm depicted in gure 1 does not cover important aspects relevant to the present day, we advocate considering information disclosure in a broader, more modern Information System Architecture. (See Bub86]). Within this framework an information system is considered to have the following components (see gure 2): (a) a conceptual description (speci cation), describing the structure of the stored information, and the rules that govern modi cations of the stored information (such as constraints). (b) an information base, containing the stored information according to the conceptual description. This is usually referred to as an instantiation (population) of the conceptual description.
2. An information processor, that processes user requests. The information processor accepts commands from the user via a user interface, interprets them in terms of the conceptual description, and responds in accordance with the information model (both the information base and the conceptual description). An important di erence between hypermedia systems and (conventional) information systems is the concept of associative link, that enables the user to navigate through the information base. Furthermore, state-of-the-art hypermedia systems, in contrast to conventional information systems, feature almost no conceptual description of the stored data. The weaknesses of such an approach have been discussed by several authors ( Gar88] , SF89] ). There seems to be a growing need to be able to support a conceptual description with regard to both hypermedia and traditional document information systems. The combination of structured documents with hypermedia applications looks promising.
This paper describes a strati ed hypermedia architecture founded on this combination. The framework described in gure 2 is taken as point of departure and at the same time de ning the outline of the paper. In section 2 we start with the description of the information model. We introduce the strati ed architecture, each layer of which constitutes a separate information model. Section 3 describes the user interface to the architecture. In section 4 a calculus of characterizations is introduced. This calculus forms the basis for the matching process which is carried out by the information processor (see gure 1). The calculus can also be used for quality assurance within the information model, for example, by comparing the intention of a hypermedia document with its realization. In section 5 we discuss the information processor. We show several strategies for the granularity of the retrieval process. The retrieval process is driven by a process of logical inference. For this purpose, the concept of evolutionary distance is introduced. Finally, section 6 contains a summary and conclusions.
Strati ed Hypermedia
In the literature there have been a number of papers which focus on formally de ning hypermedia at a conceptual level. Several approaches can be recognized; in Gar88] for example, a model of hypermedia is presented using rst-order logic. In Tom89] hypermedia is modelled in terms of hypergraphs. Recently, two level hypermedia architectures have been emerging. (See BvdW90b, Luc90, AAC + 89, ACG91, GGP89]). Such architectures feature an upper level, the hyperindex comprising a hypertext of indexing information which indexes the lower level, the hyperbase. The hyperbase contains the actual information. In our approach, both layers will be organized as information models (see gure 2). As a result, the layers constitute a strati ed architecture.
An advantage of such architectures is that the searcher can navigate within the upper level to a description of their information need, and then transfer themselves to the lower level via interlayer navigation. Retrieving information is thus reduced to a process coined Query By Navigation ( BvdW90b] ). Furthermore, some architectures feature the possibility that a disoriented searcher in the lower level can navigate to the upper level in order to re-orient themselves. We use the term interlayer navigation as a generic term for traversal between layers. Relations between layers form the basis for interlayer navigation. The strati ed hypermedia architecture consists of a number of layers and their interrelations (see also SDBvdW91]).
A layer o ers the possibility to have di erent views on the same underlying base of fragments. Therefore, views not only allow modularization of the information, but also allow exibility in the form of multiple views on the same information. Both aspects are generally recognized as desirable in hypermedia systems.
Formally, a layer is introduced as follows:
De nition 2.1 A Layer is a structure L = (F; N; G; V) where F is a set of information fragments. This set is called the Fragment Base. N is a set of presentation units (or nodes). N is called the Node Base. G is a structure (E; P), where E is a set symbols denoting structural elements, and P is a set of context free production rules. G is referred to as the Schema of the layer.
V is a set of views, called the Mask.
Fragments
We start from a set F of so-called fragments. Fragments are the elementary parts of a document, which are not decomposed structurally into smaller components. Each fragment has associated data of a particular medium (such as text, video and audio). The criterium for judging whether a fragment is atomic or not is not necessarily a property of the fragment itself, but rather is dependent on the lowest level of granularity at which the information is to be considered. For example, animation can be considered as a single fragment, or as a sequence of frames.
Nodes
Nodes are units of presentation, and are used to present the structural components to the user. As a consequence, nodes are constructed from fragments. Formally, a node is a partially ordered set of fragments. We denote a node by the letter N. As an example, in the node in gure 3 the fragments f 1 , f 2 and f 3 are displayed on the screen, while at the same time the video v is played, accompanied with the audio fragment m (see gure 4 for hypermedia drawing conventions). This node can be represented as the following expression:
(f 1 ; f 2 ; f 3 )kvkm A calculus for expressions of this sort has been described in BvdW89]. 
Rules
Usually information is structured according to some rules. For example, if the information has the form of a book, a book consists of chapters, a chapter consists of sections, etc. Context free rules are a powerful mechanism for such structural speci cation. A number of models have been de ned using context free grammars as their basis ( GT87, TSM91] ). Context free rules also have practical signi cance as they form the core of the Document Type De nitions of SGML ( ISO15]), a language which is widely used in the publisher's world and shows signs of becoming a defacto standard for document speci cation. We adopt the convention of SGML and (basically) allow context free rules only. Rules are expressed in the extended BNF format. This convention is similar to the format adopted by SGML. A rule has a left hand side, which consists of a single symbol and a right hand side, which is a series of one or more symbols, where each symbol may have one of the following occurrence indicators:
, the so-called Kleene star, denoting an optional repetition.
+ , the so-called Kleene plus, denoting a repetition.
? , denoting an optional occurrence.
Example 2.1 The structure of a book, as described in the beginning of this section, is described by:
book ! chapter chapter ! section
Views
In the strati ed hypermedia architecture a view is de ned as follows:
De nition 2.2 A View is a structure V = (S; !; M; ; L) where S 2 E is the start symbol ! is a set of parse trees generated from S using G. ! is referred to as the actual structure.
M is the set of vertices within !. A vertex is also called a molecule.
: M ! N maps each molecule from M to a presentation unit. L is a set of associative link schemata.
Each vertex in a parse tree corresponds to an instance of a particular structural element, such as a chapter or section. Such structural elements are termed molecules. The complete context of a molecule is de ned as the path from the root molecule in a parse tree to the molecule in question. On the other hand, an open context corresponds to a downward path in a parse tree, not starting from the root. The term context is a generic term for both complete and open contexts. The parse tree is useful for disclosure, as it allows the searcher to move through the information on the basis of an underlying structure. For example, moving from a chapter to a section, or from a section to a chapter. This kind of movement is termed structural navigation. Structural navigation features the underlying dichotomy that it either extends (enlarges) or contracts (re nes) the current context (see gure 6).
The rules used to specify the actual structure have a context free format. We allow, however, a more liberal application of these rules than is usual in the theory of context free grammars. In particular, it is possible that a molecule occurs in more than one parse tree. This allows the possibility, for example, that a chapter be shared between di erent books.
Molecules as such are abstract objects, and need a mechanism to be presented. For this purpose, the function maps molecules in the actual structure to nodes. In this way the actual structure ! is adorned with content in the form of information fragments resident in nodes. It is the task of the so called author to provide an actual structure with a proper adornment.
A view also contains a set of associative link schemata, where a particular link scheme consists of a set of links of the same category. A link originates from a fragment in a node and leads to a fragment in another node:
Note that the destination node is in the same layer as the source. This restriction contributes to the layerwise modularization of applications. It is the responsibility of the author to make the link sources, not only visible in the node, but also selectable by the searcher. By selecting a link, the searcher initiates the traversal of the associative link. This is denoted as associative navigation.
Ambiguity within Views
When traversing an associative link, several possibilities for system disorientation exist. First, the destination node of the link may be the presentation of more than one molecule. This is termed presentational ambiguity: l 2 L^hhn 1 ; f 1 i ; hn 2 ; f 2 ii 2 l^ (M 1 ) = (M 2 ) = n 2^M1 6 = M 2 Presentational ambiguity has to be resolved into a unique context from which the searcher can continue. One possibility is that the choice be made by the information processor. However, with this solution system disorientation then can lead to searcher disorientation. A better solution therefore is that the system provides information about the possible contexts and let the searcher make a choice. Presentational ambiguity can be avoided by employing the constraint that every molecule has a unique presentation. Formally, we require V 2V
( V ) is a one to one function Another possibility for system disorientation is contextual ambiguity. This occurs when the start molecule of a context has more than one parent in the actual structure. In this case, there is more than one conceptual framework with which the searcher may continue. (See molecule M 2 in gure 8). In contrast with presentational ambiguity, contextual ambiguity need not be resolved immediately. We will see in a later section how open contexts can be useful for a searcher.
The Expressive Power of Views
Currently there are a number of description languages for documents, such as SGML ( ISO15]), T E X( Knu84]) and ODA ( CGR87] ). The underlying conceptual model of these description languages is implicit in their de nition, although it is recognized that the underlying conceptual model is important (see for example Sch89] for a conceptual description of SGML).
The concept of layer presented in the preceding sections is powerful enough to express the important aspects of these languages. For example, SGMLbased documents are easily mapped into a layer in the following way: Each SGML document can be considered a separate view whose actual structure conforms to the grammar speci ed in the Document Type De nition (DTD) of the document. Cross references between SGML documents are modelled as associative links between views.
A feature of ODA documents is that they can be viewed both from a logical or a layout perspective. In our architecture, this is modelled by two views based on the same underlying set of fragments (content portions in ODA terminology). The actual structures of each view correspond to the speci c logical structure and speci c layout structure respectively. The start symbol of each view identi es a set of rules which de ne a document class. Figure 7 illustrates another example of multiples views on the same underlying set of fragments in the context of document maintenance. The document readers view has no structure. It presents the document as a whole, so that the document can basically be read sequentially. The reader can deviate from this line by following an associative link. The document maintenance view, on the other hand, takes the full structure of the document into account. This is useful when the component parts of the document are to be manipulated.
The notion of layer is also su ciently powerful to model state-of-the-art hypermedia. We refer to such hypermedia as at hypermedia as they are constructed by chopping the documents into chunks (called nodes) and linking these pieces together to form a network structure suitable for navigation. Such hypermedia are modelled as a layer whose schema G = (fSg; ;). That is, the layer has no structure (the productions, P = ;). As a consequence, each parse tree consists of a single molecule which corresponds to the start symbol S. (See the reader's view depicted in gure 7). The presentation of each molecule comprises a node containing a document fragment (chunk). The network structure is realized by imposing an associative link scheme over these presentations. Associative link schemes o er exibility as they impose no restrictions on how nodes can be linked together. Structural aspects are only simulated by a special link scheme, for example, the hierarchical link. This implies that there is no possibility to constrain the actual structure which is the principal reason why at hypermedia can readily degenerate into an interweaved mess.
An Example Layer
In this section we present a concrete example of a layer in the form of a hyperbase, the lower level of a two level hypermedia. We start with the following set F of information fragments:
The e ects of pollution on sh can be related to various aspects. f 2 : The increased industrial capacity of most countries has led to higher concentrations of heavy metals in rivers. f 3 : These metals have caused the destruction of the ecosystems on which the sh depend as well as killing the sh directly. f 4 : The e ects of the heavy metals remain predominant for years because they sink to the river bottom and are only very slowly ushed out by river currents. f 5 : Many lakes in Scandinavia have been rendered lifeless by acid rain. f 6 : This is caused principally by the coal burners in the Ruhr and industrial centres in East Germany and Poland. f 7 : Because of the economic importance of salmon we consider the e ects of river pollution on their migration. f 8 : There is a higher concentration of heavy metals in rivers due to the increased industrial capacity of most countries. From these fragments, the following nodes are composed: N 1 (f 1 ) The e ects of pollution on sh can be related to various aspects. N 2 (f 2 +f 3 ) The increased industrial capacity of most countries has led to higher concentrations of heavy metals in rivers. These metals have caused the destruction of the ecosystems on which the sh depend as well as killing the sh directly. N 3 (f 4 ) The e ects of the heavy metals remain predominant for years because they sink to the river bottom and are only very slowly ushed out by river currents. N 4 (f 5 +f 6 ) Many lakes in Scandinavia have been rendered lifeless by acid rain. This is caused principally by the coal burners in the Ruhr and industrial centres in East Germany and Poland. N 5 (f 7 + f 8 ) Because of the economic importance of salmon we consider the effects of river pollution on their migration. There is a higher concentration of heavy metals in rivers due to the increased industrial capacity of most countries. We structure this information by the following grammar:
1. Non-terminals: E = fS; Mg. Note that this example su ers from contextual ambiguity. However, there is no presentational ambiguity. Finally, we consider the links in the views. We assume that in all three views the associate link schemes to be empty. The resulting structure is represented is Figure 8 . Note that the presentations of the molecules S 1 , S 2 and S 3 have been omitted in this gure for reasons of clarity.
In these views we can discern some interesting phenomena: Firstly, there is redundancy within the River Pollution and Salmon Migration view. This view contains twice a sentence about how increased industrialization has led to higher heavy metal concentrations in rivers. (See nodes 2 and 5). Secondly, the Lake Pollution view contains irrelevant aspects, namely node 3 is about heavy metals in rivers and has thus nothing to do with the pollution of lakes.
The Hyperindex
A hyperindex is a layer of indexing information within the strati ed architecture. In such a layer, the fragment base consists of a set of descriptors. The hyperindex typically consists of a single view. Usually, this view is organized as a at hypermedia. We present two examples of hyperindices. (A more sophisticated hyperindex in the form of a lattice of index expressions is described in Bru90]).
A Vocabulary as Hyperindex
In this section we describe an example of a hyperindex based on a set of index terms. The underlying set of fragments (the vocabulary) is: We will not exploit any structure in the hyperindex. As a result, we choose for a at hypermedia having a grammar G = (fEg ; ;). One view is introduced.
For each index term a molecule is introduced, and adorned as shown in gure 9. This gure also gives a shorthand pictorial representation for such a structure. This enables us to depict the hyperindex as in gure 10. We introduce two schemata for associative links:
isa The isa-relation expresses the categorial class of index terms. In the previous section the strati ed hypermedia architecture has been introduced. In this section we describe the behaviour of such a system towards the searcher (i.e. its user interface, see gure 2), in terms of operations that are to be performed by the information processor.
The basic concept in the interaction with a searcher is a context. A context in the hyperindex represents (part of) the information need of the searcher. By operating on this context, the searcher will reach a point where no improvements are possible. For example, suppose the searcher is interested in documents that deal with the role of astrology in myths from the classical antiquity (see gure 13), and is searching the hyperindex. First the searcher may then locate the context in the hyperindex that as good as possible corresponds to the rst descriptor, being the classi cation myths, legends and talks from classical antiquity. From this point, no improvement is possible that results in a context that better describes the information need. The searcher will then put a hold on this context, and start a search for the missing part of the information need. This search will lead the searcher to the classi cation astrology. As a result, the searcher has managed to describe the information need by two contexts. Via interlayer navigation, the searcher can retrieve the relevant documents.
Generally, a searcher will have activated a number of contexts, one of which is selected as focus for further processing. This set of activated contexts can be seen as a set of guide-cards in the current layer. Therefore, we will denote the set of activated contexts as the current guide. This guide can be seen as a re ection (so far) of the information need of the searcher.
Only the context under focus (if any!) may be subject to further processing. The focus is displayed to the searcher by its presentation. The searcher now has the following possibilities:
1. creation or change of focus The searcher may select a new focus, either by activating a new context as an extension to the guide, or by choosing another context in the guide for further elaboration.
interlayer navigation
If the searcher nds the guide a precise enough description of their information need, the searcher can use this set as a key for entering another layer. There are two special cases. Going from the hyperindex into the hyperbase is denoted as beam down. Going in the opposite direction is termed beam up.
associative navigation
Typical for hypermedia systems is that they o er the opportunity to follow up on some issue of the current presentation, by making use of the link system of the current view. The actual links within a presentation then have to be visualized by the author, and selectable, usually via a pointing device.
structural navigation
The searcher may enlarge (extend) or re ne (contract) the context under focus by structural navigation. In this case, the searcher traverses via the structural links through the layer. In contrast to associative navigation, structural navigation can not result in context ambiguity, even if the current molecule is shared as substructure by more than one molecule.
context de-ambiguation
If the current context is ambiguous, the searcher can make a step towards resolving this ambiguity. The system will present the possible parent molecules (in some appropriate order), and let the searcher choose between one of the alternatives. 6. context ambiguation The converse of context de-ambiguation is context ambiguation. The searcher can make a context more general by making it (more) ambiguous. The e ect of this operator is that the start molecule of the current context is pruned. 7. query by similarity When reading the current presentation, the searcher might nd descriptors in the text that better characterize the information need than the current guide. The searcher may then select those pieces of the presentation (usually by an appropriate mouse action) for building a corresponding guide in the hyperindex, and making the transfer to this new guide.
The characterization calculus
In this section we consider the characterization of the information bearing elements that build the hypermedia application. This is done bottom-up, starting from the characterization of fragments.
Characterizing fragments
For the purposes of modelling characterizations, the function is introduced. This function maps the information objects (fragments, nodes, molecules) onto the fragment of another layer. For example, the information objects of the hyperbase are characterized by the fragments of the hyperindex (the descriptors). The characterization of the fragments of a layer is the base for the characterization calculus. This characterization is usually obtained by some e cient indexing algorithm. In the context of our ongoing example we characterize by index terms, and assume the characterization of the fragments to be:
(f 1 ) = fpollution, shg (f 2 ) = fconcentration, heavy-metal, river, industryg (f 3 ) = fdestruction, ecosystem, sh, heavy-metalg (f 4 ) = fheavy-metal, riverbottomg (f 5 ) = flifelessness, lake, Scandinaviag (f 6 ) = fpollutiong (f 7 ) = feconomy, salmon, pollution, river, migrationg (f 8 ) = fconcentration, heavy-metal, river, industryg
Characterizing nodes
Next we consider the characterization of a node. The characterization of a node is derived from its underlying fragments as follows:
De nition 4.1 Given a node N, then the characterization of N is de ned as
where is a suitable associative binary operator on characterizations. Note that the structure of the presentation, as re ected in the partial order in which the information fragments are presented, is not taken into account.
In our ongoing example the operator unites sets of index terms. Thus we have for example:
( 
Characterizing molecules
The characterization of molecules consists of two components: 1. A characterization which can be derived from its presentation. This is denoted as the weak characterization w . 2. A characterization which can be derived from its structural cohesion, the strong characterization s . We will assume the following simpli cation(see also BvdW90b] The current guide is considered as a provisional description of the information need of the searcher. Typically, the searcher will select a number of descriptors from the hyperindex, and then retrieve the objects that have su cient similarity with the guide. In this way, the guide is used positively. We could also consider what negative aspects are related to a guide. Consider a context C, which constitutes a path M 1 ; : : :; M n from M 1 to the current molecule M n . We consider the characterizations along this path: (M 1 ); : : :; (M n ). Due to our approach, we have: If we take weak characterization also into account, the total rejection will amount to:
where ? is a suitable binary operator on characterizations (corresponding to set di erence if sets of index terms are used as characterization mechanism). Some descriptor may, however, be rejected in more than one context of the current guide G. The higher the rejection rate of a descriptor is, the more the system will be convinced that the searcher is not interested in this descriptor. This is administrated in the function RG:
Note that initially (i.e., G = ;) we have RG ; (d) = 0 for all descriptors d. Note that the situation can occur that a descriptor is relevant for the current guide, and on the other hand, the descriptor has a positive rejection rate.
The importance of the negative aspects of the searcher choices are not taken into account in current systems. However, they can be used in several ways. First, we can derive relevancy of alternatives, for example, when resolving contextual ambiguity. This enables us to o er the alternatives in the most appropriate way according to the past searcher behaviour. Another opportunity that is provided by using the searcher's non-interest is to improve precision. The spoken interest (the current guide in our case) serves to achieve a good recall. The objects that probably will be rejected by the searcher can be derived from the function RG.
Comparing objects
In the previous section we introduced a calculus for the characterization of nodes and molecules in terms of the characterization of fragments. From this point on we will refer to fragments, nodes and molecules generically as objects. The characterization of objects gives the opportunity to a quantitative comparison on the basis of their information overlap.
For example, if two nodes share a large number of descriptors, then they are assumed to have a strong overlap. If, however, the intersection of their respective characterizations is empty, then the assumption is that they have no overlap. On the basis of this intuition overlap is modelled on a scale of zero to one, where a value of one means that the two objects have exactly the same characterization, and therefore are considered to contain the same information, which not necessarily implies that the two objects are identical. Conversely, a value of zero means that there is no correlation. 
Consistency of Views
The strati ed hypermedia architecture o ers the possibility to create several views on the same underlying set of information fragments. This then leads to the quality of views: A good view will o er a good framework for e ective information disclosure. We introduce two criteria for judging views and a way of quantifying these criteria. The criteria are cohesion and relevance. Redundancy and irrelevance are particular extremes of these criteria.
The properties of views can be considered in terms of the composing substructures. In our analysis we focus on a major component within views, the sequence. 
Sequences

Cohesion of Sequences
Cohesion is a measure of the connectedness or togetherness of the sequence. A sequence is connected if there is su cient information overlap between the successive objects. Cohesion can be considered as a range. At the low end of the range, we term a sequence disjointed when there is very little information overlap between successive objects. At the high end of the range, we term a view redundant if the searcher is constantly confronted with the same or similar information. We do not contend that redundancy is`bad'. In fact, controlled redundancy is a constructive way to help the searcher stay with a particular idea or line of thought. For example, certain aspects are summarized (i.e. repeated) at di erent places in the sequence. In other words redundancy is not only the repetition of information but is also dependent on the distance between the information that is repeated. If this distance is short then the repetition is not constructive and will probably be annoying for the searcher.
The distance between objects in a sequence is simply the distance within the sequence. Cohesion is a function of the overlap of the objects in the sequence modi ed by their distance apart. For most purposes, the following is a good approximation of cohesion:
Cohesion(x; y) = Overlap(x; y) Distance(x; y) The cohesion of a sequence can be represented as a directed graph in which the arcs between two nodes are annotated with the cohesion value of the two associated objects.
The cohesion graph can be used to detect disjointedness and redundancy as follows: If there are many arcs that have very low values between nodes that are close together in the graph, then this is a re ection of disjointedness. On the other hand, if the arcs of nodes that are close together have relatively high values and arcs connecting nodes that are further apart have mostly values greater than zero, then this is a re ection of redundancy. To illustrate how the values on the arcs are calculated consider the arc which connects nodes 2 and 5. We know from earlier that the overlap between these nodes is 0.417. In the graph they have a distance of 2. So their cohesion is 0:417 2 which roughly equals 0:108 On the basis of the above graph the author may decide that the value on the arc between nodes 2 and 5 is rather high considering the distance between the nodes. This value is due to the redundant information in both nodes.
The question arises as to what can be done in the author decides that the redundancy is not acceptable. This can be sometimes solved by splitting the redundant information from the objects involved and forming this into a new object.
Relevance
Sometimes a sequence has a speci c purpose. This is normally the case with paths because these are de ned by the author to support a theme or intention.
For example, the intention of the nodes in V 3 is that it should provide information about the pollution of lakes. In our model we formalize an intention by characterizing it. That is, the intention can be represented, for example, by a set of descriptors. We denote such a representation of an intention by .
The question arises as to how well the sequence re ects its intention. For example, the Lake Pollution sequence described in the introduction is not a good re ection of the intention because node N 3 of this view has nothing to do with the pollution of lakes. We say that N 3 is irrelevant with respect to the intention of the view.
The relevance of a given sequence with respect to its intention can be quanti ed by determining the information overlap of every object in the sequence with the intention. = 0 A sequence can be deemed as being relevant if many of the objects in the sequence have a non-zero overlap with the intention. A typical application is writing teaching material for courses covering material that has been de ned by a list of chapters of di erent books. The intention, then, is the cumulative characterization of the material de ning chapters. The overlap of the textbook with this intention then is a measure to what extend the material has been covered in the textbook.
Another application is marking of exercises that ask for the overview of some part of the material. The mark can be directly derived from the overlap between the (characterization of the) material, and the work of the student.
Logic-based Information Disclosure
In the previous section, the use of the characterization for quality assurance was elucidated. In this section, characterizations form the basis for the matching process, as carried out by the information processor (see gure 1). The matching operator is embedded in the beam down operation, which performs interlayer navigation from the hyperindex to the hyperbase (see gure 15). The beam down operation results in a dynamic view on the hyperbase, with the following characteristics. The start symbol of the view is a special symbol S, which does not take part in any grammar rule. As a consequence, each parse tree consists of a single molecule. The actual structure contains one parse tree M, which forms a stepping stone to the retrieval result. The presentation of this molecule M o ers the possibility to access the molecules that are characterized by the actual guide. Each fragment in the presentation of M identi es a molecule in the retrieval result. These fragments are ordered with respect to decreasing relevance of the associated molecule with respect to the guide. From each fragment in (M) an associative link runs into the presentation of the associated molecule in the retrieval result. Note that traversing such an associative link brings about a shift of the current context, as it lands the user into the parse tree which the molecule is a part of. In the previous sections, the similarity function Sim has been mentioned as a function to measure the probability P Rel (A; q) of an object A to be relevant for a query q (or, its relevance, for short):
This function will be introduced in this section.
In the logic-based approach to information disclosure an object is assumed to have a formal semantics in the form of a set of so-called axioms. Each axiom describes or characterizes a part of the contents of the object. In logic, a model is an interpretation, or concretization, of such a logical framework in which all the axioms hold. In this sense, an information object A can be said to form a model of its associated axioms ( (A)). In formal theories a well formed formula W can be deduced, or proven, from a set A of axioms by applying so-called rules of inference (A`W). An example of such an inference rule is modus ponens which states: If formulae W and W ) X are already proven, then X is also proven.
In the context of information disclosure the rst possibility is (A)`q, meaning that request q can be proved from the axiom set of object A. From (A)`q we are sure that A is a model for q (A j = q), or in less formal terms, object A deals with, or is about, request q, and therefore should be returned in response to q.
If q cannot be deduced from (A), then no de nitive statement can be said about A being relevant with respect to q. It means only that the axioms are too weak to be able to prove it. The question arises: How likely is it that object A is nevertheless relevant to the request and to what extent? More precisely, what is the probability P Rel (A; q) of A being a model of q?
Simple information disclosure works under the Closed World Assumption, stating:
If the relevancy of an object to a query can not be proven, then the object is assumed to be irrelevant to the query.
In this paper we do not adopt the Closed World Assumption. For establishing the relevance of an object A to a query q we consider two schemes: minimal axiomatic extension and spatial coherence. These schemes will be discussed in a later section.
The starting point for the matching process is a layer (the hyperbase, say) that is characterized by another layer (the hyperindex, say). In the previous section we extended this characterization to a characterization of all molecules.
Note that the object space M, besides its structural construction, is also organized as a network. This latter structure can be induced in several ways from the associative links in the layer. The links between molecules can, for example, be recorded by the accessibility relation R M M as follows: we have (M 1 ; M 2 ) 2 R i there are molecules N 1 and N 2 , descendants of M 1 and M 2 respectively, such that some link schema l in L contains an associative link from (N 1 ) to (N 2 ) (i.e., hh (N 1 ); f 1 i ; h (N 2 ); f 2 ii 2 l for some fragments f 1 and f 2 ). For example, such links in documents are summarized in the reference list of the document. We assume that these links are weighted by a proximity weighting function w : R ! 0; 1].
The relevance of an object A in response to a request q is established by the Information Disclosure Machine, which is driven by a process of deduction:
De nition 5.1 An Information Disclosure Machine is a system hF; Pi where, F is a set of rules of (strict) inference P is a set of rules of plausible inference Note that the Disclosure Machine is a part of the information processor (see gure 1). The symbol`is used for a derivation which involves only rules of strict inference. When rules of plausible inference are also involved, the symbol is employed. The following strategies can be adopted (see gure 16): 1. retrieve the most general molecules only. This is usually done in existing disclosure systems. For example, in libraries, it is su cient to deliver the booknumbers, as they can only be taken as a whole from the shelf. 2. retrieve the most speci c molecules only, i.e., molecules that are su ciently relevant, but whose descendants are not relevant enough. In this approach, the information need is satis ed in its nest granularity. The advantage is the minimization of time that has to be spend reading documents in order to nd the answer to a speci c question ( WD91] ). 3. retrieve by structural element. For example, the system can be asked to only retrieve relevant sections.
4. retrieve the relevant subtree, i.e., all relevant molecules as a separate parse tree. More advanced Disclosure Machines do not operate under the Closed World Assumption. Due to the inherent incompleteness of object characterizations, the Closed World Assumption can be extremely dubious, as not being able to prove the request can occur quite readily. Therefore, deeming the object as being irrelevant can quite likely be incorrect. More advanced Disclosure Machines therefore try to estimate the probability of relevance, when strict proofs are not possible.
Minimal Axiomatic Extension
The principle of minimal axiomatic extension states:
The probability of an object being relevant to a request is inversely proportional to the minimal extension of the object description allowing to prove the request.
It is important to note that either the description must be extended with new axioms, or some axiom(s) of the description have to be strengthened. The opposite will not do simply because if the axiom set of a document is not strong enough to prove the request, then any subset, or weakening, of the axioms is also insu cient. An inverse approach to description strengthening is query weakening ( Nie86] ). We will restrict ourselves to the process of strengthening the axioms of the object description. In another approach a knowledge base is being used ( Nie86] ). It has even been suggested that the user supplies the extra semantics interactively ( Rij89] ).
By strengthening the axioms the deduction process becomes less certain because it involves suppositions that were not originally a part of the semantics of the object. This process of plausible deduction is driven by rules of plausible inference. Each such rule has associated a degree of plausibility. From this we derive the plausibility of plausible derivations.
Plausible deduction can be understood as a process in which we try to transform or evolve a set of axioms into the request. The more evolution necessary, the more dissimilar the request from the originating axioms. The amount of evolution can be formalized under the notion of the evolutionary distance between descriptions denoted (x; y). As y may evolve from x in a number of ways, meaning that there may be several plausible deductions of y from x, the evolutionary distance between x and y is de ned as: (x; y) = min fplausibility x yg A simple approach is to de ne the plausibility of a plausible derivation as the number of plausible inference steps in this derivation.
The similarity Sim(x; y) between descriptions x and y is then speci ed as a function that is inversely proportional to (x; y). For example:
Sim(x; y) = 2 ? (x;y) 
Spatial Coherence
After the relevance calculations from the previous section, we next take context considerations into account to smoothly balance relevance over the object network, using the spatial coherence of objects. Spatial coherence can be understood from a modal logic approach: Each information object is considered a world; the worlds being connected to each other by an accessibility relation. If two worlds are connected the intented meaning is that the two objects have a level of coherence indicated by the strength function for this coherence.
In terms of logical inference, if the proof of a request q is not possible from (A), then an impression of relevance is attempted by considering similar objects. To this end, we introduce the coherence matrix D of objects. For convenience, we number the objects as fx 1 ; : : :; x n g. The coherence matrix is then de ned by: The coherence matrix is used as a linear di erential schema for relevance interpolation: y = r + Dy The solution of this equation gives the spatial relevance of the objects with respect to request q. We will not further elaborate on this approach in this paper. For e ciency reasons the restriction to rst-order relevance balancing can be used: y = r + Dr In this approximation only the nearest neighbouring objects are used. By using higher order approximations, we move further and further from the original world therefore diminishing the probability of relevance.
The probability of relevance now is expressed as: P Rel (x i ; q) = y i
An example: the Coordination Machine
A well known retrieval model is the coordination model Rij86]. We will describe this retrieval model in terms of the strati ed hypermedia architecture. The objects that can be retrieved are contained in the hyperbase. A hyperindex is constructed according to the example of section 2.6.1, with the restriction that the retrieval model does not support associative links between the index terms. The Coordination model does not have provision for using coherence between objects, resulting in a coherence matrix which is the null-matrix. In the coordination model, there are no rules of strict inference. Unlike Boolean information disclosure ( BvdW91b] ), the Coordinations Machine does not operate under the Closed World Assumption, and thus can o er better disclosure than Disclosure Machines based on the Boolean retrieval system. There is one plausible inference rule, which allows for the addition of a single keyword to an expression. This can be viewed as extending the semantics of an object by the addition of an assumption. The evolutionary distance between description x and description y, is the number of assumptions that must be added to x in order to validate y: (x; y) = jy ?xj
The usual method for estimating probability of relevancy is by using the ratio between the intersection and union of the request and characterization. This can be expressed in terms of evolutionary distance as follows:
Sim(x; y) = jyj ? (x; y) jxj + (x; y)
As spatial coherence is not taken into account (D = 0), we conclude: P Rel (A; q) = Sim( (A); q) Note that the probability of relevance is inversely proportional to the evolutionary distance.
Conclusions
The strati ed hypermedia architecture is a powerful and general framework in which a number of existing approachs, such as state-of-the-art hypermedia, (structured) documents, keyword-based systems can be considered. Furthermore, it constitutes an integration between logic-based information disclosure (an area of growing importance from the information retrieval world) and two level hypermedia (a promising new development from the hypermedia eld). This integration is realized by considering the retrieval process as navigation between layers. Our research e ort within the strati ed architecture centres around so called index expressions, which we consider a more powerful characterization language ( Bru90]). A hyperindex based on index expressions has a nice lattice structure which has proven useful for disclosure purposes ( BBB91] ). This facilitates the process of query formulation considerably. In addition, an index expression logic can be de ned ( BvdW91b], BvdW91a]). Currently the ideas are being exploited in Esprit project APPED.
