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An algorithm is presented for the numerical evaluation of the null distribution 
of the largest latent root of a beta matrix, based on a finite series recently given 
by Khatri [6J. The same method can also be used for the distribution of the 
smallest latent root, and it can be easily adapted to find percentage points. The 
method is only useful if the size of the matrix and the size of the denominator 
sample are small, and in this sense it complements some of the large sample 
approximations. 
Although the calculation may be fairly lengthy, the algorithm itself is quite 
short, and a Fortran coding of it will be submitted to the Journal of the Royal 
Statistical Society, Series C (Applied Statistics) for publication. 
1. INTRODUCTION AND SuMh4m~ 
Let Sfx” , SixP have independent Wishart distributions with common vari- 
ance matrix D’xp, degrees of freedom nr , n2 , respectively, and S, (possibly) 
noncentral, with matrix of noncentrality parameters 52. Further, let Zr 3 Za 3 
*** 2 I, > 0 be the latent roots of SIS;l, and b, 2 b, 2 .a. > b, the latent 
roots of the beta matrix S,(S, + S&l. (Hence, bi = Z,/(l + Zi), i = l,...,p.) 
Recently Khatri [6] has given finite series for the distribution functions of 
extreme roots of certain matrices, and for Zr his result may be written [6, Theo- 
rem 31: 
P(Z, < w) = (+--)1’2n1D etr (- & B) 
x g* (1 +&p ( - WQ, 1+w ) (1) 
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where m = &(nz - p - 1) is assumed to be an integer, LKm(Z) is the Laguerre 
polynomial of matrix argument (see [2]) and the summation, ,ZK*, is over all 
partitions K of R: 
K = (4 , 4 ,*.., k,), 
k, b k, > ... 3 k, 3 0, 
k = kl + k, + .a. + k, , 
with at most p nonzero parts, ki , and no part greater than m, i.e., k, < m. 
The univariate version of this series was given by Seber [12] as a closed form 
for the noncentral F distribution. However, for p > 1 the most serious obstacle 
to using (1) in a calculational method is the Laguerre polynomials for which 
we have in general no explicit formula. 
In the null case, i.e., 52 = 0, the series (1) simplifies very considerably, and 
explicit expressions are available for the terms. In the next section we show 
how the partitions K can be enumerated and the terms calculated, in such a way 
as to achieve very great economies in the calculation, and the method seems to 
become a practical procedure for a useful range of values of n, , tis , and p. 
In Section 3 we give some numerical results, and in Section 4 we give some 
comments on the procedure. 
It should be noted that the null distributions for the three different situations 
considered by Khatri are all the same, and so interest in these is not confined to 
one particular application. Also, although in the remainder of this paper we 
are concerned with the largest root b, , there are exactly corresponding results 
for the smallest root b, , and for the smallest nonzero root in degenerate cases, 
2. CALCULATION OF THE NULL DISTRIBUTION 
In terms of the roots of the beta matrix, we may write (1) as 
P(6, < x) = X1’2nlD (2) 
In the null case this reduces to 
P(b, < x) = X1“- c 
mZ, ~ * (1 - X)” 
K 
k=O 
k! (ih)K ‘K(h) (3) 
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(see Constantine [2, Eq. 21]), where 
(&a = f!p - i + l))ki 
(4) 
(a)2 = l&z + 1) **a (a + z- l), 
1 = 0. 
121 
and C,QP), the zonal polynomial at the identity (see James [5]) has the formula 
Wd = 
22”k!($p), j&<j (2ki - 2kj - i +j) 
332k, +p-ii)! ’ 
Hence, even in the null case, a simple algorithm generating first the partitions, 
K, and for each calculating (4) and (5) separately, can give a very lengthy calcula- 
tion. The idea behind our proposed method is to generate the partitions in a 
way which allows the terms to be calculated by recurrence relations from 
previously calculated terms. This will involve a small amount of elementary list 
processing, but the storage requirements are minimal. 
A simple counting argument shows that the total number of partitions, K, 
in the sum (3) is 
p-l--m 
( ) m 
= (P + 4 , 
p! m! 
and although we need to store information from only a very small fraction of 
these partitions at any one time, this crude number of terms is the chief limiting 
factor of the method. 
The set of partitions occurring in the sum is symmetric in the sense that 
there is a one-to-one correspondence between the partitions of k occurring and 
those of mp - k. For each partition K = (k, ,..., k,) of k we define the associated 
partition 
K* = (m - k, ,..., m - k,), 
and as K ranges over the partitions of k included, K* ranges over those of 
mp - k. Denote the general term in (3) by T, : 
T K = ~~‘~~~‘[(l - x)“/k!]($r& C,(I,). (6) 
It is easy to verify that 
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where 
s, = (4(r$;,), (1 - X)%P (-4KMP + l)),(l - wk: 
C-m - tnl + HP + 1N$&, ’ (7) 
and p is the partition (m, m ,..., m). 
If k < imp, T, and T,, are calculated together. If mp is even and k = imp, 
T, alone is calculated, since the set of partitions of k = +mp is associated with 
itself. 
The partitions, K, and the corresponding T, and s, are generated recursively 
as follows. Suppose we have arrived at a partition K with nonzero parts 
(4 > k, ,...> k,), r <p, kj < m, and k, > k, > ... 3 k, > 0. Generate the par- 
tition K + 1 defined by 
K + 1 = (kl , k, ,..., k, + I), (8) 
if it is admissible (i.e., if k, + 1 < k,-,). Also, generate the partition K u 1 
defined by 
K U 1 = (k, , k, ,..., k, , I), (9) 
if it is admissible (i.e., if Y + 1 < p). We refer to K f 1 and K U 1 as partitions 
COntigUOUs t0 K. 
It is then easy to check that the following recursive relations hold between 
terms of contiguous partitions: 
T K+l = 
(~1 +$b;)+ 1) (P + 24 - r + 1) (1 _ x) 
7 W, + 2) 
’ 10; (l - 2, - 2;,. - i + r) TV ; (10) 
T KU1 = (” - ‘l(’ - r, (1 - ~) ~~ (1 - 2ki + r: 1 _ i ) T, ; (11) 
(P + 2k, + 2 - 122 - Y)(P + 2k, + 2 - r) 
“+’ = (2p + 2k, + 3 - n, - n2 - r)(nl + 2k, + 1 _ ,,) (l - ‘)-” ‘, ; (12) 
and 
s 
lcul = (2p + 4 - 
cp + 3 ,““,~(f,(+:-,“,,(l -x)-2$. (13) 
(Of course the relations for K U 1 follow from those for K + 1 by replacing r 
with 7 + 1 and putting k,,, = 0.) 
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B m (n, + 2j - i - I)(1 - x) 
S(o) = ($y’;)), (1 - x)“* = ; E (p + 2j - ;) (14) 
keep forming successively the admissible contiguous partitions K + 1, K U 1, 
or both, up to and including those of degree [imp]. At each stage T, and s, 
are calculated as above and T,, is calculated unless the degree of the partition is 
exactly imp. 
Obviously some intermediate storage of partitions and values of T, and s, is 
necessary, but this can be minimized if the calculations are organized in the 
following way. Let the partitions accumulate in a simple list and always work 
with the end partition in the list. 
If either K + 1 or K U 1 is the only admissible partition contiguous with the 
last partition in the list, replace this last partition and its values T, , s, with the 
new partition and values. 
If both are admissible replace the end partition and its values with K + 1, 
T K+l , s,+r and extend the list with K u 1, TKul, sKyI. The order in which these 
two new items enter the list is important. 
If the end partition has no further admissible partition contiguous with it, 
remove it from the list, and discard its values of T, and S, . 
The procedure automatically terminates when the list is empty. Proceeding 
in this way we see that at any stage, the partitions in the list 
(a) must have increasing lengths, and 
(b) must have decreasing final nonzero parts, so that it is never 
necessary to store more than min(m, p) partitions and their values of T, and 
s, at one time. This is a very modest storage requirement even for a small 
computer. 
3. NUMERICAL EXAMPLJSS 
Table I gives the results of a few calculations of P(b, < X) from (3) using, for 
the values of X, some previously tabulated upper percentiles. The column 
listing the number of partitions required in each calculation (i.e., (Iltip)) gives 
a good indication of the relative times required, since on the machine used the 
time taken was roughly proportional to the number of partitions. 
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TABLE I 
n2 P Partitions x Probability 
8 46 3 2024 0.3459” 0.8999 4180 
9 148 3 67525 0.1203* 0.8004 0055 
11 29 4 1820 0.6225” 0.9499 9011 
10 83 4 123410 0.2142d 0.8000 2695 
15 27 6 8008 0.7639” 0.9499 0695 
15 37 6 54264 0.6577” 0.9499 6765 
17 19 8 1287 0.91968’ 0.9499 5894 
17 29 8 43758 0.80798’ 0.9499 5824 
20 20 9 2002 0.9345f 0.9499 4696 
20 30 9 92378 0.83666’ 0.9499 4308 
21 21 10 3003 0.94141’ 0.9499 6663 
D 0.90 percentage point taken from Foster and Rees [4]. 
b 0.85 percentage point taken from Foster and Rees [4]. 
c 0.95 percentage point taken from Foster [3]. 
d 0.80 percentage point taken from Foster [3]. 
E 0.95 percentage point taken from Pillai and Bantegui [lo]. 
f 0.95 percentage point taken from Pillai [7]. 
4. CONCLUDING REMARKS 
Other finite series for the distribution of b, have been given (see Khatri [6 
and references]), and for example Constantine [2] has given the following 
x 2%$%,HP + 1 - n,); i(% SP + l);&J), (15) 
which is a finite series if $(n2 - p - 1) is an integer. It should be noted that 
the series (3) has some decided numerical advantages over (15) and similar 
finite series. First, the terms of (3) are all positive whereas those of (15) alternate 
in sign causing heavy cancellation. Second, n2 occurs in (3) only in the terminus 
of the summation, and so, if tables were to be produced using (3) several values 
of n, could be handled together. 
The numerical examples of Section 3 give some actual evaluations of distri- 
bution functions. Of course in practice it may be more useful to calculate the 
mp + 1 coefficients of (1 - x)* and, hence, evaluate the distribution using (3) 
as a polynomial in (1 - x), apart from the factor xrIs*l~. In particular the 
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percentage points can be calculated as smallest roots of polynomial equations 
for which several methods are available. 
Note that some tabulations of this type have recently been published. See 
Schuurmann, Waikar, and Krishnaiah [ll and references]. 
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