Let H be a Hermitian random matrix whose entries Hxy are independent, centred random variables with variances Sxy = E|Hxy| 2 , where x, y ∈ (Z/LZ) . In higher dimensions d 2, we obtain similar results that improve the corresponding ones from [7] . Our results hold for general variance profiles Sxy and distributions of the entries Hxy.
Up to now, only lower and upper bounds have been rigorously established for . Since the Anderson transition can be studied via random matrices directly in d = 1 by varying W in the interval 1 W L, here we focus on the results in the one-dimensional setting, but analogous theorems were proved for higher dimensions.
Schenker [13] showed that W 8 , uniformly in the system size. The lower bound W was proved in [8] by using a self-consistent equation for the diagonal matrix entries G xx of the resolvent (or Green function) G = G(z) = (H − z) −1 , z = E + iη ∈ C. In a series of papers Erdős and collaborators improved this lower bound: in [3, 4] it was proved that W 1+ 1 6 by using diagrammatic perturbation theory and then in [7] the authors showed that W 1+ 1 4 by employing a self consistent equation for an averaged version of G and the so called fluctuation averaging estimates [5] .
In [3, 4] the unitary time evolution, e itH , was analysed and it was shown to behave diffusively on the spatial scale W , i.e. the typical propagation distance is √ tW . From this, one deduces that a (superposition of) random walk with step size of order W is responsible for the delocalization of random band matrices. The barrier at W is due to the fact, in order to see that the localization length is greater than the naive size W , a control of the random walk for large times is needed, but the diagrammatic expansion used in [3, 4] allows to control the time evolution only up to time t W 1/3 . Hence, the delocalization occurs on the scale √ tW = W 1+ 1 6 . In [5, 7] the same result was translated in term of the resolvent G: as explained in Remark 2.7 in [7] , controlling e itH up to t W ν for some exponent ν > 0 is equivalent to controlling G(z) for η W −ν . In [5, 7] the authors managed to overcome the technical barrier of [3, 4] and they proved the diffusion behaviour of G(z) when η W −1/2 . We emphasize that the delocalization results [3] [4] [5] 7] hold for general variance profiles S xy and distributions of the entries H xy . Our results hold under similarly general assumptions.
In this paper we improve the results of [5, 7] : we prove that W 1+ 2 7 and that G(z) exhibits a diffusive behaviour for η W −4/7 . As in [7] , the main object of interest is the matrix T , whose entries are local averages of |G xy | 2 :
The band structure of H is obtained by assuming that S xy := E|H xy | 2 ≈ W −d f ((i − j)/W ) where f is a symmetric probability density on R d . Note that in this way S is translation invariant. We will show that T satisfies a self-consistent equation of the form T xy = |m| where m ≡ m(z) is an explicit function of the spectral parameter z ∈ C and E is an error term. Translation invariance of S implies that its Fourier transform s(p) for |p| W −1 reads
where D is the matrix of second moments of f (see (2.25) ). Neglecting the error term E, we get from (1.1) that
By using |m| 2 = 1 − αη + O(η 2 ) (see (3.6) below), where 4) we obtain that the Fourier transform of T is approximately given by
for |p| W −1 and η 1. This corresponds to the diffusion approximation on scales larger than W with an effective diffusion constant D eff . As in [5, 7] , the main work of the proof is to estimate the error term E xy from (1.1), in order to make the approximation (1.3) rigorous.
The crucial difference between our approach and that of [7] is how this error term is estimated. In [7] it is bounded by the fluctuation averaging estimates relying on very intricate expasions derived using the Schur's complement formula [5] . In contrast, in this paper we first perform a careful analysis of the error term in Fourier space, and then apply isotropic error estimates to the resulting Fourier cefficients. Here, isotropic refers to generalized matrix entries v , Ew where the vectors v, w do not lie in the direction of the standard coordinate axes. A trivial but essential observation behind our proof is that the Fourier basis is completely delocalized. The isotropic error estimates are derived using the cumulant expansion formula (see Lemma 3.2 below) in the formulation given in [10, 11] . We do not use Schur's complement formula at all. Thus, apart from sharing the basic starting point and self-consistent equation (1.1) with [5, 7] , our proof differs fundamentally from that of [5, 7] and is considerably simpler. For more details on the proof strategy, see Section 4.
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The main results
Let f : R d → R be a smooth and symmetric probability density for some fixed d 1.
for some fixed δ > 0. We set T 
where Z L,W is a normalization constant such that for all i ∈ T
i.e. S is a stochastic matrix. Here we adopted the convention that summations are always over the set T d L , unless specified otherwise. The symmetry of f implies that S is also symmetric: S ij = S ji .
Let (ζ ij . . i j), where i, j ∈ T d L , be a family of independent, complex-valued, centred random variables ζ ij ≡ ζ (N ) ij satisfying Eζ ij = 0 , E|ζ ij | 2 = 1 , ζ ii ∈ R, ζ ij . .=ζ ji for i > j. (2.4) The band matrix H = (H ij ) i,j∈T d L is defined as
By definition we have H = H * and E|H ij | 2 = S ij . Moreover, we assume that the random variables ζ ij have finite moments, uniformly in N , i, and j, in the sense that for all p ∈ N there is a constant µ p such that (2.6) for all N , i, and j. Furthermore, we set the parameter ). Here we used the usual O(·) notation. Furthermore, we will write O α (·) if the implicit constant depends on the parameter α which can never depend on N .
The following definition introduces a notion of a high-probability bound that will be used throughout the whole paper.
Definition 2.1 (Stochastic domination). Let
be two families of random variables, where the Y (N ) (u) are nonnegative and U (N ) is a possibly N -dependent parameter set. We say that X is stochastically dominated by Y , uniformly in u, if for all ε > 0 and D > 0 we have
for large enough N N 0 (ε, D). Unless stated otherwise, throughout this paper the stochastic domination will always be uniform in all parameters apart from the parameter δ in (2.1) and the sequence of constants µ p in (2.6); thus, N 0 (ε, D) also depends on δ and µ p . If X is stochastically dominated by Y , uniformly in u, we use the equivalent notations X ≺ Y and
As stated in Lemma 3.1 below, the relation ≺ satisfies the familiar algebraic rules of order relations. Moreover, note that for deterministic X and
for any ε > 0. We note that, if (2.6) only holds for some large but fixed p, Definition 2.1 should be slightly modified so that our results would still remian true, even though in a slightly weaker sense. In fact, in this case the exponents ε and D in the definition of ≺ must depend on p, therefore one should keep track of the p dependencies in all the stochastic domination bounds involved in the proof.
We use the spectral parameter z = E + iη ∈ C with η := Im z > 0 and we fix two arbitrary (small) global constants γ > 0 and κ > 0. All of our estimates will depend on κ and γ, and we shall often omit the explicit mention of this dependence. We set
and we shall always assume that z ∈ S(κ, γ). We will use the Stieltjes transform of Wigner's semicircle law, which is defined by
and is characterized by the unique solution of
with Im m(z) > 0 for Im z > 0, i.e.
We define the resolvent of H through
and denote its entries by G ij (z).
Moreover, throughout the paper C and c will denote a generic large and small positive constant respectively, which may depend on some fixed parameters and whose value may change from one expression to the next. Given two positive quantities A N and B N , the notation A N B N means cA N B N CA N , while A N B N means that there exists a constant c > 0 such that A N N −c B N ; we also use A N B N to denote B N A N . We also set x . .= 1 + |x| 2 . Notice that we will often drop the z dependence from the notation, even though most quantities in this paper depend on it.
Finally, we assume the following decay condition on f (and therefore on S)
We are now ready to state our main theorems in d = 1. The analogous results for d > 1 are discussed in Section 9.
2.1. Local semicircle law and delocalization. We introduce the control parameter Φ through
Our first theorem is a local semicircle law for the resolvent entries: more precisely we get a bound for the random variable Λ(z) . .= max
Theorem 2.2 (Local semicircle law). Assume (2.12) and that
Then for z ∈ S we have We observe that by spectral decomposition of G one gets that for any d (2.15) shows that all off-diagonal entries of G have a magnitude comparable with the average of their magnitudes computed in (2.16): in other words, |G xy | 2 is essentially flat. In this case we say that the resolvent is completely delocalized and this implies that the eigenvectors of H are delocalized.
More precisely, as stated in Proposition 7.1 in [7] , given the interval I . .= [−2 + κ, 2 − κ] where κ > 0 is fixed, the condition for the eigenvector delocalization is that [7] .
This improves the corresponding result in [7] , where the condition is L W 
Then
where we defined
Here K is an arbitrary, fixed, positive integer. All estimates are uniform in z ∈ S and x, y ∈ T L .
Remark 2.5. Theorem 2.4 improves the analogous result in [7] where it was assumed that L W As explained in Section 2.2 in [7] , Θ can be interpreted in terms of random walks. In fact, since S is translation invariant, also Θ is so and it can be written as
where we used (3.6) below and α is defined in (1.4). Moreover, S is the transition matrix of a random walk on T L whose steps are of size W , therefore Θ xy is a superposition of random walks up to times of order (αη) −1 . The normalized variance of each step is given by the unrenormalized diffusion constant D appearing in (1.2):
Proposition 2.8 in [7] provides an explicit formula for Θ: for each K ∈ N we have
where 
The total mass of the profile x θ x is simply given by
where in the last step we used Lemma 3.5 below. Hence, the average height of the profile is of order (Lη) −1 , while its maximum is of order (W √ η) −1 : this means that when η (W/L) 2 the profile is concentrated in the region |x − y| W η −1/2 L and the complete delocalization has not taken place. For more details about the physical interpretation of Θ we refer to [4, 7] .
Preliminaries
In this Section we work in the d-dimensional setting. The following lemma collects basic algebraic properties of stochastic domination ≺.
Lemma 3.1 (Basic properties of ≺).
(ii) Suppose that
If the above random variables depend on some parameter u and the hypotheses are uniform in u then so are the conclusions.
Proof. The proof follows from the definition of stochastic domination together with a union bound argument.
Note that if for any ε > 0 and p 1 we have E|X| p N ε Ψ p for large enough N which depends on ε and p, then X ≺ Ψ by Chebyshev's inequality.
A crucial tool in our analysis is the cumulant expansion formula: the following version of the cumulant expansion formula is proved in [10] . Slightly different versions of the same formula can be found in [2, 11, 12] ).
Lemma 3.2 (Cumulant expansion)
. Let h be a complex random variable with all its moments exist. The (p, q)-cumulant of h is defined as
Let f : C 2 → C be a smooth function, and we denote its holomorphic derivatives by
Then for any fixed ∈ N, we have
given all integrals in (3.1) exists. Here R +1 is the remainder term depending on f and h, and for any τ > 0, we have the estimate
2)
The following result gives bounds on the cumulants of the entries of H. 
Proof. This follows easily by the homogeneity of the cumulants.
Moreover, we need the following bound on Λ, which was proved in [8] and [6] with two different approaches.
uniformly for z ∈ S.
Finally, we collect some elementary facts about m which were proved in Lemma 3.5 in [7] .
Lemma 3.5. (i) We have the identity
where the implicit constants in the two estimates depend on κ.
Self-consistent equation for T and Fourier space analysis
From this section up to Section 8 we will work in d = 1, while in Section 9 we will discuss the high dimensions case. Following [7] , we write a self-consistent equation for T defined in (2.19) and we control its error term by using a Fourier space argument. Set
so that T satisfies (1.1). We introduce the projection Π := ii * with i = L −1/2 (1, . . . , 1) and we denote the complementary projection by Π := I − Π where I is the identity matrix. Setting T y = (ΠT ) xy , from Proposition 5.1 in [7] we know that
In order to get a bound forẼ, we will analyse it in Fourier space. We introduce our conventions for the discrete Fourier transform: given f :
We define the family of vectors (e(p), p ∈ T L ) whose components are e x (p) := L −1/2 e ipx . Thus, one can write
In the following proposition we get a bound forẼ xy via a Fourier space argument. The idea is to splitẼ in three parts corresponding to the zero mode, the low modes and the high modes contribution. The treatement of the first and the third term is very close to what is done in section 5 of [7] , while the second term is analysed by exploting the quadratic behaviour of the Fourier transform of S x0 for small momenta (see (1.2)). 
where e(p), E y = x∈T L e −x (p)E xy . Here E xy is regarded as a vector in x, while the y's are just considered as parameters.
Proof. We will use this trivial bound: let w ∈ C L , then
with translation invariant and L-periodic entries, i.e. there exists a function q : T L → C such that q x = Q x0 . We now specify the form of q x via its discrete Fourier transform: for p ∈ T * L we set
where χ ∈ C ∞ (R) is a bump function such that χ(r) = 1 for |r| 2 1 and χ(r) = 0 for |r| 2 2. Basically, q(p) is a smoothened version of the indicator function 1(p > W −1 ). Furthermore, we introduce the notation w x := (ΠE) xy , where we regard the index y as a parameter.
Note that Q and S commute because they are translation invariant. Hence the error term (4.4) can be written asẼ
From the definition of q(p), one can easily see that the first term on the right hand side of (4.7) is the small Fourier modes contribution, while the second one is the large Fourier modes contribution. Let us analyse the large modes term: its ∞ -norm can be bounded as follows
where we used (4.6) and K ∈ N is going to be chosen later. Here we denoted the ∞ → ∞ norm of a matrix A by A ∞→∞ = max i j |A ij | and the Euclidean matrix norm by A 2→2 .
We observe that
for some small positive c.
To do this, we consider u(r) = 1 − χ(rW ) as smooth function on the torus, i.e. r ∈T = [−π, π], with Fourier coefficients
Since u(r) is smooth, then for any 0 we have
Using (4.10) and (4.11) and approximating the sums via integrals, one can see that
which shows (4.8).
On the other hand, to prove (4.9) we observe that a discrete Fourier analysis argument yields for some small positive c that 12) where s is the Fourier tranform of the function s x := S x0 for x ∈ T L . Hence, from (4.12) we get
Thus, by (4.9) and (4.8) we obtain
By summing the geometric series and choosing K = C log L for some sufficiently large constant C we get
We now need to estimate the second term in (4.7), i.e. the small modes contribution, which can be written as
where we recall that e(p), E y = x∈T L e −x (p)E xy . Using (3.7) and the constraint on the momentum p given by
(4.14)
Note that
On the other hand, by estimating the sum with an integral we get
Thus, by using (4.13), (4.14), (4.15) and (4.16) we obtain sup x,y
iy an analoguous result holds: it satisfies the self-consistent equation
so that one gets
In the proof of Proposition 4.1 we regarded E xy as a column vector indexed by x and we regarded y as a parameter. Conversely, the analogouos statement for T can be obtained with the same Fourier analysis argument by seeing E xy as a row vector indexed by y with x as parameter.
Remark 4.3. Note that in [7] the authors derive the bound
and then use the fluctuation averaging estimates based on the Schur's complement formula to control sup x,y |E xy |. In (4.17) we see that in the first term, i.e. the small modes contribution, we gain a prefactor L −1/2 compared to the prefactor in (4.18), but we have to estimate sup y sup p =0 | e(p), E y | instead of just sup x,y |E xy |.
On the other hand, the second term in (4.17), corresponding to the large Fourier modes, is going to be always subdominant compared to the first one, since its prefactor is just 1.
In the following section we discuss how to estimate sup y sup p =0 | e(p), E y | and sup x,y |E xy | and we prove the main results. As already mentioned in the Introduction, for this task we will avoid using cumbersome expansions based on the Schur's complement formula, but we will rather employ the cumulant expansion method.
Proofs of the main results
Let us define the following family of vectors:
Note that e(p) ∈ V for any p ∈ T * L . Moreover, let us fix the following notation: let A be a L × L matrix and u ∈ C L , then we will write A ub := a u a A ab . Thus
Furthermore, it is conveninet to split E xy as E xy = P xy + R xy where
By using (2.10) in (5.2) we readily see that indeed
The reason why we chose to write E xy in this complicated way is that, applying the cumulant expansion directly to EE xy , it is not possible to get any cancellation even at the level of the expectation, while for P xy one gets EP xy = 0 when H ij are Gaussian. To see that, we recall the basic definition of the Green function G(z) = (H − z) −1 which amounts to
We set the notation ∂ ij g(H) := ∂ ∂Hij g(H) and we recall also the differentiation rule when H is complex Hermitian:
Note that, assuming H ij to be Gaussian with EH 2 ij = 0, in the cumulant expansion formula (3.1) only the term dependent on the variance E|H ij | 2 survives:
Thus, from (5.4), (5.5) and (5.6), we easily get
which implies that EP xy = 0. As we will see, remarkable cancellations occur also for the moments of P xy even when H is non Gaussian and EH 2 ij = 0, allowing us to control P xy and P vy . In the following, we shall call control parameter any positive and deterministic quantity Ψ (N ) (z) and we shall call admissible any control parameter Ψ (N ) (z) such that
for all N and z ∈ S, where γ is the same fixed number as in (2.8). A typical example of an admissible control parameter is Ψ(z) =
The proposition below states precisely the bounds that we obtain for P xy and P vy , as well as for R vy and R xy : it is the technical core of the paper and it replaces the fluctuation averaging estimates of Proposition 3.9 in [7] .
Proposition 5.1. Let Ψ be an admissible control parameter as defined in (5.7) such that Λ ≺ Ψ and v ∈ V. Then the following bounds hold true:
Proof. See Section 6.
To prove the main results we will need also a couple of auxiliary lemmata which show how to combine apriori bounds on Λ and T to get a better estimate for Λ. Note that the first one is basically Lemma 5.3 in [7] and in the Appendix we give a new proof which does not rely on the averaging fluctuation estimates of [5] .
Lemma 5.2. Suppose that Λ ≺ Ψ for some admissible parameter Ψ and T ab , T ab ≺ Ω 2 ab for a family of admissible control parameters Ω ab indexed by a pair (a, b). Then
Proof. See Appendix.
The second lemma implements the idea of self improving bounds: we start with a rough bound and we improve it by a recursive procedure.
where Ψ,Ψ, Ω are admissible control parameters and K is some fixed integer. Assume also that a k 0 for k = 1, . . . , K and
After k iterations of (5.14) we get Λ ≺ Ξ + Ψ 2 k . Since Ξ and Ψ are both admissible control parameters, taking k ∼ | log γ| we get the implication
We can iterate (5.15) by defining the recursion relation
for any fixed i. The conditions (5.13) and the fact that Ω is admissible imply that there is a finite integer i (depending on the implicit constants involvend in the relation " "), such that Ψ
We are now ready to prove our main results. 
By (4.5), (2.26) and (5.16) we have
To finish the proof we apply Lemma 5.3 with Ω = Φ and, thanks to Lemma 3.4,Ψ = (W η) −1/2 . In this setting we have Ψ
−2
Lη + W √ η. The conditions (2.14) in Theorem 2.2 arise from the assumption (5.13) in Lemma 5.3.
Proof of Theorem 2.4.
We are now in the range (W/L) 2 η 1, therefore (4.5), Proposition 4.1 and 5.1 imply that for some admissible control parameter Ψ such that Λ ≺ Ψ
It is now easy to check from (5.17) with 
which is true when L W 9/7 .
6 Proof of Proposition 5.1
In order to avoid useless technical complications we assume that H is Gaussian and Hermitian and that
in addition to (2.4). For example, (6.1) is true when the real and imaginary parts of ζ ij are independent with identical variance. However, our results hold also without these assumptions and in Section 8 we sketch how to achieve this generalization. Let us define a family of matrices S such that
Note that S is closed under matrix addition and multiplication. In particular, we immediately see that S ∈ S. The following lemma, proven in Section 6.1, collects all the necessary estimates needed to prove Proposition 5.1.
Lemma 6.1. Let be Ψ an admissible control parameter defined as in (5.7) and such that Λ ≺ Ψ.
. . , σ (n) ∈ S, then for n 2 and for some ξ ∈ S with nonnegative entries we have
(iii) Let σ ∈ S, then we have
In what follows we will refer to Y (n) ab;u1...un and Z (n) ab;u3...un respectively as open chain (or simply chain) and loop of order n. This terminology emphasises that in Y (n) the extremal indices a and b of the product G ai1 G i1i2 · · · G in−1in G inb are not summed over, while in Z (n) the extremal indices are identical and they are summed over. The order n refers to the fact that both Y (n) and Z (n) involve n summations.
The following lemma translates the control of arbitrary moment of a random variable into stochastic domination bounds.
Lemma 6.3. Let φ be a random variable such that 0 φ L C for some C > 0 and let
Suppose that there exists q ∈ [0, 1) such that for any deterministic ϑ ∈ [ϕ, L C ] and any p ∈ N one has the implication
Proof. Applying Hölder inequality to (6.6) one gets
which implies that
Then from Markov inequality we deduce the implication
By invoking Lemma 2.6 in [10] , we conclude the proof.
We are now ready to prove Proposition 5.1. We will first prove (5.8).
Step 1. We recall that by spectral decomposition of G we can easily get the so called Ward identity
Let us now define 8) and accordingly,
where we recall that
2) we see that P vy = −mQ yy , and by (5.5) we have the derivatives
and
Now we fix p 2, and by cumulant formula (5.6) we have
Now we would like to compute the second line of (6.9) by recursively applying cumulant formula. To this end, we define for each m ∈ {2, 3, ..., 2p − 1} the set
For n ∈ {1, 2, ..., 2p − 1}, let us consider
where V m−1,m ∈ V m−1,m for m = 2, 3, ..., n, σ (1) , ..., σ (n) ∈ S, and α + β = 2p − n − 1. Formula (6.11) is one of the terms produced by applying n times the cumulant expansion to E|Q yy | 2p : for instance, if for n = 1 we set (6.11) corresponds to the first term on the second line of (6.9). By the differential rule (6.8) we see that (6.11) becomes
(6.12)
In the remaining proof we look at each term on the above carefully.
Step 2. Let us first look at term (C), which is 13) where in the second line we renamed
injn . By our definition of V we see that for m = 1, 2, ..., n − 2, V m,m+1 contains either
is a factor of V 1,2 , and let k 1 ∈ {1, 2, 3, ..., n − 2} be the smallest integer such that 14) and (C) contains
This means that (C) actually contains a chain (in the sense of Remark 6.2) of order k 1 . Now let k 2 ∈ {k 1 +1, ..., n−2} be the smallest integer bigger than k 1 such that G j k 2 +2 j k 2 +1 is a factor of V k2+1,k2+2 , then
and (6.14) shows that (C) contains
and consequently it contains another chain of order k 2 − k 1 . By continuing this process, we can find in (A) a product of finitely many different chains. Let T be the collection of all such G and G that appear in all these chains, and for m = 1, 2, ..., n − 1, let q m ∈ {i m , j m } denote the index that appears in one of the chains. Let
Assume there are totally l many chains. By applying the above estimate for other chains, we see that q1,...,qn−1
15) Note that the LHS of (6.15) is contained in (C). Together with (6.13) we have
To estimate the above, we need to expand
and consider each term in the result separately. Here we only give estimates of two terms, and other cases follow in a similar fashion. Suppose we take the term
from (6.17). Note that k l = n − 1, and
where in the second step we used pn σ (n)
injn |G pny | ≺ Ψ, and in the third step there are at least n + 1 many G, G that we can use to apply Ward identity.
Suppose we take from (6.17) the term
..,pn−1,qn, pn=y
For k 1 + 1 n − 1, note that there is only one factor |G p k 1 +1 y | in (6.18) that contains the index p k1+1 , and we have
where in the last step we used the estimate √ Lη LΨ ≺ 1. One can take other bounds in (6.17) and show that we have the same bound. Thus we obtained from (6.16 ) that
Step 3. Now let's look at the first and fourth term on the RHS of (6.12), which is (A) and (D). It is important to consider these two contributions together because there is a crucial cancellation between them. By writing
and using cumulant expansion on H in+1jn+1 we see that
(6.20) We see that when the differential ∂ jn+1in+1 is applied to G jn+1jn , G in+1y , and G iny , the result will cancel the second, third and last term on the RHS of (6.20) respectively. Thus by setting σ
(6.21) Also, note that V n,n+1 . .= G jn+1jn G in+1y G iny ∈ V n,n+1 , thus when the differential is applied to Q α yy Q β yy , we return to the same form as (6.11). The term left to be estimated is
(6.22) As in the estimation of (A), we can first apply Lemma 6.1 to sum over q 1 , ..., q n−1 , j n , q n+1 . Depending on whether ∂ jn+1in+1 is applied to a G or G, the index q n+1 will be equal to j n+1 or i n+1 respectively. Also, in this case we will have one loop (in the sense of Remark 6.2) if the differential is applied to a G j k x (x ∈ {y, j k−1 }) and we have G jn+1jn · · · G j k+1 j k in (6.22). Other summations in (6.22) will still give rise to chains. Thus, with the same procedure of Step 2 we can use Lemma 6.1(i)(ii) to show that
Thus by (6.21)-(6.23) we have
where V n,n+1 . .= G in+1in G jny G jn+1y ∈ V n,n+1 .
Step 4. Plugging (6.19), (6.24) and (6.25) into (6.12) gives
Similar result can also be obtained for
together with (6.9) we have
which gives the desired result by Lemma 6.3. The proof of (5.9) proceeds as the one for (5.8) but the S vim 's (m = 1, . . . , 2p − 1) are replaced by the S xim 's which are bounded by W −1 . Finally, (5.10) and (5.11) are easily obtained by using Lemma 6.1 (iii) and the Ward identity (6.7).
7 Proof of Lemma 6.1
In order to prove Lemma 6.1 we will need some auxiliary technical lemmata. The first one concerns a trick to write self-consistent equations for the kind of expectations we are going to use. Lemma 7.1. Consider the expectation
where σ ∈ S and p(G, G) is a polynomial of G xy and G x y with x, y, x , y ≡ i. Then
where ξ ∈ S.
Proof. Applying (5.4) and the cumulant expansion formula (5.6), we get:
By performing the derivatives and writing the diagonal entries of G as (G ii − m) + m one has
Let us consider the summand of the last term of the expansion in (7.3)
Note that the only difference between D abc andD abc is that σ ai in D abc is replaced by S ai inD abc . Expanding D abc in the same way we have done for D abc , we get
Let us analyse the operator on the left hand side of (7.4): thanks to (2.10) we get
Since we are interested in the bulk spectrum of the band matrices, from Proposition B.2 in [5] we see that there is a positive constant C such that
From the translational invariance of L and (7.6) one can easily see that Lξ ∈ S for any ξ ∈ S. Thus, (7.6) and (7.4) implyD
where τ = LS ∈ S. Coming back to (7.3) and using again (5.4), we get
In conclusion, using (7.7) and the fact that S is close with respect to matrix addition and multiplication, we get
where
It is convenient to define the following transformation on the matrices belonging to S: let σ ∈ S, then we set
where L is the matrix defined in (7.5) . With this notation we can write ξ in Lemma 7.1 as ξ =σ. By using an argument very similar to the one exploited in Lemma 7.1 we can also show that
under the assumtion that Λ ≺ Ψ. In fact, by the cumulant expansion formula (5.6) we have
. ExpandingG a again via (5.6) and using the properties of the operator L as we did forD abc in the proof of Lemma 7.1, we get
Using (7.9), this implies
In the same way one gets also the following estimates
We will prove (6.3) and (6.4) by induction over n. Therefore, first we should check that those two formulae are true for n = 1 and n = 2 respectively. This is shown in the following lemma. Lemma 7.2. Under the assumption of Lemma 6.1, for some ξ ∈ S with nonnegative entries one has
Proof. We slightly simplify the notation by setting Y uab := Y
ab;u = i σ ui G ai G ib with σ ∈ S. We fix an arbitrary integer p 1 and we apply Lemma 7.1 to
where we used the hypothesis Λ ≺ Ψ. Let us focus on the last term of (7.13): we note that
For a = b we set the a priori bound
for some C > 0, so that for a = b, recalling the trivial bound Y uab ≺ Ψ 2 , using (7.15), (7.14) and (7.13), we have
From Lemma 6.3 with ϑ = λ, ϕ = Ψ 3 and q = 1/2 we deduce that Y uab = Y
ab;u ≺ Ψ 3 for a = b, and therefore in general we obtain Y
ab;u ≺ Ψ 3 + δ ab Ψ 2 .
Let us now prove (7.12) with the same strategy used for (7.11). We recall that
with σ, τ ∈ S. In the following we will drop the superscript (2). Again from Lemma 7.1 for any fixed integer p we have
where ξ ∈ S and in the last line we used (6.5). Moreover,
where we used the notation g := g − Eg. We now have to estimate B ab : note that by using (7.11) we get B ab ≺ ΨW −1 , but this is not enough for our purposes. Thus, we are going to expand B ab : as before Lemma 7.1 implies
where in the second line we used (6.5), (7.11) and the fact that trivially one gets ∂ lj B ab ≺ Ψ 4 . Thus, we obtained that
Let us focus on the last term in (7.21): we need to compute the derivatives of Z:
We consider the first term in (7.22) (the second one is treated similarly as well as the two terms in (7.23)): we define
To bound A abcd we perform again a cumulant expansions. For c = d set the apriori bound
. For any integer p 1 Lemma 7.1 yields
By using (7.11) we get for c = d
To bound the second term on the right hand side of (7.26) we observe that
where we used (7.11), the trivial estimate A abcd ≺ Ψ 4 (where we exploited again (7.11)) and the apriori estimate (7.24). Note that a similar bound holds for ∂ ki A abcd . Thus, using (7.27) and (7.11), we get
which implies, via Lemma 6.3, that for c = d we have A abcd ≺ Ψ 5 and in general
Thus, by using (7.28) and (7.11) in (7.17) we get
Therefore, Lemma 6.3 implies that Z ab ≺ ξ ab + Ψ 4 .
7.1. Chain estimates: proof of (6.3). We will proceed by induction on n: thanks to (7.11), we know that
ab;u ≺ Ψ 3 + δ ab Ψ 2 and we assume as induction hypothesis that
In the following we will simplify the notation by setting Y (n)
ab . For any fixed integer p 1 Lemma 7.1 implies that
(1)
Let us now deal with the terms (A), (B), (C) and (D). To simplify the notation we renameσ (1) by σ (1) .
(A) Let us define the tensor Ξ c ab := W σ
cb . It is immediate to verify that for any c we have that Ξ c ∈ S. Therefore, by using the induction hypothesis (7.30) one has
(B) From (7.30) we obtain
(C) Using (7.30), one has ab := G ab . Therefore we get for some ξ ∈ S (ignoring the complex conjugation which does not play any role here)
In order to bound (E) let suppose that a = b and that
Note that from (7.30) we can easily get that Y (n) xy ≺ Ψ 2n for any x, y ∈ T L , so from (7.33) we have
Putting together the contribution form all the terms (A), (B), (C), (D), (E) and using Lemma 6.3, we can conclude that Y (n)
7.2. Loop estimates: proof of (6.4). As for (6.3), we will proceed by induction on n: from (7.12) we know that Z (2) ab ≺ Ψ 4 + ξ ab where ξ ∈ S. As induction hypothesis, let us assume that
We need the following auxiliary lemma. Recall that g = g − Eg.
Proof. See Section 7.3.
In the following we will adopt the simplified notation Z
ab;u3···un . As before, from Lemma 7.1 for any p 1 we deduce that
In the following we simplify the notation by renamingσ (1) as σ (1) . Let us now look at the different terms.
(A) By using (6.3) and the properties of the matrix family S, for some ξ ∈ S one easily gets that
(B) We note that
thus from (6.5) and (6.3) we get (B) ≺ Ψ 2n E|Z (n)
(C) From Lemma 7.3 and the fact that
where we used (7.34) and (6.3). Here ξ ab = i |σ (1) ai |ξ ib and ξ, ξ ∈ S. (E) Note that
, thus from (6.3) we get
Collecting all the terms and applying Lemma 6.3 we get the claim. ab ≺ Ψ 2n and we will proceed by induction by setting the hypothesis
For any fixed integer p 1 we consider the moment E|B ab | 2p and by invoking Lemma 7.1, we get
where the explicit form of (A), (B), (C), (D), (E) and (F) is given below. We proceed term by term.
(A) By using the induction hypothesis (7.36) and the properties of the matrices in S one has
(B) From (6.3) we have
(C) Similarly from (6.3) we have
(D) By (6.3) one has
(E) Again using (6.3), one gets
(F) We note that
unin S j1jn+1 (7.37)
thus from (7.37) and (7.38) and by using the trivial bound Z
In conclusion, we obtained E|B
ab | 2p−2 which implies the desired estimate thanks to Lemma 6.3.
7.4. Proof of (6.5). Since from (7.8) we have that E a σ ia (G aa − m) ≺ Ψ 2 , to prove the claim we have to estimate
We proceed as in the proof of Lemma 7.1:
The cumulant expansion yields
where we used that (f g) = f g − Ef g + f Eg + g Ef .
Expanding E|X i | 2p as we did for E|X i | 2p and using the properties of the matrix L defined in (7.5), we get
where τ = LS. Thus, from (7.40) and (7.39) we get
where in the last line we used E(G ii − m) ≺ Ψ in (7.10) and G ii ≺ Ψ. To finish the proof, we compute the derivative
where we used (7.11). Therefore, (7.41) becomes
By invoking Lemma 6.3, we finally get X i ≺ Ψ 2 . The proof of the second estimate in (6.5), i.e. k σ ik G kj ≺ Ψ 2 , is completely analogous to the one just presented for X i ≺ Ψ 2 and it is omitted.
Extension to non-Gaussian distribution and general complex case
In this section we explain how to deal with the more general case when H ij is not necessarily Gaussian distributed and when EH 2 ij = 0. Let us start with the non Gaussian corrections: we point out that the way we are going to control them is insensitive to whether EH 2 ij = 0 or not, therefore, for the sake of simplicity, we will assume that EH 2 ij = 0.
We recall that the Gaussian case is easier because, adopting the notation of Lemma 3.3, the cumulants of order p + q = k 3 vanish, which implies that the cumulant expansion formula (3.1) is truncated at = 1 with R 2 = 0. When H ij is not Gaussian we have to estimate all the higher order terms in (3.1).
We will show explicitely that the non Gaussian terms do not modify the bounds that we got earlier in (5.8), (7.11) and (7.12) since they are at most of the same magnitude as the Gaussian terms. Heuristically, the reason is that, as stated in Lemma 3.3, we have
Throughout this whole Section 8 we will assume that Ψ is an admissible control parameter such that the a priori bound Λ 2 ≺ Ψ 2 holds true. Note that (8.1) implies that in the higher order contributions of the full cumulant expansion (3.1) the huge number of resolvent entries produced by the derivatives is compensated by the smallness of the high order cumulants.
In particular, the strategy is to expand these derivatives via the Leibniz rule (see (8.4) , (8.12 ) and (8.22) below): only few terms in this expansion need to be treated carefully (see for example (8.8), (8.9), (8.13) and (8.26)), while all the others are easily bounded by using (8.1), the Ward identity and Λ 2 ≺ Ψ 2 . Moreover, for (7.11) and (7.12) we can still employ the same self-consistent scheme that we set up in Lemma 7.1 in the non Gaussian case: the only modification is that the non Gaussian terms will appear just as additional contributions on the right hand side of (7.1).
The same method can be applied to prove that all the other results in Proposition 5.1 and lemmata 6.1, 7.2 and 7.3 remain valid when H is non Gaussian. Finally, we will briefly discuss also how to control the additional terms arising in the cumulant expansion when EH 2 ij = 0. (5.8) . In this section we explain the proof of (5.8) when the entries of H are not Gaussian. Suppose there is some λ ∈ [L −1 , L] such that Q xy ≺ λ for all x, y ∈ T L . As in Section 6, we would like to have a bound on E|Q yy | 2p . By looking at the proof in Section 6 carefully, we see that we used two cumulant expansions in the proof: the first one is in (6.9) and the second one is in (6.20) . We now want to control the additional non Gaussian terms arising from them.
Non Gaussian terms in
Let us look at the estimate of (6.20) . Starting from the LHS of (6.20), we need to consider the additional terms
where R jn+1in+1 K+1
is the remainder term defined similarly to R K+1 in (3.2). Following a routine verification (one may refer to the proof of Lemma 4.6(i) in [11] ), we see that for any
Now we are left with the estimate of the first sum in (8.2). Let us fix (w, t) ∈ N × N with w + t = k 2. W.L.O.G we assume w = k and t = 0, and the general cases of w, t follow in a similar fashion. Let us define
which belongs to S thanks to (8.1).
We would like to bound
By Leibniz's rule, we look at (8.3) by considering
where s + t 1 + · · · + t = k 2. Here we consider the case where the differential ∂ jn+1in+1 is only applied to Q yy , and the general case when ∂ jn+1in+1 is also applied to Q yy can be estimated in the similar fashion. Thus a bound on (8.4) implies the same bound on (8.3) . Case 1. Suppose 2. LetT be the collection of factors G and G in (8.4) such that at least one of the two indices belongs to the class {i 1 , j 1 , ..., i n , j n }, and we have |T | = 3n + 1. As in Section 5.1, we can use Lemma 6.
together with Ward identity, we see that for any fixed m 1,
By using the above bound for − 2 many factors in (8.4), together with (8.5) we have for some p n+1 ∈ {i n+1 , j n+1 } with
For max{t 1 , t 2 } 2, we have k − + 1 2, thus by 1/ √ W ≺ Ψ and using Ward identity for the term G pn+1y and another G hidden in ∂ t1 jn+1in+1 Q yy we have
E|Q yy | 2p−n− −1 .
For t 1 = t 2 = 1, we have k − + 1 1, thus by exploring (8.6) carefully and use Ward identity we have
Thus for Case 1 we have
Case 2. Suppose = 1. We have 1/W (k−1)/2 ≺ Ψ. By (8.5) and Ward identity we have
Case 3. Suppose = 0, and we see that similar as in Section 5.1, we can use Lemma 6.1 and shown that
which implies
Thus from Cases 1-3 we have
By estimating (6.9) in a similar fashion and using the steps in Section 6, we see that
Note that we can also estimate E|Q xy | 2p exactly in the same way, i.e.
whenever Q xy ≺ λ for all x, y ∈ T L . Hence, it suffices to apply Lemma 6.3 to conclude the proof.
Non
Gaussian terms in (7.11) . In this section we want to estimate the non Gaussian terms in the cumulant expansion (7.13): using Lemma 3.2, we see that the non Gaussian terms yields the additional contributions U uab + |R K+1 | to the right hand side of (7.13) where
and R K+1 is given by (3.2). As in the previous section, from Lemma 3.4 (iii) in [10] , we know that, given a large constant D, then one can choose
. Let us now focus on U uab : since we are going to use very rough estimates where the complex conjugation does not play any role, in the following we will simplify the notation by neglecting it: i.e. we will replace Y uab by Y uab and also ∂ ji = ∂/∂H ji = ∂/∂H ji by ∂ ij = ∂/∂H ij .
Using these notation conventions and (8.1), we can write
Applying the Leibniz rule for derivatives we have
thus a second application of the Leibniz rule allows us to estimate U (n)
uab as a sum of contributions of the form
where the sum runs over the integers h = 0, . . . , (n − r) ∧ (2p − 1) and 1 , . . . , h 1 with 1 + · · · + h = n − r. Let us split U (n) in three terms:
(a) the one corresponding to r = 0 and h = n (so that 1 = 2 = · · · = n = 1) is stochastically dominated by 
the one where r 1 is bounded by
Note that, since K in (8.10) is big but fixed, we have that
We are now going to establish more explicit bounds for (a), (b) and (c). For (a), set the apriori estimate Y uab ≺ λ with λ ∈ [Ψ 3 , L C ] for a = b. By using (7.14) and the trivial bound Y uab ≺ Ψ 2 , we get
Therefore, from (8.15) and (8.13) we get that
where in the last line we used that n 2.
Let us now deal with (b) and (c): a simple induction shows that for any r 0 and r 1 and τ, ω ∈ S i,j 
where in the last passage we used that n 2, n h and Ψ 1. The same argument shows that for (c) the same bound holds. Therefore, recalling (8.14) and the definition of λ, we have
This implies that in the general case the bound (7.16) becomes
Applying Lemma 6.3 with q = 2/3, ϑ = λ and ϕ = Ψ 3 concludes the proof for a = b. For a = b the bound Y uaa ≺ Ψ 2 is trivial.
8.3. Non Gaussian terms in (7.12). First, we note that the same method used to treat the non Gaussian terms in Y uab can be employed to show that the bounds (7.28) for A abcd and (7.20) for B ab remain valid in the non Gaussian case. Here we will focus on the additional terms arising from the expansion (7.17):
By using the same notation simplification adopted for the non Gaussian terms of (7.11) in the previous Section 8.2, we have
As before, a double application of the Leibniz rule implies that U (n) ab is bounded by a sum of terms of the form
where the sum runs over the integers r = 0, . . . , n, h = 0, . . . , (n −r) ∧(2p −1) and 1 , . . . , h 1 with 1 +· · · + h = n − r. An induction argument involving (7.11) yields for 1, r 0 and σ, τ, ω ∈ S that
Thus, by using (8.22), (8.23 ) and (8.24), we get
where in the last passage we used that n 3 and Ψ 1. To complete the proof we examine in more detail what happens when n = 2 which corresponds to the third order cumulant. We come back to the original expression (8.21) and we observe that the terms where w + t = 2 are stochastically dominated by
where (c) denotes the sum of the last four terms on the left hand side of (8.26). Let us proceed term by term.
(a) We note that ∂ t ik ∂ w ki G kj G ji can only generate of the form G ii G kk G kj G ji and G ki G kk G ij G ji , up to switching i to k. Therefore, plugging the first type of contribution in (a) and using (8.1) and (7.11) for the summation over j, we get
The second type of contribution has three nondiagonal entries of G, so we trivially get the same bound as for the former term. This implies that (a) ≺ Ψ 4 E|Z ab | 2p−1 .
(b) By summing over j and using (8.24) we get
(c) The three terms in (c) have the same structure, so we will examine only the first one. According to (7.28) , which is valid also in the non Gaussian case, the derivative of Z is controlled as follows
Thus, from (8.1) we have
By putting together all the contributions and invoking Lemma 6.3, one concludes the proof.
General complex case.
Here we explain how our results extend to the case when
Since the non-Gaussian terms in this case are treated exactly as when EH 2 ij = 0, we will assume that H ij is Gaussian.
The bounds in Proposition 5.1 revolve around the self consistent equation trick implemented in Lemma 7.1, so we need to examine how (8.28) affects this lemma. From the cumulant expansion formula in Lemma 3.2 we see that equation (7.2) becomes where τ ij = C (2,0) (H ij ), ω = S + τ and τ, ω,σ ∈ S. Note the last term on the right hand side of (8.30 ) is the only new additional contribution with respect to the former estimate (7.13). By using the hypothesis Λ ≺ Ψ, we can easily control it:
Thus, (7.13) (and consequently (7.11)) actually holds true even when EH 2 ij = 0. Analogous straightforward arguments show that also all the other bounds in Proposition 5.1 and lemmata 6.1, 7.2 and 7.3 remain valid. Moreover, the analogues of (2.21) and (2.22) hold with the explicit expression for Υ xy given in Theorem 8.6 in [7] .
High dimensions
Remark 9.2 (Comparison with the analogous results in [7] ). Theorems 9.1 improves Theorem 8.4 and Theorem 8.6 in [7] . In fact, in Theorem 8.4 [7] it is assumed that L W 1+d/4 and η η N/M in order to apply Proposition 7.1. Thus Theorem 9.1(iii) improves also Corollary 8.5 in [7] . Here we set α ∈ [0, 1) since for α 1, χ(pW 1−α L α ) = 0 for p = 0, thus we would be back to the old analysis performed in [7] . We will tune α in order to get the optimal conditions for the local law. while for α 1 we get the same bound as in [7] , i.e. Moreover, from [7] we know that sup Note that (9.7) is derived by using the fluctuation averaging bounds in [5] , but we believe that it can be obtained also by the cumulant expansion method by performing nested expansions of P xy and R xy defined in (5.2) and (5.3).
By combining (9. Observe that from (9.5) we see that for d = 2 we can choose any α ∈ [0, 1/2] because the sum over the moments is only logarithmically divergent:
(ii) From (2.17) and (i) we know that for the eigenvector delocalization we need η < M/N and η L/W 1+d , which is true when L W . This means that (9.5) holds with Ψ = M −1/2 . In this setting it is easy to check from (9.5) and (9.6) that (9.3) and the analogues of (2.21) and (2.22) are valid for any α 1/2.
A Proof of Lemma 5.2
We recall that Lemma 5.2 basically coincides with Corollary 5.4 in [7] . Here we give a proof which does not rely on the averaging fluctuations estimate in [5] .
We will assume that H is Hermitian with Gaussian entries and such that EH 2 ij = 0, but the result holds also in the general complex case and the additional terms are treated as we saw in Section 8.
To get the desired bounds, we consider the expectation F ab := E|F ab | 2p where F ab := G ab − m δ ab and p is an arbitrary strictly positive integer. The cumulant expansion yields zF ab = E(zG ab − zm δ ab )F where we used (2.10). Using the trivial identities G ii = G ii − m + m and G ab = F ab + mδ ab , we get
Using (6.5), (2.10) and that |F ab | Λ ≺ Ψ, one obtains
Let us examine the second term on the right hand side of (A.1): we note that
therefore (A.1) becomes
In the second term on the right hand side of (A.2), when a = b we can use (7.11) so that
while, when a = b, the trivial inequality |xy| (|x| 2 + |y| 2 )/2 yields Remark A.1. The estimate in Lemma 5.2 cannot be improved in the sense that F ab will always be bounded at least by T ab = i S ai |G ib | 2 because T ab appears explicitely in the third term on the right hand side of (A.2).
