INTRODUCTION
In this article we discuss the general effects of quantum con nement in low-dimensional structures such as quan-re nements are needed to account for the curvature of the nanotube wall. 3 Zone folding maps the reciprocal space of the graphene layer onto the reciprocal space of a carbon nanotube by constructing so-called cutting lines based on the geometrical structure of the carbon nanotube. The concept of cutting lines can easily be understood from the fundamental principles of quantum mechanics. For an elementary particle moving in free space, there are no restrictions on its momentum. However, if the same particle is placed in a quantum box, its momentum becomes quantized, that is, it can assume only a discrete set of values corresponding to an integral number of wave function oscillations between the edges of the quantum box. These discrete values of the momentum for a particle in a quantum box are similar to the cutting lines in the reciprocal space of a general low-dimensional system. Once the cutting lines for a given low-dimensional system are constructed, the zonefolding scheme can be applied to investigate its electronic band structure, its vibrational spectra, and other properties of interest. The zone-folding scheme, as developed in this article, is formulated for use primarily for carbon nanotubes, and it must be modi ed in detail when used for nanotubes or nanowires of other materials.
We have purposely selected carbon nanotubes to demonstrate the general use of the zone-folding scheme and of cutting lines for the characterization of low-dimensional systems in nanoscience for several reasons. Carbon nanotubes are known to be an excellent prototype one-dimensional material because of their extremely small diameters, 4 their distinct geometrical structure, 2 the absence of bulk material in their core (unless we are dealing with lled nanotubes 5 ), and their special electronic band structure. This paper, which reviews the concept of cutting lines and their use in carbon nanotube science, is organized as follows. In Section 1.2, we discuss the general concept of cutting lines and the zone-folding scheme for lower dimensionality of the material. The structure of carbon nanotubes is described in Section 2.1, followed by the development of the cutting-line theory, which is adapted to the carbon nanotube geometry. The cutting lines thus constructed are further used in the zone-folding scheme (Section 2.2) to obtain the electronic (Sections 2.3 and 2.4) and phonon (Section 2.5) dispersion relations of carbon nanotubes from the well-known dispersion relations of the 2D graphite sheet. The selection rules for optical absorption, infrared, and Raman scattering in carbon nanotubes are discussed in Section 2.6 from the point of view of cutting lines. It is shown that the cutting-line approach results in the same selection rules as the ones obtained from group theory. 6 In spite of the large number of phonon modes in carbon nanotubes, which arise from large unit cells, group theory shows that most of these are not optically active. Of those remaining, cutting lines tell us why few of the optically allowed modes give spectral features with sizable intensities. The presence of cutting lines in the reciprocal space of carbon nanotubes results in some unusual properties for carbon nanotubes when compared to graphite, as shown in Sections 2.3, 2.4, and 2.5, and these properties can be observed in various experiments, as summarized in Section 3, thus confirming the validity of the cutting-line approach and of the zone-folding scheme for carbon nanotubes. The experimental techniques discussed in Section 3 include scanning tunneling spectroscopy (Section 3.1), transport measurements (Section 3.2), and resonance Raman spectroscopy (Sections 3.1 and 3.3). Many other experimental techniques widely used in carbon nanotube science are not discussed, since they have not so far revealed any explicit information about cutting lines. Section 4 concludes with a summary.
Low-Dimensional Systems
The structural, electronic, and vibrational properties of low-dimensional systems differ substantially from the corresponding properties of their parent materials. While the parent materials are generally three-dimensional (3D) bulk crystals, the low-dimensional structures could be 2D, such as quantum wells, superlattices, and thin lms; 1D, such as quantum wires and nanotubes; or zero-dimensional (0D), such as quantum dots, individual atoms, and molecules. A 2D structure has a length approximately compatible with the de Broglie wavelength of an electron in one particular direction (referred to as the nanoscale direction), while it is extended to macroscopic dimensions in the two other directions. Similarly, a 1D structure has nanoscale dimensions in two directions and it is prolonged in the third direction, while a 0D structure has nanoscale dimensions in all three directions. In fact, nanotubes have a hole in their core and, therefore, strictly speaking, cannot be considered as 1D objects, but they can be considered as quasi-1D objects. Some theories about transport in 1D systems, which apply to quantum wires, do not apply to nanotubes because of the presence of this hole.
When going from a bulk material to a low-dimensional structure, the electronic states are constrained by quantum effects in the nanoscale directions. If the low-dimensional system has the same crystal structure as the parent bulk material, the electronic states of the low-dimensional system can be considered a subset of the electronic states of the bulk material. When we move from the bulk material to the low-dimensional structure, the wave vector components in the nanoscale directions can only take on discrete values to maintain an integral number of wave function nodes, that is, these wave vector components become quantized. The number of quantized states is equal to the number of unit cells of the parent bulk material in the nanoscale directions of the low-dimensional structure. For example, if one grows a thin lm from a 3D bulk crystal, the reciprocal space of the thin lm can be constructed in the 3D reciprocal space of the parent bulk material by picking up only those wave vectors that lie in certain parallel equidistant planes. This is an extended representation of the 2D reciprocal space of the thin lm in the 3D reciprocal space of the 3D bulk material, where each electronic energy subband in the 2D reciprocal space of the thin lm corresponds to a different plane in the 3D reciprocal space of the 3D bulk material. 7 In a similar fashion, when 1D nanotubes are rolled up from 2D sheets of 3D layered materials, such as graphite, boron nitride, or transition metal dichalcogenides, different subbands in the 1D reciprocal space of the nanotube can be extended into the 2D reciprocal space of a single sheet of the parent bulk layered material as a set of parallel equidistant lines or cutting lines, as shown in Figure 1a . The method of constructing 1D electronic energy subbands by cutting the 2D electronic dispersion relations with these lines is known as the "zone-folding scheme." 2 The total number of cutting lines is equal to the number of hexagons within the unit cell of the nanotube. 2 The length of each cutting line is inversely proportional to the length of a unit cell of the nanotube. 2 The separation between two adjacent cutting lines is inversely proportional to the nanotube diameter. 2 The orientation of the cutting lines in 2D reciprocal space is determined by the nanotube chiral symmetry, that is, the relative orientation of the nanotube axis with respect to the principal axes of the unrolled at layer of the 2D parent material. 2 As an example of this general formulation, a set of cutting lines for a singlewall carbon nanotube (SWNT) is here built in the reciprocal space of the graphite sheet (see Section 2) .
Although the zone-folding scheme is very useful in nanotube science, it experiences certain limitations for small-diameter nanotubes. In the zone-folding scheme, as described above, the effect of curvature of the nanotube wall on the electronic band structure is completely ignored, while it becomes important for nanotubes of small diameter, because of the hybridization of the electronic in-plane ¼ orbitals with the out-of-plane º orbitals. Furthermore, the zone-folding scheme is applicable to isolated SWNTs only, whereas, for nanotube bundles and multiwall nanotubes (or individual nanotubes dispersed on a substrate), some corrections might be required because of the weak van der Waals intertube interactions (or nanotube interactions with the substrate). In the same way as described above for electrons, the zone-folding scheme can be applied to the phonon dispersion relations for nanotubes. Figure 1b shows the electronic density of states (DOS) related to the nanotube electronic band structure plotted in Figure 1a . Each of the cutting lines in Figure 1a (except for the one that crosses the degenerate K point) gives rise to a local maximum in the DOS in Figure 1b , known as a (onedimensional) van Hove singularity (VHS). The four VHSs in Figure 1b are labeled E (v) i and E (c) i for the electronic subbands in the valence and conduction bands, correspondingly. The presence of VHSs in the DOS of 1D structures makes these structures behave quite differently from their related 3D and 2D materials, as can be seen in Figure 2 . Generally, the DOS pro les for systems of different dimensionality (3D, 2D, 1D, and 0D) are very different from one another, as shown in Figure 2 . The typical DOS dependence on energy g(E) is given by g } (E 2 E 0 )
[(D/2) 2 1] , where D is an integer, denoting the dimensions, and D assumes the values 1, 2, and 3, respectively, for 1D, 2D, and 3D systems. 7 Here E 0 can be considered as a critical energy in the DOS. For a 3D system, E 0 might correspond to an energy threshold for the onset of optical transitions, or to a band edge state in a semiconductor. For a 1D system, E 0 would correspond to a VHS in the DOS occurring at each subband edge, where the magnitude of the DOS becomes very large. One can see from Figure 2 that 1D systems exhibit DOS pro les that are quite similar to the case of 0D systems, with very sharp maxima at certain energies, in contrast to the DOS pro les for 2D and 3D systems, which show a more monotonic increase with energy. However, the 1D DOS is different from the 0D DOS in that the 1D DOS has a sharp threshold and a decaying tail, so that the 1D DOS does not go to zero between the sharp maxima, as the 0D DOS does (see Fig. 2 ). Moreover, the values of the DOS at the peak positions are generally much higher for 1D objects (nanotubes and nanowires) than for 0D objects (molecules and quantum dots), because of the much larger number of atoms in 1D objects. The extremely high values of the DOS at the VHSs allow us to observe individual 1D objects in various experiments, as discussed in Section 3.
THEORETICAL DESCRIPTION
We start this section by describing the geometrical structure of SWNTs. From this geometrical structure, we determine the nanotube unit cell and construct the cutting lines in the reciprocal space of the graphene layer. The translation properties of the cutting lines are then discussed, followed by the development of the zone-folding scheme for carbon nanotubes and its consequent application to the electronic and phonon dispersion relations of the graphene layer. The selection rules for the electron-photon and electron-phonon interactions in carbon nanotubes are then considered in connection with the cutting lines. 1. (a) The energy-momentum contours for the valence and conduction bands for a 2D system, each band obeying a linear dependence of energy on wave vector and forming a degenerate point K where the two bands touch to de ne a zero gap semiconductor. The cutting lines of these contours denote the dispersion relation for the 1D system derived from the 2D system. Each cutting line gives rise to a different energy subband. The energy extremum E i in each cutting line at the wave vector k i is known as the van Hove singularity. The energies E 1 is given by L/( º® 0 a) for each cutting line crossing the K point, where L is the length of a metallic SWNT, ® 0 is the transfer integral, and ¬ is the lattice constant for the graphene layer (see electronic dispersion for graphite around the K point in Section 2.3). 
Nanotube Structure
A SWNT is constructed starting from a graphene layer (a single layer of crystalline graphite) by rolling it up into a seamless cylinder, as described elsewhere. 2 The graphene layer is oriented with respect to the coordinate system in such a way that the armchair direction lies along the x axis and the zigzag direction is along the y axis, as shown in Figure 3 . The nanotube structure is uniquely determined by the chiral vector C h , which spans the circumference of the cylinder when the graphene layer is rolled into a tube. The chiral vector can be written in the form C h 5 na 1 1 ma 2 , where the vectors a 1 and a 2 bounding the unit cell of the graphene layer with the two distinct carbon atom sites A and B are shown in Figure 3 , and n and m are arbitrary integer numbers. In the shortened (n,m) form, the chiral vector is written as a pair of integers, and the same notation is widely used to characterize the geometry of each distinct (n,m) nanotube.
The nanotube can also be characterized by its diameter d t and chiral angle , which determine the length C h 5 ZC h Z 5 ºd t of the chiral vector and its orientation on the graphene layer (see Fig. 3 2ẑ /2. The translation vector T can be obtained from the chiral vector C h by counterclockwise rotation in the (x,y) plane by the angle º/2. This results in the following expression for the translation vector, ẑ 3 C h 5 (m 2 n) a x / 1 (m 1 n)a y , taking into account the nonorthogonality of the basis vectors a 1 and a 2 . Clearly, the translation vector obtained in such a way must be further multiplied by to extend over an integer number of hexagons in the graphene layer. In the nonorthogonal basis (a 1 , a 2 ), the translation vector then becomes ẑ 3
For a general (n,m) nanotube, the two integer numbers (2m 1 n) and (2n 1 m) may have a common divisor, and in this case the translation vector may be reduced to the form T 5 t 1 a 1 1 t 2 a 2 , where
, while gcd( ‡, j ) denotes the greatest common divisor of the two integers ‡ and j . The expression for d R can be simpli ed, 2 by using the fact that gcd( ‡,
is not a multiple of 3d, and d R 5 3d if n 2 m is a multiple of 3d, where d 5 gcd(n,m). For zigzag nanotubes (m 5 0), d R 5 d 5 n, and (t 1 , t 2 ) 5 (1, 22), while for armchair nanotubes (m 5 n), d R 5 3d 5 3n, and (t 1 , t 2 ) 5 (1,21). For the (4, 2) nanotube shown in Figure 3 , we have d R 5 d 5 2 and (t 1 , t 2 ) 5 (4,25). The unit cell of an unrolled nanotube on a graphene layer is a rectangle bounded by the vectors C h and T (see the rectangle shown in Fig. 3 for the (4, 2) nanotube). The area of the nanotube unit cell can easily be calculated as a vector product of these two vectors,
Dividing this product by the area of the unit cell of a graphene layer Za 1 3 a 2 Z 5 a 2 /2, one can get the number of hexagons in the unit cell of a nanotube, N 5 2(n 2 1 nm 1 m 2 )/d R . For the (4, 2) nanotube we have N 5 28, so that the unit cell of the (4, 2) nanotube (see the rectangle shown in Fig. 3 ) contains 28 hexagons, or 2 3 28 5 56 carbon atoms (see Table I ).
Symmetry Vector
The nanotube unit cell projected on the graphene layer consists of N hexagons bounded by the vectors C h and T as 3 . An unrolled nanotube projected on the graphene layer. When the nanotube is rolled up, the chiral vector C h turns into the circumference of the cylinder, and the translation vector T is aligned along the cylinder axis. R is the symmetry vector and is the chiral angle (see text). The unit vectors (a 1 , a 2 ) and (a x , a y ) of the graphene layer are indicated, along with the inequivalent A and B sites within the unit cell of the graphene layer.
one can derive from Figure 3 , where a 5 a C-C 5 0.246 nm is the lattice constant for the graphene layer and a C-C 5 0.142 nm is the nearest-neighbor C -C distance. 2 As an example, the chiral vector C h shown in Figure 3 is given by C h 5 4a 1 1 2a 2 , and thus the corresponding nanotube can be identi ed by the integer pair (4, 2) . Because of the sixfold symmetry of the graphene layer, all nonequivalent nanotubes can be characterized by the (n,m) pairs of inte-shown in Figure 3 . The N hexagons are arranged equidistantly along the nanotube circumference C h forming the angles of rotation around the nanotube axis 2ºj /N, where j denotes the hexagons from 1 to N. The N hexagons indexed by j are located at the coordinates j R on the graphene layer, where R 5 pa 1 1 qa 2 is the symmetry vector. 2 If the vector j R goes beyond the rst unit cell, it is translated back to the rst unit cell by an integral number of vectors T. The vector R must be selected among the vectors pointing out to the N hexagons in the nanotube unit cell as the one with the smallest component in the direction of the chiral vector C h , to provide the smallest rotation angle w 5 2º/N around the nanotube axis between the two hexagons connected by the vector R. This implies that we have then obtained the smallest value of the scalar product R ? C h , or, equivalently, the smallest absolute value of the vector product R 3 T. The latter expression is equal to (t 1 q 2 t 2 p) (a 1 3 a 2 ), and it takes its smallest value when the integer t 1 q 2 t 2 p is equal to 1. This condition uniquely determines p and q if the symmetry vector R is located within the nanotube unit cell, that is, R ? T is within the range from 0 to T · T, or, equivalently, ZR 3 C h Z is within the range from 0 to ZT 3 C h Z. This condition results in mp 2 nq being within the range from 1 to N. Finally, the symmetry vector (p, q) is uniquely determined by the pair of equations
For the (4, 2) nanotube, the symmetry vector R 5 (p, q) 5 (1, 21) is shown in Figure 3 . The symmetry vector R, consisting of a rotation around the nanotube axis by the angle w 5 2º/N and a translation along the nanotube axis by the vector ½ 5 T(R ? T)/(T ? T), re ects the basic space group symmetry operation of the nanotube. 2 Performing this operation N times, in order to gain an angle Nw 5 2º, results in NR 5 C h 1 MT, where M is an integer given by M 5 mp 2 nq, as can easily be demonstrated 2 by substituting the vectors C h , T, and R derived above. Thus, the basic space group symmetry operation R applied N times results in a full rotation around the circumferential direction C h combined with a translation by M unit cells along the axial direction of the nanotube (see Table I ).
Reciprocal Space Vectors
The unit cell of a graphene layer is de ned by the vectors a 1 and a 2 . The graphene reciprocal lattice unit vectors b 1 and b 2 can be constructed from a 1 and a 2 by using the standard de nition a i ? b j 5 2ºd ij , where d ij is the Kronecker delta. The resulting reciprocal lattice unit vectors, b 1 (Fig. 4) relative to those in real space (Fig. 3) .
In a similar fashion, the reciprocal space of a nanotube can be constructed. 2 The unrolled unit cell of the nanotube on a graphene layer is de ned by the vectors C h and T, and therefore the reciprocal space vectors for the nanotube, K 1 and K 2 , can be constructed by using the standard de nition,
The vector K 1 can be written in the form K 1 } t 2 b 1 2 t 1 b 2 to provide its orthogonality to the vector T, taking into account that a i ? b j 5 2ºd ij . Similarly, K 2 } mb 1 2 nb 2 is orthogonal to C h . The normalization conditions C h ? K 1 5 T ? K 2 5 2º are used to calculate the proportionality coefcients, yielding the magnitudes of the reciprocal space vectors, ZK 1 Z 5 2/d t and ZK 2 Z 5 2º/ZTZ. This results in the following expressions for the reciprocal space vectors: K 1 5 2(t 2 b 1 2 t 1 b 2 )/N and K 2 5 (mb 1 2 nb 2 )/N (see Table I ). Using the reciprocal space vectors K 1 and K 2 , we can now construct the cutting lines for the nanotube. The vectors K 1 and K 2 are orthogonal, and K 1 is directed along the nanotube axis, so that the cutting lines are also aligned along the tube axis.
The unrolled nanotube is prolonged in the direction of the translation vector T and has a nanoscale size in the direction of the chiral vector C h (see Fig. 3 ). Since the translation vector T is collinear with the wave vector K 2 , and the chiral vector C h corresponds to the wave vector K 1 , the unrolled reciprocal space of the nanotube (see Fig. 4 ) is quantized along the K 1 direction and is continuous along the K 2 direction. Using the expression for the vector K 1 from the previous paragraph, one can see that NK 1 5 2(t 2 b 1 2 t 1 b 2 ) is a translation vector in the 2D reciprocal space of the graphene layer. This is the shortest translation vector in the given direction, since the integer numbers t 1 and t 2 do not have a common divisor by de nition (see Section 2.1.1).
Consequently, the N wave vectors mK 1 , where m is an integer number varying from (1 2 N/2) to N/2 (note that N is always even), form the N quantized states in the direction K 1 of the unrolled reciprocal space of the nanotube. Each of these N quantized states gives rise to a line segment of length K 2 5 ZK 2 Z along the direction K 2 in the unrolled reciprocal space of the nanotube. These N line segments de ned by the wave vectors K 1 and K 2 represent the cutting lines in the unrolled reciprocal space of the nanotube. The length and orientation of each cutting line in reciprocal space are given by the wave vector K 2 , and the separation between two adjacent cutting lines is given by the wave vector K 1 . In the case of our model (4, 2) nanotube, the N 5 28 cutting lines are shown in Figure 4 , numbered by the index m varying from 12N/2 5 213 to N/2 5 14, where the middle cutting line m 5 0 crosses the G point, the center of the rst Brillouin zone of the graphene layer. In the case of an ideal, in nitely long nanotube, the wave vectors along the nanotube axis (along the K 2 vector) would be continuous. If the nanotube length L is small enough, yet still much larger than the unit cell length T 5 ZTZ, the wave vector along the nanotube axis also becomes quantized, x(T/L)K 2 , where x is an integer number ranging from (2T 2 L)/(2T) to L/(2T). Such quantization effects in short carbon nanotubes have been observed experimentally. 
Zone-Folding Scheme
The nanotube translation vector T is collinear with the reciprocal space vector K 2 , and therefore the rst Brillouin zone of the nanotube is given by a line of length K 2 5 ZK 2 Z. The rst Brillouin zone of the nanotube is 1D because the nanotube itself is a 1D object. However, it can be expanded into the 2D reciprocal space of the graphene layer in the form of the cutting lines (see Fig. 4 ), in the same way as the 1D nanotube can be unrolled and placed on a 2D graphene layer (see Fig. 3 ). This procedure of expanding the rst Brillouin zone of the nanotube into the reciprocal space of the graphene layer is known as "zone unfolding" and is opposite to the "zone-folding" scheme, as de ned in Section 1.2, where the cutting lines from the reciprocal space of the graphene layer are placed together to form the rst Brillouin zone of the nanotube. The cutting lines for the (4, 2) nanotube are shown once again in Figure 5a together with the bordering rectangle drawn by dashed lines. The sides of the rectangle are given by the wave vectors NK 1 and K 2 , so that its area can be calculated as a vector product of these two wave vectors, NZK 1 3 K 2 Z. Using the expressions derived in Section 2.1.3 for the wave vectors K 1 and K 2 , we thus nd the area of the bordering rectangle, (t 1 m 2 t 2 n) Zb 1 3 b 2 Z/N. Using the relations for t 1 , t 2 , and N derived in Section 2.1.1, we obtain t 1 m 2 t 2 n 5 N, so that the area of the bordering rectangle is equal to Zb 1 3 b 2 Z, that is, to the area of the rst Brillouin zone of the graphene layer, 8º 2 /( a 2 ). This conclusion also follows from the fact that the unit cell of the unrolled nanotube (such as the one shown in Fig. 3 ) consists of the N unit cells of the graphene layer, and therefore the area covered by reciprocal lattice vectors K 1 and 3 K 2 for the nanotube is N times smaller than the area covered by the reciprocal lattice vectors b 1 and b 2 for the graphene layer.
Fully Reduced Representation
Because the area of the bordering rectangle is equal to the area of the rst Brillouin zone of the graphene layer, the cutting lines can be shifted by the unit vectors b 1 and b 2 in the reciprocal space of the graphene layer to completely cover the rst Brillouin zone of the graphene layer (as shown in Fig. 5b by solid lines, and dashed lines denote the ends of the cutting lines, consistent with the bordering rectangle shown in Fig. 5a ). The two alternative representations of the cutting lines plotted in Figure 5a and b are called the fully K 1 -extended representation and the fully reduced representation, respectively, re ecting the fact that the cutting lines in Figure 5a are extended in the K 1 direction and reduced in the K 2 direction, and the cutting lines in Figure 5b are reduced to the rst Brillouin zone of the graphene layer. By extending the cutting lines in the K 2 direction and reducing them in the K 1 direction, we come up with the third possible representation of the cutting lines, called the fully K 2 -extended representation (see the two parallel bold lines in Fig. 5c ). Although it is easier to use the fully reduced representation of the cutting lines (see Fig. 5b ) for the qualitative analysis of the nanotube properties, either the fully K 1 -extended representation (see Fig. 5a ) or the fully K 2 -extended representation (see Fig.  5c ) is needed to obtain an exact band structure of the nanotube in the context of the zone-folding scheme. Below we start with the fully reduced representation, from which we construct the fully K 1 -extended representation, and nally we produce the fully K 2 -extended representation.
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REVIEW
To build the cutting lines in the fully reduced representation for a particular (n, m) nanotube, we rst determine the inclination angle ¿ of the cutting lines, namely, the angle ¿ 5 º/6 2 (where is the nanotube chiral angle in Fig. 3 ) between the cutting lines and the armchair direction k y in the reciprocal space of the graphene layer. 10 Then we plot the central cutting line, originating from the G point (the center of the hexagon) in the rst Brillouin zone of the graphene layer, until it reaches the edges of the rst Brillouin zone. After that, we plot the other cutting lines parallel to the central one at the distances ZK 1 Z 5 2/d t between the adjacent cutting lines (where d t is the nanotube diameter), until we ll in the rst Brillouin zone of the graphene layer. This results in the fully reduced representation of the cutting lines (see Fig. 5b ). For the K 1 -extended representation, we must shorten the length of the cutting lines obtained in the fully reduced representation with a set of parallel equidistant bordering lines (see dashed lines in Fig. 5b ). The bordering lines are perpendicular to the cutting lines, and the distance between the adjacent bordering lines, which is equal to the length of a cutting line in the K 1 -extended representation, is given by ZK 2 Z 5 2º/ZTZ, where T is the translation vector. Finally, we must shift the segments of the cutting lines by the reciprocal lattice vectors b 1 and b 2 to form the K 1 -extended representation of the cutting lines, such as the one shown in Figure 5a. 
K 1 -Extended Representation
For a transformation between the K 1 -extended and the reduced representations of the cutting lines, it is convenient to consider translations of the whole bordering rectangle of the cutting lines in the K 1 -extended representation, such as the one shown by dashed lines in Figure 5a , in the reciprocal space of the graphene layer. As discussed above, the wave vector NK 1 is the reciprocal lattice translation vector, so that the bordering rectangle of the cutting lines can be translated by the wave vector NK 1 in the direction perpendicular to the cutting lines. Let us also consider a translation of the bordering rectangle along the cutting lines, that is, in the direction of the wave vector K 2 . Clearly, the translation of the bordering rectangle must be of the form K 2 2 MK 1 , where M is an integer number between (1 2 N/2) and N/2, that is, a translation to the next segment of the cutting line by the vector K 2 followed by a shift of M distances between the adjacent cutting lines in the direction K 1 perpendicular to the cutting lines. The latter shift is needed for the equivalent cutting lines in the adjacent bordering rectangles to coincide under the translation K 2 .
The number M can easily be found by considering the central cutting lines that cross the G points in the two adjacent bordering rectangles (see Fig. 5c ). Starting from the G point for a given bordering rectangle (see the dark gray rectangle in Fig. 5c ), the translations by the vectors 2NK 1 and K 2 2 MK 1 bring us to the G points of the adjacent bordering rectangles. Among the G points of all the hexagons in the reciprocal space of the graphene layer, a translation by the vector K 2 2 MK 1 selects the one that is closest to the vector 2NK 1 5 t 2 b 1 2 t 1 b 2 ; (t 2 , 2t 1 ) (see the uppermost of the two light gray rectangles in Fig. 5c ). Thus, the translation vector K 2 2 MK 1 is constructed in the same way as the symmetry vector R in Section 2.1.2. Since the symmetry vector R 5 (p, q) is related to the nanotube translation vector T 5 (t 1 , t 2 ) by the condition t 1 q 2 t 2 p 5 1, the vector 2NK 1 5 (t 2 , 2t 1 ) results in the vector K 2 2 MK 1 being equal to (q, 2p) to maintain the condition t 1 q 2 t 2 p 5 1. Thus, the G points in the two adjacent bordering rectangles (the dark gray and the light gray in Fig.  5c ) are separated by the vector K 2 2 MK 1 5 qb 1 2 pb 2 . The component of this vector in the direction along the vector K 1 divided by the magnitude of the vector K 1 is equal to the shift M,
5 mp 2 nq According to Eq. (1), the number mp 2 nq falls in the range from 1 to N, thus involving all of the N cutting lines in the shift M. The shift M 5 mp 2 nq is de ned to the precision of the term N, which does not affect the relative positions of the adjacent bordering rectangles. Thus, the shift M can be de ned within the range from 1 to N as given by Eq. (2), or within the range from (1 2 N/2) to N/2, similar to the cutting line index m (see Fig. 4 ).
The diagram representing translations of the bordering rectangle of the cutting lines for our illustrative (4, 2) nanotube is shown in Figure 5c . The translation vectors NK 1 and K 2 2 MK 1 are shown in Figure 5c by the two arrows. The central bordering rectangle is dark gray, and the two adjacent bordering rectangles obtained from the central one by the translations K 2 2 MK 1 and 2(K 2 2 MK 1 ) are light gray. The bordering rectangles obtained by any other possible translations along the vector K 2 2 MK 1 are lled with a light gray and white pattern, and the bordering rectangles obtained by the translations NK 1 and 2NK 1 , and by any other possible translations along the vector NK 1 , are white. For the (4, 2) nanotube, the shift is M 5 6. Indeed, one can see in Figure 5c that the light gray rectangles are both shifted with respect to the dark gray rectangle in two opposite directions by six cells of the grid, 1 2 that is, by six distances between the adjacent cutting lines
It is interesting to note that the shift M 5 mp 2 nq given by Eq. (2) coincides with the number of translations T covered by the symmetry vector NR, where NR 5 C h 1 MT (see Section 2.1.2).
It might seem strange at rst sight that the wave vector change along the nanotube axis by the vector K 2 is equivalent to the change in circumferential direction by the vector MK 1 , but this equivalence can easily be understood by considering the symmetry vector NR 5 C h 1 MT wrapped around the nanotube as shown in Figure 3 .4 of Ref. 2. Indeed, a change of the wave vector by K 2 results in a phase increase by 2º over the unit cell of the nanotube. This phase increase, when moving along a spiral formed by the symmetry vector NR, sums up into 2ºM. The spiral of the symmetry vector NR spans the circumference of the nanotube. Thus, the phase increase over the circumference is given by 2ºM. Since the wave vector between adjacent cutting lines K 1 provides a phase increase of 2º over the circumference, the phase increase of 2ºM is equivalent to a change of the wave vector by MK 1 .
K 2 -Extended Representation
We have thus far de ned the cutting lines in the fully reduced representation within the rst Brillouin zone of the graphene layer, and we have extended them along the K 1 direction to form the fully K 1 -extended representation. Similarly, we can prolong the cutting lines in the K 2 direction, 11 and this results in another extended representation, which we call the fully K 2 -extended representation. To construct the K 2 -extended representation of the cutting lines, we start from the K 1 -extended representation as shown in Figure 5c by the dark gray rectangle. We then recall that the number of the cutting lines in the K 1 -extended representation is equal to N, and there is a shift of M cutting lines between the two equivalent cutting lines in the two adjacent K 1 -extended representations (dark gray and light gray rectangles in Fig. 5c ). We thus put cutting lines along the K 2 direction, starting from the central one, which crosses the G point, then picking up the Mth cutting line, then the 2Mth, and so on until we reach the jMth cutting line which is beyond the K 1 -extended representation, that is, jM . N/2. Then we continue with the ( jM 2 N )th cutting line, and so on until we arrange all of the N cutting lines in a single line of length NK 2 .
Clearly, we can only make this construction if M and N do not have a common divisor. Table I .
Electronic Dispersion
In this section we apply the zone-folding scheme to the electronic dispersion relations of the graphene layer. The properties of the nanotube electronic band structure thus obtained are then studied, including the appearance of the VHSs in the DOS (which is discussed in more detail in Section 2.4) and the classi cation of these properties into those that are characteristic of the two types of metallic and two types of semiconducting tubes.
With the zone-folding scheme, the electronic band structure of the nanotube can easily be obtained by superimposing the cutting lines in the K 1 -extended representation on the electronic bands of the graphene layer. Two carbon atoms A and B per unit cell of the graphene layer (see Fig. 3 ) have one free º-electron each, resulting in the appearance of the valence and conduction bands in the electronic band structure of the graphene layer. 2 The valence º and conduction º* bands touch each other at the Fermi level at the K and K9 points in reciprocal space (see Fig. 4 ), whereas the other electronic energy bands, corresponding to the sp 2 -hybridized electrons involved in the covalent bonds, lie far away in energy from the Fermi level. The total number of cutting lines in the K 1 -extended representation is equal to the number of hexagons in the nanotube unit cell, N. Therefore, by superimposing N cutting lines on the two energy-momentum contours of the valence and conduction bands in the 2D reciprocal space of the graphene layer, one will obtain 2N electronic energy subbands in the 1D reciprocal space of the nanotube. Since there are two atoms per unit cell in the graphite layer, the total number of atoms in the nanotube unit cell is 2N. Therefore, the total number of electronic energy subbands in the 1D reciprocal space of the nanotube is equal to the REVIEW K 2 lattice unit vectors Nanotube chiral vector 
Number of hexagons in Even 28 the nanotube unit cell 
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total number of atoms in the nanotube unit cell, in agreement with the fact that there is one free º-electron per sp 2 -hybridized carbon atom. However, the total number of distinct electronic energy subbands is less than 2N, since most of them are doubly degenerate. That is, the 2(N/2 2 1) pairs of the subbands arising from the cutting lines of the indices m and 2m, where m 5 1, . . . , (N/2 2 1), belong to the E irreducible representations and are doubly degenerate, whereas the 4 subbands arising from the cutting lines of the indices m 5 0 and m 5 N/2 belong to the A irreducible representations and are nondegenerate, so that the total number of the distinct electronic energy subbands is (N 1 2).
The energy-momentum contours for the valence and conduction bands of the graphene layer in the rst Brillouin zone, calculated by using the º-band nearest-neighbor tight-binding approximation, 2 are shown in Figure 6a . The solid curves plotted in Figure 6a on the energy-momentum contours indicate the cutting lines for our sample (4, 2) nanotube in the fully reduced representation, and the solid dots stand for the ends of the cutting lines in the K 1 -extended representation. Following the zone-folding scheme, we now place the E(k) for all of the cutting lines from Each VHS in the DOS pro le arises from a different cutting line. VHSs appear at those points of the cutting lines where the cutting lines are tangential to the electronic equienergy contours of the graphene layer in the 2D reciprocal space. The height of the VHS is determined by the curvature of the electronic energy subband, that is, by the effective mass. For achiral (zigzag and armchair) nanotubes, each cutting line gives rise to one or two VHSs in the DOS (except for those cutting lines of zigzag metallic nanotubes that cross the K or K9 points), as can easily be seen from the structure of the cutting lines for achiral nanotubes and from the band diagram of the graphene layer shown in Figure 6a . For some of the chiral nanotubes, however (when N is much larger than n 1 m, i.e., d R is much smaller than n 1 m), the number of cutting lines in the K 1 -extended representation can be much larger than in the case of achiral nanotubes, and the length of each cutting line is much shorter. In this case, most of the cutting lines result in energy bands that are monotonically increasing or monotonically decreasing with wave vector (see, for example, the energy bands in Figure 6b around the energy of 10 eV). Many of these cutting lines have no VHSs associated with them, because the VHSs only appear at the local extrema (minima or maxima) of the 1D energy bands.
To identify the VHSs in the DOS of the chiral nanotubes, it is more convenient to use the fully reduced representation of the cutting lines (see Fig. 5b ) rather than the K 1 -extended representation (see Fig. 5a ). Since the length of the cutting lines in the fully reduced representation is determined by the size of the rst Brillouin zone of the graphene layer and is not related to the nanotube structure, each cutting line in the fully reduced representation results in one, two, or three VHSs in the DOS. Therefore, the number of the VHSs in the DOS of both chiral and achiral nanotubes is determined by the number of cutting lines in the fully reduced representation, which in turn is inversely proportional to the distance between two adjacent cutting lines ZK 1 Z 5 2/d t , and is not related to the number of electronic subbands in the 1D band diagram of the nanotube, 2N. Indeed, the size of the rst Brillouin zone of the graphene layer in the K 1 direction, (8/3) (º/a) cos , divided by the distance between two adjacent cutting lines, ZK 1 Z 5 2/d t , yields the number of cutting lines in the fully reduced representation, [(4º/3) (d t /a) cos ] 1 1, where [x] indicates an integer part of x. We thus conclude that the number of VHSs in the DOS of a nanotube is proportional to the nanotube diameter d t and only weakly depends on the nanotube chiral angle or on the unit cell structure of the nanotube. 12 For our illustrative (4, 2) nanotube, although all VHSs in Figure 6c correspond to different cutting lines in Figure 6a (or different subbands in Fig. 6b) , not all cutting lines (or subbands) produce VHSs. The six VHSs in the valence band and in the conduction band of Figure 6c , numbered as we move away from the Fermi level E F 5 0, arise from the 10 cutting lines with the indices 69, 610, 14, 62, 61, and 0 (the 6 sign indicates the doubly degenerate subbands), in the K 1 -extended representation (see Fig. 5a ), correspondingly, whereas the other 18 cutting lines (with the indices 63, 64, 65, 66, 67, 68, 611, 612, and 613) do not produce VHSs in the DOS.
In contrast to most materials where the electronic energy bands near the band edge show a quadratic dependence on wave vector, the conduction and valence bands of the graphene layer show an approximately linear dependence on wave vector near the K and K9 hexagonal corners of the Brillouin zone, where they touch each other at the Fermi level. 2 Such an unusual behavior of the energy bands is related to the presence of the two inequivalent A and B atoms (see Fig. 3 ) in the unit cell of the graphene layer, which are related by spatial inversion symmetry. The electronic dispersion relations of the graphene layer in the vicinity of the K or K9 points can be written in a linear form, E 5 6 ® 0 ka/2, where the 6 sign corresponds to the conduction (1) and valence (2) bands, ® 0 is the transfer integral, a is the lattice constant for the graphene layer, and k is the wave vector measured from the K or K9 points. 2 According to ab initio calculations for the graphene layer, 13 the values for the transfer integral ® 0 5 3.033 eV and the overlap integral s 5 0.129 (the latter is responsible for the asymmetry between the valence and conduction bands of the graphene layer) were used to calculate the electronic dispersion relations in Figure 6 . From an experimental standpoint, the value of s is set to zero (no asymmetry), and the value of ® 0 is tted to match the experimental results, yielding values between 2.5 eV and 3 eV, depending on the speci c experimental measurement technique (see Section 3), thus being different from the ab initio value ® 0 5 3.033 eV. Furthermore, even for a small energy range of several electron volts around the Fermi level, which is the range of our greatest interest with respect to the electronic band structure, the linear approximation for the electronic dispersion relations fails because of the anisotropy of the equi-energy contours around the K and K9 points. Known as the trigonal warping effect, 14 the anisotropy in the electronic dispersion relations of the graphene layer around the K and K9 points results in (i) a splitting of the VHSs in the DOS of metallic nanotubes, (ii) a dependence of the VHSs on the nanotube chiral angle at approximately constant tube diameter d t , and (iii) many other effects on the electronic band structure of SWNTs. 15 Another deviation from the simple linear approximation for the electronic dispersion relations of the graphene layer arises from the ¼-º hybridization of the electronic orbitals caused by the curvature of the nanotube wall. 3 Curvature opens up a band gap in the electronic dispersion relations of all metallic SWNTs other than armchair SWNTs at the Fermi level near the K and K9 points, and affects the electronic band structure in many other ways. The curvature effect scales inversely with nanotube diameter, being especially important for small-diameter nanotubes, such as our sample (4, 2) nanotube. The simple º-band nearest-neighbor tight-binding approximation used in Figure 6 is not able to describe curvature effects, 16 since the description of nanotube curvature requires at least four orbitals per carbon atom, ¼, º x , º y , and º z . Furthermore, next nearestneighbor interactions also affect the electronic band structure of a graphene layer, except in the vicinity of the K and 
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K9 points, as shown by comparison of the first nearestneighbor and the third nearest-neighbor approximations with the results of ab initio electronic band structure calculations. 17 Thus, we conclude that Figure 6 does not re ect the real electronic band structure of a (4, 2) nanotube, being only a lowest-order approximation in the limit of small-diameter SWNTs where more detailed calculations are necessary. Ab initio calculations for a (4, 2) nanotube yield quite a different electronic band structure, yet they con rm its semiconducting type predicted by the zonefolding scheme. 8 In contrast, a (5, 0) nanotube, also being semiconducting within the zone-folding scheme, is in fact shown to be metallic by ab initio calculations. 8 For use in interpreting experiments, the electronic band structure of a carbon nanotube is better described by the use of the Slater-Koster formalism, 18 which is based on the nanotube symmetry and introduces a number of symmetrybased parameters to achieve the accuracy needed to describe speci c experiments. Instead of using ab initio calculations, these band parameters are tted to experimental results. Considering only one parameter in the Slater-Koster formalism, results in the same model for the electronic dispersion relations 19 as the one obtained from the º-band nearest-neighbor tight-binding approximation, with the transfer integral ® 0 determined experimentally but without explicitly considering the overlap integral s, that is, s 5 0. This simplest possible model therefore assumes mirror subbands for the valence and conduction bands of the graphene layer.
The valence and conduction bands of the graphene layer touch each other only at the K and K9 points in the Brillouin zone, as shown in Figure 6a . Thus, depending on whether the cutting lines for a given nanotube cross the K and K9 points or not, this particular nanotube is expected to show either metallic (do cross) or semiconducting (do not cross) behavior. This remarkable property of carbon nanotubes being either metallic or semiconducting, depending on their geometrical structure, was rst predicted theoretically 19, 20 based on the zone-folding scheme for the electronic band structure of carbon nanotubes and later was con rmed experimentally, as discussed in Section 3.2.
To determine whether a given nanotube is metallic or semiconducting, let us consider its cutting lines in the fully reduced representation and check to see whether the projection of the vector K pointing toward the nearest K point in the Brillouin zone, K 5 (2º/( a), 2º/(3a)), in the K 1 direction contains an integer (metallic) or a fractional (semiconducting) number of vectors K 1 . Using the expression for the vector K 1 derived in Section 2.1.3, one can easily nd that (
That is, carbon nanotubes could be either metallic or semiconducting, depending on whether 2n 1 m is divisible by 3 or not, or, equivalently, whether n 2 m is divisible by 3 or not.
The cutting lines in the vicinity of the K point are shown in Figure 7 for three different cases, n 2 m 5 3 , n 2 m 5 REVIEW 3 1 1, and n 2 m 5 3 1 2, where is an integer. The rst case n 2 m 5 3 corresponds to the cutting line crossing the K point, resulting in metallic behavior, as discussed above, and the other two cases, n 2 m 5 3 1 1 and n 2 m 5 3 1 2 (or, equivalently, n 2 m 5 3 6 1 in a different notation), correspond to the K point being located at one-third and at two-thirds of the distance between two adjacent cutting lines, resulting in semiconducting behavior, since the cutting lines do not go through the K and K9 points. We thus conclude that the number of semiconducting nanotubes is roughly twice that of metallic nanotubes.
The two cases of semiconducting nanotubes, n 2 m 5 3 1 1 and n 2 m 5 3 1 2, are also different from each other, depending on which side of the K point in the unfolded 2D Brillouin zone of the nanotube the rst VHS in the DOS appears. We classify these two types of semiconducting nanotubes as S1 and S2, in accordance with the number (n 2 m 2 3 ) being equal to either 1 or 2. In a similar fashion, we can classify metallic nanotubes by what ratio the K point divides the cutting line in the K 1 -extended representation. By projecting the vector K on the direction 2 Whereas armchair nanotubes (n, n) are always M2 type metallic, and zigzag nanotubes can be either M1 type metallic (3 , 0) or S1 type (3 1 1, 0) or S2 type (3 1 2, 0) semiconducting, chiral nanotubes can be of each of the four types, M1, M2, S1, or S2.
Using the results on the relative positions of the cutting lines with respect to the K point and utilizing the linear isotropic dispersion relations for electrons around the K point, we can identify approximate values for the energies at which VHSs appear in the DOS of metallic and semiconducting nanotubes. The values of these approximate energies are given by E 5 6( j / )® 0 a/d t , where j 5 1, 2, 4, 5, 7, 8, . . . for both S1 and S2 semiconducting nanotubes and j 5 3, 6, . . . for both M1 and M2 metallic nanotubes. These calculations result in an estimate for the band gap, E g 5 (2/ )® 0 a/d t , for semiconducting nanotubes of both the S1 and S2 types. The actual positions of the VHSs in the DOS, however, may deviate substantially from these simple expressions because of the anisotropy in the electronic dispersion relations around the K point, as expressed by the electronic trigonal warping effect, 14 which shifts the VHS energies of S1 and S2 semiconducting nanotubes in opposite directions.
Furthermore, curvature effects, which are especially pronounced for small-diameter nanotubes, further shift the VHS energies away from these simple formulas. Hybridization of the ¼ and º orbitals caused by the curvature of the nanotube wall results in mini-band gaps opening up at the Fermi level of metallic nanotubes. 21 The mini-band gap width is inversely proportional to the square of the nanotube diameter 21 and depends on the nanotube chirality, being a maximum for zigzag nanotubes and vanishing for armchair nanotubes. 22 Thus, among all M1 and M2 type metallic nanotubes, only armchair nanotubes (M2 type) are expected to be true metals, while M1 and M2 nanotubes with other chiralities are instead quasimetals or small gap semiconductors. The curvature-induced mini-band gaps are much smaller in magnitude than the band gaps of S1 and S2 type semiconducting nanotubes. For example, the mini-band gap width for an M1 type zigzag nanotube (15, 0) of diameter d t 5 1.17 nm is about 0.03 eV, whereas the band gaps of S1 and S2 type semiconducting nanotubes of similar diameters are about 0.6 eV. 21 In spite of mini-band gaps opening up at the Fermi energy, we will continue to use the term "metallic nanotubes" for M1 and M2 type nanotubes in this article, since this convention is also commonly used in the literature, because the mini-gaps have a magnitude of about the thermal energy k B T at room temperature and are generally much smaller than the laser excitation energy in optical spectroscopy.
Electronic Density of States
The presence of VHSs in the DOS of carbon nanotubes has a great impact on their physical properties, such as transport processes, optical absorption, electron-phonon interaction, etc. Generally, a signi cant enhancement in the system response is observed when the excitation energy for the probe matches the VHSs in the DOS in the valence and conduction bands of the nanotube. For example, optical absorption is strongly enhanced when the photon energy is in resonance with the allowed transition between two VHSs in the valence and conduction bands. This enhancement is generally interpreted as being due to the extremely high 
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nanotube joint density of electronic states (JDOS, i.e., the DOS as a function of the transition energy between valence and conduction band states) at the photon energy (see Fig. 2 ). In this section, we consider the resonance of a photon with a VHS in the JDOS from the point of view of the cutting lines.
A photon of a given energy preferentially excites those electronic states that have a transition energy between the valence and conduction bands equal to the photon energy. These electronic states lie along equi-energy contours, which form distorted circles exhibiting threefold symmetry around the K and K9 points in the Brillouin zone of the graphene layer.
14 In the case of nanotubes, only allowed electronic states, which lie at the intersections of the equienergy contour and the cutting lines, may participate very strongly in the optical absorption. In the resonance case, when the photon energy matches the transition energy E ii between the two VHSs E v i and E c i in the valence and conduction bands (or, in other words, the VHS E ii in the JDOS), the equi-energy contour corresponding to the photon energy touches one of the cutting lines tangentially, as shown in Figure 8a .
However, the resonance case of Figure 8a is rarely satised in practice, and we rather have what is called the preresonance condition, where the equi-energy contour is slightly shifted in either direction from the point where it would have been tangential to the cutting line at the cross point of the contour and the line, as in Figure 8a . The two preresonant cases are shown in Figure 8b and c, where the equi-energy contour is shifted from the VHS in two opposite directions by an energy dE. When the photon energy increases above the VHS, the number of resonant states, shown by the bold black lines in Figure 8c , decreases gradually, whereas for the photon energy decreasing below the VHS, as shown in Figure 8b , there are no resonant states present. We refer to the resonant states as hard-resonant (Fig. 8a) and soft-resonant (Fig. 8c) , depending on whether the photon energy matches or exceeds the VHS, respectively, to emphasize the decrease in the number of resonant states with increasing photon energy above the VHS.
When the photon energy does not exactly match the VHS, contributions to the optical absorption may come not only from the soft-resonant electronic states, but also from electronic states at or close to the VHS. Although these states, shown by the bold gray lines in Figure 8b and c, are not exactly in resonance with the photon energy, they still can contribute signi cantly to the optical absorption due to the extremely high DOS at the VHS. We refer to these states as preresonant. Whereas preresonant electronic states are the only states that contribute to optical absorption in the case in Figure 8b when the photon energy is below the VHS (see bold gray lines in Fig. 8b ), there are both types of electronic wave vectors, preresonant and softresonant, in the case in Figure 8c when the photon energy lies above the VHS (see bold gray and black bold lines in Fig. 8c) .
The appearance of an additional group of soft-resonant wave vectors contributing to the optical absorption for the preresonance condition of the type in Figure 8c compared with the preresonance condition of the type in Figure 8b results in a line shape change and a broadening of the spectral features in the case of the preresonance condition of the type in Figure 8c when the photon energy exceeds the VHS. The soft-resonant states also result in an asymmetry of the JDOS pro le of the VHS, decreasing either gradually or sharply on the two different sides of the VHS, and in an asymmetry of the resonant window for the optical absorption and for the Raman scattering. The calculated resonant window for the Raman scattering shows a signicant asymmetry, reaching half of its maximum value for the laser energy 0.02 eV below and 0.05 eV above the resonant energy at which the scattering intensity reaches its maximum value, so that the resonant window extends further out from the resonant energy for the case in Figure 8c than for the case in Figure 8b (see Section 3.1).
A JDOS pro le in the vicinity of the VHS generated by the cutting lines from Figure 8a to c is shown in Figure 8d , where the three dashed lines correspond to the three different energies of the equi-energy contours shown in Figure  8a to c, the dashed lines b and c show preresonance conditions, and the dashed line a shows an exact resonance. We note that the JDOS pro le of the VHS is asymmetric, indicating the appearance of soft-resonant states when the photon energy exceeds the VHS, as follows from analysis of the crossing points between the cutting line and various equi-energy contours. Figure 8d provides a simpli ed representation of the preresonance conditions pictured in Figure 8b and c, but it loses important information about the distribution of the resonant wave vectors. An analysis of the optical absorption in a 1D system using the JDOS pro le shown in Figure 8d is suitable for rough predictions of the behavior of the spectral features, whereas a detailed analysis must involve consideration of the resonant wave vectors themselves, and the nature of the resonant and preresonant states, shown in Figure 8a to c. For example, the two different types of electronic states that appear in Figure 8c , soft-resonant (black bold lines) and preresonant (bold gray lines), correspond to two different dashed lines in Figure 8d labeled c and a, respectively, yet the photon energy corresponds to the dashed line c only, which makes it dif cult to analyze the preresonance condition c from the JDOS pro le alone, without the use of cutting lines.
Phonon Modes
The phonon modes of carbon nanotubes can be treated in a fashion similar to what has been used to describe the electronic dispersion relations by applying the zone-folding scheme to the 2D phonon dispersion relations of the graphene layer. The phonon dispersion relations of the graphene layer can be calculated within a force constant model 2 or by tight-binding 23 or ab initio 24 methods. In the force constant model, interatomic forces are represented by spring constants, and interactions up to the third nearest neighbor in the graphene layer must be taken into account to consider the curvature effects, whereas interactions up to the fourth nearest neighbor are required to adequately describe atomic motion for the different phonon modes of the graphene layer. 2 The phonon dispersion relations of the graphene layer can be measured along high-symmetry directions in the Brillouin zone by electron energy loss spectroscopy 25 and by inelastic neutron scattering. 26 The force constants up to the fourth nearest neighbor were tted to the phonon frequencies measured by inelastic neutron scattering in graphite. 26 These force constants were re tted recently, including the frequencies measured by resonance Raman spectroscopy on different graphitic materials. 27 Resonance Raman scattering is sensitive to the regions around the high-symmetry points G and K in the rst Brillouin zone, whereas inelastic neutron scattering and electron energy loss spectroscopy probe primarily the high-symmetry directions GM and GK, so that the different methods provide complementary information on the phonon mode frequencies and the force constants. Furthermore, Raman scattering by photons can be used to probe the phonon modes in microscopic quantities of material, up to individual nanotubes, whereas neutron scattering and electron scattering can only be observed in bulk crystals.
However, resonance Raman spectroscopy (RRS) in various graphitic materials is only selective with respect to the distance from the high-symmetry points G and K in the Brillouin zone, and RRS in sp 2 carbons and in SWNT bun-
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dles averages out the direction of the phonon wave vector from the G or K points. With the use of recent advances in resonance Raman scattering from individual SWNTs, 15 the anisotropy in the phonon dispersion relations of the graphene layer around the high-symmetry point K could be reconstructed by zone-unfolding from the phonon modes of individual nanotubes. 28 The four nearest-neighbor force constants were re tted for the phonon anisotropy (also called the phonon trigonal warping effect, by analogy with the use of trigonal warping to denote the anisotropy in the electronic dispersion relations of the graphene layer 14 ) to be incorporated into the force constant model. 28 As an alternative approach, the force constants can be derived from ab initio calculations of the phonon modes. 24 At the present time, there are discrepancies between the force constants tted to experiments and the force constants derived from ab initio calculations, as described above. It is expected that these discrepancies will be eliminated with time, as the experimental techniques become more precise and ab initio methods become more accurate.
Two atoms A and B in the unit cell of the graphene layer (see Fig. 3 ) give rise to six phonon modes, because of the three degrees of freedom per atom. Superimposing the N cutting lines in the K 1 -extended representation on the six phonon frequency surfaces in the reciprocal space of the graphene layer, according to the zone-folding scheme as described in Section 2.2, yields 6N phonon modes for each carbon nanotube. The 6 (N/2 2 1) pairs of the phonon modes arising from the cutting lines of the indices m and 2m, where m 5 1, . . . , (N/2 2 1), are expected to be doubly degenerate, similar to the case of the electronic subbands discussed in Section 2.3, whereas the 12 phonon modes arising from the cutting lines of the indices m 5 0 and m 5 N/2 are nondegenerate, so that the total number of distinct phonon branches is 3 (N 1 2). For our sample (4, 2) nanotube, there are 90 distinct phonon branches.
Spikes appear in the density of phonon states of the carbon nanotube, similar to the spikes (VHSs) appearing in the electronic DOS discussed in Section 2.4, except for a much larger number of spikes in the phonon DOS than in the electronic DOS, due to the larger number of phonon modes relative to the number of electronic bands, and the more complex structure of the dispersion relations for phonons than for electrons in the graphene layer. However, the spikes in the phonon DOS do not play such an important role in experimental outcomes as the spikes in the electronic DOS because of the symmetry restrictions.
Among the large number of phonon modes in carbon nanotubes, only 15 or 16 are Raman-active and only 7, 8, or 9 are infrared-active, as predicted by group theory, 6 yet some claim an even smaller number of optically active modes. 29 Further details about the selection rules for the phonon modes are discussed in Section 2.6. The phonon dispersion relations of the graphene layer in the force constant model are shown in Figure 9a along with the cutting REVIEW lines for our (4, 2) sample nanotube in the fully reduced representation. The resulting phonon modes and the phonon density of states for the (4, 2) nanotube are shown in Figure 9b and c, correspondingly.
The zone-folding scheme, as described in Section 2.2, neglects the curvature of the nanotube wall, as was already mentioned in Sections 1.2 and 2.3. Meanwhile, the curvature couples the in-plane and out-of-plane phonon modes of the graphene layer to each other, especially affecting the low-frequency acoustic phonon modes. Among the three acoustic phonon modes of the graphene layer, only one of the two in-plane modes results in the acoustic phonon mode of the nanotube corresponding to the vibrational motion along the nanotube axis. The two other in-plane and out-of-plane acoustic phonon modes give rise to the twisting mode (TWM, the vibrational motion in the circumferential direction of the nanotube) and to the radial breathing mode (RBM, the vibrational motion in the radial direction of the nanotube), correspondingly, and the two related acoustic phonon modes of the nanotube (the vibrational motion in two orthogonal directions perpendicular to the nanotube axis) can be constructed as linear combinations of the RBM and TWM modes. 2 The zone-folding scheme predicts zero frequencies for the perfectly symmetric RBM and TWM phonon modes of the nanotube at the center of the Brillouin zone, since they arise from the acoustic phonon modes of the graphene layer. Meanwhile, the frequency of the perfectly symmetric RBM is inversely proportional to the nanotube diameter, varying from around 100 to 250 cm 2 1 for typical diameters of 1 to 2 nm, as was rst predicted within the force constant model 26 and then con rmed by resonance Raman scattering measurements 30 and by ab initio calculations, 31 which also revealed a weak dependence of the RBM frequency on the nanotube chirality. The zone-folding scheme is thus not accurate for the low-frequency phonon modes (zone-center acoustic modes), although it does provide reliable results for the high-frequency phonon modes (optical modes), as con rmed by ab initio calculations. 32 To avoid the limitations of the zone-folding scheme for the lowfrequency phonon modes, the force constant model can be used directly for the nanotube by constructing and solving the 6N 3 6N dynamic matrix for the unit cell of the nanotube, instead of using the 6 3 6 dynamic matrix for the unit cell of the graphene layer with consequent zone-folding. 2 Alternatively, the rst-principles methods can be used instead of the force constant models to calculate the phonon modes, yet the size of the unit cell cannot be too large for ab initio methods. Therefore, ab initio calculations are currently limited to achiral nanotubes and to only a few chiral nanotubes with relatively small unit cells. Moreover, the accuracy of the experiments signi cantly exceeds what ab initio methods can currently do.
In the discussion above, we use the zone-folding scheme with the cutting lines in the K 1 -extended representation for our analysis of the phonon modes in carbon nanotubes. As we show in Section 2.2.2, the momentum change along the nanotube axis can be equally treated as the symmetry change in the circumferential direction under certain conditions, so that we can use the cutting lines in the fully reduced representation and even in the K 2 -extended representation for the zone-folding scheme of the phonon modes (see Sections 2.2.1 and 2.2.3, respectively). The latter was used to calculate the phonon modes of the two chiral nanotubes within a symmetry-based force constant model. 33 For the (14, 5) 1, 0) , M 5 10, and Q 5 10, so that there are 10 cutting lines of length (N/Q) K 2 5 2K 2 in the K 2 -extended representation, resulting in 6Q 5 60 phonon modes, and the phonon wave vector varies from 22º/ZTZ to 2º/ZTZ, whereas in the K 1 -extended representation, there are 20 cutting lines of length K 2 resulting in 120 phonon modes, and the phonon wave vector is this case varies from 2º/ZTZ to º/ZTZ. Thus we can see that the K 2 -extended representation of the cutting lines for the (10, 10) armchair nanotube is not so much prolonged in the K 2 direction when compared with the K 1 -extended representation (only twice), unlike the situation for a (14, 5) nanotube, where the two extended representations are strongly prolonged in the two orthogonal directions K 1 and K 2 . 
Selection Rules
In spite of the large number of electronic and phonon subbands in carbon nanotubes (see Figs. 6 and 9 ), very few of the subbands participate in infrared absorption and Raman scattering because of symmetry restrictions. The selection rules governing the above-mentioned processes are commonly derived from group theory. At the same time, the selection rules are closely related to the concept of cutting lines, and they can easily be obtained from the zone-folding procedure. In the present section, we discuss the selection rules for the electron-photon interaction and for the electron-phonon interaction in SWNTs.
Selection rules are required for a deeper understanding of the resonance Raman scattering process in carbon nanotubes (see Section 3), for the interpretation of infrared spectra in carbon nanotubes, 34 for optical absorption, 35 for luminescence measurements, 36 and for many other aspects of nanotube science. To make the discussion of the selection rules clearer for the reader, we plot in Figure 10 the schematic band diagram of the nanotube in the unfolded 2D Brillouin zone. Although the cutting lines in the K 1 -extended representation, shown in Figure 10 by the dashed line segments, correspond to the simple case of a zigzag metallic nanotube, our discussion is generally applicable to both metallic and semiconducting nanotubes of all chiralities and diameters. The electronic subbands arising from these cutting lines are shown in Figure 10 by solid curves of parabolic shape, each labeled by three symbols (C/V for conduction and valence bands, the VHS index or the cutting line index, and L/U for the two opposite directions KM and KG from the K and K9 points; see gure caption for details), and the corresponding electronic VHSs are shown by solid dots.
For light propagating perpendicular to the graphene layer (the most commonly used geometry), the polarization vector is always parallel to the graphene layer, so that light absorption and emission for a graphene layer do not depend on the polarization of the light beam. Absorption or emission of a photon in the optical frequency range in the graphene layer involves an electronic transition between the valence and conduction bands in the vicinity of the K or K9 point. In the dipole approximation, the optical transition is vertical, that is, the electronic wave vector does not change when the electron is scattered by the photon with polarization parallel to the graphene layer.
Similarly, the optical transition in the nanotube is vertical within the 1D Brillouin zone, that is, the electronic wave vector along the nanotube axis (along the K 2 vector in the unfolded 2D Brillouin zone) does not change. In contrast to the case of the graphene layer, the polarization vector can be either parallel or perpendicular to the nanotube axis for light propagating perpendicular to the substrate on which the nanotubes lie. The interband electronic transitions for light polarized perpendicular to the nanotube axis are suppressed by the depolarization effect. [37] [38] [39] The dipole selection rules tell us that the optical transition in the nanotube conserves the electronic subband index (the cutting line index) for the light polarized parallel to the nanotube axis. 37, 40 Conservation of both the 1D wave vector and the subband index implies conservation of the 2D wave vector in the Brillouin zone of the graphene layer (unfolded Brillouin zone of the nanotube). For example, if an electron in the valence subband V2U of Figure 10 (see the parabolic curve in Figure 10 labeled V2U) absorbs a photon, the electron goes vertically to the conduction subband C2L. If the electron now starts from the VHS in the valence subband V2U (see the solid dot on the subband V2U in Fig. 10 ), this electron goes to the VHS in the conduction subband C2L, and the optical absorption is enhanced substantially because of the extremely high DOS at the VHSs in the valence and conduction subbands, V2U and C2L. Consequently, the optical absorption or emission rate in nanotubes is determined by the electronic states at the VHSs and in the vicinity of the VHSs (see discussion of the VHS shape and resonant vs. preresonant states in Section 2.4). Note that the optical transition occurs only between two VHSs in the valence and conduction subbands within the same cutting line m because of the dipole selection rules.
The dipole selection rules allow us to consider the VHSs in the JDOS (joint density of electronic states; see Section 2.4) rather than the VHSs in the valence and conduction bands separately. In the de nition of the JDOS (see Section 2.4), the dipole selection rules are implied, that is, only vertical transitions between the valence and conduction subbands within the same cutting line m are taken into account. This de nition of the JDOS results in one and only one VHS in the JDOS pro le for each pair of VHSs in the DOS. For example, the pair of VHSs V2U and C2L in m (see Fig. 1 
), or E (v)
i and E (c) i , where m is the cutting-line index in the unfolded 2D Brillouin zone (or the subband index in the folded 1D Brillouin zone), with m varying from 1 2 N/2 to N/2 (see Fig. 4 ), and i is the VHS index on the energy scale, which increases in number as we move away from the Fermi level E 5 0. We will use both indices m and i, respectively, depending on whether we consider the VHSs in the unfolded 2D Brillouin zone (see Figs. 1a and 10 ) or on the energy scale (see Figs. 1b and 6c ). Note that although there is a direct correspondence between the indices i and m for achiral nanotubes, such as zigzag metallic nanotubes, shown in Figure 10 The dipole selection rules predict vertical optical transitions within the same cutting line m for light polarized parallel to the nanotube axis. Direct calculations of the optical transition matrix elements con rm the dipole selection rules for light polarized parallel to the nanotube axis. 42 For light polarized perpendicular to the nanotube axis, both the dipole selection rules 37, 40 and direct calculations of the optical transition matrix elements 42 indicate that the interband optical transitions can only happen between the two adjacent cutting lines in the K 1 -extended representation. For example, if an electron in the valence subband V2U in Figure 10 absorbs a photon polarized perpendicular to the nanotube axis (i.e., polarized along the K 1 vector), it can scatter to one of the two conduction subbands, either C1L or C3L, depending on the photon frequency and on the interband transition energies E 2,1 and E 2,3 . Similarly, if an electron in the conduction subband C2L emits a photon polarized perpendicular to the nanotube axis, it can scatter to the V1U or V3U valence subband. This implies a different set of VHSs in the JDOS for perpendicular polarization, E m,m6 1 , and these energies are located approximately halfway between the VHSs in the JDOS for parallel polarization, E mm . Whereas the VHSs E mm can be equally indexed as E ii , the VHSs E m,m6 1 directly corresponds to E i,i6 1 only for the case Whereas the optical transition is vertical for light polarized parallel to the nanotube axis, it involves a wave vector change of 6K 1 (the distance between two adjacent cutting lines) for the perpendicular polarization. This wave vector change can be easily understood by considering an unrolled nanotube, as shown in Figure 11 . When the nanotube is unrolled into the graphene layer, the light polarized parallel to the nanotube axis transforms into the light polarized parallel to the graphene layer, as shown in Figure 11a , resulting in a vertical interband optical transition in the unfolded 2D Brillouin zone, which is equivalent to the optical transition within the same subband m in the folded 1D Brillouin zone of the nanotube, as predicted by the dipole selection rules.
However, perpendicular polarization in nanotubes becomes transformed into the in-plane and out-of-plane polarizations in the unfolded graphene layer, periodically modulated along the direction of the K 1 vector with the period ºd t (nanotube circumference), as shown in Figure 11b . The optical transitions induced by the out-of-plane polarization are expected to be much weaker compared with those induced by the in-plane polarization and thus can be ignored, because of the much stronger in-plane interaction in the graphene layer. This implies that the light polarization in the unrolled nanotube shown in Figure 11b can be considered, as a rst approximation, to be parallel to the graphene layer, with an additional phase factor describing oscillations of the in-plane polarization component, arising from the rotation of the polarization vector. 37 The phase factor is given by cos(k ? r), where the wave vector k has the direction of K 1 and a magnitude of 2º/(ºd t ) 5 2/d t , that is, k 5 K 1 . By expanding cos(K 1 ? r) into a sum of exp(iK 1 ? r) and exp (2iK 1 ? r) , we obtain the two photons with wave vectors 6K 1 polarized parallel to the unrolled graphene layer.
The wave vector of the original photon propagating perpendicular to the nanotube axis is negligible, since the photon wave length l (of about 1 mm) is much larger than the 
REVIEW
tube diameter d t (of about 1 nm). We thus are left with the two photons with wave vectors 6K 1 in the unrolled graphene layer. By assuming wave vector conservation in the unfolded 2D Brillouin zone for the optical transition process, we come up with the selection rules k c 5 k v 6 K 1 for light absorption and k v 5 k c 6 K 1 for light emission, which correspond to the electronic transition to the adjacent cutting line in the unfolded 2D Brillouin zone, or the electronic transition to the adjacent subband in the 1D Brillouin zone of the nanotube, as predicted by the dipole selection rules 37, 40 and con rmed by direct calculations of the optical transition matrix elements. 42 It is interesting to note that the photon wave vector 6K 1 in the unrolled graphene layer is much larger in magnitude than the photon wave vector k in free space, K 1 5 2/d t ¾ k 5 2º/l, because the nanotube diameter d t is much smaller than the optical wavelength l. Therefore, an optical photon in the unrolled graphene layer can be considered as an X-ray photon with respect to spatial considerations, yet the photon energy does not change when the nanotube is unrolled into the graphene layer. Such a "pseudo-X-ray" photon is a source for breaking the optical selection rules in the case of perpendicular polarization.
We can consider the wave vector conservation in the unfolded 2D Brillouin zone for the electron-photon interaction process to derive the dipole selection rules, as shown above. In a similar fashion, we can consider the wave vector conservation in the unfolded 2D Brillouin zone for the electron-phonon interaction process. 28 In the case of Umklapp scattering, a reciprocal lattice translation vector adds up to give wave vector conservation. This approach allows us to determine the Raman-active and infrared-active phonon modes, their polarization dependencies, and their resonance conditions, which are in excellent agreement with predictions based on group theory and experimental observations (see Section 3.3).
Let us denote an electronic state by (k, m, ¬), where k is the 1D wave vector along the nanotube axis, m is the cutting-line index or subband index, and ¬ stands for the valence (¬ 5 v) or conduction (¬ 5 c) band. Similarly, a phonon state is denoted by (q, ², ), where q is the 1D wave vector, ² is the cutting line index, and 5 1 . . . 6 is the phonon mode of the graphene layer. For an electron in the initial state (k 1 , m 1 , ¬) scattered by a phonon (q, ², ) to the nal state (k 2 , m 2 , ¬), the wave vector conservation along the nanotube axis implies that k 2 5 k 1 7 q, where the 7 signs correspond to Stokes (2)/anti-Stokes (1) (phonon emission/absorption) processes. The selection rules for the electron-phonon interaction establish a relation between m 1 , m 2 , and ² in a similar way, m 2 5 m 1 7 ², which is equivalent to momentum conservation in the unfolded 2D Brillouin zone, as discussed above. In the K 1 -extended representation of the cutting lines, the wave vectors of the initial electron and of the phonon, k 1 and q, respectively, vary from 2º/T to º/T, and their cutting-line indices, m 1 and ², vary from 1 2 N/2 to N/2. The wave vector k 2 and the cutting line index m 2 of the nal electron obtained from the selection rules, k 2 5 k 1 7 q and m 2 5 m 1 7 ², can fall beyond the limits of the K 1 -extended representation, 2º/T , k 2 # º/T and 1 2 N/2 # m 2 # N/2. In such a case, k 2 and m 2 should be translated, respectively, to the K 1 -extended representation with the vectors NK 1 and K 2 2 MK 1 (see Section 2.2.2 and Table I ). Similarly, in the K 2 -extended representation of the cutting lines, the wave vectors k 1 and q are de ned within the range from 2(N/Q)º/T to (N/Q)º/T, the cutting-line indices m 1 and ² are de ned within the range from 1 2 Q/2 to Q/2, and k 2 and m 2 can be translated, respectively, to the K 2 -extended representation with the vectors (N/Q)K 2 and QK 1 2 WK 2 (see Sect. 2.2.3 and Table I ). The selection rules do not depend on the cutting-line representation, thereby providing the same results for physical observables for both the K 1 -extended and K 2 -extended representations. This means that we can either (i) translate (k 1 , m 1 , ¬) and (q, ², ) to the K 1 -extended representation, calculate (k 2 , m 2 , ¬) from the selection rules, and then translate the calculated (k 2 , m 2 , ¬) to the K 1 -extended representation if needed; or (ii) translate (k 1 , m 1 , ¬) and (q, ², ) to the K 2 -extended representation, calculate (k 2 , m 2 , ¬) from the selection rules, and then translate the calculated (k 2 , m 2 , ¬) to the K 2 -extended representation if needed; and in both cases (i) and (ii) we come up with the same nal electronic state (k 2 , m 2 , ¬) in the two different representations. Note that a single representation, either the K 1 -extended or the K 2 -extended representation, should be used for the whole problem.
To illustrate the usage of the selection rules introduced for the electron-photon and electron-phonon interaction processes, we consider the rst-order resonance Raman scattering process in carbon nanotubes. 15 The rst-order Raman scattering process involves the following steps: light absorption, scattering by a phonon, and light emission by an electron. The Raman signal is suf ciently enhanced when the electron scatters between the two VHSs in the DOS, so that we can consider only the transitions between the two VHSs in the DOS as a rst approximation. By utilizing the selection rules introduced above, we come up with the following ve classes for the allowed rst-order resonance Raman scattering processes between the VHSs E 
lie, the Z axis is directed along the nanotube axis, and the Y axis is directed along the light propagation direction, so that the Z and X in Eq. (3) stand for the light polarized parallel and perpendicular to the nanotube axis, respectively. As an example, let us consider one of the ve processes given by Eq. (3), namely process (III), in the unfolded 2D Brillouin zone shown in Figure 10 . When an electron at the VHS V2U absorbs a photon polarized parallel to the nanotube axis, it goes to the VHS C2L (vertical optical transition). Then the electron from the VHS C2L is scattered to the VHS C1L by a phonon of E 1 symmetry (a phonon from the G point of the cutting line m 5 1 for the Stokes process). Finally, the electron from the VHS C1L recombines with the hole from the VHS V2U, emitting a photon polarized perpendicular to the nanotube axis (optical transition to the adjacent cutting line). Such a polarization conguration of the incident and scattered light is denoted by ZX. The incident and scattered photons are, respectively, resonant with the two different VHSs in the JDOS, E 2,2 and E 2,1 . The ve processes of Eq. (3) result in different polarization con gurations for different phonon modes, ZZ and XX for A, ZX and XZ for E 1 , and XX for E 2 , in perfect agreement with the basis functions predicted by group theory (see the table in Fig. 12) . Also, Eq. (3) predicts different resonance conditions for different phonon modes. Whereas the A and E 1 modes can be observed in resonance with both the E mm and E m,m6 1 VHSs in the JDOS, the E 2 modes can only be observed in resonance with the E m,m6 1 VHSs. Experimentally observed Raman scattering spectra follow the predicted polarization con gurations and resonance conditions, as we show in Section 3.3.
EXPERIMENTAL EVIDENCE
We select certain experimental techniques that are especially sensitive to 1D effects in carbon nanotubes for the present discussion. In this section we show that these experimental techniques con rm the validity of the concept of cutting lines and of the zone-folding scheme. We consider separately the effects of the cutting lines on (1) the electronic density of states, (2) the metallic and semiconducting properties of carbon nanotubes, and (3) resonance Raman scattering.
van Hove Singularities
One of the major impacts of zone-folding on the electronic properties of SWNTs is the appearance of VHSs in their electronic DOS at those points in the reciprocal space of the graphene layer where the cutting lines touch equienergy contours, as explained in Section 2.4. The appearance of VHSs in the DOS implies the presence of an extremely large number of electronic states at certain values of the energy. When the excitation energy comes into resonance with one of the VHSs, the response of the system is strongly enhanced.
Scanning tunneling spectroscopy (STS) can be used for direct measurements of the local DOS pro les of SWNTs, since the normalized differential conductance (dI/dV)/(I/V) (where I is the tunneling current and V is the bias voltage) is proportional to the local DOS. Combined atomic resolution scanning tunneling microscopy (STM) and STS measurements on isolated nanotubes thus reveal the local DOS prole (by STS), as well as the tube diameter d t and the chiral angle (by STM) of the same nanotube. The measured local DOS pro les of isolated nanotubes demonstrate the presence of spikes identi ed as VHSs, and the measured energy band gap width of semiconducting nanotubes decreases with increasing tube diameter, 10 in agreement with predictions of the zone-folding scheme. When the tube diameter d t increases, the distance between two adjacent cutting lines ZK 1 Z 5 2/d t decreases, and therefore the band gap of semiconducting nanotubes E g 5 (2/ )® 0 a/d t also decreases (see Section 2.3 for details).
Atomic resolution STM measurements on isolated nanotubes allow the identi cation of their (n, m) indices, which can be used to construct the cutting lines and to calculate the DOS of the nanotube, according to the zone-folding procedure described in Section 2. This calculated DOS can be further compared to the local DOS pro le measured by STS on the same nanotube. We show three pairs of measured and calculated DOS pro les in Figure 13 for three isolated metallic SWNTs of zigzag chiral symmetry on an Au substrate taken from Ref. 45 . One can clearly see good agreement between the measured local DOS pro les (the upper curves for each (n,m)) and the calculated DOS proles with the transfer integral ® 0 5 2.6 eV (the lower curves for each (n,m)) for the relative energies of the VHSs on the abscissa, except for the mini-band gaps in the measured local DOS pro les at the Fermi energy, circled by dashed lines in Figure 13 . These mini-band gaps are induced by the curvature of the nanotube wall, as discussed in Sections 2.3 and 3.2. The experimentally measured VHSs shown in Figure 13 seem to be much broader than the VHSs calculated within the zone-folding scheme. The VHS broadening is explained by the relatively low STS REVIEW resolution in energy, caused by the strong interaction of the STS tip with the nanotube. Also, charge transfer between the SWNT and the Au substrate likely occurs. The low STS energy resolution smears out the sharp VHSs in the DOS of carbon nanotubes. The sharpness of the VHSs is well known from Raman measurements, 46 which provide much higher energy resolution than other techniques, such as STS, 45 optical absorption, 35 or optical uorescence, 36 yet suffer from low spatial resolution (the laser spot size is about 1 mm, which is approximately the same as the nanotube length). In contrast, STS is wonderful for measuring spatial resolution, so that changes in the local DOS and in the VHSs due to defects, bends, kinks, etc. can be monitored.
The VHS pro les of isolated nanotubes can be measured not only by STS but also by the Raman scattering technique. Resonance Raman spectroscopy has been shown to provide a powerful technique for the characterization of SWNTs, because of the diameter selectivity of the resonance Raman scattering process 30 and the strong electronphonon coupling under resonance conditions. 6 Recent advances in resonance Raman spectroscopy measurements on isolated SWNTs are reviewed in Ref. 15 . Raman scattering from SWNTs is suffciently enhanced when an optical transition occurs between two VHSs in the valence and conduction bands, or, equivalently, at a VHS in the joint density of electronic states (JDOS). By varying the laser excitation energy around the VHS in the JDOS, we thus expect to observe a strong enhancement in all Raman features when either the incident light of the laser or the scattered light (which is shifted from the laser line by the energy of the absorbed or emitted phonon) is in resonance with the VHS. This implies that the resonant window of the Raman feature for a given SWNT is formed by two resonances with the same VHS in the JDOS for both the incident and the scattered light.
The resonant window for the anti-Stokes process (phonon absorption) of one of the Raman features known as the radial-breathing mode (RBM), measured in Ref. 46 from an individual isolated SWNT with the laser energy varying from 1.623 eV to 1.722 eV, is shown in Figure 14 . Experimentally observed Raman intensities are shown by circles and squares for two different runs over the laser energies, and the solid line indicates the theoretically predicted resonant window. The relative position of the resonant window on the abscissa is determined by the energy of the VHS in the JDOS pro le, shown by the dashed line in Figure 14 . Both the VHS energy E ii and the VHS effective width G J are found by tting the resonant window to the experimental data, E ii 5 1.655 6 0.003 eV and G J 5 0.1 2 1.0 meV. 46 Resonance Raman spectroscopy thus provides a probe of the highest energy resolution for the VHS pro les achieved at the present time, about 1 meV, whereas other experimental techniques are not sensitive enough in the meV range resolution. For example, the STS energy resolution is lower than 10 meV (see Fig. 13 ).
The resonant window shown in Figure 14 by the solid line has an asymmetric shape with respect to the VHS. Within the model used for Raman line shape simulations, 46 the asymmetry of the resonant window arises from the asymmetric shape of the VHS (see Section 2.4) and from the presence of two resonances, one with the incident and one with the scattered light. Although the experimental points shown by dots and squares in Figure 14 may indicate some asymmetry of the resonant window, the signal-to-noise ratio for these experimental data is insuf cient to provide a clear identi cation of the experimental line shape. It is expected that in the future, more precise Raman experiments will clarify the question of the experimentally observed resonant window asymmetry.
The resonant window for a rst-order Raman feature, such as the RBM mode shown in Figure 14 , can be calculated within third-order time-dependent perturbation theory, (4) where K(k) is the third-order matrix element; k is the wave vector of the initial electronic state; M abs opt , M S/AS el2 ph , and M ems opt are, respectively, the transition matrix elements for the optical absorption, electron-phonon interaction for either the Stokes (phonon emission) or anti-Stokes (phonon absorption) processes, and optical emission; E l is the laser excitation energy; ! ph is the zone-center phonon frequency;
is the electronic transition energy; G is proportional to the inverse lifetime for the scattering process; and the 7 signs correspond to the Stokes(2)/antiStokes(1) processes, that is, phonon emission/absorption. 47 Electronic transitions for the light absorption/emission processes are vertical within the dipole approximation, and only zone-center phonons are allowed by momentum conservation, so that the scattered electron remains at the same point in reciprocal space, given by the wave vector of the initial electronic state, k, ignoring the nite wave vector of the excitation photon. Assuming that the dependence of the transition matrix elements in the numerator of Eq. (4) on the electronic transition energy E(k) is much weaker than for the resonant denominators, we can rewrite Eq. (4) in the form of an integral over the transition energy, (5) where g(E) is the JDOS pro le. Strictly speaking, this assumption is not correct, since the transition matrix elements are strongly anisotropic about the K point in the Brillouin zone of the graphene layer. 42 Based on the zonefolding scheme and the approximation of the linear isotropic electronic dispersion relations around the K and K9 points, the JDOS pro le can be written as (6) where L is the nanotube length and i is the index of the VHS in the JDOS. i is also used here for the complex
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imaginary unit in front of G J . The quantity G J in Eq. (6) E ii ). For E ii and G J tted to the experimental data, 46 we obtain the effective nanotube length L < 100 nm for the particular nanotube observed in the experiment. 46 The resonant window de ned by Eqs. (5) and (6) has a strongly asymmetric shape. Within the model used in Ref. 46 to t the experimental data, the absolute value squared in Eq. (5) is taken not only of the resonance denominators but also of the JDOS pro le g(E). This results in the resonant window shown in Figure 14 by the solid line, which is less asymmetric than the resonant window given by Eqs. (5) and (6) . Finally, some have suggested that the squared absolute value should be taken after integration of the resonant denominators and the JDOS pro le over E in Eq. (5), or, equivalently, the squared absolute value should be taken after summation of K(k) over k in Eq. (4). The latter approach allows the amplitudes of the scattered electrons to interfere. This model results in a fully symmetric resonant window with respect to the E ii and E ii 6 ! ph . Further Raman experiments taken with a tunable laser are expected to clarify the asymmetry issues related to the resonant window.
Probing VHS pro les of SWNTs by resonance Raman spectroscopy can be achieved not only by varying the laser excitation energy, as described above, but also at the xed laser line by shifting the Fermi level electrochemically. As a rst approximation, the electrochemically induced charges ll electronic states in the nanotubes following their DOS pro les, which are not affected when the electrolyte potential is changed. Charge transfer affects the force constants, which in turn results in frequency shifts of the Raman features. 48 These shifts are proportional to the amount of charge induced in the nanotube. Thus, measurements of the shifts of different Raman features vs. the electrode potential provide integrated DOS pro les for carbon nanotubes, similar to measurements of the tunneling current vs. bias voltage in STS experiments. Differentiating experimental data to obtain the DOS pro le is a major source of inaccuracy for electrochemical Raman measurements of the DOS pro les as well as for STS measurements. Recently reported measurements of the G, D, and G9 Raman features of SWNTs in H 2 SO 4 aqueous media reveal strongly nonlinear frequency shifts vs. the electrochemical potential, re ecting the contribution of the VHSs to the DOS pro les. 49 The frequency shifts measured with two laser lines, one resonant with metallic and the other resonant
with semiconducting nanotubes in the sample, show noticeable differences arising from the absence of electronic states in the band gap of semiconducting nanotubes and their presence for metallic nanotubes. 49 
Metals and Semiconductors
SWNTs can experience either metallic (M) or semiconducting (S) behavior, depending on whether or not the cutting lines cross the degenerate K and K9 points in the Brillouin zone, which in turn depends on the structural symmetry of carbon nanotubes (n 2 m either being a multiple of 3 (metallic SWNTs) or not (semiconducting SWNTs)), as discussed in Section 2.3. This exciting property of carbon nanotubes, rst predicted theoretically quite a long time ago on the basis of the zone-folding scheme, 19, 20 has by now been conrmed by many experimental techniques, such as STS, 10 transport measurements, 50 and Raman spectroscopy. Figure 13 . The curvature reduces the transfer integrals for carbon-carbon bonds, which in turn shifts the Fermi wave vector k F (the degeneracy point in the Brillouin zone of the graphene layer) away from the K and K9 points. 22, 45, 51 For zigzag SWNTs, k F moves perpendicular to the cutting lines (similar to the change from M to S SWNTs shown in Fig. 7) , opening mini-band gaps at the Fermi level E F 5 0 of M zigzag SWNTs, whereas for armchair SWNTs, k F moves along the cutting line, so that armchair SWNTs remain metallic. 22, 45, 51 The widths of the mini-band gaps are on the order of the thermal energy k B T at room temperature, so that the mini-band gaps do not affect the conducting properties of metallic nanotubes, except at very low temperatures. In contrast, the band gaps of semiconducting nanotubes are generally much larger than k B T at room temperature, thus providing their distinct semiconducting properties.
Presumably the best way to distinguish between metallic and semiconducting nanotubes is to perform transport measurements. Because of the extremely high length-todiameter ratio for carbon nanotubes, electrical contacts to nanotubes can be made by standard lithographic techniques. The quality of these electrical contacts is a separate issue that affects quantitative measurements of transport phenomena. The use of a semiconducting SWNT connected to two metal electrodes as a eld effect transistor has been reported, 50 where the conducting behavior of the nanotube is controlled by applying a voltage to a gate electrode. The gate voltage shifts the Fermi level relative to the energy subband edges of the semiconducting nanotube between the rst VHSs in the valence and conduction bands through the band gap region, thus switching the nanotube between conducting and insulating modes. When the Fermi level is set within the band gap region by the appropriate gate voltage, the bias voltage applied to the nanotube contacts can reduce the energy barriers induced by the gate voltage for charge carriers, switching the nanotube to the conducting mode. The measured source-drain current vs. bias voltage characteristics for various values of the gate voltage, taken from Ref. 50 , are shown in Figure  15 . These curves demonstrate highly nonlinear current vs. voltage characteristics, with the conductance varying over six orders of magnitude, as shown in the inset to Figure 15 , as the gate voltage is varied at zero bias voltage. Whereas a eld effect transistor made of a semiconducting nanotube has been shown to operate at room temperature, 50 a similar device made of a metallic nanotube operates only at extremely low temperatures, as previously reported, 52 since the thermal energy k B T must be much smaller than the band gap energy, and the mini-band gaps for metallic nanotubes are much smaller than the band gaps for semiconducting nanotubes (see Section 2.3). Field effect transistors made of both semiconducting and metallic SWNTs can operate in the ballistic transport regime because of their 1D electronic structure. "Coulomb blockade" phenomena were also observed in SWNT transistors. 52 Clearly observed differences in transport properties con rm the presence of both semiconducting and metallic SWNTs, as predicted from the cutting-line approach.
Metallic or semiconducting behavior of carbon nanotubes can also be distinguished by Raman spectroscopy. One of the Raman spectral features of carbon nanotubes, known as the G-band, which is formed by the tangential phonon modes, has different line shapes, depending on whether the nanotubes are metallic or semiconducting. This effect was rst observed in SWNT bundles. 53 By measurement of the Raman spectra of nanotube bundles through varying the laser excitation energy, different VHSs in the JDOS of metallic and semiconducting nanotubes are probed at different E laser values. Shown in Figure 16a are the Gband Raman features measured from nanotube bundles with a diameter distribution of 1.37 6 0.18 nm, taken from Ref. 53 , and the corresponding VHSs in the JDOS are shown in Figure 16b as a function of SWNT diameters. It is clear from Figure 16 that the G-band line shape, which is simply a sum of several Lorentzians for semiconducting nanotubes, changes dramatically in the case of metallic nanotubes, for which the lower components of the G-band Raman features have been successfully tted by BreitWigner-Fano (BWF) line shapes. 41, 54 The distinction between M and S SWNTs is also found at the singlenanotube level, where the same BWF line shape appears in the G-band Raman feature of isolated metallic nanotubes, not aggregated in bundles. 55 Yet the intensity of the BFW line seems to be much smaller for isolated nanotubes than for SWNT bundles, with decreasing BWF intensity for increasing nanotube diameter. The intensity of the BWF line thus depends on the number of SWNTs within the bundle, which is explained by assigning the physical origin of the BWF line to a plasmon-phonon interaction in both isolated metallic SWNTs and in metallic nanotubes within SWNT bundles. 54, 56 Thus, the analysis of the G-band feature in the Raman spectra taken at different laser lines conrms the presence of both metallic and semiconducting nanotubes within the sample, as well as the energy locations of the cutting lines giving E S ii and E M ii VHSs in the JDOS, in agreement with the predictions of the zone-folding scheme.
Raman Spectroscopy
Resonance Raman scattering is widely used for the characterization of SWNT bundles 6 and of isolated SWNTs. 15 Among up to 15 or 16 Raman-active zone-center phonon modes predicted by group theory 6 for chiral and achiral nanotubes, the radial-breathing mode (RBM) and the tangential G-band modes are the most intense features observed experimentally, 30 whereas the other modes have rather weak cross sections. In addition, some lower intensity features that are dispersive with the laser excitation energy show up in the observed Raman spectra, and the origin of these features has been explained by a secondorder Raman scattering process (also commonly referred to as the double resonance mechanism). [57] [58] [59] Six Raman-active tangential phonon modes in the frequency range of the G-band show different polarization dependences, in accordance with the semiclassical theory of Raman scattering. These are zone-center modes of A, E 1 , and E 2 symmetries for the two in-plane optical phonon branches of the graphene layer. 6 The A symmetry modes correspond to the cutting line going through the G point in the 2D Brillouin zone, m 5 0, the E 1 symmetry modes correspond to the two adjacent cutting lines, m 5 61, and the E 2 symmetry modes to the next two adjacent cutting lines, m 5 62, as shown in Figure 12 . The basis functions for these phonon modes are summarized in the table in Figure  12 . These basis functions imply that the E 2 symmetry modes appear only when both the incident and the scattered light are polarized perpendicular to the nanotube axis (so-called XX polarization geometry), whereas the A symmetry modes appear for both parallel (ZZ) and perpendicular (XX) polarizations of the incident/scattered light, and the E 1 symmetry modes appear only for XZ and ZX polarizations. The polarization dependence of the G-band has been clearly observed experimentally on an aligned bundle of SWNTs. 60 The G-band pro les measured for an aligned bundle of semiconducting SWNTs in the ZZ and XX polarizations are shown in Figure 17 . While both the A and E 2 symmetry modes for the longitudinal and transverse in-plane optical phonon branches of the graphene layer (LO and TO) are observed in the XX polarization (see Fig. 17b ), only the A symmetry modes show up in the ZZ polarization (see Fig.  17a ), and the E 1 symmetry modes are not observed at all, in accordance with both the semiclassical theory of Raman scattering (see above) and the Raman selection rules based on the cutting lines (see Eq. (3)). The downshifts of the A symmetry TO modes from the A symmetry LO modes in Figure 17 are due to the force constant softening caused by the curvature of the nanotube wall, 55 whereas the splitting between the E 2 symmetry TO and LO modes in Figure 17b arises from both the force constant softening and the dispersion of the LO and TO phonon branches of the graphene layer at the distance 2K 1 from the G point in the 2D Brillouin zone. A similar polarization dependence of the G-band modes has recently been shown for isolated semiconducting SWNTs, where up to 6 phonon modes (2 A, 2 E 1 , and 2 E 2 ) have been observed for some special polarization geometries. 43 For metallic SWNTs, the lower frequency components of the G-band exhibit asymmetric BWF line shapes due to plasmon-phonon coupling (see Section 3.2).
Experiments on isolated nanotubes reveal not only different polarization dependencies, but also resonances with different VHSs in the JDOS for different symmetry modes, as predicted in Section 2.6. 43 Overall, the structure of the G-band Raman feature appears to be much more complex in SWNTs compared with other graphitic materials, whose G-band appears as a single peak of E 2g symmetry, independent of light polarization, because the cutting lines give rise to many Raman-active modes of different symmetries (see Fig. 12 ). The richness in the polarization behavior of these modes reveals much information of interest to SWNTs. The results of polarization experiments for the G-band Raman feature in SWNTs are in good agreement with group theory predictions for the phonon modes obtained by the zone-folding scheme.
Whereas the presence of cutting lines in carbon nanotubes enriches the G-band in the richness of their Raman spectra compared with other graphitic materials, it also affects the dispersive Raman features, 63 arising from the double-resonance process. [57] [58] [59] Among the various doubleresonance Raman features observed at the individual nanotube level, such as the defect-induced D-band, 64 the Mband and the iTOLA features, 65 we consider here only the most intense double-resonance Raman feature, known as the G9-band, since the G9-band dispersion is very large and therefore provides the most accurate experimental results. The G9-band appears in the Raman spectra of graphitic materials at a frequency approximately twice that of the D-band, and it has a two times larger dispersion (more than 100 cm 2 1 /eV) than that of the D-band. 66 While the D-band Raman feature arises from inelastic scattering of an electron by a zone-edge phonon and elastic scattering by a REVIEW defect, [57] [58] [59] the G9-band is identi ed, in contrast, with two zone-edge phonons and appears even in highly crystalline graphitic materials which show no D-band intensity.
While the G9-band shows up as a single peak in most graphitic materials, it appears sometimes in the form of unusual two-peak structures at the individual nanotube level for both semiconducting 61 and metallic 62 nanotubes. The two-peak G9-band Raman features observed from semiconducting and metallic isolated nanotubes are shown in Figure 18a and b, respectively, where the (n, m) indices for these nanotubes are assigned as (15, 7) and (27, 3) , following the standard procedure for identifying (n, m) indices. 67 The presence of two peaks in the G9-band Raman feature indicates the resonance of both the incident E laser and scattered E laser 2 E G9 photons with two different VHSs of the same nanotube. The wave vectors corresponding to the resonance VHSs are shown in the unfolded 2D Brillouin zone of the graphene layer in Figure 18 below the G9-band experimental pro les. For the double-resonance process in graphite, the momentum conservation for the electron-phonon interaction couples the electronic k and phonon q wave vectors by the relation q 5 22k, where both the electronic and phonon wave vectors are measured from the nearest K point in the Brillouin zone. 68 For the double-resonance process in carbon nanotubes, cutting lines superimposed on the 2D Brillouin zone do not change the relation q 5 22k for the 2D wave vectors. 28 Here, we consider the electronic and phonon wave vectors of the 1D nanotubes in the unfolded 2D Brillouin zone. This approach allows us to account simultaneously for both 1D wave vec- tor conservation along the nanotube axis and wave function matching in the circumferential direction. 28 The possibility of considering the electronic and phonon wave vectors of 1D nanotubes in the unfolded 2D Brillouin zone is discussed in Section 2.6.
The two peaks in Figure 18 can be associated with the phonon modes of the wave vectors q i 5 22k i , where i 5 3, 4, 2L, 2U and the electronic wave vectors k i are shown in the lower part of Figure 18 . For the semiconducting nanotube shown in Figure 18a , the resonant wave vectors k 3 and k 4 have different magnitudes, k 4 2 k 3 . K 1 /3, resulting in twice the difference for the phonon wave vectors, q 4 2 q 3 . 2K 1 /3 5 4/(3d t ), so that the splitting of the G9-band Raman feature arises from the phonon dispersion ! ph (q) around the K point. In contrast, for the metallic nanotube shown in Figure 18b , the resonant wave vectors k L 2 and k U 2 have roughly equal magnitudes and opposite directions away from the K point, so that the splitting of the G9-band Raman feature for metallic nanotubes arises from the anisotropy of the phonon dispersion ! ph (q) around the K point. 28 Overall, the presence of two peaks in the doubleresonance Raman features of isolated carbon nanotubes is associated with quantum con nement effects expressed in terms of the cutting lines. Correspondingly, the two-peak structure of the double-resonance Raman features is not observed in 2D graphitic materials. The G9-band doublet structure observed in 3D graphitic materials is attributed to the interlayer coupling. 69 Experimentally observed two-peak structures of the double-resonance features of isolated metallic SWNTs, 62 such as the one shown in Figure 18b , is associated with anisotropy of the phonon dispersion ! ph (q) around the K point. 28 This anisotropy can be probed by measuring double-resonance Raman features of individual SWNTs. Because of the linear electronic dispersion around the K point in the Brillouin zone of the graphene layer, 2 a given laser line selects electronic states on the circle of radius k 5 E laser /( ® 0 a) around the K point. The circle, however, is distorted by the electronic trigonal warping effect, 14 as shown in Figure 18 . The double-resonance condition q 5 22k selects phonon wave vectors on the contour around the K point of twice the radius of the electronic contour. The cutting lines cross these equi-energy contours, as shown in Figure 18 , giving rise to individual electronic states of nanotubes that are resonant with the laser line. When one of the cutting lines for a given nanotube is tangential to the equi-energy contour (see k L 2 , k U 2 , k 3 , and k 4 in Fig. 18 ), the laser line is resonant with the corresponding VHS in the JDOS for this particular nanotube, and resonance Raman scattering can be observed from this SWNT. The position of the VHS on the equi-energy contour varies with the nanotube chiral angle , which determines the orientation of the cutting lines. Thus, the doubleresonance process in 1D nanotubes allows us to probe individual points on the equi-energy contours in the 3 Brillouin zone of the graphene layer. All of the points on the equi-energy contour, from KM to KG, as shown in Figure 18 , can be scanned by varying the nanotube chirality from zigzag to armchair. 28 Thus, by measuring the double-resonance Raman features for SWNTs of all possible chiralities, we can reconstruct the anisotropy in the phonon dispersion ! ph (q) around the K point. 28 The double-resonance G9-band Raman features of many individual SWNTs of different chiralities have been measured with the laser lines 2.41 and 2.54 eV (where most of the G9-band features are tted with a single Lorentzian and only a few show an unusual two-peak structure). For each SWNT, the (n,m) assignment is performed following the standard procedure. 67 From the (n, m) indices, the cutting lines are constructed, and the resonance VHS wave vectors k i are found in the unfolded 2D Brillouin zone. The phonon wave vectors are then found from the double-resonance condition q i 5 22k i . The frequency of the measured G9-band feature is upshifted by 35.4 cm nm /d t to account for the force constant softening due to the curvature of the nanotube wall. 64 The upshifted frequency is then divided by 2 to obtain the phonon frequency, ! ph 5 (! G9 2 35.4 cm nm/d t )/2, since there are two equivalent phonons involved in the G9 scattering process. The resulting experimental points ! ph (q i ) are distributed all the way around the K point on the equi-energy contours corresponding to the laser excitation energies 2.41 and 2.54 eV. The force constants tted to these experimental data ! ph (q i ) show anisotropy in the phonon dispersion relations around the K point. 28 At the distance k 5 0.24 KM from the K point (resonant with the laser line 2.41 eV), the electronic energy for the two opposite directions KG and KM differ by 0.36 eV because of the electronic trigonal warping effect. 14 Similarly, the phonon anisotropy, or the phonon trigonal warping effect, results in a phonon frequency difference of 24 cm 2 1 for the two opposite directions KM and KG at the distance q 5 0.24 KG from the K point. 28 A measure of the electronic and phonon anisotropy is given by the ratios DE ii Z KG2 KM /E ii 5 0.36 eV/2.49 eV 5 14% and D! ph Z KM2 KG /d! ph 5 24 cm 2 1 /89 cm 2 1 5 27%, respectively, where d! ph is the phonon frequency change from the K point to the q 5 0.24KG state. These ratios show that the anisotropy, thus de ned, is larger for phonons than for electrons, in part because the phonon anisotropy is probed by the double-resonance condition q i 5 22k i at a twice larger distance from the K point than the electronic anisotropy.
SUMMARY
This review of the special properties of cutting lines shows how the electronic and phonon dispersion relations of carbon nanotubes can be obtained from the electronic and phonon dispersion relations of the graphene layer following the zone-folding scheme. The singularities in the elec-tronic density of states arising from the cutting lines are shown to affect the physical properties of carbon nanotubes dramatically. The difference from graphite properties appears most clearly in the sections of the Kataura plot (Fig. 16b) showing the most pronounced quantum con nement effects, though the two-peak structure is seen in other parts of the Kataura plot. The cutting lines can be arranged in two different ways in the reciprocal space of the graphene layer. Although the dispersion relations derived from these two different representations of the cutting lines might appear to be different at rst sight, a more detailed investigation shows that the two representations are equivalent, resulting in the same physical observables. The cutting lines are shown to explain the dipole selection rules for the interaction of carbon nanotubes with photons. Selection rules for phonons are proposed based on cutting lines, and the selection rules obtained from the cuttingline analysis con rm the predictions for the Raman-active and infrared-active phonon modes made by group theory, and these selection rules explain experimental results on polarization Raman studies of carbon nanotubes.
The inaccuracy of the zone-folding scheme for the smallest-diameter nanotubes is reviewed, and this inaccuracy arises from the curvature of the tube side wall. The cutting lines de ned in the reciprocal space of the at graphene layer do not directly account for ¼-º hybridization effects induced by the curvature of the graphene layer in smalldiameter nanotubes, so that the zone-folding scheme requires additional corrections in the small d t range. Experiments on recently synthesized nanotubes of diameters well below 1 nm are expected to further clarify this issue. Different experimental techniques, such as joint STM/STS studies, transport measurements, Raman spectroscopy, and optical absorption, are shown to con rm the many physical properties of carbon nanotubes that are predicted by the zone-folding scheme based on cutting lines, such as: (i) the presence of singularities in the electronic density of states, and in the joint density of states; (ii) the line shape of the van Hove singularity and its dependence on nanotube diameter and chirality; (iii) either metallic or semiconducting properties of nanotubes, depending only on their geometrical structure; and (iv) a relatively small number of Ramanactive and infrared-active phonon modes, despite the large number of carbon atoms in the nanotube unit cell.
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