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ABSTRACT
It is well known that wavelets provide good non-linear approxima-
tion of one-dimensional (1-D) piecewise smooth functions. How-
ever, it has been shown that the use of a basis with good approx-
imation properties does not necessarily lead to a good compres-
sion algorithm. The situation in 2-D is much more complicated
since wavelets are not good for modeling piecewise smooth sig-
nals (where discontinuities are along smooth curves). The purpose
of this work is to analyze the performance of compression algo-
rithms for 2-D piecewise smooth functions directly in a rate dis-
tortion context. We consider some simple image models and com-
pute rate distortion bounds achievable using oracle based methods.
We then present a practical compression algorithm based on opti-
mal quadtree decomposition that, in some cases, achieve the oracle
performance.
1. INTRODUCTION
The interaction of approximation theory and compression is an ac-
tive area of research, especially in the context of wavelet based
signal processing (see [1, 2] for reviews). The set up usually con-
siders classes of signals (piecewise smooth signals, specified by
an appropriate norm) and classes of bases (Fourier series, wavelet
bases). Then, the intuition is that if a certain expansion has good
approximation properties (e.g. its  -term linear or non-linear ap-
proximation converges fast) then a compression scheme based on
such an expansion will be efficient. The analysis usually works
for the limit of very large  , or what is called the high rate limit
in compression. An example of such a result is the following [3].
Assume a piecewise smooth function with pieces that are in 
and a finite number of discontinuities. The distortion of a wavelet
based scheme can be shown to be
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where the first term corresponds to the smooth pieces, while the
second corresponds to the discontinuities. At high rates, the first
term clearly dominates.
While good approximation properties are necessary for good
compression, it might not be enough. In particular, in non-linear
approximation, the indexing and individual compression of expan-
sion coefficients might be inefficient. This was shown for a sim-
pler class of signals, namely piecewise polynomials, in [4]. In that
case, it is possible to achieve
	
('ﬂﬃ! *)& (2)
This work was supported the Swiss National Science Foundation grant
numbers 20-52347.97 and 20-061493.
using an oracle method, and this can be realized with a reasonable
(polynomial) computational cost using dynamic programming. At
low rates, such an algorithm works well for piecewise smooth sig-
nals also. The basic ingredient is to precisely model discontinu-
ities, which can be done also in a wavelet scheme using footprints
[5].
In two dimensions, the situation is much more open. First,
wavelets are not good for modeling piecewise smooth signals
(where discontinuities are along smooth curves). The  -term non-
linear approximation is far from optimal, so new bases are needed.
The search for such new bases has been led by Candes, Donoho
and co-workers [6, 7]), and interesting results on optimal or quasi-
optimal non-linear approximation have been obtained.
But just as in the one-dimensional case, these results may or
may not give the right answer for compression. It is the purpose
of the present paper to investigate the interplay of good represen-
tations and compression. In order to do so, we consider some
very simple models, like for example piecewise polynomials with
piecewise polynomial curves as edges. While simplistic, such a
model has two advantages. It leads to precise analysis and the
results may be relevant for low rate behavior of more general sig-
nals. Intuitively, if an object has a finite number of free parameters
(as is the case for this simple model) we expect an exponential
decay of the rate-distortion function. We verify this using an or-
acle based method. In two dimensions, oracle based method are
difficult to realize with polynomial cost, and thus, we consider a
quadtree method and its performance. We show the performance
of this method on simple instances of the image model. A com-
parison with a wavelet based coder is also done.
2. MODELING AND RATE-DISTORTION ANALYSIS
2.1. Image Models
We consider two simple models for piecewise smooth images
where the edge is also a smooth curve. Our first model is the
“Horizon” model [8] of an image + 
-,.0/1,   defined on the unit
square 2 3
/045

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where E 
-,  GF   - the class of functions that are H -times con-
tinuously differentiable, and E 
-,.B has finite length inside the unit
square.
When coding such an image, a possible optimal (or oracle-
based) method could simply spend all the available bit rate to code
the smooth edge. In other words, our 2-D object has the complex-
ity of a 1-D function. Given a bit budget  , coding the edge E
produces IE and the corresponding 2-D function I+ . The distortion
can be written as
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where the second inequality comes from the Schwartz’s inequality.
With the edge E 
-,  _F   , coding it using a wavelet basis with
enough vanishing moment gives 	
/ E `a   [3]. Thus the
oracle R-D behavior for the “Horizon” model is
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In the second model, we consider the case where the edge is
a piecewise polynomial curve. In particular, with piecewise lin-
ear edge, we have the “Polygon” model where there is a polygon-
shaped object against a uniform background. In such case, a pos-
sible oracle method would simply code the position of the c ver-
tices of the polygon. With d c bits for each vertex, a regular
grid on the unit square provides quantized points within a distance
e
6fﬃ
&
[
1g from the original vertices. Let h be the finite length
of the edge (or the boundary of the polygon) then the distortion for
the 2-D object is upper bounded by 	
/ +  Cih e . Therefore for
the “Polygon” model, the oracle R-D function decay exponentially
as
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For a practical algorithm to code shapes in discrete space, see
[9].
2.2. Wavelet Performance
Let us now demonstrate how a wavelet coder performs for such im-
age models. Assume that wavelet transform with separable Haar
wavelet is employed. At level l , wavelet basis functions have sup-
port on dyadic square of size ﬃ Vm . Call n m the number of dyadic
squares at level l that intersect with the edge curve on the unit
square. In both “Horizon” and “Polygon” models, the edge has
finite length so we have
n
m
fﬃ
m (5)
Therefore, there are typically o 
pﬃ m  nonzero wavelet coeffi-
cients at the scale ﬃ Vm . This is the failure point of the separable
wavelet transform for 2-D piecewise smooth functions: comparing
with the similar 1-D case where the number of nonzero coefficients
is a constant at each scale; here this number grows exponentially
as scale gets finer. As a result, the total number of nonzero wavelet
coefficients up to level q is
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Along the boundary, we can verify that these nonzero wavelet
coefficients decay like
U

m
P u
U
vﬃ
Vm
at the l -th level [10]. Now
assume that we code up to q levels of wavelet coefficients with
quantization step
e
. Then
e
wﬃ

r
or we need about q bits for
each nonzero coefficient. If these nonzero coefficients are orga-
nized in a quadtree data structure, then for each coded coefficient
we need at most 4 more bits to specify if its children are coded or
not. For large q this indexing cost is insignificant compared to the
quantization cost. Thus the total bit rate is
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The total distortion is the sum of quantization errors and
wavelet series truncation error
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Combining (6) and (7) we obtain the following R-D behavior
of the wavelet coder for the “Horizon” model
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So typically, the wavelet coder is far less effective compared
with the oracle based method. It is important to stress that the
regularity of the edge curve is irrelevant to the performance of the
wavelet coder. In the next section we propose an efficient adaptive
coding scheme that can achieve (or nearly achieve) the oracle R-D
behaviors.
3. OPTIMAL QUADTREE BASED COMPRESSION
3.1. Algorithm
Our objective is to implement a compression algorithm based on
the modeling assumption that images are 2-D piecewise smooth
functions. In this case, if we segment the image into smaller
pieces, then each sub-image can be well represented by a sim-
pler geometrical model. For instance, we can chose a very simple
model which consists of two smooth regions separated by a line.
The quadtree data structure is applied widely in digital image
processing and computer graphics for modeling spatial segmenta-
tion of images. Our algorithm employs a quadtree segmentation
followed by a coding algorithm on each image block in an op-
erational R-D optimal sense. We attempt to capture the smooth
discontinuities as concatenations of linear segments. We employ
an operational rate-distortion optimization that is similar to the ap-
proach used in [11] in finding best wavelet packet bases. A deci-
sion strategy based on optimizing R-D performance for each image
block is designed so that the coder can decide if an image block is
worth to be further divided and coded with some appropriate quan-
tization level. The algorithm can be summarized as follows:
1. Segmentation of the input image: a quadtree segmenta-
tion scheme is employed as it provides a very efficient and
tractable data structure.
2. Optimal representation of each sub-image by the geometri-
cal model, in a rate distortion sense.
3. Optimization of this representation to achieve the best re-
constructed image for a given bit rate constraint and distor-
tion measure. Optimization is performed in rate distortion
sense using Lagrangian cost functional for optimal quality
factor.
In short we have a compression scheme which provides rate
distortion optimal representation of an image with a computation-
ally efficient algorithm.
To code a block with a separation segment, we quantize its
boundary using a certain quantization step depending on a given
rate and assign the best quantized values to the end points of the
separation line. This algorithm will provide us an approximation
of the separation curve as a concatenation of linear segments as
shown in Fig. 1. It is constructive to note that the underlying dic-
tionary of “tiles” in the above algorithm is precisely the wedgelet
dictionary [8].
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Fig. 1. Example of quadtree representation.
Notice that one can apply the ridgelet transform [6, 12] on
each of these image block separately and this will result in very
few transform coefficients as ridgelet transform is well adapted for
line-like singularities.
3.2. R-D Behaviors
Let us first consider the “Horizon” model. The following anal-
ysis is based on [8], but we translate the non-linear approxima-
tion results of [8] to rate-distortion performance. Assume that
E
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
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. The above coding algorithm employs a quadtree
segmentation scheme. Each node of this quadtree corresponds to
one dyadic square that is one of these four types: intermediate,
black, white, or edge (i.e. where the boundary goes across). Thus
we need 2 bits to code each node type. In addition, for an edge
square, we spend ﬃ more bits for the quantized versions of the
two vertices of the edge line on the boundary of that square. The
encoding order of these two vertices can be used to specify the
value of these two regions: for example when one traverses from
the first vertices to the second one, the white region is on the left.
Let  and  be the number of all nodes and edge nodes,
respectively, then the total bit rate for the quadtree is
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If q is the depth of the quadtree then the number of nodes can
be upper bounded as follows.   can be counted as the number
of children of all dyadic squares up to level qR 4 that intersect
with the boundary E 
-,   or 

CŁ}
r
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
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m . Using (5) we get


8ﬃ
r
. For the edge nodes, it is easy to see that   Cn.r ﬃ r .
Thus we have
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In terms of distortion, consider the situation where we divide
the interval 2 3 /045 of the ,  -axis into ﬃ r dyadic segments of length
e
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. Since E 
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Thus there exist a concatenation of line segments E0r 
-,   of
E
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where the vertices are in the perimeter of dyadic squares of
size length
e
6fﬃ

r
such that
<
9<@0
M O%P
Q
U
E

-,  
RE(r

-,  
U
C

e
 6

 ﬃ 
r
^ (10)
The line segments in E0r 
-,   need to be “quantized” with 
bits for each vertex along the perimeter of dyadic squares of size
ﬃ

r to produce the new function E r
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The construction of E r
P 

-,.B leads to a tiling coding scheme
of the function + 
-,  /1,   with q quadtree levels and  bits for the
edge vertices. By choosing q 6b , the distortion is bounded by
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Combining (9) with (12) we will result into the following R-D
upper bound for the optimal quadtree algorithm
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Thus for H 6wﬃ , the optimal quadtree algorithm has the same
decay rate for the R-D function as that of the oracle method. For
general H , the same conclusion can be derived when we replace
“linear” tile in the described algorithm with “polynomial” tile of
degree HR 4 . Furthermore, using the generalization in [8], the
result also hold when the discontinuity curve E 
-,   is piecewise
smooth or have more general geometry.
We now consider the “Polygon” model where the edge is a
piecewise linear curve with a finite number of discontinuity points.
In such a case, we will show that the R-D function of the quadtree
algorithm decays exponentially with the rate.
In an optimal adaptive quadtree, at each level, the only dyadic
squares that need to be divided further are the ones containing
a discontinuity points of the edge in the original image. Other
dyadic squares contain either no edge or a straight edge which can
be efficiently represented by an edge tile. Let c be the number of
discontinuity point along the original piecewise linear edge. Then
for the quadtree described above, at each level there are c split-
ting nodes, and thus they generate no more than Dc dyadic squares
with straight edge at the next level. With those edge squares, ex-
tra bits are needed to code the vertices of the line segment as the
quantized points along square boundary.
With q the depth of the quadtree, we can spend q bits for
each of the quantized points1 to ensure that the maximum distance
1A variable bit rate applying to different size length of dyadic squares
can be used, but it will not change the main behavior of the R-D function
between the true vertices and their quantized version is bounded
by ﬃ  r . The total bit rate is

CiDcJq
ﬀ
cJq
/ (13)
where the first term is the cost of coding the quadtree itself, while
the second term is the cost for the quantized vertices of the edge
squares. Since the original edge has finite length h , the distortion
is bounded by h ﬃ  r . Together, the R-D function for coding a
“Polygon” image using optimal quadtree method behaves like
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4. NUMERICAL EXPERIMENTS
Numerical experiments are performed for two type of classes of
B/W Images: 1) Images with polygonal singularity. Polygon’s
vertices are generated randomly using uniform distribution on the
space 2 3
/045

. For experimentation, polygons with 4 and 5 ver-
tices are considered as singularities. 2) Images with polynomial
singularity. Polynomial coefficients are generated randomly us-
ing uniform distribution on the range 2R 4/(4%5 . For experimentation
purposes, polynomial singularities of degree 2 and 3 are consid-
ered. For both models we have observed a better rate distortion
behavior of optimal quadtree algorithm with respect to JPEG2000.
In Fig. 2, we show the two rate distortion behaviors for the case of
images with polygonal singularity.
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Fig. 2. Comparison of operational R-D curves using a wavelet
coder (JPEG-2000) and optimal quadtree coder for B/W images
with polygonal like discontinuities.
5. DISCUSSION
The optimal quadtree based compression algorithm that we have
proposed in this work represents a possible way to model and ap-
proximate discontinuities in images. Several other efforts have
been made to design algorithms or transforms that exploit the reg-
ularity of discontinuities in images [6, 7, 13].
Note that our analysis is completely done in a rate distortion
framework. If discontinuities in our image are represented by
smooth curves then the quadtree algorithm performs as well as an
oracle method (the distortion rate curves have a polynomial decay
in both cases). If discontinuities are piecewise polynomials (i.e.
piecewise linear), the quadtree algorithm do not perform so well
as an oracle method. Both distortions decay exponentially with
the rate but the exponent is different ( ﬃ  $ & vs. ﬃ & ).
Our on-going work is to improve the quadtree based coder for
this kind of image model so as to eliminate the gap with the oracle
method. This will require methods similar to [4] and [5] so as to
make sure that dependent coefficients are not coded independently.
A second open issue is to understand if algorithms that perform
correctly in a R-D sense for some restricted classes of functions
can have an impact on more general classes of images.
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