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E-mail address: croyden@cs.holycross.edu (C.S. RoWhen an observer moves through an environment containing stationary and moving objects, he or she
must be able to determine which objects are moving relative to the others in order to navigate success-
fully and avoid collisions. We investigated whether image speed can be used as a cue to detect a moving
object in the scene. Our results show that image speed can be used to detect moving objects as long as the
object is moving sufﬁciently faster or slower than it would if it were part of the stationary scene.
 2012 Elsevier Ltd. All rights reserved.1. Introduction
With our remarkable visual system, we have the ability to
combine different visual cues in an instant to glean important
information about the world. The detection of moving objects by
someone moving through the world plays a particularly important
role in life. For example, a soldier running through a battleﬁeld
needs to quickly detect movement in his or her ﬁeld of view. It is
clear from our ability to interpret motion in movies that people
can detect moving objects from visual information alone. In this
set of studies, we investigate how image speed can be used for
the detection of moving objects by an observer.
When a person moves through the world, the images of all ob-
jects, both stationary and moving, move across the retina. This im-
age motion is known as the optic ﬂow ﬁeld. The optic ﬂow ﬁeld
contains information about the direction of observer motion (Gib-
son, 1950, 1966; Longuet-Higgins & Prazdny, 1980), the relative
distance to surfaces in the scene (Gibson, 1950; Koenderink &
van Doorn, 1976), and the location of moving objects (Hildreth,
1992; Thompson & Pong, 1990). Previous studies have shown that
humans can judge their direction of motion from the optic ﬂow
ﬁeld when moving in a straight line through a stationary scene
(Royden, Banks, & Crowell, 1992; Royden, Crowell, & Banks,
1994; van den Berg, 1992; Warren & Hannon, 1988, 1990) and
when a moving object is present in the scene (Royden & Hildreth,
1996; Warren & Saunders, 1995). This ability to judge heading in
the presence of moving objects does not appear to require the priorll rights reserved.
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orcester, MA 01610, United
yden).detection of the moving object, as Royden has demonstrated with a
computational model of heading detection (Royden, 1997, 2002).
In the current research, we examine what information observers
use to detect a moving object in a scene through which they are
moving.
The problem at hand is determining how the human visual sys-
tem detects a moving object when the images of all objects in the
visual ﬁeld, including those of stationary objects, are moving across
the retina. As an observermoves along a straight path through a sta-
tionary scene, the optic ﬂow ﬁeld forms a radial pattern (Fig. 1). The
center of this radial pattern, known as the focus of expansion (FOE),
coincides with the observer’s direction of motion. In theory, one
should be able to detect a moving object if its image motion differs
signiﬁcantly from this radial pattern (Hildreth, 1992; Thompson &
Pong, 1990). Recent research (Royden & Connors, 2010) reveals that
a moving observer can detect a moving object if the angle of image
motion for that object deviates from the radial pattern formed by
the other objects in the scene. In the current study, we investigate
whether a difference in image speed can also be used for the detec-
tion of moving objects by a moving observer.
To understand how speed might be used to identify moving ob-
jects in the world, one must consider some fundamental properties
about the optic ﬂow ﬁeld. Consider pure translation forward. As an
observer moves in a straight line through the world, the images in
the visual ﬁeld ahead pass over the retina at varying speeds. First,
images of objects closer to the observer move faster than those far-
ther away (Gibson, 1950, 1966). This is the idea of motion parallax.
In addition, images of objects that are close to the FOE move more
slowly than those in the periphery. Thus, images of objects in the
scene move at a variety of speeds. Therefore an object whose direc-
tion of image motion forms part of the radial pattern, but whose
image speed differs from the image speeds of the other objects in
(a)
(b)
Fig. 1. Optic ﬂow ﬁeld for pure translation in the forward-direction, along the Z
axis, toward a 3D cloud of dots. Each line represents the image velocity for a point in
a scene.
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the other objects in the world, or it could be at a different distance
from the observer. If the brain tends to process the differing image
speeds as a depth difference, as opposed to the differential motion
of the objects, then this may make it difﬁcult for observers to use
image speed alone to detect moving objects in the scene. In this
set of experiments, we test observers’ ability to pick out a moving
target from a radial ﬂow ﬁeld based on its image speed.(c)
Fig. 2. Detection of a moving object based on its motion. (a) Objects moving as in a
normal radial optic ﬂow ﬁeld. (b) Moving object deﬁned by angular variation. All
objects are moving in radial ﬂow except for one, shown with the thick arrow, which
is deviating only in its angle of motion, inconsistent with the motion it should have
if it were part of the rigid scene. (c) Moving object deﬁned by speed variation. The
target object, shown with the thick arrow, is moving faster than it would be if it
were part of the stationary set of objects.1.1. Previous research
Several previous studies have examined observers’ abilities to
judge the trajectory of a moving object or its time to contact with
the observer when the observer is also moving (Gray, Macuga, &
Regan, 2004; Gray & Regan, 2000; Matsuyima & Ando, 2009; Rush-
ton & Warren, 2005; Warren & Rushton, 2007, 2008, 2009a,
2009b). However, these studies did not address the question of
how the observer detects the object within the optic ﬂow ﬁeld.
Two studies (Royden, Wolfe, & Klempen, 2001; Rushton, Bradshaw,
& Warren, 2007) examined moving object detection in a visual
search task. Both studies showed that a moving object can be de-
tected relatively efﬁciently within an optic ﬂow ﬁeld. These studies
did not evaluate how changing the parameters of the observer and
object motion affect the observer’s ability to detect the moving ob-
ject. Thus, there is a need to determine how factors such as image
motion direction and speed lead to moving object detection by an
observer.
This research continues our investigations of moving object
detection by a moving observer (Royden & Connors, 2010). In that
study the main focus was to determine whether humans could use
an angular deviation of an object’s image motion to detect moving
objects in an optic ﬂow ﬁeld. In addition, we asked whether the
brain uses the optic ﬂow pattern on a local level (near the area of
discontinuity in the pattern) or on a global level, using the entire
pattern of motion. This research measured threshold levels for
detection of a moving object whose angle of image motion devi-
ated from the radial ﬂow pattern. It also tested whether the global
radial ﬂow pattern itself is important in tests involving observer
translation.
Royden and Connors (2010) presented subjects with a series of
movies consisting of a ﬁeld of round disks that moved to simulateobserver motion in a straight line toward them. In half the trials,
one of the disks moved at an angle that deviated from the radial
pattern of motion of the other disks in the scene (Fig. 2a and b).
By testing a variety of angle deviations, they found that humans
could detect the target 75% of the time in a ﬁeld of 25 disks if its
angle of deviation was 13.6 deg on average for a 1 s duration stim-
ulus. The threshold increased as the number of disks in the scene
decreased and as the duration of the stimulus decreased. In addi-
tion, thresholds increased when the image speeds of all the objects
in the stimulus were decreased.
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cues, Royden and Connors (2010) tested both radial and deforma-
tion patterns of motion. The deformation pattern was formed by
inverting the vertical component of motion in the optic ﬂow pat-
tern. Only the radial pattern simulates motion toward a stationary
scene; the deformation pattern is inconsistent with observer mo-
tion toward a stationary scene, and thus would not be something
that humans experience in daily life. Subjects had higher accura-
cies for the radial pattern than for the deformation pattern, leading
to the conclusion that the human visual system takes into account
global information from the optic ﬂow pattern (Royden & Connors,
2010).
Royden and Connors’ results indicate that the more the image
motion of a target object deviates in angle from the rest of the ob-
jects in the radial ﬂow ﬁeld, the easier it is to detect. In the current
experiments, we tested whether observers could detect an object
whose image motion direction was consistent with the radial pat-
tern, but for which the image speed differed from that of the other
objects’ images.2. General methods
Experiment 1 was run on a Power Mac G4 computer and exper-
iment 2 was run on an Intel-based Mac Pro computer. The com-
puter simulated observer motion toward a ﬁeld of 25 white disks
arranged randomly on a black background on the computer screen.
To prevent disks from overlapping one another during the simula-
tion, the screen was divided into a 5  5 invisible grid, and each
disk was assigned a random position in one of the grid’s 25 regions.
The position of the target disk was randomly selected in each trial.
While the observers in our experiments were actually seated and
still, the motion of the disks simulated forward motion of the ob-
server. The 2D speed of the target disk on the monitor differed
from the 2D speed it would have if it were stationary with respect
to the other disks in the scene (Fig. 2c).
To generate the radial ﬂow of the disks, we updated their posi-
tions, starting with their initial positions, according to the velocity
calculated from the equations for image velocity for a moving ob-
server. In the following equations, vx and vy are the horizontal and
vertical components of image velocity for the stationary disks in
the scene, Tx, Ty, and Tz, represent observer translation along the
X, Y, and Z axes, and Z is the distance of the object from the
observer:
vx ¼ ðTx þ xTzÞZ
vy ¼ ðTy þ yTzÞZ
ð1Þ
In the stimulus program, the (x,y) positions of the disks on the im-
age plane were updated for each display frame with the following
equations, where t is time:
xnew ¼ xþ vxDt
ynew ¼ yþ vyDt
Znew ¼ Z  TzDt
ð2Þ
This resulted in a smooth, radial pattern of motion simulating ob-
server translation forward.
The target disk’s speed was differentiated from that of the rest
of the disks by multiplying its velocity by a speed factor, f, which
was less than or greater than 1 to achieve a slower or faster target
disk, respectively. The factor f takes on values in two ranges: 1.1–
1.6 for a faster target and 0.1–0.9 for a slower target. The image
velocity components for the target disk are given by the following
equations.vxNew ¼ fTx þ fxTzZ ð3ÞvyNew ¼
fTy þ fyTz
Z
Two methods of updating these equations were used in each of
the experiments. Two different methods were required because Eq.
(1), above, only gives instantaneous speed, and does not take into
account acceleration. Acceleration of a disk’s image occurs both be-
cause the velocity increases as the disk’s image moves further from
the FOE and the disk’s image will move faster as the disk moves
closer to the observer. Thus, the acceleration of the image depends
on how quickly the object’s distance from the observer changes. To
generate the motion, the object’s distance was updated at each
time-step from the previous image position at Z (Eq. (2)). In meth-
od 1, the new Z position of the target disk on the z-axis (Z) was only
updated according to the original Tz so that the simulated distance
of the target disk was always the same as for the non-target disks.
Thus, the target’s instantaneous speed was always f times the
speed it would have had if it were part of the optic ﬂow ﬁeld gen-
erated by the non-target disks. In method 2, this Z was updated
using a Tz that was multiplied by the factor, f, for every clock cycle.
The following equations illustrate the updating of Z:
Method 1 : Znew ¼ Z  ðTzDtÞ ð4ÞMethod 2 : Znew ¼ Z  ðfTzDtÞ
Note that the image motion of the target in method 2 is the
same as it would be for a stationary disk placed at a distance Z/f
from the observer at the start of the trial, where Z is the initial dis-
tance of the other disks in the scene. For factors greater than one,
this caused the target disk’s image to move faster in method 2 than
an equivalent disk in method 1 because the depth was changing
more quickly. Conversely, for factors less than one, the target disk
appeared to move slower than an equivalent disk modeled with
method 1. In method 2, because the target changed depth differ-
ently than the rest, it grew obviously much larger (for f > 1) or re-
mained much smaller (for f < 1) than the rest of the disks. This gave
a size cue to the target. To eliminate this cue, all of the disks’ diam-
eters were set to remain at a constant diameter in trials executing
method 2. Present and absent target disk conditions were tested
for all values of f.
The difference in target motion between the two methods
should give some insight into the mechanism for detecting moving
objects. Technically, method 1 is a more precise test of the effect of
speed, because in this method the 2D image motion of the target is
moving faster or slower by a constant factor, f, throughout the en-
tire trial. However, while the target in method 2 accelerates during
the trial, it is an important condition to test because the scene is
consistent with a rigid interpretation in which the target is station-
ary with respect to the other disks in the scene throughout the en-
tire trial, but its initial distance is closer (or further away) by a
factor of 1/f. The scene in method 1 is not consistent with a rigid
interpretation. Because method 2 is consistent with a rigid scene,
we would predict that it might be more difﬁcult for observers to
detect the target as an independently moving object than in meth-
od 1.
Aspects of the target disk were maintained throughout the
experiment, for comparison’s sake. The target disk always lay
800 cm from the observer’s simulated position at the start of the
simulation. The target disk was always randomly positioned hori-
zontally and vertically. Moreover, for every run of the experiment,
in half of the trials the target disk was absent and in half of the tri-
als it was present. Each value of f was tested 10 times, and so for
every factor there were 10 trials in which the target was present
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indicate with a key press whether or not the target was present.
The presentation order of every factor was randomized. The exper-
imental protocol was approved by the Human Subjects Committee
at the College of the Holy Cross.
In experiment 1 all of the objects initially had an equal simu-
lated distance from the observer to test the simplest situation in
which none of the image speed variations among the stationary
disks were due to differences in depth. In experiment 2 the target
disk began at the same distance from the observer as in experi-
ment 1, but the depths of the remaining, stationary disks were ran-
domly distributed either in front of (for a slower moving target) or
behind (for a faster moving target) this distance. Thus, experiment
2 tests how well observers can use image speed to detect a moving
object in a situation in which depth variation causes differences in
image speed among the stationary targets.3. Experiment 1: no depth variation
To test whether image speed can be used to detect moving ob-
jects, in this experiment the target object varied in image speed,
moving either slower or faster than it would if it were part of the
stationary scene. Thus all objects had images that moved in a radial
pattern. All objects originated at the same distance from the obser-
ver, so the only speed variations were due to the distance of an im-
age from the FOE or the independent object motion of the target.3.1. Methods
Experiment 1 used the general stimulus design, with the provi-
sion that all disks, including the target disk, initially lay at a dis-
tance of 800 cm from the observer. Because this eliminated the
possible complication of varying speeds throughout the scene
due to motion parallax, we expected that the target disk would
stand out because its image velocity would be unlike what it would
have if it were part of the rigid plane of disks. We therefore pre-
dicted that the observer would be able to detect the target object
based on image speed.
Each of the two methods for updating the value of Z for the tar-
get disk (see general methods) was tested an equal number of
times. For each method, both a fast and slow simulation were
shown in separate blocks of trials, with f taking on appropriate val-
ues. For the fast conditions, f had values of 1.1, 1.2, 1.3, 1.4, or 1.5,
speeding up the target disk. For the slow conditions, f slowed the
target disk with values of 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, or 0.9. The range
of factors was chosen based on data from pilot experiments to
yield a percentage of correct responses ranging from below to
above a threshold level of 75% correct. Each factor was pro-
grammed to appear 10 times per simulation in both the slow and
fast versions of the program. For each time the target disk was
present, a scene was included in which the target disk had a
speed-factor of 1.0 and therefore had the same speed it would have
if part of the stationary scene. These trials constituted the ‘‘target
absent’’ condition. Each trial lasted 1 s. The experiment was run
in four blocks, one with fast moving objects and the other with
slow moving objects for each of the two methods of updating the
target motion. The order of presentation was randomized within
each block for each method. For the fast conditions, each block
(method 1 and method 2) had 200 trials; for the slow conditions,
each block had 280 trials.
The stimulus simulated observer motion with a speed of
200 cm/s toward the center of the scene consisting of 25 circular
disks. Each subject was seated 35 cm in front of the 19-in. CRT
monitor, with his or her head positioned with a chinrest. The
observers viewed the scene with both eyes and were told to ﬁxateduring each trial on a central cross in the middle of the screen. The
monitor was set at a resolution of 1024  768 pixels, with a refresh
rate of 120 Hz. The experiment was conducted in a dark room. At
the start of each trial, the 25 randomly positioned stationary disks
appeared on the screen. Observers pressed the space bar to initiate
the motion in each trial, which lasted 1 s. At the end of each trial,
observers indicated by a key press whether or not the target disk
was present. Before running the experiment, each participant
was able to practice using the keys and experience the simulation,
both with a differently colored target and a normal target. The
practice consisted of a set of 20 trials, half of which included a
moving target with a speed factor of 1.5, for practice with fast mov-
ing objects or 0.5 for practice with the slow targets. The partici-
pants were invited to ask questions during this practice session,
as a test administrator remained in the room during this time.
Once the participant was comfortable with the procedure, the
administrator left the room, leaving the simulation prepared for
the participant. Ten people participated in this experiment. All
had normal or corrected-to-normal eyesight.3.2. Results
Fig. 3 shows the results of this experiment, averaged across all
observers. For easier comparison between the results for fast and
slow moving objects, the conditions are given as the change in
speed from a value of 1.0 (no change). The speed change is given
as |1  f|, where f is the speed factor by which the object’s speed
was multiplied. For the fast moving objects, method 1 yields aver-
age percent correct responses that range from 53.0%, or essentially
chance, for a speed change of 0.1 (10% change), up to 83.5% for a
change of 0.5 (50% change). For method 2 for fast moving objects,
the accuracy ranges from 50.5% to 76% correct for speed changes of
0.1–0.4 and decreases slightly to 75% for a speed change of 0.5. For
the slow moving objects, for method 1 the accuracies ranged from
50.5% correct for a speed change of 0.1 (10% change) up to 76.5% for
a change of 0.7 (70% change). For method 2, the accuracies ranged
from 49.5% up to 80% for speed changes of 0.1–0.6, and declined
slightly to 75% for a change of 0.7.
To further evaluate the data, a threshold of 75% correct was cal-
culated for each observer by ﬁtting a sigmoidal curve to each set of
data. For method 1, the threshold changes averaged across observ-
ers are 0.39 for a faster target disk and 0.44 for a slower one. Meth-
od 2 revealed very similar averaged thresholds of 0.36 and 0.45 for
the fast and slow moving objects respectively.
For the previous averages, if the curve that was ﬁt to the data did
not reach 75% accuracy, the participant’s data was not included in
the average. For method 1, one participant’s curve did not reach
threshold for fast moving objects, and two did not reach threshold
for slowmoving objects. Formethod 2 three did not reach threshold
for fast moving objects and three did not reach threshold for the
slowmoving objects. Thus, these thresholds may be slightly under-
or over-estimated. We therefore determined thresholds a second
way, by ﬁrst averaging the data across observers and then ﬁtting
sigmoidal curves to the averaged data to ﬁnd the overall 75% correct
threshold. Fig. 4 shows these thresholds for both the fast and slow
moving objects. This method yielded similar results to the averaged
threshold results above. The averaged accuracies of method 1 pro-
duced threshold speed changes of 0.42 and 0.60 for faster and
slower motions respectively, and those of method 2 produced
0.45 for fast moving objects and 0.53 for slower moving ones.4. Experiment 2: randomized depth variations
The results of experiment 1 indicate that image speed can be
used to detect moving objects in conditions with no depth varia-
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Fig. 3. Results of experiment 1. Each graph shows the percent of correct responses for each speed change (|1 – factor|) averaged across observers. Filled symbols show the
results obtained with method 1, and open symbols show results obtained with method 2. Error bars indicate ±1 standard error. (a) Results for fast moving objects. (b) Results
for slow moving objects.
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Fig. 4. Computed thresholds for experiment 1. Thresholds were computed by
ﬁtting a sigmoidal curve to the averaged observer data and computing the 75%
correct position on the curve. Black bars indicate thresholds obtained for method 1
and gray bars indicate results for method 2. The bars on the left show threshold
speed changes for fast moving objects and the right-hand bars show the thresholds
for slow moving objects.
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time navigating environments with enormous depth variation.
Thus, we undertook to test whether observers could use image
speed to detect a moving object in a scene that contained depth
variation among the stationary items. We predicted that the aver-
age threshold would increase over that of experiment 1 because of
the increased variation of image speeds generated by the depth
variation in the scene.4.1. Methods
Experiment 2 was similar to experiment 1, except the depth
was varied between disks. This was accomplished by randomizing
the initial distances for all disks in the simulation except for that of
the target disk. Because differences in objects’ depth correlate to
differences in the image speeds of those respective objects, we
hypothesized that this would add noise to the task of picking out
the target, and therefore the thresholds would increase.The stimulus was the same as for experiment 1, except that all
disks were initially positioned at random depths within a range of
400 cm. In order to make comparisons to the ﬁrst experiment, the
target disk always began at 800 cm from the observer. In order for
this task to be unambiguous, a fast target disk has to be the fastest
object in the scene, and similarly a slow target disk must be slow-
est. To accomplish this, for faster target motion, we positioned the
target at 800 cm and the stationary disks were positioned at depths
between 800 and 1200 cm from the observer. Thus the target disk
was as close as the closest stationary disks in the scene, and thus
would move faster than it would if it were one of the closest sta-
tionary disks. For a slower target motion, the target disk was again
at 800 cm and the other disks lay between 400 and 800 cm from
the observer. Thus the target disk was as far as the farthest disks
in the stationary scene, and moved slower than it would if it were
one of the farthest disks in the scene. By setting up depth in this
way, the target disk remains at 800 cm in both scenarios but still
has the most extreme fast or slow speed out of all disks in the
scene. Based on the result of pilot testing, the ranges of the factors
used in this experiment were 1.1–1.6 for faster object motion and
0.7–0.1 for slower object motion, with increments of 0.1.
In addition, in this experiment, a monocular setup was used
with each observer wearing an eye patch over what they consid-
ered to be their less dominant eye. Again, 10 participants were
tested on 10 trials per factor, per method. Three participants in
experiment 2 had also participated in experiment 1.4.2. Results
Fig. 5 shows the results of this experiment averaged across
observers. Again, results are presented in terms of the magnitude
of the speed change in each condition. For method 1, for fast mov-
ing objects accuracy ranged from 52% correct to 85% correct for
speed changes of 0.1 and 0.6, respectively. For slowmoving objects,
the accuracy ranged from 56% for a speed change of 0.3 to a peak of
79% for a speed change of 0.8, and then declined to 78.5% for a
speed change of 0.9. For method 2, accuracy for the fast moving ob-
jects was 51% for a speed change of 0.1, and 89% for a speed change
of 0.6. For the slowmoving objects, observers obtained an accuracy
of 54% for speed change of 0.3, and 79% for a speed change of 0.8.
The accuracy declined slightly to 72.5% for a speed change of 0.9.
As before, data for each participant was ﬁt with a sigmoidal
curve to ﬁnd the threshold factor at which each observer reached
75% correct. These individual thresholds were then averaged to-
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Fig. 5. Results of experiment 2. Each graph shows the percent of correct responses for each speed change (|1 – factor|) averaged across observers. Filled symbols show the
results obtained with method 1, and open symbols show results obtained with method 2. Error bars indicate ±1 standard error. (a) Results for fast moving objects. (b) Results
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Fig. 6. Computed thresholds for experiment 2. Thresholds were computed by
ﬁtting a sigmoidal curve to the averaged observer data and computing the 75%
correct position on the curve. Black bars indicate thresholds obtained for method 1
and gray bars indicate results for method 2. The bars on the left show threshold
speed changes for fast moving objects and the right-hand bars show the thresholds
for slow moving objects.
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for fast moving objects and for method 2, the average threshold
change was 0.31. For the slower objects, the threshold change
was 0.52 for method 1 and 0.46 for method 2. Detecting the slower
disk seemed to be a more difﬁcult task in this experiment com-
pared to detecting the faster disk because only six participants’
curves reached threshold for method 1 and 5 for method 2, com-
pared to only 1 participant who did not reach threshold for either
of the fast conditions. This would seem to indicate that the range of
slowing factors was still not wide enough for participants. How-
ever, a speed of 0.1 times the speed of the other disks (a 90% de-
crease) should result in a noticeable difference between the
image speed of the target disk and that of the stationary disks. This
factor is so small that the disk motion may be approaching zero, so
decreasing the factor may not help substantially. In fact, accuracy
appears to decrease for factors below about 0.3 (70% decrease),
suggesting that the slowest disks are harder to detect than those
moving somewhat faster.
As with experiment 1, we recalculated the thresholds by aver-
aging all the data from the 10 participants in this experiment
and ﬁtting curves to these averaged data graphs. The results of this
calculation are shown in Fig. 6. Method 1 in this experiment re-
sulted in a threshold of 0.39 for detection of the faster disk, while
method 2 yielded a threshold of 0.37. These are similar to the re-
sults for experiment 1 (0.42 and 0.45, respectively). For slower
moving objects, the threshold speed change for method 1 was
0.63, while for method 2 it was 0.70. For both experiments, the dif-
ferences between method 1 and method 2 are small and the differ-
ence in results between the experiments is small. Three-way
ANOVAs indicate a signiﬁcant main effect of speed change for fast
[F(4,72) = 51.1, p < 0.0001] and slow [F(4,72) = 17.8, p < 0.0001]
moving objects. There was no signiﬁcant effect of method for fast
[F(1,18) = 1.16, n.s.] or slow targets [F(1,18) = 1.25, n.s.]. There
was also no signiﬁcant difference between the results of the two
experiments for fast [F(1,18) = 0.58, n.s.] or slow [F(1,18) = 0.001,
n.s.] targets. None of the interactions were signiﬁcant. Thus the
addition of depth variation in the scene did not have an affect on
the results as long as the object was the fastest or slowest moving
object in the scene.5. Discussion
The experiments presented here show that people can use im-
age speed differences to detect a moving object in an otherwisestationary scene through which they are moving, provided the im-
age speed of the object is sufﬁciently faster or slower than the im-
age speeds of the other objects in the scene. Under the conditions
presented in experiment 1, humans could detect objects at a
threshold level if they were moving 1.4 times faster or 0.4 times
slower than they would if they were part of the stationary scene.
The Weber fraction for this object detection is therefore 0.4 and
0.6 for fast and slow moving objects, respectively, which is sub-
stantially higher than the Weber fraction for speed discrimination,
which is about 0.06 for a large variety of image speeds, contrasts,
temporal frequencies and retinal location (McKee & Nakayama,
1984; McKee, Silverman, & Nakayama, 1986). It is possible that
the high discrimination thresholds in the current experiments
are due in part to the fact that, even when the objects’ simulated
depths were all the same, the image speeds varied depending on
the distance from the FOE. Thus, to identify the target disk, the
brain must determine that the target is not only moving faster than
the neighboring disks, but that it is moving faster than it would for
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bal motion computation, in which the radial pattern and FOE are
identiﬁed prior to the detection of the moving object. Royden
and Connors (2010) showed that global motion cues are important
when detecting a moving object based on the angle of image mo-
tion, so it seems likely that global cues would also be used for
detection of a moving object based on image speed.
Another possible factor leading to the high discrimination
thresholds in these experiments could be the ambiguity of speed
as an indicator of object motion. As described in the introduction,
the image speed of a stationary object varies depending on the dis-
tance of that object from the observer. Thus, an object whose im-
age is moving faster than it would if it were at the same depth
as the other objects in the scene could be a stationary object lo-
cated closer to the observer. It is possible that, for small increases
in image speed, the brain tends to interpret the speed difference as
being due to a depth change rather than being due to a moving ob-
ject. If observers interpret the entire scene as being rigid, it may be
more difﬁcult to identify the moving object. If this is the case, our
data suggest that when the image speed is high enough the scene
no longer appears rigid and the observers are then able to detect
the moving object.
One interesting ﬁnding is that there is little difference between
the thresholds found for the two different methods used for updat-
ing the moving object’s position over time, even though the speed
of the object was faster for method 2. Although the target speed is
the same for both methods at the beginning of the trial, by the mid-
dle of the trial the target speed for a fast moving object with a
threshold speed factor of 1.4 using method 2 is 5% faster than for
method 1, and by the end of the trial it is 15% faster. For slow mov-
ing objects, at the threshold speed factor of 0.4, the target is mov-
ing 15% slower at the end of the trial. It is possible that this
difference in speeds is too small to be detected under the condi-
tions used in these experiments. Another possible explanation
could be that detection in method 2 is harder than for method 1
because the stimulus in method 2 is consistent with motion to-
ward a rigid scene, in which all the objects are stationary with re-
spect to one another and the target is closer to the observer, while
the stimulus in method 1 is not. The alternate interpretation avail-
able in method 2 could decrease observer’s abilities to detect the
object, and therefore the threshold occurs at a higher image veloc-
ity than it does for method 1. Given the similarity of results be-
tween method 1 and method 2, it seems unlikely that either of
these is a large effect. Presumably with longer presentation times
the thresholds for detecting the moving object for method 2 would
decrease, as the object accelerates during the trial.
The similarity of results between experiments 1 and 2 is another
surprising ﬁnding. We had predicted that thresholds would be
higher in experiment 2 because of the added image speed variation
due to the depth variation between the disks. The results suggest
that depth variation among the stationary items in the scene does
not matter much for moving object detection, as long as themoving
object’s image is moving faster than the fastest stationary object
image (or slower than the slowest image). An alternative explana-
tion is that moving object detection is actually more difﬁcult in
the case of depth variation, but that this was offset in our experi-
ment by the fact that the simulated distances of the stationary disks
were randomized over an interval of 400 cm either behind (for the
fast conditions) or in front of (for the slow conditions) the moving
object. Thus there existed an additional speed differential between
the moving object’s image and the majority of stationary disks in
the scene. If we compare the target’s image speed with the image
speed of a disk at the average distance of all the disks (600 cm for
the slow condition and 1000 cm for the fast condition) at threshold,
the speed factor becomes 1.75 for fast and 0.3 for slow, considerably
different from the results of experiment 1.Warren and Rushton have developed a hypothesis, known as
‘‘ﬂow-parsing,’’ to explain how moving observers judge the motion
of self-moving objects in the scene (Rushton & Warren, 2005).
According to this hypothesis, the brain ﬁlters out image motion
due to the observer’s motion and if there is any remaining motion
in the scene, it must be due to an object that is moving in the scene
relative to the other objects. In a series of experiments, they show
that observers’ perceptions of the trajectory of an identiﬁed mov-
ing object within an optic ﬂow ﬁeld are consistent with predictions
made using the ﬂow-parsing hypothesis (Rushton & Warren, 2005;
Warren & Rushton, 2007, 2008, 2009a, 2009b). They further
showed that, for an observer moving with lateral translation
accompanied by a compensatory eye movement, such that the cen-
ter of the scene remains stationary, a moving object ‘‘pops out’’ in a
visual search task when stereo cues to depth are provided, but the
object does not ‘‘pop out’’ when the stereo cues are removed
(Rushton, Bradshaw, & Warren, 2007). They conclude that stereo
cues to depth are important for ﬂow-parsing to occur under these
conditions. The present study differs from those of Warren and
Rushton in several ways. First, we measured the threshold for
detection of a moving object within a radial ﬂow ﬁeld. That is,
observers were asked to identify whether or not one of several
identical objects was moving within the scene. This contrasts with
the trajectory studies of Warren and Rushton (Rushton & Warren,
2005;Warren & Rushton, 2007, 2008, 2009a, 2009b), as those stud-
ies all used an identiﬁed object that differed in appearance from
the other items in the scene and asked observers to judge its direc-
tion of motion (e.g. left vs. right or 2D angle). It also differs signif-
icantly from the visual search experiment described above,
because we used a radial ﬂow ﬁeld with no depth cues other than
motion parallax, and we measured the threshold speeds for
observers to detect a moving object. In contrast, in their experi-
ment all the motion was lateral and the moving object was present
in each trial (moving at a super-threshold speed) and observers
were asked to determine its direction of motion (left vs. right).
To our knowledge, no other studies have measured the threshold
for detecting a moving object based only on 2D image speeds in
the optic ﬂow ﬁeld.
Given the evidence consistent with the ﬂow-parsing hypothesis
from Warren and Rushton’s work studying perceived trajectories
of moving objects, one might ask whether the results of the current
study in moving object detection can also be explained with this
hypothesis. However, because ﬂow-parsing ﬁlters out the optic
ﬂow due to observer motion and because the scenes generated
with method 2 are consistent with observer motion toward a sta-
tionary scene, then the prediction of the ﬂow-parsing hypothesis is
that all of the radial motion for the entire scene would be ﬁltered
out and the entire scene would appear stationary. This is clearly
not the case for either experiment presented here. When the speed
of the target is fast or slow enough, observers can detect the mov-
ing object. When asked about the appearance of the scene, observ-
ers indicated that the target, when detectable, did appear to be
moving with respect to the other items in the scene, so observers
did not seem to be perceiving a stationary scene as predicted by
ﬂow-parsing. In the scenes generated using method 1, the ﬂow-
parsing mechanism would lead to some residual motion of the tar-
get if the optic ﬂow could be accurately ﬁltered out for every item
in the scene. However, because there is no absolute depth informa-
tion in these simulations, there is no way to determine what the
speed of the optic ﬂow should be for each item, because the speed
varies with the depth and the depth is unknown. Thus, it is unclear
how ﬂow-parsing would work in this particular case. Warren and
Rushton noted that in several of their studies ﬂow-parsing re-
quired strong depth cues, either stereo or strong monocular cues
such as linear perspective, to generate accurate judgments of
object motion (Rushton, Bradshaw, & Warren, 2007; Warren &
24 C.S. Royden, K.D. Moore / Vision Research 59 (2012) 17–24Rushton, 2009b). The current study shows that people can use 2D
image speed to detect moving objects without using stereo depth
cues or ﬂow-parsing. It is possible that adding stereo cues to the
current stimuli would allow ﬂow-parsing to aid in the detection
of moving objects, reducing the thresholds for detection seen here.
This will be the subject of future investigations.
The results presented here show that humans can make use of
image speed differences to detect moving objects in a scene
through which they are moving. In previous research (Royden &
Connors, 2010), we also showed that observers make use of the
direction of image motion to detect moving objects within a radial
optic ﬂow ﬁeld. These results support the idea that moving objects
can be detected by locating regions of the visual ﬁeld where the
image motion differs from the radial ﬂow pattern generated by ob-
server motion (Hildreth, 1992; Thompson & Pong, 1990). The
mechanism the visual system uses to detect this motion is not
known, however it is possible that neurons in the Middle Temporal
Area (MT) could accomplish this task. These neurons are tuned to
the direction and speed of image motion in their receptive ﬁelds
and many have an inhibitory surround (Allman, Miezin, & McGui-
ness, 1985; Maunsell & van Essen, 1983; Raiguel, Van Hulle, Xiao,
Marcar, & Orban, 1995; Xiao, Raiguel, Marcar, Koenderink, & Orban,
1995). Motion in the surround inhibits the response to motion in
the classical center of the receptive ﬁeld. We have developed a
computational model for heading perception that makes use of
the inhibitory surround to perform a motion subtraction to com-
pute heading in the presence of moving objects (Royden, 1997).
We have shown that this model can be used to locate depth discon-
tinuities in the scene (Royden & Picone, 2007). By the same mech-
anism the model should be able to identify the location of speed
differences in image motion that could be interpreted as the loca-
tion of a moving object. Thus, MT cells with inhibitory surrounds
are good candidates for performing this task.
6. Conclusion
We have shown that humans can make use of image speed dif-
ferences to detect moving objects in a scene through which they
are moving. This is somewhat surprising, because a difference in
image speed could indicate a difference in depth rather than the
presence of a moving object. This may be why the detection
thresholds for detecting a moving object in the scene are substan-
tially higher than the motion discrimination thresholds for distin-
guishing objects moving at different speeds. The presence of depth
variation among the stationary items does not affect the threshold
at which the moving object is detected when the object is the fast-
est or slowest of the objects in the scene.
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