In this paper, we break the index set N into disjoint subsets S and its complement, and propose two S-type exclusion sets that all the eigenvalues do not belong to them. Furthermore, we establish new S-type eigenvalue inclusion sets, which can reduce computations and obtain more accurate numerical results. At the same time, we give two criteria for identifying nonsingular tensors. Finally, new S-type eigenvalue inclusion sets are shown to be sharper than existing results via two examples.
Introduction
Let C(R) be the set of all complex (real) numbers, R+(R++) be the set of all nonnegative (positive) numbers, C n (R n ) be the set of all dimension n complex (real) vectors, and R n + (R n ++ ) be the set of all dimension n nonnegative (positive) vectors. An m order n dimensional tensor A = (a i i ···im ) is a higher-order generalization of matrices, which consists of n m entries: a i i ···im ∈ R, i k ∈ N = { , , . . . , n}, k = , , . . . , m.
A is called nonnegative (positive) if a i i ...im ∈ R+(a i i ...im ∈ R++).
Generally, tensor is a higher-order extension of matrix, and hence many concepts and the corresponding conclusions for matrices such as determinant, eigenvalue and singular value theory are extended to higher order tensors by studying their multilinear algebra properties [1, 2] . Based on matrix eigenvalues, tensor eigenvalue problems are developed [3, 4] which are important tools in tensor analysis and computing, and they are widely used in medical resonance imaging [5] , data analysis [6] , higher-order Markov chains [7, 8] and positive de niteness of even-order multivariate forms in automatical control [9] [10] [11] . At the same time, many e ective algorithms for nding the eigenvalue of tensors have been presented; for more detailed discussions, see [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . However, these algorithms cannot capture all eigenvalues, and their computational complexities are NP-hard. Hence, several inclusion sets in the complex plane for all the eigenvalues of a tensors have been considered: Gersgorin inclusion sets [4] , Brauer inclusion sets [23] [24] [25] [26] [27] [28] [29] [30] [31] , Brualdi inclusion sets [32] and the minimal Gersgorin sets [33] . For example, Gersgorin inclusion sets can be described as follows: Lemma 1.1. (Theorem 6 of [4] ) Let A be a complex tensor of order m and dimension n. Then, all eigenvalues of A are located in the union of the following sets:
where σ(A) denotes the set of all the set of all eigenvalues of
On the other hand, by the discreteness of the eigenvalues [4] , we know that all the eigenvalues are excluded some open sets. For this, Li et al. [34] proposed some exclusion sets, which exclude open sets respectively from the Gersgorin eigenvalue inclusion set in [4] and the Brauer-type eigenvalue inclusion set in [23] as follows: [34] ) Let A be a complex tensor of order m and dimension n ≥ . Then, all eigenvalues of A are located in the union of the following sets:
where
Lemma 1.3. (Theorem 4 of [24]) Let
A be a complex tensor of order m and dimension n ≥ . Then, all eigenvalues of A are located in the union of the following sets:
From Lemmas 1.1-1.3, we obtain inclusion sets Γ(A) and K(A) by computing n sets Γ i (A) and n(n − ) sets K i,j (A), respectively. It is noted that K(A) is much sharper than Γ(A) [23] . Similarly, the exclusion sets ∆(A) and Λ(A) are composed of n(n − ) sets ∆ i,j (A) and n(n − ) sets Λ ij (A), respectively. To reduce computations, Li et al. [23] gave an S-type eigenvalue inclusion set by selecting subset S of N, which K S (A) is made up of |S|(n − |S|) sets K i,j (A).
In this paper, based on S-type eigenvalue inclusion sets [23, 24] , we propose S-type eigenvalue exclusion sets, which can reduce computations and achieve more accurate numerical results. Furthermore, we establish new S-type eigenvalue inclusion sets and propose criteria for identifying nonsingular tensors. To end this section, we introduce some fundamental notion and properties related to eigenvalue of a tensor [2] [3] [4] and propose structure of the article.
Let A be an m-order n-dimensional tensor. Assume that Ax m− is not identical to . We say that (λ, We de ne the following m-order Kronecker delta
This paper is organized as follows. In Section 1, we introduce important notation and recall fundamental results. In Section 2, we propose two S-type exclusion sets and establish new S-type eigenvalue inclusion sets. Meanwhile, we give two su cient conditions to verify whether the determinant of a tensor is zero. In Section 3, we show that two new S-type eigenvalue inclusion sets are sharper than existing results via two examples.
S-type eigenvalue exclusion sets for tensors
In this section, we present two new S-type eigenvalue exclusion sets and show that these exclusion sets are included S-type inclusion set in [23, 24] .
Lemma 2.1. (Theorem 2.2 of [23]) Let
A be a complex tensor of order m and dimension n ≥ and S be a nonempty proper subset of N. Then, all eigenvalues of A are located in the union of the following sets:
Next we try to nd some proper subsets of K S (A) which do not include any eigenvalue of a tensor A.
Theorem 2.2. Let
Proof. Let λ be an eigenvalue of A with corresponding eigenvector x, i.e.,
Let |x t | = max{|x i | : i ∈ S} and |xp| = max{|x i | : i ∈S}. Then at least one of |x t | and |xp| is nonzero. We break the proof into three cases.
Taking modulus in the above equation and using the triangle inequality give
Similarly, by the t-th equation of (1), we obtain
Multiplying (2) with (3), we yield
Similarly, by the p-th equation of (2.1), we obtain
Multiplying (5) with (6), we yield
Hence, λ ∉ U p,t (A) and λ ∈ i∈S,j∈S
If |x t ||xp| = , |xp| ≠ and |x t | = , then |xp| ≥ |x t |. By (5) , it holds that |a tp.
Combining the discussions for the above three cases, we obtain λ ∈ i∈S,j∈S
Next, we show the exclusion set U i,j (A) ⊆ K i,j (A). For anyλ ∈ U t,p (A), it holds that
The following argument is divided into two cases.
Noting that |a pt.
Meanwhile,
It follows from (9), (10) and (11) that
In a similar way, we also get λ ∈ i∈S,j∈S
The determinant of a tensor A, denoted by det(A), is the resultant of the ordered system of homogeneous equations Ax m− = of [4] , and is closely related to the eigenvalue inclusion sets of a tensor A. 
To obtain tighter inclusion sets than K S (A), Li et al. [33] established new S-type inclusion set for tensors. According to Section 2 of [33] , for simplicity, we denote
where S is nonempty proper subset of N, and then ∆ S = ∆ N \ ∆ S . Given a tensor A = (a i ...im ), let
Obviously, r i (A) = r ∆ S i (A) + r ∆ S i (A).
Lemma 2.4. (Theorem 4 of [24]) Let
Based on sharp S-type eigenvalue inclusion sets of [24] , we are at the position to establish the following theorem.
Theorem 2.5. Let A be a complex tensor of order m and dimension n ≥ and S be a nonempty proper subset of N. Then, all eigenvalues of A are located in the union of the following sets:
Proof . Let (λ, x) be an eigenvalue-eigenvector of A. Setting |x t | = max{|x i | : i ∈ S} and |xp| = max{|x i | : i ∈ S}, we obtain at least one of |x t | and |xp| is nonzero. The following argument is divided into three cases. 
Taking modulus in the above equation and using the triangle inequality gives
Noting the t-th equation of (2.1), we obtain 
Multiplying (12) with (13), one has
which implies λ ∉ V S t,p (A) and λ ∈ i∈S,j∈S
Case 2. If |x t ||xp| ≠ and |xp| ≥ |x t |, then |xp| = max{|x i | : i ∈ N} ≠ . Similar to the proof of Case 1, by the t-th equation of (2.1), we have 
By |a tp...p | ≤ r t (A), it holds that
It follows from (19) , (20) and (21) that
Similarly, we can obtain λ ∈ i∈S,j∈S
Corollary 2.6. Let A be a complex tensor of order m and dimension n ≥ and S be a nonempty proper subset of N. For i ∈ S, j ∈S and i ∈S, j ∈ S, if either
Numerical examples
The following example exhibits the superiority of the results given in Theorem 2.2. For simplicity, we take λ as a real number, where λ is an eigenvalue of A.
According to Theorem 2 of [24] , we have
From Theorem 4 of [24] , we obtain
Without loss of generality, we select S = { },S = { , }. According to Lemma 2.1 and Theorem 2.2, we get 
},
we conclude that the result given in Theorem 2.2 is more accurate than Theorem 2 and Theorem 4 of [24] .
The following example exhibits the e ciency of the new inclusion sets given in Theorem 2.5. For simplicity, we take λ as a real number, where λ is an eigenvalue of A.
According to Theorem 4 of [24] , we have }.
So, we conclude that the result given in Theorem 2.5 is much sharper than Theorem 2 and Theorem 4 of [24] in some cases. 
which shows that the result of Theorem 2.2 is tighter than that of Theorem 2.5 in this case. Thus, Theorem 2.2 and Theorem 2.5 have their own advantages.
Conclusions
In the paper, we focused on S-type eigenvalue exclusion sets for tensors. S-type eigenvalue exclusion sets have two advantages: (i) all eigenvalues of tensor are not contained; (ii) they may reduce computations and achieve more accurate numerical results. Based on characterizations of S-type eigenvalue exclusion sets, we proposed new S-type inclusion sets Ψ S (A) and Φ S (A). Furthermore, we showed that new S-type eigenvalue inclusion sets are sharper than those of results in [23, 24, 34] via two examples. It is worth noting that the proper selection of S has a great in uence on the numerical e ect of S-type inclusion sets. Therefore, how to select the proper S is our further research.
