A new calculation of rate coefficients for electron collisional excitation of Fe  is presented and compared to earlier calculations. Significant differences are found with all earlier work due to the inclusion of resonance processes that have not previously been considered and to the use of the intermediate coupling frame transformation method. The resulting dataset of collision strengths is shown to resolve many of the outstanding discrepancies between theory and solar observations.
Introduction
Spectroscopic diagnostics using UV, EUV and X-ray emission line intensities are a fundamental tool for the measurement of physical parameters of solar plasma, such as electron density, temperature, emission measure and chemical composition. These diagnostics require a large amount of accurate atomic data, including radiative and collisional transition probabilities. Fe plays a key role in diagnostic studies because of its wealth of strong spectral lines covering a wide wavelength range. Fe  is a particularly important ion, since it exists at a temperature (T e = 1.5 × 10 6 K) typical of the coronal plasma. Although the Fe  coronal lines have been observed for over three decades (from early 1970's rocket flights to the recent Solar nad Heliospheric Observatory, SOHO, observations), their intensities have remained one of the outstanding puzzles in the analysis of solar spectra. Substantial inconsistencies between the electron densities derived from Fe  and other coronal ions have led to serious doubts about the reliability of available Fe  atomic data. This has provided a major challenge for atomic physicists, which can only now be solved with the development of sophisticated atomic physics codes and the availability of sufficient computing resources and time. This current work has been carried out as part of the international IRON Table 10 is only available in electronic form at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http:/ /cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/433/717
Project (Hummer et al. 1993 ; a complete list of published papers and those in press is available on-line 1 ). The IRON project aims to provide accurate atomic data for all the astrophysically interesting iron ions. Flower (1977) , was the first to carry out ab initio atomic calculations (radiative data and electron impact data) for Fe .
He provided distorted-wave (DW) collision strengths between the ground configuration 3s 2 3p 3 and the first two excited configurations 3s3p 4 and 3s 2 3p 2 3d. Further atomic data (radiative data and electron impact excitation data obtained with the R-matrix close coupling codes) was provided for the 3s 2 3p 3 to 3s3p 4 configurations by Tayal et al. (1987) and Tayal & Henry (1988) . However, serious deficiencies in these results were pointed out by Mason (1994) . Further R-matrix calculations were carried out as part of the IRON Project by Binello et al. (1998a Binello et al. ( , 1998b , hereafter referred to as B98a and B98b). These authors provided new electron impact excitation data for the three lowest configurations using an extensive basis set to describe the target. At that time this was a state-of-theart calculation which pushed the limits of computing power. A detailed comparison of the theoretical intensities obtained for Fe  with the available solar spectra, from the Solar EUV Rocket Telescope and Spectrograph (SERTS), was carried out by Binello et al. (2001) . This showed up continuing significant inconsistencies between the theoretical and the observed data which could not be fully explained, except by the assumption that many of the Fe  lines were blended. A detailed discussion was given in Binello et al. (2001) of all previous calculations for Fe  and also all available solar observations. These details will not be repeated here. In the summary and conclusions of Binello et al. (2001) it was proposed that a yet more elaborate target and calculation of electron excitation data might be needed. This has now been carried out in the current study. Lines from Fe  have been recorded by many solar missions (e.g. Skylab, SOHO, SERTS) and will be of particular importance for future missions such as the Solar-B, EUV Imaging Spectrometer.
This paper focuses on the atomic calculations, described in Sect. 2. The results in terms of collision strengths are compared with previous calculations in Sect. 3, while Sect. 4 compares the spectral line intensities of a few important transitions with a selected set of observations. Conclusions are presented in Sect. 5. A follow-up paper (Del Zanna & Mason 2005) will deal with the issue of line identifications and with further extensive comparisons with observations.
Atomic data

Background
This paper is the fourth in a series of papers describing calculations of transition probabilities and collision strengths for electron impact excitation of Fe . The first two of the earlier papers dealt with excitation of the fine-structure transitions in the ground configuration of Fe  (B98a) and the excitation of optically allowed and intercombination transitions of Fe  (B98b). The third paper discussed possible shortcomings in the excitation rates reported in the first two papers and attempted to address one of these shortcomings, the omission of excitation by cascade mechanisms (Binello et al. 2001) . We refer readers to this latter paper for a fuller description of theoretical work on electron excitation of Fe  prior to that of B98a.
In this section, we outline the perceived shortcomings in B98a and B98b and report the results of an extended calculation of electron impact excitation of Fe  designed to overcome these problems.
In Fig. 1 we show the distribution of the energetically lowest electron configurations of Fe . Transitions between the 3s3p 4 and 3s 2 3p 2 3d configurations and the ground 3s 2 3p 3 give rise to the observed spectral lines in the far UV. The lower dotted line in Fig. 1 shows the upper limit of the scattering target used in B98a and B98b, which included 19 terms. Since that calculation was made, the importance of particular higher configurations, in this case the 3s3p 3 3d configuration, has become clearer. Binello et al. (2001) discussed the importance of excitation of the UV lines by cascade processes, noting that the three higher lying odd parity configurations, 3p 5 , 3s3p 3 3d and 3s 2 3p3d 2 are connected by electric dipole radiative decays to the two even parity configurations which give rise to the UV lines. These three configurations can be populated by electron excitation from the ground configuration, although the process is expected to be relatively weak as there is no dipole coupling. The process of population by excitation and Numbers in parentheses indicate the number of terms in that configuration.
radiative cascade may, nonetheless, be significant for those states for which direct electron excitation from the ground terms is inefficient. Binello et al. (2001) tested the importance of this effect by extending the earlier work (B98a, B98b) to generate a scattering target that included all the terms of the 3p 5 and 3s3p 3 3d configurations and some from the 3s 2 3p3d 2 configuration, giving a total of 58 target terms. They then computed collision strengths at one energy above all the target states with a partial wave expansion that extended to electron orbital angular momentum l = 19. From these approximate collision strengths, collision rates were computed to the terms of the additional configurations that were used to supplement the data from the earlier calculations (B98a, B98b) and the UV line intensities were compared to observation. Only small changes were found in the theoretical line intensities (Binello et al. 2001) .
The approximate treatment used by Binello et al. (2001) was incomplete in two ways. Firstly, no allowance was made for the energy variation of the collision strengths for the additional target states and in addition, the partial wave expansion was truncated. Secondly, computing collision strengths at only one energy above all thresholds ignores the fact that the additional target configurations give rise to resonances that affect the collision rates for transitions between the lower terms, including those in the original 19-state calculation. This effect has been shown to be very important for Fe  by Storey et al. (2000) and for Fe  by Storey & Zeippen (2001) and Storey et al. (2002) . In the latter case, collision strengths for transitions between some metastable states in Fe  are increased by factors of between 4 and 14 (Storey et al. 2002) when the resonances converging to the equivalent electron configurations are added to the Fe  target. 
The scattering target
The configuration basis describing the target for the present calculation is shown in Table 1 . For the scattering calculation the lowest 58 LS terms are included which give rise to 143 levels. As stated above the target includes all states belonging to the five energetically lowest electron configurations plus 28 levels of the 3s 2 3p3d 2 configuration. Ideally, the whole 3s 2 3p3d 2 configuration would be included. In practice, including the whole configuration would also involve including most of a further configuration (3p 4 3d, see Fig. 1 ), significantly enlarging the size of the scattering problem. Also, the two new configurations, 3s3p 3 3d and 3s 2 3p3d 2 differ in that the first is accessible from the ground configuration by a single electron 3s-3d transition, while the second requires a two-electron 3s 2 -3d 2 transition which is expected to be weaker, leading to a weaker cascade process. The target extent is illustrated by the upper dotted line in Fig. 1 . A full list of the 58 target terms is given in Table 2 , and shows the theoretical values and the experimental values where they are known. The target wave functions were calculated with the general purpose atomic structure code SUPERSTRUCTURE (Eissner et al. 1974; Nussbaumer & Storey 1978) , and the scaling parameters for the statistical model potentials in which the orbital functions are calculated are also given in Table 1 . The calculation of the target wave functions is carried out in LS-coupling, but with the one-body mass and Darwin relativistic energy shifts included. Incorporating these shifts leads to better agreement between the calculated and experimental energies, without the greatly increased computational cost of carrying out the scattering calculation including fine-structure interactions. This procedure was discussed and the effects illustrated for scattering from Ca 7+ by Saraph & Storey (1996) . The theoretical energies quoted in Table 2 were calculated in this way except for those in italics, which have been empirically corrected as described in B98a, using the experimental data available for the higher terms of the 3s 2 3p 2 3d configuration. We note that the target configuration basis, and therefore the derived energies and also the target oscillator strengths are the same as those obtained by B98a. The target oscillator strengths for the strongest optically allowed transitions were given in LS coupling in Table 2 of B98a, described as "set 2".
In Table 3 we show the energies of the first 41 of the target levels. The column headed E SS contains the energies obtained Corliss & Sugar (1982) . Corliss & Sugar (1982) .
using the 12 configuration basis of the scattering calculation, including the spin-orbit interaction but not the two-body relativistic interactions. This is the approximation used in the calculation of the so-called term-coupling coefficients used in the scattering calculation. Since the interaction between levels of the same J and parity depends, to a first approximation, on the inverse of the energy difference between them, it is instructive to compare the calculated separations of strongly interacting levels with the observed ones. We return to this point when we compare collision strengths and effective collision strengths with earlier work in subsequent sections. The energies of four of the terms of the 3s 2 3p 2 3d configuration are not known experimentally. In the column headed E emp we give adjusted theoretical energies for these levels, obtained by applying empirical corrections to the calculated energies E SS . The corrections are calculated from the difference between theory and observation for other terms of the same configuration and the same parentage whose energies are experimentally known. Note that this procedure results in different estimates for these energies to those given in B98a.
The scattering calculation
The R-matrix method used in this calculation is described elsewhere (Hummer et al. 1993 , and references therein). As outlined above, we include mass and Darwin relativistic energy shifts, but not the one-and two-body fine-structure interactions. We use an R-matrix boundary radius of 3.09 au, to encompass the most extended target orbital (3d). The expansion of each scattered electron partial wave is over a basis of 20 functions within the R-matrix boundary, and the partial wave expansion extends to a maximum total orbital angular momentum quantum number of L = 18. The outer region calculation is carried out using the intermediate-coupling frame transformation method (ICFT) described by Griffin et al. (1998) , in which the transformation to intermediate coupling uses the socalled term-coupling coefficients (TCCs), and is complete up to a total angular momentum quantum number, J = 15. We have supplemented this calculation, which includes exchange, with a non-exchange calculation that extends from J = 16 to J = 50. Dipole-allowed transitions are also topped-up to infinite partial wave using an intermediate coupling version of the Coulomb-Bethe method as described by Burgess (1974) while non-dipole allowed transitions were topped-up assuming that the collision strengths form a geometric progression in J for J > 50. Once all collision strengths have been corrected for missing angular momenta, they are extrapolated to energies higher than 100 Ryd using techniques and asymptotic expressions discussed by Burgess & Tully (1992) . We shall refer to this calculation as ICFT58.
Comparisons
3.1. Comparisons of the collision strengths 3.1.1. The transitions within the ground configuration
In Fig. 2 we compare collision strengths from the present calculation (ICFT58) with B98a for three transitions among levels of the ground 3s 2 3p 3 configuration. The plots cover the energy region where some channels are closed and many resonances are present. The collision strengths have been averaged over 0.5 Ryd intervals so that the magnitude of the resonance contributions can be more easily seen. For the two transitions from level 1 (3s 2 3p 3 4 S o 3/2 ), the present results are substantially larger than those of B98a. At first glance this is an unexpected result for two reasons: 1) the target basis in the present work and that of Binello et al. (1998a) is the same; and 2) the resonance contributions to these two transitions arise primarily from series converging on the 3s3p 4 and to a lesser extent the 3s 2 3p 2 3d configurations, which were fully included in the target in both calculations. However, there are two differences between the two calculations. The present calculation has 58 target terms while that of B98a had only 19 terms and in addition the present work used the ICFT method described by Griffin et al. (1998) while B98a transformed to intermediate coupling using the technique described by Saraph (1978) .
In order to illustrate the effect of this latter change, we have carried out two further calculations, using only the 19-term target of B98a. In the first, which we shall call ICFT19, we have used exactly the same target and basis as B98a but carried out the outer region calculation using the ICFT method. In the second (BP19), we have again used the same basis as B98a but carried out a full Breit-Pauli calculation with a target containing the 41-levels that arise from the 19 LS-terms. In the Breit-Pauli calculation all spin-orbit fine-structure interactions are included in the target and in the scattering calculation explicitly. The calculation included total angular momenta 0 ≤ J ≤ 10 and was not corrected for contributions from higher J. It is therefore reliable for the forbidden transitions among the levels of the ground configuration but not for permitted transitions where higher partial wave contributions are expected to be important. This calculation is also computationally much more demanding, and could not be carried out for our full target but is expected to give the most accurate results in the resonance region.
In Fig. 3 we compare the results of these two additional calculations with those of Binello et al. (1998a) for the same three transitions. There is excellent agreement between ICFT19 and BP19 but significant disagreement with B98a. Comparing corresponding figures in Figs. 2 and 3 shows that there is also good agreement between ICFT19, BP19 and the results of the full 58-state target calculation. These figures show that, for the forbidden transitions within the ground configuration, the ICFT method gives results that agree closely with a full Breit-Pauli calculation and also agree reasonably well with the results using a larger target. It is apparent that, for transitions from the ground level, significant resonance contributions were omitted in the work of B98a due to the method used rather than any approximation in the target. The most likely cause of the difference lies in the way that the term-coupling coefficients are used in the two calculations. In the ICFT method, where nonphysical matrices are used it is possible to transform channels from LS to intermediate coupling using term-coupling coefficients even when the channels are closed. Thus, for the energy region between the 3s 2 3p 3 and 3s3p 4 configurations where there are resonances converging on the terms of the 3s3p 4 configuration, it is possible to incorporate the fine-structure interactions between quartet and doublet target terms in a way that is impossible using the method of Saraph (1978) . Mixing between levels of doublet and quartet terms of the 3s3p 4 configuration means that collision strengths between the 4 S o 3/2 level and the doublet levels of the ground configuration can be enhanced by resonances converging on the quartet terms of the 3s3p 4 configuration. In the method of Saraph (1978) this mixing can only be incorporated at energies where the channels are open, not in the resonance region. In the paper describing the ICFT method, Griffin et al. (1998) have demonstrated and discussed these effects for a small model calculation. In this paper we show that they persist for larger calculations and have significant spectroscopic consequences.
It is also worth noting that since entire Rydberg series of resonances are introduced by using the ICFT method, uncertainties in the positions of near threshold resonances have little effect on the rate coefficients derived from these cross-sections. 
Transitions to the 3s3p
4 and 3s 2 3p 2 3d configurations
In Fig. 4 Fig. 4, 3s 2 3p 3 4 S o 3/2 -3s 2 3p 2 3d 4 P 5/2 , shows very close agreement between the two sets of results. The collision strengths for the other strong dipole transitions between these two configurations are also in good agreement.
Comparisons of thermally averaged collision strengths
In Tables 4 and 5 we compare thermally averaged collision strengths obtained with the present 58-state calculation with those of B98a and B98b at two temperatures. As expected from the comparison of collision strengths, the largest differences are seen for transitions from the ground level to other levels of the ground configuration and for the lower temperature, where low-lying resonances have the greatest effect on the thermal average. Significant increases in effective collision strengths are also present for some of the other transitions to the higher configurations. This can also be seen in Figs. 5 and 6 which compares our results with those of B98a and B98b and Tayal et al. (1987) . The significant increase in excitation rates from the ground level to the other four levels of the ground configuration leads to a significantly higher population of these four levels compared to those obtained with the results of B98a and B98b or with any previous calculation. This point and its consequences will be discussed further below. There is generally very good agreement with B98a and B98b at high temperature where the thermal average is determined by the high energy behaviour of the collision strength which is expected to be the same.
Level populations
The radiative data (transition probabilities A ji from the upper level j to the lower level i) have been calculated using SUPERSTRUCTURE in the twelve configuration basis shown in Table 1 , and, to maintain consistency with the scattering calculation, including the spin-orbit interaction but not two-body relativistic interactions. The transition probabilities are published solely in electronic form, as Table 10 . A more elaborate calculations of transition probabilities among the lowest three electron configurations was published by B98a (their Basis 3A results). A further detailed study of A-values using the configuration expansion of B98a including two-body relativistic terms and semi-empirical corrections to the transition energies has been published by Del Zanna & Mason (2005) . The equations of statistical equilibrium have been solved to obtain N j (N e , T e ), the fractional population of level j relative to the total number density of the ion, as a function of the electron temperature and number density.
Additionally, proton excitations and photo-excitations can be important processes for the forbidden transitions taking place between levels within the same configuration. However, the addition of these two processes only slightly affect the level balance, and the intensities of the lines considered here. For completeness, the proton excitation rates of Landman (1978) have been included in the calculations. The fractional populations of the levels of the ground configuration and the most populated higher levels is given in Table 6 at three values of the electron density. In Table 7 we compare the fractional populations of the levels of the ground configuration with those obtained from the atomic data of F77 and B98a,b. Effective collision strengths were obtained from the collision strength data given at one energy of 6.6 Ryd in F77 using the scaling methods described by Burgess & Tully (1992) . For energies below 6.6 Ryd we assume all collision strengths to have their value at 6.6 Ryd and at higher energies we interpolate linearly to the high energy limit as described by Burgess & Tully (1992) .
Comparing our results first with those obtained from the B98a,b data, the fraction of the population residing in the four levels of the 2 D o and 2 P o terms is considerably larger in the present work. This is due to the increase in the collision strengths for direct excitation from the ground level due to resonance processes as described in Sect. 3. In the present work, and in the results from B98a,b, about half the population of the levels of the 2 D o and 2 P o terms arises from direct excitation and cascade within the ground configuration itself. These processes are more effective in the present work, whereas cascading from higher states is of comparable magnitude in the two calculations.
As shown in Table 7 , however, the populations derived from the F77 data are larger than those derived from B98a,b even though the F77 collision strengths among the levels of the ground configuration are much smaller than those of B98a,b. The higher populations derived from the F77 dataset arise principally from cascades from just two levels of the 3s 2 3p 2 3d configuration, 2 P 1/2 (level 28) and 2 D 3/2 (level 31). In the present work the effective collision strengths to these two levels from the ground level are 0.080 and 0.138 respectively at log T = 6.15 (see Table 5 ) whereas from F77, the equivalent values are 0.79 and 0.54. The relatively large collisions strengths to these two levels arise from spin-orbit interactions with the 4 P levels of the same J value. These interactions are much smaller in the present work compared to the results of F77. The magnitude of the interaction depends, to a first approximation, on the inverse of the energy separation between the two states involved. In the F77 calculation these separations are underestimated compared to experiment, leading to -3s 3p  4 and  3s  2 3p  3 -3s  2 3p 2 3d transitions, compared with the previous calculations of Binello et al. (1998a) .
an overestimate of the collision strengths. For example, the energy separation between the 4 P 1/2 and 2 P 1/2 levels (levels 30 and 28) is observed to be 5920 cm −1 , whereas F77 calculated 3985 cm −1 and in the present calculation we find 6264 cm −1 . The good agreement between our calculated separation and experiment gives us confidence that the magnitude of the interaction between these levels is accurately calculated in the present Table 7 . Fractional level population N j of the levels of the ground configuration, calculated at 10 8 cm −3 and Log T [K] = 6.15, and compared with the values we calculated from the Flower (1977, F77) and Binello et al. (1998a, B98) data. Note the significant increase in the population of the 2 D and 2 P levels.
This work F77 B98 work and therefore that the derived collision strengths are reliable. A similar result is found for the 4 P 3/2 and 2 D 3/2 levels.
Line intensities: Comparisons with observations
Given the level population densities, N j , we can calculate the theoretical line intensities. Rather than providing tables of calculated and observed line ratios (for the cases approximately independent of the electron density), and tables of densities derived from observed line ratios, we follow the method described in Del Zanna et al. (2004) in which we plot the ratios, F ji , between theoretical and observed, (I ob ), line intensities (scaled by the electron density N e ):
calculated at a fixed temperature T 0 , as a function of the electron density N e . If agreement between theory and observations is exact, all the F ji curves will either overlap or cross at one density value (the averaged electron density). The F ji absolute value of the crossing would depend on a proportionality constant which depends on the elemental abundance, the ion fraction, the geometry of the emission, and the units of the observed intensities. In what follows, the F ji curves of each dataset have been normalized to an arbitrary value, and calculated at 
Experimental data
We restrict our discussion to the brightest EUV Fe  lines, observed in the 180-200 and 330-370 Å spectral ranges (see Table 8 ), important for electron density diagnostics and instrument calibration.
In order to assess the accuracy of the atomic data we require observations with high spectral resolution and with a radiometric calibration. Very few sets of solar observations meet these requirements.
A general overview of the problem of benchmarking atomic calculations against experimental data can be found in Del Zanna et al. (2004) , while more details concerning Fe  are given in Del Zanna & Mason (2005) . In what follows we briefly describe the datasets that we have selected. Behring et al. (1976) have presented a whole-Sun spectrum with excellent resolution (0.06 Å), covering the 160-770 Å range. Although Behring et al. (1976) only provided indicative intensities, all the groups of lines discussed here are close in wavelength, and considering the instrumentation used, large calibration effects are not expected. Malinovsky & Heroux (1973) presented an integrated-Sun spectrum covering the 50-300 Å range with a medium resolution (0.25 Å), taken with a grazing-incidence spectrometer flown on a rocket in 1969. The spectrum was photometrically calibrated (uncertainties in the relative radiometric calibration are ∼10% for lines close in wavelength), and still represent the best available spectrum in the EUV 150-300 Å range, for lines that are not blended.
The Goddard Solar Extreme Ultraviolet Rocket Telescope and Spectrograph (SERTS) has been flown several times since 1989, and has produced data of excellent spectral resolution.
The SERTS-89 (Thomas & Neupert 1994 ) data covered the 170-225 Å range in second order and the 235-450 Å range in first order. The SERTS-89 data were radiometrically calibrated on the ground against primary standards and in theory could be used for the benchmark. However, Young et al. (1998) , when performing a detailed benchmark of CHIANTI atomic data on the SERTS-89 spectrum, found major inconsistencies (by factors of 2) in the calibration of the second order lines and of the 400-450 Å region. We have therefore chosen to use here only the first order.
The SERTS-95 spectra (Brosius et al. 1998b ) covered the 171-225 Å band in second-order, and the 235-335 Å region in first order with excellent spectral resolution (FWHM = 0.03, 0.05 Å respectively). The SERTS-95 calibration needs revision, since it was based on old atomic data for several ions (CHIANTI version 1.01, see Brosius et al. 1998a ).
Comparisons
The brightest Fe  lines are found in the EUV, in the 180-200 Å range (see Table 8 ). Note that, in most mediumresolution spectra, many of these lines are blended. This is one of the reasons why we also use high-resolution data, even if the calibration is more uncertain. The F ji curves relative to the above-mentioned observations are shown in Figs. 7-10.
Density-insensitive line groups
The decays from the 3s 2 3p 2 3d 4 P e 1/2,3/2,5/2 levels to the ground state (transitions 1-27, 1-29, 1-30) are predicted by theory to have approximately constant ratios, independent of electron density. Our results are in excellent agreement with observations, as shown in Figs. 7 (top) and 8 (top). On the other hand, a significant disagreement with observation is found with the use of the Flower (1977) collision strengths, as shown in Figs. 7 (bottom) and 8 (bottom). This disagreement, already noted by previous authors (e.g. Zhitnik et al. 1998) , is present in many other cases. As noted by Binello et al. (1998b) , there are many transitions for which Flower (1977) largely under-or over-estimated the collision strengths. This was ultimately related to the simple scattering approximation (distorted wave) and limited target used by Flower (1977) . Note that the results of Binello et al. (1998a,b) are also in good agreement with observations, as shown in Figs. 7 (centre) and 8 (centre).
A similar argument applies to the transitions from the 3s3p 4 4 P e 1/2,3/2,5/2 levels (transitions 1-6, 1-7, 1-8), as shown in Malinovsky & Heroux (1973) . The agreement between our present model and the observations is excellent. The curves also indicate an electron density log N e = 8.8 cm −3 , in excellent agreement with the values derived from other ions.
Figs. 9, 10. The calibrated spectra of Thomas & Neupert (1994) show an excellent correspondence between our predicted intensities and the observed intensities. 
Density-sensitive line groups
The 2-36 (186.854 Å), 3-39 (186.887 Å), 3-34 (196.640 Å) , and 3-10 (338.264 Å) lines provide excellent density diagnostics for the solar corona. In most solar spectra, the 3-39 However, in the high-resolution spectra of Behring et al. (1976) , these lines are resolved (note that the authors Binello et al. (1998a,b) data are used (see Binello et al. 2001 , for an extensive discussion).
On the other hand, the 2-36 (186.854 Å) line seems to be slightly blended. Note, however, that the intensity of the 2-36 line is half of the 3-39 (186.887 Å) one. Therefore, in medium-resolution spectra, this possible blend would only provide a small contribution to the total intensity of the observed line. Indeed, in the Malinovsky & Heroux (1973) spectrum (see Binello et al. (1998a,b) data (see Binello et al. 2001) .
A similar situation occur for the SERTS-95 spectra. As shown in Table 9 , the electron densities obtained with the present data are much lower than those obtained with the Binello et al. (1998a,b) data.
At longer wavelengths, the 3-10 (338.264 Å) transition is also a good density diagnostic for the solar corona. Figure 9 shows that with the present atomic data a density log N e = 9.2 cm −3 is obtained from the Behring et al. (1976) observation, a value much lower than those previously obtained with the Flower (1977) and Binello et al. (1998a,b) data. Note that a log N e = 9.2 cm −3 value is in broad agreement with what we derived from the lines observed at 190 Å (log N e = 8.9 cm −3 ). A 20% contribution from an unknown blend would bring agreement. However this is well within the uncertainty in the measurement. The possibility of a small blend is also suggested by the calibrated SERTS-89 data, as shown in Fig. 10 . The present results indicate a log N e = 9.8 cm −3 , to be compared to the value of log N e = 9.5 cm −3 , obtained by the use of other ions (see Young et al. 1998) .
A more definitive assessment will only be possible once the atomic data for the other ions are also checked. However, our results provide, within the uncertainties, and for various solar observations, electron densities in broad agreement with those obtained from other ions, while the previous calculations from Flower (1977) and Binello et al. (1998a,b) provided much higher values.
Summary and conclusions
A new calculation of rates for electron collisional excitation of Fe  has been described which set out to remedy the perceived shortcomings of the most recent and elaborate work on this ion (Binello et al. 1998a (Binello et al. ,b, 2001 ). Although we have used the same basis set to describe the target for the collision process as these authors, the target itself was enlarged to include all the states of the 3s3p 3 3d configuration and some states of 3s 2 3p3d 2 . We have shown that additional resonance processes are introduced by this extension which significantly increase the collision strengths at low energies, particularly for transitions between the ground 3s 2 3p 3 configuration and the first excited even parity configuration 3s3p 4 . These enhancements lead to increases in the thermally averaged collision strengths, particularly at lower temperatures.
We have also shown that rates for collisional processes from the ground level 3s 2 3p 3 4 S o 3/2 to other levels of the ground configuration have previously been underestimated due to the method that was used to transform the collisional data into intermediate coupling. Additional resonance effects which were not correctly treated previously are introduced by the use of the intermediate coupling frame transformation method. We have also shown that there is excellent agreement between the ICFT method and a full Breit-Pauli calculation, strongly indicating that the ICFT results are to be preferred over any previous work. As a result, the relative populations of the four excited levels of the ground configuration are significantly larger than those derived from any previous set of atomic data.
We have compared our predicted line intensities for a selection of important EUV Fe  lines, observed in the 180-200 and 330-370 Å ranges against various observations. For the density-insensitive lines, we find excellent agreement between observation and theory. The density-sensitive lines, in addition, provide electron densities that are, within the uncertainties, in good agreement with those derived from other ions of comparable ionization potential.
We have demonstrated, with examples, the various limitations of the previous calculations, and resolved a few longstanding problems. Some minor refinements in terms of line blending still need to be addressed, however we believe that the present collisional dataset can reliably be used for plasma diagnostic in a wide range of astrophysical sources.
