The flashing phenomenon is relevant to nuclear safety analysis, for example by a loss of coolant accident and safety release scenarios. It has been studied intensively by means of experiments and simulations with system codes, but computational fluid dynamics (CFD) simulation is still at the embryonic stage. Rapid increasing computer speed makes it possible to apply the CFD technology in such complex flow situations. Nevertheless, a thorough evaluation on the limitations and restrictions is still missing, which is however indispensable for reliable application, as well as further development. In the present work, the commonly-used two-fluid model with different mono-disperse assumptions is used to simulate various flashing scenarios. With the help of available experimental data, the results are evaluated, and the limitations are discussed. A poly-disperse method is found necessary for a reliable prediction of mean bubble size and phase distribution. The first attempts to trace the evolution of the bubble size distribution by means of poly-disperse simulations are made.
Introduction
Flash boiling (flashing) is a process of phase change from liquid to vapor. It distinguishes itself from traditional boiling by the way the liquid gets superheated. It is caused by depressurization or pressure drop instead of heating. For this reason, flash boiling is sometimes also called "adiabatic boiling", namely without external heat sources. Another more familiar phenomenon of the same type is "cavitation". Under the term of cavitation, we often understand an isothermal process, where the growth or collapse of pre-existing vapor nuclei is an inertia-controlled process driven by the pressure difference across the gas-liquid interface. The phase change is controlled by pressure drop, and its recovery while liquid temperature remains constant. In this case, the vapor generation rate can be approximated by using the Rayleigh-Plesset equation. On the other hand, the phase change process in flash boiling is similar to that in traditional boiling with external heat sources. It is characterized by nucleation and the inter-phase heat transfer rate, namely by thermal non-equilibrium. The superheated liquid is cooled down by giving up surplus energy to vapor generation. The effect of pressure non-equilibrium between the inside and outside of a vapor bubble is often neglected. Nevertheless, an actual phase change process taking place in superheated liquid due to depressurization is controlled by both thermal (temperature difference) and mechanical (i.e., pressure difference) effects. The terms of "cavitation" and "flashing" above represent only simplification assumptions, i.e., neglecting thermal or mechanical effects, in theoretical treatments. The ratio of thermal and mechanical non-equilibrium Water:
∂ ∂t α l ρ l H tot,l − p
Steam:
The unknown terms Γ lg , F lg and E l describe the mass, momentum and heat flux to the liquid phase from the interface, which have to be modelled by constitutive relations or closure models. U i and H l,i represent interfacial values of velocity and enthalpy carried into or out of the phase due to phase change. They are determined according to an upwind formulation:
where H l,sat is liquid saturation enthalpy. The saturation parameters are interpolated from the published IAPWS-IF97 steam-water property tables corresponding to local pressure.
Main Closure Models

Inter-Phase Mass Transfer
As discussed in the Introduction, phase change in a flashing process is assumed to be induced by inter-phase heat transfer, which is called "thermal phase change model" in CFX. The volumetric mass transfer rate is related to heat flux density as follows:
where A i is the interfacial area density and H g,sat is the vapor saturation temperature.
Interfacial Area Density
The particle model is adopted for interfacial transfer between two phases, which assumes that one of the phases (here water) is continuous and the other (steam) is dispersed. The surface area per unit volume is then calculated by assuming that steam is present as spherical particles of mean diameter d g . Using this model, the interfacial area density is:
πn g 1/3 .
Either mean diameter d g or the number density n g has to be known. They are prescribed or obtained by solving additional transport equations; see Table 1 . Depending on the way of calculating d g or n g , mono-disperse and poly-disperse methods are derived. In the latter case, d g represents the Sauter mean diameter of a size spectrum. [4] Five CFX 4.2 prescribed number density [6] Four CFX 4.2 additional transport equation for number density [7] Six FLUENT 6.2.16 additional transport equation for number density [8] Six NEPTUNE_CFD prescribed size [9] Five CFX 14.5 additional transport equation for number density
Inter-Phase Heat Transfer
The sensible heat flux transferring to water from the steam-water interface, E l , is given by:
where h l is the overall heat transfer coefficient. It is approximated by the Ranz-Marshall correlation [20, 21] , which is applicable for spherical particles. It has been widely used such as in [1] [2] [3] [4] [5] 8, 9 ].
Nucleation Model
The effect of nucleation is investigated by considering two kinds of nucleation mechanisms, namely wall nucleation and bulk nucleation. The wall nucleation rate is computed according to the Jones model [16] .
where R d and R cr are bubble departure radius and critical radius, respectively. The constant C dp = 10 4 (K −3 ·s −1 ). Heterogeneous nucleation due to impurities in the bulk flow is accounted for with the model given by Rohatgi and Reshotko [22] .
J nuc,1,B = N im,B · 2σ
where m w is the mass of a single liquid molecule, k B the Boltzmann constant and ∆H L latent heat. N im,B is the number density of impurities (nucleation sites) in the bulk, and ϕ is the heterogeneous factor. Both N im,B and ϕ are treated as adjustable constants; N im,B = 5 × 10 3 (m −3 ) and ϕ = 10 −6 are adopted in this work.
Turbulence Model
Turbulence in the liquid phase is described by a standard shear stress transport (SST) model augmented by the addition of more source terms. These source terms describe the effect of bubbles, i.e., the bubble-induced turbulence (BIT).
Concerning the source for the k-equation, there is a general agreement that the bubbles' contribution to turbulence generation comes from the work done by interphase drag force, i.e.,:
Similar to single-phase dissipation, the ε-equation source is obtained by scaling ϕ k with a time scale:
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where C εB is an adjustable constant and set to one. The time scale τ is approximated with the ratio between bubble size and turbulence intensity [23] :
3.2.6. Inter-Phase Momentum Transfer
Inter-phase momentum transfer occurs due to interfacial forces acting on each phase by interaction with the other phase. In the present work, both drag force and non-drag forces like, lift force, wall lubrication force, virtual mass force and turbulent dispersion force, are considered, i.e.,:
These forces have to be computed according to appropriate models. So far, identical relations are commonly used for air-water and steam-water dispersed flows. The baseline-closure models defined in the previous work [24] are adopted.
In the following text, the above transport equations and closure models will be used in the CFD simulation of various flashing scenarios. Results obtained with different assumptions for interfacial area density are presented below.
Numerical Schemes and Convergence Criteria
In the simulation the coupled volume fraction algorithm was used, which allows the implicit coupling of the velocity, pressure and volume fraction equations. The high resolution scheme was selected to calculate the advection terms in the discrete finite volume equations. The discretization algorithm for the transient term was the second order backward Euler. The upwind advection and the first order backward Euler transient scheme were used in the turbulence numerics. The convergence of the simulation was monitored by using the criterion of the root mean square residual throughout the domain of less than 10 −4 .
Mono-Disperse Simulation Results
Edwards and O'Brien Blowdown Test
Description of the Test
In nuclear safety analysis, the Edwards and O'Brien test [10] represented a standard problem for the verification and assessment of computational programs [25, 26] . It consisted of fluid depressurization studies in a horizontal straight pipe 4.096 m long with an inner diameter of 0.073 m; see Figure 1 . One end of the pipe is a fixed wall, while at the other end, a glass disc was mounted, which was designed to burst to initiate the depressurization transient.
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3.2.5. Inter-Phase Momentum Transfer
Numerical Schemes and Convergence Criteria
Mono-Disperse Simulation Results
Edwards and O'Brien Blowdown Test
Description of the Test
In nuclear safety analysis, the Edwards and O'Brien test [10] represented a standard problem for the verification and assessment of computational programs [25, 26] . It consisted of fluid depressurization studies in a horizontal straight pipe 4.096 m long with an inner diameter of 0.073 m; see Figure 1 . One end of the pipe is a fixed wall, while at the other end, a glass disc was mounted, which was designed to burst to initiate the depressurization transient. The pipe was filled with sub-cooled water, whose initial conditions ranged from 3.55 MPa to 17.34 MPa and from 514.8 K to 616.5 K. At the burst of the glass disc, the depressurization wave propagates through the pipe, and water becomes superheated and vaporizes suddenly. Measurements were performed at several horizontal positions.
Simulation Results
The problem investigated in the present work has initial conditions of 7.00 MPa and 513.7 K. A pressure boundary was assumed for the outlet, and the background pressure was 1 atm. The simulation is done on a 3D cylinder grid, and furthermore, the five-equation model mentioned above with the prescribed bubble diameter (d g = 1 mm) as in [3] is applied. The results of absolute pressure and void fraction at the position x = 1.469 m are presented in Figure 2a ,b and compared with the experimental data.
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The pipe was filled with sub-cooled water, whose initial conditions ranged from 3.55 MPa to 17.34 MPa and from 514.8 K to 616.5 K. At the burst of the glass disc, the depressurization wave propagates through the pipe, and water becomes superheated and vaporizes suddenly. Measurements were performed at several horizontal positions.
The problem investigated in the present work has initial conditions of 7.00 MPa and 513.7 K. A pressure boundary was assumed for the outlet, and the background pressure was 1 atm. The simulation is done on a 3D cylinder grid, and furthermore, the five-equation model mentioned above with the prescribed bubble diameter (dg = 1 mm) as in [3] is applied. The results of absolute pressure and void fraction at the position x = 1.469 m are presented in Figure 2a ,b and compared with the experimental data. One can see that the water inside the pipe vaporizes completely within a half second after the burst of the glass disc. The agreement between simulation and measurement is acceptable, especially at the later stage. In contrast, considerable deviations are present at the early stage of depressurization. The lowest pressure in the simulation, which corresponds to the maximum superheat degree and is required to trigger the onset of flashing, is obviously lower than that in the measurement. Furthermore, the rate of vapor production is under-predicted at the beginning, while in the period from 0.1 s to 0.2 s, it is over-predicted. It is acknowledged that the simplifying assumption of a constant mean bubble size is responsible for the deviations. It is inconsistent with the physical picture of the process, although it is widely used. The size of pre-existing nuclei in the One can see that the water inside the pipe vaporizes completely within a half second after the burst of the glass disc. The agreement between simulation and measurement is acceptable, especially at the later stage. In contrast, considerable deviations are present at the early stage of depressurization. The lowest pressure in the simulation, which corresponds to the maximum superheat degree and is required to trigger the onset of flashing, is obviously lower than that in the measurement. Furthermore, the rate of vapor production is under-predicted at the beginning, while in the period from 0.1 s to 0.2 s, it is over-predicted. It is acknowledged that the simplifying assumption of a constant mean bubble size is responsible for the deviations. It is inconsistent with the physical picture of the process, although it is widely used. The size of pre-existing nuclei in the sub-cooled liquid is substantially smaller than the prescribed value of 1 mm. This indicates a significant under-prediction of interfacial area density available for the initiation of flashing. On the other hand, steam bubbles grow rapidly during the flashing process, leading to a mean size much larger than 1 mm in a short time. Nevertheless, the effect of this uncertainty is weakened with the increase of the void fraction. The effect of prescribed bubble size was investigated in [27] .
The discharged mass flow from the blowdown pipe is shown in Figure 2c below. Due to lack of experimental information, the results are compared with those obtained by two classical system codes, i.e., RELAP5 and TRACE, from the recent work [28] . One can see that the maximum value is reached shortly after the burst, where the difference between the codes is largest. According to RELAP5, the mass flow increases rapidly from 0 to 100 kg/s at the moment of the burst, while TRACE and CFX give a significantly lower maximum value with a delay around 0.1 s. In addition, the change of mass the flow rate with time delivered by CFX is much more gentle and smooth in comparison to that by RELAP5 and CFX.
Flashing-Induced Instability Problem in Natural Circulation
Description of the Problem
Since the middle of the 1980s, it has been recognized that the application of passive safety systems can contribute to improving the economics and reliability of nuclear power plants. In some advanced designs, natural circulation is used as a means for residual heat removal. For example, in a German BWR (boiling water reactor) concept, namely, the KERENA™ reactor [29] , the containment cooling condenser (CCC) is the key component of a natural cooling circuit; see the red shaded region in Figure 3 . In the case of overpressure, surplus steam in the containment condenses on the outside wall of CCC. Heat released by condensation is transferred to the cooling water inside the CCC tubes and finally to the shielding/storage pool vessel (SSPV) through natural circulation. sub-cooled liquid is substantially smaller than the prescribed value of 1 mm. This indicates a significant under-prediction of interfacial area density available for the initiation of flashing. On the other hand, steam bubbles grow rapidly during the flashing process, leading to a mean size much larger than 1 mm in a short time. Nevertheless, the effect of this uncertainty is weakened with the increase of the void fraction. The effect of prescribed bubble size was investigated in [27] . The discharged mass flow from the blowdown pipe is shown in Figure 2c below. Due to lack of experimental information, the results are compared with those obtained by two classical system codes, i.e., RELAP5 and TRACE, from the recent work [28] . One can see that the maximum value is reached shortly after the burst, where the difference between the codes is largest. According to RELAP5, the mass flow increases rapidly from 0 to 100 kg/s at the moment of the burst, while TRACE and CFX give a significantly lower maximum value with a delay around 0.1 s. In addition, the change of mass the flow rate with time delivered by CFX is much more gentle and smooth in comparison to that by RELAP5 and CFX.
Flashing-Induced Instability Problem in Natural Circulation
Description of the Problem
Since the middle of the 1980s, it has been recognized that the application of passive safety systems can contribute to improving the economics and reliability of nuclear power plants. In some advanced designs, natural circulation is used as a means for residual heat removal. For example, in a German BWR (boiling water reactor) concept, namely, the KERENA™ reactor [29] , the containment cooling condenser (CCC) is the key component of a natural cooling circuit; see the red shaded region in Figure 3 . In the case of overpressure, surplus steam in the containment condenses on the outside wall of CCC. Heat released by condensation is transferred to the cooling water inside the CCC tubes and finally to the shielding/storage pool vessel (SSPV) through natural circulation. In the experimental investigation performed by AREVA [30] , a severe water hammer was experienced. The flow instability is believed to come from the rapid formation and subsequent destruction of steam bubbles inside the circuit. Natural circulation systems are characterized by a downcomer and a riser, which connect to a heated and a cooled section at the ends, respectively. Nearly saturated warm circulating water can flash to vapor inside the riser if no boiling occurs in the heated section. Liquid temperature remains constant till flashing begins if the heat loss through the riser is negligible (adiabatic), while saturation temperature decreases with increased altitude.
The production of vapor in a flashing process taking place in natural circulation has a periodic oscillation character [31] . The circulation flow rate increases as a result of vapor production, which further leads to a low liquid temperature entering the riser. It can be lower than the saturation temperature at the exit of the riser. As a consequence, the flashing is suppressed, which leads to a decrease in flow rate and subsequently an increase in liquid temperature. Therefore, flashing can take place again in the adiabatic riser and generates a self-sustained oscillating flow. The feature of high frequency oscillation and rapid phase change requires high resolution and can cause numerical instability and convergence problems in high-resolved CFD simulations.
Simulation Results
For the simulation, a 3D pipe section is constructed on the basis of the riser in the AREVA test facility; see Figure 4 . Two inlets are connected to two CCC condensers. For details on the experiments please, refer to [27, 29] . Boundary conditions, such as inlet temperature, mass flow rate and outlet pressure level are provided by the experimental data. Furthermore, the single-phase condition at the inlet is assured by choosing a proper time segment according to the measurement. The start time for simulation is chosen as 4600 s. Furthermore, a mono-disperse approach is utilized, which distinguishes itself from the last case by the prescription of bubble number density instead of bubble size. A constant value of 5 × 10 4 m −3 is assumed in the following simulation. The settings are believed to be closer to the physical process of flashing since the bubbles are allowed to grow [4] . In the experimental investigation performed by AREVA [30] , a severe water hammer was experienced. The flow instability is believed to come from the rapid formation and subsequent destruction of steam bubbles inside the circuit. Natural circulation systems are characterized by a downcomer and a riser, which connect to a heated and a cooled section at the ends, respectively. Nearly saturated warm circulating water can flash to vapor inside the riser if no boiling occurs in the heated section. Liquid temperature remains constant till flashing begins if the heat loss through the riser is negligible (adiabatic), while saturation temperature decreases with increased altitude.
For the simulation, a 3D pipe section is constructed on the basis of the riser in the AREVA test facility; see Figure 4 . Two inlets are connected to two CCC condensers. For details on the experiments please, refer to [27, 29] . Boundary conditions, such as inlet temperature, mass flow rate and outlet pressure level are provided by the experimental data. Furthermore, the single-phase condition at the inlet is assured by choosing a proper time segment according to the measurement. The start time for simulation is chosen as 4600 s. Furthermore, a mono-disperse approach is utilized, which distinguishes itself from the last case by the prescription of bubble number density instead of bubble size. A constant value of 5 × 10 4 m −3 is assumed in the following simulation. The settings are believed to be closer to the physical process of flashing since the bubbles are allowed to grow [4] . Figure 4 shows the distribution of steam inside the domain at the moment of 4744.50 s. The red color symbolizes steam, while the blue is water. As discussed above, the liquid at the exit becomes first superheated and initiates the flashing process. This gives rise to a high steam volume fraction at the upper part, while single phase flow exists still in the two straight legs near the inlets. Since the gravitational force is considered, steam is accumulated at the top side of the inclined pipe leading to The temporal course of the inlet pressure and liquid temperature (the measured pressure at the outlet and temperature at the inlet are given as boundary conditions) is depicted in Figure 5 . During the time segment from 4600 s to 5200 s, the production of vapor goes periodically through onset, intensification and ceasing, and thermo-hydraulic parameters oscillate correspondingly. The maximum amplitude of pressure and temperature oscillation can reach 0.8 bar and 50 K, respectively. The predicted period agrees well with the measured one, and the amplitude of temperature profile is also satisfying. Nevertheless, clear deviation is observed at pressure valleys, where the onset of flashing occurs. Similar to the limitation of the last method with constant bubble size, the disagreement results from the prescription of a constant bubble number density and neglecting bubble dynamics, such as coalescence and break-up. The sensitivity study on the prescribed values for bubble number density was performed in the previous work of [32] . The temporal course of the inlet pressure and liquid temperature (the measured pressure at the outlet and temperature at the inlet are given as boundary conditions) is depicted in Figure 5 . During the time segment from 4600 s to 5200 s, the production of vapor goes periodically through onset, intensification and ceasing, and thermo-hydraulic parameters oscillate correspondingly. The maximum amplitude of pressure and temperature oscillation can reach 0.8 bar and 50 K, respectively. The predicted period agrees well with the measured one, and the amplitude of temperature profile is also satisfying. Nevertheless, clear deviation is observed at pressure valleys, where the onset of flashing occurs. Similar to the limitation of the last method with constant bubble size, the disagreement results from the prescription of a constant bubble number density and neglecting bubble dynamics, such as coalescence and break-up. The sensitivity study on the prescribed values for bubble number density was performed in the previous work of [32] . 
Abuaf [33] Nozzle Flashing Flow Test
Description of the Test
In nuclear safety analysis, the flashing of initially sub-cooled liquid through nozzles, orifices or other restrictions has been studied intensively for several decades due to the design basic accident of LOCA (loss-of-coolant accident). Much attention was paid to the critical flow problem, while a deep insight into the transient development of two-phase flow structure is still missing. In comparison with the single phase, the complexity of two-phase critical flow arises from both thermal and mechanical non-equilibrium effects at the interface, which prevent reliable prediction of the critical flow rate from using empirical relations. 
Abuaf [33] Nozzle Flashing Flow Test
Description of the Test
In nuclear safety analysis, the flashing of initially sub-cooled liquid through nozzles, orifices or other restrictions has been studied intensively for several decades due to the design basic accident of LOCA (loss-of-coolant accident). Much attention was paid to the critical flow problem, while a deep insight into the transient development of two-phase flow structure is still missing. In comparison with the single phase, the complexity of two-phase critical flow arises from both thermal and mechanical non-equilibrium effects at the interface, which prevent reliable prediction of the critical flow rate from using empirical relations. The experimental investigation of water flashing through a converging-diverging nozzle presented in [33] has been widely used as a reference for numerical study or model development, e.g., [7, 34] . In the frame of this work, several tests with different boundary conditions, such as inlet pressure, temperature and outlet pressure, are reproduced by means of CFD technology. The geometrical sketch of the circular nozzle is shown in Figure 6 . Dynamic pressure decreases with the reduction of channel area in the converging part leading to a decrease in the saturation temperature. If it falls below the liquid temperature before reaching the neck position, the onset of flashing will occur near the neck and vaporization continues in the diverging part.
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The experimental investigation of water flashing through a converging-diverging nozzle presented in [33] has been widely used as a reference for numerical study or model development, e.g., [7, 34] . In the frame of this work, several tests with different boundary conditions, such as inlet pressure, temperature and outlet pressure, are reproduced by means of CFD technology. The geometrical sketch of the circular nozzle is shown in Figure 6 . Dynamic pressure decreases with the reduction of channel area in the converging part leading to a decrease in the saturation temperature. If it falls below the liquid temperature before reaching the neck position, the onset of flashing will occur near the neck and vaporization continues in the diverging part. 
Simulation Results
For this case, the generation and transportation of bubbles is traced by solving an additional transport equation for bubble number density. Similar setups were adopted in [6, 7] ; see Table 1 . The formation of bubbles in superheated liquid is called "nucleation", which is deemed to take place under two different mechanisms, namely homogeneous and heterogeneous nucleation. Homogeneous nucleation occurs uniformly in the bulk caused by the thermodynamic state fluctuation of liquid molecules. In contrast, heterogeneous nucleation takes place at foreign "nuclei", which can be microscopic cavities on solid walls or dissolved gasses and impurities pre-existing in the sub-cooled liquid. The latter mechanism has been recognized to be dominant in the real processes, which is therefore taken into account in the current work. Since it allows both bubble size and number to vary, this method is obviously stepwise superior to the previous ones with prescribed bubble size or number density. However, it requires one more closure model, namely the nucleation model, which is still one weak spot in the numerical study of the boiling process. For investigations on the effect of nucleation models, please refer to [9] .
From the spatial distribution of steam shown in Figure 7 , one can see that the onset of vaporization occurs near the nozzle neck, and bubbles are formed overwhelmingly at the walls and then migrate to the center region. In other words, the mechanism of wall nucleation is dominant in comparison to bulk heterogeneous nucleation. As a result, the radial profile with a clear wall peak is built. The example presented below from Figures 8 to 10 has the boundary conditions of inlet pressure 555.9 kPa, outlet pressure 402.5 kPa and inlet temperature 422.25 K. 
From the spatial distribution of steam shown in Figure 7 , one can see that the onset of vaporization occurs near the nozzle neck, and bubbles are formed overwhelmingly at the walls and then migrate to the center region. In other words, the mechanism of wall nucleation is dominant in comparison to bulk heterogeneous nucleation. As a result, the radial profile with a clear wall peak is built. The example presented below Figures 8-10 has the boundary conditions of inlet pressure 555.9 kPa, outlet pressure 402.5 kPa and inlet temperature 422.25 K. The experimental investigation of water flashing through a converging-diverging nozzle presented in [33] has been widely used as a reference for numerical study or model development, e.g., [7, 34] . In the frame of this work, several tests with different boundary conditions, such as inlet pressure, temperature and outlet pressure, are reproduced by means of CFD technology. The geometrical sketch of the circular nozzle is shown in Figure 6 . Dynamic pressure decreases with the reduction of channel area in the converging part leading to a decrease in the saturation temperature. If it falls below the liquid temperature before reaching the neck position, the onset of flashing will occur near the neck and vaporization continues in the diverging part. 
From the spatial distribution of steam shown in Figure 7 , one can see that the onset of vaporization occurs near the nozzle neck, and bubbles are formed overwhelmingly at the walls and then migrate to the center region. In other words, the mechanism of wall nucleation is dominant in comparison to bulk heterogeneous nucleation. As a result, the radial profile with a clear wall peak is built. The example presented below from Figures 8 to 10 has the boundary conditions of inlet pressure 555.9 kPa, outlet pressure 402.5 kPa and inlet temperature 422.25 K. Furthermore, the nucleation process is found to take place in a narrow region (a few centimeters); see the red shaded region in Figure 8a . The cross-section averaged bubble number density increases steeply in the nucleation region and then remains almost constant in the stable two-phase region. The models described in [16, 21] are chosen for the computation of the heterogeneous nucleation rate at the walls and in the bulk. The contribution of bulk nucleation is found to be trivial. In addition, the assumed small initial value is proven to have no influence on the final results [9] .
The radial profile of bubble distribution in Figure 8b shows that the majority of steam bubbles remain in the neighborhood of nucleation spots (here, wall cavities), and the concentration in the center region is low and flat. The rate of bubbles migrating from the near-wall region to the nozzle center increases with the bubble size. Furthermore, the nucleation process is found to take place in a narrow region (a few centimeters); see the red shaded region in Figure 8a . The cross-section averaged bubble number density increases steeply in the nucleation region and then remains almost constant in the stable two-phase region. The models described in [16, 21] are chosen for the computation of the heterogeneous nucleation rate at the walls and in the bulk. The contribution of bulk nucleation is found to be trivial. In addition, the assumed small initial value is proven to have no influence on the final results [9] .
The radial profile of bubble distribution in Figure 8b shows that the majority of steam bubbles remain in the neighborhood of nucleation spots (here, wall cavities), and the concentration in the center region is low and flat. The rate of bubbles migrating from the near-wall region to the nozzle center increases with the bubble size. In Figure 9 , the simulation results are compared with the data. On the left side is the axial profile of absolute pressure (left y-axis) and steam volume fraction (right y-axis), and on the right side is the radial profile of the steam volume fraction at the position x = 0.458 m. Symbols and lines represent measurement and calculation, respectively.
The cross-section averaged steam volume fraction increases in the latter part of flow path, which is in an acceptable agreement with the data. On the other hand, the pressure profile exhibits obvious deviations in the diverging part of the nozzle. The predicted value is lower than the measured one. It suggests that too high a superheat (or pressure undershoot) is required for triggering the onset of flashing in comparison to the experiment. In other words, with the same superheat degree as observed in the experiment, the predicted inter-phase heat transfer rate is insufficient to overcome the latent heat and keep bubbles stable. The interfacial area density or inter-phase heat transfer coefficient is under-predicted at the moment of flashing onset. After triggering the flashing process, the pressure increases under the constraint of the outlet pressure, which is given as the boundary condition. Furthermore, the assumption of pressure equilibrium across the interface might introduce large errors in high pressure undershoot cases. In Figure 9 , the simulation results are compared with the data. On the left side is the axial profile of absolute pressure (left y-axis) and steam volume fraction (right y-axis), and on the right side is the radial profile of the steam volume fraction at the position x = 0.458 m. Symbols and lines represent measurement and calculation, respectively.
The cross-section averaged steam volume fraction increases in the latter part of flow path, which is in an acceptable agreement with the data. On the other hand, the pressure profile exhibits obvious deviations in the diverging part of the nozzle. The predicted value is lower than the measured one. It suggests that too high a superheat (or pressure undershoot) is required for triggering the onset of flashing in comparison to the experiment. In other words, with the same superheat degree as observed in the experiment, the predicted inter-phase heat transfer rate is insufficient to overcome the latent heat and keep bubbles stable. The interfacial area density or inter-phase heat transfer coefficient is under-predicted at the moment of flashing onset. After triggering the flashing process, the pressure increases under the constraint of the outlet pressure, which is given as the boundary condition. Furthermore, the assumption of pressure equilibrium across the interface might introduce large errors in high pressure undershoot cases.
The transverse distribution of bubbles in the continuous medium is determined by non-drag forces, which depend sensitively on the mean bubble size. It is determined by the bubble number density and nucleation rate, since bubble coalescence and break-up are not considered. As shown in Figures 8b and 9b , bubbles are formed and accumulated in the near wall region and create a void fraction profile with a high wall-peak while a low value in the center region. A similar profile is obtained in the measurement. However, it displays a more gradual transition from the wall peak to the center valley. That means that more bubbles have migrated to the center due to the effect of non-drag forces, i.e., lift and turbulence dispersion. This may imply that bubble growth is under-estimated, and coalescence effects should be taken into account, since lift force pushes large bubbles to the center, while small bubbles to the wall. However, to refine the results, reliable data of local bubble size distributions are indispensable, which are unfortunately missing in most experimental investigations. Furthermore, sufficient turbulent dispersion would also help to improve the agreement. According to the FAD (Favre averaged drag) model, the dispersion force is proportional to eddy viscosity, which is probably under-predicted by the SST model with BIT source terms. The transverse distribution of bubbles in the continuous medium is determined by non-drag forces, which depend sensitively on the mean bubble size. It is determined by the bubble number density and nucleation rate, since bubble coalescence and break-up are not considered. As shown in Figures 8b and 9b , bubbles are formed and accumulated in the near wall region and create a void fraction profile with a high wall-peak while a low value in the center region. A similar profile is obtained in the measurement. However, it displays a more gradual transition from the wall peak to the center valley. That means that more bubbles have migrated to the center due to the effect of non-drag forces, i.e., lift and turbulence dispersion. This may imply that bubble growth is under-estimated, and coalescence effects should be taken into account, since lift force pushes large bubbles to the center, while small bubbles to the wall. However, to refine the results, reliable data of local bubble size distributions are indispensable, which are unfortunately missing in most experimental investigations. Furthermore, sufficient turbulent dispersion would also help to improve the agreement. According to the FAD (Favre averaged drag) model, the dispersion force is proportional to eddy viscosity, which is probably under-predicted by the SST model with BIT source terms.
To give more details about the flow structure, the radial profile of the void fraction is depicted in Figure 9c for several axial positions other than x = 0.458 m shown above. The formation of bubbles starts around the throat position (x = 0.305 m; see Figure 6 ) and first leads to a monotonous peak near the wall. It shifts slowly to the nozzle center due to the effect of non-drag forces along the axis, and an "M-shape" profile is developed over the cross-section. The simulated results agree well with the measured ones except for an over-prediction of the wall-peak at the beginning. Another important observation is that in the experiment, the profile is not symmetrical with respect to the axis. According to the experimenter, the asymmetry might be due to the presence of pressure taps on one side of the nozzle [33] , which act as nucleation centers.
Several other tests with different inlet and outlet pressures, as well as inlet temperatures are simulated. The critical mass flow rates are summarized in Figure 10 below. The critical rate of flow through the nozzle depends on a variety of parameters, inlet pressure, quality, pressure-undershoot, and so on. In general, increasing the inlet stagnation pressure or decreasing outlet pressure leads to an increase in the critical mass flow rate. Furthermore, the presence of vapor reduces the average density of the two-phase mixture and, thus, favors the deceleration process in the diverging part of the nozzle.
It is shown that the simulated results are in an overall good agreement with the measured ones. The maximum deviation is within 7%. Nevertheless, the simulation tends to under-predict the critical mass flow rate with the increasing of the inlet pressure and decreasing of the outlet pressure. To give more details about the flow structure, the radial profile of the void fraction is depicted in Figure 9c for several axial positions other than x = 0.458 m shown above. The formation of bubbles starts around the throat position (x = 0.305 m; see Figure 6 ) and first leads to a monotonous peak near the wall. It shifts slowly to the nozzle center due to the effect of non-drag forces along the axis, and an "M-shape" profile is developed over the cross-section. The simulated results agree well with the measured ones except for an over-prediction of the wall-peak at the beginning. Another important observation is that in the experiment, the profile is not symmetrical with respect to the axis. According to the experimenter, the asymmetry might be due to the presence of pressure taps on one side of the nozzle [33] , which act as nucleation centers.
It is shown that the simulated results are in an overall good agreement with the measured ones. The maximum deviation is within 7%. Nevertheless, the simulation tends to under-predict the critical mass flow rate with the increasing of the inlet pressure and decreasing of the outlet pressure. 
Poly-Disperse Simulations
Although it is commonly used, the mono-disperse approach presented above is self-evident limited to situations with a constant bubble size or a narrow distribution. On the other hand, flashing processes are always accompanied with rapid vaporization and a high void fraction. This suggests that a broad spectrum of bubble sizes can be present, which asks for a poly-disperse simulation method. However, to the author's knowledge, no publications in this aspect are so far available for 
Although it is commonly used, the mono-disperse approach presented above is self-evident limited to situations with a constant bubble size or a narrow distribution. On the other hand, flashing processes are always accompanied with rapid vaporization and a high void fraction. This suggests that a broad spectrum of bubble sizes can be present, which asks for a poly-disperse simulation method. However, to the author's knowledge, no publications in this aspect are so far available for flashing situations, although there is a wide range of poly-disperse simulations for isothermal flows and a few for sub-cooled boiling.
In this work, the first attempts are made to apply the inhomogeneous MUSIG (multiple size group) model [35, 36] to controlled pressure release transients, which were carried out on the TOPFLOW facility (see below). MUSIG is a poly-disperse method available in CFX for computing the mean bubble size of a spectrum. It is one kind of class method approximating the size spectrum with several discrete classes; see Figure 11 . Figure 10 . Dependence of the critical mass flow rate on inlet and outlet pressure in the nozzle.
In this work, the first attempts are made to apply the inhomogeneous MUSIG (multiple size group) model [35, 36] to controlled pressure release transients, which were carried out on the TOPFLOW facility (see below). MUSIG is a poly-disperse method available in CFX for computing the mean bubble size of a spectrum. It is one kind of class method approximating the size spectrum with several discrete classes; see Figure 11 . The division of size groups is finer than that of velocity groups due to the limitation of computational speed. Separate momentum equations are solved for each velocity group while all phenomena that change the size distribution, such as nucleation, coalescence and breakup, are considered within the sub-size groups. The exchange between these size groups due to the above-mentioned phenomena is reproduced by solving additional transport equations with corresponding source/sink terms for the fraction of each group fi. As a result, the mean Sauter diameter of bubbles belonging to a velocity group can be obtained from these size fractions. The MUSIG approach has been expounded in detail elsewhere [24, 36] . The division of size groups is finer than that of velocity groups due to the limitation of computational speed. Separate momentum equations are solved for each velocity group while all phenomena that change the size distribution, such as nucleation, coalescence and breakup, are considered within the sub-size groups. The exchange between these size groups due to the above-mentioned phenomena is reproduced by solving additional transport equations with corresponding source/sink terms for the fraction of each group f i . As a result, the mean Sauter diameter of bubbles belonging to a velocity group can be obtained from these size fractions. The MUSIG approach has been expounded in detail elsewhere [24, 36] .
TOPFLOW Pressure Release Experiment
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One major test section equipped in the TOPFLOW facility is a vertical pipe with a nominal diameter of 200 mm; see Figure 12 . The pressure release experiment was carried out at this section. For details about the multipurpose thermal-hydraulic test facility TOPFLOW at Helmholtz-Zentrum Dresden-Rossendorf, please refer to the work of [37] .
During the pressure release experiment, water was circulated with a velocity of about 1 m/s and flows upwards through the test section; see Figure 12 . The transient pressure course is controlled by the blow-off valve located above the steam drum, where saturation conditions are always guaranteed. As a result, cavitation in the circulation pump below is avoided. At the same time, the maximum evaporation rate in the test section is limited [27] .
During the pressure release experiment, water was circulated with a velocity of about 1 m/s and flows upwards through the test section; see Figure 12 . The transient pressure course is controlled by the blow-off valve located above the steam drum, where saturation conditions are always guaranteed. As a result, cavitation in the circulation pump below is avoided. At the same time, the maximum evaporation rate in the test section is limited [27] . The blow-off valve was opened to a maximum level and closed again according to the ramp shape as shown in Figure 13 . The operation speed of the valve is controlled by time t1, while the maximum opening degree and its duration are represented by R and t2. Correspondingly, the generation and disappearance of The blow-off valve was opened to a maximum level and closed again according to the ramp shape as shown in Figure 13 .
Dresden-Rossendorf, please refer to the work of [37] .
During the pressure release experiment, water was circulated with a velocity of about 1 m/s and flows upwards through the test section; see Figure 12 . The transient pressure course is controlled by the blow-off valve located above the steam drum, where saturation conditions are always guaranteed. As a result, cavitation in the circulation pump below is avoided. At the same time, the maximum evaporation rate in the test section is limited [27] . The blow-off valve was opened to a maximum level and closed again according to the ramp shape as shown in Figure 13 . The operation speed of the valve is controlled by time t1, while the maximum opening degree and its duration are represented by R and t2. Correspondingly, the generation and disappearance of The operation speed of the valve is controlled by time t 1 , while the maximum opening degree and its duration are represented by R and t 2 . Correspondingly, the generation and disappearance of steam inside the pipe are determined by the pressure release rate and the operation of the valve. Measurements of the volume fraction, gas velocity and bubble size distribution were realized with the aid of wire-mesh sensors (WMS) at the top; see Figure 12 . The highly-resolved data of bubble size distributions and radial void fractions are optimal for the validation of simulation results obtained by the poly-disperse method. Rapid expansion of bubbles and a broad size spectrum were observed in the experiment, and for reliable simulation results, it is necessary to use a poly-disperse method. A detailed introduction to the experimental procedure and discussion on the influence of pressure level on the data were given by Lucas [38] .
Two test cases under different pressure levels are investigated in the current work, whose experimental conditions are summarized in Table 2 below. Measured inlet temperature, mass flow rate and outlet pressure are used as boundary conditions in the simulation.
Simulation Results
The aim of poly-disperse simulations is to obtain a realistic mean bubble size by tracing the dynamic change of bubble size distributions, which is important in the case of a broad bubble size spectrum. For this purpose, besides highly-resolved data, reliable closure models for all physical processes that affect the bubble size are indispensable. In this work not only nucleation and phase change, but also bubble coalescence and break-up have been taken into account (see Figure 11 ). For heterogeneous nucleation, the same models as for the nozzle flow discussed above in Section 4.3.2 were employed, while the models presented in [24] were used for bubble coalescence and break-up. The change resulting from these phenomena is implemented as source or sink in the MUSIG size fraction transport equations mentioned above.
The evolution of the normalized bubble size distribution is displayed in Figures 14 and 15 for the two cases listed in Table 2 , respectively. In the vertical axis label, ∆α i represents the void fraction portion belonging to the size group i, while ∑∆αi is the total void fraction. The red line represents experimental data, while the blue one simulation results. steam inside the pipe are determined by the pressure release rate and the operation of the valve. Measurements of the volume fraction, gas velocity and bubble size distribution were realized with the aid of wire-mesh sensors (WMS) at the top; see Figure 12 . The highly-resolved data of bubble size distributions and radial void fractions are optimal for the validation of simulation results obtained by the poly-disperse method. Rapid expansion of bubbles and a broad size spectrum were observed in the experiment, and for reliable simulation results, it is necessary to use a poly-disperse method.
A detailed introduction to the experimental procedure and discussion on the influence of pressure level on the data were given by Lucas [38] . Two test cases under different pressure levels are investigated in the current work, whose experimental conditions are summarized in Table 2 below. Measured inlet temperature, mass flow rate and outlet pressure are used as boundary conditions in the simulation.
The evolution of the normalized bubble size distribution is displayed in Figures 14 and 15 for the two cases listed in Table 2 , respectively. In the vertical axis label, ∆αi represents the void fraction portion belonging to the size group i, while ∑∆αi is the total void fraction. The red line represents experimental data, while the blue one simulation results. In Case 1, whose pressure level is 10 bar, bubble growth within the period from t = 39 s to 45 s is significant. The agreement between calculation and experiment at t = 39 s is satisfying, whereas six seconds later, the fraction of large bubbles is obviously under-predicted. As a result, the mean bubble size is smaller than the measured one, although both of them increase. One possible reason for this discrepancy is that the mechanism for inter-phase mass transfer is not completely reproduced by the "thermal phase change model". Furthermore, the break-up rate of large bubbles may be overestimated corresponding to the coalescence rate of small bubbles. The predictability of coalescence and break-up models depends on a number of input parameters, such as turbulence intensity and interfacial shear stress. The evaluation of these parameters in such complex two-phase flows is often difficult. In addition, the superposition of various mechanisms, as well as of coalescence and break-up effects increases the difficulty in further development and improvement of these closures. discrepancy is that the mechanism for inter-phase mass transfer is not completely reproduced by the "thermal phase change model". Furthermore, the break-up rate of large bubbles may be overestimated corresponding to the coalescence rate of small bubbles. The predictability of coalescence and break-up models depends on a number of input parameters, such as turbulence intensity and interfacial shear stress. The evaluation of these parameters in such complex two-phase flows is often difficult. In addition, the superposition of various mechanisms, as well as of coalescence and break-up effects increases the difficulty in further development and improvement of these closures.
The growth of bubbles is substantially slowed down with the increase of pressure level. As shown in Figure 15 , in Case 2, the change of bubble size distribution within 20 s is trivial. Consequently, the agreement at both time points is acceptable. The different performance of the applied model setup at two pressure levels suggests that the contribution of pressure non-equilibrium at the interface to inter-phase mass transfer can be significant in Case 1. An approach that takes both thermal and mechanical non-equilibrium into account is necessary to ensure the reliability of predictions in both low and high pressures.
The pressure and velocity field shown in Figures 16 and 17 below is intended to provide further insight into the flashing flow. In the simulation, the pressure boundary condition was specified for the outlet (top), and the measured pressure was imposed on the boundary. The calculated pressure at the inlet (bottom) was found in good agreement with the data, as shown in Figure 16 . This implies that the pressure field in the whole domain is well reproduced. Water flashes into steam during the depressurization, whose rate is controlled by the opening of the blow-off valve (see Figure 13 ). The growth of bubbles is substantially slowed down with the increase of pressure level. As shown in Figure 15 , in Case 2, the change of bubble size distribution within 20 s is trivial. Consequently, the agreement at both time points is acceptable.
The different performance of the applied model setup at two pressure levels suggests that the contribution of pressure non-equilibrium at the interface to inter-phase mass transfer can be significant in Case 1. An approach that takes both thermal and mechanical non-equilibrium into account is necessary to ensure the reliability of predictions in both low and high pressures.
The pressure and velocity field shown in Figures 16 and 17 below is intended to provide further insight into the flashing flow. In the simulation, the pressure boundary condition was specified for the outlet (top), and the measured pressure was imposed on the boundary. The calculated pressure at the inlet (bottom) was found in good agreement with the data, as shown in Figure 16 . This implies that the pressure field in the whole domain is well reproduced. Water flashes into steam during the depressurization, whose rate is controlled by the opening of the blow-off valve (see Figure 13 ). The comparison of the gas vertical velocity component at the WMS plane, where data are available, is shown in Figure 17 . Instead of a core peak as observed in the measurement, the calculated radial profiles show a transit peak. The velocity profile is similar to the void fraction ones, which depends on the magnitude of non-drag forces. Since the bubble size is well captured (see Figure 15) , the discrepancy is caused either by an under-prediction of turbulence dispersion force or an The comparison of the gas vertical velocity component at the WMS plane, where data are available, is shown in Figure 17 . Instead of a core peak as observed in the measurement, the calculated radial profiles show a transit peak. The velocity profile is similar to the void fraction ones, which depends on the magnitude of non-drag forces. Since the bubble size is well captured (see Figure 15) , the discrepancy is caused either by an under-prediction of turbulence dispersion force or an over-prediction of lift force. Under the role of lift force, large bubbles move away from the wall and accumulate in the center, while turbulence dispersion tends to counteract this effect. However, for further evaluation of these models, reliable reference information, e.g., turbulence, is still missing. Figure 16 . Evolution of the cross-section averaged absolute pressure at the top and bottom of the test section (Case 2).
The comparison of the gas vertical velocity component at the WMS plane, where data are available, is shown in Figure 17 . Instead of a core peak as observed in the measurement, the calculated radial profiles show a transit peak. The velocity profile is similar to the void fraction ones, which depends on the magnitude of non-drag forces. Since the bubble size is well captured (see Figure 15) , the discrepancy is caused either by an under-prediction of turbulence dispersion force or an over-prediction of lift force. Under the role of lift force, large bubbles move away from the wall and accumulate in the center, while turbulence dispersion tends to counteract this effect. However, for further evaluation of these models, reliable reference information, e.g., turbulence, is still missing. Improving the two-phase turbulence, as well as dispersion and lift force modelling will be one of the emphases of future work. Related theoretical and experimental work has been planned and begun.
Conclusions
Flashing of liquid to vapor due to pressure drop represents highly complex two-phase situations. Due to its relevance to nuclear safety analysis, the flashing phenomenon has been extensively studied for several decades. Nevertheless, there exists a need to update the analytical approach to a sophistication level that matches available computational technologies, e.g., from Improving the two-phase turbulence, as well as dispersion and lift force modelling will be one of the emphases of future work. Related theoretical and experimental work has been planned and begun.
Flashing of liquid to vapor due to pressure drop represents highly complex two-phase situations. Due to its relevance to nuclear safety analysis, the flashing phenomenon has been extensively studied for several decades. Nevertheless, there exists a need to update the analytical approach to a sophistication level that matches available computational technologies, e.g., from system codes to CFD codes. CFD simulations with the simplified mono-disperse approaches, which are commonly used and often deliver satisfying results, are however limited for cases with nearly constant bubble size or number density. Since these conditions are normally not fulfilled, they are shown to have difficulty in capturing the onset of flashing, which consequently affects the agreement in the subsequent phase change stage. In addition, the results are sensitively dependent on the prescribed values and the spatial distribution of phases on the mean bubble size. The poly-disperse approach is promising for removing these restrictions, since it is free of any open parameters and reproduces the realistic change of bubble size distributions. However, as suggested in [12] , more elaborate models require more empirical correlations or assumptions for phase interactions which are so far insufficiently tested. As a result, the prediction accuracy of the sophisticated method is greatly affected.
Therefore, before we can exploit the benefits of CFD simulations for flashing flows, we have to understand the physical sub-phenomena, such as nucleation characteristics and inter-phase transfer laws sufficiently, and be able to specify them precisely with closure models. For this purpose, highly-resolved and comprehensive data achieved by experiments or direct numerical simulations are indispensable, especially local bubble size, phase distribution, turbulence, velocity and pressure fields, which are often unavailable, e.g., in Tests 4.1, 4.2 and 4.3. The wire-mesh senor technique applied in the TOPFLOW pressure release experiment can provide the above measurements. Nevertheless, the Energies 2017, 10, 139 20 of 22 necessary information on liquid velocity and turbulence parameters is still missing. The development of new measurement techniques is undergoing [39] .
The presented results show that the Eulerian CFD technology reproduces global parameters, such as pressure and flow rates, reliably, even in complex practical situations. Nevertheless, the prediction of local phenomena, e.g., phase distribution and velocity fields, is still insufficient. More efforts are required in the assessment and improvement of closures.
