The conjugacy problem asks whether two words over generators of a fixed group G are conjugated, i.e., it is the problem to decide on input words x, y whether there exists z such that zxz −1 = y in G. The conjugacy problem is more difficult than the word problem, in general. We investigate the conjugacy problem for two prominent groups: the Baumslag-Solitar group BS 1,2 and the Baumslag group G 1,2 (also known as Baumslag-Gersten group). The conjugacy problem in BS 1,2 is complete for the circuit class TC 0 . To the best of our knowledge BS 1,2 is the first natural infinite non-commutative group where such a precise and low complexity is shown. The Baumslag group G 1,2 is an HNN-extension of BS 1,2 . Hence, decidability of the conjugacy problem in G 1,2 outside the so-called "black hole" follows from Borovik et al. (Int J Algebra Comput 17(5/6): 2007). Decidability everywhere is due to Beese. Moreover, he showed exponential time for the set of elements which cannot be conjugated into BS 1,2 (Beese 2012). Here we improve Beese's result in two directions by showing that the conjugacy problem in G 1,2 can be solved in polynomial time in a strongly generic setting. This means that essentially for all inputs, conjugacy in G 1,2 can be decided efficiently. In contrast, we show that under a plausible assumption the average case complexity of the same problem is non-elementary. Moreover, we provide a lower bound for the conjugacy problem in G 1,2 by reducing the divisibility problem in power circuits to the conjugacy problem in G 1,2 . The complexity of the divisibility problem in power circuits is an open and interesting problem in integer B Volker Diekert Algorithmica (2016) 76:961-988 arithmetic. We conjecture that it cannot be solved in elementary time because we can show that it cannot be solved in elementary time by calculating modulo values in power circuits.
Indeed, due to bab −1 = t, we can remove t and we obtain exactly the presentation (1) .
The complexity of the word problem and conjugacy problem in BS 1,2 is very low; indeed, we show that they are TC 0 -complete. However, such a low complexity does not transfer to the complexity of the corresponding problems in HHN-extensions like G 1, 2 . Gersten showed that the Dehn function of G 1,2 cannot be bounded by any fixed tower of exponentials [8, 9] . As a consequence, the time complexity of standard algorithms to solve the word problem in G 1,2 is non-elementary (when group elements are represented by words over a generating alphabet). Therefore, it was widely believed that G 1,2 was the simplest example for a one-relator group with non-elementary word problem until Myasnikov, Ushakov, and Won showed in [20] that the word problem of the Baumslag group is solvable in polynomial time!
In order to achieve a polynomial time bound they introduced a versatile data structure for integer arithmetic which they called power circuit. The data structure supports +, −, ≤, and (x, y) → 2 x y, a restricted version of multiplication which includes exponentiation x → 2 x . Thus, by iteration it is possible to represent huge values (involving the tower function) by very small circuits. Still, all operations above can be performed in polynomial time.
On the other hand there are notoriously difficult arithmetical problems in power circuits, too. A very important one is division. The input are power circuits Γ and Γ representing integers m and m ; the question is whether m divides m . The problem is clearly decidable by converting m and m into binary; but this procedure is nonelementary. So far, no idea for any better algorithm is known. It is plausible to assume that the problem "divisibility in power circuits" has no elementary time complexity at all.
In the present paper we show a tight relation between the problems "divisibility in power circuits" and conjugacy in G 1, 2 . Our results concerning the Baumslag-Solitar group BS 1,2 , the Baumslag group G 1,2 , its generic case complexity, and divisibility in power circuits are as follows:
-The conjugacy problem of BS 1,2 is TC 0 -complete (Theorem 2). -There is a strongly generic polynomial time algorithm for the conjugacy problem in G 1,2 with the standard generating set a, a, b, b . This means, the difficult instances for the algorithm are exponentially sparse, and therefore, on random inputs, conjugacy can be solved efficiently (Theorems 4, 5). -If "divisibility in power circuits" is non-elementary in the worst case, then the conjugacy problem in G 1,2 is non-elementary on the average (Corollary 2). -There are natural numbers m, n such that every power circuit representing m mod n is non-elementarily larger than a power circuit which represents m and n. In particular, "Divisibility in power circuits" cannot be decided in elementary time by calculating modulo values (Theorem 1). -The set of words over the alphabet a, a, b, b which in G 1,2 cannot be conjugated into BS 1,2 form a strongly generic set (Theorem 5).
Decidability of the conjugacy problem in G 1,2 is not new, it was shown by Beese [2] . More precisely, he achieved non-elementary time as an upper bound and he showed exponential time for the set of elements which cannot be conjugated into BS 1, 2 .
The present paper improves these results by showing that the conjugacy problem in G 1,2 can be solved in polynomial time in a strongly generic setting. In particular, our work yields a polynomial time algorithm outside a proper subset of the "black hole" (and decidability everywhere). Hence, G 1,2 provides us with a "natural" problem where the average case complexity is defined, but the only known algorithm to solve it runs in non-elementary time on the average. Nevertheless, the probability that the same algorithm requires more than Ω(n 4 ) steps on random inputs converges exponentially fast to zero.
The main technical difficulty in establishing a strongly generic polynomial time complexity is to show that a random walk of length n in the Cayley graph of G 1,2 ends with probability less than (1 − ε) n in the subgroup BS 1,2 for some ε > 0. Random walks in infinite graphs are widely studied in various areas, see e.g. [26] or the textbook [27] . Still, calculations in explicit graphs might be tedious.
In Sect. 6 we define a "pairing" between random walks in the Cayley graph and Dyck words. We exhibit an ε > 0 such that for each Dyck word w of length 2n the probability that a pairing with w evaluates to 1 is bounded by (1/4 − ε) n . The result follows since there are at most 4 n Dyck words. A general statement for HNN extensions G = H, b | bab −1 = ϕ(a), a ∈ A with A = H = B (but without any concrete bounds) will appear in a forthcoming note [7] .
Notation and Preliminaries
Words An alphabet is a (finite) set Σ; an element a ∈ Σ is called a letter. The set Σ n forms the set of words of length n. The length of w ∈ Σ n is denoted by |w|. The set of all words is denoted by Σ * . It is the free monoid over Σ. Let a ∈ Σ be a letter and w ∈ Σ * . The number of occurrences of a in w is denoted by |w| a . Clearly, |w| = a∈Σ |w| a . If we can write w = uxv, then we call x a factor of w; and we say that w = uxv is a factorization.
Functions We use standard O, Ω, and Θ-notation for functions from N to non-negative reals R ≥0 .
The tower function τ : N → N is defined by τ (0) = 0 and τ (i + 1) = 2 τ (i) for i ≥ 0. It is primitive recursive, but τ (7) written in binary cannot be stored in the memory of any conceivable real-world computer.
We say that a function f : N → R ≥0 is elementary, if the growth of f can be bounded by a fixed number of exponentials. It is called non-elementary if it is not elementary, but f (n) ∈ τ (O(n)). Thus, "non-elementary" means a lower and simultaneously an upper bound.
Circuit Complexity
We deal with various complexity measures. On the lowest level we are interested in problems which can be decided by (uniform) TC 0 -circuits. These are circuits of polynomial size with constant depth where we allow Boolean gates (of unbounded fan-in) and majority gates, which evaluate to 1 if and only if the majority of inputs is 1. For a precise definition and uniformity conditions we refer to the textbook [25] . TC 0 circuits can be simulated by NC 1 circuits, i.e., circuits of logarithmic depth where only Boolean gates of constant fan-in are allowed. Thus, TC 0 is a very low parallel complexity class. Still it is amazingly powerful with respect to arithmetic. In particular, we shall use Hesse's result that division of binary integers can be computed by a uniform family of TC 0 -circuits [12, 13] .
Time Complexity A uniform family of TC 0 -circuits computes a polynomial time computable function. Our machine model are random access machines (RAM) as can be found in textbooks, for example in [23, Sec. 2.6]. We also use a standard notion for worst-case and for average case complexity. An algorithm A computes a function between domains D and D . In our applications, as in almost all other natural settings, D comes with a partition D =
is the number of steps when executing the algorithm A on input w. For the uniform distribution on D (n) the average case complexity becomes av A (n) = 1
Generic Case Complexity For many practical applications the "generic-case behavior" of an algorithm is more important than its average-case or worst-case behavior. We refer to [14, 15] where the foundations of this theory were developed and to [19] for applications in cryptography. The notion of generic complexity refers to partial algorithms which are defined on a (strongly) generic set I ⊆ D. Thus, they may refuse to give an answer outside I , but if they give an answer, the answer must always be correct. In our context it is enough to deal with totally defined algorithms and strongly generic sets. Thus, the answer is always computed and always correct, but the runtime is measured by a worst-case behavior over a strongly generic set I ⊆ D.
Here a set I is called strongly generic, if the probability to find a random string outside I converges exponentially fast to zero. This means
Thus, if an algorithm A runs in polynomial time on a strongly generic set, then, for all practical purposes, A behaves as a polynomial time worst-case algorithm. This is true although the average time complexity of A can be arbitrarily high.
Group Theory We use standard notation and facts from group theory, see for example [16] . Every group G is generated by some symmetric subset S = S −1 ⊆ G. We we view S as an alphabet with involution by a = a −1 . The elements of S are called letters. We have a = a for letters and also for words by letting a 1 · · · a n = a n · · · a 1 where a i ∈ S ∪ S are letters. We denote the equality of words simply by =, whereas the equality of the represented group elements in G is denoted by = G . Thus, if g ∈ G is given by a word w, then we write w = G g and we have w = G g −1 . For a word w we denote by |w| its length. We say that w is reduced if there is no factor aa for any letter a ∈ S. It is called cyclically reduced if ww is reduced. Thus, w is reduced and we cannot have w = aua. For words (or group elements) we write x ∼ G y to denote conjugacy, i.e., x ∼ G y holds if and only if there exists some z ∈ G such that zxz = G y. For solving "conjugacy in G" we usually assume that the input consists of cyclically reduced words x and y. We apply the standard procedure using Britton reductions for solving word problems in HNN extensions [16] . Our calculations are explicit and fully accessible without any profound knowledge in combinatorial group theory.
Glossary TC 0 circuit class. x ∼ G y conjugacy in groups. (Γ, δ) power circuit. ε(P), ε(M) evaluation of nodes and markings. τ (n) tower function. Baumslag-Solitar group
Standard symmetric set of generators for G 1,2 is Σ = a, a, b, b and z = z −1 in groups.
Power Circuits
Integers can be represented as binary sums m = k i=0 b i 2 i with b i ∈ {−1, 0, 1}. The notion of power circuit is due to [21] . It generalizes binary representations and goes far beyond since it allows a representation of tower functions: If m is a huge number and only a very small fraction of the b i s are non-zero, it still requires a lot of memory to store m as a binary number, although there is very few information contained in it. This is where the idea of power circuits starts: instead of storing the whole binary number, only the positions i with b i = 0 are stored-recursively the idea is repeated for the positions i using power circuits.
Definition 1 A power circuit of size n is given by a pair (Γ, δ). Here, Γ is a set of n vertices and δ is a mapping δ: Γ × Γ → {−1, 0, +1}. The support of δ is the subset Δ ⊆ Γ × Γ with (P, Q) ∈ Δ ⇐⇒ δ(P, Q) = 0. Thus, (Γ, Δ) is a directed graph. Throughout we require that (Γ, Δ) is acyclic. In particular, δ(P, P) = 0 for all vertices P. A marking is a mapping M: Γ → {−1, 0, +1}. We can also think of a marking as a subset of Γ where each element in M has a sign (+ or −). If M(P) = 0 for all P ∈ Γ , then we simply write M = ∅. Each node P ∈ Γ is associated in a natural way with a marking Λ P : Γ → {−1, 0, +1} , Q → δ(P, Q). The support of Λ P consists of the target nodes of outgoing arcs from P. We define the evaluation ε(P) of a node (ε(M) of a marking resp.) bottom-up in the directed acyclic graph by induction:
for a node P,
for a marking M.
Note that leaves evaluate to 1, the evaluation of a marking is a real number, and the evaluation of a node P is a positive real number. Thus, ε(P) and ε(M) are welldefined. We have ε(Λ P ) = log 2 (ε(P)), i.e., the marking Λ P plays the role of a logarithm. We are interested only in power circuits where all markings evaluate to integers; equivalently all nodes evaluate to some positive natural number in 2 N .
The power circuit representation of an integer sequence m 1 , . . . , m k is given by a tuple (Γ, δ; M 1 , . . . , M k ) where (Γ, δ) is a power circuit and M 1 , . . . , M k are markings such that ε(M i ) = m i . (Hence, a single power circuit can store several different numbers; a fact which has been crucial in the proof of Proposition 4, see [6] .) Example 1 We can represent every integer in the range [−n, n] as the evaluation of some marking in a power circuit with node set {P 0 , . . . , P } such that ε(P i ) = 2 i for 0 ≤ i ≤ and = log 2 n . Thus, we can convert the binary notation of an integer n into a power circuit with O(log |n|) vertices and O((log |n|) log log |n|) arcs.
Example 2 A power circuit of size n can realize τ (n) since a chain of n nodes represents τ (n) as the evaluation of the last node.
Proposition 1 [6, 20] The following operations can be performed in quadratic time. Input a power circuit (Γ, δ) of size n and two markings M 1 and M 2 . Decide whether (Γ, δ) is indeed a power circuit, i.e., decide whether all markings evaluate to integers. If "yes":
-Compute a new power circuit with markings M, X and U such that
Division in Power Circuits
The complexity of the divisibility problem in power circuits is an open question.
Here, Divisibility in Power Circuits is the following problem: Given a power circuit and two markings M 1 and M 2 , decide whether ε(M 1 ) | ε(M 2 ), i.e., whether ε(M 1 ) divides ε(M 2 ). Divisibility turns out to be a key property when dealing with the conjugacy problem in the Baumslag group. However, no efficient algorithm is known to decide divisibility in power circuits. What we have at our disposal is the naive and straightforward algorithm for Divisibility in Power Circuits. If the input is a power circuit with two markings M 1 and M 2 , then the algorithm transforms ε(M 1 ) and ε(M 2 ) into binary integers; and it computes ε(M 1 )/ε(M 2 ) after that. It is the first part which involves a non-elementary explosion.
Lemma 1 Divisibility in Power Circuits is decidable in at most non-elementary time.
We suspect that Divisibility in Power Circuits has this inherent difficulty, i.e., that it cannot be solved within any fixed tower of exponentials. But we might be completely wrong and we do not know of any non-trivial lower bound. In the following, we want to show that the standard approaches trial division and calculating modulo fail for solving Divisibility in Power Circuits in elementary time. In order to do so, we need the following definition and lemma. A sum m = k i=0 b i 2 i is called compact if the product b i b i+1 is zero for all i. A marking M is compact if the sum P M(P)ε(P) is compact and a power circuit is called compact if all its markings are compact. Lemma 2 [21] Compact sums use the least possible number of non-zero digits, i.e., if m = k i=0 b i 2 i is a compact sum and m = i=0 c i 2 i another sum with c i ∈ {−1, 0, 1}, then |{i | b i = 0}| ≤ |{i | c i = 0}|. Remark 1 In [21] , it is shown that given a power circuit representing some number m divisible by 3, calculating a power circuit representing m/3 can lead to a nonelementary blow-up in the circuit size: For ∈ N, we have
which is a compact sum. In particular, by Lemma 2, at least nodes are required to represent S as a power circuit. If 2 2 − 1 is a large integer represented by a small power circuit (e.g. by a linear chain), then a power circuit to represent S is non-elementarily larger than the power circuit to represent 2 2 − 1.
On the other hand, deciding whether some number m is divisible by 3 is a simple task: if (Γ, δ) is a power circuit with a marking M, then a marking M with ε(M ) = ε(M) mod 3 can be computed in quadratic time: let L = {P ∈ Γ | ε(P) = 1} and
With the same approach, one can show that calculating modulo a number m ∈ N is always possible in time polynomial in m and the size of the power circuit. Unfortunately, for deciding divisibility by a number given by a power circuit this approach is not feasible anymore.
Theorem 1 For every k ≥ 4, there is a power circuit of size k + 4 with two markings M 1 and M 2 such that every power circuit representing ε(M 1 ) mod ε(M 2 ) has at least τ (k) vertices. Thus, calculating modulo in power circuits leads to a non-elementary blow-up.
Proof The proof is guided by Fig. 1 which shows the situation for k = 6. Let Γ consist of a chain of k +2 vertices and two additional vertices, i.e., Γ = {u 1 , . . . , u k+2 , v, w}, and
All edges are labeled with 1. We define markings M 1 and M 2 by M 1 (w) = 1 and M 2 (u k+2 ) = 1, M 2 (u k+1 ) = M 2 (u 1 ) = −1 and all other values are set to zero. For an example of this construction with k = 6, see Fig. 1 (note that there the markings are depicted in two different power circuits for better readability). We denote κ = 
By our assumption k ≥ 4, we have κ ≥ 16, and thus κ 2 + κ ≤ 2 κ − 1. Hence,
is compact. By Lemma 2, every power circuit to represent this sum needs at least κ vertices.
Conjugacy in the Baumslag-Solitar Group BS 1,2
The solution of the conjugacy problem in the Baumslag group G 1,2 relies on the much simpler solution for the Baumslag-Solitar group BS 1,2 . The aim of this section is to show that the conjugacy problem in BS 1,2 is TC 0 -complete. The group BS 1,2 is given by the presentation (2) . We have ta = BS 1,2 a 2 t and at −1 = BS 1,2 t −1 a 2 . This allows to represent all group elements by words of the form t − p a r t q with p, q ∈ N and r ∈ Z. However, for q ≥ 0, transforming t q a r into this form leads to a s t q with s = 2 q r , so the word a s t q is exponentially longer than the word t q a r . We denote by Z[1/2] = { p/2 q ∈ Q | p, q ∈ Z} the ring of dyadic fractions. Multiplication by 2 is an automorphism of the underlying additive group and therefore we can define the semi-direct product Z[1/2] Z as follows. Elements are pairs (r, m
Inverses can be computed by the formula (r, m) −1 = (−r · 2 −m , −m). It is straightforward to show that a → (1, 0) and t → (0, 1) defines a canonical isomorphism between BS 1,2 and Z[1/2] Z; and henceforth we identify BS 1, 2 
We
. The number 2 is invertible modulo 2 m − 1 and its order is m. Hence, actually for m ≥ 1:
In the following we abbreviate BS 1,2 by H . There are several options to represent a group element g ∈ H . Note that if g ∈ a, a, t, t n satisfies g = (r, m) ∈ H , then |r | ≤ 2 n and |m| ≤ n.
Thus, a transformation from unary to binary notation is on the safe side. When simply talking about group elements (thus, when the size of the representation is not a matter), we use both unary and binary notations interchangeably.
Proposition 2 Let (r 1 , m 1 ), . . . , (r n , m n ) ∈ Z[1/2] Z be given in binary representation for all i. Then there is a uniform construction of a TC 0 -circuit which calculates
Proof The statements concerning computations in TC 0 are standard and can be found e.g. in the textbook [25] . Let N = max m i , log 2 r i + 1, n 1 ≤ i ≤ n . Since the m i are written in unary, we may assume for simplicity that all |m i | ≤ 1 (hence, requiring 2 bits) and all r i are written in binary using exactly 2N bits (N bits for the mantissa and N for the exponent). Thus, we may assume that the input is a bit-string of length exactly 2(N 2 + N ). We have m = n i=1 m i . By induction, using the equality
Since the numbers k i are bounded by N , they can be calculated by the iterated addition of the unary numbers m j for j < i, which is in TC 0 . In particular, m can be calculated by a TC 0 -circuit. The bit shift r i → r i · 2 k i can be computed by a TC 0 -circuit. It remains to calculate the iterated addition of binary numbers which is possible in TC 0 .
The next proof uses a deep result of Hesse: integer division is in uniform TC 0 .
Proof In the case m = 0, i.e., to decide whether (r, 0) ∼ H (s, 0), we need to check whether there is some k ∈ Z such that s = r · 2 k . This can be decided in TC 0 .
In the case m ≥ 0, we need to check (5) , which can be done using Hesse's result for division [12, 13] (as there are only linearly many possibilities for k).
Theorem 2
The word problem as well as the conjugacy problem in BS 1,2 is TC 0complete.
Proof By Propositions 2 and 3, the conjugacy problem can be solved in TC 0 . The word problem is a special instance of the conjugacy problem and the word problem in Z is TC 0 -hard in unary notation. This follows because the TC 0 -hard problem MAJORITY (see [25] ) reduces uniformly to the unary word problem in Z.
Remark 2 Let us highlight that integer divisibility can be reduced to the conjugacy problem in BS 1,2 . For m ≥ 1 we obtain as a special case of (5) and a well-known fact from elementary number theory
If we allow a power circuit representation for integers, then this reduction from divisibility to conjugacy can be computed in polynomial time. Hence, no elementary algorithm is known to solve the conjugacy problem in BS 1,2 in power circuit representation, whereas the word problem remains solvable in polynomial time even in power circuit representation by Myasnikov et al. [20] , actually in cubic time by Diekert et al. [6] .
Conjugacy in the Baumslag Group G 1,2
The Baumslag group G 1,2 is the HNN extension (3) of the Baumslag-Solitar group BS 1, 2 . We make this explicit. We let H = BS 1,2 be our base group, generated by a and t. The group H contains infinite cyclic subgroups A = a and T = t with A ∩ T = {1}. Let b be a fresh letter which is added as a new generator together with the relation bab −1 = t. This defines the Baumslag group G 1,2 . It is generated by a, t, b with defining relations tat −1 = a 2 and bab −1 = t. However, the generator t is redundant and we obtain the presentation (1) of G 1,2 as a one-relator group. 2 We represent elements of G 1,2 by β-factorizations.
and γ i ∈ a, a, t, t * (that means every word over a, a, t, t, b, b can be written as unique β-factorization). If we refer to a word as β-factorization, this always means that the notation is in this specific form. The number k is called the β-length and is denoted as
Conventions Throughout, we identify a negative power c − with c for letters c and ∈ N. The Greek letters β, β , . . . refer to letters in b, b and γ, γ , . . . refer either to words a, a, t, t * .
By a slight abuse of notation, we write x ∈ H for a word x ∈ a, a, b, b, t, t * if we mean that the group element represented by x is in the subgroup H (we do not write explicit projection maps in order to keep notation simple). Also, we introduce sometimes tuples (r, m) ∈ Z[1/2] Z instead of factors γ i in β-factorization. In this case (r, m) stands for some word in x ∈ a, a, t, t * representing the same group element. Example 3 Define words w 0 = t and w n+1 = b w n a w n b for n ≥ 0. Then we have |w n | = 2 n+2 − 3 but w n = G 1,2 t τ (n) . The length of the word w n is exponential in n, but the length of its Britton-reduced normal form in t * has length τ (n); the quotient |t τ (n) |/ |w n | is therefore non-elementary.
Britton Reductions
The following assertions are standard facts for HNN extensions, see [16] .
1. If x is Britton-reduced, then x ∈ H if and only if |x| β = 0.
2. If x is Britton-reduced and |x| β = 0, then x = G 1,2 1 if and only if x = H 1. 3. Let β 1 γ 1 · · · β k γ k and β 1 γ 1 · · · β k γ k be β-factorizations of Britton-reduced words x and y such that k ≥ 1 and x = G 1,2 y. Then we have k = k and (β 1 , . . . , β k ) =
For conjugacy we need a cyclically Britton-reduced word x with x ∼ G 1,2 x. We calculate x as follows. We start with a β-factorization, hence:
In a first phase we perform a Britton reduction which transforms x into some Brittonreduced word x 0 . If no β appears in x 0 , we are done. Hence we may assume that
After an initial transposition putting γ 0 to the right-hand side we obtain x 1 = β 1 γ 1 β 2 γ 2 · · · β k γ k with γ k = γ k γ 0 and k ≥ 1. Note that we have the exact location of the first β 1 as some
Thus, x 1 is the result of a Britton reduction after a transposition of x, and we keep this as an invariant! Next, we consider
If β k γ k β 1 / ∈ H , then we can stop with x = x 1 because x 1 is cyclically Britton-reduced. In the other case we let γ k ∈ a, a, t, t * with γ k = G 1,2 β k γ k β 1 γ 1 and we replace
Observe that x 2 is again a transposition of a Britton reduction after a transposition of x as in (7) . We continue the process with a Britton reduction on
We check whether β k γ k β 2 ∈ H and so on. After at most k steps we terminate some word x = x which is first, cyclically Britton-reduced and second, a Britton reduction of a transposition of x. For later reference we state this fact as a remark.
Remark 3 Let x = γ 0 β 1 γ 1 · · · β m γ m as in (7).
1.
On input x we can compute a Britton-reduced word x satisfying x ∼ G 1,2 x with the help of at most 2m Britton reductions and at most 2m transpositions putting a left-most factor β i or γ i to the right.
2. We can write x as in as x = uv and x is a Britton reduction of the transposition vu.
Definition 4
The power circuit representation of some word or group element given as β-factorization γ 0 β 1 γ 1 · · · β k γ k consists of the sequence (β 1 , . . . , β k ) and a power circuit (Γ, δ) together with a sequence of markings K 0 , S 0 , L 0 , . . . ,
Note that neither the power circuit representation nor the β-factorization are uniquely defined by the group element they represent-even a β-factorization does not define the corresponding power circuit representation uniquely, because the triple representation of elements of H is not unique (see Definition 2) .
It is known that the word problem of G 1,2 can be solved in polynomial time. Actually a more precise statement holds.
Proposition 4 [6, 20] There is a cubic time algorithm which computes on input of a power circuit representation of x = γ 0 β 1 γ 1 · · · β k γ k a power circuit representation of a Britton-reduced word (resp. cyclically Britton-reduced word) x such that x = G 1,2 x (resp. x ∼ G 1,2 x). Moreover, the size for the power circuit representation of x is linear in the size of the power circuit representation of x.
Proof In [6, 20] the attention was put on the word problem. Therefore, the authors did not consider cyclically Britton-reduced words. The cubic time bound to compute a power circuit representation of a Britton reduction is in [6] . The extension to the computation of a cyclically Britton-reduced word in cubic time is straightforward as explained by Remark 3. Proof Due to Proposition 4, we may assume that input is given as power circuit representations of cyclically Breduced words x and y over the alphabet a, a, t, t, b, b . In particular, x = x and | x| β = n > 0. Let us write x = γ 0 b ε 1 γ 1 · · · b ε n γ n as its β-factorization where ε i = ±1. If all ε i = +1, then we replace x and y by x and y. Hence, without restriction there exists some ε i = −1. After a possible transposition we may assume that x = b ε 1 γ 1 · · · b ε n γ n with ε 1 = −1. Since y is cyclically Brittonreduced, too, Collins' Lemma [16, Thm. IV.2.5] tells us several things: If x ∼ G 1,2 y, then |y| β = n and after some transposition the β-factorization of y can be written as b ε 1 γ 1 · · · b ε n γ n . Moreover, still by Collins' Lemma, we now have
The key is that k is unique; 3 and there is an efficient way to calculate it. Case n ≥ 2 and ε 2 = +1 Then x = b(r, m)bγ 2 · · · b ε n γ n and y = b(s, q)bγ 2 · · · b ε n γ n . We have r = 0 = s since x and y are Britton-reduced. For every k ∈ Z and every Britton-reduced β-factorization b γ 1 b · · · b ε n γ n for a k xa k , we have γ 1 ∈ t k (r, m)T , and hence, γ 1 = (2 k r, p) for some p ∈ Z. We conclude that there is a unique k ∈ Z such that a k xa k = G 1,2 b (2 k r, p)b · · · b ε n γ n , for some p ∈ Z such that 2 k r is an odd integer. This means we may assume from the very beginning that r and s are odd integers. Under this assumption, if a k xa −k = G 1,2 y, then necessarily k = 0 and hence x = G 1,2 y. We obtain the following algorithm to decide x ∼ G 1,2 y.
-For γ 1 = (r, m) and γ 1 = (s, q) calculate unique k, ∈ Z such that 2 k r and 2 s are odd integers. -Decide whether a k xa k = G 1,2 a ya . If "yes", then x ∼ G 1,2 y otherwise x ∼ G 1,2 y.
Case n ≥ 2 and ε 2 =−1 Then x = b(r, m)b γ 2 · · · b ε n γ n and y = b(s, q)b γ 2 · · · b ε n γ n . For every k ∈ Z we can write a k xa k in some Britton-reduced form which looks like
Using the same arguments as above, we obtain the following algorithm. For γ 1 = (r, m) and γ 1 = (s, q) decide whether a −m xa m = G 1,2 a −q ya q . If "yes", then x ∼ G 1,2 y, otherwise x ∼ G 1,2 y.
By Proposition 4, the tests a k xa k = G 1,2 y can be performed in cubic time. All other computations can be done in quadratic time by Proposition 2. Since all transpositions of the β-factorization for y have to be considered, this yields an O(n 4 )-algorithm.
For the remainder of the section the situation is as follows: We have x = (r, m) ∈ Z[1/2] Z and y = (s, q) ∈ Z[1/2] Z, both can be assumed to be in power circuit representation. We may assume x = G 1,2 1 = G 1,2 y. After conjugation with some t k where k is large enough we may assume that r, m, s, q ∈ Z. If m = 0, then we replace x by bxb. Hence, m = 0 and, by symmetry, q = 0, too. By (5) and Lemma 1 ("divisibility in power circuits"), we are able to test whether (r, m) ∼ H (0, m) and (s, q) ∼ H (0, q). Assume that one of the answers is "no". Say, (r, m) H (0, m) . 2 (0, q) , only. The last test is polynomial time again, even for power circuits. 2 (0, q) . We have to show (m, 0) ∼ H (q, 0) since the other direction is trivial. We have (q, 0) ∼ G 1,2 (0, q) . 2 (0, m) . Since γ 0 (q, 0)γ 0 = H ( p, 0) for some p = 0, we have n ≥ 1 and ε 1 = −1 because there has to occur a Britton reduction. Thus, H (0, p) . Thus, we may assume γ 1 = H 1. Since n is minimal, we cannot have ε 2 = +1. Thus, we must have n = 1 and we may choose z = γ b for some γ ∈ H . This means The number of words of length 2 O(n log n) is at most 2 2 O(n log n) .
Generic Case Complexity of the Conjugacy Problem
We have seen above that on input x we can efficiently compute some cyclically Brittonreduced word x and if it happens that x / ∈ H then we can solve efficiently conjugacy problems "x ∼ G 1,2 y?" The aim of this section is to show that the probability for x ∈ H decreases exponentially fast in the input length. Phrased differently, the set of (reduced) words satisfying x / ∈ H is strongly generic. Let us define a preorder between functions from N to R ≥0 as follows. We let f g if there exist k ∈ N and ε > 0 such that for all but finitely many n we have f (n) ≤ n k g(n) + 2 −εn .
Moreover, we let f ≈ g if both, f g and g f . We are mainly interested in functions f ≈ 0, this means f ∈ 2 −Ω(n) ; and we frequently use the following fact which holds for every 0 < α ≤ 1 and f ≈ 0: If f ≈ 0, then we have g ≈ 0 for all g(n) ∈ f (θ (n) ). The notion f ≈ g is therefore rather flexible and simplifies some formulae. We consider cyclically reduced words as well as reduced words over Σ = {a, a, b, b} of length n. On both sets we assume a uniform distribution. This yields a functions
We prove p(n) ≈p(n) ≈ 0. More precisely, we are interested in the following result.
Theorem 4
There is an algorithm that decides in time O(n 4 ) on cyclically reduced as well as on reduced input words x, y ∈ {a, a, b, b} * with |x y| = n whether x ∼ G 1,2 y. On both cyclically reduced and reduced input words the algorithm is strongly generic.
Remark 4 Note that a generic (but not strongly generic) algorithm for the conjugacy problem can be easily designed. In order to do so, we can follow Theorem A in [14] : the algorithm simply counts the number of occurring letters b and b. If |x| b − |x| b = |y| b − |y| b , then we know that x and y are not conjugate. Otherwise, the algorithm does not return anything.
There are various roadmaps how to prove Theorem 4 using the general theory of amenable graphs as in [4, 14] , see our forthcoming note [7] . The present proof of Theorem 4 is based on a pairing by Dyck words. The advantage is that it is selfcontained and it does not require any advanced results from the theory of amenability. This has the price of a few lengthy, but elementary, computations. We also think that the new technique to apply structural facts of Dyck words to prove non-amenability in Schreier graphs has some interest on its own; and might find other applications.
Proof (Theorem 4) As before, we let Σ = {a, a, b, b}. By Theorem 3, there is an algorithm deciding x ∼ G 1,2 y which runs in time O(n 4 ) for inputs which cannot be conjugated to elements in H . Hence, we have to show that the set of cyclically reduced words (resp. the set of reduced words) which cannot be conjugated to some element in H is strongly generic. A reduced word in Σ n can be identified with a random walk without backtracking in the Cayley graph of G 1,2 with generators a and b. The portion of words which do not contain any b or b decreases exponentially with the length. Hence, we can assume that b or b occurs. Moreover, the conjugacy problem is invariant under transposition. There are at most n transpositions and n · f (n) ≈ 0 if f (n) ≈ 0. However, when starting with a reduced word which is not cyclically reduced, a transposition results in a word which is not reduced anymore. Now, exactly one cancellation uu for some u ∈ Σ * can be applied leading to a reduced word again. Moreover, if the transposition was chosen properly, the resulting word will be cyclically reduced. The probability that |u| is greater than n/4 is exponentially decreasing. Thus, by (9) , it suffices to consider the case that u is the empty word, and hence, that the input is cyclically reduced.
We encode reduced words over Σ of length n which begin with β ∈ b, b in a natural way as words in Ω n = b, b · {1, 2, 3} n−1 . On Ω n we choose a uniform probability (in particular, if the ith letter is b then the i + 1-st letter is a, a, or b with equal probability 1/3, but it cannot be b). We compute the probability under the condition that x ∈ Ω n is cyclically reduced. Obviously, the probability that x ∈ Ω n is cyclically reduced is at least 2/3 for all n. Now, for proving Theorem 4 it suffices to show: Pr n ∃y ∈ H : x ∼ G 1,2 y x is cyclically reduced ≈ 0 ( 1 0 )
As we will see next, in order to show (10) , it is enough to prove the unconditional probability Pr n [x ∈ H ] ≈ 0 for reduced words.
Recall that on input x ∈ Σ * the question whether there exists some y with x ∼ G 1,2 y can be answered as follows. First, we calculate a cyclically reduced form of x.
Note that x is not yet assumed to be cyclically Britton-reduced. Now, by Remark 3, ∃ y ∈ H : x ∼ G 1,2 y holds if and only if a there exists a transposition vu of x = uv such that a Britton reduction of vu leads to some element in H . (Again, we might need a transposition: for example ba 2 ba / ∈ H but baba 2 = ta 2 ∈ H .) There are at most n such transpositions. Let C ⊆ Ω n denote the subset of cyclically reduced words. Since Ω n consists of reduced words only, (10) is a consequence of
Indeed, (11) implies (10) according to the following easy calculation:
For the remainder of the proof it is convenient to switch to the probability space and to consider all reduced words in Ω = b, b Σ * by introducing a "stop probability" 2/5. (The exact value 2/5 is by no means essential: we can choose any value strictly between 0 and 1. However, choosing 2/5 simplifies the following proof.) More precisely, we start a random walk either in b or b with equal probability. Assume that c is the last letter of our random walk so far. Then we stop with probability 2/5 and we continue the walk with each of the three possible letters in Σ \{c} with probability 1/5. This defines a probability Pr [· · ·] on Ω; and Ω is indeed a probability space since all random walks stop with probability 1. Moreover, for all m we have Pr [|x| = m] > 0 and Pr |x| β = m > 0. Thus, we replace different probabilities by single one and use conditional probabilities:
Hence, instead of proving (11) it is enough to show:
In order to prove (12), we actually consider another conditional probability, namely Pr x ∈ H |x| β = 2m . This is possible due to the following technical lemma. Lemma 3 For m, n ≥ 1 and w ∈ b, b Σ n−1 with |w| β = 2m, we have
Proof As Pr [· · · | |x| = n] is the uniform distribution on the set of reduced words of length n which start with b or b, we know that
and u is the longest suffix of w which does not contain any letter of b, b . We can calculate Pr x = w |x| β = 2m from left to right:
As long as the word does not contain 2m letter from b, b , the probability that the next letter agrees with w is 1/3 (with the exception 1/2 for the very first letter) because the random process must not stop. If w = w , i.e., w ends in b or b, then no letter b or b can be read. Thus, the conditional stopping probability after having read w is (2/5)/(1 − 1/5) = 1/2. If u = 1, i.e., w ends in a or a, then the conditional probability after having read w to coincide for the first letter with u is 1/4. For all the following letters of u, the conditional probability to agree is 1/3; the conditional stopping probability after having read the whole word w is 2/3. Thus, we have
Hence, the lemma follows.
Lemma 3 implies immediately that for m, n ≥ 1 we have Pr |x| β = 2m |x| = n = 2 · Pr |x| = n |x| β = 2m .
This yields: Hence, the proof of Theorem 4 is reduced to show Lemma 4 below. By assumption on our probability space, we can write a word x as β-factorization of the form x = β 1 α 1 · · · β 2n α 2n with α i ∈ a Z . The following Lemma 4 is the central statement about the analysis of the generic case. It yields a concrete upper bound how fast the portion of words in H decreases if we consider random walks in the Cayley graph of G 1,2 without backtracking which stop just before seeing the (2n + 1)-st β. Thus, we can think that we sample reduced words with expected length about 4n. Our computer experiments below show that the bound is quite an overestimation. Still it is the best bound we could achieve by our methods; and the difference between 8/9 to 1 is significant enough to have a practical meaning.
Lemma 4
We have Pr x ∈ H |x| β = 2n ≤ (8/9) n .
The proof of Lemma 4 is based on a the technique which we called "pairing" with Dyck words. Define an alphabet B = { , } of "brackets" where is an opening left-bracket and is the corresponding closing right-bracket. The set of Dyck words D n is the set of words in B 2n with correct bracketing. The number of Dyck words is well-understood: |D n | is the nth Catalan number, see for example [10] . Thus, |D n | = Let d = d 1 · · · d 2n be a Dyck word. According to the picture, a factor d i d i+1 = is called a peak of d. The number of peaks of d is denoted by p(d) = |{i | d i d i+1 = }|. In the picture above are three peaks. Every Dyck word d can be uniquely decomposed as d = d 1 d d j d = d d where d and d are also Dyck words (possibly empty). In this case we say d 1 d j is a matching pair. If d , d are Dyck words, then number of peaks in d = d d can be calculated as follows.
Britton reductions are defined for words a, a, t, t, b, b * . The connection between Dyck words and Britton reductions is as follows. Consider a β-factorization of the form x = β 1 α 1 · · · β 2n α 2n with α i ∈ a Z . If x ∈ H , then there exists a sequence of Britton reductions which transforms x into x ∈ a, a, t, t * . We call such a sequence a successful Britton reduction . Every successful Britton reduction defines in a natural way a Dyck word by assigning an opening bracket to position i and a closing bracket to position j if β i uβ j is replaced by a Britton reduction. Moreover, we have x ∈ H if and only if some sequence of Britton reductions removes all letters β ∈ b, b . Now, if some sequence of Britton reductions does this job then all possible sequences of Britton reductions do this. In particular, this means that for x ∈ H we can start a successful Britton reduction by replacing first all factors β i a e β i+1 with β i = b = β i+1 and e ∈ Z by t e where 1 ≤ i < 2n. Thus, if such a successful Britton reduction is described by d, then we may assume that there is a peak d i d i+1 = whenever β i a e β i+1 = ba e b. Vice versa, for every peak d i d i+1 = , we must have β i = b = β i+1 , otherwise d is, in our setting, no description of any successful Britton reduction for x at all! This is substantial assumption in all what follows. Note that for each i with d i = there is exactly one j which matches d i . The characterization of j is that d i+1 · · · d j−1 is a Dyck word and d j = . If d describes a Britton reduction for x and (i, j) is a matching pair for d, then β i β j = β β for some β ∈ b, b . These observations lead to the following definition:
Definition 5
We say that a β-factorization x ∈ Σ * and a Dyck word d match if the following two conditions are satisfied:
For all x ∈ Σ * and Dyck words d we define x , d = 1 if first, |x| β = |d| and second, the words x and d match. If one of these two conditions fails, we let x , d = 0. We say "d proves x ∈ H " if first, x , d = 1 and second, d describes a successful Britton reduction proving x ∈ H .
For every reduced word x with |x| β = 2n, we have x ∈ H if and only if there is some d ∈ D n such that d proves x ∈ H . Hence,
Since |D n | ≤ 4 n , the proof of Lemma 4 reduces to show that for every n ∈ N and every d ∈ D n we have:
The proof of (16) will follow from the next few lemmas.
Lemma 5 Let d ∈ D n be a Dyck word. Then we have
Proof Let x be given as its β-factorization x = β 1 α 1 · · · β 2n α 2n . In order to compute x , d , we scan d = d 1 · · · d 2n from left to right. We stop at each j where d j = . Let i be the corresponding index such that d i d j is a matching pair in the Dyck word d. We have i < j. For fixed j, the probability that β j = β i depends on β j−1 , only. We have Pr β j = β i β j−1 = β i ∧ |x| β = 2n = 1/3 and Pr β j = β i β j−1 = β i ∧ |x| β = 2n = 2/3. Thus, Pr β j = β i |x| β = 2n ≤ 2/3. Moreover, for j = i + 1 we obtain Pr β j = β i |x| β = 2n = 1/3. Now, The condition Pr x , d = 1 |x| β = 2n implies additionally that for j = i +1 we must have β i = b, because all reductions ba g b → t g are performed first. In that case we calculate
The result follows.
For a real valued random variable X we let X = k∈Z Pr [X = k] 2 . This implies that X ignores all non-integer values of X .
Let us consider first an integer valued random variable X depending on β, β which is defined by the distribution Pr [X = k] = Pr x = βa k β x ∈ βa Z β for k ∈ Z.
If β = β , then Pr [X = k] = 3 −|k| 2 for k ∈ Z. If β = β , then Pr [X = 0] = 0 and Pr [X = k] = 3 −|k| for k = 0. To see this, observe that we have Pr x ∈ βΣ * β = 2/3 and Pr x ∈ βΣ * β = 1/3. Thus, if β = β , then X 2 = 5/16; and if β = β , then X 2 = 1/4. Hence: 
Note that Pr
Thus, for every k ∈ Z we can define a new random variable Y k with the distribution
In particular, Y k ≤ Y . By (18) and Cauchy-Schwarz inequality Proof In order to see the inequality, consider a word byb such that d proves y ∈ H . If |y| β = 0, then byb / ∈ H . Hence, we may assume that y contains two positions where letters from b, b appear. Thus, we can write x = ba X βwβ a Y b such that βwβ = G 1,2 (r, m); and we can read X and Y as integer valued random variables as before. For the derived random variable Z defined by Z = X + r + 2 m Y we obtain Pr [Z = 0] ≤ 5/16 by Lemma 6 and (17) . Moreover, we have
The next situation considers words of the form x = byb. This is a slightly different situation. We need the additional hypotheses that d = 1 and the proof is more complicated.
Lemma 8 Let d be a non-empty Dyck word and d = d . Then we have
Pr d proves x ∈ H x = byb ∧ d proves y ∈ H ≤ 5/16.
Proof Throughout we let as usual β ∈ b, b and, specifically in this proof, e, f, g, h ∈ Z and u, v, w ∈ Σ * . We make a case distinction about the structure of d = d 1 · · · d n .
Since d = 1 the word x must contain at least two b's (and at least two b's) and we can write x = ba e β 1 wβ 2 a f b with β 1 , β 2 ∈ b, b . If d proves x ∈ H , then, by the definition of · , · , all reductions ba g b → t g are performed first. Hence, if d proves x ∈ H , then we must have x = ba e bwba f b. Next, we can exclude w = a g : the case g = 0 is impossible because x is reduced, and g = 0 is impossible since this implies x = ba e ba g ba f b = ba e t g a f b, but a e t g a f / ∈ H for g = 0. Hence we know x = ba e ba g βuβ a h ba f b.
Note that values h and g do not influence whether a e ba g βuβ a h ba f = y ∈ H . In the following we visualize matching pairs by using "underbrackets". For example throughout this proof we have x = ba e ba g βuβ a h ba f b.
We have
We 
Proof We show by induction on |d| that for each β ∈ b, b we have
Note that this immediately implies
The assertion is trivial for d = 1 (or d = since in both cases d proves x ∈ H ). Thus, we can write d = d d and we can factorize each x with x , d = 1 as x = βyβa e z with z = 1 or z ∈ β Σ * . We have y , d = 1 and z , d = 1 and we may use the induction d and d .
If we have y = 1, we have d ∈ D n−1 and hence n − p(d) = n − 1 − p(d ). The probability that d proves x ∈ H is at most the probability that d proves z ∈ H . As the right-hand side in (20) did not change we are done in this case by induction. Thus, henceforth y = 1.
If we have y = 1 and z = 1, then d ∈ D n−1 and hence n − p(d) = n − p(d ). Moreover, we can ignore the factor a e in x = βyβa e z and we obtain 
As a matter of fact this is exactly the statement which was shown for the case z = 1. This concludes the proof. This shows (16) and therefore Lemma 4 which in turn implies Theorem 4. Theorem 4 applies cyclically reduced words, this means to random walks in Cayley graph without backtracking. One can argue that this is the most natural setting, but, potentially, it weakens Theorem 4 because backtracking reduces the distances between initial and final vertices in random walks. However, as announced above, we can safely switch between both models due to Theorem 5, because random walks with backtracking of length n correspond to words in {a, a, b, b} n with uniform distribution.
Theorem 5 There is a strongly generic algorithm that decides in time O(n 4 ) on input words x, y ∈ {a, a, b, b} * with |x y| = n whether x ∼ G 1,2 y.
Note that Theorem 5 can be derived from Theorem 4 by using standard facts about amenability of graphs [22] . In order to keep the paper self-contained, we give a simple direct proof for our particular situation.
Proof Again, let Σ = {a, a, b, b}. Let Pr n [· · ·] denote the uniform probability distribution on Σ n . By Theorem 3, it remains to show Pr n ∃ y ∈ H : x ∼ G 1,2 y ≈ 0.
If we start with a random word x ∈ Σ n and cancel factors uu, we arrive at a reduced wordx. The expected length ofx is n/2. This is because when considering x as a random walk, the probability of a step backward is 1/4. Hence, by Chernoff bounds, we have Pr n x ≤ n/4 ∈ 2 −Ω(n) . Moreover, for every m < n with m ≡ n mod 2, this process of reductions induces a uniform distribution of the set of reduced words of length m. This is because every reduced word of length m < n can be extended to some word of length n by introducing factors uu for u ∈ Σ * only after letters σ ∈ Σ whenever the first letter of u is not σ . Clearly every reduced word of length m has the same number of such extensions. Moreover, every word of length n is obtained by a unique extension of some reduced word of length m.
As Pr n · · · x = m is the uniform distribution of the set of reduced words of length m, we have Pr n ∃ y ∈ H : x ∼ G where the last ≈ is due to (9). Figure 2 reflects computer experiments with a sample of 10 9 random words x ∈ Σ * for each 4 ≤ |x| β = 2n ≤ 24 (i.e., , 11 billion in total). Moreover, in another experiment with 10 9 samples for n = 14, our random process did not find a single x ∈ H . The experiments confirm Pr x ∈ H |x| β = 2n ≈ 0. The initial values seem to suggest Pr x ∈ H |x| β = 2n ∈ O(0.25 n ). This is much better than the upper bound of Lemma 4, but our proof used very rough estimations in (15) and (16), only. Hence, a difference is no surprise.
Computer Experiments

Conclusion
We have investigated the complexity of the conjugacy problem in two important groups in combinatorial group theory. The conjugacy problem in BS 1,2 is TC 0 -complete. If divisibility in power circuits is non-elementary in the worst case, then the conjugacy problem in G 1,2 is non-elementary on the average, but solvable in O(n 4 ) on a strongly generic subset. This is a striking contrast underlying the importance of generic case complexity on natural examples. In order to derive the result about generic case complexity, we introduced a pairing with Dyck words and showed that a random walk in the Cayley graph end with exponentially decreasing probability in the base group BS 1,2 . Using more advanced machinery on amenable Schreier graphs, exponentially decreasing probability can be obtained by other methods as well, but still this requires quite some work. At least we are not aware of any result which could have been used simply as black box.
