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Resumo
Imagens de radar de abertura sintética (SAR) tornaram-se muito úteis devido à possibili-
dade de observar uma região independentemente das condições climáticas e da presença
de luz. No entanto, a presença do ruído proveniente de interferências no sinal capturado
pela antena do radar causa uma granulação na imagem, dificultando uma análise precisa
da imagem original. Com isso, é fundamental a análise desse ruído, denominado speckle, e
seu efeito multiplicativo na intensidade da imagem obtida pelo radar. Neste trabalho são
apresentadas as principais propriedades do ruído speckle e os métodos estatísticos utilizando
análise de ondaletas para reduzir essa perturbação. Os resultados são comparados aos
filtro de Lee, uma das técnicas de redução de ruído mais populares na literatura. Após a
redução desse ruído é possível identificar mudanças ao longo do tempo em imagens de uma
mesma região através da razão de pares de imagens.Isso é, gera-se uma imagem, chamada
de mapa de mudança, identificando-se os pontos onde ocorreram alterações. As técnicas
mencionadas são aplicadas em imagens de ruído speckle simulado e em dados reais da
região metropolitana da cidade do Rio de Janeiro.
Palavras-chave: limiarização, encolhimento de estimativas, imagens multitemporais.
Abstract
The possibility of registering an image no matter the weather and daylight conditions
is maybe the main reason why Synthetic Aperture Radar (SAR) images are constantly
present in the literature. However, these benefits come with a price: the speckle noise, a
granular pattern caused by the eletromagnetic interference in the radar backscatter. Due
to its multiplicative interference the noise analysis must be carefully handed. To reduce its
presence, thresholding techniques from wavelet analysis are performed and their results
compared with the Lee filter, a very popular speckle reduction method in the literature.
Given a sequence of images of the same region along time it’s possible to whether if
there are significant changes on time. This is done by computing the ratio of images and
constructing the so called change map. These techniques are performed in simulated SAR
data and real data of Rio de Janeiro metropolitan area.
Keywords: thresholding, shrinkage, multitemporal images.
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1 Introdução
1.1 Imagens SAR e o ruído speckle
A segunda metade do século XX foi a era da exploração espacial. Em 1957,
os russos lançaram o primeiro satélite artificial a orbitar a Terra, o Sputnik 1. Mesmo
ficando poucos meses em órbita, o satélite providenciou informações importantes para os
cientistas, como a densidade da atmosfera a uma altura muito maior que o nível do mar
e, através de suas ondas de rádio, informações sobre a ionosfera terrestre. Em Swenson,
Grimwood e Alexander (1966) há detalhes sobre a missão do Sputnik 1 que durou 91 dias,
mas foi a primeira amostra do que a guerra fria poderia proporcionar com a exploração
espacial.
Um dos seus principais legados foi a possibilidade de olhar para a Terra a
partir de um outro ponto de vista. Até então nosso planeta era estudado de forma que o
observador localizava-se no próprio objeto observado. A partir daí a comunidade científica
pode ter acesso às imagens de satélite, a visão do alto. Ou seja, as possibilidades de novas
pesquisas eram imensas. Uma dessas possibilidades foi a geração de imagens via satélites.
Judge e Coleman (1962) mostra a primeira imagem de satélite registrada foi
uma fotografia da Terra pelo Explorer 6, satélite americano, em 1959, dois anos após o
lançamento do Sputnik 1. Porém, a primeira imagem registrada do espaço foi em 1946, logo
após o término da segunda mundial, por um míssil lançado por militares e pesquisadores
do Novo México, nos Estados Unidos.
Conforme o constante avanço da capacidade de processamento de informação
dos computadores as imagens de satélite se desenvolveram em paralelo, possibilitando
maiores resoluções e consequentemente imagens mais nítidas. Hoje é possível visualizar
praticamente qualquer região da terra apenas acessando o Google Maps. Porém, mesmo com
o grande avanço desde os anos 60, as imagens registradas por fotografia ainda dependem das
condições climáticas para registrar certa região. Um dia de chuva, por exemplo, interfere a
visualização por satélite da região devido às nuvens. Regiões remotas e sem iluminação da
lua ou artificial também não são possíveis de registrar devido à escuridão. Uma alternativa
a esse registro fotográfico foram as imagens geradas por radar.
O radar é popularmente conhecido pela sua aplicação militar ao detectar o
deslocamento de aeronaves e navios em determinada região capturada pela sua antena.
Seu desenvolvimento se deu por volta de 1920, mas foi ao longo da década de 1930 que os
radares para detecção de aeronaves que viriam a ser amplamente utilizados nas guerras
mundiais foram desenvolvidos simultaneamente na Inglaterra, Estados Unidos e Alemanha.
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Durante a segunda guerra mundial foram obtidas as primeiras imagens de radar, ainda
muito distorcidas, mas úteis o suficiente para identificar os limites da costa marítima.
Os maiores avanços em imagens de radar se deu por volta de 1950 quando foram
realizados os primeiros experimentos a bordo do radar aéreo SLAR, sigla de Side Looking
Airborne Radar. Porém, Jensen et al. (1977) diz que para se obter imagens de resolução
de qualidade razoável era preciso uma antena inviavelmente grande ou trabalhar com
comprimentos de onda tão pequenos que o radar sofreria facilmente qualquer perturbação
da atmosfera.
Poucos anos depois, Carl Wiley, então engenheiro da Goodyear, desenvolveu o
Radar de Abertura Sintética, em inglês, Synthetic Aperture Radar, conhecida na literatura
simplesmente pela sua sigla SAR. Em resumo, o SAR deixa de capturar as imagens
lateralmente como no SLAR e utiliza técnicas de processamento de sinal para gerar
imagens de maior resolução e consequentemente maior qualidade de visualização, apesar
da limitação do tamanho da antena. Ou seja, o movimento frontal da antena na aeronave
permite que um comprimento maior seja sintetizado. O SAR então é capaz de produz
imagens de resoluções maiores com antenas de tamanho viável para uma pequena aeronave.
Chan e Koo (2008) exemplificam de maneira didática o funcionamento do
radar: “o radar funciona como uma câmera fotográfica, mas na frequência do rádio”. Sob
frequências apropriadas, as ondas de rádio são capazes de penetrar elementos da atmosfera
como nuvens, neblina e até mesmo gotas de chuva sem sofrer alterações significativas
até a superfície que deseja capturar. Isso tornou possível o monitoramento de florestas
tropicais, por exemplo, já que as chuvas são um fator de constante presença nessas regiões,
como podemos ver em Luckman et al. (1997) e Hess et al. (1995). Além disso, por ser
um sensor ativo, o SAR possui sua própria fonte de iluminação, sendo possível operar
independentemente da luz do sol, sendo útil, por exemplo, para monitorar a neve em
regiões próximas ao polo durante o inverno, onde a fonte de luz solar é muito limitada,
como visto em Storvold et al. (2006).
O procedimento até a obtenção da imagem SAR está diretamente ligado com a
interação entre as ondas de radar e o objeto alvo. A onda eletromagnética viaja, então, ao
longo do tempo e espaço. Ao longo desse percurso podem ocorrer encontros com objetos
no percurso e consequentemente a mencionada interação entre eles. Essa interação faz
com que parte da energia da onda incidente seja absorvida e o restante transformado em
outra onda eletromagnética que por sua vez é capturada pelo radar. Um dos produtos do
processamento dessa informação é a matriz de backscatter ou matriz de intensidades, sendo
esta a imagem SAR de interesse deste trabalho. Para maiores detalhes, recomendamos a
leitura de Cumming e Wong (2005) e Oliver e Quegan (2004).
Ao longo deste trabalho estudaremos as imagens geradas por Radar de Abertura
Sintética, daqui em diante simplesmente denotadas por imagens SAR. Vale ressaltar que
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(a) Imagem noturna (b) Região urbana (c) Navios próximos à costa
Figura 1 – Exemplos de imagens SAR. (a) Região militar remota não identificada nos
EUA, (b) Washington (DC), EUA , (c) navios se alinhando no estreito de
Solent, Inglaterra.
uma imagem SAR pode ser gerada por qualquer objeto áereo com capacidade de transportar
suas antenas de rádio. Ou seja, são uma opção relativamente mais baratas que um satélite,
dado que um avião de pequeno porte é suficiente para realizar um estudo, como por
exemplo o AIRSAR, airborne da NASA que operou de 1988 a 2004. No entanto, também
é possível gerar imagens SAR a partir de satélites em órbita, como os satélites da missão
ERS (European Remote Sensing) ERS-1 e ERS-2, ambos atualmente fora de operação.
Na Figura 1 vemos três exemplos de imagens SAR. O primeiro exemplo é uma
imagem noturna mostrando que a ausência de luz não interfere na visualização de objetos
como as construções apresentadas. A segunda é uma imagem aérea de uma zona urbana
onde podemos ver as estradas e construções. Note que mesmo os pequenos objetos podem
ser observados com certa facilidade devido a alta resolução. Na terceira imagem é possível
observar navios na costa dinamarquesa identificados pelos pontos mais claros enfileirados
na figura.
Observando essas imagens na Figura 1 é possível identificar os principais objetos,
como construções, ruas e costa marítima. No entanto, ao observar as regiões maiores de
terreno é possível identificar uma aparente granulação, onde na verdade deveria ser uma
zona mais homogênea. Essa granulação é proveniente de um fenômeno de interferência
nas ondas eletromagnéticas conhecido como ruído speckle. É importante ressaltar que
apesar da denominação de ruído, este fenômeno é na verdade uma medida eletromagnética
explorada em interferometria, por exemplo, mas que pode ser considerado como ruído
devido a suas características.
Um dos primeiros e principais estudos sobre o ruído speckle são os trabalhos
de Goodman sobre as principais propriedades do ruído e também suas propriedades
estatísticas em Goodman (1976) e Goodman (1975), respectivamente. Neste último, o
autor mostra sua natureza multiplicativa e define a distribuição do ruído como uma Gama
de parâmetros dependentes do número de looks da imagem gerada. Para contextualizar
esse conceito, os looks são imagens resultantes da divisão da largura de banda de Doppler
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(Doppler bandwidth) em várias subbandas. Toma-se, então, a média dessas imagens para
produzir as imagens SAR multi-look. Em termos mais simples, seria como registrar imagens
de um mesmo local várias vezes e obter diversas amostras de um mesmo ponto a fim de
obter mais informações para uma melhor estimativa do valor verdadeiro da intensidade do
sinal. Mais uma vez, o(a) leitor(a) interessado em mais detalhes sobre o processamento
de uma imagem SAR é convidado a consultar as referências Oliver e Quegan (2004) e
Cumming e Wong (2005).
Matematicamente, o modelo estatístico de Goodman (1975) pode ser apresen-
tado como I  λS, em que I é a imagem observada e λ a intensidade do sinal perturbado
pelo ruído speckle representado por S.
Entre as diversas ferramentas disponíveis para reduzir o ruído speckle existem
algumas mais populares dentre a comunidade de processamento de imagens. Um dos mais
utilizados é o filtro de Lee, caso particular do filtro de Kua. Em ambos os casos o método
estima o sinal ou intensidade da imagem visando minimizar o erro quadrático médio. A
diferença entre os dois é que no método de Lee não é preciso conhecer a variabilidade do
sinal, sendo suficiente a variabilidade da imagem observada. Para maiores detalhes sobre
os filtros citados, recomendamos a leitura de Lee (1980) e Kuan et al. (1985).
A abordagem bayesiana também está presente nos métodos de redução de ruído.
Considerando o modelo multiplicativo Gama para descrever a atuação do ruído na imagem
observada, o método atribui uma distribuição Gama também à intensidade do sinal. A
suposição dessa distribuição a priori produz uma distribuição a posteriori denominada
distribuição-K. O sinal é estimado então pelo valor que maximiza a posteriori. Lopes et al.
(1993) mostra que este método possui bom desempenho em imagens em que o objeto de
estudo são campos ou oceanos.
Além dos filtros de Lee e Kuan, existem outros métodos que também definem
uma janela ao redor de um pixel que abriga uma intensidade a ser estimada. A ilustração
de como são definidas as janelas está na Figura 2. O estimador pode ser uma média
das intensidades da região, por exemplo. Conforme o tamanho da janela, a suavização
da imagem é nítida, mas para janelas muito grandes existe a possibilidade de suavizar
elementos importantes como bordas de um objeto de interesse. Pensando nisso, Frost et al.
(1982) utiliza a região ao redor do pixel para estimar a intensidade através de uma equação
exponencial , minimizando a possibilidade de suavizar elementos que não deveriam ser
suavizados. Vale a pena citar outros filtros que utilizam janelas comoAzimi-Sadjadi e
Bannour (1991), Oddy e Rye (1983), Torres e Frery (2013) e Torres et al. (2014). Para
uma revisão completa sobre redução de ruído em imagens SAR, convidamos o leitor a
consultar Argenti et al. (2013). O trabalho trata desde os primeiros filtros no início dos
anos 80 até as técnicas mais recentes dos anos 2000.







Figura 2 – Janelas ao redor de um pixel pi, jq onde está localizada o valor da intensidade
λij.
1.2 Ondaletas e limiarização
Dado o fato das imagens SAR serem capturadas no domínio da frequência, seria
natural processar e analisar seu sinal utilizando métodos que trabalham neste domínio,
como a transformada de Fourier. Porém, a transformada de Fourier não é bem localizada
no domínio do tempo, apesar das alternativas apresentadas pela transformada de Fourier
janelada. Assim, apresentando-se como uma alternativa à falta de localização e sua
flexibidade no contexto de suas propriedades matemáticas as ondaletas são amplamente
utilizadas na literatura.
Historicamente, a primeira base de ondaletas foi introduzida em Haar (1910).
Em seus estudos, Haar apresenta uma família de funções constantes em determinado
intervalo de tempo que pode ser utilizada para aproximar qualquer função contínua no
intervalo r0, 1s. A medida que o tamanho do intervalo das funções de Haar diminuía, a
aproximação convergia para a função original.
Ao longo da década de 1930, a metodologia de análise de ondaletas começou a
se formar a partir de Littlewood e Paley (1937) baseado em métodos da análise de Fourier
e nas funções “área” de Lusin como os primeiros protótipos de ondaletas. Apenas nas
décadas de 1950 e 1960 essas técnicas foram desenvolvidas e se tornaram ferramentas muito
úteis nos estudos de solução de equações diferenciais. Meyer e Coifman (1990)verifica que
ambas as técnicas poderiam ser unificadas através da teoria de Calderón-Zygmund.
Os primeiros desenvolvimentos aplicados de análise de ondaletas foram no início
dos anos 80, primeiramente em Morlet et al. (1982) e depois em Grossmann e Morlet
(1984) e Morlet (1983). Em sua publicação de 1982, o geofísico Morlet utiliza as ondaletas
para modelar a propagação de ondas na análise de sinais sísmicos. O que ele chamou de
ondaletas são funções temporais que integram em zero ao longo da reta real, ou seja, uma
forma parecida com uma onda que Morlet observou ser ideal para utilizar em seu estudo
sísmico.
Anos depois, juntamente com Grossmann, Morlet apresenta formalmente a
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família de funções ondaletas, descrita como uma boa alternativa à falta de localização no
espaço e tempo da transformada de Fourier. Porém, a consolidação do método veio após
o desenvolvimento das bases ortonormais de ondaletas que, segundo Ingrid Daubechies ,
foram descobertas quase que acidentalmente por Mallat e Meyer no outono europeu de
1986 , mas formalmente apresentada em língua inglesa por Mallat (1989), neste trabalho
sobre análise de multirresolução. O artigo de Mallat apresenta a união entre filtros de
quadratura espelhada e um algoritmo piramidal para obter a decomposição do sinal ou
imagem em diferentes níveis de resolução, resultando em uma grande redução de custo
computacional, algo muito relevante na época e valorizado até hoje.
Uma vez apresentada a construção de bases ortonormais de ondaletas e suas
boas propriedades, a comunidade acadêmica passa a direcionar sua atenção em aplicações
dessa nova metodologia em sua pesquisa. Vale a pena destacar também a qualidade de
publicações que reuniam toda a informação sobre ondaletas obtidas até então, como os
brilhantes trabalhos de Daubechies em teoria de ondaletas, Daubechies et al. (1992),
análise de sinal e localização no espaço-tempo, Daubechies (1990) e bases ortonormais
de ondaletas de suporte compacto, Daubechies et al. (1988). Além disso, ela é coautora
do famoso artigo de Antonini et al. (1992) que mostra em detalhes a decomposição em
diferentes resoluções de uma imagem pelo algoritmo piramidal de Mallat. Vale ressaltar
também livros mais recentes que também possuem uma excelente abordagem prática e
teórica de maneira didática como Morettin (1999), Vidakovic (2009) e Pinheiro e Vidakovic
(a ser publicado).
No contexto de processamento de imagens, os trabalhos pioneiros em redução
de ruído de sinais e imagens utilizando ondaletas são os de Donoho e Johnstone (1994) e
Donoho (1995). No primeiro artigo a dupla introduz o conceito de limiarização (thresholding
em inglês) aplicada em compressão e suavização. Em resumo, tome um sinal perturbado
por um ruído aditivo, obtenha os coeficientes da transformada de ondaletas deste sinal
e atribua valor zero a valores abaixo de um determinado limiar. Essa técnica utiliza a
propriedade de “zoom matemático” da transformada de ondaletas a seu favor, entendendo
que baixos coeficientes são frutos da presença do ruído e a informação que realmente
importa está armazenada nos coeficientes mais altos, mantidos pela limiarização. No ano
seguinte, Donoho introduz a limiarização suave para preservar a continuidade dos dados e
apresentar propriedades matemáticas ainda melhores de seu método de limiarização.
O leitor que tiver maior interesse em aplicações de ondaletas e limiarização em
casos fora do processamento de imagens SAR, temos em Unser e Aldroubi (1996) uma
revisão da aplicação de ondaletas no contexto biomédico, uma leitura recomendada tanto
para bioestatísticos quanto pesquisadores da área de processamento de imagens. Para
um contexto mais geral, Antoniadis (1997) é uma revisão sobre ondaletas e seu uso em
estatística. Por fim, Gagnon e Jouan (1997) comparam as técnicas que utilizam ondaletas
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para filtar o ruído speckle com as técnicas conhecidas na literatura, também em 1997.
Neste último artigo os autores comparam o desempenho da limiarização com os filtros
citados anteriormente, como os filtros de Lee, Kuan e Gama.
1.3 Detecção de mudanças
Uma vez filtrado o ruído speckle podemos observar uma versão suavizada da
imagem SAR original. Porém, é importante ressaltar que mesmo após o filtro é preciso ter
cuidado ao observar a imagem, dado que conforme o método utilizado podemos penalizar
os detalhes para termos uma imagem mais suave e vice-versa. Se temos uma imagem
muito suave, as bordas de objetos são prejudicadas e o próprio objeto pode deixar de ser
facilmente observado a olho nu. Por outro lado, se preservamos os detalhes, penalizando a
suavidade, a perturbação de ruído é ainda presente e pode levar a conclusões precipitadas
acerca de um objeto que pode apenas ser resultado da presença forte do ruído.
A redução de ruído é uma das etapas da análise de imagens SAR multitemporais,
isto é, imagens de uma mesma região registradas em tempos diferentes. Para ilustrar,
suponha, por exemplo, que o pesquisador deseja monitorar o desmatamento de uma
floresta em uma determinada região. Para isso ele registra imagens do mesmo local ao
longo do tempo e verifica se há alguma mudança entre elas. Tome duas dessas imagens,
uma registrada em um tempo t e outra no tempo seguinte t  δ em que o pixel pi, jq das
duas imagens correspondem exatamente ao mesmo local. É natural pensar que se não
houvesse mudanças, então a diferença matemática das intensidades das duas imagens é
zero. Ou então que a razão entre elas seria 1. Logo, a ideia da detecção de mudanças
entre imagens é verificar pontos em que a diferença apresente valores significativamente
distantes de zero, caso tenha sido feita a diferença entre as imagens, ou distantes de 1,
caso da razão. Devido à natureza multiplicativa do ruído speckle é preferível utilizar a
razão entre as imagens para estudar as potenciais mudanças, por isso, a partir daqui essa
será a forma adotada ao comparar duas imagens no contexto de detecção de mudanças.
Porém, ao manipular imagens SAR existe o debate se a redução de ruído deve
ser realizada antes ou após a razão de imagens. As duas opções devem ser levadas em
consideração devido ao comportamento do ruído ao longo do estudo conforme a escolha. Se
a decisão for a favor de filtrar o ruído antes de se realizar a razão é preciso tomar cuidado
com a quantidade de detalhes que podem ser perdidos se o filtro for muito agressivo.
Deformação de detalhes podem prejudicar completamente o entendimento de uma região.
Tome por exemplo o estudo de uma região urbana, como em Tison et al. (2004). Um filtro
muito agressivo pode prejudicar a visualização de ruas e a identificação de estruturas,
resultando em uma perda de informação de delineamento e consequentemente dificultando
o estudo dessa porção da cidade. Por outro lado, a opção por reduzir o ruído após a
Capítulo 1. Introdução 25
razão entre as imagens preserva os detalhes, mas altera o modelo matemático do ruído,
visto que agora a imagem em que iremos trabalhar é uma razão entre duas intensidades
e consequentemente duas fontes de ruído. Ou seja, apesar da preservação de detalhes, o
modelo precisa ser revisado para incorporar a informação de ruído proveniente das duas
imagens.
Bovolo e Bruzzone (2005) debate tal questão e propõem um método de detecção
de bordas baseado na decomposição de multirresolução de uma imagem SAR sem a redução
prévia do ruído. Os autores consideram a variabilidade dos coeficientes em cada nível de
resolução e três formas de reunir essa informação para construir o mapa de mudança.
Talvez um dos autores mais ativos em detecção de mudanças em imagens SAR,
Lorenzo Bruzzone possui outros trabalhos interessantes como em Bazi, Bruzzone e Melgani
(2005), em que a abordagem é baseada na distribuição gaussiana generalizada. Além deste,
em Bruzzone e Prieto (2002) os autores propõem uma abordagem agora semi paramétrica.
Ambos os trabalhos citados são métodos não supervisionados.
Recentemente, Celik e Ma (2011) toma a diferença entre duas imagens e
utiliza suas diferentes resoluções para aplicar o método de segmentação de Chan-Vese na
decomposição em multirresoluções da diferença entre duas imagens. Apesar de ser um
método não supervisionado, os resultados apresentados são interessantes do ponto de vista
de acertabilidade em imagens simuladas. No entanto, como os próprios autores ressaltam,
o custo computacional do método é algo que deve ser levado em consideração.
Uma revisão de métodos de detecção de mudanças em imagens SAR pode ser
encontrada em Radke et al. (2005). Em um contexto mais geral de não apenas imagens
SAR, Rignot e Zyl (1993) e White (1991) enumeram os principais métodos de detecção
de mudança. Para uma revisão mais atual, o(a) leitor(a) pode consultar Lu et al. (2004),
artigo que também aborda diversos métodos para imagens no geral e não apenas imagens
SAR.
Diferentes abordagens de redução de ruído e detecção de mudanças utilizando
ondaletas serão estudadas ao longo deste trabalho. Primeiramente os métodos serão
aplicadas em imagens simuladas para um contexto didático e maior controle os níveis
de intensidade de ruído e também a fim de obter um diagnóstico mais preciso, já que
teremos acesso à imagem original sem ruído. Por fim, as técnicas serão aplicadas em um
conjunto real (não simuladas) de imagens SAR da cidade do Rio de Janeiro nos anos de
2007, 2008, 2009 e 2010. Para uma abordagem específica de detecção de mudanças em
regiões urbanas utilizando técnicas diferentes da análise de ondaletas convidamos o leitor
a consultar Gamba, Dell’Acqua e Lisini (2006) e Liao et al. (2008).
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2.1 Imagens SAR e o modelo de ruído speckle
Definimos uma imagem Λ como uma matriz de tamanho m n, em que cada
elemento λi,j desta matriz contém o valor da intensidade na posição pi, jq. Neste trabalho
iremos trabalhar com imagens de tamanho m n, sendo m  2j e n  2k, para j, k P Z.
Utiliza-se potências de 2 por conexão direta com a construção de bases de ondaletas
bidimensionais, como é visto na Seção 2.3
Seja I uma imagem SAR obtida de tamanho m n. Cada intensidade λi,j é
perturbada de maneira independente pelo ruído multiplicativo speckle, denotado por Si,j.
Então, considerando Ii,j elemento da matriz I, temos o seguinte modelo
Ii,j  λi,j Si,j. (2.1)
Para entender as propriedades estatísticas do ruído speckle é preciso introduzir o
parâmetro L, número de looks, presente no processo de obtenção da matriz de intensidades
I pelo radar de abertura sintética. O parâmetro corresponde ao número de vezes que a
intensidade em um pixel pi, jq foi amostrada, gerando assim uma sobreposição de imagens.
Um dos pioneiros no estudo das propriedades estatísticas do ruído speckle,
Goodman (1975) definiu sua distribuição como uma Gama de parâmetros de forma e escala
iguais a L , sendo L o número de looks da imagem SAR I. Considerando a intensidade
verdadeira Λ fixa, podemos descrever cada elemento matriz I como uma variável aleatória




















A grande maioria das ferramentas de redução de ruído em imagens foram
desenvolvidas para ruído aditivo gaussiano. Porém, a natureza multiplicativa do ruído
pode ser transformada em aditivo ao aplicarmos a função logaritmo na imagem I. Ou seja,
log Ii,j  log λi,j   logSi,j. (2.3)
Como a intensidade pode assumir valor zero, é comum adicionarmos uma unidade à cada
elemento de I para evitar o logaritmo de zero. A reconstrução é facilmente obtida apenas
subtraindo esta unidade aos valores obtidos após a análise da imagem SAR.












































(c) Esperança do logaritmo do
ruído speckle
Figura 3 – Função distribuição de probabilidade do (a) ruído speckle, (b) do logaritmo do
ruído speckle e a esperança do logaritmo do ruído speckle para diferentes níveis
de looks.
Xie, Pierce e Ulaby (2002) demonstra que a transformação logarítmica resulta
em uma nova distribuição de probabilidade do ruído speckle. Seja Y  logSi,j . Por ser uma
função monótona, podemos facilmente encontrar sua função distribuição de probabilidade
fY através da relação




sendo fS a função densidade de probabilidade do ruído speckle de distribuição Gama(L,L).
Hoekman (1991) demonstrou que a média do ruído speckle transformado é não
nula, diferentemente da suposição de ruído branco gaussiano da maioria dos modelos de
ruído aditivos em imagens. Sua equação é dada por
EpY q  d
dL
ΓpLq  logL. (2.5)
A esperança em (2.5) se aproxima de zero conforme L tende ao infinito, como
podemos ver na Figura 3c. Portanto, é preciso levar em consideração o viés resultante da
transformada do ruído speckle, principalmente para as imagens com menos looks.
Ainda sobre grandes valores de L, conforme visto nas Figura 3a e Figura 3b, o
número de looks vai ao infinito a distribuição de probabilidade do ruído speckle se aproxima
de uma Normal. Em contrapartida, o logaritmo do ruído se aproxima mais rapidamente
de uma Normal e por isso é comum alguns pesquisadores aplicarem a função logaritmo
na imagem para poder trabalhar com um ruído mais próximo de uma Normal e poder
aplicar os métodos de processamento de imagens conhecidos para modelos de ruído aditivo
gaussiano.
Capítulo 2. Metodologia 28
2.2 Ondaletas
2.2.1 A transformada de Fourier
Definição 1. O espaço vetorial de funções mensuráveis e de quadrado integrável é denotado
por L2pRq. Ou seja, se f P L2pRq, então f é Lebesgue mensurável e»
R
f 2pxqdx    8.
Definição 2. Seja a função f P L2pRq. A transformada de Fourier da função f é definida
por




Por outro lado, se f é a transformada de Fourier da função f P L2pRq, a
transformada inversa de Fourier é definida como




Em estatística, uma aplicação da transformada de Fourier pode ser vista quando
f é uma função densidade de probabildade, em que a transformada resulta na função
característica, utilizada para identificar de maneira única uma lei de probabilidade ou
calcular os momentos de uma variável aleatória, exercício nem sempre tão simples no
domínio original da função.
Em contrapartida, em um ambiente cada vez mais computacional é preciso
trazer os métodos contínuos para os cálculos discretos da máquina. Por mais que hoje
tenhamos um imenso poder de processamento e cálculo, o computador ainda realiza
operações numéricas.
Para isso, seja a função f P L2pRq cuja transformada de Fourier f tenha
suporte compacto, ou seja, fpωq  0, para |ω| ¡ Ω. Para simplificar, tome Ω  pi. Então,








































A equação obtida em (2.10) diz que f pode ser completamente determinada
por seus valores “amostrados” tfpnqunPZ. Se deixarmos de supor que Ω  pi e assumir










Ωx npi . (2.11)
Agora f é determinada pelas amostras fpnpiΩq, sendo
pi
Ω a densidade amostral,
usualmente chamada de densidade de Nyquist.
Com isso, podemos enunciar o teorema de Shannon a seguir.
Teorema 2.2.1. Seja f P L2pRq tal que f tenha suporte compacto rΩ,Ωs, para Ω










Ωx npi . (2.12)
Com isso, podemos definir a transformada discreta de Fourier.































Note que a densidade de Nyquist diminui conforme o suporte de f aumenta.
Ou seja, é necessário um número maior de amostras para representar funções menos suaves.
Por outro lado, funções suaves e mais bem comportadas são completamente determinadas
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por um número de amostras maior. Para maiores informações o leitor pode consultar
Daubechies (1992).
Apesar de sua ampla utilização na teoria matemática, na prática a transformada
de Fourier apresenta o problema de falta de localização devido ao Princípio da Incerteza.
Ou seja, se uma função possui um pico agudo em um pequeno intervalo no domínio do
tempo, o suporte da sua transformada de Fourier terá de ser grande, resultando na má
localização no domínio da frequência.
Uma alternativa a essa falta de localização é a tranformada de Fourier janelada
que insere uma função peso g particionando a função f a ser transformada e obtendo um
melhor equilíbrio entre boa localização no tempo e na frequência. Porém, apesar de ser
melhor localizada no domínio da frequência do que a transformada de Fourier, a falta de
localização persiste pois as medições de frequência e tempo são incompatíveis, já que uma
frequência não pode ser medida instantaneamente, resultando novamente no princípio da
incerteza.
Neste cenário surge a transformada de ondaletas, permitindo uma análise de
tempo-escala, diferentemente da análise de frequência-tempo utilizada pela transformada
de Fourier.
2.2.2 Transformada contínua de ondaletas




|θ|1|ψpθq|2 dθ   8. (2.15)
Por enquanto, considere que a ondaleta ψ satisfaz a condição de admissibilidade
na Equação 2.15. Então, a transformada W de uma função f em relação a uma família de
ondaletas ψ é dada por










sendo ψ o complexo conjugado da função ψ e a, b P R, com a  0, parâmetros de translação
e dilatação da ondaleta mãe ψ em







Esses parâmetros a, b citados tornam possível a liberdade de escala e translação
da ondaleta mãe ψ, permitindo a análise no espaço tempo-escala mencionado anteriormente
e consequentemente uma melhor localização em ambos os domínios.
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Assim como na transformada de Fourier, é possível representar a função f pela
transformada inversa. Para isso, primeiro vamos apenas enunciar a seguinte proposição.






pWfqpa, bq pWgqpa, bq da db  Cψxf, gy. (2.18)

Tome a primeira parte da Equação 2.18 e considere pWgqpa, bq  ψa,bpxq. Ou







pWfqpa, bqψa,bpxq da db  Cψxf, gy  Cψfpxq. (2.19)









pWfqpa, bqψa,bpxq da db (2.20)
Note que a recuperação só é possível se a condição de admissibilidade é satisfeita.
Caso contrário, f seria reconstruída sempre como zero na Equação 2.20. Na prática,
podemos considerar a condição de admissibilidade de uma ondaleta equivalente a»
R
ψpxq dx  0. (2.21)
De fato, se ψ P L1pRq, então a Equação 2.15 só é satisfeita se a tranformada
de Fourier de ψ no ponto zero é nula ou se
»
R
ψpxq dx  0.
Além da vantagem de ser melhor localizada no tempo e frequência do que
a transformada de Fourier, a transformada de ondaletas é também conhecida pela sua
propriedade de “zoom matemático”. Para entender o que este termo significa, vamos
enunciar o seguinte teorema:
Teorema 2.2.3. Suponha que
»
p1   |x|q|ψpxq| dx   8 e que ψp0q  0. Se a função
limitada f é Hölder contínua com expoente α P p0, 1s, isto é,
|fpxq  fpyq| ¤ C|x y|α, (2.22)
para C uma constante qualquer, então a transformada de ondaletas satisfaz
|Wfpa, bq|  |xf, ψa,by| ¤ C 1|a|α 1{2 (2.23)
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O teorema diz que se a função f possui um pico em um curto intervalo de
tempo, eles são identificados pelos altos valores em módulo da transformada de ondaletas.
Ou seja, a transformada de ondaletas permite ao pesquisador identificar pontos de mudança
na função. Esse teorema é utilizado no contexto de compressão e limiarização, permitindo
que uma função seja aproximada apenas pelos seus pontos onde ocorrem mudança não
sendo necessário armazenar informação enquanto a função apresenta comportamento
aproximadamente constante. As aplicações podem ser vistas nos trabalhos Antonini et al.
(1992) sobre compressão e Donoho (1995) e Donoho e Johnstone (1994) em limiarização.
2.2.3 Transformada discreta de ondaletas
Assim como no caso da transformada de Fourier, é possível discretizar a
transformada de ondaletas para tornar possível sua realização computacional. Neste caso,
tome os parâmetros a  aj0 e b  kb0aj0, em que j, k P Z, a0 ¡ 1 e b0 ¡ 0. A ondaleta ψa,b
discreta é dada então por:
ψjkpxq  aj{20 ψpaj{10 x kb0q. (2.24)
Porém, para que os coeficientes discretos da transformada txf, ψjkyuj,kPZ ca-
racterizem completamente a função f P L2pRq é preciso que a família de ondaletas ψjk




|xf, ψjky|2 ¤ B}f}2. (2.25)
Tal condição é equivalente a afirmar que ψjk é uma janela de limites A e B.
Confirmada a admissibilidade é possível caracterizar completamente a função f através
dos coeficientes txf, ψjkyuj,kPZ. Além disso, é possível resconstruir a função de maneira
análoga a (2.20).
Na Seção 2.3 vamos estudar uma maneira de obter os coeficientes da transfor-
mada de ondaletas através de um algoritmo piramidal e além disso como obter uma base
ortonormal de ondaletas quando a0  2 e b0  1.
2.3 Análise de multirresolução
2.3.1 Aproximação de uma função unidimensional
Podemos expressar o sinal f P L2pRq como o limite de sucessivas aproximações,
sendo cada uma dessas aproximações uma versão suavizada de f . Essas sucessivas apro-
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ximações correspondem a diferentes resoluções tais que quanto maior a resolução, mais
suave é a aproximação.
Antes de introduzirmos a análise de multirresolução vamos definir os operadores
de translação e dilatação, importantes ao manipular as resolução as quais iremos trabalhar.
Definição 4. Defina os operadores de translação T : L2pRq Ñ L2pRq e dilatação D :
L2pRq Ñ L2pRq tais que
pT nfqptq  fpt nq, n P Z (2.26)
pDmqptq  2m{2fp2mtq m P Z (2.27)
A operação dilatação por múltiplos de 2 segue a metodologia introduzida por
Mallat e Meyer (1986) e até hoje aplicada por sua praticidade de se reduzir pela metade ou
dobrar a resolução em que esteja trabalhando. Além disso, os operadores são visivelmente
invertíveis e preservam a norma da função transformada, como vemos na Proposição 2.3.1.
Proposição 2.3.1. Seja f P L2pRq, então @m,n P Z
}f}  }DmT nf} (2.28)

A demonstração da igualdade obtida na Equação 2.28 pode ser obtida tomando-
se y  2mtn. Vistas as principais propriedades dos operadores mencionados na Definição 4
vamos introduzir formalmente o assunto principal desta seção.
A análise de multirresolução (AMR) corresponde a uma sequência de sucessivos
subespaços fechados tVjujPZ de L2pRq com as seguintes propriedades:
1. Aninhamento:
    V2  V1  V0  V1  V2     (2.29)





Vj  L2pRq (2.30)
3. Autossimilaridade:
fpxq P Vj ðñ fp2jxq P V0, para qualquer função f P L2pRq (2.31)
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4. Existe uma função denominada função escala φ P V0 tal que, @j P Z o conjunto!
φjkptq  2
j




é uma base ortonormal de Vj.
A função escala φ da Equação 2.32 é também conhecida como ondaleta pai.
Segundo a igualdade de norma da Proposição 2.3.1 e a condição 4 da AMR, podemos




αjkφjkptq  Pjfptq, (2.33)
em que tαjk  xf, φjkyukPZ é a sequência apropriada para representar f P Vj em termos
da base ortonormal tφjkptqukPZ de Vj.
Consequentemente, da completitude da AMR podemos representar qualquer
função f P L2pRq como o limite da resolução subindo ao infinito, dado que
lim
jÑ8
||Pjfptq  fptq||L2  0, (2.34)
Do mesmo modo, no limite oposto fica claro que
lim
jÑ8
Pjfptq  0. (2.35)
2.3.2 Filtro thkukPZ da função escala
Como V0  V1, sabemos que φptq  φ00ptq também pertence a V1 e pode ser








em que, da mesma maneira que tαjkukPZ foi definida como sequência apropriada,




A sequência thkukPZ é denominada filtro da função escala φ, sendo base da
implantação computacional da análise de ondaletas e responsável por algumas restrições
de φ.
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O resultado obtido na Equação 2.38 é na verdade a propriedade de normalização
da função escala. Ainda sobre a ortonormalidade das ondaletas pai,








































A igualdade obtida na Equação 2.39 é conhecida como a propriedade da
ortogonalidade, em que a soma apresentada é 1 se l  0 e zero se caso contrário.
Uma abordagem interessante é observar o comportamento da transformada de
Fourier do filtro thkukPZ, resultando em uma nova função definida a seguir.







A função de transferência m0 também está diretamente relacionada com a
transformada de Fourier da função escala,
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Por fim, da ortogonalidade da função escala temos que
|m0pωq|2   |m0pω   piq|2  1. (2.43)
A função de transferência é um conceito importanto ao representar as proprie-
dades da função escala φ no domínio da frequência e também ao facilitar a obtenção de
bases de ondaletas que serão introduzidas na sequência.
2.3.3 Ondaleta mãe
Definição 6. Uma função ψ é ondaleta mãe se a sequência tψjkptq : k P Zu, @j P Z for
base ortonormal e satisfizer




em que βjk  xf, ψjky.
A Equação 2.44 mostra a projeção de f P L2pRq no espaço Vj 1 como a soma
da projeção da mesma f em Vj mais um complemento ortogonal a essa projeção em Vj 1.
A seguir vamos estudar as propriedades desse complemento ortogonal e sua relação com a
ondaleta mãe ψ.
Definição 7. Seja Wj o complemento ortogonal de Vj dado por
Wj 
#





, @j P Z (2.45)
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e tal que
Vj 1  Vj `Wj, @j P Z. (2.46)
Por construção, Wj herda algumas propriedades de Vj, dado que Vj  Vj 1 e
Wj K Vj, @j P Z. Com isso, temos que
Wj K Wk, j  k, @j, k P Z. (2.47)









Com isso, podemos representar uma função f P L2pRq em termos da sua
projeção em Wj, em diversos níveis de resolução j. Além disso, fixando-se um j0 P Z
qualquer, a representação de f pode ser decomposta em termos de sua projeção no espaço
















Note que a Equação 2.50 nada mais é que a transformação discreta de ondaletas de f .
Em processamento de sinais, a projeção de f em Vj0 representada pela primeira
soma na Equação 2.51 é denominada como o nível de aproximação da função f . Por outro
lado, a projeção no complemento ortogonal Wj0 representa a informação perdida ao passar
do nível de resolução j0   1 para j0 e é conhecida como os detalhes da aproximação pela
AMR.
Assim como existe a relação o filtro thkukPZ e a função escala φ, podemos
estudar o filtro tgkukPZ da ondaleta mãe ψ, como veremos na seção a seguir.
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2.3.4 Filtro tgkukPZ da ondaleta mãe
O desenvolvimento das propriedades do filtro tgkukPZ é análogo ao visto na









em que gk  xψ, φ1ky, @k P Z.
A maneira como tgkukPZ é construída e a relação entre φ e ψ na representação
de f P L2pRq mostrada na Equação 2.51 nos dá indícios da relação entre thkukPZ e tgkukPZ.
Essa relação será mostrada em termos da transformada de Fourier de ambos os filtros.
Para isso, vamos analisar as propriedades da transformada de Fourier do filtro tgkukPZ a
seguir.







Note que a construção da função de transferência m1 é análoga à função m0.
Da mesma maneira, vamos verificar a relação de m1 com a transformada de Fourier da
ondaleta mãe ψ

















































Dadas as Equações 2.41 e 2.55 que mostram a relação da transformada de Fourier
da função escala e da ondaleta mãe, respectivamente, com as funções de transferência,
podemos definir a relação entre φ e ψ no domínio da frequência.
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Para isso, lembre que Vj K Wj, @j P Z. Particularmente para j  0, temos que
»
R
ψpt lqφpt kqdt  0, @k, l P Z. (2.56)
Assim, obtemos que φ K ψ. Em seguida, especificamente para l  0 é possível
mostrar que essa relação de ortogonalidade no domínio da frequência é equivalente a
m1pωqm0pωq  m1pω   piqm0pω   piq  0. (2.57)
Das condições de ortogonalidade das Equações 2.57 e 2.43 temos um sistema
cuja possível solução seria
m1pωq  eiωm0pω   piq. (2.58)
A Equação 2.58 é uma das relações existentes entre hk e gk. Como consequência,
|m1pωq|  |m0pω   piq| (2.59)
e da ortogonalidade da função escala no domínio da frequência na Equação 2.43,
|m0pωq|2   |m0pω   piq|2  |m0pωq|2   |m1pωq|2  1. (2.60)
2.3.5 Relação de quadratura espelhada entre os filtros
Após mostrar as definições e as propriedades dos filtros thkukPZ e tgkukPZ vimos
que devido a construção das funções de transferência m0 e m1 é provável que haja uma
relação entre eles.
De fato, a Equação 2.58 mostra a relação entre m0 e m1. A partir daí, temos
























ùñ gn  p1qnh1n. (2.61)
A Equação 2.61 mostra que a partir das definições de m0 e m1 é possível
mostrar que gn  p1qnh1n. Essa relação é denominada de quadratura espelhada entre os
filtros, pois podemos interpretar a equação como um reflexo entre tgkukPZ e thkukPZ.
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2.3.6 Regularidade das ondaletas
Como adiantado anteriormente, um dos interesses ao estudar bases de ondaletas
é a sua regularidade. Vimos, por definição, que a regularidade de uma AMR está diretamente
ligada com o comportamento das diversas ordens de derivadas da função escala φ. A
regularidade das ondaletas, por sua vez, estão diretamente ligadas com o número de
momentos finitos que a função ψ em questão possui. Antes de prosseguirmos com o
desenvolvimento do conceito de regularidade, vamos introduzir a definição de momentos
de uma ondaleta.





O número de momentos finitos de uma ondaleta está intimamente relacionado
com a suavidade da função ψ. Ou seja, quanto maior o número de momentos finitos, mais
rapidamente decrescem suas caudas e consequentemente mais suave será a curva. Esta
suavidade é o que buscamos controlar ao estudarmos a regularidade das ondaletas.
A seguir vamos enunciar um teorema que servirá de base para inserir restrições
nos filtros thkukPZ e tgkukPZ para que a ondaleta mãe ψ tenha um determinado número de
momentos nulos. Como visto em Vidakovic (1999),
Teorema 2.3.2. Seja tψjk : j, k P Zu um sistema ortonormal em L2pRq satisfazendo
|ψptq| ¤ Cp1  |t|qα , α ¡ N, (2.63)
e que as derivadas ψpkqptq são limitadas para k ¤ N  1. Então, ψ tem N momentos nulos:
Mk  0, k  0, 1, . . . , N  1. (2.64)

Essa restrição sobre ψ pode ser expressa em termos de sua função de trans-
ferência m1. Dado que os momentos de uma função podem ser expressos em termos da
derivada de sua transformada de Fourier, podemos verificar que
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Por indução, a Equação 2.65 implica que mpkq1 p0q  0, para k  0, 1, . . . , N1. Em seguida,
da definição de m1 e a relação de quadratura espelhada entre thkukPZ e tgkukPZ, temos a






nkp1qnhn  0, k  0, 1, . . . , N  1. (2.66)
Podemos interpretar a restrição dada pela Equação 2.66 como o número de
momentos discretos nulos dos filtros thkukPZ e tgkukPZ e estes, por sua vez, definem o
número de momentos nulos da ondaleta mãe ψ.
2.3.7 Tamanho dos filtros gk e hk
Como mencionamos, os filtros thkukPZ e tgkukPZ são importantíssimos na imple-
mentação computacional da análise de ondaletas. No entanto, se não há restrições sobre
as bases de ondaletas os filtros podem ser séries infinitas, prejudicando a eficiência do
método. Procuramos, então, uma maneira para que possamos pelo menos restringir a uma
quantidade finita o número de elementos não nulos das sequências dos filtros hk e gk. Para
isso, vamos definir a regularidade da AMR observando as derivadas da função escala φ.
Definição 10. Uma AMR de L2pRq é N-regular, para N P N, se sua função escala φ é
tal que
|φpkqptq| ¤ Cmp1  |t|qm , @k ¤ N, @k,m P N. (2.67)
É possível mostrar que se uma AMR é N -regular, então o número de coeficientes
não nulos do filtro thkukPZ se reduz a 2N e, devido a relação entre os filtros, o mesmo
ocorre para tgkukPZ. Assim, a implementação computacional da AMR se torna possível e







Consequência de ψ ter N momentos não nulos:
2N1¸
k0




hkhk2n  δtnu, n  0, 1, . . . , N  1. (2.70)
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2.3.8 Aproximação de uma função bidimensional
Seja f P L2pR2q, ou seja, uma função bidimensional. Assim como no caso
unidimensional, a AMR é uma sequência de subespaços de L2pR2q que satisfazem as
condições 2.29 a 2.32 no caso de duas dimensões.
Sendo assim, seja a sequência de espaços aninhados tVjujPZ uma AMR que
satisfaz as condições de completitude e autossimilaridade e, analogamente à Equação (2.32),
podemos encontrar uma função Φ P L2pR2q, tal que a família de funções
t2jΦjpx 2jn , y  2jmqupn,mqPZ2 (2.71)
é base ortonormal de Vj, @j P Z, sendo Φjpx, yq  2jΦp2jx, 2jyq.
Seja Vj  L2pR2q o produto tensorial de dois subespaçoes idênticos V 1j  L2pRq:
Vj  V 1j b V 1j . (2.72)
É possível provar que a sequência desses subespaços tVjujPZ é uma AMR em
L2pR2q se e somente se tV 1j ujPZ é uma AMR em L2pRq. Com isso, é possível mostrar que
a função escala Φ pode ser escrita como
Φpx, yq  φpxqφpyq, (2.73)
em que φ P L2pRq é a função escala unidimensional de V 1j .
A base de Vj em (2.71) pode então ser reescrita como o produto de das funções
escalas unidimensionais de V 1j :
t2jφjpx 2jnqφjpy  2jmqupn,mqPZ2 . (2.74)
Assim, a representação da função fpx, yq P L2pR2q a uma resolução j é caracte-
rizada pelo conjunto
Ajf  txfpx, yq , φjpx 2jnqφjpy  2jmqyupn,mqPZ2 (2.75)
Podemos ilustrar a aproximação citada com um exemplo simples como a captura
de uma foto. A imagem resultante após o clique pode ser considerada uma aproximação a
uma resolução j da luz irradiada de uma determinada cena. Quanto maior a resolução,
melhor a qualidade da foto, pois temos uma quantidade maior de pixels para descrever a
cena capturada.
Assim como no caso unidimensional, a informação perdida da transição de uma
resolução j   1 a uma resolução j é armazenada nos detalhes da aproximação obtida pela
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projeção ortogonal da função f no complemento ortogonal de Vj , cuja base é formada pela
família de ondaletas ψ associada à função escala φ. Este complemente ortogonal também
denotamos como Wj que no caso bidimensional também herda todas as propriedades de
Vj.
O teorema a seguir nos mostra que é possível construir uma base ortogonal de
Wj em função de três funções ondaletas Ψ1, Ψ2 e Ψ3, todas em L2pR2q.
Teorema 2.3.3. Seja tVjujPZ uma aproximação de multirresolução de L2pR2q e seja
Φpx, yq  φpxqφpyq a função escala bidimensional associada. Seja ψpxq a ondaleta unidi-
mensional associada a função escala φpxq. Então, as três ondaletas
Ψ1px, yq  φpxqψpyq, Ψ2px, yq  ψpxqφpyq, Ψ3px, yq  ψpxqψpyq (2.76)
são tais que
t 2jΨ1jpx 2jn, y  2jmq ,
2jΨ2jpx 2jn, y  2jmq ,
2jΨ3jpx 2jn, y  2jmq upn,mqPZ2
é uma base ortonormal de Wj  L2pR2q e
t 2jΨ1jpx 2jn, y  2jmq ,
2jΨ2jpx 2jn, y  2jmq ,
2jΨ3jpx 2jn, y  2jmq upj,n,mqPZ3
é base ortonormal de L2pR2q.
A demonstração do Teorema 2.3.3 não será reproduzida aqui, mas pode ser
vista no apêndice Mallat (1989). O Teorema 2.3.3 nos diz que a diferença de informação
entre as aproximações Aj 1f e Ajf é dada por três matrizes de detalhes:
Dvj f  txfpx, yq, Ψ1jpx 2jn, y  2jmqyupn,mqPZ2 (2.77)
Dhj f  txfpx, yq, Ψ2jpx 2jn, y  2jmqyupn,mqPZ2 (2.78)
Ddj f  txfpx, yq, Ψ3jpx 2jn, y  2jmqyupn,mqPZ2 (2.79)
Como as funções Ψi, i  1, 2, 3; podem ser escritas como produto de ψ e φ
temos que as quatro matrizes resultantes são as convoluções

















Figura 4 – Esquematização da decomposição de uma imagem pelas aproximações de
multirresolução.
Ajf  tpfpx, yq  φjpxqφjpyqqp2jn, 2jmqupn,mqPZ2 (2.80)
Dvj f  tpfpx, yq  φjpxqψjpyqqp2jn, 2jmqupn,mqPZ2 (2.81)
Dhj f  tpfpx, yq  ψjpxqφjpyqqp2jn, 2jmqupn,mqPZ2 (2.82)
Ddj f  tpfpx, yq  ψjpxqψjpyqqp2jn, 2jmqupn,mqPZ2 (2.83)
As Equações (2.80) a (2.83) mostram que no caso de f P L2pR2q a decomposição
em ondaletas é um conjunto de imagens independentes e espacialemente orientadas
nos sentidos vertical (Dv), horizontal (Dh) e diagonal (Dd), como emMallat (1989). A
esquamatização do processo é vista na Figura 4.
Assim como no caso unidimensional, podemos definir um nível j0 P Z qualquer
tal que a representação da função f P L2pR2q pode ser decomposta em termos de sua
projeção no espaço Vj0 e seu complemento ortogonalWj0 . Porém, neste caso o complemento
ortogonal é decomposto nas três matrizes de detalhes mostradas.
Este será o contexto utilizado ao longo desta dissertação para processamento
de imagens SAR, em que uma imagem é representada pela função f P L2pR2q. A matriz
Ajf pode ser interpretada como a representação matricial da captura da imagem a uma
resolução j. Na prática, a imagem é apenas uma amostra representada pela matriz de
intensidades e possui um nível de resolução máximo, sendo este a própria imagem capturada.
Nas próximas seções vamos estudar como trabalhar com amostras de f P L2pRq. O caso
bidimensional pode facilmente ser extrapolado devido à relação com a decomposição
unidimensional mostrada nas Equações (2.80) a (2.83).
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2.4 Bases de ondaletas de suporte compacto
Um dos grandes atrativos da análise de ondaletas é a variedade de bases
existentes. Podemos construir bases simétricas, de regularidade e suporte pré-determinados
e ortogonais. No entanto, todas essas qualidades não podem existir em uma base de
ondaletas, já que é possível demonstrar que não é possível construir bases que sejam
ortogonais e simétricas ao mesmo tempo.
Nesta dissertação iremos trabalhar apenas com a família de ondaletas de
Daubechies de ordem N , bases ortogonais em que N é um parâmetro de determinação
da regularidade e tamanho de seu suporte compacto. Devido a essas características que
possibilitam o pesquisador determinar as principais propriedades da família de ondaletas
que as de Daubechies são amplamente utilizadas na literatura.
Dentre as diversas bases de Daubechies vamos primeiramente ilustrar a de
primeira ordem, também conhecida como ondaleta de Haar. Essa base possui funções
escala e ondaleta mãe que podem ser obtidas explicitamente, como iremos mostrar a seguir.
Para as ordens N ¡ 1 as funções φ e ψ são obtidas numericamente através do Teorema
Daubechies-Lagarias.
2.4.0.1 Bases de Haar
Seja Vj o seguinte espaço vetorial
Vj  tfptq P L2pRq : f é constante em t P r2jk, 2jpk   1q, @k P Zs. (2.84)
Este Vj é conhecido como espaço vetorial de Haar.
Note que o tamanho do intervalo em que a função f P Vj é constante depende
de j, sendo sempre a metade do tamanho do intervalo em Vj 1. Sem perda de generalidade,
seja g P V2 uma função dada por
gptq  β δt0 ¤ t ¤ 2u. (2.85)
A função g pode ser decomposta em uma soma de duas indicadoras δ:
gptq  β δt0 ¤ t   1u   β δt1 ¤ t ¤ 2u  fptq   fptq, (2.86)
sendo fptq  β δt0 ¤ t   1u uma função em V1 e β P R uma constante qualquer. Com isso,
podemos verificar que V1  V2 e por indução podemos dizer que a condição 2.29 da AMR
é satisfeita.
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Note que quanto mais j se aproxima de  8 menor é o cumprimento do intervalo
em que f P Vj é constante. Tome como exemplo o histograma, função utilizada para estimar
a função distribuição de probabilidade de uma variável aleatória. Quanto menor a largura
das bandas do histograma, melhor é a aproximação. Quando o limite do comprimento da
banda vai a zero, temos a aproximação perfeita. De maneira análoga, podemos interpretar
o histograma como uma projeção da função distribuição de probabilidade no espaço Vj de
Haar, sendo o comprimento de sua banda dado pela resolução j. Assim, quanto maior a
resolução, melhor é a aproximação. Com isso, a completitude da AMR é satisfeita.
Em seguida, também sem perda de generalidade, tome f P Vj tal que fptq 
β δt2jk ¤ t ¤ 2jpk   1qu. Assim, temos que
fp2jtq  β δt2jk ¤ 2jt ¤ 2jpk   1qu  β δtk ¤ t ¤ k   1u. (2.87)
Logo, fp2jtq P V0 e a condição de autossimilaridade da AMR é satisfeita. A volta da
condição 2.31 é demonstrada de maneira análoga, iniciando da suposição de um f P V0.
Uma escolha natural de φ P V0 tal que φjk é base ortonormal de Vj é a seguinte
função
φptq  δt0 ¤ t ¤ 1u. (2.88)
A translação e dilatação de φ é base para qualquer função em Vj> Com isso, Vj satisfaz
também 2.32 e, portanto, Vj é uma AMR.
Para encontrar a base ortonormal de ondaletas da AMR, vamos calcular hn
como na Equação 2.37.























, para n  0, 1. (2.89)
Assim, da relação de quadratura espelhada podemos obter tgkukPZ através da Equação 2.61:




g1   1?2
. (2.90)
Em seguida, podemos obter a ondaleta mãe ψ da Equação 2.52:

























 δt0 ¤ 2x ¤ 1u  δt0 ¤ 2x 1 ¤ 1u
 δt0 ¤ x ¤ 1{2u  δt1{2 ¤ x ¤ 1u. (2.91)
Temos então definida a base de Haar e sua função escala e ondaleta mãe obtidas
são vistas na Figura 5.
2.4.0.2 Família de bases de Daubechies
Amplamente utilizadas na literatura, a família de bases de Daubechies foram
as pioneiras a possuírem ortogonalidade, regularidade pré-definida e suporte compacto. O
número N de momentos nulos da ondaleta mãe é o que define o grau da família, comumente
denotada por Daub(N), em que suas bases são construídas conforme o Teorema 2.4.1.
Teorema 2.4.1. Seja ψ de N momentos nulos e
|φptq| ¤ C2p1  |t|qα , α ¡ N. (2.92)









sendo Lpωq uma função de período 2pi pertencente à classe de regularidade CN1. 
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Os detalhes da obtenção dos filtros thkukPZ e tgkukPZ não serão discutidos nesta
dissertação. Para a demonstração recomendamos Daubechies et al. (1992). No entanto, é
possível demonstrar que a base Daub(N) possui filtros de tamanho 2N e suporte compacto
definido no intervalo r0, 2N  1s.
O Teorema 2.4.2 mostra como obter as funções φptq e ψptq numericamente em
qualquer ponto t P R a partir do filtro thkukPZ determinado previamente, cujos detalhes
de obtenção não serão demonstrados, conforme mencionado anteriormente..
Teorema 2.4.2. (Daubechies-Lagarias) Seja φ a função escala da base Daubechies(N) e a












temos que, para um determinado subgrupo td1, d2, . . . , dnu,
lim
nÑ8
Td1 . . . Tdn  pφpt  i 1qq1  i,j 2N1. (2.95)

A partir da Equação 2.95 podemos encontrar a função escala φpt   iq em
i  0, 1, . . . , 2N  1. A ondaleta mãe pode ser obtida a partir da relação entre ψ e φ dada
pela Equação 2.52.
2.5 Estimação dos coeficientes
Vimos até aqui a discussão das propriedades matemáticas das ondaletas e
como obter bases dessas função através da AMR. No entanto, toda essa abordagem se dá
no contexto de análise funcional em que podemos trabalhar diretamente com a função
fptq P L2pRq. Na prática, o que seja nas mãos do pesquisador são realizações da função
fptq ao longo de determinados tempos t de quantidade finita. Ou seja, temos na verdade o
conjunto
f  tfpt1q, fpt2q, . . . , fptNqu , (2.96)
em que ti, i  1, . . . , N , são os tempos amostrados.
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em que j0 P Z é um número qualquer, podemos considerar o problema de estimar f
equivalente a estimar os coeficientes αjk e βjk. A construção dos algoritmos de obtenção
dos coeficientes dependem da amostra f em (2.96). Nesta dissertação, por trabalharmos
no contexto de processamento de imagens vamos supor que os tempos ti das amostras são
igualmente espaçados entre si. Ou seja, em uma imagem de tamanho N M as linhas da
matriz obtida é o conjunto de amostras
fl  pfl1, fl2, . . . , flNq, (2.98)
sendo
fli  pflip0q, flip1q, . . . , flipM  1qq, i  1, 2, . . . , N. (2.99)
Além disso, vamos supor que N e M são potencias de 2, ou seja, N  2a e
M  2b, para a, b, P Z.
Voltando à decomposição de f , ao lidar com amostras temos um nível de
resolução máximo J equivalente à própria amostra de tamanho 2ˆJ . Consequentemente,
o número de coeficientes a serem estimados também se resume a uma quantidade finita,











sendo J o nível máximo e j0 o nível mínimo de resolução.
A escolha de j0 deve ser pensada levando em consideração que este será o nível
de resolução em que f será aproximada. Novamente voltando ao contexto de processamento
de imagens, j0 define em que resolução de aproximação da imagem queremos trabalhar.
Existem diversos critérios de escolha, mas adotaremos o mais utilizado na família de bases
de Daubechies, em que j0  rlog2p2N  1qs, sendo N a ordem da família. Em particular,
quando trabalhamos com a família de ondaletas de Haar utilizamos j0  0.
2.5.1 Algoritmo piramidal
Tendo então definidos os níveis máximos e mínimo de resolução, J e j0, res-
pectivamente, vamos definir o algoritmo piramidal introduzido por Mallat em seu famoso
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artigo publicado em 1989 para estimar os coeficientes αjk e βjk.
Primeiramente é preciso definir qual família de base de ondaletas ψ será utilizada
de forma que teremos pré-definidas as informações thkuk, tgkuk de tamanho 2N e φptq e
ψptq para todo ponto t P R de interesse.
Lembrando que da construção de φ em termos do filtro thkukPZ na Equação 2.36
temos que






















O algoritmo piramidal, portanto, será baseado na implementação recursiva das
Equações 2.102 e 2.103.
Denotando PVjf como a projeção de f no subespaço Vj e PWj a projeção de f












Com isso, das Equações 2.102 e 2.104 e da ortogonalidade entre φ e ψ, obtemos
a seguinte equação recursiva para os coeficientes de aproximação:
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hy2k αjy, k  0, 1, . . . , N  1. (2.105)





gy2kαjy, k  0, 1, . . . , N  1. (2.106)
Vale ressaltar que é possível obter equações recursivas que percorram o caminho
inverso às Equações 2.105 e 2.106, ou seja, reconstruir a função f a partir dos níveis de
resolução mais baixos.
Assim, das equações obtidas em (2.105) e (2.106) em função dos filtros thkukPZ
e tgkukPZ é possível obter recursivamente todos os coeficientes αjk e βjk. Para isso, basta





obter αjk e βjk, para j  j0, j0   1, . . . , J e k  0, 1, 2, . . . , 2n, sendo 2n o tamanho da
amostra.
No caso bidimensional de processamento de imagens o algoritmo é realizado
nos sentidos das linhas e das colunas da matriz, conforme a decomposição mostrada nas
Equações 2.80 a 2.83.
Para ilustrar o funcionamento do algoritmo piramidal em imagens, vejamos a
Figura 6. A imagem mostrada é a famosa fotografia de Lenna, muito utilizada em exemplos
de publicações de processamento de imagens. Esta fotografia é representada por uma
matriz de intensidades de tamanho 256 256.
A Figura 6 mostra como as matrizes de detalhes e aproximação são obtidas
através da decomposição das linhas e colunas da imagem original. As letras H e G
representam respectivamente a decomposição φ e ψ em termos dos filtros thkukPZ e tgkukPZ.
Primeiramente a decomposição é realizada nas linhas da imagem, produzindo as duas
matrizes de tamanho 128 256. A decomposição é então realizada nestas duas, mas desta
vez no sentido das colunas, produzindo as quatro matrizes de tamanho 128128 conhecidas
como matrizes de aproximação, detalhes verticais, detalhes horizontais e detalhes diagonais.






128× 128 128× 128
128× 128 128× 128
Figura 6 – Decomposição de ondaletas da famosa imagem de Lenna.
2.6 Limiarização e redução de ruído
No contexto de processamento de imagens, a limiarização atua na classificação
ou encolhimento dos elementos da matriz de intensidade Ii,j de uma imagem I. Dado
um limiar τ , a limiarização define uma ação para a condição Ii,j   τ , dividindo a
imagem em duas classes ou no processo de encolhimento dos coeficientes das matrizes
de detalhes resultantes da AMR. Este encolhimento dos coeficientes será descrito pelo
método introduzido por Donoho e Johnstone para reduzir o ruído de funções perturbadas
por ruído gaussiano em Donoho (1995) e Donoho e Johnstone (1995).
Considere o modelo
yi  fptiq   σεi, i  1, 2, . . . , N, (2.108)
em que εi  Normalp0, 1q i.i.d. para todo i e ti  pi 1q{N .
O objetivo é estimar f  pfpt1q, . . . , fptNqq, minimizando o erro quadrático
médio. O caso é análogo a ajustar uma regressão, mas neste caso não temos várias
covariáveis para explicar a variabilidade de tyiui1,...,N .
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Assim, considere y  py1, y2, . . . , yNq obtenha os coeficientes da transformada
de ondaletas discreta CN1  txy, ψjkyuj,kPZ. Os coeficientes em C são contaminados pelo
ruído, mas se utilizarmos uma transformada de ondeletasW ortogonal aplicada ao modelo,
temos que
WypN1q  WfpN1q  WσεpN1q
C  θ   σε, (2.109)
dado que uma aplicação ortogonal a uma variável aleatória Normalp0, 1q gera outra variável
aleatória de distribuição Normalp0, 1q. Com isso, obtemos os coeficientes da transformada
também perturbados pelo ruído branco.
Sendo assim, defina limiares para reduzir ou zerar os coeficientes de valor
absoluto abaixo deste valor. A ideia por trás dessa limiarização é preservar apenas a
informação relevante presente nos coeficientes da transformada, ou seja, aqueles coeficientes
de alto valor absoluto. Esses coeficientes são responsáveis por identificar mudanças bruscas
na função e assim permitir sua reconstrução sem pequenas perturbações que possam ter
sido potencialmente causadas pelo ruído presente. Existem diversas maneiras de selecionar
os limiares que serão mostradas nas próximas seções.
Após obter os coeficientes limiarizados da transformada, basta executar a
transformada inversa com esses novos coeficientes e obter uma versão suavizada da função
ou imagem estudada.
Este método pode facilmente ser generalizado para o caso bidimensional do
processamento de imagens. No modelo de imagens SAR, devido a natureza do ruído
multiplicativo, tal método não pode ser aplicado diretamente à imagem obtida. Como
dito na Seção 2.1, o efeito multiplicativo do ruído pode ser transformada em perturbação
aditiva ao transformarmos pela função logarítmica. Sob certas condições, o ruído speckle
transformado se aproxima de uma Normal. É comum definirmos um nível J0 na aproximação
de multirresolução tal que a limiarização não seja aplicada a resoluções mais baixas que
este nível e os coeficientes nas maiores resoluções serem tratados como ruído e zerados
ou reduzidos. Ou seja, essa abordagem executa a limiarização apenas nas resoluções
intermediárias, preservando a informação de aproximação e eliminando os detalhes de
altas resoluções.
2.6.1 Seleção do limiar
Antes de selecionar o limiar τ é preciso definir qual dos dois paradigmas de
limiarização gostaríamos de utilizar: limiarização rígida ou suave. A definição do paradigma
de limiarização é descrita a seguir.







Figura 7 – Limiarização rígida e suave de uma função qualquer.
Definição 11. O paradigma de limiarização η pode ser definido como limiarização suave
(ηS) ou rígida (ηH). Sua expressão é dada por:
$&
%ηSpx, τq  sinalpxqp|x|  τq ηHpx, τq  x δp|x| ¡ τq. (2.110)
Os paradigmas de limiarização são ilustrados na Figura 7. A limiarização rígida
simplesmente elimina todos os termos de valor absoluto abaixo do limiar τ estabelecido. Por
outro lado, a limiarização suave busca preservar a continuidade da função, apresentando
menor variância que a limiarização rígida, mas grande viés.
2.6.1.1 Limiar universal
O limiar universal foi introduzido por Donoho e Johnstone (1994), sendo um τ
definido apenas pelo tamanho da amostra a ser limiarizada. Então, considere CN1 definido
anteriormente como o vetor que contem os coeficientes da transformada de ondaletas da
função perturbada pelo ruído branco, o estimador de θ em (2.109) é dado por:
θˆN1 
$&
%cjk, j ¡ J0ηpcjk,a2 logpNqq, 0 ¤ j ¤ J0. (2.111)
Note que a função η em (2.111) pode tanto ser a limiarização suave quanto
a limiarização rígida. Como adiantando anteriormente, a limiarização só se dá até certo
nível J0, preservando assim a aproximação obtida nas baixas resoluções. Com isso também
é possível evitar uma suavização demasiada e prejudicar os detalhes da função ou da
imagem. Uma das maneiras de selecionar o nível J0 é observar a distribuição da proporção
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da energia total dos coeficientes presente em cada nível e verificar a partir de que nível a
proporção aumenta significativamente.
A seleção desse limiar se deve ao fato de que dado txiu uma sequência de ruído










conforme nÑ 8. Porém, este limiar assume que σ  1 no modelo (2.108). A alternativa
para considerar qualquer σ do modelo é apresentada a seguir.
2.6.1.2 Limiar VisuShrink
Também introduzido por Donoho e Johnstone (1994), este limiar agora considera
o parâmetro de variabilidade σ do modelo em (2.108).
θˆN1 
$&
%cjk, j ¡ J0ηSpcjk, σa2 logpNqq, 0 ¤ j ¤ J0. (2.113)
Note que agora a limiarização a ser utilizada é a suave. Isso assegura a conti-
nuidade da limiarização e possui propriedades assintóticas melhores que o limiar rígido.
Note que o parâmetro σ é desconhecido e devemos, portanto, estimá-lo. Do-
noho e Johnstone (2004) sugerem utilizar os coeficientes nível mais alto de resolução da
transformada de ondaletas para obter σˆ através da equação:
σˆ  MADpcJkqk0, 6745 . (2.114)
Na Seção 2.7.1 veremos outra maneira de estimar σ utilizando duas imagens
de uma região.
2.6.1.3 Regra de limiarização baseada na curva de Lorentz
Os métodos de Donoho e Johnstone são assintoticamente ótimos no sentido
de que a probabilidade em (2.112) converge para zero conforme o número de elementos
n vai para o infinito, mas na prática com um número não tão grande de observações o
resultado pode ser não tão bom quanto o esperado. Além disso, o método define um limiar
fixo para todos os níveis de resolução dos coeficientes da transformada, não considerando
a particularidade de cada nível.













, p P r0, 1s, (2.115)
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sendo cjk os coeficientes da transformada de ondaletas e tJnpu o menor inteiro proveniente
dicação np.
Assim como Pinheiro e Vidakovic (1997), utilizamos como base a curva de
energia de Lorentz, dada na Definição 2.115. O método busca o equilíbrio entre preservação
da energia dos coeficientes e proporção de coeficientes limiarizados. A preservação da
energia é análoga a preservar a quantidade de informação carregada pelos coeficientes. Por
outro lado, a alta proporção de coeficientes limiarizados resulta na desejada suavização da
função.
Desta maneira, realizamos um estudo com diversos níveis de limiar em cada um
dos J níveis de resolução da transformada, sendo o mínimo zero e o máximo o coeficiente
de maior valor absoluto naquela resolução j. Dado o nível de resolução j, para cada nível
do limiar executamos a limiarização e armazenamos a energia preservada do total daquele
nível de resolução e a proporção de coeficientes limiarizados.
Com essa informação é possível construir a curva de Lorentz para cada nível de
resolução da energia preservada, juntamente com a proporção de coeficientes limiarizados
ao longo dos diferentes limiares testados. A intersecção das duas curvas será o limiar
























2.7 Detecção de mudanças
Seja uma sequência de imagens tIt; t  1, 2, 3, . . . u de uma mesma região ao
longo do tempo t. Considere ainda que o pixel px, yq na imagem It corresponde ao mesmo
pixel na imagem It1 , para t  t1. Também chamamos esta sequência de imagens de imagens
multitemporais.
Para verificar se há mudança entre It e It1 tome a razão entre elas denotada
por Rtt1 :
Rtt1  ItIt1 . (2.117)
Como algumas escalas de intensidade de imagem podem assumir valor zero
podemos adicionar uma unidade à todos os elementos de I a fim de se evitar a divisão
por zero.
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Note que se as duas imagens são idênticas, todos os elementos da matriz Rtt1
são iguais a 1. Queremos identificar os pixels que concentram valores diferentes de um e
assim construir um mapa de mudança, onde destacamos em uma imagem os pixels onde
ocorreu alguma mudança.
Considerando o modelo de ruído multiplicativo speckle para imagens SAR,
definido em (2.1), podemos reescrever (2.117) como




Como S possui distribuição GamapL,Lq, podemos multiplicá-la a fim de obter
uma distribuição χ2. No entanto, se não há diferença entre as imagens, as contantes que
multiplicam S se cancelam e através dessa razão podemos aproximar a distribuição de Rtt1
por uma F . Como a F de mesmos graus de liberdade é centrada ao redor de 1, valores
grandes observados de Rtt1 são evidências contra a hipótese de igualdade.







  logSt  logSt1 . (2.119)
Se considerarmos que o logaritmo do ruído speckle pode ser aproximado por
uma normal, podemos reescrever (2.119) como:
logRtt1  θtt1  
?
2σε, (2.120)
sendo θtt1  logpλt{λt1q, σ o parâmetro de variabilidade do logaritmo do ruído speckle e ε
o ruído branco de distribuição Normal padrão.
Assim, o problema de detectar mudanças em imagens SAR se resume em duas
abordagens:
1. Estimar θtt1 e verificar se é diferente de zero (lembrando que agora estamos na escala
logarítmica),
2. Estimar λt e λt1 através da redução de ruído das imagens It e It1 e verificar quais
elementos de Rtt1 são diferentes de um.
A estimação de θtt1 também pode ser realizada utilizando um dos métodos
de redução de ruído apresentados na Seção 2.6, visto que os elementos de Rtt1 seguem o
mesmo modelo que o sugerido por Donoho e Johnstone (1994).
É comum adotar uma padronização de Rtt1 tal que a razão tenha apenas
valores acima ou abaixo de um. No contexto de imagens SAR de ruído multiplicativo é
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recomendado padronizar para valores abaixo de um, como em Bovolo e Bruzzone (2005),
destacando a diferença quando trabalhamos na escala logarítmica. Então, a padronização
pode ser obtida por







Por fim, para detectar se ocorreu uma mudança no pixel px, yq das imagens It
e It1 é preciso definir um limiar para classificar os elementos de Rˆtt1 entre mudança ou não
mudança. Ou seja, define-se um limiar κc tal que o mapa de mudança Mtt1 é dado por
Mtt1px, yq 
$&
%1, se log Rˆ

tt1px, yq ¤ κc
0, se log Rˆtt1px, yq ¡ κc
. (2.122)
Como em Bovolo e Bruzzone (2005), a seleção do limiar pode ser feita de maneira
automática, através do limiar obtido pelo algoritmo IK ou manualmente observando-se o
histograma de log Rˆtt1 até se obter o mapa de mudança que o pesquisador julgar adequado.
2.7.0.1 Algoritmo KI
Seja X uma variável aleatória de suporte suppXq, função densidade de proba-
bilidade f e possivelmente bimodal. O método de Kittler e Illingworth (1986) a seguir
possui um bom desempenho quando queremos selecionar um limiar para dividir a variável
X em duas categorias. Suponha que temos uma amostra de X dada por x. A ideia é obter
um limiar τ P suppxq que minimize a função pré-definida Jpτq, uma média de uma função
custo cpx, τq ponderada pela estimativa da densidade f dada pela função histograma h. A








%2 logP pω1|x, τq, se x ¤ τ2 logP pω2|x, τq, se x ¡ τ. (2.124)
sendo P pωi|x, τq, para i  1, 2, a probabilidade a posteriori das duas classes que queremos
classificar nossa amostra. O limiar ótimo τ é aquele que minimiza a função J , ou seja,
τ  arg minτPsuppxq Jpτq. (2.125)
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2.7.1 Estimando σ através de imagens multitemporais
Tome Y  logRtt1 , como em (2.120). Sob a hipótese de que It  It1 , EpY q  0
e V arpY q  2σ2. Assim, temos que a média dos quadrados dos elementos de Y é um









Porém, sabemos que a hipótese It  It1 em geral não é verdadeira, caso
contrário não estaríamos procurando por mudanças entre elas. Isso faz com que exista um
conjunto de pixels A tal que tθtt1px, yq  0, px, yq P Au. Isso trás um viés para cima de σˆ
em (2.126) devido aos valores não nulos de θtt1 .
Uma alternativa para este problema seria considerar apenas valores não muito
grandes de Y ao calcular σˆ ou extrair a mediana dos elementos de Y 2. No entanto, a
primeira alternativa gera a incerteza sobre o que é “muito grande” enquanto que a segunda
alternativa ainda possui um viés devido a não centralidade da distribuição teórica de Y 2,
que sob a hipótese θtt1  0 tem distribuição Chi Quadrado.
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3 Análise de dados simulados
3.1 Imagens de ruído simulado e diagnóstico
3.1.1 Inserindo o ruído speckle
Vimos na Seção 2.1 como o ruído speckle atua na intensidade de uma imagem
Λ. Com o modelo apresentado em (2.1) é possível simular uma imagem SAR I a partir de
uma dada matriz de intensidades Λ.
O ruído pode agir desde de maneira intensa na imagem, prejudicando a obser-
vação quase que completa de objetos e bordas ou ser apenas uma granulação leve não
impedindo a identificação a olho nu. Assim, é preciso definir um parâmetro de intensidade
do ruído para medir o quanto ele está presente. O indicador mais utilizado no contexto de
processamento de imagens é a denominado razão sinal-ruído. Em inglês, signal-to-noise










em que S é o ruído multiplicativo de distribuição Gama(L,L).
Como mencionado, esta não é a única maneira de calcular a relação entre sinal
e ruído e foi selecionada devido sua relação direta com o número de looks da imagem.
Como esperado, a intensidade do ruído é inversamente proporcional ao número de looks
L da imagem I em questão. Vale ressaltar que é importante que o leitor não confunda
intensidade de ruído, o quanto de perturbação está presente, com intensidade da imagem,
valor observado por pixel utilizado para visualização da imagem.
Definida a SNR, vamos definir três níveis de intensidade de ruído para estudar
as imagens SAR simuladas: SNR = 1 para imagens com muita presença de ruído, SNR = 3
para uma perturbação moderada e SNR = 7 para perturbação moderada a leve. Com isso,
o número de looks necessários para simular a intensidade de ruído desejada é justamente o
dobro da SNR: 1, 9 e 49, para os níveis 1, 3 e 7, respectivamente..
Seja Λ uma matriz 512  512 com intensidades λij P Λ inteiras definidas na
escala de cinza padrão de 0 a 255, sendo 0 valor associada ao tom mais escuro, 255 ao tom
mais claro e valores entre 1 e 254 aos tons de cinza intermediários. A representação gráfica
da imagem Λ pode ser vista na Figura 8a. Neste caso existem três valores predominantes
de intensidade: o fundo da imagem de valor 51, o círculo maior de valor 153 e o círculo
interno de valor 100. Em torno dos círculos há valores próximos de 153 ou 100 a fim de
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(a) Imagem original (b) SNR = 1 (c) SNR = 3 (d) SNR = 7
Figura 8 – Imagens utilizadas para os estudos de simulação em seus diferentes níveis de
SNR, em que (a) é a imagem original e (b), (c) e (d) as imagens perturbadas
por ruído speckle simulado de SNR 1, 3, e 7, respectivamente.
se obter a suavidade do contorno. Ao lado da imagem sem ruído temos um exemplo de
imagens SAR simuladas de SNR iguais a 1, 3 e 7.
A partir das imagens apresentadas na Figura 8 vamos estudar a distribuição da
energia ao longo dos níveis, a redução de ruído em cada um dos níveis de SNR e comparar
com a imagem sem ruído a fim de se obter um diagnóstico preciso do desempenho de cada
método.
3.1.2 Distribuição da energia ao longo dos níveis
É interessante observar a distribuição da proporção da energia total dos coefici-
entes ao longo dos níveis da transformada de ondaletas. Esse estudo nos diz o quanto do
total da informação está armazenada em cada nível. No contexto de limiarização, mais
precisamente na regra de limiarização baseada na curva de Lorentz, é interessante preservar
o máximo de energia possível ao mesmo tempo que eliminamos o máximo de ruído possível
distribuídos na forma de coeficientes de baixo valor absoluto.
Dado que a maior porção da energia se concentra nos níveis de resolução mais
baixos, observar a distribuição empírica da energia também nos fornece informação sobre
a quantidade de ruído atuante na imagem.
Assim, para conhecer essa distribuição vamos realizar um estudo de simulação
em que serão realizadas B rodadas onde as três imagens de SNR diferentes são simuladas
em cada realização. Ainda na mesma rodada, a transformada de ondaletas é realizada e
armazenada a proporção da energia total presente em cada nível da transformada para
cada imagem. Ao final da simulação, para cada nível da transformada teremos B valores da
proporção de energia total presente naquele nível. Com isso teremos informação de como
a energia se distribui ao longo dos níveis nas imagens estudadas da Figura 8 e indícios de
quanto de ruído deverá ser limiarizado.
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3.1.3 Limiarização e diagnóstico
Vimos na Seção 2.6 que o objetivo da redução de ruído é obter um estimador
Λˆ a partir da imagem SAR I. Conhecendo o valor real de Λ é possível definir uma medida
de similaridade para avaliar o desempenho da limiarização e verificar o quão próximo da
imagem real o estimador conseguiu alcançar.
Definição 13. Seja M a medida de dissimilaridade definida por




pλij  λˆijq2, (3.2)
onde λij e λˆij são elementos de Λ e Λˆ, respectivamente, e N , é o número de valores da
matriz Λ.
Estamos interessados na distribuição de MpΛ, Λˆq para diferentes métodos de
limiarização sob três níveis SNR. Note que essa medidade de dissimilaridade realça valores
observados distantes do esperado devido ao quadrado da diferença. Vale ressaltar que
também poderíamos utilizar o módulo da diferença para lidar com um escala de valores
próxima da trabalhada. Entretanto, o quadrado da diferença tem propriedades matemáticas
mais interessantes ao estudarmos a distribuição de MpΛ, Λˆq devido sua relação com a
variância da intensidade.
Assim, para cada nível de SNR definidos na Seção 3.1.1 vamos simular B
imagens I e aplicar o filtro de Lee, a limiarização universal e VisuShrink de Donoho e
Johnstone (1994) e a limiarização baseada na curva de Lorentz.
3.1.4 Imagens multitemporais
Além de filtrar o ruído de imagens de diferentes SNR, é interessante estudar
uma mesma região ao longo do tempo a fim de verificar mudanças que ocorreram no
período de tempo estudado. Essa análise é realizada com imagens multitemporais que
como o próprio nome diz são imagens registradas em tempos distintos de uma mesma
região. As técnicas de detecção de mudanças mostradas na Seção 2.7 serão utilizadas para
construir o mapa de mudança final.
Seja a sequência de imagens tΛt ; t  1, 2, 3, 4u dispostas na Figura 9. Agora
temos diversas imagens em que objetos são retirados ou colocados ao longo do tempo t.
Os diferentes objetos utilizados são um triângulo, um círculo e um quadrado utilizados
para avaliar o desempenho do método para diferentes tipos de mudanças.
Assim como na Seção 3.1.1, o ruído será simulado multiplicando cada elemento
da imagem Λt por um valor simulado de uma ΓpL,Lq, sendo L o número de looks. Para
que o ruído se comporte da mesma maneira em todas as quatro imagens, vamos definir o
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(a) tempo t1 (b) tempo t2 (c) tempo t3 (d) tempo t4
Figura 9 – Imagens ao longo do tempo ti, i  1, 2, 3, 4, utilizadas para realizar o estudo
de simulação.
parâmetro L necessário para realizar a simulação de acordo com a primeira imagem Λ1.
Desta maneira, vamos definir três níveis de SNR, também 1, 3, e 7; e calcular o L como
em (3.1).
Já que temos a informação de Λt, @t, o sinal sem ruído, podemos avaliar
o desempenho do método comparando o mapa de mudança estimado com o mapa de
mudança real. Além disso, é possível estudar qual configuração de limiarização é a que
retorna a maior proporção de pontos de mudança indicados corretamente. Vale lembrar
que na prática não temos a informação de Λt, para nenhum tempo t, caso contrário não
seria necessário estimá-la. Inclusive, em imagens sob forte presença de ruído, objetos
pequenos como o quadrado da Figura 9 podem ser completamente descaracterizados em
meio ao padrão granular. O estudo de simulação nesta seção permite a manipulação dessas
informações a fim de analisarmos os métodos de limiarização e detecção de mudanças.
Além disso, podemos estimar a distribuição do estimador de σ da Equação 2.126
calculando sua estimativa um número B de vezes e observando a distribuição empírica
dos valores. Assim, podemos avaliar se o estimador é satisfatório verificando como a
distribuição engloba o valor real de σ.
3.2 Resultados
3.2.1 Transformada de ondaletas
Utilizando os métodos de AMR vistos na Seção 2.3 podemos obter os coeficientes
da transformada de ondaletas para diversos níveis de resolução j. A família de ondaletas
utilizadas para realizar a transformação são as famílias de ondaletas de Haar.
A transformada de ondaletas aplicada nas imagens e sua decomposição nos
3 últimos níveis de resolução pode ser vista na Figura 10. Essa estrutura de exibição é
similar a que foi mostrada na Figura 4. Todas as imagens são exibidas em escala de cores
proporcional aos valores do coeficientes: o menor coeficiente é associado ao tom mais escuro
e o maior ao tom mais claro. Então, imagens de maiores contrastes são devido à amplitude
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(a) Imagem original (b) SNR = 1
(c) SNR = 3 (d) SNR = 7
Figura 10 – Decomposição de ondaletas das imagens apresentadas na Figura 8 utilizando
a família de ondaletas de Haar nos três últimos níveis de resolução.
dos coeficientes da transformada.
Na Figura 10a temos a decomposição da imagem original, sem a presença
de ruído. Note que nas matrizes de detalhes, correspondentes aos quadrantes da direita,
abaixo e canto inferior direito; temos a predominância de tons escuros, ou seja, baixos
coeficientes ao longo de toda a imagem, sendo traços de branco presentes apenas nas bordas
da imagem original. Isso se deve à propriedade de zoom matemático da transformada de
ondaletas em que os coeficientes armazenam os pontos onde há informação, onde ocorrem
mudanças no sinal ou na intensidade. De fato, grande parte da informação se concentra
na matriz de aproximação, como podemos ver na Tabela 1 com mais de 80% da energia.
As matrizes de detalhes, apesar de maior dimensão são esparsas e contribuem pouco com
energia. Repare também que é possível identificar o sentido da transformada (horizontal,
vertical ou diagonal) observando em quais regiões nas imagens das matrizes de detalhes
as bordas estão mais detacadas. Com isso é possível perceber que no primeiro quadrante
(seguindo a rotação trigonométrica) a transformada é realizada no sentido vertical, pois
temos destaque para as bordas superiores e inferiores do círculo; o terceiro quadrante
corresponde ao sentido horizontal, pois destaque as bordas esquerda e direita do círculo e,
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por fim, o quarto quadrante corresponde a matriz de detalhes diagonal, tendo destaque as
bordas nos sentidos diagonais. Note, ainda, que na matriz de detalhes diagonal é possível
perceber que as bordas no sentido vertical e horizontal são as que possuem menor destaque.
Observando agora as imagens sob a perturbação do ruído speckle simulado
nas Figuras 10b, 10c e 10d é possível notar a atuação da granulação em todos os níveis
mostrados. Diferentemente da decomposição da imagem original, não há predominância
de baixos coeficientes representados pelo preto na figura, mas sim um plano de fundo
de valores baixos em sua maioria, mas que apresentam valores maiores ao adentrar nos
círculos.
A decomposição da imagem com maior presença de ruído, de SNR igual a
1, apresenta a intensidade de granulação mais forte. Fato esperado, pois ruído e sinal
(intensidade real) possuem a mesma energia. Inclusive, na Tabela 1 é possível ver que
mais de 40% da energia se concentra nos coeficientes de detalhes, sendo a maior parte
nas resoluções mais baixas, indicando a quantidade de informação perdida ao passar de
um nível para um mais alto. Nas resoluções mais altas temos praticamente apenas ruído.
Em termos de energia, os detalhes contribuem com menos de 5% até o 6o nível, mas na
figura é possível perceber a forma geométrica do círculo maior, sendo o círculo menor
quase impossível de ser observado. Mesmo nas resoluções mais baixas de detalhes não é
possível identificar facilmente o círculo interior, porém, na matriz de aproximação no canto
superior esquerdo é possível observar o contraste entre os círculos e consequentemente
identificar visualmente o círculo inferior . No contexto de bordas, as imagens possuem
uma borda nítida, mas devido ao contraste da imagem pois os coeficientes em si não
apresentam grande valor absoluto, já que os primeiros níveis armazenam a menor proporção
da energia. Contudo, observe que a imagem correspondente à matriz de aproximação no
nível 3 apresenta uma suavidade interessante, pois é possível distinguir os círculos maiores
e menores, apesar da baixa resolução.
A imagem de presença moderada de ruído, com SNR = 3, possui ainda granula-
ção aparente em todos os níveis apresentados, mas bordas são menos prejudicadas do que
a imagem de menor SNR. A proporção da energia total é maior na matriz de aproximação,
52,31%, e mais distribuída nos detalhes, sendo que os 5% de proporção de energia total
atingido apenas além do nível 6 na imagem de SNR igual a 1 aqui já é observado no nível
3. Note que o fundo das imagens, onde não estão localizados os círculos, é mais homogêneo,
visto que a presença de ruído é menor. As bordas nas matrizes de detalhes, como citado
anteriormente, são mais suaves e podem ser melhor aproveitadas para detectar os pontos
de fronteira.
Em seguida, ao observar a decomposição da imagem mais suave das três
perturbadas pelo ruído speckle simulado é nítido o contraste entre fundo e círculo maior e
há até mesmo um contraste aparente no círculo interior. A maior suavidade desta imagem
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faz com que a maior porção da energia total dos coeficientes esteja armazenada nos níveis
mais altos, como podemos observar na Tabela 1.
Vimos, então a decomposição na escala original, onde o ruído se apresenta
de maneira multiplicativa na intensidade da imagem. Vejamos agora a decomposição de
ondaletas no logaritmo das imagens, escala em que é feita a limiarização, pois conseguimos
lidar com o ruído em sua forma aditiva.
Desta vez, vamos observar primeiramente na Tabela 2 a distribuição da pro-
porção de energia total presente em cada nível da decomposição de ondaletas. Note a
distribuição na imagem original, onde quase toda a informação se concentra no último
nível da decomposição. Nas imagens simuladas, quanto maior a presença do ruído, mais
ele se acumula ao longo dos níveis mais baixos, mas ainda sendo quando desprezível nas
resoluções mais altas, reforçando o fato que Donoho e Johnstone (1994) consideram o
primeiro nível apenas ruído e o utilizam para estimar o parâmetro de variação do modelo.
Sabendo como a energia é distribuída por nível, vamos observar a Figura 11,
análoga a Figura 10 em que mostramos a decomposição até o nível 3. As matrizes de
detalhes são em sua maioria predominante apenas ruído, salvo os detalhes horizontais e
verticais na Figura 11d correspondente à imagem de SNR igual a 7, em que é possível
observar as bordas do círculo maior em destaque, mas ainda assim pouco visível devido
à presença do ruído e do fato de toda a informação estar contida nos níveis mais altos.
Observe ainda que em todos os casos na aproximação já no nível 3 é possível distinguir os
círculos internos e externos.
Tabela 1 – Média da proporção simulada da energia (em %) e respectivo desvio padrão
(D.P.) correspondentes à aproximação e aos detalhes por nível da transformada
de ondaletas utilizando a família de ondaletas de Haar das imagens apresentadas
na Figura 8. Todas as estimativas apresentaram desvio padrão menor que 0,01.
Original SNR = 1 SNR = 3 SNR = 7
Nível Média D.P. Média D.P. Média D.P.
Aproximação 81,88 34,77 0,0689 52,33 0,0578 66,33 0,0503
1 0,11 46,81 0,1014 29,99 0,0802 15,36 0,0490
2 0,22 11,73 0,0723 7,57 0,0494 3,98 0,0288
3 0,47 2,99 0,0383 2,05 0,0280 1,28 0,0190
4 0,92 0,85 0,0220 0,82 0,0209 0,89 0,0173
5 1,76 0,43 0,0190 0,81 0,0229 1,31 0,0216
6 2,04 0,33 0,0173 0,83 0,0230 1,46 0,0227
7 7,60 1,16 0,0339 3,18 0,0436 5,54 0,0399
8 4,49 0,87 0,0280 2,24 0,0336 3,51 0,0270
9 0,50 0,06 0,0077 0,18 0,0106 0,35 0,0102
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Tabela 2 – Média da proporção simulada da energia (em %) e respectivo desvio padrão
(D.P.) correspondentes à aproximação e aos detalhes por nível da transformada
de ondaletas utilizando a família de ondaletas de Haar do logaritmo das imagens
apresentadas na Figura 8.
Original SNR = 1 SNR = 3 SNR = 7
Nível Média D.P. Média D.P. Média D.P.
Aproximação 98,94 24,91 0,2045 88,42 0,0480 96,87 0,0090
1 0,01 0,12 0,0097 0,06 0,0030 0,05 0,0012
2 0,01 0,10 0,0100 0,08 0,0034 0,06 0,0014
3 0,02 0,07 0,0084 0,06 0,0030 0,05 0,0012
4 0,05 0,26 0,0170 0,27 0,0064 0,23 0,0027
5 0,09 0,24 0,0162 0,24 0,0062 0,21 0,0025
6 0,10 0,20 0,0149 0,20 0,0057 0,18 0,0023
7 0,42 0,18 0,0142 0,19 0,0055 0,17 0,0023
8 0,33 0,01 0,0032 0,01 0,0012 0,01 0,0005
9 0,02 0,02 0,0043 0,02 0,0016 0,01 0,0007
Observando as Figuras 10 e 11, juntamente com as Tabelas 1 e 2 é possível
extrair algumas informações úteis para os passos seguintes do processamento de imagens.
Ao extrair o logaritmo da imagem, transformamos o ruído multiplicativo em aditivo e
transferimos a maior parte da informação aos níveis mais altos da transformada, favorecendo
assim a limiarização, pois estaremos suprimindo boa parte dos coeficientes, visto que a
maior quantidade destes se concentra nos níveis mais baixos. Porém, sob a presença do
ruído, o logaritmo da imagem não fornece a visualização das bordas, como podemos
observar na imagem original. Na próxima seção vamos estudar a limiarização e verificar se
após a filtragem do ruído, o logaritmo da imagem nos fornece melhor informação acerca
da borda do que a imagem em sua escala original.
3.2.2 Limiarização
Na seção anterior vimos que ao aplicar o logaritmo na imagem, grande parte da
energia dos coeficientes se concentra nos níveis mais altos da transformada de ondaletas.
Com isso, a limiarização dos níveis mais baixos e intermediários não resulta em grande
perda de informação.
Vamos, então, definir os limiares, realizar a limiarização suave e rígida e
comparar a performance de ambos os casos.
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(a) Imagem original (b) SNR = 1
(c) SNR = 3 (d) SNR = 7
Figura 11 – Decomposição de ondaletas do logaritmo das imagens apresentadas na Figura 8
utilizando a família de ondaletas de Haar até o nível de aproximação 3.
3.2.2.1 Limiar universal
Como vimos na Seção 2.6, o limiar universal é um valor fixo que depende
apenas do tamanho da matriz a ser limiarizada dado por τu 
a
2 logpNq, onde N é o
número de elementos da matriz.
Neste caso, na Tabela 3 temos os valores de limiares para imagens de tamanho
512 512 por nível da transformada de ondaletas.
Tabela 3 – Limiar universal por nível de aproximação de uma imagem 512 512.
Nível 1 2 3 4 5 6 7 8
τu 4.7096 4.4055 4.0787 3.7233 3.3302 2.8841 2.3548 1.6651
Como visto na Equação 2.111, o limiar é aplicado até certo nível J0 a fim de
preservar a informação nas resoluções mais baixas. Por outro lado, o primeiro nível da
transformada é totalmente limiarizado por ser considerado apenas ruído. Para definir qual
J0 utilizar, vamos observar na Tabela 2 a partir de qual nível da transformada tenho um
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ganho significativo de informação. Neste caso, vamos considerar os níveis dispostos na
Tabela 4.





Assim, para SNR igual a 1, por exemplo, os níveis 7 em diante serão preservados.
Uma ferramenta visual que pode auxiliar na hora de decidir a partir de qual J0 preservar é
inserir em um gráfico os valores da proporção de energia preservada nos detalhes em cada
nível e observar onde há mudança acentuada. Este gráfico é conhecido como scree plot.
O resultado da limiarização universal pode ser vista na Figura 12. Um fato já
se torna evidente em todas as imagens filtradas: o limiar é muito agressivo, prejudicando
detalhes de borda e o próprio formato da imagem. Entre a limiarização suave e rígida é
possível observar que para uma presença forte de ruído a limiriação suave ainda mantém a
estrutura da imagem original, como podemos ver na Figura 12a quando comparada com a
Figura 12b. Contudo, nos níveis maiores de SNR a limiarização rígida preserva os detalhes
da borda e a forma circular da figura, como podemos observar ao comparar as Figuras 12e
e 12f.
A agressividade da limiarização universal para esta imagem pode ser vista na
quantidade de coeficientes limiarizados pelo método na Tabela 5. Em todos os casos, a
quantidade de coeficientes zerados foi acima de 98%. Ou seja, o método considerou tudo
isso apenas ruído, o que resultou em uma aparência de baixa resolução digital das imagens
resultantes. Porém, apesar da grande compressão dos coeficientes, a energia preservada
se manteve acima do nível de 90% para os níveis 3 e 7 de SNR, reforçando o fato de que
grande parte da informação se concentra em poucos coeficientes.
Além disso, é interessante observar a proporção de coeficientes limiarizados
e a proporção de energia preservada por nível, como podemos ver na Figura 13. É
trivial, mas vale a pena observar que nos níveis J0 definidos em diante a proporção de
coeficientes limiarizados é 0 e consequentemente a proporção de energia preservada é 100%,
pois são os níveis preservados pelo método. Note que nos primeiros níveis praticamente
todos os coeficientes são limiarizados, indicando que grande parte da informação presente
é ruído, como destacado em Donoho e Johnstone (1994). A preservação da energia é
nitidamente ligada à limiarização dos coeficientes, porém, apesar dos primeiros níveis e
alguns intermediários perderem grande parte da sua informação, a energia total se preserva,
como vimos na Tabela 5.
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Limiarização suave
(a) SNR = 1
Limiarização rígida
(b) SNR = 1
(c) SNR = 3 (d) SNR = 3
(e) SNR = 7 (f) SNR = 7
Figura 12 – Imagens resultantes da limiarização universal rígida e suave das imagens
apresentadas na Figura 8 sob perturbação de ruído speckle simulado em
diferentes níveis de SNR.
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Portanto, apesar de ser o limiar mais simples de se definir, o limiar universal
apresenta ser agressivo em todos os níveis de SNR, tendo resultados razoáveis apenas
sob forte presença de ruído e limiarização rígida, vide Figura 12. Ou seja, para imagens
fortemente perturbadas talvez o limiar universal seja uma opção, mas tendo em mente
que detalhes serão perdidos no processo.
Tabela 5 – Proporção de coeficientes limiarizados e energia preservada pela limiarização
universal rígida e suave para cada nível de SNR.
Coeficientes limiarizados Energia preservada
SNR Suave Rígida Suave Rígida
1 0,9874 0,9874 0,6877 0,7142
3 0,9990 0,9990 0,9169 0,9188
7 0,9992 0,9992 0,9790 0,9809
3.2.2.2 Limiarização VisuShrink
A limiarização VisuShrink também utiliza o mesmo fator comum do limiar
universal, mas agrega ao limiar a informação da variabilidade. Na seção anterior, para
todos os níveis de SNR foi utilizado o mesmo limiar, neste método iremos estimar o





sendo N mais uma vez o número de elementos da matriz a ser limiarizada e σˆ o estimador
de σ calculado como em (2.126).
O procedimento é similar à limiarização universal, mudando apenas o valor do
limiar. Para calculá-lo agora precisamos da estimativas de σˆ disponíveis na Tabela 6.





Como esperado, as imagens de menor SNR possuem parâmetro de variabilidade
maior devido à forte presença de ruído. Note também que as melhores estimativas de σ
Capítulo 3. Análise de dados simulados 72
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Figura 13 – Proporção de coeficientes limiarizados e proporção de energia preservada por
nível da limiarização universal para os diferentes níveis de SNR.
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são as de maior SNR, ou seja, maior número de looks, o parâmetro L da distribuição do
ruído speckle. Lembrando que este σ é definido para o modelo de ruído aditivo gaussiano,
vimos que quanto maior o valor de L mais o logaritmo do ruído speckle se aproxima de
uma Normal.
Em seguida, tendo as estimativas de σ é possível então realizar a limiarização.
Note que se o σ estimado é maior que 1, o limiar VisuShrink será maior que o limiar
universal que se mostrou um limiar agressivo na última seção. Então, é esperado que a
limiarização das imagens de SNR 1 e 3 tenham imagens resultantes ainda mais grosseiras.
Os resultados podem ser vistos na Figura 14.
Como adiantado, a limiarização rígida e suave das imagens de SNR igual a 1 faz
com que percam drasticamente sua suavidade e a posição original das bordas. A imagem se
resume a um borrão aparentemente de baixa resolução devido à quantidade de informação
perdida. Na Tabela 7 podemos ver que 99,96% dos coeficientes foram limiarizados na
imagem de menor SNR, resultando é uma perda de mais de 30% de energia.
Tabela 7 – Proporção de coeficientes limiarizados e energia preservada pela limiarização
VisuShrink rígida e suave para cada nível de SNR.
Coeficientes limiarizados Energia preservada
SNR Suave Rígida Suave Rígida
1 0,9996 0,9996 0,6868 0,6878
3 0,9992 0,9992 0,9167 0,9186
7 0,9984 0,9984 0,9797 0,9812
Sob SNR igual a 3, o limiar τv teve um leve acréscimo comparado com o limiar
VisuShrink τu devido ao valor estimado de σ em 1,1110. Com isso, a imagem resultante
tem pouca diferença comparada à equivalente da Figura 14. O desempenho melhor fica por
conta da imagem resultante da limiarização do nível mais alto de SNR. Como o σ estimado
neste caso foi o único menor que 1, a agressividade do limiar VisuShrink é amenizada e
consequentemente as imagens nas Figuras 14e e 14f são mais suaves que as equivalentes na
Figura 14. De fato, limiares menores preservam mais informação e favorecem os detalhes e
por consequência o ruído também. Porém, como o limiar estava a um nível razoavelmente
alto na limiarização universal, a redução de ruído foi tanta que prejudicou a suavidade
dos detalhes. A correção pela variabilidade fez com que se encontrasse um melhor balanço
entre suavidade e detalhes, mas ainda assim as bordas são prejudicadas na limiarização
suave e um pouco mais evidentes na limiarização rígida, apesar do menor contraste. Na
Tabela 7 é possível observar o equilíbrio entre proporção de coeficientes limiarizados e
energia preservada, ambos acima de 97%.
Nas duas primeiras linhas da Figura 15 podemos ver o quanto de informação
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Limiarização suave
(a) SNR = 1
Limiarização rígida
(b) SNR = 1
(c) SNR = 3 (d) SNR = 3
(e) SNR = 7 (f) SNR = 7
Figura 14 – Imagens resultantes da limiarização VisuShrink rígida e suave das imagens
apresentadas na Figura 8 sob perturbação de ruído speckle simulado em
diferentes níveis de SNR.
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Limiarização suave
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Figura 15 – Proporção de coeficientes limiarizados e proporção de energia preservada por
nível da limiarização VisuShrink para os diferentes níveis de SNR.
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foi descartada até os quatro primeiros níveis devido à inflação do limiar pelo σ estimado.
Por outro lado, o decaimento menos acentuado da curva de proporção de coeficientes
limiarizados das Figuras 15e e 15f mostram o ganho de suavidade da imagem resultante.
Note que mesmo preservando os níveis acima de 7 na limiarização da imagem de
maior presença de ruído, SNR igual a 1, vimos na Tabela 7 que a energia não é preservada
como gostaríamos, ressaltando mais uma vez que sob forte perturbação o ruído se distribui
ao longo dos níveis, dificultando sua redução e prejudicando a análise.
3.2.2.3 Limiarização baseada na curva de Lorentz
Vimos nas duas limiarizações anteriores que o limiar universal e VisuShrink
são demasiadamente agressivos e acabam por prejudicar os detalhes das imagens quando
há forte ou moderada presença de ruído.
Observamos também que é preciso ter um equilíbrio entre proporção de co-
eficientes limiarizados e proporção de energia preservada para que a imagem possa ser
suavizada sem perder os detalhes de bordas. Assim, vamos utilizar um limiar τb que seja o
























onde cjk são os coeficientes da transformada de ondaletas de N elementos e δ a função
indicadora. Este limiar nos permite obter o balanço empírico entre suavização e preservação
de detalhes.
Os limiares para os três níveis de SNR se encontram na Tabela 8. Note que são
valores menores do que os observados no limiares universal de VisuShrink. Então, espera-se
que a limiarização forneça imagens menos grosseiras como as que vimos na Figuras 12 e
12, já que iremos descartar menos informação dos coeficientes da transformada.
Tabela 8 – Limiares balanceados obtidos pelo ponto de interseção de proporção de coefici-





De fato, na Figura 16 podemos ver imagens mais suaves do que as apresentadas
anteriormente, inclusive até mesmo a granulação característica do ruído speckle ainda
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Limiarização suave
(a) SNR = 1
Limiarização rígida
(b) SNR = 1
(c) SNR = 3 (d) SNR = 3
(e) SNR = 7 (f) SNR = 7
Figura 16 – Imagens resultantes da limiarização baseada na curva de Lorentz rígida e
suave das imagens apresentadas na Figura 8 sob perturbação de ruído speckle
simulado em diferentes níveis de SNR.
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é aparente nas imagens de menor SNR. Observe que a limiarização menos rigorosa não
traz bons resultados ao trabalhar com imagens de baixo SNR, pois a massiva presença
de ruído ao longo dos coeficientes não pode ser descartada com limiares tão baixos, mas
por consequência os detalhes de borda e da figura geométrica na imagem são preservados
na medida do possível, tanto na limiarização suave quanto na limiarização rígida, como
podemos ver nas Figuras 16a e 16b.
Ainda na Figura 16, a limiarização do nível intermediário de SNR em (c) e
(d), assim como na imagem de menor SNR ainda apresenta a granulação do ruído speckle
simulado, mas em menor intensidade, sendo suficiente identificar que os dois círculos e
suas fronteiras. A limiarização rígida preserva melhor as bordas, mas penaliza o contraste
da imagem, dificultando sua visualização.
Ao final da Figura 16 é possível ver o bom resultado da limiarização baseada na
curva de Lorentz em imagens com moderada a baixa intensidade de ruído. A granulação
não é mais evidente como nas imagens acima e pode-se observar como os detalhes se
preservam quando comparados às Figura 12 e 14, principalmente na limiarização rígida,
onde é possível acompanhar a circunferência dos círculos quase que perfeitamente.
Observando os gráficos da Figura 17 e podemos ver algumas singularidades,
como a curva de energia preservada e coeficientes limiarizados em (b) não se cruzarem,
como em todos os outros que observamos anteriormente. Isso se deve ao fato que apontado
anteriormente em que baixos limiares não são capazes de descartar toda o ruído presente
em imagens muito perturbadas, fazendo com que até mesmo nos níveis mais baixos da
transformada tenhamos uma proporção menor que o observado nos outros exemplos de
coeficientes limiarizados, resultando no não cruzamento entre as duas curvas em (b). Por
outro lado, os gráficos correspondentes às imagens de SNR igual a 7 possuem o decaimento
mais suave, mostrando o equilíbrio entre preservação de detalhes e redução de ruído.
Em resumo, dos três tipos de limiarização estudados, vimos que sob a intensa
presença de ruído, os limiares mais agressivos (de maior valor) como o limiar universal se
mostram melhores para suavizar a imagem, mas sob a penalidade de perder detalhes de
borda e até mesmo deformar objetos da figura. Essa depreciação pode ser amenizada ao
usar a limiarização suave para tentar manter a continuidade de informação ao longo da
imagem. Por outro lado, as imagens de maior SNR são obviamente mais fáceis de serem
trabalhadas pois o ruído não afeta de maneira tão prejudicial quanto uma imagem de SNR
unitário, onde a quantidade de informação proveniente do ruído é a mesma quantidade
de informação de sinal ou intensidade. Nestas imagens menos perturbadas pode-se usar a
limiarização rígida para tentar suprimir o ruído, já que as formas dos objetos é preservada
nos coeficientes mais altos da transformada de ondaletas. O método de limiarização baseada
na curva de Lorentz se mostrou ser um bom filtro de ruído quando este não é tão intenso.
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Figura 17 – Proporção de coeficientes limiarizados e proporção de energia preservada por
nível da limiarização baseada na curva de Lorentz para os diferentes níveis de
SNR.
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3.2.2.4 Diagnóstico
Após apresentar os diversos tipos de limiarização e seus resultados é interes-
sante compará-los entre si e com o método mais utilizado na literatura que não vem da
transformada de ondaletas: o filtro de Lee. Como dito anteriormente na Seção 1.1, o filtro
de Lee percorre toda a imagem utilizando janelas centralizadas ao redor de um pixel e
utiliza a informação dessa vizinhança para estimar o valor da intensidade real através de
uma média dos pixels contidos na janela.
A ferramenta utilizada para comparar o desempenho dos quatro métodos, Lee,
limiarização universal, VisuShrink e baseada na curva de Lorentz; será a distribuição do





pλxy  λˆxyq2, (3.5)
onde λxy é a intensidade real no pixel px, yq e λˆ é a intensidade estimada por um dos
métodos de redução de ruído mencionados.
A distribuição do EQM de cada método será estimada através de um estudo
de simulação, onde teremos 10.000 rodadas sendo cada rodada uma aplicação do método
a uma imagem SAR simulada. Lembrando que a imagem utilizada é a mesma das seções
anteriores, mudando apenas a matriz de ruído speckle simulado S a cada rodada. Assim,
temos o resultado da simulação mostrado na Figura 18.
Note que o filtro de Lee tem um desempenho melhor em termos de EQM e
preservação de detalhes das imagens, mas ainda mantém a granulação característica do
ruído. Inclusive, na imagem de menor SNR o filtro aparentemente não tem efeito algum,
pois ainda há presença forte de ruído. De fato, seu EQM é menor pois é um método
desenvolvido a fim de minimizar esta medida.
Dentre os métodos de limiarização, o que apresenta menor EQM é a limiarização
baseada na curva de Lorentz e também a quem apresentou melhores resultados visuais.
Comparando esta limiarização com o método de Lee, talvez a aproximação pixel a pixel
não seja a melhor, mas a suavização da imagem e redução de ruído é mais evidente, em
todos os níveis de SNR, no método de limiarização baseada na curva de Lorentz.
3.2.3 Detecção de mudanças
Quando temos o registro de uma localização ao longo do tempo podemos
monitorar o que acontece comparando duas ou mais imagens. Em monitoramento remoto
de desflorestamento, por exemplo, o pesquisador está interessado em verificar se a porção
correspondente à floresta na imagem diminuiu ou não comparada com um período anterior.
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(a) SNR = 1 (b) SNR = 3 (c) SNR = 7
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(f) SNR = 7
Figura 18 – Imagens filtradas pelo filtro de Lee sob os níveis de SNR (a) 1, (b) 3 e (c) 7.
Abaixo, distribuição estimada do erro quadrático médio utilizando os filtros
de Lee, VisuShrink e limiares universal e balanceado sob os níveis de SNR (a)
1, (b) 3 e (c) 7.
O crescimento urbano de uma região pode ser monitorado observando o aumento de
construções ao redor de uma cidade e consequente redução de área verde.
Para estudar essas mudanças ao longo do tempo, considere a sequência de
imagens introduzidas na Seção 3.1.4 e mais uma vez vamos simular a perturbação do ruído
speckle em três níveis de intensidade medidas através da SNR: 1, 3 e 7. Um exemplo de
como seriam essas imagens simuladas lado a lado com a original utilizada é representado
na Figura 19.
Assim como vimos anteriormente, a forte presença do ruído no primeiro nível
de SNR é tamanha que quase não identificamos as figuras presentes. Mesmo sob uma
intensidade moderada de granulação, as imagens de SNR igual a 3 tornam o pequeno
retângulo presente nos tempos t2 e t4 quase invisível em meio ao ruído. Porém, sua presença
se torna mais nítida no último nível de SNR.
Todas as comparações dois a dois serão realizadas referentes à imagem no
tempo t1. Com isso podemos estudar a detecção de uma pequena mudança, imagem em t2,
uma mudança relativamente grande e de outra forma geométrica, t3, e as duas mudanças
simultaneamente, t4. Então, vamos estudar as razões do tipo Rt1, sendo t  1, 2, 3.
Há a discussão se a razão deve ser realizada antes ou depois da redução do
ruído. Se a razão ocorre antes da redução os detalhes são preservados da suavização, mas
agora o ruído atuante na razão é uma razão de dois ruídos multiplicativos speckle. Ao









(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
Figura 19 – Sequência de imagens de t1 a t4 e suas respectivas imagens com ruído speckle
simulado em três níveis de SNR. De (a) a (d) as imagens originais sem ruído,
de (e) a (h) as imagens simuladas de SNR = 1, de (i) a (l) as imagens simuladas
de SNR = 3 e de (m) a (p) as imagens simuladas de SNR = 7.
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filtrar o ruído antes de obter a razão o mapa de mudança já está praticamente definido,
mas é preciso ter o cuidado de avaliar se detalhes não foram removidos devido a uma
limiarização agressiva, por exemplo.
Primeiramente, vamos analisar como é o mapa de mudança resultante quando
filtramos o ruído antes de realizar a razão entre as imagens. Para reduzir o ruído speckle
utilizamos a limiarização universal utilizando ondaletas da família Daubechies de ordem
4. A escolha da família de ondaletas foi decidida conforme Bovolo e Bruzzone (2005).
Vejamos, então, as razões das imagens sem nenhum processamento de ruído na Figura 20.
Aqui utilizamos o logaritmo da razão padronizada, como em (2.121) e tomamos seu valor
absoluto. Assim, o menor valor da razão padronizada, 0, é representada pela cor preta e
quanto mais claro é o tom de cinza, maior é o valor da razão, indicando que há possível
diferença entre os pixels comparados dois a dois. A primeira linha é a razão das imagens
originais, sem a presença de ruído, presentes na figura para comparar com as demais de
diferentes intensidades de ruído. Na segunda linha temos as imagens de maior perturbação
e, como esperado, a razão entre as imagens não fornece informação alguma aparente.
Talvez a limiarização possa trazer a informação das formas geométricas apresentadas logo
acima. Na terceira linha, a presença moderada de ruído não impede que visualizemos as
formas geométricas adicionadas ao longo do tempo, mas a granulação interfere talvez na
visualização imediata do retângulo menor em R21 e R41. Por fim, a última linha contém as
razões das imagens de maior SNR e suas mudanças são totalmente visíveis, mesmo sob a
presença de granulação.
Antes de prosseguir com os resultados da limiarização, vale ressaltar que existem
diversas maneiras de estimar σ, parâmetro multiplicativo do limiar VisuShrink em (2.111).
Lembrando que a limiarização é realizada no logaritmo da imagem, na Tabela 9 temos
os valores do σ real obtido a partir da distribuição real do logaritmo do ruído speckle
vista na Seção 2.1, o σˆvisu é a média das estimativas de σ calculada no primeiro nível da
transformada de ondaletas, como em (2.114), para cada um dos logaritmos das imagens
e ˆsigmadiff é a estimativa de σ utilizando a informação de ruído gerada pela diferença
entre duas imagens, como em (2.126).
De fato, o estimador σˆvisu subestima o σ real, como podemos observar na
Tabela 9. Assim, os limiares definidos pelo método VisuShrink consequentemente serão
mais conservadores, preservando os detalhes, mas consequentemente deixando passar mais
ruído aos coeficientes da transformada de ondaletas.
Na prática, encontramos que o limiar VisuShrink real e os outros dois estimados
por σˆvisu e σˆdiff tem muito pouca diferença na imagem resultante da limiarização. Optando
por preservar mais os detalhes apesar da menor redução do ruído, optamos pela estimativa
de Donoho, σˆuniv.
Os resultados da limiarização das imagens no tempo ti, i  1, 2, 3, 4; podem










Figura 20 – Logaritmo da razão padronizada das imagens apresentadas na Figura 19,
sendo a primeira coluna a razão dos tempo t2 e t1, a segunda coluna dos
tempos t3 e t1 e a terceira coluna dos tempos t4 e t1.De (a) a (c) as imagens
originais sem ruído, de (d) a (f) as imagens simuladas de SNR = 1, de (g) a
(i) as imagens simuladas de SNR = 3 e de (j) a (l) as imagens simuladas de
SNR = 7.
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ser observados na Figura 21. Para todas as imagens a limiarização rígida foi realizadas
em todos os cinco níveis da transformada, nível máximo devido a utilização da família de
ondaletas de Daubechies de ordem 4.
A primeira linha da Figura 21 mostra o resultado da limiarização nas imagens
de SNR iguais a 1. O triângulo e o círculo, figuras maiores, são até destacadas após a
limiarização, apesar do círculo se deformar em suas bordas, mas o retângulo menor chega a
desaparecer totalmente no tempo t4, Figura 21d. As segundas e terceiras linhas apresentam
as formas mais nítidas e com pouca perda de detalhes nas bordas, principalmente a última
linha representando a imagem de menor intensidade de ruído. Porém, ao redor das bordas
é possível ver traços remanescentes da limiarização, o que pode a interpretação precipitada
de uma nova forma geométrica ou outra borda, dependendo de como será a razão das
imagens.
Assim, vejamos as razões resultantes após essa limiarização na Figura 22. Mais
uma vez, a primeira linha representa a razão entre as imagens originais para que possamos
comparar com as demais. Em seguida, as razões das imagens de SNR igual a 1 limiarizadas
mostram que mesmo com a tentativa de redução de ruído é difícil de distinguir as mudanças
na imagem. Mesmo porque no próprio resultado da limiarização na Figura 21 as formas
geométricas da imagem original não eram nítidas. Note que não há sinais evidentes de
que houve o acréscimo de um pequeno retângulo nas razões R21 e R41 e sua forma foi
inteiramente suprimida pelo ruído. Logo abaixo, as razões provenientes das imagens de
SNR igual a 3 possuem formas mais visíveis, inclusive o pequeno retângulo mencionado
há pouco. O que vale ressaltar é a presença nítida do círculo nas Figuras 21h e 21i. A
forma não é uma circunferência perfeita, mas é suficiente para informar que ocorreu uma
mudança naquela região, assim como na parte superior da figura. O pequeno retângulo não
é confundido com ruído e quando não há o acréscimo de sua presença, o ruído de fundo não
deixa margens para interpretações equivocadas, como podemos notar na Figura 21h. No
entanto, o fundo da imagem ainda é perturbado pelo ruído remanescente, resultando em
contornos que flutuam pela porção preta da figura. Por fim, as três imagens de SNR igual
a 7 possuem o melhor desempenho, como esperado, visto que o círculo é visível em toda
sua circunferência, apesar de uma porção de ruído remanescente o contornar. O pequeno
Tabela 9 – Para cada nível de SNR, as estimativas calculadas de σ pelas Equações 2.114 e
2.126 e seu valor real.
σ σˆvisu σˆdiff
SNR = 1 1,2825 1,0118 1,0778
SNR = 3 0,3428 0,2996 0,3073
SNR = 7 0,1435 0,1396 0,1427









(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
Figura 21 – Resultado da limiarização VisuShrink das imagens no tempos t1 a t4, sendo de
(a) a (d) as imagens originais sem ruído, de (e) a (h) as imagens limiarizadas
de SNR = 1, de (i) a (l) as imagens limiarizadas de SNR = 3 e de (m) a (p)
as imagens limiarizadas de SNR = 7.
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retângulo é ainda mais visível e com bordas inclusive nítidas, podendo enxergar os cantos
nas Figuras 21j e 21l.
O último passo é construir o mapa de mudança que classifica pixel a pixel qual
representa mudança e qual não representa. Para isso definimos um limiar que separa os
pixels px, yq como em (2.122). Neste caso, utilizaremos o limiar obtido através do algoritmo
IK multiplicado por 1, 5 e seus valores estão dispostos na Tabela 10. Segundo Bovolo e
Bruzzone (2005), a multiplicação se deve pelo fato de que o limiar do algoritmo IK pode
ser consideravelmente conservador para classificar imagens SAR, por isso o acréscimo de
50% em seu valor.
Na Figura 23 temos, enfim, o mapa de mudança de cada comparação entre
imagens e para cada SNR. A primeira linha, como de costume, é o mapa de mudança real
para ser comparado com os demais. Apesar de não trazer informação sobre o pequeno
retângulo, o mapa de mudança das imagens de SNR igual a 1 detectam razoavelmente
bem os pixels onde houve o acréscimo do círculo. Alguns falsos alarmes são dispostos pelo
mapa, mas pelo menos o grande borrão em torno da região do círculo nas Figuras 23e e 23f
é destacado. O mapa de SNR intermediário já apresenta a região do pequeno retângulo na
parte superior nas Figuras 23g e 23i, mesmo que por um borrão de formato não retangular.
A região do círculo, por sua vez, apresenta contornos que vão pouco além da borda. Os
falsos alarmes na região do triângulo são devido àqueles traços remanescentes de ruído em
torno da forma. Por último, o mapa de mudança das imagens de maior SNR possui vários
falsos alarmes em torno do triângulo, assim como no nível de SNR imediatamente abaixo.
Porém, nas Figuras 23j e 23l é possível ver o pequeno triângulo de maneira mais nítida
e com bordas de formato mais próximo do retangular. O círculo apresenta-se como em
todas as outras imagens, mostrando-se fácil de ser detectado, apesar do borrão irregular e
ir um pouco além da borda da forma.
Agora, vamos verificar o potencial de detecção quando limiarizamos diretamente
na razão das imagens. Ou seja, filtramos o ruído das razões apresentadas na Figura 20 e a
partir daí construímos o mapa de mudança.
Para filtrar o ruído presente utilizamos novamente a limiarização universal dos
coeficientes de uma transformada de ondaletas da família de Daubechies de ordem 4. Assim
como anteriormente, outros limiares trouxeram pouca mudança ao que foi apresentado pelo
Tabela 10 – Limiares do mapa de mudanças definidos pelo algoritmo IK multiplicados por
1,5.
τ21 τ31 τ41
SNR = 1 0, 1171 0, 1162 0, 1176
SNR = 3 0, 0478 0, 0509 0, 0538
SNR = 7 0, 0287 0, 0342 0, 0382










Figura 22 – Logaritmo das razões padronizadas das imagens limiarizadas apresentadas
na Figura 21, sendo a primeira coluna a razão dos tempos t2 e t1, a segunda
coluna dos tempos t3 e t1 e a terceira coluna dos tempos t4 e t1. De (a) a (c)
as imagens originais sem ruído, de (d) a (f) as imagens simuladas de SNR
= 1, de (g) a (i) as imagens simuladas de SNR = 3 e de (j) a (l) as imagens
simuladas de SNR = 7.










Figura 23 – Mapas de mudança Mtt1 resultantes, sendo de (a) a (c) as imagens originais
sem ruído, de (d) a (f) as imagens simuladas de SNR = 1, de (g) a (i) as
imagens simuladas de SNR = 3 e de (j) a (l) as imagens simuladas de SNR =
7.
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limiar universal e pela optamos por este pela sua simplicidade de execução. As imagens
limiarizadas encontram-se na Figura 24. Se na Figura 21 as razões entre imagens de SNR
igual a 1 continham pouca informação sobre as formas geométricas inseridas ao longo do
tempo, na Figura 24 o ruído era tanto que a imagem se tornou um grande borrão. Isso se
deve ao fato de que uma vez que a imagem não é limiarizada antes de se calcular a razão,
o ruído das duas imagens é carregado para o cálculo, trazendo ainda mais perturbação.
Algo similar acontece na razão das imagens de SNR intermediário. O pequeno retângulo
na porção superior da imagem é praticamente imperceptível. Porém, a região do círculo é
aparentemente melhor em termos visuais. A última linha mostra que o pouco ruído que a
imagem possuía afetou pouco a razão das imagens de SNR igual a 7 quando comparada
com as anteriores. Aqui, todas as figuras geométricas são percebidas a olho nu.
Assim, podemos construir o mapa de mudança e verificar se há mais informação
contida na razão de imagens que não podemos observar visualmente. Os mapas estão
dispostos na Figura 25. Assim como no caso anterior, o limiar de classificação gerado pelo
algoritmo IK foi multiplicado por um fator, mas agora cada SNR tem seu próprio efeito
multiplicativo: para SNR igual a 1 foi utilizado o próprio limiar gerado pelo algoritmo,
para SNR igual a 3 foi multiplicado por 1,1 e para SNR igual a 7 o fator multiplicativo foi
de 1,5. A linha referente ao SNR igual a 1 realmente não traz nenhuma informação sobre
as figuras geométricas adicionadas ao longo do tempo. Pelo contrário, a Figura 25e mostra
regiões de mudança na porção esquerda da imagem onde não há nada. Por outro lado, a
linha referente às imagens de SNR igual a 3 mostraram que possuem informação além da
visual apresentada na Figura 24. O círculo é bem detectado pelo método enquanto que o
pequeno retângulo não é perfeitamente detectável, mas não passa despercebido. O único
ponto ruim é o borrão que se encontra na porção esquerda da Figura 25g onde não há
mudança alguma. Por fim, a razões de pouco ruído apresentam um mapa de mudança
quase perfeito, contornando bem o círculo e mantendo razoavelmente a forma do retângulo.
Comparando as duas abordagens podemos concluir que a limiarização anterior
à razão evita que ruído se acumule, mas produz imagens com menos detalhes de bordas e
suavizadas. Por outro lado, a limiarização diretamente na razão preserva os detalhes da
imagem, mas se houver muita presença de granulação nas imagens isso pode comprometer a
análise. Portanto é preciso avaliar qual a intensidade do ruído para decidir qual abordagem
utilizar. Na prática, essa informação não é imediata, contudo temos ferramentas que
podem nos fornecer evidências da intensidade do ruído. A análise da distribuição da
energia decomposta em diferentes níveis de resolução, como visto nas Tabelas 1 e 2 são
uma alternativa à essa falta de informação. Lembre que em imagens de baixa a presença
do ruído, quase toda a energia se concentra nos níveis de aproximação.
Podemos comparar os resultados obtidos com o mapa de mudança real, já que
temos a informação da imagem sem ruído. O diagnóstico é feito calculando-se a proporção










Figura 24 – Resultado da limiarização universal do logaritmo da razão padronizada das
imagens apresentadas na Figura 19, sendo a primeira coluna a razão dos
tempo t2 e t1, a segunda coluna dos tempos t3 e t1 e a terceira coluna dos
tempos t4 e t1.De (a) a (c) as imagens originais sem ruído, de (d) a (f) as
imagens simuladas de SNR = 1, de (g) a (i) as imagens simuladas de SNR =
3 e de (j) a (l) as imagens simuladas de SNR = 7










Figura 25 – Mapas de mudança Mtt1 resultantes, sendo a primeira coluna a razão dos
tempos t2 e t1, a segunda coluna dos tempos t3 e t1 e a terceira coluna dos
tempos t4 e t1. De (a) a (c) as imagens originais sem ruído, de (d) a (f) as
imagens simuladas de SNR = 1, de (g) a (i) as imagens simuladas de SNR =
3 e de (j) a (l) as imagens simuladas de SNR = 7.
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Tabela 11 – Porcentagem de acerto dos métodos de deteção de mudança realizando a
limiarização nas imagens antes da razão, primeiras três colunas, e realizando
a limiarização após a razão, últimas três colunas.
Limiarização imagens Limiarização razão
R21 R31 R41 R21 R31 R41
SNR = 1 98,17% 97,36% 95,65% 99,16% 92,47% 91,85%
SNR = 3 98,84% 97,31% 97,38% 99,11% 98,85% 98,36%
SNR = 7 98,93% 97,39% 97,49% 99,90% 99,65% 99,47%
de acertos do mapa de mudança estimado. Ou seja, a proporção de pixels assinalados
corretamente como mudança. Na Tabela 11 vemos as porcentagens de cada uma das
abordagens, limiarização das imagens ou diretamente da razão, para cada SNR e cada par
de imagens comparadas. Note que o desempenho da limiarização das imagens é melhor no
nível mais baixo de SNR, pois essa abordagem permite que o ruído altamente presente
neste nível de SNR seja filtrado antes de se obter a razão das imagens, evitando o acúmulo
de ruído. No outro lado, a limiarização direta da razão no primeiro nível de SNR gerou
um mapa de mudanças praticamente vazio, como vimos na Figura 25, por isso a taxa de
falso alarmes de quase 9% em R41. A partir dos outros níveis de SNR a limiarização direta
da razão se mostra melhor por preservar os detalhes da imagem e o ruído acumulado ser
intenso o suficiente tal que possa ser limiarizado sem prejudicar a estrutura da imagem.
As altíssimas taxas de acerto foram vistas graficamente na Figura 25. Vale ressaltar que a
limiarização direta da razão fez com que não houvessem traços remanescentes de ruído em
torno do triângulo, figura presente em todas as imagens, e assim diminuindo a taxa de
falso alarme nessa região.
Em resumo, vimos que quando há forte presença de ruído é recomendado
limiarizar a imagem antes de executar a razão para que o ruído que já é intenso não
se acumular ainda mais e ocasionar perda de informação. Por outro lado, na presença
moderada a leve de ruído, o mesmo pode ser limiarizado diretamente na razão, preservando
os detalhes da imagem, sem prejudicar sua estrutura.
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4 Análise de dados reais
4.1 Rio de Janeiro
4.1.1 Motivação
A cidade e a região metropolitana do Rio de Janeiro tem o carinho especial
do autor e é uma cidade interessante por conter diversos tipos de região em uma mesma
localidade. O litoral que cobre grande parte da cidade nos permite estudar o comportamento
das imagens SAR para regiões oceânicas e as bordas entre costa e mar. Além disso, em
torno da cidade há uma boa porção de mata atlântica, nativa da região, que se mistura
pela zona urbana, ocasionando uma interessante mistura entre árvores e construções a
serem identificadas na imagem. Em particular, a Lagoa Rodrigo de Freitas é um objeto
interessante a ser analisado por ser uma porção de água em meio a zona urbana.
A motivação da utilização de imagens multitemporais para monitorar a cidade
ao longo do tempo é o constante crescimento das favelas nos morros cariocas. Alguns
estudos nacionais interessantes mostram a realidade e a expansão das favelas, como
em Ferreira (2009) e Cavalcanti (2013). Apesar de ser abrigo de muitos trabalhadores
migrantes de outros estados e berço de muitas manifestações culturais, como o carnaval,
as comunidades infelizmente também estão relacionadas com a crescente criminalidade e é
motivo de preocupação por parte das autoridades, população e turistas.
4.1.2 O conjunto de dados
A Agência de Exploração Aeroespacial Japonesa (JAXA) disponibiliza gratui-
tamente um mosaico com as imagens capturadas anualmente pelo satélite ALOS/PALSAR
(Advanced Land Observing Satellite/Phased array Type L-band SAR) ao redor do mundo
entre 2007 e 2010. Cada bloco do mosaico possui a dupla polarização HH1 e HV, sendo
ambas uma matriz de 4500  4500 pixels cujas imagens resultantes apresentam uma
resolução de 25m 25m por pixel. Além disso, uma matriz de mascaramento também de
tamanho 45004500 distinguindo o que é mar do que é terra também é cedida pela agência
Segundo as especificações do satélite, cada imagem SAR gerada possui entre 3 e 15 looks.
Dentro do mosaico que contém a região metropolitana do Rio de Janeiro selecionamos um
subconjunto de pixels de tamanho 2048 x 2048 que abrangem a maior porção urbana da
1 As siglas correspondem às polarizações do transmissor e do receptor da onda. HH corresponde a
imagem processada a partir da polarização horizontal do transmissor da onda eletromagnética e
receptor também horizontal. Analogamente para HV, transmissor de polarização horizontal, mas
receptor de polarização vertical.
Capítulo 4. Análise de dados reais 95
cidade. Vale a pena ressaltar que as posições do pixel pi, jq em cada imagem correspondem
exatamente a mesma coordenada geográfica. As imagens da região metropolitana de 2007
a 2010 a serem estudadas estão dispostas na Figura 26.
(a) 2007 (b) 2008
(c) 2009 (d) 2010
Figura 26 – Imagens SAR capturadas pelo satélite PalSAR da região metropolitana do
Rio de Janeiro ao longo dos anos 2007, 2008, 2009 e 2010.
Observando as quatro imagens cruas, sem nenhum processamento para reduzir
o ruído speckle presente é difícil de identificar diferenças entre elas. As imagens possuem
muita informação proveniente da presença urbana na região, mostrada pelos pontos mais
claros, concentrados em sua maioria no centro da imagem. A porção mais escura, localizada
em sua maioria no canto inferior direito, representa o mar, mais precisamente a baía de
Guanabara. Com a matriz de mascaramento é possível identificar o que é água do que
é continente ou ilhas. No entanto, não há informação disponível para diferenciar a zona
urbana da mata atlântica, região mais homogênea das figuras. A identificação da região
ocupada pela região metropolitana é essencial para verificar o crescimento urbano ao longo
dos anos. Para isso vamos utilizar as técnicas de redução de ruído e detecção de mudanças
ao longo do tempo vistas no Capítulo 2. Porém, primeiramente vamos verificar a hipótese
de presença do ruído speckle e depois estudar as características das imagens obtidas, como
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a relação sinal-ruído (SNR) e estatísticas da intensidade das imagens recebidas.
A hipótese de presença de ruído speckle será verificada através da observação
da função densidade de probabilidade estimada do logaritmo da intensidade da porção
de água das imagens da região metropolitana do Rio de Janeiro, como podemos ver na
Figura 27. A escolha da porção de água se deve por sua homogeneidade. Na Seção 2.1
vimos que por hipótese a distribuição do logaritmo da intensidade deve ser próximo de
uma Normal. Na Figura 27 nota-se uma concentração de observações ao redor da linha
tracejada da média, porém um peso deslocado para a cauda à direita, assim como uma
ligeira assimetria na imagem de 2008. Vale ressaltar que a distribuição aproxima-se de
uma Normal conforme o número de looks aumenta. Com isso, vamos estudar a SNR das
imagens, medida proporcional ao número de looks da imagem.




















































Figura 27 – Função densidade de probabilidade estimada do logaritmo da intensidade
observada da porção de água das imagens da regão metropolitana do Rio de
Janeiro nos anos (a) 2007, (b) 2008, (c) 2009 e (d) 2010.
Segundo o modelo do ruído speckle da Equação 2.1, obtemos a SNR através da
raíz quadrada do número de looks da imagem, como na Equação 3.1. Portanto, conforme
as especificações do satélite a SNR das imagens pode possivelmente assumir algum dos
valores entre 1,7321 e 3,8730, raízes de 3 e 15, respectivamente . No entanto, podemos
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também estimar a SNR de outra maneira, ainda baseada na Equação 3.1, mas utilizando
as médias e desvios padrão amostrais da intensidade das imagens,
ˆSNRt  MédiapItq
DP AmostralpItq , (4.1)
em que ˆSNRt é um estimador da SNR correspondente à imagem It. As estimativas
encontradas estão dispostas na Tabela 12. Como esperado, por serem todas imagens
provenientes de um mesmo satélite e uma mesma região, as SNRs são próximas entre si,
mas relativamente baixas, indicando que há quase uma relação 1:1 entre a energia do sinal,
a intensidade real da imagem, e o ruído speckle. No Capítulo 3 vimos o quanto uma relação
sinal-ruído unitária pode interferir na análise da imagem. No entanto, essas estimativas
da Tabela 12 são também inversamente proporcionais à homogeneidade da imagem. Ou
seja, imagens de regiões mais homogêneas possuem menor dispersão e consequentemente
menor desvio padrão, mesmo que a presença do ruído não seja tão intensa. Como as
imagens apresentadas na Figura 26 apresentam diferentes porções de mar, cidade e mata
atlântica, temos diversas intensidades armazenadas nos pixels que representam cada tipo
de superfície resultando naturalmente em uma dispersão maior. Além disso, observando
apenas a SNR estimada e o intervalo especificado pelo satélite, uma hipótese seria que a
presença do ruído speckle é intensa.
Tabela 12 – Valores de SNR estimados correspondentes calculados através da razão entre
a média e desvio padrão das imagens mostradas na Figura 26.
Ano (t) 2007 2008 2009 2010
SNRt 1,3677 1,3968 1,3832 1,3883
Contudo, podemos verificar a presença do ruído na imagem observando a
distribuição da energia dos coeficientes em todos os níveis de uma transformada de
ondaletas. Na Tabela 2 vimos o resultado da simulação para verificar a distribuição da
energia ao longo dos níveis de uma transformada de ondaletas do logaritmo da imagem
estudada utilizando a família de ondaletas da Haar em diferentes intensidades de ruído,
representados pelas SNRs 1, 3, e 7. O observado foi que quanto maior a presença do ruído
speckle, mais a energia se desloca ao longo dos níveis, ou seja, há mais informação nos
níveis mais altos, considerados praticamente apenas ruído. Por outro lado, a simulação de
SNR igual a 1 mostra que a grande porção de energia se concentra no nível de aproximação,
mais de 99%.
Assim, na Tabela 13 observamos a distribuição da proporção da energia (em
%) ao longo de todos os níveis da transformada de ondaletas do logaritmo das imagens
do Rio de Janeiro entre 2007 e 2010. A transformada foi realizada utilizando a família de
ondaletas de Daubechies de ordem 4, escolha segundo Bovolo e Bruzzone (2005) e pela sua
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Figura 28 – Proporção de energia dos detalhes das imagens da região metropolitana do
Rio de Janeiro entre os anos 2007 e 2010 ao longo dos níveis da transformada
de ondaletas utilizando a família de ondaletas Daubechies de ordem 4.
ortonormalidade. Note que a grande porção de energia se encontra no nível de aproximação
da transformada, mais de 99,8%, em todas as imagens da região metropolitana do Rio
de Janeiro. Ou seja, a maior parte da informação é armazenada no nível de aproximação,
indicando que há pouca presença de ruído que interfira na verdadeira intensidade da
imagem, assim como observamos na Tabela 2 para a imagem de SNR mais alto. Ou seja,
podemos considerar que a SNR das imagens obtidas pela JAXA é maior que a estimada
na Tabela 12 e assim direcionar a metodologia de redução de ruído para imagens de menor
presença do ruído speckle.
Tabela 13 – Distribuição da proporção de energia (em %) ao longo dos níveis da transfor-
mada de ondaletas do logaritmo das imagens da região metropolitana do Rio
de Janeiro de 2007 a 2010, utilizando a família de ondaletas de Daubechies
de ordem 4.
Ano Aprox. 1 2 3 4 5 6 7 8
2007 99,8338 0,0119 0,0116 0,0128 0,0132 0,0152 0,0195 0,0242 0,0578
2008 99,8534 0,0115 0,0111 0,0120 0,0122 0,0142 0,0177 0,0212 0,0467
2009 99,8595 0,0115 0,0110 0,0119 0,0119 0,0137 0,0170 0,0200 0,0435
2010 99,8613 0,0116 0,0112 0,0122 0,0122 0,0138 0,0166 0,0196 0,0415
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4.1.3 Redução de ruído
Após a exploração do conjunto de imagens da região metropolitana do Rio
de Janeiro na Seção 4.1.2 obtivemos o conhecimento de sua apresentação visual e o
comportamento do ruído speckle. Pela distribuição da proporção de energia armazenada
nos níveis da transformada de ondaletas das imagens na Tabela 13 vimos que a presença do
ruído é baixa o suficiente para que haja pouca perda de informação ao passar de um nível de
resolução ao seguinte. Assim, como visto na Seção 3.2.2, o método de limiarização de melhor
desempenho, tanto visual quanto de menor EQM, foi o método de limiarização balanceada
rígida, em que o limiar é definido pelo ponto de intersecção entre proporção de coeficientes
limiarizados e proporção de energia preservada, como definido pela Equação 2.116. No
entanto, as imagens utilizadas no estudo de simulação são imagens dividas em três regiões
bem homogêneas, ao contrário do que ocorre em uma imagem de uma região metropolitana.
Por isso, é preciso considerar a variabilidade apresentada pelas porções marinha, urbanas
e florestais presentes nas quatro imagens estudadas nesta seção. Assim, a limiarização
VisuShrink, que incorpora a informação da variabilidade no cálculo do limiar, como visto na
Equação 2.113, será considerada. Além disso, na Figura 18f, correspondente a distribuição
do EQM das limiarizações das imagens simuladas de SNR mais alto, o desempenho da
limiarização VisuShrink é o mais próximo do desempenho da limiarização balanceada.
O tipo rígido de limiarização se apresenta como o preferido pelo fato de que
a maior parte da informação se concentra no nível de aproximação da transformada de
ondaletas e os detalhes aparentemente não contém informação relevante para a composição
das imagens, como podemos observar na decomposição apresentada na Figura 29. Como
usual, os pontos mais escuros representam os valores mais baixos dos coeficientes da
transformada de ondaletas da imagem da região metropolitana do Rio de Janeiro no ano
2007. A decomposição dos outros anos é similar e apresentamos apenas a de 2007 para
ilustrar que nos níveis mais alto de detalhes os coeficientes são praticamente apenas ruído
e podem ser completamente limiarizados, sem gerar perda de informação e detalhes de
borda para a imagem resultante do filtro.
Assim, vamos executar a limiarização rígida balanceada e VisuShrink por
enquanto apenas na imagem de 2007, eliminando totalmente os dois últimos níveis da
transformada e preservando o primeiro nível de detalhes devido aos critérios do scree
plot apresentado na Figura 28. Obviamente o nível de aproximação será preservado. Essa
limiarização piloto irá nos fornecer informação para decidirmos qual dos dois métodos será
utilizado para filtrar o ruído speckle.
Na Figura 30 temos uma visão ampliada de certa região da cidade do Rio de
Janeiro contendo traços de zona urbana e parte da baía de Guanabara da imagem (a)
original e das imagens resultantes da limiarização rígida (b) VisuShrink e (c) balanceada.
Além disso, a figura contem o (d) gráfico de proporção de energia preservada (EP) e
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a proporção de coeficientes limiarizados (CL) das duas limiarizações. Comparando as
imagens podemos observar de imediato o quanto a limiarização balanceada foi agressiva,
causando borrões na imagem e prejudicando a visualização de elementos como os rios
que cortam a cidade e construções antes indicadas pelos pontos mais claros da imagem
original. Por outro lado, a incorporação do parâmetro de variação ao limiarVisuShrink
aparenta melhores resultados, preservando os detalhes de borda da imagem original e
permitindo ainda a visualização dos rios ao longo da cidade. De fato, a agressividade da
limiarização balanceada pode ser percebida nos limiares por nível quando comparado com
VisuShrink. Na Tabela 14 é possível notar que os coeficientes abaixo de 2,6322 são anulados
na limiarização balanceada, valor bem acima do máximo limiar VisuShrink, 0,6727. Os
limiares infinitos indicam que os coeficientes das matrizes de detalhe naquele nível foram
totalmente limiarizados. Apesar da matriz de aproximação da transformada de ondaletas
conter mais de 99% da energia total, os detalhes de borda de edifícios, rios e avenidas
que cortam a cidade encontravam-se nas matrizes de detalhes e precisam também ser
preservados. Isso mostra a importância de considerar a variação da intensidade, estimada
em 0.1425 pela Equação 2.114 na limiarização VisuShrink.
Tabela 14 – Limiares respectivos à limiarização rígida VisuShrink (τv) e balanceada (τb).
1 2 3 4 5 6 7 8
τb 8 8 2,6322 2,6322 2,6322 2,6322 2,6322 0
τv 8 8 0,6727 0,6309 0,5876 0,5437 0,5012 0
Ainda na Figura 30, observe o gráfico da proporção de energia preservada
e coeficientes limiarizados por nível da transformada em (d). Note que a limiarização
VisuShrink mantém a proporção de energia preservada sempre acima de 0,8, conservando
assim boa parte da informação. Já a limiarização balanceada a partir do quinto nível já
perde muita informação, resultando nos borrões apresentados na Figura 30c.
Portanto, o tipo de limiarização selecionado para filtrar o ruído speckle das
imagens SAR da região metropolitana do Rio de Janeiro é a limiarização rígida VisuShrink.
O leitor interessado em uma melhor visualização tanto das imagens SAR originais quanto
das imagens limiarizadas é convidado a consultar a Seção A.1 no Apêndice e ver as imagens
em escala maior, possibilitando a identificação dos detalhes de cada uma delas.
4.1.4 Monitoramento do crescimento urbano
Decidido o método de limiarização para reduzir o ruído speckle presente nas
imagens SAR da região metropolitana do Rio de Janeiro agora é possível monitorar o
crescimento urbano ao longo dos anos 2007, 2008, 2009 e 2010 que toma a pouca porção
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de mata atlântica que resta no estado e também os morros cariocas, dando lugar a favelas
e a preocupações socioeconômicas com as pessoas que habitam o local. O crescimento das
cidades será observado no mapa de mudança gerado pelo método de detecção de mudanças,
visto na Seção 2.7.
Assim como na Seção 3.1.4, vamos verificar qual das duas opções é a melhor
para analisar o crescimento urbano: 1) a limiarização das imagens para depois realizar a
razão entre elas ou 2) a limiarização direta da razão a fim de preservar os detalhes que
podem a ser perdidos com a redução do ruído. Ainda na Seção 3.1.4 vimos que a opção de
melhor acertabilidade para SNR alta foi realizar a limiarização diretamente na razão entre
duas imagens. Porém, o diagnóstico da Tabela 11 mostra que a diferença entre os dois
métodos é entre 1 e 2 pontos percentuais de acerto, o que nos leva a testar as duas opções
e comparar os resultados entre si.
A motivação para limiarizar a razão entre as imagens originais é mostrada na
Tabela 15. Observe que a distribuição da proporção de energia ao longo dos níveis não
é massivamente concentrada no nível de aproximação, indicando que há ruído entre os
demais níveis que pode ser reduzido através de uma limiarização. A seleção do método de
limiarização será a mesma da Seção 4.1.3 em que utilizamos a limiarização VisuShrink
rígida e a família de ondaletas de Daubechies de ordem 4. Com isso reduzimos o ruído
proveniente de duas imagens sob a perturbação do ruído speckle e obtemos uma razão em
melhores condições para construir o mapa de mudança.
Tabela 15 – Distribuição da proporção de energia (%) ao longo dos níveis da transformada
de ondaletas do logaritmo da razão das imagens SAR originais da região me-
tropolitana do Rio de Janeiro, utilizando a família de ondaletas de Daubechies
de ordem 4.
Razão Aprox. 1 2 3 4 5 6 7 8
2008/2007 77,461 10,798 4,582 2,191 1,248 0,798 0,797 0,985 1,136
2009/2008 78,027 10,475 4,563 2,229 1,249 0,800 0,719 0,756 1,179
2010/2009 78,265 10,348 4,630 2,317 1,262 0,763 0,697 0,724 0,991
Na Figura 31 temos as razões limiarizadas das imagens originais e a razão de
imagens limiarizadas de anos consecutivos, ou seja, as razões entre os anos 2008/2007,
2009/2008 e 2010/2009. A porção marítima foi mascarada para que o foco seja voltado para
a análise da porção continental e consequentemente a região urbana. A primeira coluna
da Figura 31 representa a maneira que obteve melhor desempenho de acertabilidade ao
detectar mudanças na Seção 3.1.4, ou seja, a limiarização é realizada diretamente na razão
entre duas imagens. Como mencionado anteriormente, esta forma preserva os detalhes das
imagens SAR pois não realiza nenhum tipo de redução de ruído antes de procurar pelas
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mudanças entre elas, porém, ao executar essa operação a razão resultante possui ruído
proveniente de duas fontes, somando o efeito aditivo de ambas no logaritmo da razão,
como visto na Seção 3.1.4. A redução de ruído foi obtida a partir da limiarização rígida
VisuShrink de forma que a maior dispersão dos dados devido a esse ruído acumulado das
duas imagens perturbadas fosse levada em consideração na hora de se obter o limiar. Na
segunda coluna temos a razão de imagens já limiarizadas da Seção 4.1.3, também pelo
VisuShrink rígido.
Lembrando que assim como na Seção 3.1.4, a razão foi padronizada de forma
que todos os valores das matrizes mostradas na Figura 31 estão entre 0 e 1, sendo que
quanto mais próximo de 0 maior foi a diferença de intensidade entre os pixels nas duas
imagens. Assim, considerando os tons mais claros como pontenciais pontos de mudança
vamos buscar pontos na porção continental da região metropolitana do Rio de Janeiro que
possam ser indícios de crescimento urbano.
Porém, é difícil identificar mudanças significativas que tenham ocorrido na zona
urbana. Apesar da limiarização, as pequenas diferenças de intensidade devido a pequenas
mudanças e o ruído remanescente ainda é aparente e prejudica a visualização de mudanças
significativas gerando uma granulação similar a apresentada pelo ruído speckle.
Para encontrar as mudanças significativas vamos utilizar o limiar definido pelo
algoritmo IK para construir o mapa de mudança, como em Bazi, Bruzzone e Melgani
(2005). Vale ressaltar que a porção marítima não será considerada para obter o limiar.
O limiar de cada razão da Figura 31 obtido do algoritmo IK é apresentado
na Tabela 16 juntamente com as estatísticas de localização mínimo, primeiro quartil
(q1), mediana, terceiro quartil (q3) e máximo para termos uma visualização numérica da
distribuição dos valores contidos nas matrizes de razão. Lembrando que como as razões
são padronizadas de forma que quanto mais próximo de zero maior é a diferença entre
as intensidades das duas imagens divididas, o logaritmo dessa razão são apenas números
negativos, salvo a razão limiarizada que possui valores acima de zero devido à aproximação
da limiarização dos valores próximo ao limite superior 1. Observe que todos os valores dos
limiares do algoritmo IK estão abaixo do primeiro quartil, classificando menos de 25% dos
pixels como mudança, mais precisamente, no caso das razões limiarizadas cerca de 15% e
no caso da razão de imagens limiarizadas cerca de 20% dos pixels são classificados como
mudança.
Assim, construímos os mapas de mudança da Figura 33. Analogamente à
Figura 32, a primeira coluna representa a razão limiarizada e a segunda coluna a razão de
imagens limiarizadas.
Mostrados os mapas de mudança precisamos selecionar uma das duas opções
para analisar as eventuais mudanças na região metropolitana do Rio de Janeiro. Devido
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Figura 29 – Decomposição do nível de aproximação, no canto superior esquerdo, e do
oitavo ao sexto nível da imagem da região metropolitana do Rio de Janeiro no
ano de 2007 pela transformada de ondaletas utilizando a família de ondaletas
de Daubechies de ordem 4.
Tabela 16 – Valores de limiares obtidos pelo algoritmo IK (τIK) e estatísticas coresponden-
tes ao logaritmo das razões limiarizadas e ao logaritmo das razões de imagens
limiarizadas.
τIK mín q1 mediana q3 máx
Razão lim. 2008/2007 -0,3633 -2,7430 -0,2325 -0,2004 -0,1789 0,4042
2009/2008 -0,3793 -2,6160 -0,2405 -0,2049 -0,1824 0,2191
2010/2009 -0,3848 -3,1085 -0,2535 -0,2107 -0,1854 0,2048
Imagens lim. 2008/2007 -0,2794 -2,3662 -0,1325 -0,0725 -0,0330 0,0000
2009/2008 -0,2917 -2,3584 -0,1349 -0,0738 -0,0336 0,0000
2010/2009 -0,2960 -3,2283 -0,1436 -0,0793 -0,0366 0,0000
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(a) Original (b) VisuShrink
(c) Balanceada



















(d) Energia e coeficientes preservados
Figura 30 – Imagem original (a) ampliada da região metropolitana do Rio de Janeiro
em 2007 e imagens resultantes da limiarização rígida (b) VisuShrink e (c)
balanceada das imagens da região metropolitana do Rio de Janeiro no ano
2007. Em (d), proporção de coeficientes limiarizados (CL) e energia preservada
(EP) por nível das limiarizações citadas.
aos resultados apresentados na Tabela 11 e a menor presença de pequenas mudanças, o
padrão granular, vamos optar pela razão limiarizada que além desses argumentos possui a
característica de trabalhar diretamente na imagem SAR, sem limiarizar previamente seus
detalhes. Portanto, vamos estudar a primeira coluna da Figura 32 e disponibilizá-la lado a
lado com suas respectivas imagens utilizadas para calcular a razão na Figura 33.
Estamos interessados em mudanças ocorridas apenas no continente, mais preci-
samente na zona urbana e verificar o desenvolvimento das cidades ao longo desses 4 anos.
Olhando rapidamente para os mapas de mudança (c), (f) e (i) da Figura 33 vemos vários
pontos de mudança espalhados pela região metropolitana, mas duas regiões concentradas
de mudança chamam a atenção no mapa de mudança da razão limiarizada 2008/2007
em (c). Uma porção aparentemente triangular próxima do centro da imagem e outra
concentração de pontos de mudança na porção inferior central aparecem como regiões a
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(a) Razão limiarizada 2008 / 2007 (b) Imagens limiarizadas 2008 / 2007
(c) Razão limiarizada 2009 / 2008 (d) Imagens limiarizadas 2009 / 2008
(e) Razão limiarizada 2010 / 2009 (f) Imagens limiarizadas 2010 / 2009
Figura 31 – Razão limiarizada entre imagens SAR originais, (a), (c) e (e); e razão en-
tre imagens limiarizadas, (b), (d) e (f), de tempos consecutivos da região
metropolitana do Rio de Janeiro.
serem analisadas.
Para facilitar a visualização desses pontos, a Figura 34 contém as imagens SAR
ampliadas nas regiões mencionadas anteriormente: a porção central em que aparece uma
forma aparentemente triangular de mudança é apresentada em (a) 2007, (b) 2008 e (c) no
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(a) Razão limiarizada 2008 / 2007 (b) Imagens limiarizadas 2008 / 2007
(c) Razão limiarizada 2009 / 2008 (d) Imagens limiarizadas 2009 / 2008
(e) Razão limiarizada 2010 / 2009 (f) Imagens limiarizadas 2010 / 2009
Figura 32 – Mapa de mudança obtidos da razão entre imagens SAR originais, (a), (c) e
(e); e razão entre imagens limiarizadas, (b), (d) e (f), de tempos consecutivos
da região metropolitana do Rio de Janeiro.
mapa de mudança correspondente. Analogamente para a porção inferior central temos as
imagens apliadas de (d) 2007, (e) 2008 e (f) do mapa de mudança.
A porção triangular mencionada corresponde a um terreno no bairro São
Bento na cidade de Duque de Caxias. O triângulo é formado pela rodovia Washington
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(a) 2007 limiarizada (b) 2008 limiarizada (c) Razão lim. 2008 / 2007
(d) 2008 limiarizada (e) 2009 limiarizada (f) Razão lim. 2009 / 2008
(g) 2009 limiarizada (h) 2010 limiarizada (i) Razão lim. 2010 / 2009
Figura 33 – Imagens SAR limiarizadas rigidamente pelo método VisuShrink da região
metropolitana do Rio de Janeiro em (a) 2007, (b),(d) 2008, (e),(g) 2009 e
(h) 2010; e o mapa de mudança obtido pela limiarização da razão entre as
respectivas imagens em (c), (f) e (i).
Luís, a avenida São Bento e o rio Sarapuí. Aparentemente o terreno anteriormente era
preenchido por uma mata e entre 2007 e 2008 essa mata deu lugar a uma vegetação baixa,
típica de marginal de rodovia. A região ainda possui pequenas mudanças ao nordeste da
imagem correspondente a um espaço da Petrobras que aparentemente ampliou seu espaço
construído.
Por outro lado, a razão apresentada na Figura 34f corresponde a um terreno
loteado em Jacarepaguá, na cidade do Rio de Janeiro, onde a porção de água em (d) e (e)
é a lagoa de Jacarepaguá. O terreno que era aparentemente vazio em 2007 passou a ser
loteado entre 2007 e 2008.
Fato curioso é que as modificações dos dois terrenos apresentados na Figura 34
são característicos de uma preparação para dar lugar a uma construção. Porém, nos mapas
de mudança 2009/2008 e 2010/2009 não há mais indícios de que as mesmas regiões sofreram
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(a) 2007 (b) 2008 (c) Razão lim. 2008 / 2007
(d) 2007 (e) 2008 (f) Razão lim. 2008 / 2007
(g) 2007 (h) 2010 (i) Razão lim. 2010 / 2007
Figura 34 – Imagens ampliadas da região metropolitana do Rio de Janeiro em 2007, (a)
e (d), e 2008, (b) e (e); e sua razão limiarizada ampliada para destacar a
mudança identificada. Além disso, imagens da região metropolitana no ano
de 2007 (g) e 2010 (h) e seu respectivo mapa de mudança em (i).
novas alterações, permanecendo até 2010 com a mesma estrutura de 2008. Inclusive, ainda
na Figura 34 temos a confirmação de que apenas essas duas mudanças se destacam ao
longo de todo o período pois temos o mapa de mudança construído a partir da razão
limiarizada 2010/2007 em (i) e suas respectivas imagens SAR em (g) 2007 e (h) 2010.
Note que exceto a porção correspondente à baía de Guanabara, apenas as duas regiões
destacadas em (a):(c) e (d):(e) aparecem no mapa de mudança em (i), indicando que




Vimos como que o ruído speckle afeta as imagens SAR e a partir de seu modelo
multiplicativo utilizamos técnicas de redução de ruído para melhorar a visualização do
pesquisador e também para minimizar os erros de posteriores técnicas de processamento
de imagens, como a detecção de mudanças também mostrada neste trabalho.
O efeito multiplicativo do ruído foi facilmente contornado transformando a
imagem SAR pelo seu logaritmo. Assim passamos a trabalhar com o modelo de ruído
aditivo que sob certas circunstâncias poderia ser aproximado pelo modelo de ruído aditivo
gaussiano.
Modelo aditivo este que é base para a principal ferramenta de redução de
ruído por limiarização de Donoho e Johnstone, utilizada neste trabalho para estimar a
intensidade da imagem SAR recebida. Além da metodologia da limiarização universal e
VisuShrink, o leitor pode ver a aplicação da limiarização baseada na curva de Lorentz
que busca o equilíbrio entre proporção de energia preservada e proporção de coeficientes
limiarizados. Através de estudos de simulação comparamos o desempenho das técnicas de
limiarização mencionadas com um filtro fora deste contexto de encolhimento e amplamente
utilizada na litaratura: o filtro de Lee. Ao comparar as imagens estimadas pela limiarização
e o filtro de Lee percebemos que este último possui um melhor desempenho em termos
de menor EQM, mas visualmente a granulação do ruído persistia na imagem. Dentre os
métodos de limiarização, a limiarização baseada na curva de Lorentz foi a que obteve
melhores resultados em termos de EQM. No entanto, visualmente o método que obteve
o melhor equilíbrio entre detalhes preservados e ruído eliminado foi o limiar VisuShrink.
Entre os paradigmas de limiarização, o paradigma suave apresentou melhores resultados
visuais em imagens de SNR baixo enquanto que o paradigma rígido apresentou justamente
o oposto, melhores resultados visuais em imagens de SNR elevado.
Além de trabalhar com dados simulados para estudar a redução de ruído,
utilizamos o mesmo princípio de inserção de ruído speckle em imagens para estudar a
detecção de mudança ao longo de imagens multitemporais. A detecção realizada entre duas
imagens era baseada em estudar a razão entre elas. No entanto, o momento da limiarização
do ruído foi dividido em duas partes: executar a redução de ruído nas imagens SAR e assim
não carregar o ruído para a razão resultante ou então executar a redução de ruído após
a razão preservando os detalhes das imagens originais que potencialmente poderiam ser
suprimidos pela limiarização, mas ao mesmo tempo acumulando o ruído speckle de ambas.
Os resultados mostraram que realizar a limiarização rígida VisuShrinkdiretamente na
razão apresenta uma melhor acertabilidade dos pontos de mudança no mapa de mudança
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real.
Após os estudos controlados todo o aprendizado foi aplicado a quatro imagens
SAR reais da região metropolitana do Rio de Janeiro ao longo dos anos 2007, 2008, 2009 e
2010. Devido a SNR ser relativamente elevada o método de limiarização selecionado para
filtrar o ruído foi a limiarização rígida VisuShrink. Mesmo sabendo dos bons resultados
da simulação uma outra limiarização, baseada na curva de Lorentz, foi realizada para
comparação e confirmação do método de Donoho como o mais adequado visualmente. A
construção do mapa de mudança foi estudada também analisando as duas opções menciona-
das anteriormente, sendo a preservação das imagens antes de realizar a razão a que obteve
melhores resultados visuais e o equilíbrio entre grandes mudanças destacadas e supressão
da granulação devido ao ruído remanescente. Só houveram mudanças significativas entre
os anos 2007 e 2008, onde aparentemente dois terrenos na região metropolitana do Rio de
Janeiro foram loteados.
Os estudos apresentados neste trabalho mostram o potencial que as ondaletas
tem em processamento de imagens. Artigos estão sendo publicados todos os anos atua-
lizando as técnicas disponíveis e cada vez mais os métodos estão buscando abordagens
não supervisionadas para facilitar a aplicação do usuário e ao mesmo tempo que gerar
resultados satisfatórios. Apesar deste avanço, vimos aqui também que uma das técnicas
pioneiras em limiarização é suficiente para produzir resultados satisfatórios para que o
pesquisador possa tirar as conclusões necessárias acerca de sua imagem estudada, mos-
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APÊNDICE A – Imagens SAR
A.1 Região metropolitana do Rio de Janeiro
As imagens a seguir são as mesmas utilizadas no Capítulo 4. Cedidas pela
JAXA, as imagens da retrodifusão HH são apresentadas em maior escala para que o leitor
possa observar os detalhes de avenidas, rios e construções ao longo da região metropolitana
do Rio de Janeiro.
Em seguida, apresentamos as imagens da Seção A.1 de ruído speckle reduzido
pelo método de limiarização rígida VisuShrink.
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Figura 35 – Imagem capturada pelo satélite ALOS PALSAR da região metropolitana do
Rio de Janeiro em 2007.
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Figura 36 – Imagem capturada pelo satélite ALOS PALSAR da região metropolitana do
Rio de Janeiro em 2008.
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Figura 37 – Imagem capturada pelo satélite ALOS PALSAR da região metropolitana do
Rio de Janeiro em 2009.
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Figura 38 – Imagem capturada pelo satélite ALOS PALSAR da região metropolitana do
Rio de Janeiro em 2010.
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Figura 39 – Imagem resultante da limiarização rígida VisuShrink da imagem SAR da
região metropolitana do Rio de Janeiro no ano 2007.
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Figura 40 – Imagem resultante da limiarização rígida VisuShrink da imagem SAR da
região metropolitana do Rio de Janeiro no ano 2008.
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Figura 41 – Imagem resultante da limiarização rígida VisuShrink da imagem SAR da
região metropolitana do Rio de Janeiro no ano 2009.
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Figura 42 – Imagem resultante da limiarização rígida VisuShrink da imagem SAR da
região metropolitana do Rio de Janeiro no ano 2010.
