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Abstract. In the past, Ramsey numbers were known for pairs of cycles of lengths r and s when 
one of the following occurred: (1) r and s are small, (2) one of r or s is small relative to the 
other, or (3) r is odd and r = s. In this paper we complete the Ramsey number problem for cy- 
cles by verifying their previously conjectured values. 
Partial results for Ramsey numbers of cycles have been given by Char- 
trand and Schuster [4], and Erdos and Bondy [ 3 1. In this paper we ex- 
tend these results to all pairs of cycles, completing the Ramsey number 
problem for cycles. 
All graphs will be undirected and finite, and they have no loops or 
multiple edges. For positive integers r and s, c(r, s) will denote the smal- 
lest positive integer n such that any graph G with n vertices will contain 
a cycle of length r, or G, the complement of G, contains a cycle of length 
s. Previous conjectures about the Ramsey numbers for cycles are confir- 
med in the following theorem, which we will prove. 
Theorem. (i) If 3 <_ s 5 Y, s odd, (r, s) f (3, 3), then c(r, s) = 2r - 1. 
(ii)If4Is< i, s and r-even, (ri s) # (4., 4), then- c(r, s) =- r + +S 11. 
(iii)If4<.s<r,sevenandrodd, thenc(r,s)=max{r+$s- 1, 
2s - I}. 
Notation not specifically mentioned will generally follow that in 131.. 
Kr will denote the complete graph on r vertices, and Kr, s the complete 
bipartite graph with parts containing Yand s vertices, respectively. For 
Gi, a graph with vertex set Vi and edge set Ei, i = 1, 2, G, U G2 will de- 
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note the graph with vertex set V, u V, and edge set E, u E, . If G is a 
graph with vertex set V and U c V, then by G \ U we will mean the 
graph with vertex set V\ U and edge set the one inherited from G. 
In this-paper G will always denote a graph having n vertices with com- 
plement e, although G need not appear each time that G is used. The 
vertex set of G will be denoted by V and the edge set by ,!Y. For A C_ V 
and u E V, let A, = (a E A: (a, u) E E} and dA (u) = IA, I. If A = V, A 
may be deleted and dA (u) may be written as d(u) or do(u). If u 6 A, 
then we say that u is dominant to A in G if IA, I? 3 IAI and strongly 
dominant if IA, I> f IAI. A bar will be placed over a symbol when in the 
graph G instead of G, for example, ,!? is the edge set of c. If C = (x1 , X2, 
-*-T X m 7 x1 ) is a cycle of length m in a graph, then the subscript i of Xi 
will always be taken modulo the cycle length m. 
The next five propositions are used in the paper and are stated as pre- 
liminary results. 
Proposition 1 (Et-d& and Gallai [ 51). If for any I >_ 3, IEI 2 
$ ((I - 1) (n - 1) + I), then G contains a cycle of length at least 1. 
Proposition 2 (Bandy’ [ 11). If IEl >_ &(n2 + l), then G contains a cycle 
for each length I, 3 <_ I 5 +(n + 3). 
Proposition 3 (Bondy and Erdiis [ 31). c(n, n) .( 2n - 1 if n > 3. 
Proposition 4 (Chartrand and Schuster [4] ). ~(3, 3) = 6, c(4,4) = 6, 
~(5,4) = 7, ~(6, 6) = 8, c(n, 3) = 2n - I for n > 3, c(n, 4) = n + 1 for 
n > 5, c(n, 5) = 2n - 1 for n 2 5. 
Proposition 5 (Bondy [ 21). If d(u) + d(u) 2 n for all u, u E V such that 
(u, v) $! E, then G contains cycles of all lengths I(3 <_ 1s n), or G is the 
complete bipartite graph Kni2, ,.,I~. 
The proof of the main theorem will be broken into several lemmas 
and theorems, which follow. 
Lemma 1. If C is a cycle of length 1 in G and x E V \ C is strongly domi- 
nant to C, then G contains cycles of length j (3 2 j < I + 1). 
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Proof. Let C = (x1, x2, . . . . xz, x1 ) be a cycle of length 1. Since x is 
strongly dominant to C, there exists, for each j, some i = i(j) such that 
(x, xi), (x7 xi+j_2 ) E E. Thus G contains the cycle (x, xi, ++I) . . . . 
Xi+j_2, X) of length i. 
Lemma 2. Let C, and C, be disjoint cycles in G of length I and m res- 
pectively, and x, y E V \ (C, U C, >. If x and y are dominant to both C, 
and C, and x is strongly dominant to C, , then G contains cycles of 
length j (3 5 j <_ I + m + 1). 
Proof. Let C, = (x1 , . . . . xl, xl ) and C2 = (y r , . . . . ym , y 1 ). By Lemma 1, 
G contains a cycle of length j (3 5 j 2 I + 1). Since I + 1 2 4, it is suffi- 
cient to consider only j 2 5. Therefore there exist r and s (0 2 r 5 I - 1, 
1 5 s 5 m) such that j = r + s + 4. Since 2 and y are both dominant to 
C,, there exists an i (1 5 i <_ m) such that either (x, yi), (y, yi+& E E or 
(x, yi), (y, yi+& E E. Because x is strongly dominant to C, and y is 
dominant to C, , there exist p, q (1 5 p, q 5 I) such that (x, xq ), (x, xp ), 
o/, xq +r), 01, Xp+r+l) E E. Thus either 
or 
( X, Xq 7 ---9 Xq+r, Y, Yi+s, Yi+s-lY “‘9 Yip x) 
( x, xp > *-*, Xp+r+l 9 Y 9 Yi+,-l> Yi+s-2 9 “‘9 Yi9 x, 
is a cycle of length j. 
Lemma 3. -If G contains a cycle of length I and if for some r, c does not 
contain a cycle of length r (4 i r 5 m 5 l), then G contains a cycle of 
length m or m + 1. 
Proof. Let C = (x1, . ..) xl, x1) be a cycle of length I > m + 1 in G. To 
complete the proof it is sufficient to show that G contains a cycle of 
length 2 - 1 or I - 2. If no such cycle exists, then (Xi, x~+~), (xi, x~+~) 
EE foralli(l <is I). Ifr= 2j, then 
is a cycle of length r in G. Likewise if r = 2j + I, the cycle is 
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Lemma 4. If G contains a cycle C = (x1 , . . . . x,+~, x1> of length m + 1’ 
but no cycle of length m and if for some r (5 5 Y 5 m, m 2 7), G has 
no cycle of length r, then 
(i) I@: 1 <_i<_m+1,(xi,xi+3)EE)lZ~(m+1). 
Foranyx E VW, 
(ii) x is strongly dominant to C in @for m even, and 
(iii) x is dominant to Cand strongly dominant to one of C, = (x1, 
X3, a--, x,)orC2=(~2,~4,...,~m+1]in~formodd. 
For any x, y E V \ C with (x, y) E E, 
(iv) only one oj*x or y can be strongly dominant to C, (or C,) in G. 
Proof. (i) No cycle of length m in G implies (Xi, Xi+2) E i? for all i 
(lIiIm+l).Considerthecaser<m.Ifr=2i+land(x~,~~+~)~E, 
then (x~+~~_~, x~+~~+~) E E. Otherwise, 
is a cycle of length r in G. Likewise if r = 2j and (xi, Xi+3 ) E E, then 
(x. 1+2j+l f X’i+2j_2) E E or else C would contain the cycle 
The result follows in this case, so let r = m. 
Assume (xi, x~+~), (Xi-z, Xi+1 ) E E and r is even. Therefore 
is a cycle of length r + 1 in G. Since there is no cycle of length r in c, 
(Xi-j, Xj+l) and'(Xj+2, xj+6 ) are in E,‘for example, if (Xi-s, Xi+1 ) E E, 
then _ 
would be a cycle of length r in c. Hence (Xi-l, Xi_4) E E, for otherwise- 
(Xi-1 9 Xi-4 9 Xi-5 5 ---3 xi+l 3 xi_3 > xi-2i xi_1 1 
would be a cycle of length m in G. Likewise (Xj+l, Xi+4) E E, but this 
implies that 
R.J. Faudree, R.H. Schelp, AN Ramsey numbers for cycles in graphs 317 
( Xi, xi+3 3 xi+5 9 . . . . xi_4 7 xi_l 9 xi-3 9 “‘9 xi+4 9 xi+l 7 xi-2 7 xi) 
is a cycle of length Y in G. This contradiction completes the proof for 
the even case. If r is odd, the same argument works except some sub- 
scripts differ. 
(ii) and (iii). For any k (1 i k 2 m + l), there exists a j = j(k) such 
that (Xi, Xj+3) E J?? and xk, xk+l $6 {Xi+1 , Xi+21 by statement (i) of this 
lemma. Therefore (x, Xi) E E implies that (x, Xi+1 ) E E, for otherwise 
( x, xi+l 7 xi+2, --*Y xj,Xj+3, s-*9 Xi, x) is a cycle of length m in G. Hence 
iC,l< +(m + 1) and IC,l= 3 (m + 1) if and only if m is odd and either 
CX = C, or C, = C,. Statements (ii) and (iii) follow. 
(iv) Suppose x and y are both strongly dominant to C, in G. There- 
fore I(C, >, I > 3 IC, I and I(C, >v I > 3 IC, I. Assume that (x, xi) E E for 
some odd i (1 2 i 5 m + 1). Since m 2 7, by Lemma 4(i), there exists a 
i (1 I i L m + 1), such that CX~, Xj+3) E E and xi+l, xi+2 4 (Xi, Xi+1 , xi+2 
except possibly for one i when m = 7. If such ai exists, then o/, Xi+2) 
E i?, for otherwise 
(X9 Y, xi+2 > xi+3 9 -a*, Xj9 xj+3 9 xj+4 Y *--Y Xi, x, 
is a cycle of length m in G. This implies that I(C,), I < $ IC, I (or 
I(C,), I< 3_ IC, I), a contradiction. 
Lemma 5. If G contains a cycle C of length m + 1 (m 2 7) but no cycle 
of length m, then c contains a cycle of length r (5 <_ r 5 m) if 
(i) m is even and lV\Cl>_ l,or 
(ii)misoddalid lV\CI>max{l,2r--m-2). . 
Proof. Assume that for some r (5 2 r < m), c has no cycle of length r. 
Let C= (x1 ,x2, . . . . x,+ x1 >. Since G has no cycles of length m, 
( Xi,xi+,)EE(l <i<m+ 1).Thusifmiseven,(xl,x3, . . ..x.+~,x~, 
x4 xmy , “‘9 x1 ) is a cycle in G which we will denote by C. If m is odd, 
then (x1, x3, . . . . x,, x,).and (x2, x4, . . . . x,+~ ,x2) are cycles in c 
which we will denote .by Ct and C2, respectively. 
Suppose m is even. If u E V \ C, then u is strongly dominant to C in 
G by Lemma 4. Therefore by Lemma 1) c has cycles of every length r 
(3 5 r <_ m), a contradiction. 
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Suppose m is odd. Any u E V\ C is strongly dominant to either C, or 
C, in c, and it is dominant to C1 U c2 in G. For i = 1, 2, let 
Ri={uE V\C: uisdominanttoCiifandonlyifi=j}, 
S= {UE V\C: u is dominant to both C1 and c,} . 
By Lemma 4, u E R_i is strongly dominant to cj and any two vertices in 
Ri are adjacent in G. 
Suppose Y 5 &(m + 3). Any u E I/\ C is strongly dominant to either 
Cr or Cz in G, and thus c has a cycle. of length r by Lemma 1. There- 
fore we will assume that Y > +(m + 3). 
If ISI >_ 2, then, by Lemma 2, c has a cycle of length r since 
2(#(m+ l))+ 1 >_v. Iffori= 1 or2, lRjl2r-3(m+l>=rl,then 
there exist yl, . . . . yr, in Ri which are adjacent in c. Since y1 and yr, 
are strongly dominant to Ci in c, there exists an i such that (or, Xi), 
01 Xi+*) E G for Xi, Xi+2 E Ci. Hence (~1, ~2, . . . . JJ~, , Xi+27 Xi+4, . . . . 
pi::‘, ) is a cycle of length r in c. Thus we can assume that ISI < 2, and 
fori = 1, 2, IRil< Y - $(m + 1). 
Since I V\ Cl 2 2r - m - 2, we can assume that ISI = 1 and IR, I = 
IR, I = Y - 3 (m + 3). There is also no loss of generality in assuming that 
y E s is strongly dominant to c, in c. Let R, = b,, . . . . ylR1l). 
Case 1. Assume that bI, x2i) E i? for some X2j E c2. Since y is do- 
minant to C2, there exists some I(0 < IL &(m + l)), such that (JJ,x~~+~) 
~~.Alsoforanyk(O~k<~(m+l))andu(l<-us IRII),there 
exists some i such that CY, Xzi+l) E E and (y,, Xz(i+k)+l) E E since any 
vertex in R, U S is strongly dominant to Cr in c. Hence 
is a cycle of length I + k + u + 3 in G. By an appropriate choice of k and 
U, we can make I + k + u + 3 = Y. Thus c has a cycle of length r, a con- 
tradiction. 
Case 2. Assume that no vertex in R, is adjacent in G to any vertex in 
C2. Since each vertex of R 1 is dominant to ??, U c2 in c, each vertex 
in R 1 is adjacent in c to each vertex in Ct. There exists an i such that 
Cy, x~~+~), (y, Xxi+j) E c since y is dominant in c to cl. Hence 
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0, x’2i+3, X2i+5 7 ***T X2i_1 3 Yl 7 Y29 -*-, YIRll, Xzi+l) Y) 
is a cycle of length Y in c. This contradiction completes the proof of 
the lemma. 
Lemma6.1fn=2m-1,1El=(m-1)2,1~l=m(m-l)and~con- 
tains no cycle of length r for some r (3 2 Y 5 m), then G contains a cy- 
cle of length m. 
Proof. For any v E v, let c’ = c \ {v} , a graph with vertex set 8’ and 
edge set E’. The graph ??’ contains no cycle of length r for some r 
(3 5 r 5 m) since G does not contain such a cycle. Therefore, by Pro- 
position 2, we have 
IE’l< i((2m - 2)2 + 1) = (m - 1)2 + $ . 
This implies that IE’I 2 (m - 1)2, and thus 
z(v)=dV,(v)= IEI- li?‘t>_m(m- l)-(m- 1)2 =m-1. 
At least m vertices of c have degree exactly m - 1. If this is not the 
case, then 
C a(v)>-(m-l)(m- l)+m~m>2m(m-1)=2l~I, 
V& 
a contradiction, 
For any v1 , v2 E r, consider the graph c” = c \ {vr , v2} with edge 
set E” and vertex set p’. The graph c” contains no cycle of length r 
(3 <_ r <_ m) since G has no cycle of length r. Hence by Proposition 2, 
IE”I < $((2m - 3)2 + 1) = m2 - 3m + 2 + 3 
IfZ(vl)=Z(v2)=m - 1, then (vr , v2) 4 i? because (vr , v2) E i? implies 
that 
IEl=IE”l+2(m-l)-11m2-m-1, 
a contradiction. 
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Therefore .there exists a subset A of P containing m vertices each of 
degree m - I, and no two of them are adjacent in G. Hence G contains 
a cycle of length m. 
Theorem I. For m 2 r 2 3, m 2 3, and (n, m) f (3, 3), c(m, Y) 5 2m - 1. 
Proof. By Propositions 3 and 4, it is sufficient to consider only r and m 
with 6 <_ Y <_ m and m 2 7. 
Let n = 2m - 1, and assume that G is a graph in which the theorem 
fails. Since G contains no cycle of length r, Proposition 2 implies that 
IEl<$((2m - 1)2 + l)=m(m - l)++. 
If IEI = m(m - 1), then 
IEI 
and G contains a cycle of length m by Lemma 6, a contradiction. 
Therefore lEl< m(m - I), IEI > (m - 1)2 and by Proposition 1, G 
contains a cycle of length at least m. By assumption, G contains no cy- 
cle of length m and thus G contains a cycle C of length m + 1 by Lem- 
ma 3. Since 
G cqntains a cycle of length r by Lemma 5, This contradiction com- 
pletes the proof. 
Corollary 1. For 3 5 r 5 m, m > 3 and r odd, c(m, r) = 2m - 1 
Proof. Since Km _1 u Km _1 contains no cycle of length m and its com- 
plement contains no cycles of odd length, c(m, r) > 2m - 2 and the re- 
sult follows from the theorem. 
Corollary 2. If n = 2m - 1 and m > 3, then either G or c contains cycles 
of all lengths 1, 3 <_ 15 m. 
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Proof. Let k (k 5 m) be the largest integer such that at least one of G or 
G contains no cycle of length k. If no such k exists, the result follows. 
For convenience, assume that G contains no cycle of length k. Since 
2k - 1 i 2m - 1, G contains a cycle of length i (3 2 i 5 k) by Theorem 
1. 
Definition. Let p be a positive integer such that G contains no cycle of 
length p. Let E’, i?’ be a partition of E U E (edge set of a complete 
graph) giving graphs G’ and c’ with vertex sets V’ = p = V. Assume in 
addition that E’ 1 E, E;’ E E and G’ contains no cycle of length p, but 
the addition of any edge to E’ gives a graph containing a cycle of length 
p. Under these conditions, G’ (or sometimes E’) is called a core of c re- 
lative to p. 
Lemma 7. Let n = 2m + r - 1, m 2 r, and assume that G has no cycle of 
length 2m and G has no cyc[e of length 2r 2 6. If c’ is a core of c rela- 
tive to 2m, then d,,(x) + dc,Cy) 2 n - 1 for (x, y) E E’. 
Proof. Since G’ is a core of G relative to 2m and,(x-, y) 6 E’, there exists 
a path P = (x, x2, . . . . xZm _1, y) of length 2m from x to y in G’. If 
xi E P and (x, xi) E E’, then (y, xi-l ) E i!?‘, for otherwise (x, xi, xi+l ,..,, 
Y,xi-ltxi-27 .**9x2, x) is a cycle of length 2m in G’. Hence dp(x) + 
dP(y)<-- 2m - l.LetR =V’\P.IfuERand(x,u)~E’,then(y,u)E 
E’, for otherwise (u, X, x2, . . . . .x2m _1, y, u) is a cycle of length 2m + 1 
and by Lemma 5(i), G’ contains a cycle of length 2m. This implies that 
dR (x) + dR (y) 5 IRI. Hence d,l(x) + d,*(y) <_ n - 1 and de,(x) + 
dc,(y)>n- 1. 
Lemma 8. Let n = 3rn - 1, m 2 3, and assume that G contains no cycle 
of length 2m and ?? contains a cycle C of length I (2m - 2 5 15 2m - l)# 
Let c’ be a core of G relative to 2m. If V \ C is a complete graph in G’, 
then % contains a cycle of length I + 1 or a cycle of length 2m. 
Proof. We will assume that G contains no cycles of length I + 1 and 2m, 
and show that this leads to a contradiction. Let C= (x1, x2, . . . . xz, x1.) 
andR=V\C.ForyER,let 
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and 
Cy ={XiE C: O/,Xi)EE'} 3 
c; = (Xi-1 E c: xj E cy> 
tY =izgy)= ICY I. 
Since G contains no cycle of length I + 1, (y, x) E E g E’ for x E CY .
Also C; U {y} is a complete graph in G’. If not, then (xi-r, xi-I) E E 
for some Xi,Xi E Cy and Cy,~i,xi+l ,...,Xi_l,Xi_l,Xi_2, . . ..Xj.y) is a 
cycle of length I + 1, a contradiction. 
Let u f v, u, v E R. There is no loss of generality in assuming that 
t, 2 t,. We will establish that Cl, n C, = 0, that is, if (u, xi) E E’, then 
( v, xi-l ) E E’. Suppose not, so (v, xi-1 ) E r for some xi E C, . Since R 
is a complete graph in G’, dG,(v) L t,. Also, dcg(xj_1) L n - 1 - t, 
since CL u {u} is a complete graph in G’. Therefor-e de,(v) + dc,(xi_l) 
Fn-1-t,+t,.Ift,>t,,thend~,(v)+dc,(xi_l)<n-1,which 
contradicts Lemma 7. Assume that t, = t,. Since m >_ 3, there exists 
w E R \ {u, v}. Thus either (w, xi) E E’ or (w, xi.J E E’. Because of 
the symmetry involving u and v, there is no loss of generality in assum- 
ing that (w, xi-1 ) E E’. Thus d&xi_1 > 2 n - 2 - t, and again 
dc,(xi_l) + d,,(v) < n - 1, a contradiction. 
SinceCL flC,=@foru#vinR,and IRll2, XiEUyERCy implies 
Xi-1 $UyERCY.Hence IU~~RCylitZ.LetD=C\UyERCy.Thuswe 
have R complete in G, (d, r) E E’ for d E D and Y E R, D n R = 8, 
IDuRI’>_3m- 1 -tZ=2mand IRlkm.HenceDURcontainsacy- 
cle of length 2m in G’, a contradiction to G’ being a core of c relative 
to 2m. 
Lemma 9. Let n = k+r-1,6<2r<_k, and assume that G contains a 
cycle C of length 1 (k - 2 5 1s k - 1) but no cycle of length greater 
than 1. If there’exist u, v E V \ C such that (v, u) E E and d, (u) + dG (v) 
>_n- 1, then c contains a cycle of length 2r. 
Proof.LetC=(x1,x2,...,xl,xl)andR=V\(CU(u,v}).Hence 
IRI = k + r - I - 3. 
If (u, xi) E E, then (u, xi+1 ), (u, xi-1 ), (v, xi+1 ), (v, xi+2), (v, xi-1 ), 
(u, xi_2) E E, for otherwise G would contain a cycle of length greater 
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than 1. Due to the symmetry, u and u can be interchanged in the previous 
statement. Therefore d,(u) + d&u) 5 3 1. This implies that 
dR (u) + dR (v) 2 k + Y - 4 - (d&i) + d,(v)) 
>k+r-+Z-4,> RI 
since I 2 4, and so there exists z E R such that (u, z), (u, z) E E. There- 
fore we have the additional fact that (u, xi) E E implies that (u, x~+~), 
(u, Xi_3) E E, for otherwise G would contain a cycle of length greater 
than 1. This gives the following stronger statements: d,(u) + d,(u) 5 i Z 
and dR (u) + dR (v) 2 k + r - 5 Z - 4. 
The following inequalities follow: 
k+r-iI-4SdR(u)+dR(v)i21RI=2(k+r-Z-3). 
Hencek+r-$Z-2>0.IfZ=k - 1, the previous inequality implies 
2r 2 k + 1, a contradiction. Thus we have Z = k - 2, I RI = r - 1 and 
dR (U) + dR (V) 2 2r - 3. Also every element of R is adjacent in G to 
either u or u and in fact all but possibly one is adjacent to both u and u. 
Again since G contains no cycle of length greater than I, (u, Xi) E E 
implies that @, Xi+l), Q, Xi+2 ),0/,xi_l),Cv,xi_2)EEforallyE 
R u (v). If de(u) 2 $ r - 1, then by the implication of the preceding sen- 
tence and Z > 2r - 2 > 4, there exist at least r elements of C which are 
adjacent in G to each element in R U {u} . Since IR U {u} I = r, c con- 
tains a cycle of length 2r. 
We can assume that d,(u) < ) r - 1 and d&J) < 4 r - 1. Hence 
d,(u) + d,(v) = d,(u) + d&v) + 2 + dR (u) + dR (v) 
<2($-1)+2+2(r-1)=3r-262-1, 
a contradiction. This completes the proof. 
Lemma 10. Assume that the vertex set V of G is the disjoint union of 
subsets A, B and C. I’f there exists an A 1 c A such that 
(i) IB U Cl = r 2 2, 
(ii) IBI 2 ICI, 
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(iii) A, & A, for all b E B, 
(iv) IA 1 I> Y, and 
(v) IA, n A,@ 2lCIforaZZcE C, 
then G has a cycle of length 2r. 
Proof. Let C= {ci, c2, . . . . cl=,} and B = {b,, b,, . . . . b,,,}. Condition (v) 
insures that there exist (ai : 1 I i I 2lCI) E A, such that (a,,_1, Ci), 
(a 2i, Ci) E E (1 <_ i 5 ICI). Therefore by conditions (i)-(iv), there exist 
Iaj : 1 <j<r} LA, such that 
(bl 9 al p ~1, a2, b,, ..-, b,,,, a2 IcI_l, ~1~1, a2 IcI, . . . . b,,,, a,, bl) 
is a cycle of length 2r in G. 
Lemmall.Letn=k+r- 1,6 2 2r 5 k - 2, and assume that G con- 
tains a cycle C of length k - 2 but no cycle of length greater than k - 1. 
If there exisi u, v 4 V \ C such that (u, v) E E and d, (u) + d, (v) >_ n - 1, 
then c con.tains a cycle of length 2r. 
Proof. Let Cc= (x1,x2, . . . . x~_~), R = V\(CU {u, v}), R, = (y E R : 
(u,y)EEor(v,y)~E} andR2 =R\R,. 
If (y, Xi), 6, Xi+1 ) E E _for y E R,, then G contains a cycle of length 
k - 1 disjoint from (u, v}, and so, by Lemma 9, G contains a cycle of 
length 2r. Thus we will assume that no such Xi and Xi+1 exist. Hence 
d&)5 4(k- 2)and&y)> &(k- 2). 
If there exist i and 1 such that (u, Xi), (u, Xi+1 ), (v, xi), (v, Xj+l ) E E, 
then G would contain a cycle of length k. Thus we can assume without 
loss of generality that u is not adjacent in G to two consecutive elements 
of C. Likewise (u, Xi) E E implies that (v, Xi+1 ) E E and SO d,(u) + 
d,(v) 5 k - 2. 
Assume that d,(u) + d,(v) = k - 2 - s (s 2 0). Therefore 
dR(U)+dR(V)h- 1 -2-(dc(u)+dc(v))2r+s-2. 
Observe that 2(r - 1) = 2 IRI >_ dR (u) + dR (v) implies that s < r. If 
(u, Xi) or (v, Xi) E E, then (Y, Xi+.l) E E for y E RI and if (U, Xi), (V, Xi) 
EE, then@,Xi+,)EE foryER1, for otherwise G would contain a 
cycle of length greater than k - 1. Let 
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D = {xi E C : either (u, X~_~ > or (v, xi-1 ) E E or both 
( u, xj_2 ), (v, x~_~) E E) . 
By the above assertions, ID 2 d,(u) + d,(v) = k - 2 - s and (v, d) E i!? 
foralldEDandyER1.Also.ifforzER2 U{u},cz ={xi~C:(z,xi) 
E i?), then 
since d&z) < i(k - 2). 
Case 1. There exists no y E R, such that (u, JJ), (v, v) E E. 1~ this 
case, since dR (u) + dR (v) 2 Y + s - 2, 
IR1l>r+s-2, 
IR21=r- 1 - lR,I<_ 1 -s 
ands=O, l.Thus 
IDI>k-2-s&-, 
IR+>_r+s-22 2-s> IR, u {u}l 
and 
ID n Cz I2 $(k - 2) - s 2 2(2 - S) = 2lR, u (u} I 
forallzER2 U {u}, 
except when Y = 3 and s = 0. By Lemma 10, G has a cycle of length 2r 
except for r = 3 and s = 0 and one can in this exceptional case show 
that G has a cycle of length 6. 
Case 2. There exists a w E R 1 such that (u, w), (v, w) E E. This im- 
plies that if (v, Xi) E E, then (u, Xi+2 ) E E, for otherwise G would con- 
tain a cycle of length k. Since u is not adjacent to two consecutive ele- 
men ts of C, this implies that (u, d) E E for all d E D. In this case, 
lR,l> ;(r+s -2)) 
IR,I< &(r -s) 
326 R.J. Faudree, R.H. Schelp, AN Ramsey numbers for cycles in graphs 
and s 5 r. We can now apply Lemma 10 to get a cycle of length 2r in c 
since it is routine to check that 
IDI>_k-2-s&, 
IR, u {U}I~~(r+S)2~(r-s)2 IR,I 
and 
IDn c,l> i(k- 2)-s>_+,& 2lR,I. 
This completes the proof of the lemma. 
Lemma12Jetn=k+rwithkeven,3r- l<k<3r,r>3,andas- 
sume that G contains a cycle C of length k but no cycle of length grea- 
ter than k. If there exists a u E V \ C such that d, (u) >_ 3 (n - 1), then 
c contains a cycle of length 2r. 
Proof.LetC=(x1,x2,...,xk),R= V\(Cu {uI),R, ={y~R:(u,y) 
EE} andR2 =R\R,. 
Since G contains no cycle of length greater than k, (y, Xi) E E implies 
that (JJ, Xi+l) E E for ally E R U {u}, and (u, Xi) E E implies that 
(Y, xi+2 ), 01, xi+l ) E E for all y E R 1 . Therefore d,(u) 5 3 k, so assume 
that d,(u) = 3 k - s (s 2 0). Hence 
IR@t(n- l)-d,(u)=+(r- l)+s, 
IR,I= IRI- lR,Ii)(r- 1)-s, 
sS+(r- 1) 
(since r - 1 2 dR (u)). 
Ifs = 0, then u is adjacent in G to precisely one-half of the vertices in 
C, SO we can assume that (u, Xzi) E E (1 <_ i 5 +k). Therefore 
(x2i-i9 x2+r) E ,!?, 1 <_ i, j 5 f k, for otherwise 
( U9 x2i9 x2i+l 9 “-9 x2j-l 9 x2i_l ? x2i-2 9 ***3 x2j9 u> 
is a cycle of length k + 1, so the set of vertices T= {x1, x3, . . . . x~_~} is 
a complete graph in c. Also each y E R, U’(u) is adjacent in c to each 
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vertex in T. Since I7l = )/c>r> lR, U{~>(r&+l)and b’?JR, U 
{~}l>_+k+$(r+1)?2r, thereexistsacycleoflength2rinG. 
We now assume that s 2 1. Let D = {Xi E C : (y, Xi) E E for all 
y E R,} and Cz = {xi E C: (Xi, Z) E E} for z E R2 U {u}. By the previ- 
ous remarks, IDI 2 2dC(u) = k - 2s 2 r and 
lDncJ>_ IDI-dC(z)>k-2s-~k2 IRu {u}I 
for all z E R, u {u} . 
Since& 1, IR,l>t(r+l)> IR, U {u}Iandccontainsacycleof 
length 2r by Lemma 10. 
Theorem 2. c(2m, 2m) 5 3m - 1 for m >_ 3. 
Proof. Assume that the theorem is not true. Let n = 3m - 1 and let G 
be a graph of smallest order for which the theorem is false. By Proposi- 
tion 4, m > 3. By the minimality of m, either G or G contains a cycle 
of length 2(m - 1). We will assume that the cycle is in G. Let D be a cy- 
cle of maximal length s in G. Ifs 2 2m, then G contains a cycle of 
length 2m by Lemma 3 and Lemma 5. Therefore s = 2m - 2 or 2m - 1. 
Let G’ be a core of c relative to 2m, so we have graphs c’ and G’ 
with edge sets E’ E E and E’ 1 E. If there exist no u, u E Y\ D with 
(u, u) E r, then, by Lemma 8, G contains a cycle of length s + 1, a con- 
tradiction. Hence there exist u, u E V\ D such that (u, u) E p, so 
n - 1 5 d&u) + d&u) <_ dc ( ) u + d, (u) by Lemma 7. Lemma 9 implies 
that G contains a cycle of length 2m, a contradiction which completes 
the proof. 
Theorem 3. c(2m, 2r) 5 2m + r - 1 for 2m 2 2r 2 6. 
Proof. Suppose the theorem is false. Let n = 2m + r - 1 and let the 
graph G be a counterexample of minimal order. By Theorem 2, m > r. 
If dc (x) + <c (y) >_ n for all X, y E V such that (x, y) $ E, then, by Pro- 
position 5, G has a cycle of length 2r. Therefore we can assume that 
there exist u, u E V such that (u, u) E E, dc (u) + dT; (u) I’ n - 1 and 
dG(u) +d,(u)> n - 1. 
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Consider the graphs G’ = G \ {u, u} and G’ = G \ {u, u}. By the mini- 
mality of G, either G’ contains a cycle of length 2(m - 1) or G’ contains 
a cycle of length 2r. The latter gives a contradiction. The former implies 
that G contains a cycle of length greater than 2m - 1 by Lemma 11. 
Therefore by Lemma 3 and Lemma 5, G contains a cycle of length 25 
a contradiction. 
Corollary 3. c(2m, 2r) = 2m + r - 1 for 2m 2 2r 2 6. 
Proof. Since K,, _r U K,_, contains no cycle of length 2m and its 
complement contains no cycle of length 2r, c(2m, 2r) > 2m + r - 2. 
Theorem 4. 
c(2m f 1, 2r) 5 
l 
2m+r for2m+1>3r, 
4r - 1 for 2r I 2m + 1 L 3r - 1 , 
where r 2 3. 
Proof. First consider the case 2r < 2m + 1 < 3r - 1. Let G be a graph 
of order n = 4r - l.Since2m+2+r- lh4r- 1,eitherGhasacycle 
of length 2m + 2 or G has a cycle of length 2r by Theorem 3. If G has a 
cycle of length 2m + 2, then, by Lemma 5, either G has a cycle of length 
2m + 1 or G has a cycle of length 2r. This completes the proof of this 
case. 
Consider the case 3r 5 2m + 1. Suppose the theorem is false. Let 
n = 2m + r and let G be a counterexample of minimal order. If dG (x) + 
5~ (y) >_ n for all X, y E V such that (x, y) $! E, then, by Proposition 5, 
G has a cycle of length 2r. Therefore we can assume that there exist u, 
u E I/ such that (u, u) E E and dG (u) + dG (u) 2 n - 1. Also we can as- 
sume that dG (u) > 4 (n - 1). 
If3ri2m+li3r+l,letG’=G\{u}and%‘=G\{u}.ByTheo- 
rem 3, -G’ contains a cycle of length 2m, or G’, and hence c, contains a 
cycle of length 2r. Assume that c contains no cycle of length 2r. Lem- 
ma 12 implies that G has a cycle of length greater than 2m and. hence G 
has a cycle of length 2m + 1 by Lemma 3 and Lemma 5. 
If 2m + 1 2 3r + 2, let G’ = G \ (u, u) and G’ = G \ {u, u}. Assume 
that G contains no cycle of length 2r. The minimality of G implies that 
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G’, and hence G, contains a cycle of length 2m - 1. Lemma 11 implies 
that G has a cycle of length greater than 2m and so G has a cycle of 
length 2m + 1 by Lemma 3 and Lemma 5. 
Corollary 4. 
c( 2m + 1, 2r) = I 2m+r jbr2m+123r, 4r - 1 for 2r I 2m + 1 L 3r - 1 , 
where r 2 3. 
Proof. For 2m + 1 2 3r, K,, U K,_, is a graph which implies that 
c(2m + I, 2r) > 2m + r - 1. Also K2r_1 U K2r_1 contains no cycle of 
length 2r and its complement contains no cycle of odd length, so 
c( 2m + 1, 2r) > 4r - 2 for 2r I 2m + 1 5 3r - 1. 
Since completing this paper, it has been communicated to us that 
V. Rosta of Budapest, Hungary, has also recently obtained these results 
on Ramsey numbers. 
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