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Abst rac t - -Th is  paper is a survey of some recent developments of Numerov's method for solv- 
ing nonlinear two-point boundary value problems. The survey consists of three different parts: the 
existence-uniqueness of a solution, computational gorithm for computing a solution, and some ex- 
tensions of Numerov's method. The sufficient conditions for the existence and uniqueness of a solution 
are presented. Some of them are best possible. Various iterative methods are reviewed, including 
Picard's iterative method, modified Newton's iterative method, monotone iterative method, and ac- 
celerated monotone iterative method. In particular, two more direct monotone iterative methods are 
presented to save computational work. Each of these iterative methods not only gives a computa- 
tional algorithm for computing a solution, but also leads to an existence (and uniqueness) theorem. 
The estimate on the rate of convergence of the iterative sequence is given. The extensions of Nu- 
merov's method to a coupled problem and a general problem are addressed. The numerical results 
are presented to validate the theoretical analysis. @ 2001 Elsevier Science Ltd. All rights reserved. 
geywords - -Numerov 's  method, Two-point boundary value problem, Existence and uniqueness, 
Iterative method, Extension of Numerov's method. 
1. INTRODUCTION 
In studying some problems arising in electromagnetism, biology, astronomy, boundary layer, 
and other fields, we often meet the nonlinear two-point boundary value problem, i.e., finding 
y ~ C[0, 1] n C2(0, 1) such that 
/ /  
y = f (x ,y (x ) ) ,  0 < x < 1, 
y(0) = ct, y(1) =/~,  (1.1) 
where  a:, /3 are cer ta in  constants ,  and  f ( z ,  z) C C[0, 1] x C(R) .  Under  some cond i t ions  on  f (x ,  z),  
the  boundary  va lue  prob lem (1.1) has  a un ique  so lut ion  (see [1,2]). However ,  even  if f (x ,  z) is 
l inear  in z, the  ana ly t i ca l  so lu t ion  of (1.1) may not  be determined .  Faced  w i th  th i s  diff iculty, 
we resor t  to  numer ica l  methods  to  f ind an  approx imat ion  so lu t ion  of (1.1). One  of such  well- 
known four th -order  numer ica l  methods  is due  to Numerov .  Let  N >_ 2 be a pos i t ive  integer ,  
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i~ x - i  = {1,2 , . . . ,N  - 1}, and I0 N = I~ 'U  {0, X}. For the function u (k ) :  ION ---+ R, we define 
52'u,(k) = .u(k - 1) - 2u(k) + u(k + 1), k • [ l  N -1  , 
1 (1.2) 
PNu(k) - 12Nl (u(k - 1) + lOu(k) + u(k + 1)), k • I1 N-I. 
For all/v ¢ ION, we set xA. = a:/N, and let u(k) be the approximation to the true solution y(x) of 
problem (1.1) at :r :r/,:. Based on Numerov's formula 
1 ( 1 ) ,  
52Y=~7 1+ 52 y , 
Numerov's cheme is defined by (see [1,31) 
-5"u(k )+ PNf (k ,u (h) )=0,  kc I  N - l ,  
(1.3) 
The fi)rm (1.3) known as Numerov's method tms been extensively used to compute an approxi- 
mation solution of (1.1) (see [1,4 10}). Let 
U ( , z (1 ) , . . . ,u (N-1) )  T, F(U) = f ,u(1 , . . . , f  N - I ,u (N_ I  , 
(1  . 0 1 )W 
( ; - - -~ . [ ( ,O : ) ,O , . . . ,O , -~f (1 , /~)  , E=(O' ,0 , . . . ,0 ,3 )  r .  
.X:loreover, we define the symmetric tridiagonal matrices A = (A~,j) and B = (Bi,j) as 
5 
A ii = o B, i = - 
1 
di . i - t  = -1 .  Bi.i-1 = ~,  
1 
Ai.i+t 1, Bi,i+ 1 T2' 
i=  1 ,2 , . . . ,N -1 ,  
i = 2 ,3 , . . . ,N -  1, 
i 1 ,2 , . . . ,N  - 2. 
(].4) 
Then. the matrix form of (1.3) can be written as 
1 
AU +  (BF(U) +a)  - Z = O. (1.5) 
It is well recognized that tile discrete I)roblems should be treated independently because not 
all the results known in the continuous case have their discrete analogues (see [11]). Thus, it 
is necessary to study I)roblem (1.3). If f (x ,  z) is linear in z, then (1.5) is a linear tridiagonal 
system, and so the solution of (1.3) can be ot)tained by solving linear tridiagonal system (1.5), 
as described in [1] or [12]. If f (x ,  z) is nonlinear in z, t, here are two major basic mathematical  
concerns: 
(1) to give the existence and uniqueness of a solution tbr problem (1.3); 
(2) to obtain reliable and efiqcient computational algorithms for computing a solution of prob- 
lem (1.3). 
The al)ove two concerns have attracted considerable attention in recent years, and there are many 
works which arc devoted to them; e.g., see [1,2,13 17]. For the existence and uniqueness of a 
solut.ion, some discussions considered the problem as a fixed-point problem in some Banach space 
(see [13]), while the other discussions were based on the iterat.ive method (see [13 171). ~n par- 
tit:ular, the method of upper and lower solutions and its associated monotone iteration has been 
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widely used; e.g., see [14-16]. The iterative method for the proof of the existence of a solution is 
constructive and can be used to compute the solution. In the treatment of computational go- 
rithms for a solution, various iterative methods have been proposed, including Picard's iterative 
method [13], modified Newton's iterative method [13], monotone iterative method [14,15], and 
accelerated monotone iterative method [16]. In particular, two more direct monotone iterations 
have been developed to save computational works (see [15]). In addition, Numerov's method has 
been extended to a coupled problem (see [18]) and a general problem (see [19-22]). The purpose 
of this paper is to give a survey of these recent developments. We hope that this paper will be 
of some help to the further development of Numerov's method. 
The rest of this paper is as follows. In the next sections, we review some results of the existence 
and uniqueness of a solution for problem (1.3). The method to obtain these results is based on 
Schauder's fixed-point heorem and the contraction mapping theorem. The conditions for the 
existence and uniqueness of a solution are provided. Some of them are best possible. The main 
results in this section originate from the paper of Agarwal [13]. Iterative methods for computing 
a solution of problem (1.3) will be summarized in four separate sections. Section 3 is devoted 
to Picard's iterative method and modified Newton's iterative method. The convergence of these 
methods is discussed, respectively. In particular, the estimate on the rate of convergence is given. 
The convergence result also gives the existence of a solution. Monotone iterative methods are 
presented in Section 4. In this section, we introduce the concept of upper and lower solutions. 
With the upper and lower solutions as initial iterations, an iterative scheme is presented, which 
not only gives the upper and lower bounds of a solution of problem (1.3), but also converges to it 
monotonically. Furthermore, some existence and uniqueness results of a solution of problem (1.3) 
and the global convergence of the iteration are given. Also, the comparison and estimate on the 
rate of convergence of the iterations are presented. Section 5 is for two more direct monotone 
iterations which save computational works. In Section 6, we present an accelerated monotone 
iterative method. This method leads to an existence-comparison result as well as a computational 
algorithm for a solution. More importantly, the rate of convergence of the iterations is either 
quadratic or nearly quadratic depending on the property of the nonlinear function. Section 7 is 
devoted to the extension of problem (1.3) to a coupled problem. Finally, in Section 8, we give a 
brief discussion of the extension of problem (1.3) to a general problem. 
2. EX ISTENCE AND UNIQUENESS OF A SOLUTION 
We first consider the existence and uniqueness of a solution of problem (1.3). 
2.1. Existence and Uniqueness Result  
Let 
(N - l )k  k<_ l ,  
N ' k,l  I0 (2.1) 
gk,t = (N  - k) l  k > l, 
N ' 
By the elementary calculations, we find that A -1 = (gk,z) where k , l  E IN  -1.  Therefore, it is 
easily seen from the matrix form (1.5) that problem (1.3) is equivalent to the following summary 
difference quation: 
N-1  
/=1 
Set 
s = u(k): I0 R} ,  (2.3) 
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and define the mapping T : $ ) S by 
N-1 
l=1 
Then, problem (1.3) can be viewed as the fixed-point problem of the mapping T in some subset 
of S. Based on the fixed-point heory in Banach space, Agarwal [13] proved the following result 
for problem (1.3). 
THEOREM 2.1. Let 31 be a nonnegative constant such that max{tot], I~1} -< M, and set 
Q=sup{ f (k ,u (k ) ) : lu (k ) ]<_2M,  0<k<N}.  (2.5) 
If Q < 82~4, then problem (1.3) has at least one solution in $1 where 
(2.6) 
with Itull = max0<k<N I'u(k)l. 
Indeed, the condition in Theorem 2.1 is satisfied by many problems. Assume that for all k E I N 
and z E R, 
f(~x-;,z~ ~_Co-[-CI'z' a, 0_<ct<l ,  Co,C 1 ~_0. (2.7) 
\ J r  / 
We have 
Q = ~0 -t- C1 (2M)  ct , 
and the conditions Q < 8M and max{]c~ t, [3[} <_ M are satisfied by choosing a suitable con- 
stant M. As a consequence of Theorem 2.1, we have the following existence result. 
COROLLARY 2.1. Assume that the function f (k /N ,  z) satisfies condition (2.7) for all k E I N and 
z C R. Then the boundary value problem (1.3) has at least one solution. 
Another existence result of a solution which was given by Agarwal [13] is as follows. 
THEOREM 2.2. Assume that the function f (x, z) satisfies the following condition: 
- :v + q' k ~ Io ~,  (2.s) 
fbr all u E $2, where iVi and q are two nonnegative constants uch that 
0 = 5 + cos(7r/N) M < 1 (2.9} 
24N2 sin2(~/(2N))  
and 
{ 1 1 } $2 = u luCS,  - c t  /~ ak  < (1 -0) -  qsm~- ,  0<k<N . (2.10) 
Then the boundary value problem (1.3) has at least one solution in $2. 
REMARK 2.1. It is easy to check that (5 +cos(Tr/N))/(24N2sin2(Tr/(2N))) <_ 1/8, and so O < 1 
holds definitely if 0 < A,I < 8. 
To answer the uniqueness of a solution for problem (1.3), Agarwal [13] gave the following result. 
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THEOREM 2.3. Let M be a nonnegative constant and the condition (2.8) be satisfied uqth c~ = 
9 = q = o ~o~ all k c foN aM ~ ~ & = b I ,, • s ,  11~11 _< i~f}, Zhe,~ ,~ _-- 0 is tl~e onb~ o,~e 
solution of  problem (1.3) with ct = fl = 0 in Sa provided 0 < 1. 
Let .qk,~ be defined by (2.1). We have from Lenuna 2.4 in [131 that 
N-1 ( (l - 1)7r lTc (1 + 1)7c'~ 5 + cos(Tr/X) k~r 
gk,l s in - - - -~- -  + 10s in~ +s in~-~- - - - /  -- 2sin2(Tc/(2N)) s in~-,  
/=1 
which implies that the boundary value problem 
--a2u(k) --/1IPNU(]~) = O, ]. • ii N I 
u(0) = u(N) = 0 (2.11) 
has a nontrivial solution u(k) = sin((kTc)/N), k • Io N, provided 0 = 1. Thus, we get that the 
inequality 0 < 1 in Theorem 2.3 is best possible. 
The above results are all based on the fixed-point heory in Banach space, and so they only 
give local existence and uniqueness of a solution for problem (1.3). Another method to study the 
existence and uniqueness of a solution is iterative method. In particular, the method of upper and 
lower solutions and its associated monotone iterations has been widely used. A novelty of this 
method is that in the process of iterations, it gives existence and uniqueness result of a solution 
either locally or globally, depending on the property of the flmction f (x ,  z). The related results 
have been given in [13--16]. We will ,'eview them in the subsequent sections. 
2.2. Some Examples 
To w~lidate the above theory results, we provide a few examples. 
EXAMPLE 2.1. Consider the boundary value problem 
--62u(k) + PNe u(k) = O, ~: • I[ xi-1, 
~,(0) = ~(x) = 0. 
From Theorem 2.1, it has a solution u* in $1 = {u [ 'u ~ S, HuH _< 2M} provided 
e 2M ~ 8i~. 
Clearly, the solution of inequality (2.13) exists. 
EXAMPLE 2.2. Consider the boundary value problem (2.12). Since 
5 + cos(Tr/N) < -.1 N _> 2, 
24N ~ sin2(Tr/(2N)) - 8' 
and for all u • $, 
(2.12) 
(2.13) 
e ~<k) ~ P(~)b(k)l + i, k. • 10 ~, 
a s imple calculation shows  that for the boundary  value prol)lem (2.12), the conditions in Theo-  
rem 2.2 are satisfied with q = I and  111, wh ich  satisfies that 
M 
- -< l ,  
s (2.14) 
e 4/(8~-~rM) <_ M. 
The existence of a solution of tile above inequality (2.14) is obvious. Thus, we have from Theo- 
rem 2.2 that the boundary value problem (2.12) has a solution u* in $2 given by 
$2:= u lu•$,  lu(k)l<_ ~--~(1 0) - l s in~- ,  kc  , 
provided inequality (2.14) holds. 
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EXAMPLE 2.3. Consider the boundary value problem 
_(~2%(/g) + PN sin~t(/¢) = O, 
,40)  = = 0. 
k E IN -i, 
(2.15) 
For this problem, all conditions in Theorem 2.3 are satisfied with ll,! = 1, and so u =- 0 is the 
only one solution of it in $:~ = {u I u E $, Ilul[ _< 1}. 
3. ITERAT IVE  METHODS 
If .f(x, z) is nonlinear in z, then sortie iterative procedure is needed to solve nonlinear prob- 
lem (1.3). Henrici [1] and Lees [2] considered the applications of Newton's method. Neither of 
their works contains a clue as to the initial iteration of Newton's method. Chawla and Shivaku- 
mar [17] improved the results of Henrici and Lees. They proposed a suitable initial iteration of 
Newton's method and obtained some sufficient conditions for the convergence. But such condi- 
tions involve an implicit equation for the mesh size h = 1/N,  and it is difficult to solve it usually. 
\~.~ are not attempt ing to present these results here. For the details, readers are referred to 
the papers by Henriei [1], Lees [2], and Chawla and Shivakumar [17]. Here, we intend to give 
a presentation of Picard's iterative method and modified Newton's iterative method which were 
proi)osed by Agarwal [13]. In these two methods, an initial iteration is given, and an explicit 
upper bound on h = 1/N is also proposed for the convergence of the methods. It is noted that  
the convergence result also lends to the existence and uniqueness of a solution. 
3.1. P icard 's  I te ra t ive  Method  
Given an initial iteration u (°) E $, Picard's iterative scheme for problem (1.3) is defined by 
(~27£(m+l) (~;)z  PNf (k,u('~)(k)) , tc E I N -1  , 
11(m+1)(0) = Ct, lt(rn+l)(J~ r) = ;~. 
(3 .1 )  
Clearly, iterative scheme (3.1) is well defined. In fact, iterative scheme (3.1) can be written as 
N (3.2) ut'~+l)(k) = Tu(" ) (k ) ,  k E I o , 
where T is the mapping defined by (2.4). Agarwal [13] gave the following 
iteration (3.1). 
TIlEOREM 3.1. Assume that 
fbr al] u,, u E $4, wli~¢e the Lipschitz constant ~ i  is sudl  that 
0 = 5+cos(~/N)  M < 1 
24N 2 sin 2 (Tr/(2N)) 
k E Io N , 
convergence result for 
(3.3) 
;qn(] 
1 
_< ~(1  - 0) -1 o<k<Nmax 0<k<N}.  
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Then the sequence {u("O(k)} given by iteration (3.1) with the initial iteration 
/3 - c~ 
u(°)(k) = c~ + ----~-k, k e I N, (3.4) 
converges to the Unique solution u*(k) of problem (1.3) in $4. Moreover, an estimate on the rate 
of convergence is given by 
u*(k)-u(m)(k)  <~0rn(1 - -0 )  -1 max f (k ,c~+~U~-~k)s in  krr 0<k<N N-' ]~ • /oN. (3.5) 
Because inequality (3.3) holds definitely if 0 _< M < 8, we have that for any mesh size h = l /N ,  
problem (1.3) has a unique solution u* in 84 and the sequence {u(m)(k)} given by (3.1) with the 
initial iteration u(°)(k) in (3.4) converges to u*(k), provided 0 < k4 < 8. On the other hand, the 
condition 0 < 1 is the best possible. Indeed, the problem 
-5~u(k) - MPNu(k) = 0, k • I1 ~-~, 
(3.6) 
~(0)  = 0, ~(N)  = ~, 
has either no solution or an infinite number of solutions when 0 = 1. 
3.2. Mod i f ied  Newton 's  I te rat ive  Method  
Given an initial iteration u (°) c S, the modified Newton's iterative scheme for problem (1.3) 
is defined by 
-5 '2u(~+l ) (k )+~l* [NU(~+l ) (k )=M*PNu("~) (k ) -PNf (k 'u (m)(k ) )  ' kE IN- I '  (3.7) 
~(~+~)(o)  = ~,  **('~+~)(N) = Z, 
where :1I* is a nonnegative constant specified later. If M .2 < 12N 2, then u('~+l)(k) in (3.7) is 
given by 
N--1 
?-t(rn+l)(k) : g tq -~ --~]g+ ~-~ g;,l (~*PN'tt(m)(1) - -PNf  (~,?-t(m)(1))) , (3.8) 
l=1 
with 
N-l N-' k k 
. 1 (a  2 - a 1 ) (a  2 - a 1), 0 ~ l ~ ~ - 1, (3.9) 
gk, '= (1 M./(12N2))(52 a,)(sN aN) N-k N-k , , - - - (a~ -a~ ) (a~-a l ) ,  k< l<N,  
where 51, 52 are two real roots of the equation 
(1 12N2)52M* _ (2+~N2k~/ . )5+ (1 12N2] :0 .  ki* ~ i3.10) 
Thus, we get that iteration (3.7) is well defined provided M .2 < 12N 2. For any M E R satisfying 
a 2 < 12N 2, we define 
fa(M) = max ~bM(k), (3.11) kE Io N 
where ~bv (k) is the solution of the following boundary value problem: 
-52u(k) + M2pNu(k) - 11"I 2 N2, /~ C I1 N-l, (3.12) 
~(0)  = ~(N)  = 0. 
By [13], 
N-I  . ~2  (a~-k -5~ -~) + (5~-  5~) 
,=1 a~ -aN 
Thus, 0 < ~b(M) < 1. The following theorem gives the convergence of iteration (3.7). 
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THEOREM 3.2. 
to u tbr all k c I N anduc$5,  and 
o_<Tu _M,  
wh ere 
Assume that the function f (k /N,  u) is continuously differentiable with respect 
k E Io N, u E Ss, (3.13) 
~(k) ~ 1 
&:  ~ l~cs ,  -~  ~ ~k <~(1-~(M) ) -~,~(M)  
with ~I satisfying 
(3.14) 
M' _</¥I 2 < 12N 2, (3.15) 
Then the sequence {u ('~) (k)} given by iteration (3.7) with ~4" = 21/I 2 and the initial iteration 
= ~ + ~2k,  k ~ Zo N, u(°) (]~) 
converges to the unique solution u* (k) of problem (1.3) in 35. Moreover, an estimate on the rate 
of convergence is given by 
u*(k) -'u(m)(]c) <_ ~1r2 (1 - ~P(]l,l))-lom+l(M) 
× [M2max{lc~l,l/3l} + max f (  ~ ~,a  + ~2ff~- ) . (3.16) 
The above theorem was established in [13]. 
a.a. Some Examples 
In this section, we give some examples. 
EXAMPLE 3.1. Consider the boundary value problem 
-52u(k) + PNe u(k) = O, k 6 I N-a, 
(3.17) 
~(o) = ~(X)  = 0. 
Since for all u, v c $, 
e ~(k) - e ~(k) <_ e ~(k) lu(k) - v(k) l ,  k ~ Xo N, 
where {(k) lies between u(k) and v(k), as in Example 2.2, we have that the conditions in Theo- 
rem 3.1 hold with M which satisfies (2.14). Thus, Theorem 3.1 implies that the boundary value 
problem (3.17) has a unique solution u* E $4 given by 
s4 = ~ t ~ ~ s ,  I~(k)l <_ ~(1  - 0) -1 sin 7 '  ~ ~ ' 
and the sequence {u (~0 (k)} from Picard's iteration 
62u(m+l)(k) = PNe u(''')(k), k E I N-a, 
(3.1s) 
u(m+a)(0) = u('~+a)(N) = O, 
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with zt(°)(k) = 0, k E I N, converges to u*(k). Also, an estimate on the rate of convergence 
of (3.18) is given by 
_< ~om(1-O) - ' s in~,  kE Io  N . (3.19) u'(k)- u(m)(k) 
In particular, (2.14) is satisfied if 1.2062 <_ M _< 7.3622. Thus, problem (3.17) has a unique 
solution u* E 84 given by 
,54--{~tl,u ~ s, I,t(k)l _< 1.9963sin kN /vc i~v} 
and the rate of convergence in (3.19) is reduced to 
u*(k)-~(~)(k) <(0.1~0775)m0.1Sr4sin~, ~ I0  ~. 
EXAMPLE 3.2. Let f (z ,  z) = z + arctanz, (x, z) ~ [0, 1] x R. Consider the boundary value 
problem 
--(~2~(~:)-}-rNf (2@r,'//~(~,'): 0, ]~ C I1 N- l ,  
(3.20) 
~(0)  = ~(x)  = 0. 
Since in this example, 
Of 1 
O< ~z(Z ,z ) - -  lq2z  2 -< 1, (z,z) E [0, 1] x R, 
the conditions of Theorem 3.2 hold with M satisfying 1 <_ M 2 _< 12N 2 (which is true for all 
h = 1/N when M 2 < 48). Thus, problem (3.20) has a unique solution u* C Ss given by 
{ 1 (1  '~'(fl,1))-l~(fl,1)}, (3.21) 
and for this problem, the iterative sequence {u("~)(k)} from (3.7) with M* = 3,I .) and the initial 
N iteration u(°)(k) = 0, k E I o , converges to u*(k). 
4. MONOTONE ITERAT IVE  METHOD 
The monotone iterative method has been widely used in the treatment of certain nonlinear 
parabolic and elliptic differential equations both analytically and numerically (cf. [23 33]). The 
b~ic idea of this method is that by using a suitable initial iteration, one can construct a monotone 
sequence from a corresponding linear system, and this sequence converges monotonically to a 
(unique) solution of the nonlinear system either from above or from below-, depending on the 
initial iteration. An important consequence of this method is that it leads to an existence- 
comparison (and uniqueness) theorem as well as upper and lower bounds of the solution in each 
iteration. The comparison result gives an ordering relation between the maximal and nfinimal 
solutions which is useful for proving uniqueness of the solution. Obviously, the monotone iterative 
method has superiority over the ordinary iterative method. Several monotone iterative methods 
for problem (1.3) have been developed and analyzed in recent years (see [14 16]). In this section, 
we review the monotone iterative method established in [14]. Some of the results are further 
completion and developments of the corresponding results in the previous ection. The proofs of 
all results in this section can be found in [14]. 
Let M be a given constant and set 
M 
H(M) = / 12N2' M > 0, 
5 + cos(~/N) (4.1) 
L 24N2 sin2(Tr/(2N) ) A,f, flJ < 0. 
The following positive lemma plays the fundamental role in the monotone iterative method for 
problem (1.3). 
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LEIvIMA 4.1. 
where M ( k ) ~ ,5. 
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Let u(k) C S such that 
-a~(~)  + PN(M(k)~(k')) > 0, k c I1N-~, 
.(o) _> o, ~,(N) _> 0, 
Set/1,__{f = minkel i .  1 k ' l (k )  and k4 = maxkcloU M(k).  I f  
max (.A/'t]k/),JV'(~7)) < 1, 
(4.2) 
( 
$6 ( " . lucS ,  'u(k) c~- - -  
and For M_ < O, 
{ul,u~S, u (k ) -c~- - -  $a 
< 
N - 27  \ke Ig  ~,  + k s in~- ,  ke IoN , 
1{1-  N'{~[)) -1 (max ,c t+ k sin N '  
2~ \k~Io ~ 
then u( k ) >_ 0 for all k c Io x. 
RE~bXRK 4.1. Since (5 + cos(rr/N))/(24N 2 sin2(rr/(2N))) _< 1/8, we have that H(M)  < 1 holds 
definitely if 8 < kf  < 0. Also since N _> 2, N'(M) < 1 holds definitely if 0 _< kJ < 48. 
REMARK 4.2. For all M(k), g(k) E 8, Lemma 4.1 implies that the linear problem 
-a2~(k) + PN (M(k>(~)) = g(k), k e I1N-*, 
,40) = uo, u(N) = uN, 
is uniquely solvable in $ provided max(Af(M),H(~-[)) < 1, where M_M_ = mink~Iff ~ M(k)  and 
M = nlax~x~,' M(k). 
4.1.  Upper  and Lower  Solut ions 
To establish monotone iterative methods for problem (1.3), a crucial requirement is the exis- 
tence of a pair of upper and lower solutions, which are defined as follows. 
DEFINITION 4.1. A fm~ction E C $ is called an upper solution of problem (1.3) if 
~(o) >_ o:, ~(N) >_ ;~, 
and ~_ ~ $ is called a loumr solution of problem (1.3) if 
-52u_(k)+ PNf  (~,~(k) )  < 0, k c I1 N- l ,  
~(o) <_ ~, ~_(N) <_ 9. 
It is obvious that every solution of problem (1.3) is an upper solution as well as a lower solution. 
There is no definitive result for the existence of the upper and lower solutions. But they really 
exist under some conditions. 
TttBOREM 4.1. Assume that there exists a constant M-such that Af(M) < 1 and 
f (~ ,u(k ) ) - f  (~ ,u ' (k ) )>M(u(k ) -u ' (k ) ) ,  k E Io N , (4.3) 
whenever u, u' 6 8o and u( k ) >_ u' ( k ) /or all k c Io N, where for M > O, 
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Then problem (1.3) has an upper solution ~ and a lower solution u in 86 such that E(k) > u(k) 
for all k • ION. 
The proof of Theorem 4.1 is constructive, and so it gives explicitly upper and lower solutions. 
In fact, let v(k) = c~ + k(/3 - c~)/N and w(k) be the solution of linear problem 
-52w(k) + MPyw(k) = PN f (~ ,v (k ) )  , 
w(O) = w(N) = O. 
k E I1 N- l ,  
(4.4) 
Then ~(k) = v(k)+w(k), k • Io W, and __u(k) = v(k) -  w(k), k • ION, are upper and lower solutions 
of problem (1.3) in 86, respectively. For the details, readers are referred to the paper [14]. 
The following comparison result gives an ordering relation between the upper and lower solu- 
tions which is useful for proving uniqueness of the solution. 
THEOREM 4.2. Let ~, ~A be a pair of upper and lower solutions of problem (1.3). In addition, 
there exist two constants M and M such that 
M (u(k) -  u'(k)) :< f ( -~,u(k))  - f (k ,u ' (k ) )  < 5~fl (u(k) -  u'(k)), k • g ,  (4.5) 
whenever rain (_u(k),~(k)) _< u'(k) _< g(k) <_ max (_u(k),g(k)), k E I0 N. /f 
max (Af(2I_J_~),Af(~-i)) < 1, 
then 5(k) >_ for k Zo N 
4.2. Monotone  I te ra t ive  Methods  
Given an initial iteration u (°) E S, the monotone iterative scheme for problem (1.3) is defined 
by 
_pN, (~,?~(rn_l)(k,) . k E I1 N-I, (4.6, 
u ("0 (0) = (,, u (m) (N) = ~, 
where M* (k) E ,9 denotes ome function specified later. 
By Lemma 4.1, we have that the above iteration is well defined provided 
max (N(M*),H(3W)) < 1, 
where M* = maxkerg kJ*(k) and M* = minkciff_l M*(k). On the other hand, it is only needed 
to solve a linear two-point discrete boundary value problem in each iteration to determine the 
sequence {u (~) (k)} from iteration (4.6). To do this, we can use any one method proposed in [12]. 
The introduction of the function M*(k) in iteration (4.6) not only ensures the monotone 
convergence of the iteration, but also gives some flexibility in practical computations to accelerate 
the rate of convergence of the iteration. 
Given u(k), v(k), and w(k) in $, we say that w E (u, v) if u(k) <_ w(k) < v(k) for all k ¢ I N. 
The following theorem describes the monotone convergence of iteration (4.6). 
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THEOREM 4.3 .  Let ~, 'u be a pair of upper and lower solutions of problem (1.3) such that ~(k) >_ 
g(k) for al] k C Ic~'. Moreover, there exists a function ~Tf(k) c S with ~ = minh.cQ\, 1 :TI(k) and 
A.~ = rnax/~.el~ M(k) such that nmx(Af (~) ,A f (M) )  < 1 and 
(4.7) 
defined by iteration (4.6) with ~i*(h') 3ml(lc) and the initial iterations '~,(°)(k) = ~(h) and 
~,(o) (k) = '~z(k), converg'e monotonically to the solutions ~* ( k ) and '~ * ( k ) of problem (1.3), respec- 
tively. Besides, for a]] m, > O, 
LL(t ) ~ .g('ra)(~:) < ,U(m+l)(h:) ~ 1/*(t ) ~ .~*(~:) ~ ~(m+l)(~) < ,~(,n)(t) ~ ~(]~), h: ~ I(f, (4.8) 
and tbr any one solution ~* of (1.3) in @_,~) we have ~* ff (~2",~*). If in addition, there exists a 
constant A_! such that A[(AI) < 1 and 
f (~,u(k ) ) - . f (~v , , , ' (k ) )  > ~I  (,,,(k) - u,'(/~)), k C I,~', (4.9) 
whenever '~(k) <_ .~'(k) < ~.(k) < E(k), k ~ IoN, then 5-*(~:) - ~*(k) and is the unique solution of 
problem (1.3) in (u,~7). 
Theorem 4.3 shows that if probkm~ (1.3) possesses an upper solution E(~:) and a lower so- 
lution 'u,(k) such that g(k:) _> u(k) fbr all k ~ I0 v, then it has at least oue solution under the 
conditions of' the theorem. Moreover, the upper solution g(k) and the lower solution ~,(k) may 
serve as the upper bound and lower bound of the solution, respectively. On the other hand, 
iterative sequences {g('")(/~:)} and {u('0(k)} from iteration (4.6) converge monotonical ly from 
above or below to the solution, so that the bounds are improved monotonically. 
The uniqueness condition H(M)  < 1 can be relaxed to H(M)  _< 1 if M > 0, while it holds 
definitely if 8 < 2~[ < 0. For the case of g I  < -8 ,  the uniqueness result in Theorem 4.1 cannot 
be much improved without additional condition on f (k /N ,  u). In fact, we consider the fbllowing 
linear problen~: 
(~%(#:) q- crPNu(/¢) = 0, h' ~ I{ v - ' ,  
(4.1o) 
whe~'e ~ - (S4~ ~ sh-?(~/(SX)))/(~ + ~os(~/X)) < -S  ~t)~" which *¢(~) = 1. m tins e~se, 
problem (4.10) has ~ trivial solution u(/~:) = 0, A" ~ I6 ~ as well as a nontrivial solution u(k) = 
sin(k:Tr/N), k ~ I6" (for the details, see Section 2.1). 
As a consequence of Theorems 4.1, 4.3, and 4.2, the following theorem gives the local existence 
and uniqueness of the solution of problem (1.3). 
THEOREM 4.4.  Assume that there exist two constants 31 and ~[ such that 
'u . ' (k ) )<_ f (~, ' , z (~: ) ) - f (~ , 'u ' (~: ) )  _< A-7[ ('u (/~;) - ~z'(k) , /~: ~ I~',  ,~.I (u(/~) 
whenever u, u' ~ 86 and u(k) > u'(k) tbr all k ~ Io ~, where 86 is defined as in Theorem 4.1. If 
max(A/(k. / ) ,Af(~l))  < 1, then problem (1.3)has the unique solution t** in 86. Moreover, the 
sequence {u("0(/~:)} from iteration (4.6) with Al*(k) = M converges monotonically from above 
(from below) to u*(k) ifu(°)(k) = ~+ k(;~ ct)/N + ~u(k) (u,(°)(k) = (t + k(/~ - o ) /N  -w(k ) ) ,  
where w(k) is the unique solution of (4.4). 
REMARK 4.3. The results in Theorem 4.4 improve the results of Theorem 3.2 in Section 3, 
where the continuously differentiable property of f (k /N ,  u) with respect to .** and the condition 
0 < ~(k /X ,  ~,.(~:)) < M are ~'equi,'ed for all ~: ~ [2 ~ ~nd ',,, ~ S~. 
Of course, if the conditions in Theorem 4.4 hold in whole S, then global existence and unique- 
hess of the solution of problem (1.3) are obtained. 
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THEOREIVl 4.5. Assume that there exist two constants ~I and ll,,__I such that 
M(u(k)  - u'(k)) < f (~ ,u(k ) )  - f (~ ,u ' (k ) )  <_M(u(k ) -  u'(k)), k ~ IN, 
whenever ~,~' ~ s and ,~(a') _> ~'(k) for ~11 k ~ *6 v. ~" ma×(~(M),~(37)) < 1, then 
problem (1.3) has the unique solution u* in $. Moreover, the sequence {u(m)(k)} from iter- 
ation (4.6) with M*(k) = M converges monotonicaliy from above (from below) to u*(k) if 
u(°)(k) = c~ + k(/3 - c~)/N + w(k) (u(°)(k) = c~ + k(/3 - (~)/N - w(k)), where w(k) is the unique 
solution of (4.4). 
Theorem 4.3 gives the monotone convergence of iteration (4.6). But the monotone convergence 
depends on the choice of the initial iteration. In fact, the convergence of iteration (4.6) is global 
r O" under some conditions. Such a sufficient condition was given by Wane, [14]. 
TItEOREM 4.6. Assume that there exist two constants M and ~1I such that 
M(u(k )  u ' (k ) )<_ f (k ,u (k ) ) - f (k ,u ' (k ) )< J~-7(u(k ) -u ' (k ) ) ,  rev (4.11) /~: E ~0 , 
whenever u,u' E S and u(k) > u'(k) for all k E IoN. I f  max(Jkf(J~/),JV'(ATT)) < 1, then for any 
initial iteration u(°)(k) such that u(°)(0) = a, and u(°)(N) = 3, iteration (4.6) with M*(k) ~ 37 
converges to the unique solution of problem (1.3). 
4.3. The Rate  of  Convergence  
To estimate the rate of convergence of iteration (4.6), Wang [14] gave the following comparison 
result. 
THEOREM 4.7. Let ~, u_ be a pair of upper and lower solutions of problem (1.3) such that 
g(k) >_ Lt(k) for all k ~ I N. In addition, there exist two functions M~(k) E $ (i = 1, 2) with 
2~.I,; = minkcz~. ~ ~Ii(k) and Mi = maxkEIg Mi(k) such that 
m~× ma~ (H (~'~),H (~) )  < 1 
i=1,2 
and 
f (k ,u (k ) )  - f (~ ,u ' (k ) )  
f (k , 'u (k ) )  - f (~ ,u ' (k ) )  
<_ M~(k) (~4k) -,~'(k)),  
<_ M2(k) (~(~) - ~'(k)), 
~ ~ Io N, 
k E I~ e, 
whenever u_(k) < u'(k) < u(k) <_ i7(k), k E [ N. Let {'~,(r'd(k)} and {u("0(k)} denote sequences 
from iteration (4.6) with ~l*(k) = ;~ll(k) and the initial iterations ~(°) (k ) -  ~(k) and u(° ) (k )= 
~( k ), respectively. Also, let {)7 ' ( ' )  (k)} and {u '('~/(k)} denote sequences from iteration (4.6) with 
M*(k) = M2(k) and the same initial iterations E'(°)(k) = E(k) and u'(°)(k) = u(k), respectively. 
Then all above sequences have the monotone convcrgence described in Theorem 4.3. Moreover, 
~("~)(k) _>~'(m)(k), ~("~)(k) < ~j(')(k), ~e I0  N, ,~=0,1,2, . . . ,  (4.12) 
prov ided  MI( /¢  ) _~ ]~J2(/¢) for  all l cc  Io N . 
The result in Theorem 4.7 reveals that the rate of convergence of iteration (4.6) is affected by 
the value of M*(k). In other words, the convergence rate of iteration (4.6) can be improved by 
decreasing the value of M* (k). This shows a practical advantage of iteration (4.6). 
The following theorem further gives an estimate on the rate of convergence of iteration (4.6). 
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THEOREM 4.8. Assume that all conditions of Theorem 4.3 hold. Let u(m)(k) be the iterated 
solution E('~)(k) or u_(m)(k) given in Theorem 4.3 and u*(k) be the limit of u(m)(k). Then 
there exists a positive diagonM matrix D = diag(D1,. . . ,  DN-1) such that for a11 k C I N and 
nt = O, 1,2, . . . ,  
u(")(k) u*(k) maxiDi  ,.~ ( u(O)(k) 1 u(°)(k) -  u*(k) \~ (4.13) 
- <_ - + F6  Po% / 
with 
p = 
- ( J 
- MD A + _ BD-  < 1, 
N 2 
where the matrices A and B are the same as before. 
Estimate (4.13) shows that the iteration (4.6) has geometric onvergence rate. 
The proof of Theorem 4.8 is based on the monotone convergence of the sequences, the com- 
parison result in Theorem 4.7, and the local uniqueness of the solution given in Theorem 4.3. 
Moreover, an explicit expression of the matrix D is given in the proof of this theorem. If _M_M > 0 
and A/(M) < 1, then the matrix A + (M/N2)B is a strictly diagonally dominant M-matr ix (for 
the definition of M-matrix, see [34,35]). For this case, we can take D = t, (identity matrix) in 
Theorem 4.8, and so 
p= N2 A+ ~-~B < 1. 
For details, readers are referred to the paper [14] by Wang. 
4.4. Some Examples  
Here, we present some examples which support tile theoretical analysis. 
EXAMPLE 4.1. Consider the boundary value problem 
~4o) = ~, (N)  = O, 
k C I N - l ,  
(4.14) 
where f (k /N ,  u) = k /N  + u/Tr - 'u. 2. It can be checked that 
O < f (~ ,u(k ) )  - f ( -~,u ' (k ) )  < -r~2 (u(k) - u'(k)), k e I°N' 
whenever u(k), u'(k) c $o, and u(k) > u'(k) for all k e Io N, where 
$6 = u(k) 14,(k ) ~ S, [u(k)l <_ ~s in~- ,  k c I0 g . 
This implies that the conditions in Theorem 4.4 hold for this example. Thus, from Theorem 4.4, 
problem (4.14) has the unique solution in 86. 
EXAMPLE 4.2. Consider the boundary value problem 
- (~2u(k)+PNf (~,u(k ) )  =0,  kE I  N- I ,  
(4.15) 
~(o)  = ~(N)  = O, 
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where f (k /N ,  u(Iv)) = I sin(u(k) + q)l for arbitrary given constant q. In this example, we have 
- (u (k ) -  u'(k)) < f ( -~ ,u(k ) )  - f (k ,u ' (k ) )<u(k ) -u ' (k ) ,  
whenever u(k),u'(k) c ,5 and u(k) > u'(k) for all k C I0 N . 
lem (4.15) has the unique solution in ,5. 
EXAMPLE 4.3. Consider the boundary value problem 
Thus, from Theorem 4.5, prob- 
**(o) = ~(N)  = O, 
k G I N - l ,  
(4.16) 
where f(  k/N, u) = u 2 - rc 2 sin(rck/N) - sin2(rck/N). It can be checked that 
g (k ) - rc2+~l  k 2  N (1 -~- )  
is an upper solution and u_(k) - 0 is a lower solution. Moreover, for all k c I N, g(k) >_ u(k) and 
O <<_ f (k ,u (k ) )  - f (k ,u ' (k ) )  < k-7(k)(u(k) - u'(k)), 
whenever u(k) < u'(k) < u(k) <_ g(k) for all k E I0 N, where T/(k) = (re 2 + 1)(k/N)(1 - k/N).  Set 
N = 20. We have ~ = minke/~- i  ~7(k) = 19(rr 2 + 1)/400 and )-7 = maxkeloN M(k) = (rr 2 + 1)/4. 
We use iterative scheme (4.6) with M*(k) = M(k) to solve (4.16) and denote by u('~)(k) the m 'th 
value of iteration. Numerical results show that if u (°) (k) = g(k), then {u ('~) (k) } is a nonincreasing 
sequence (see Table 1), while if u (°)(k) = u_(k), then {u (~)(k)} is a nondecreasing sequence (see 
Table 2). The monotonicity in Tables 1 and 2 agrees with the one described by Theorem 4.3. In 
all computations, we also find that the above two sequences tend to same limit. This coincides 
with the uniqueness result in Theorem 4.3, because the uniqueness condition of the solution is 
satisfied in this example. 
Table 1. 
u(m)(2) u('~)(41 u(m)(6) u(m)(8) u('~)(lO) 
0.312349 0.594153 0.817752 0.961265 1.010706 
0.309027 0.587805 0.809044 0.951089 1.000034 
0.309018 0.587787 0.809019 0.951059 1.000003 
Table 2. 
u (m) (2) u (m) (4) u (m) (6) u (m) (8) u ('~) (10) 
0.272723 0.517085 0.709471 0.832220 0.874376 
0.308890 0.587539 0.808673 0.950649 0.999570 
0.309017 0.587786 0.809018 0.951058 1.000001 
1 
3 
5 
~n 
1 
3 
5 
Next, starting the same initial iterations ~(0)(k) = ~(k) and u(°)(k) = ~A(k), we compute the 
sequences {~7(m)(k)} and {_u(m)(k)} fi'om the iterative scheme (4.6) with the different M*(k). We 
take 5f*(k) = M(k) and hl*(k) = 6, respectively. Also, set N = 20. Numerical results for the 
values of iteration at k = 3, 5, 7 are given in Tables 3 and 4. It is seen from these tables that  
the values of g(m) (k) in Table 3 are less than the corresponding ones in Table 4, while the values 
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Table 3. The values of iteration with M* (k) = M(k). 
? rl 
1 0.458903 0.714760 0.900598 0.400055 0.621028 0.780400 
0.454005 0.707130 0.891037 0.453803 0.706809 0.890626 
0.453992 0.707109 0.891009 0.453991 0.707108 0.891008 
Table 4. The values ofiteration with M*(k) ~ 6. 
m ~('°(3) a(")(5) a(m)(7) ~('~)(3) ~("~)(5) "LV'")(7) 
l 0.504520 0.781726 0.980953 0.304800 0.476394 0.602125 
3 0.457452 0.712380 0.897521 0.441858 0.688556 0.868014 
5 0.454244 0.707494 0.891485 0.453087 0.705728 0.889301 
of u(m)(k) in Table 3 are greater than the corresponding ones in Table 4. In addit ion, we get that  
the nmnber of i terat ion with M*(k)  = M(k)  is 6 and it is 12 when M*(k)  _-- 6, provided that 
the i terat ion criterion is determined fl'om the condit ion maxk~zo~ I~ ("z)(k) -.~,(m)(k)l < 10 -6. All 
these observations support  the comparison result in Theorem 4.7. 
5. TWO DIRECT MONOTONE ITERAT IONS 
In the determinat ion of the monotone sequence from iterat ion (4.6), it is necessary to solve a 
l inear two-point discrete boundary value problem in each iteration. This gives addit ional  com- 
pl ications and brings inconvenience for rmmerical computat ions.  To obtain a more direct con> 
putat iona l  a lgor i thm while maintaining the monotone property  of' sequences, \~mg and Guo [15] 
proposed two more direct monotone iterations which are minor modif ications of the Jacobi  and 
Gauss-Seidel  i terat ions for the linear system of algebraic equations. In this section, we introduce 
these two monotone iterations, and call them nonlinear Jacobi i terat ion and nonl inear Gauss- 
Seidel i teration, respectively. 
To present nonl inear 3acobi i terat ion and nonlinear Gauss-Seidel i terat ion for problem (1.3), 
we turn to consider its matr ix  form (1.5). A vector U is called an upper solution of (1.5) if 
AU-- + + G) - E _> 0. 
Similarly, a vector __U is called a lower solution of (1.5) if 
A_U+~I  (BF(__U)+G) -E_<0.  
Clear ly every solution of (1.5) is an upper solution as well as a lower solution. Let matr ices A 
and t3 be the same as before. We decompose the matrices A and t3 as 
A = 7) -  12 U, B = 7)* + 12" +U* ,  
where D and D* are diagonal matrices, 12 and 12" are lower-off diagonal matrices, and N and/t/* 
are upper-off  diagonal matrices. 
5.1. Non l inear  Jacob i  I te ra t ion  
Let 
U (~0 = (v,~,~), . . . ,  u(,ON_U~-7 
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be the rn ~th iterated vector, and u k - u (m)(k). Given an initial iteration U (°), nonlinear Jacobi 
iteration is defined as 
i/) 
I * * ( H~ 
+ , ) U('~) H)U(- , -1)  + 
N 2 
(5.1) 
where el.f* is a constant specified later. 
Since D + (1 /N2)M*D * is a positive diagonal matrix, the iteration (5.1) is in the form as the 
aacobi iteration for the linear system of algebraic equations (see [34]), and U ('~) call be directly 
computed as long as U ('~-1) is known. 
Without  fln'ther mention, we assume that all inequalities invoMng vectors are componentwise. 
Given vectors U, V, and W, we say that W ~ (U,V) if U < W _< V. For a given constant M,  
A/(M)  is still defined by (4.1). The monotone convergence of iteration (5.1) is shown in the 
following theorem. 
Tm~OREM 5.1. Let U, U__ be a pair of upper and lower solutions of problem (1.5) sud~ that 
U > U. Moreover, there exists a constant M such that H(M)  < 1 and 
F(U)  - F (V)  < ~U(U - V), (5.2) 
whenever U < V <_ U <_ U.  Then two sequences {U ('~) } and {U ('~)) defined by iteration (5.1) 
with 2~i* = A-7 and the initial iterations -~(o) = ~ and U (°) = U converge monotonically solu- 
tions U* and U* of problem (1.5), respectivel.y: Besides, for all m >_ O, 
U < U ('') < U °'+~) < U ~ < F* _< F (''~+~) < ~('~') <_ U, (5.3) 
and tbr any one solution U* of'problem (1.5) in (U,U), we have U* E (U*,U*}. It; in addition, 
there exists a constant ;~__{I such that Af(M) < 1 and 
F(U) -  F (V)¢  ~,Z(U - v) ,  (5.4) 
whenever U < V < U <_ -U, then if* = U* ~md is the unique solution of problem (1.5) in {U,U}. 
We now give an est imate on the rate of convergence of iteration (5.1). 
TtlEOREM 5.2. Assume that all conditions in Theorem 5.1 hold. Let U be the solution of (1.5) 
in (U, U) and U ('~) the iterated solution ~(m) U(.,,~) or given in Theorem 5.1. Let P(V)) denote 
the spectral radius of the matrix ~ and 
--1 
1- -  , 1 
Then for ~'ertain norm I1" II, I1~11 < 1 and 
U <~> - U ~ I1~11. u(m-1) - -  U ~ l l~l l  m U(o)  _ U . (5.6) 
REMARK 5.1. The proofs of Theoreins 5.1 and 5.2 call be found in [15], with some minor modi- 
fications. 
REMARK 5.2. Tile norm II" H in Theorem 5.2 is defined as follows. Since Af(SI) < 1, the matr ix  
A + (1 /N2)MB is a monotone matr ix (see [14,15]). Indeed it is also an M-matr ix .  Therefore, 
there exists a diagonal matr ix D with positive elements uch that 
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is strictly diagonally dominant (see [35]). So for e = (1, 1 , . . . ,  1) T, 
D- l (  A+-~Tg-hIB'~De>O'N -  J 
This implies 
) 
Since A + (1/N2)A-fB is also M-matr ix  under H(T / )  < 1, we have (1:) + (1/N'))37D*) -1 > 0. 
Then for the vector norm ]lull = I ID-~gl loo,  
II ll = l+o-" ollo+ 
= D-1 (T)~-N--~M~D*)-I (~)-[-~--~M~)*-A-N-~--~-hIS)D e'° ~ 1' 
5.2. Non l inear  Gauss -Se ide l  I te ra t ion  
Given initial iteration U (°), nonlinear Gauss-Seidel iteration is defined as 
(i9 + £ + ~-~M* (l)* + £*)) 
(5.7) 
1 I* 1 (BF(U( '+- I ) )+G)+E,  __-- ~/~U ( .... 1) _L ~-.~-h, (~])* ~_ £*) U (m-l)  _ N 2 
where _hi* is a constant specified later. 
Since ~ + £ + (1/N2)-hl*(I) * + £*) is a lower triangular matrix, iteration (5.7) has the same 
form as the Gauss-Seidel iteration for the linear system of algebraic equations (see [34]), and U (m) 
can be directly computed as long as U ('~-1) is known. 
Iteration (5.7) has the same monotone convergence as iteration (5.1). It is described in the 
following theorem. 
THEOREM 5.3. Let U, U be a pair of upper and lower solutions of problem (1.5) such that 
> U. Moreover, there exists a nonnegative constant -M sudi that Af(-M) < 1 and 
y(u)  - F (v )  _< M(U - V), (5.S) 
whenever U__ ~_ V ~ U ~ U. Then two sequences {U (m)} and {U (m)} defined by iteration (5.7) 
with 11I* = AWl and the initial iterations -~(o) = -~ and U (°) = U, converge monotonicMly to the 
solution U* and U* of problem (1.5), respectively. Besides, for all m >_ O, 
U < U (m) < U (re+l) < U* < U* ~ U (rn+l) ~ U (rn) __. U, (5.9) 
and for any one solution U* of problem (1.5) in (U,U), we have U* c (U*,U*). lf, in addition, 
there exists a constant ./14 such that N'(/~I) < 1 and 
F(U) - F(V) > 5I(U - V), (5.10) 
whenever U < V < U < U, then U* - U* and is the unique solution of problem (1.5) in (_U,U). 
An estimate on the rate of convergence of iteration (5.7) is as follows. 
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THEOREM 5.4. Assume that ali conditions in Theorem 5.3 hold. Let U be the solution of (1.5) 
in (U, if} and U (m) the iterated solution if(m) or U (m) given in Theorem 5.3. Let p(~) denote 
the spectral radius of the matrix ~ and 
)'( 1~ ~= 79-C+N2 (79"+C*) 79-C+ X/(79"+C*) A -1M~)  
N- -  / 
I 
Then ~or certain vector norm It II, I1~11 < i ant/ 
g ( '~/ -  g -< I1~11" g ('~-~) - g -< I1~11 ~ a (°t - g 
REMARK 5.3. Remark 5.1 is also valid for Theorems 5.3 and 5.4. 
REMARK 5.4. As before, there exists a diagonal matrix D with positive elements uch that for 
e=(1 ,1 , . . . ,1 )  T, 
( ( 1_ ,  ) D -1 79-£+ M(79*+£*) -A - -1MB~De<D -' 79-£+~2~,1(79 +£*)  De. 
N- -  / 
Then, the vector norm in Theorem 5.4 is defined by IlUll = IlD-1Ulloo, and so H~H < 1. 
6.  ACCELERATED MONOTONE ITERAT IVE  METHODS 
Monotone iterative methods presented in the previous sections lead not only to the existence 
and uniqueness of a solution, but the process of iteration gives also a computational lgorithm 
for numerical solutions. However, the rate of convergence of each iteration in the above works is 
of linear order. To increase the rate of convergence while maintaining the monotone property of 
the iterative sequences, an accelerated monotone iterative scheme has been proposed by Wang 
in [16]. An advantage of this scheme is that it leads to a monotone sequence which converges 
either quadratically or nearly quadratically with only the usual differentiability requirement on 
the function f ( . ,z) .  On the other hand, since the initial iteration in the monotone iterative 
scheme is either an upper solution or a lower solution, which can be constructed irectly from the 
equation without any knowledge of the solution, this method eliminates the search for the initial 
iteration as is often needed in Newton's method. This elimination gives a practical advantage 
in the computation of numerical solutions. On the other hand, this accelerated iterative scheme 
is reduced to Newton's iterative scheme if f(., z) possesses a concavity or convexity property 
between upper and lower solutions. In this section, we present his method. 
6.1. Acce lerated  Monotone  I te ra t ions  
Let g(k) and u(k) be a pair of upper and lower solutions of problem (1.3) such that g(k) _> :u_(k), 
k E I N. Here, upper solution g(k) and lower solution _u(k) are still defined by Definition 4.1. 
Given an initial iteration u (°) E S, the accelerated monotone iterative scheme for problem (1.3) 
is defined by 
(6.1) ( ) ) = PN M(m)(k)u('~)(k) - Pg f  ,u('~)(k) , k E I N - l ,  
~t ( re+l ) (0 )  ---- Oz, ~t (m+l ) (N)  ---- /~, ?/l z 0, 1 ,2 , . . . ,  
where u (°) (k) is either g(k) or _u(k), and 
M(~)(k)=max{f~(~,u(k)):u("~)(k)<<_u(k)<_g("~)(k)}, kc Io  N. (6.2) 
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The functions ~7("0 (k), ~S'0 (k) in the definition of fl~/(~'0 (k) are obtained from (6.1) with u(°)(/c) = 
~7(k) and u(°)(k) = "u(k), respectively. It is cleat" fl'om (6.2) that 
f N -N' <<- ' 
whenever *L~("O(k) < v(k) < ~z(k) <_ ra(m!(k), k ~ [(~. Moreover, if f ( . ,  z) is a C~-function, then 
and 
wh. . , . .  
when <0, 
in (X(m), ~7('0), 
in /%(m),g('0 ) . 
Hence, if f~. (., z) is either monotone nondecreasing or monotone nonincreasing in z, then iteration 
process (6.1) is reduced to Newton's form 
~2*t('rt+i)(k)-LPN(fz(~'~-'~l(rrZ)(k))'~t(Irt'l)(k))~ka~ [ 
= Pew (fz (~,'/~(rrz)(k))l/,('rZ)(k)) PNf QN~-----,~/'(m'(k)) , k ~ I N-I , (6.4) 
.4 ( '+1) (0) = o, u¢ ~'~+~) (N) : ~, m : 0, 1, 2 , . . .  
(e.g., see [36]). For a given constant M, Af(M) still denotes the flmction in (4.1). To show that 
the sequence given by (6.1) is well defined for an arbitrary C*-function f(., z), it is crucial that the 
sequences {g0'0(k)}, {E('0(k)} possess the property g( '0(k)  _> _u('~0(k) for every ,,~. = 1 ,2 , . . .  
and all k c I0 N. This is shown in the following lemma. 
Lt~MMA 6.1. Let g(k) and 'u~(k) be a pair of upper and lower solutions such that g(k) _> _~(k) for 
all k c I(~, and set 
~f ' (k ) :min  {f~ (~,u(k ) )  : u_(k, < u(l~') <~g(k) } ,  k E Zo N, 
fl~ = max eli(k), ft.'/= min ~l(k), a.__!_'/' = min 2~l'(k). 
~'eIg /i,e i1N 1 kei2' 
u hA' > -s  and max(H(a_A), H(~) )  < 1, tl~en sequeu~'~s {5o'~)(k)}, {~(m)(k)}, and {M("0 (k)} 
oive~ by (e.1) and (~.2) with g(0)(k) = g(k) and _u (°) (k) = u_(k) are a11 well defined and possess 
the property 
u(k) <_ ,,.°'~)(k) < ~¢m+~)(k) < 7z(~+~)(k) _< ~o~)(k) < ~(k), k ~ Z0 N, m = 1, 2 , . . . .  (6.5) 
The above lemma is crucial for us to establish accelerated monotone iteration (6.1). Its proof 
was given in [16]. The following theorem gives monotone convergence of iteration (6.1) as well 
as an existence-uniqueness re ult for problem (1.3). 
TIlEOREM 6.1. Let the hypothesis in Lemma 6.1 hold. Then sequences {~7(m)(k)}, {~(m)(k)} 
given by (6.1) with ~(°)(k) = g(k) and _u(°)(k) = _u(k), converge monotonically from above 
and below to the solutions g*(k) and u*(k) of problem (1.3), respective13: Moreover, for all 
'nz = 1,2, . . . ,  
//,(k) 5 *z(m)('~c) < lg(m+l)(k) ~ ~.* (k) ~ ~7*(k) ~ r/7(mq-1)(k) ~ ~(rrO(k) ~ ~(k), k C I; v, (6.6) 
and for any one solution u* of problem (1.3) in (u_,g}, we have u* e (u_*,E*). /fN'(J__~_'/') < 1, in 
addition, then E*(k) ==- u*(k) and is the unique solution of (1.3) in (u_,E). 
When fz(', z) is monotone nondecre~ing or monotone nonincreasing in z, the iteration (6.1) 
is reduced to Newto~Fs iteration (6.4). As a consequence of Theorem 6.1, we have the following 
conclusion. 
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COROLLARY 6.1.  Let tlle hypothesis in Lemma 6.1 hold. Assume that f(., z) is a C2-function 
of z. Then the sequence {E('~)(k)} given by (6.4) with E(°)(k) = E(k) converges monotonically 
from above to a solution ~* ( k ) of (1.3) in (u_,'5} if f zz ( k /N, u( k ) ) >_ 0 for all k e I~  and u e (u, ~). 
Similarly, tile sequence {u ('~) (k )}  given by" (6.4) with u (°) ( k ) = u_( k ) converges monotonically from 
below to a solution u_*(k) of (1.3) in (u__,E) if fz~(k/N,u(k))  < 0 for a11 k C I N and u E (_u,?~). 
6.2 .  The Rate  of  Convergence  
In this section, we show the quadratic and nearly quadratic rate of convergence of the sequences 
given by (6.1) and (6.4). \'T~ begin with an est imate on the rate of convergence of the sequences 
given by (6.1). 
THEOaEM 6.2.  Let the hypothesis ill Lemma 6.1 hold. Assmne that f(., z) is a C2-function of z. 
Let also {=~("0 (k)}, {_u0~0(k)} be the sequences given by (6.1), and E*(k) and u_*(k) be the limits 
of them, respectively. Then there exists constant p, independent of rn, such that 
'n}, = 1 ,2 , . . .  
aim if u*(k) _ -~*(k), then 
(6.8) 
\kEIo ~ 
m = 1, 2, . . . .  
The proof of Theorem 6.2 is indeed technical. In particular, the value of p is given. Let 
cr = maxk~]y or(k) and 
~(k) = max { fzz ( k ,u (k ) )  : 'u(h) <_ u(k) <_rg(k) } .  
Taking -8  < ~y _< rain{0, M'},  then 
(2)" _ OC (,4+ ~ -~  P=~T 
For the details, we refer to the paper [16]. 
Theorem 6.2 shows a nearly quadratic convergence of sequences {g(m)(k)} and {'u(~)(k)}, and 
a quadratic convergence for the sum of these two sequences. The following theorem shows that  if 
.f:. (., z) is monotone nondecreasing or monotone nonincreasing in z, then one of the two sequences 
converges quadratical ly to the solution. 
THEOREM 6.8. Let the conditions in Theorem 6.2 ho]d. Then there exists a constant p, inde- 
pendent of m, sudl that 
( ~('~0 ( k ) )2  
max ~/("~+~)(k) - E*(k) _< p \~,'ez2max - ~7*(k) , m = 1 ,2 , . . . ,  (6.9) 
kEIo N 
if A~.(k/N, .u(k)) > 0 for a11 k ~ Io ~ and u ~ (u,E}, and 
/V~Io N 'U(~'n-kl)(]~) -- l Z*(]~') < p (n lax  U~(m)(]~ 0 1z*(1¢) )2  Inax _ _  _ _  \k~Io x __ , rn = 1, 2 , . . . ,  (6.10) 
if f~:(k/N,u(k)) < 0 for all k ~ IoN and u ~ (u, iT). 
In the above theorem, the constant p is the same as it] Theorem 6.2. 
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Table 5. 
1 0.314664 0.598534 0.823685 0.968128 1.017873 
2 0.309029 0.587809 0.809051 0.951097 1.000043 
3 0.309018 0.587788 0.809020 0.951060 1.000004 
'Fable 6. 
m u(m)(2) u(m)(4) u(m)(6) u(m)(8) u(m)(10) 
1 0.248095 0.469177 0.642157 0.752009 0.789644 
2 0.307159 0.584143 0.803841 0.944827 0.993394 
3 0.309017 0.587784 0.809016 0.951055 0.999998 
Table 7. 
Picard Acceler. 
50 12 5 
100 13 5 
200 13 5 
400 13 5 
800 14 5 
6.3. Numerical Results 
Now, we give some numerical results. Consider problem (1.3) with 
f (~- ,U)= nu2- -w2s in  (~) -  nsin2 (~-~)  , 
where ~c > 0 is given constant. It can be checked that  ~(k) = ((~2 + 1) /2 ) (k /N) (1  - k /N)  is 
an upper solution and u(k) = 0 is a lower solution. Set N = 20 and n = 2. We use i terat ive 
scheme (6.1) to solve this problem and denote by u('~)(k) the m 'th value of iteration. Nmnerical  
results show that  if u(°)(k) = ~(k), then {u("*)(k)} is a monotone nonincreasing sequence (see 
Table 5), while if u(°)(k) = _u(k), then {u(m)(k)} is a monotone nondecreasing sequence (see 
Table 6). The monotonic i ty  in Tables 5 and 6 agrees with that  descr ibed by Theorem 6.1. In all 
computat ions,  we also find that  the above two sequences tend to the same limit. This coincides 
with the uniqueness result in Theorem 6.1, because the uniqueness condit ion of the solution is 
satisfied in this example. 
Next, start ing the same initial i terat ions g(0)(k) = g(k) and _u (°)(k) = _u(k), we compute the 
sequences {g(m)(k)} and {~_('~)(k)} from iterative scheme (6.1) and the following P icard i terat ive 
scheme: 
_(~27£(md-1)(/~.) + PN (~*(/C)U(md-1)(]~)) 
k ~ I i  N - l ,  U(md-1)(0) : O~, 
(M (k)~('~)(k) ' =PN * 
,u(m+l)(N ) = fl, rn = O, 1, 2 . . . . .  
where M*(k)  = max{f~(k /N ,u(k ) )  : u(k)  < u(h) < ~(k)}, k ~ I N (see Section 4). The last two 
columns of Table 7 give the number of i terations by these two iterat ive schemes for the different ~, 
where a tolerance c = 10 -6 for rnaxkcio N I~(m)(k) - u('~)(k)l is used. 
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7. THE EXTENSION TO A COUPLED PROBLEM 
Numerov's method can be extended fi'om problem (1.3) to a coupled problem. Let 
y(x) = (yl(x) . . . .  , y~(x)) T , 
f (x,z)  = ( f l (x ,z ) , . . . , fn (X ,Z) )  T ,
where yi(x) E C[0, 1] N C2(0, 1) and fi(x, z) E C[0, 1] x C(R  r~) for a l l ' /= 1 ,2 , . . . ,  n. Consider a 
two-point coupled boundary value problem 
-y" (x )  + f (x ,y)  = 0, 0 < x < 1, 
y(0) = (I), y(1) = ~, (7.1) 
where (I), • E R ~ are known vectors. Let the operators 5 and PN be given in (1.2), and define 
A 2 = diag (52,. . . ,  52), PN = d iag(PN, . . . ,PN) .  
For all k E I N , we set xk = k /N  and let u(k) = (ul(k), . . . ,u~,(k)) T : [o N ~ R ~ be the 
approximation to the true solution y(x) of coupled boundary value problem (7.1) at xk. Based 
on Numerov's formula 
1 ( 1 )  
52yi =-~ 1+ 52 yl ~, i=1 ,2  . . . .  ,n, 
Numerov's cheme for problem (7.1) is defined by 
-A2u(k )+PNf (k ,u (k ) )  =0,  kc  I1 N- l ,  
(7.2) 
u(0)  = u(N)  = 
Obviously, (7.2) is a natural extension of (1.3) from a single problem to a coupled problem. Since 
properties of a coupled problem are very different from those of a single problem, it is necessary to 
study problem (7.2). Recently, Wang and Agarwal [18] have successfully extended the monotone 
iterative method for single problem (1.3) to coupled problem (7.2), and have obtained some 
interesting results. This section is devoted to reporting these results. 
7.1. Upper-Lower Solut ions and the Existence of a Solut ion 
For convenience, the set of all functions u(k) = (Ul(k), . . . ,  'Un(k) )  T : I N ~ R n is still denoted 
by S; that is, 
$= {u(k) lu (k ) : I  N ~R'~}.  
Let u, v, and w be the vector functions in S. We say w E (u, v) if u(k) < w(k) < v(k) for all 
k E I N. Here, all inequalities involving vectors are componentwise as before. Without further 
mention, the i th  component of a vector function u C S is denoted by u i- 
To develop a monotone iterative scheme for coupled problem (7.2), we need to extend the 
definition of upper and lower solutions as follows. 
DEFINITION 7.1. Let P = (Pi4) be an n x n nonnegative matrix. A pair of vector functions 
~,u  ~ S is called a pair of coupled upper and lower solutions of (7.2) with the nonnegative 
matrix P, if 
(i) for aft i = 1, 2 , . . . ,n ,  
fi ( k ,u (k ) ) - f i  (k ,v (k ) )  < ~ P i , j (u j (k ) -v j (k ) ) ,  k~ I N, (7.3) 
j= l , j~ i  
whenever min(~(k),u(k)) < v(k) < u(k) < max(~(k),u(k)) and u~(k) = vi(k), k e ioN; 
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(ii) for all i = 1, 2 , . . . ,  n, 
--(~2~i(/~)-~PNfi(~'U(l~'))--IgN(j=l, fij¢i Pi'J(~J(k)-LlJ(]g))) ~-0' ]~E]IN-I' 
(7.4) 
__d2,Ui(l~,) @pNfii (~,U(~:))@pN ( f i  ri,j (~j(]g) _ ttj(~))) ~ 0 ' ]~ ~ f{N[-i 
\j=l,2¢i 
~(0) _> ~, _> ,(0), ~(X) > • _> _~(N). 
Evidently, if Pi,j = O, j ~ i which implies that fz is quasi-monotone onincreasing with respect 
to u in {min(~,u),max(~,u)},  i.e., for fixed k c Io N, f i (k /N ,u (k ) )  is monotone nonincreasing 
in uj(k) for all j ¢ i, then (7.4) is reduced to the simple form 
-A2~(k)÷PNf (~- ,U(h ' ) )  >0,  kE I  N- l ,  
(7.5) 
~(0) >_ • > u(0), u(X)  >_ • _> _u(X). 
There is no definitive result for the existence of a pair of coupled upper and lower solutions. 
But in practical problems, such a pair can be easily constructed. For a given constant M, we 
let J~(M) be still defined by (4.1). Then we have following comparison result. 
THEOREM 7.1. Let ~, u be a pair of coupled upper and lower solutions of problem (7.2) with 
the nonnegative matrix P = (P~,J)" In addition, there exists a matrix Q = (Q<j) such that for 
all i = 1 ,2 , . . . ,n .  
@,5(ua(k) -b( /~))_<f ,  -~,u(~) -A  )V - ' (7.6) 
j=l j=l 
k C Id v, 
whenever min(u(k),~(k)) < v(k) _< u(k) < max(_u(k),~(k)), k ~ I0 N. Set c~1 = max,0 P~ 0, 
#2 = mini,j Qi,j, er3 = max,; Pi.i, and era = mini Pi,,. 1t" 
max (H(2<d,N(2er4 + ,,er2 - 2*~erx)) < 1, 
then ~(~') >_ U(k) ~or all k ~ I2.  
The above comparison result gives an ordering relation between the coupled upper and lower 
solutions, which is of help to prove the uniqueness of a solution. Its proof is based on Lemma 4.1, 
and a property of M-matrix. For details, we refer to [18]. 
We now turn to the existence of a solution of problem (7.2). By Schauder's fixed-point theorem, 
the following result was proved in [18]. 
THEOREM 7.2. Let ~, u be a pair of coupled upper and lower solutions of (Z2) with the nonnega- 
tire matrix P - ( Pi,j ) such that ~( k ) >_ u( k ) fbr all k c ION. In addition, there exist constants ~/[~ 
sud~ that for all i = 1, 2 , . . . ,  .n, 
(~  ) (k ,v (k ) )  <l ,  f i ( ,u i (k) - r i ( Ic) )  k~Io  N, (7.7) f.i ,u(k) - f i  ~ _ 
uOmnever u(k) _< v(k) < u(k) _< ~(k) and uj(k ) = vj(k), j ~k i, k E Io N . I f  rnax.iJV'(-~[i) < 1, 
then problem (7.2) has at /east  one solution u* ~ (u,U). 
In the above theorem, we show that if (7.2) possesses a pair of coupled upper and lower 
solutions ~(k) and u(k) such that U(k) _> _u(k) for all k E [0 N, then it has at least one solution. 
This gives the existence of a solution for problem (7.2) in terms of upper and lower solutions. 
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7.2. A Monotone  I terat ive Scheme 
Theorem 7.2 also shows that the upper and lower solutions may serve as the upper bound and 
the lower bound for the solution. Now, we present a monotone iterative scheme which yields 
monotone sequences improving the bounds. Besides, under certain additional conditions, the 
monotone sequences converge to the unique solution in some sector defined by the upper and 
lower solutions. For this, only low regularity conditions are imposed on f. 
Let ~, u be a pair of coupled upper and lower solutions of (7.2) with the nonnegative matrix 
P = (Pi,j)- We consider the following iterative scheme: 
~(°)(k) = ~(k), u(°)(k) = u(k), k ~ zoN, 
i--1 
g.l'rn)(k) : ~ t~i, j (~rn)(k)- 'u~j- (rn)(k)) Jr- ~ Pij (~rn-1)(/~), - ~t~m-1)(]~)) 
j=l j=i+l 
-2-(,~) M;pN~Im) -0~ (k )+ (t) 
= pN (/~i;~}rn-1)(]~)_ fi (k,~m)(]c),. -.,-(m)Ui_l(k),~Im-1)(]~),. .., ~:n--1)(]~)] 
(7.8) 
('~) (k "~ M;  PNU_Im) ( k ) +gi 5 u_~ (k) + )1_ 2 (m) / 
{ / k  ('~)'k'~,.~,.. .. = PN ~,x~ . ,~_ i (k ) , _~ (k), .,_~2-~)(k)}_ ~,54.*u_Im-1)(k) - f,i ('~) (m-l) 
('~) )) --gi (k , i = 1 ,2 , . . . ,n ,  k E I N - l ,  
~(~)(0) = u (~)(0) = ~, ~("~)(N) = _~('~)(N) = ~, 
where 5I~ are some constants pecified later. By Lamina 4.1 (or Remark 4.2), the above iteration 
is well defined provided max~ Af(~/[/*) < 1. 
REMARK 7.1. If n = 1, the iteration (7.8) is reduced to (4.6) with M*(k) = 5~I *. 
It has been proved in [18] that iteration (7.8) possesses monotone convergence under some 
conditions. 
THEOREM 7.3. Let ~, u be a pair of coupled upper and lower solutions of (7.2) with the nonnega- 
rive matrix P = ( P~,j ) such that ~( k ) >_ u( k ) for all k E Io N. In addition, there exist constants ll/L 
such that for all i = 1, 2 , . . . ,  n, 
(k ,u (k ) ) -  fi ( k ,v (k ) )  < l~L(u~(k)-v~(k)),  k E I N, (7.9) A 
whenever u(k) <_ v(k) <_ u(k) < U(k) and vj(k) = uj(k), j ¢ i~ k E ION. It 'max.iAf(Mi) < 1, 
then sequences {U("*)(k)} and {u('~)(k)} defined by (7.8) with M* = Mi for all i = 1,2, . . .  ,n, 
converge to the limits W ( k ) and u* ( k ), respectively. Moreover, 
U(k) _~ u(rn)(k) < u(m+l)(k) _~ u*(/~) ~_ u*(~) <~ ~('m+l)(]~) ~_ ~(m)(~) _~ u(k), 
k ~ zoN. 710)  
Besides, for any solution u* of (7.2) in (u,~}, we have u* E (u*,W). 
If Pi,¢ = O, j ¢ i which implies that fi is quasi-monotone onincreasing in (u,~),  then limits u* 
and ~* in Theorem 7.3 are the maximal and minimal solutions of (7.2) in (u,~), respectively. 
Here, the maximal and minimal property of the solutions ~* and u* is in the sense that if u* 
is a solution of (7.2) in (u,~), then u* ~ (u*,W). In the general case, if the limits u* and ~* 
coincide, then their common value is the unique solution of (7.2) in (u,~). The following two 
sufficient conditions uch that u*(k) = ~*(k) for all k E ION were provided in [18]. 
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THEOREM 7.4. Assume that the hypothesis in Theorem 7.3 holds, and let ~*(k) and u*(k) be 
the limits obtained from the corresponding monotone Sequences. Besides, there exists a matrix 
Q =(Qid)  such that for a11i = 1,2, . . . ,n ,  
fi ,u (k ) - : f i  ,v(k)  >_EQi , j (u j (k ) -v j (k ) ) ,  kE Io  N, (7.11) 
j= l  
whenever u_(k) <_ v(k) < u(k) _< ~(k). Set ~/1 = maxi¢j  Pi,j and 72 = mini¢j  Qi,j. If 
m~x (H(M~) A f (~ - 2(~ - 1)~)) < 1, 
then u*(k) = ~*(k) and is the unique solution of (7.2) in (u,~}. 
THEOREM 7.5. Assume that the hypothesis in Theorem 7.4 holds. / f  max~A/(M~) < 1 and 
2(n - 1)')'1 - n?~- < 1 where 72- = min(0,72), then u*(k) =- W(k)  and is the unique solution 
of" (7.2) in (u_, ~). 
REMARK 7.2. In the determination of the monotone sequence from iteration (7.8), it is only nec- 
essary to solve an uncoupled linear two-point discrete boundary value problem in each i terat ion.  
\Ve may use any one method established in [12]. 
REMARK 7.3. The crucial point for ensuring the monotone convergence of iteration (7.8) is to 
find a pair of vector functions ~,_u c $ such that ~(k) > _u(k) for all k c /oN as well as (7.3) 
and (7.4) hold. In the final part of this section, we give an example where such a pair of ~(k)  
and u(k) can be easily constructed. 
7.3. The Rate of Convergence 
To analyze the rate of convergence of iteration (7.8), we begin with the following comparison 
result (see [18]). 
THEOREM 7.6. Let ~, u_ be a pair of coupled upper and lower solutions of problem (7.2) with 
the nonnegative matrix P = (Pi,j) sud~ that ~(k) > u(k) for all k E Io N. In addition, there exist 
constants llJi such that for all i = 1,2, . . . ,  n, 
fi ( k ,u (k ) )  - fi ( k ,v (k ) )  < 3gz(ui (k) -  vi(k)), k E I N, (7.12) 
whenever _,(k) _< v(k) _< u(k) < ~(k) and ~(k) = ~j(k), j ¢ ~, k e ION. Set ~/  = max~M~. 
Let {~('~)(k)} and {u0'~)(k)} denote the sequences from iteration (7.8) with M* - T /  for all 
i = 1,2 . . . . .  n. Also, let {~'('~)(k)} and {u'(~)(k)} denote the sequences from iteration (7.8) 
with M* = Mi for a11 i = 1, 2 , . . . ,n .  I f  maxiAf (hL)  < 1, then ali above sequences have the 
monotone convergence described in Theorem 7.3 and 
~("O(k)>~' ( '~) (k ) ,  u(m)(k)<_u'(m)(k), kC Io  N, m=0,1 ,2  . . . . .  (7.13) 
The relation (7.13) reveals that the rate of convergence of iteration (7.8) depends on the value 
of 2~f[. Based on the relation (7.13), a further est imate on the rate of convergence of iteration (7.8) 
is given in the following theorem. 
THEOREM 7.7. Assume that all conditions of Theorems 7.3 and 7.4 hold. Let {~("~)(k)} and 
{u(m)(k)} be the sequences given in Theorem 7.3, and ~*(k) and u(*)(k) be their limits, respec- 
tively. Set M = maxi Mi. Then there exists a positive diagonal matrix D = d iag(D1, . . . ,  DN-1) 
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such that tbr all k E Io N and m = O, 1,2,..., 
- - ,  . u (m)  • 
i=1 
~pnlaxiDi m \ lllax 1 i:1 ~-2~ (~}°'(A;)-'tti(k.)-* - 4- -'tt:°)(]' ") -_tt*(]~-) ) 
1 ~( __ u.i (/~) ) )  + --10 *,=0,Nmax /=1 ~I0) (~) --* 4- l!}{))(]~ ') -- '/t* (]g) , 
where 
~TI + 2(n N2- 1)71 ( /i7i \ -1 p = -n72D _A + I~-~B) BD -1 < 1. 
C)O 
In the above theorem, tlle matrix D is a positive diagonal matrix such that the matrix 
1 (n~/2 _ 2('~z -- 1)71 ) B'~ D -1 D A+~7 
/ 
is strictly diagonally dominant. Such a matrix D exists, because matrix 
1 
is an M-matr ix  under H(n72 - 2(n - 1)?~) < 1. A detailed proof of Theorem 7.7 was given 
in [18J. 
7 .4 .  Numer ica l  Resu l ts  
Now, we give an application of the above results, and present some numerical results to il lustrate 
the monotone convergence of the iterative sequences. Consider the following problem: 
-02Ul(k) + PNfl (~, u(k)) = (), 
-52u2(k) + PNf2 (~,  u(k)) = 0, 
k C Ii ~'-1, 
k E I~ ~-*, 
(:.14) 
u l (k )  = u2(k)  = 0, k = 0, N. 
where 
fl k cos (u l (k ) - -P ( - - -~) )  =N 
k 
sin (u2(k) - q ( k ) ) , 
sin ('U~I(Jg) --q (~) )  , 
and the functions p and q are assmned to be continuous in their arguments. It is cleat' dmt 
problem (7.14) is of form (7.1). To use iteration (7.8), we have to find the vector functions 
and u in $ such that U(k) > u(k) for all k E /oN and for i 1, 2. 
2 
<- E P<J (ttj(k) -v j (k ) ) ,  k C /oN, (7.15) 
j=l. a#i 
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1 
3 
5 
9 
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Table  8. 
0,029634 0.056425 0.078033 0.019925 0.038191 (I.053290 
0.008687 0.016824 0.023859 0.008123 0.015746 0.022367 
0.007696 0.014930, 0.021235 0.007672 0.014885 0.021173 
0.007654 0.014849 0.021123 0.007654 0.014849 0.021123 
Table 9. 
IN 
1 
3 
5 
9 
0.017180 0.032378 -0.043975 -0.007151 -0.013410 0.018018 
0.006574 0 .012782 0 .018253 0.007141 0.013869 0.019763 
0.007611 0.014767 0.021008 0 .007634 0.014811 0.021071 
0.007653 0.014849 0 .021122 0.007654 0 .014849 0.021122 
whenever u@') < v(#:) < u(]g) < ~(/c) and ~zi(~' ) = t,i(/g), ~: E Id "7, and 
_> 0, k c I i  v-~, 
< 0, /v C Ii N - l ,  
(7.16) 
~(o) > o > u_(o), ~(N) > o > ._(N), 
where P (P~j) is a nonnegative matrix. \Ve take 
P1,2 = P'2,1 = 1 
and set g,(k) = -A~(k) = l~'(N - k ) /N  2, i - 1,2. By an elementary calculation, we find that  the 
pair of g and u are sohltions of the above inequalities (7.15) and (7.16). Moreover, for i = 1, 2, 
y~ ~,u(k)  -,fs ,v(k) < <(/,) -<(k:), k E I 2, 
whenever u(k) < v(k) < u(k) < ~(k) and u j (k )  - uj(k), j ¢ i, k ~ I~ ~. Since all the assumptions 
of Theorem 7.3 are satisfied, we have a monotone iterative procedure of the for m (7.8). In 
a(ldition, 
2 
(k  u (k ) ) - f , (k ,v (k ) )>-E( 'u j (k ) - ' c j ( l~) )  k~I6  ~v, i=1 ,2 .  .t; )V . . . . .  
j= l  
whenever u(k) _< v(k) < u(k) < ~(k), k ~ I( N. Thus, Theoren~ 7.4 may be applied. 
In pra.ctical c.omI)utations, we specify this example with p(k /N)  = q(k /N)  = 1, k e 11N-1 , and 
N 20. We take :~I;* = 1, i = 1,2, in iteration (7.8) and denote by {~('~)(k)} and {u("0(k)} 
the m 'th vahle of iteration. Numerical results show that {~('~0(k)} is a monotone nonincreasing 
sequence (see Table 8), while {u( '0 (k)} is a monotone nondecreasing sequence (see Table 9). The 
monotonicity in Tables 8 and 9 agrees with the one described by Theorem 7.3. We. also find that 
the above two sequences tend to the same limit, and so it is the unique solution of (7.14) in the 
sector (_u,g}. This coincides with the uniqueness result in Theorem 7.4, because the uniqueness 
condit.ion of the solution is satisfied in this example. 
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8. THE EXTENSION TO A GENERAL PROBLEM 
Recently, Guo and Wang have extended Numerov's method from problem (1.3) to a general 
problem. Let or(x) E CI[0, 1] and f(x, z) E C[0, 1] x CI(R). For simplicity, also let 2'(x) - dv(~) 
dx ' 
and ly(x) = -(¢(x)y'(x))'.  We consider the following nonlinear two-point boundary problem, 
i.e., finding y E C[0, 1] rl C9(0, 1) such that 
12(x) + f(x,y(x)) = O, 0 < x < 1, 
y(0) = dr, y(1) = ft. (8.1) 
Assume that there exist positive constants dr and g such that ~ < or(x) _< g for all 0 _< x < 1, 
and that I~'(x)l is bounded in [0, 1]. It is clear that problem (8.1) is reduced to problem (1.1) 
when ¢(x) - 1. As was pointed out by Rabinowitz (see [38]), it is not difficult to give the 
existence and uniqueness of a solution of problem (8.1) under some conditions. However, it is 
often difficult to achieve analytical solution. To remedy this drawback, we find an approximation 
solution of problem (8.1) by employing numerical methods. In [19], Guo and Wang developed a
fourth-order numerical method for problem (8.1), which is the extension of Numerov's method 
for problem (1.1). 
Let ION and I1N-1 be the same as before. For all k E Io N, we set xk = h'/N, and 
Ek = Jk+1 ~ or(t) 4-----T--- + T J dt 
1~ 1 ( ( t -~)  2 ( t -~)a~ + '¢ ~_1 ~(t) 5~ g,j j dr, 
F"I( fzx ' 1 ( (t- zk) a ) 
Fk=Jk+l  ~(t) t - -xk  3/~ ] d t+J£  ~(t) xk - t+ 5t7 dt, 
,] x~:  k -- 1 
F':+* 1 ((t - .~) ' (t-;~)~) 
ok=&+1 ~(t) ~# + ~  dt 
dX k 
~7~1 1( ( t -Xk)  2 ( t -xk )a )dt ,  
+& ~(t) - ~# 6h: ' 
where 
Jk = or(t) dt 
k- -1  
Let h = 1/N. For the function u(k): ION , R, we define 
lhU(Xk) = --Jku(Xk-1) -t- (Jk q-,Jk+l)U(Xk) -- Jk+lU(Xk+l), 
Phu(Zk) = EkU(Zk-1) + Fk~(Zk) + akU(Xk+l), 
l<k<N-1 .  
Let u(k) be the approximation to the true solution y(x) of problem (8.1) at x = xk. The following 
approximation to problem (8.1) was established in [19]: 
) IN-1 lhu(k) + Phi JY'u(k) = O, k E 1 , 
~(o) = ~, ~(g) = a. 
(8.2) 
It is easy to see that (8.2) is reduced to Numerov's cheme (1.3) when a(x) -= 1. Moreover, 
it has been proved in [19] that the approximation scheme (8.2) has also fourth-order accuracy 
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under some conditions. Thus, (8.2) can be viewed as the extension of Numerov's method from 
problem (1.1) to the general problem (8.1). 
By employing monotone iterative methods, Guo and Wang [19] gave the existence and unique- 
ness of a solution and a computational gorithm for problem (8.2). 
Let $ and (u,v) be the same as in Section 4. A function g E S is called an upper solution 
of (8.2) if 
Ihg(k) + P,~f (~ g(k))  > 0, k c I N-1 
' - ' (8.3) 
~(0)  >_ ~, ~(N)  > 9. 
Similarly, a function _u E $ is called a lower solution of (8.2), if it satisfies all the reversed 
inequalities in (8.3). Under certain conditions, upper and lower solutions of problem (8.2) exist 
(see [19]). Moreover, they can be easily constructed in practical problems. 
To give the existence-uniqueness of a solution and a computational gorithm for problem (8.2), 
the following iteration was considered in [19]: 
lhU(m)(k) + M*Phu(m)(k) = M*Phu(m-1)(k) - Phf (~ ,u(m-1) (k ) )  , 
~(m)(o)  = ~, u (m) (N)  = 9,  ,,,~ = 1 ,2 , . . . ,  
k E I1 N- l ,  
(8.4) 
where M* is a constant specified later. The above iteration is well defined for sufficiently small h 
(or sufficiently large N) (see [19]). 
THEOREM 8.1. Let ~, Lt be a pair of upper and lower solutions of problem (8.2) such that 
'Ti(k) > 'u(k) for all k c IoN. Moreover, there exists a constant M such that 
, ~(k )  <_ 37,  
for all k E Io N and u c $. Then for sufficiently small h (or sufficiently large N), two se- 
quences {g('~)(k)} and {u_(m)(k)} defined by iteration (8.4) with M* >_ max(M, 0) and the initial 
iterations g(°)(k) = g(k) and __u(°)(k) = ~(k), converge monotonically to the solution g*(k) 
and Lz*(k) of problem (8.2), respectively. Besides, tbr all m > O, 
~(]C) ~ u_(rn)(k) < '/t(rn÷l)(k) ~_ ~*(~) _~ "~'*(]~) _~ ~-(m+l)(~) ~ ~(m)(k) _~ ~(k), k E [o N , (8.5) 
and for any one solution u* of (8.2) in (__u,~}, we have u* c (A*,g*). If, in addition, there exists 
a constant M such that 
min {-K, -8K3 0f 
for all k E I N and u c $, then ~*(k) ~- u_*(k) and is the unique solution of problem (8.2) in 
(~_,~t. 
Theorem 8.1 shows that if problem (8.2) possesses an upper solution ~(k) and a lower so- 
lution _u(k) such that ~(k) _> u_(k) for all k E I0 N, then it has at least one solution under the 
conditions of the theorem. Meanwhile it also gives a iterative method for computing a solution 
of problem (8.2). 
For the existence and uniqueness of a solution for problem (8.2), Guo and Wang [19] also gave 
another esult without any knowledge of upper and lower solutions. 
Numerov's Method 591 
m 
THEOREM 8.2. It" there exist two constants 3i  and l~I such that 
nfin ~-or, -~2-  < _51 < (x, z) _< 3-f, 
for all (x, z) E [0, 11 x R, then for sufficiently small h, problem (8.2) has only one solution. 
The proofs of the above two theorems are quite technically complicated, because it is needed 
to estimate the upper bound of h. Indeed, an explicit upper bound of h was given in the proof 
of the theorem (see [19]). 
Problem (8.2) can also be extended to a coupled problem. Guo and Wang discussed such an 
extension in detail (see [20-22]). In particular, the existence and uniqueness of a solution and 
a monotone iteration for computing a solution for the resulting problem were given. Since the 
presentation of these results are indeed complicated, we do not intend to include them in this 
paper. For the details, we refer to the papers [20 22]. 
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