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Introduction
Structural assessment comprises all activities required to evaluate the condition of structures for future use, in particular, regarding safety. During structural assessment of existing structures a wide range of sources of uncertainty can be identified. In order to consider them, reliability algorithms are commonly used. Structural safety is quantified through the reliability index, or the probability of failure, obtained from the comparison of resistance and effect of loads probability density functions (PDFs) [1] [2] [3] .
Several authors have used probabilistic-based safety assessment procedures to assess existing structures, having
shown that the conclusions can be dramatically different from those obtained using existing codes [4] [5] [6] [7] [8] [9] [10] . More recently, Bayesian inference was introduced to improve the quality of probabilistic models for both resistance and effect of loads, using data collected from the structure under analysis [11, 12] .
The use of nonlinear finite element analysis (NL FEA) methods in structural assessment procedures, although computational costly, enables a more realistic estimation of the structural response, both in service and ultimate limit states. Bergmeister et al. [13] introduced a probabilistic-based safety assessment concept for reinforced concrete structures that integrates NL FEA software with reliability-based algorithms.
For existing structures, the available information regarding used materials (e.g. class of concrete or steel) and geometry is always scarce. Moreover, the retrieval of samples for laboratory tests is often restricted. As a result, the applicability of Bayesian updating directly considering material and geometric properties has limited applicability. Therefore, some authors used model identification techniques to estimate structural parameters based on performance measures. A review of these procedures is provided in [14] . Accordingly, Novák et al.
[15] developed a complex methodology for structural assessment of existing structures, which combines structural analysis and reliability algorithms with new modules for model identification.
In this paper, a novel framework for probabilistic-based structural assessment of existing structures is presented.
This framework combines some of structural assessment techniques above outlined with a new methodology to identify optimal solutions, based on an evolutionary algorithm and a hybrid decision-making procedure, and a Bayesian inference tool, providing the objective treatment of uncertainties. In the first step, model parameters, in particular material (e.g. steel yield stress, concrete strength), geometric and mechanic properties are estimated considering a minimization procedure between observed performance and performance predicted using a non-3 linear finite element model (NL FEM). A convergence criterion is defined considering the expected accuracy of experimental and numerical data. The minimization procedure yields a set of near optimal solutions, from which the best model is selected considering the probability of each solution occurring based on previous knowledge. If deemed adequate, an expert judgment can be employed within this selection procedure. Once selected, the deterministic model is converted into a probabilistic model by considering randomness in model parameters, through the adoption of appropriate PDFs. Bayesian inference is then used to update each model parameter with new acquired data from material and geometric properties. This way, the statistical uncertainty is explicitly considered. Structural safety is respectively assessed in a continuous basis through this framework.
This framework can be classified, according to SAMCO report [16] , as a level 5 assessment class (model-based assessment of existing structures), once it combines probabilistic simulation methods, with a stochastic NL FEM and data from testing and measurement of material properties and dimensions. Although this methodology can be applied to new structures, its application aims at better characterizing existing structures for which limited information exists. The effectiveness of both model identification and reliability assessment procedure, with an integrated Bayesian inference approach, is supported in the reliability of such data. Accordingly, the developed framework, which addresses different sources of uncertainties, is tested and validated with a set of reinforced concrete beams, which were loaded up to failure in laboratory. This controlled experiment is crucial since, unlike real structures, destructive tests can be extensively employed to evaluate the accuracy of the prediction.
Probabilistic-based structural assessment
The proposed probabilistic-based structural assessment methodology can be divided in two main steps, Figure 1 .
In the first step a deterministic analysis is used to estimate the most important model parameters, based on the combination of numerical methods and experimental data. This procedure, denoted as model identification, searches for expected values of material, geometric and mechanic structural properties. This data is then used to define the probabilistic distributions of structural parameters, used in the reliability assessment of the structure.
The main objective of model identification procedure is to obtain the most likely values of model parameters, consistent with observed structural performance. Within this procedure, numerical results are fitted to collected data from real structure, by adjusting model parameter values. This procedure is accomplished by using an optimization algorithm, with the objective of minimizing the difference between obtained numerical results and measured data, expressed by a fitness function. The optimization procedure stops when the improvement in this 4 function is equal or lower than a threshold value. The main result of this procedure is a structural model that can, with acceptable accuracy, predict the structure performance.
The aim of reliability assessment of the structure is to evaluate its condition for future use, considering randomness in model parameters. In order to do that, a prior distribution is assigned to each model parameter.
This distribution may be then updated through a Bayesian inference procedure, with complementary data obtained by visual inspection, non-destructive tests or permanent monitoring systems. A posterior distribution is respectively computed, being obtained an updated performance indicator for the structure under evaluation.
The main drawback of this methodology is its computational cost. In order to surpass this, an initial sensitivity analysis is recommended. The main objective of this analysis is to identify the parameters with a higher impact on the overall structural behavior. This analysis consists in evaluating the fitness function variation with each input parameter. An importance measure, b k , is obtained for each parameter, expression (1),
with ∆y k the variation in structural response due to a deviation of ∆x k in input parameter mean value x m , y m the average response, n the number of generated parameters and CV the parameter coefficient of variation.
Model identification
In a first step, and according to Figure 1 , model identification is performed to obtain an updated deterministic numerical model. During this procedure, model parameters are obtained from an automatic adjustment process to measured data ( Figure 2 ). In the model identification procedure, unknown variables were taken as uncorrelated.
For each set of values of the different parameters (e.g. steel yield stress, concrete compressive strength), a NL FEM is defined and the obtained results ( 
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where n is the number of evaluated points from the real structure. It is important to point out that this function is normalized and so, it can be used with different transducers, measuring different parameters, placed in different sections of the structure in evaluation.
The adjustment procedure consists in minimizing the distance between measured and numerical data, given by fitness function (2) . A wide range of optimization numerical methods can be used to solve this problem. On one hand, gradient based methods are usually less computationally expensive, but less robust, frequently converging to local minima. On the other hand, non-gradient methods, in particular, population-based meta-heuristic methods tend to be significantly more robust, increasing the probability of finding global minima and avoiding the need to compute gradients. However, they are usually very computationally demanding. Herein, a population-based method, described in [17] and denoted as evolutionary strategies -plus version, was used. To further enhance the robustness of the method, the algorithm was run multiple times, using different initial randomly generated populations to avoid falling into local minima.
According to Figure 2 , the fitness function convergence criterion, given by equation (3), may be used as an optimization algorithm stopping criterion,
with f the minimum fitness function value from a population of models for generation i and i + n, and n the defined gap between these two generations. If the difference between these two values is less than or equal to a pre-specified threshold value, ε, the algorithm stops, and all solutions repeating the criterion considered as potential optimum. If this difference is higher than the threshold, then the algorithm continues for further iterations.
In order to limit the probability of over fitting, optimization is conducted, not to find the best solution, but a group of solutions associated with a fitness under a given threshold. In fact, when using such a model identification procedure, two sources of errors must be considered: experimental and numerical errors [18] [19] [20] [21] .
Consequently, it is assumed that when computing the difference between numerical and experimental data, according to fitness function (2), results associated with a fitness below the expected amplitude of errors are considered as optimal, Figure 3b . The threshold value, ε, is then computed through the law of propagation of uncertainty [22] , combining both measurement and modeling errors [14] .
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A population of models that respect the convergence criterion is selected through this procedure. These models are then analyzed by a hybrid process, based in the probability of occurrence of each model and, potentially, expert judgment is used to select the most likely result. The most likely model (i.e., the model with highest probability of occurrence) is used in the following steps.
Errors
Errors play a major role in model identification. They may arise from many sources, being the most significant the measurement and modeling errors. Model identification is always limited by the combination of these two sources of errors [18] [19] [20] [21] . Accordingly, numerical models are updated until a certain limit (threshold value), obtained through the contribution of these two components, is attained. Modeling error, u num , corresponds to the difference between the response of a given model and that of an ideal model which accurately represents the structural behavior. It is possible to divide this error in three main components, Figure 4 [18, 19, 26] : (a) u 1 , discrepancy between the behavior of a mathematical model and that from the real structure; (b) u 2 , numerical error in solving the partial differential equations (e.g. finite element method, mesh discretization); and (c) u 3 , inaccurate assumptions made during simulation (e.g. boundary condition such as support characteristics, applied load steps). Component u 1 is extremely difficult to quantify, as it is problem dependent and it can be minimized through modeling expertise. Ravindram et al. [19] proposes to consider this component as null when an ideal situation is assumed.
The component errors u 2 and u 3 can be computed by comparing obtained results from numerical model, used in model identification procedure, with a reference model which presents a more refined mesh and a higher number of load steps [20] . This comparison is established through equation (4),
where y num0 is the reference model value, y num1 is the obtained value from numerical model, used in model identification, and n the number of comparing points.
Convergence criterion
Different fitness function convergence criteria can be used in model identification. Robert-Nicoud et al. [18] proposes a procedure which considers as candidate models those that present a fitness function value lower than a pre-specified threshold. Considering y as the real value of a measurable quantity, y exp the measured value and y num the numerical value (Figure 3b ), the following relationship can be defined, expression (5),
Model identification procedure aims to minimize the absolute value of the difference between y num and y exp , known as residual, q. Considering expression (5), and considering that both u num and u exp might be positive or negative, the residual is given by equation (6),
The proposed convergence criterion by Robert-Nicoud et al. [18] may be reduced to expression (7),
where f(q) is the computed residual and u the global uncertainty.
The convergence criterion, given by equation (3), defines that the improvement in fitness function value, Δf, from two models separated of a pre-specified gap, n, should be lower than or equal to a threshold value, ε.
Accordingly, considering the methodology proposed by Robert-Nicoud et al. [18] , the convergence criterion may be reduced to expression (8) ,
with f i and f i+n , and u i and u i+n , respectively, the fitness function value and the global uncertainty, computed for generation i and i+n.
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In order to compute the global uncertainty, u, it is necessary to combine both measurement and modeling errors through the law of propagation of uncertainty [22] . If errors are assumed independent, the global uncertainty is given by expression (9),
where u(x i ) is the uncertainty associated with error source, x i , and ∂f/∂x i the partial derivative of the fitness function in order to each error source, x i . The partial derivative evaluates the sensitivity of the fitness function with relation to each source of error, and higher values represent a strong contribution in the global uncertainty.
The fitness function, given by expression (2), is composed by two terms, respectively, a numerical and an experimental. The partial derivative, in relation to each term, can be obtained as ∂f/∂y num = ∂f/∂y exp = 1/max(y exp ).
In order to determine the global uncertainty value, it will be necessary to separately compute the measurement and modeling error.
According to expression (8), the threshold value, ε, is computed by taking into consideration the sum of global uncertainties from two generations, u i and u i+n , as a superior limit. These uncertainties are computed through expression (9) . In this situation, the partial derivatives ∂∆f/∂u i+n and ∂∆f/∂u i are unitary. Once the threshold value is computed, it is used for: (i) defining potential solutions; and (ii) establish the optimization algorithm convergence criteria.
Selecting of optimal solution
Global optimization algorithms, such as evolutionary strategies [17] , result in a population of optimal results.
Due to the random nature of these algorithms, it is common to run the same algorithm several times, with randomly generated starting points, as to limit the probability of underperforming results and avoid falling into local minima.
From this near optimal population, the best result is taken as that with higher probability of occurrence, eventually followed by an expert judgment. Such algorithm is based on the assumption that material, geometric and mechanic properties tend to be close to the initial estimation, unless some exceptional situation is detected.
Reliability assessment
In a second step, and according to Figure 1 , the reliability of the structure is assessed, in order to evaluate, from a probabilistic point of view, its safety level. The updated numerical model from model identification procedure, is converted into a probabilistic model by introducing randomness in its model parameters.
The probabilistic models for the properties of most structural materials, including concrete and steel, and for geometry of common elements (e.g. section dimensions and concrete cover) can be found in the literature [3, 4, 27] . The correlation between these parameters is established by proper coefficients, also given in bibliography [3, 4, 27] .
A sampling procedure is thus incorporated to randomly generate the model parameter values [1, 2] . Accordingly, an open source Latin Hypercube Sampling (LHS) [28] [29] [30] toolbox is used in the present work. There are some algorithms, such as the well-known Iman and Conover [31] or the more advanced Simulated Annealing [32] that might be used in sampling to consider the correlation between parameters. In this case, Iman and Conover algorithm was used since it was already incorporated in the LHS toolbox.
Then, for each set of generated values, the updated numerical model is analyzed with a NL FEA software, being the obtained results statistically processed. In order to assess the structure behavior, its resistance is compared with the effect of loads. A reliability index, necessary to quantify the structural safety, is then computed.
Bayesian inference
Bayesian methods can be used to incorporate external information into data analysis process, with the aim of reducing the statistical uncertainty [11, 12, 14] . This process starts with a given distribution, designated as prior, whose parameters may be chosen or estimated based on bibliography, experience or from experimental data. As more data is collected, Bayesian analysis is used to update the prior distribution into a posterior distribution. The
Bayes theorem, which weights the prior information with evidence provided by new data, is the basic tool for the updating procedure.
Within the Bayesian approach, the choice of a prior distribution is considered as an extremely important step.
The use of a non-informative prior is often useful when no prior information exists, but it is always necessary to check if the obtained posterior distribution is proper [30] . A common non-informative prior is the Jeffrey's prior.
Although it is verified that traditional non-informative priors are improper, in most situations, computed posterior distributions are proper. When there is any information regarding the interest parameter, an informative 10 prior may be used instead. This prior is not dominated by the likelihood and has an impact on the posterior distribution.
Conjugacy corresponds to the property of a posterior distribution to follow the same parametric form of a prior distribution [30] . The use of conjugate families is convenient from a mathematical point of view, once the posterior distribution presents a known parametric form. In this case, obtained results are easy to understand and can be often represented in its analytical form. However, a more realistic prior may be used if there is information that contradicts the conjugate family.
The Bayesian inference procedure involves passing from a prior to a posterior distribution using the likelihood data function. Considering a Normal likelihood has the advantage of either conjugate or non-informative priors resulting in proper posteriors [30] . Within the Bayesian approach, interest parameters are assumed to follow certain probability distributions. Such distributions are defined by one or more unknown statistical parameters.
These parameters are also considered to have given distributions. They are further updated given the data and will be respectively used to infer each interest parameter.
The aim of a Bayesian inference analysis is to obtain the posterior distribution. In several situations, it is enough to obtain point estimates that summarize the overall information (e.g. mean and variance parameters).
Sometimes, this can be performed by using analytical closed form solutions, especially if prior distributions are properly chosen. One other alternative is to infer it from simulated distributions. According to Figure 1 , a Bayesian inference algorithm is thus incorporated in the reliability assessment procedure [14] .
Reliability analysis
Once the PDF of all variables is known and updated based on the experimental data, the simulation algorithm is used to generate values for those variables, compute the structural response and to evaluate each limit function [1, 2] . From all these algorithms, the stratified sampling procedures, in particular the LHS, was commonly used due to its lower computational cost [4, 28, 29] . Accordingly, a LHS toolbox with an incorporated Iman and
Conover [31] algorithm, is respectively used for generating the correlated random variables.
Structural safety is quantified through the comparison of resistance, R, and effect of loads, S, PDF [3] . In this situation, if R and S are independent random variables, the limit function g(X) is given by
Accordingly, the failure probability, p f , is expressed through equation (10),
The corresponding reliability index, β, is given by expression (11),
being Φ -1 the inverse cumulative distribution function for a standard Normal PDF. The safety assessment procedure consists in a comparison between the computed and a target reliability index, β target , given in codes or bibliography [3, 33] .
3.
Reinforced concrete beams
Experimental tests
Two reinforced concrete beams were tested, in laboratory, up to failure. 
Numerical analysis
The tested reinforced concrete beams were modelled using a NL FEM in ATENA ® [35] . Concrete and steel are modeled according to stress-strain laws given in Figure 5 [34, 35] . The stress-strain law considered for concrete is defined by the elasticity modulus, E c , the compressive strain at compressive strength, ε c , the compressive strength, f c , the tensile strength, f t , the critical displacement, w d , and the fracture energy, G f . The stress-strain law for reinforcing steel is described by the elasticity modulus, E s , the yield strength, σ y , the limit strain, ε lim , and the ultimate strength, σ u . Reinforcing steel is considered to be fully embedded in concrete. Vertical springs were considered at fixed support to simulate the concrete accommodation.
When performing several analysis of the same numerical model, as in probabilistic-based structural assessment, the computational cost issue becomes very important. In order to overcome it, the developed numerical model was simplified. Therefore, both finite element and load step numbers were optimized considering the model performance. 
Sensitivity analysis
Once the numerical model is developed, a sensitivity analysis was carried out to define the most important model parameters, and consequently reduce the computational cost. If the importance measure, see equation (1), is higher than 10%, b k,lim , the parameter will be considered as critical. This analysis was carried for both service load and failure load scenarios.
For service loads, see Figure 7a , the most significant parameters are: concrete elasticity modulus, tensile strength, and fracture energy, inferior longitudinal reinforcing steel elasticity modulus and area, and beam width and height. Considering the analysis up to failure load (Figure 7b ), it is verified that the concrete compressive strength, the inferior reinforcing steel yield strength and the inferior concrete cover are also significant.
Two further parameters, spring stiffness at fixed support, k, and load step in which the fixed support starts to work, were also considered in model identification. These parameters, although not considered in the sensitivity analysis, have a strong impact on the structural response. Accordingly, 9 and 12 parameters will be respectively considered in the analysis until service and failure loads.
Model identification
Once the numerical model and critical parameters are obtained, the following step consists in the application of the model identification procedure. The fitness function, equation (2), is the quadratic sum of two independent 13 components, i.e., experimental and numerical applied load, F, and roller support reaction, R, respectively, for each registered middle span displacement, δ, and bending moment at fixed support, M. A global optimization algorithm is then used to minimize this value.
An evolutionary strategies optimization algorithm in its plus version was used [17] . A parent population, μ, and a parent for recombination, ρ, of 10 individuals, as well as an offspring population, λ, of 50 individuals are used.
This algorithm stops as the fitness function convergence criterion or the maximum generation's number (1000) is attained. The generation gap, n, used for the fitness function criterion, equation (3), is established as 10% of the maximum generation's number. Therefore, the improvement on fitness value is evaluated from a gap of 100
generations. Once the algorithm stops, a population, constituted by different individuals, is obtained.
In case the convergence criterion is attained for any model, the process stops and the model is selected.
Accordingly, if in the final population there are other models which accomplish this criterion, these models will be also extracted to a pool of models. In order to avoid falling into local minima, this algorithm is processed with different, randomly generated, starting points. Then, the best model selection is supported in a hybrid procedure which consists in evaluating the probability of each solution occurring based on previous knowledge followed by an expert judgment process. Those models for which the assessed parameter values are far from the initial ones, are placed in the lower part of the ranking. However, this does not mean that they are not chosen once the final decision can be made by the expert, who selects the model that provides more confidence.
Convergence criterion
In order to compute the threshold value, ε, for the fitness function convergence criterion, equation (3), it is first necessary to identify and quantify the different sources of errors (Table 1) . When computing this value, the two independent components i of the fitness function, equation (2), δ-F and M-R, are considered.
The following step consists in computing both experimental and numerical errors, for each fitness function component, through the law of propagation of uncertainty [22] . The standard error is calculated considering that a uniform PDF (type B) is respectively assigned to each source of error j [22] , obtained from Table 1 . The partial derivative of the experimental and numerical results with respect to each standard error is unitary. Tables 2 and 3 show the experimental and numerical error computation for the analysis until failure load.
14 Once the experimental and numerical errors are obtained, it will be possible to compute the fitness function uncertainty for each component i. In order to obtain this value, it is necessary to calculate the fitness function partial derivative in relation to the experimental and numerical results, by using expression (2) . These values vary with the tested beam k, as they are proportional to maximum applied load and measured reaction. The law of propagation of uncertainty is then used to compute the fitness function uncertainty [22] . Table 4 present the fitness function uncertainty calculation for each tested beam.
The uncertainty in the fitness function improvement value and the corresponding threshold value computation is shown in Table 5 . The fitness function criterion establishes that its improvement should be less than or equal to the computed threshold value. The threshold value for the analysis in service phase is obtained in a similar way, 
The threshold value can be understood as the model identification procedure precision. Accordingly, it is not meaningful to improve the fitness function to a value that is smaller than the precision.
Results
Obtained model identification results are given in Table 6 . These results show that concrete and steel presents a lower strength than that initially predicted. However, a higher steel area is also obtained, balancing the  y * A s value used in NL FEA software [35] . Regarding geometric parameters, obtained value for concrete cover is close to that initially predicted, while lower values were identified for the beam dimensions.
In Figure 8a , the applied load is plotted against the middle span displacement, and in Figure 8b the reaction at roller support is plotted against the bending moment at fixed support. From the analysis it is possible to conclude that the results from model identification until failure load are those that best fit the experimental curve. region. This is due to a higher number of critical parameters as well as of used points to compute the fitness 15 function in this latter situation. However, for both situations, the developed procedure provided a considerable improvement in the performance estimates. phase. These results show that the analysis until failure load allows a significantly better prediction of the beam strength, as when applying the methodology in service phase, the model identification is performed for this region, being not possible to guarantee the curve fitting for failure region.
Reliability assessment
Once an updated numerical model is obtained from model identification, the next step consists in computing the resistance probability distribution of the assessed beam. During this analysis, both material (concrete and steel) and geometric properties (section dimensions and concrete cover) are considered as random variables [36, 37] .
The mean value of all parameters is taken as the result of model identification, while distributions and coefficient of variation are defined based on bibliography [3, 4, 27] , as presented in Table 9 .
When complementary data is available, a Bayesian inference [12, 30] approach can be used to improve the reliability assessment procedure. The updating process uses data collected from material (concrete and steel) and geometric (concrete cover) tests [14] . An informative and a non-informative (Jeffrey's) prior were used in the Bayesian inference procedure with the aim of computing the posterior distribution. Of these two, the approach leading to a lower standard deviation of the posterior distribution will be used.
In this case, an Iman and Conover algorithm [31] is integrated in the LHS toolbox to generate samples of the correlated random variables [28, 29] . Used correlation values (Table 10) are obtained from bibliography [3, 4, 27] . A set of failure load values, F R , are obtained from probabilistic analysis. These values are then statistically processed, and a PDF is fitted to the resistance samples. From this analysis it is verified that the Normal PDF presents an accurate fitting for all phases of the analysis.
Characterization tests
Complementary tests were developed at laboratory in order to characterize used concrete and steel as well as to control the concrete cover, as to provide means to quantify the accuracy of the proposed methodology. Obtained 16 results are given at Table 6 . They confirm the lower concrete quality and the closeness of the concrete cover to the initial value. However, it is verified that the longitudinal reinforcing steel quality is higher than the expected.
In fact, in terms of structural performance, the key parameter is  y * A s , and the optimization algorithm provides several combinations of  y and A s which gives very good results, being very difficult to distinguish between them and thus to identify the optimal combination.
Bayesian inference
The new information regarding material and geometric parameters collected through testing can be also used for model updating. In this situation, Bayesian inference is applied to update each model parameter distribution and consequently reduce the statistical uncertainty [12, 14, 30] . Regarding prior distributions, both Jeffrey's and conjugate priors were considered in this analysis. Used Bayesian inference methodology is exemplified here with an application to concrete compressive strength, for the case when both mean and variance are unknown.
In this situation, the following joint Jeffrey's improper prior is used, expression (13),
Using Bayes theorem [30] , the posterior distribution given all observations x i , is given by expression (14),
where S = Σ(x i -̅ ) 2 and n the number of samples (in this case n = 5). It is possible to conclude that the posterior distribution of μ conditional on σ 2 is given by a Normal PDF with mean ̅ (in this case equal to 30.79, Table 6) and variance σ 2 /n, equation (15), (15) and (16), or by analytical solutions [30] .
In this case, the natural conjugate prior has the following form, equation (17),
where n 0 is the initial sample size (in this case, the same weight is given to prior and likelihood data, with n 0 = 5), S 0 = Σ(x i -̅ ) 2 is the prior value for S, obtained from the prior standard deviation σ 0 (equals to 3.30), and μ 0 the prior mean value (equals to 33.00, Table 6 ). The prior is thus a Normal-Gamma PDF or, in other words, the product of an inverted Gamma PDF, with argument σ 2 , and  0 ( 0 = n 0 -1) degrees of freedom, by a Normal PDF with argument μ, being the variance proportional to σ 2 . The prior distribution of μ conditional on σ 2 is thus a Normal PDF with prior mean μ 0 and variance σ 2 /n 0 (σ(μ 0 ) 2 ), expression (18),
being the prior distribution of 1/σ 2 a Gamma PDF with parameters  0 /2 and S 0 /2, equation (19),
The posterior distribution of μ conditional on σ 2 is a Normal PDF with mean μ 1 and variance σ 2 /n 1 (σ (μ 1 ) 2 ), with n 1 = n 0 +n the total samples size, expression (20),
Being the marginal posterior distribution of 1/σ 2 a Gamma PDF, equation (21),
with  1 =  0 +n the posterior degrees of freedom. The posterior value for S 1 is thus obtained from expression (22),
Accordingly, the posterior sum of squares, S 1 , combines the prior, S 0 , and the sample sums, s 2 , with the additional uncertainty given by the difference between the sample and the prior mean. It is possible to conclude that µ and σ 2 are dependent once σ 2 appears in conditional distribution µ|σ 2 . Therefore, the parameter distribution values can be obtained either by simulation, through expressions (20) and (21), or by analytical solutions [30] . Table 11 and Figure 9 , respectively, present the posterior distributions parameter values and plot, obtained from the Bayesian inference analysis.
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In this case, as the Jeffrey's prior gives a lower standard deviation value for concrete compressive strength (1.38<3.03), this distribution will be used in the reliability analysis. Table 9 presents the mean and standard deviation value for all model parameters, considering a Normal PDF [3] . The results from Bayesian inference analysis are respectively provided between brackets [14, 36] . In this case, when sampling, the correlation coefficients provided in Table 10 are used.
In this situation, both materials (concrete and steel) and geometric (concrete cover) parameters were updated with data collected from characterization tests. In respect to concrete, the posterior mean values are close to the prior ones, with exception of the concrete fracture energy. The Bayesian inference diminished the standard deviation value for concrete compressive strength and tensile strength. In respect to reinforcing steel elasticity modulus and yield strength, obtained mean values are close to prior ones. Regarding the inferior concrete cover obtained mean value increased with Bayesian inference.
Results
In this case, a set of failure load values, F R , is obtained from LHS sampling. A curve fitting procedure is then developed in order to determine the most suitable PDF. According to this process, the Normal type is considered to be the PDF that better represents the obtained results.
Obtained parameter values are given in Table 12 . From the analysis of these results, it is possible to conclude 
Safety assessment of an existing reinforced concrete beam
The proposed framework is now applied in a simple example of safety assessment. An existing reinforced concrete beam, with the same characteristics of previous assessed beam and located in a residential building floor is considered. This beam is subjected to a loading that presents the same configuration as that from laboratory test, Figure 6a . According to EN 1991-1-1 [38] , and for residential areas (category A), each of the two imposed loads, Q k , is defined by a Gumbel PDF, being the characteristic value set to the 95 th percentile for a reference period of 50 years. The imposed load magnitude is 3.00 kN, with a CV of 35%, corresponding to a mean value of 1.80 kN and a standard deviation of 0.63 kN [39] .
This load is then compared to the failure load, F R , computed in section 3.4.3 and shown in Table 12 . The resistance and load curve are then compared through the limit state function, Z, which is defined through equation (23),
where F S is the applied load.
The probability of failure is computed by sampling this equation using LHS resulting in the values shown in Table 13 for all phases described in Table 12 .
Through the analysis of Table 13 (normal cost of safety measure), according to JCSS [3] . Therefore, a target reliability index, β target , of 3.30 is recommended. This will allow to conclude that the assessed beam is safe.
Conclusions
This paper presents an innovative framework for probabilistic-based structural assessment of existing structures which explicitly considers different sources of uncertainty. This methodology is composed by two main steps. In the first step the numerical model is updated through a model identification procedure. In a second step, the updated deterministic model is converted into a probabilistic model, by considering randomness in model parameters, and a reliability assessment procedure is developed. Moreover, each model parameter PDF may be then updated with complementary data, through a Bayesian inference algorithm. This way, the statistical uncertainty is objectively addressed. The proposed framework presents a high computational cost. In order to 20 overcome this, a previous sensitivity analysis, in which the most important parameters are selected, is recommended.
The developed framework is tested and validated with a set of reinforced concrete beams, which were loaded up to failure in laboratory. A NL FEM was respectively developed [35] , being then performed a sensitivity analysis in order to identify the critical parameters. Some of these parameters were also characterized through laboratory tests. A model identification procedure was then executed in order to update the numerical model with measured data. A robust optimization algorithm, based in evolutionary strategies in its plus version, was then used [17] .
Both modelling and measurement errors were considered in the optimization algorithm fitness function stopping criterion. This process was developed both in service and in failure region. A reliability assessment procedure was then executed. In order to do this, a PDF was respectively assigned to each critical parameter. Some of these distributions were updated through a Bayesian inference approach, with results from laboratory tests. An updated resistance PDF for applied load is then obtained from this procedure. This resistance model is then used in a safety assessment example.
The main conclusions from developed framework and its application are: (1) reducing the statistical uncertainty [12, 30] . Therefore, this assessment procedure is always recommended when complementary data is available.
Although the case study presented consists in a set of new structures tested in laboratory conditions, the methodology proposed is better suited to the assessment of existing structures, for which limited information on materials and geometry exists and capacity to perform semi-destructive tests is limited. The results show that a significant improvement on the reliability estimates can be obtained when using the proposed combination of model identification and reliability analysis, allowing more informed decisions regarding repair and retrofit of existing structures. With this framework it will be possible to assess the structural behavior through a more robust and accurate way. 6.30
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