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Suppose R is a commutative ring, k is a subring of R, and n 2 2. 
Consider the following types of endomorphisms f: 
(1) f: R” + R” is a C” map. Here k is the real numbers R and R is 
the ring of C” maps from R” to R. 
(2) f: C” + C” is an analytic map. Here k is the complex numbers C 
and R is the ring of analytic maps from C” to C. 
(3) f: k” -+ k” is a polynomial map. Here k is a commutative ring and 
R is the polynomial ring kc”‘. 
(4) f:k[["I',k[[nll is a k-algebra homomorphism. Here k is a 
commutative ring and R is the formal power series ring kccnl’. 
Examples (1) and (2) could be altered so that f is defined on a 
neighborhood of the origin, and R is the ring of germs of C” or analytic 
functions. In each of these ,six examples, f is given by an n-dimensional 
column vector V= (v,, . . . . u,)’ over R. In example (4), uj= f(xi). In the 
other examples, u, = f,, where f = (f,, . . . . fn)‘. Each f above is a non-linear 
object. The connection with linear algebra is through the Jacobian 
J(f) = (&,/ax,), which is an n x n matrix over R. If a matrix A is a 
Jacobian matrix, then A is said to be exact. The purpose of this paper is 
to develop a theory of exact matrices, and to define a generalization of 
elementary matrices, called semi-elementary matrices. Even though the 
basic motivation is to learn about non-linear endomorphisms, these 
endomorphisms do not formally appear in the theory. We take the 
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Jacobian of vectors, not of endomorphisms. The theory is developed in 
such generality that it stands independently in its own right. It is shown 
that, if A and A2 are exact, then A’ is exact for all i> 1. Furthermore, if A 
is invertible, then A’ is exact for all j. Now a matrix A = Z+ N is said to 
be semi-elementary if it has determinant 1, and each of A and A - ’ is exact. 
In this case, assuming Q is a subring of k, it is shown that N is nilpotent. 
(See the first three theorems below for a summary of the theory.) 
Consider now the standing hypothesis that R is a commutative ring, k 
is a subring of R, and n > 2. Denote by Der,(R) the R-module of all 
k-derivations from R to R. This is a Lie algebra with Lie bracket 
[D,,D2]=D1D2-DzD1. (In each of the six examples above, Der,(R) is 
a free R-module with basis {a/ax,, . . . . a/ax,}.) As a standing hypothesis, 
suppose that S = {D, , . . . . D,} is an ordered sequence of derivations with 
[Di, D,] = 0 for all 1 < i, j 6 n. The statement hat U is a vector will mean 
that U is an n dimensional column vector over R with term i equal to ui. 
If D is a derivation, D(U) will denote the vector with term i equal to D(ui). 
The statement hat A = (a,,) = (A,, . . . . A,) is a matrix will mean that A is 
an n x n matrix over R with column i the vector Ai. If D is a derivation, 
D(A) = (D(a,,,)) will denote the matrix with column i equal to D(Ai). If U 
is a vector, the Jacobian of U (w.r.t. the sequence S) will be the matrix 
J(u)= (Dj(ui))= (D,(u), ...) D,,(U)). The statement that a matrix A is 
exact (w.r.t. S) means that 3 a vector U with .Z( U) = A. The statement hat 
A is closed (w.r.t. S) means that Di(A.,)= D,(A,) for all 1 Qi,j<n. (In the 
six examples above, closed and exact are equivalent concepts, assuming 
that k contains the rational numbers Q and Dj = ~/cYx,.) 
If all the Di are zero, then every matrix is closed; however, only the zero 
matrix is exact. In general, every exact matrix is closed. If the sequence S 
forms a basis for Der,(R), then every closed matrix is exact iff the first 
cohomology group H’(R, k) = 0, i.e., iff every closed l-form is exact. (See 
Section 4 at the end of the paper.) For purposes of generality and sim- 
plicity, this theory will be developed using closed instead of exact, and for 
an arbitrary sequence S of commuting derivations. 
Any vector V represents a derivation by the formula D y = 
u,D,+ ... +u,D,. If W is a vector, Dv(W)=J(W)V. If U and V are 
vectors, define their Lie bracket to be the vector [U, V] = 
D(/(V)-D,,(U)=J(V)U-J(U)V. Then [Du, D,,] = Dcu,v,. The 
statement hat a matrix A is coexact (w.r.t. S) means that the derivations 
determined by its columns commute, i.e., [A,, Aj] = J(A,) Ai - J(A,) Aj = 0 
for all 1 d i, j < n. Listed below are four theorems and four conjectures. The 
purpose of this paper is to prove the first three theorems. The proof of the 
fourth theorem is independent of the techniques developed in this paper, 
and is presented elsewhere (see [CZ]). It is stated here only for reference, 
and as part of the background for the conjectures. 
481.142,1-8 
112 CONNELL AND ZWEIBEL 
THEOREM. Suppose A is a closed matrix. Then A is coexact iff A2 is 
closed. If these conditions hold, then A i is closed and coexact for each i 3 1. 
If, in addition, A is invertible, then A’ is closed and coexact for each integer i 
(cf: 1.6, 2.6, and 2.7 below). 
As a simple example, suppose Di = 0 for all 2 < id n. Then a matrix B is 
closed iff it has the property that D,(Bi) = 0 for all 2 d id n. The theorem 
says that if A and A2 have this property, then each A’ has this property. 
THEOREM. Suppose A is an invertible matrix. Then A is closed tjjf A ~ ’ is 
coexact (cf: 2.7). 
Now suppose that .I is an augmentation ideal of R, i.e., the natural map 
k -+ R/J is an isomorphism. The statement hat a matrix A is semi-elemen- 
tary (w.r.t. S and J) means that A is closed and coexact, IAl = 1, and 
A = I+ N where NE J, (i.e., each element of N is in J). 
THEOREM. Suppose Q is a subring of k and n kernel(Di) = k. Then if 
A = I + N is semi-elementary, the matrix N is nilpotent (cf 3.3). 
Suppose now that k is a field of characteristic 0, R is the polynomial ring 
kc”‘, and J is the augmentation ideal generated by the variables xi. Sup- 
pose Dj = a/axi. Any vector F determines a k-algebra endomorphism f on 
R by f(xi) =A.. The Jacobian of the vector F is also called the Jacobian of 
the endomorphismf. Let X be the vector with term i equal to xi. Thus X 
determines the identity automorphism. An elementary automorphism on R 
has the following form: For some t, f(x,) = x, + u where u is in J2 and does 
not depend on xt, and for i # t, f(xi) = xi. Note that the Jacobian off is 
semi-elementary, because its inverse is exact, i.e., J(f) ~ ’ = J( f ’ ). 
However, there are automorphisms h with J(h) semi-elementary, yet 
J(h)-‘# J(hh’). 
We now describe some semi-elementary matrices of a special form. 
Suppose q 2 1 and N is a matrix which is exact and coexact, and each 
term of N is a homogeneous polynomial of degree q. Suppose r 3 1, 
N ‘+’ = 0, and N’#O. Consider matrices A of the special form 
A = I+ c1 N + c2 N2 + . . . + c, N’ where each c, is a scalar (i.e., an element 
of k). The set of all matrices of this form is clearly a multiplicative group 
of semi-elementary matrices. The proof of the following theorem appears in 
CCZI. 
THEOREM. Suppose f is an endomorphism on kc”’ with f(0) = 0 for 
1 < i < n, and whose Jacobian J(f) is of the special form above. Then f is an 
automorphism. Furthermore, the collection of all such f is a group under 
composition. 
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Conjecture 1. If f is an automorphism with J(f) of the special form 
above, then f is the product of elementary automorphisms. 
Conjecture 2. Iffis an endomorphism on kc”’ whose Jacobian J(f) is 
semi-elementary, then f is an automorphism, and J(f- ‘) is semi-elemen- 
tary. (This is a plausible special case of the Jacobian conjecture.) 
Conjecture 3. Iffis an automorphism on kc”] whose Jacobian J(f) is 
semi-elementary, then f is the product f = h,h, ~, . . . h, where each hi has 
Jacobian of the special form (for some N, q, and r). 
Conjecture 4. If f is an automorphism on kc”’ with IJ(f)l = 1 and 
f(X) = X+ U where each term of U is in J*, then f is the product 
f = h,h, ~~ , . . h 1 where each h, has Jacobian which is semi-elementary. 
This completes the introduction. The proofs of the first three theorems 
above are presented below. We return to the general hypothesis where R 
is a commutative ring and S is a sequence of n commuting derivations. 
1 
1.0. THEOREM. Suppose A and B are matrices and c is a scalar. If A is 
closed, then CA is closed. If A is coexact, then CA is coexact. If A is closed, 
then A + B is closed iff B is closed. (The proof is immediate.) 
1.1. THEOREM. Let ej he the vector with 1 in place i and 0 elsewhere. Let 
U be a vector, and identify a vector with the derivation it determines. Then 
[e,, U] = J(U) e, = D,(U). (The proof is immediate.) 
1.2. THEOREM. Suppose the matrix A is coexact. Then A is closed ijjf 
I + A is coexact iff I + CA is coexact for all scalars c. 
Proof I + CA is coexact means [e, + cAi, e, + CA,] = 0. Expansion gives 
cD,(A,)-cD,(A,)+c*[A,, A,]. The last term is 0 by hypothesis, and the 
proof follows. 
1.3. THEOREM. Suppose the matrix A is closed. Then A is coexact iff 
I + A is coexact iff I + CA is coexact for all scalars c. (Immediate from the 
expansion given in the previous proof) 
1.4. THEOREM. If A is a matrix, the first 3 of the following conditions are 
equivalent. If 2 is not a zero divisor in R, then the following 4 conditions are 
equivalent. 
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(1) A is closed and coexact. 
(2) I+ A is closed and coexact. 
(3 ) Z + CA is closed and coexact for all scalars c. 
(4) Each of Z+ A and I-A is coexact. More generally, there exist 
distinct scalars c and d such that c, d, and c - d are not zero divisors in R, 
and each of Z + CA and I + dA is coexact. 
ProoJ: It is clear that the first three conditions are equivalent, and that 
(3) implies (4). Suppose condition(4) holds. Let U= D,(Aj)-Dj(Ai) and 
V= [A,, Aj]. By the expansion in the proof of Theorem 1.2, cU+ c2V= 0 
and dU+d’V=O. Thus c/+cV=O and U+dV=O. Thus (c-d)V=O 
and so V=O and U=O. These are the conditions that A is coexact and 
closed. 
1.5. THEOREM. If A is a matrix, then A is closed ijf D,(A) =J(Ai) for 
l<i<n. 
Proof: Di(A) = (D,(A,), . . . . D,(A,)) and J(A,)= (ol(Ai), -, Dn(Ai)). 
1.6. THEOREM. Suppose A is closed. Then A2 is closed iff A is coexact. 
Proof The condition that A2 is closed is D,(AA,) = D,(AA,). This gives 
AD,(A,) + D,(A) Aj= AD,(A,) + D,(A) Ai. Since A is closed, the first terms 
on both sides are equal. Using the previous theorem, the equation reduces 
to J(A,) Aj = J(Aj) A, which is the condition that A is coexact. 
2 
2.0. DEFINITION. If U is a vector, J(U) is an R-linear map from R” to 
R” which is characterized by J(U) e, = D,(U). If A is a matrix, J(A) is 
defined to be the vector-valued R-bilinear form from R” x R” to R” which 
is characterized by J(A)(e,, e,) =D,(A;). Note that if U is a vector, then 
J(A)(U, ej)=Dj(A)U and J(A)(ei, U)=J(Ai)U. The next theorem is 
immediate from the definition. 
2.1. THEOREM. A is closed $f the bilinear form J( A)( - , - ) is 
symmetric. 
2.2. THEOREM. A is coexact iff the bilinear form J(A)( -, A - ) is 
symmetric, i.e., J(A)( U, A V) = J(A)( V, AU) for all vectors U and V. 
Proof: Since both sides are R-bilinear, it suffices to consider only 
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the vectors ei and e,. By Definition 2.0, J(A)(e,, Aei) = J(Ai) A, and 
J(A)(ei, Ae,) = J(A,) Ai and these are equal iff A is coexact. 
2.3. THEOREM. Suppose A and B are matrices and U and V are vectors. 
Then J(A B)( U, V) = AJ( B)( U, V) + J( A)( BU, V). 
Proof. It suffices to check the equation for U = ej and V= eI, because 
both sides are R-bilinear. The left side is D,(AB,) = AD,( Bi) + D,(A) Bi = 
AJ(B)(e,, e,,) + J(A)(Bi, e.,), which is the right side of the equation. 
2.4. DEFINITION. The matrix B is said to be symmetric w.r.t. the bilinear 
form J(A) provided J(A)( BU, V) = J(A)( U, BV) for all vectors U and V. If 
A is closed (i.e., if J(A) is symmetric) this is the same as J(A)(BU, V) = 
J(A)(BV, U), i.e., J(A)(BU, V) is symmetric in U and V. Note that if B is 
symmetric w.r.t. the form J(A), then any power of B is also. Furthermore, 
if B is invertible, then B- ’ is also. 
2.5. THEOREM. Suppose A is closed. Then A2 is closed iff A is symmetric 
w.r.t. the bilinear form J(A). 
Proof. Apply Theorem 2.3 with B= A. This gives J(A’)( U, V) = 
AJ(A)( U, V) + J(A)(AU, V). By Theorem 2.1, J( A)( U, V) is symmetric in 
U and V. Thus J(A2) is a symmetric form iff A is symmetric w.r.t. J(A). 
2.6. THEOREM. Suppose each of A and A2 is closed. Then for each i 3 1, 
A i is closed and coexact. 
Proo$ Suppose by induction that A’ is closed for all i < s where 
sb 3. Apply Theorem 2.3 with B= A”-‘. This gives J(A”)(U, V) = 
AJ(A”+‘)(U, V)+ J(A)(A’-‘U, V). By induction and the previous 
theorem, the right side of the equation is symmetric in U and V. Thus 
J(A”) is a symmetric form and thus A,’ is closed. The fact that each A’ is 
coexact follows from Theorem 1.6. 
2.7. THEOREM. Suppose A is an invertible matrix. Then the following 
hold. 
(1) J(A)(A -‘U, V)= -AJ(A-‘)(U, V). 
(2) A is coexact iff J(A)(A ~ ’ U, V) is symmetric in U and V. 
(3) A is coexact ifs A -’ is closed. 
Proof: Apply Theorem 2.3 with B = A -I. This gives (1) because 
J(AA--‘)= J(Z)=O. To prove (2), substitute AU and AV for U and V. It 
must be shown that A is coexact iff J(A)( U, A V) is symmetric in U and V, 
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and this is Theorem 2.2. Part (3) follows from (1) and (2). A is coexact iff 
J(A-‘)(U, V) is symmetric in U and V, and this is the condition that A-’ 
is closed. 
3 
3.0. DEFINITION. The divergence of a vector U (w.r.t. S) is Div(U) = 
D,(q)+ ... +D,(u,). 
3.1. THEOREM. Suppose the matrix A is closed. Then for each i, 
Di(trace(A)) = Div(A,). 
Proof: D,(trace(A)) = D,(a,,, + ... +a,,) = D,(a,,i)+ ... +D,(a,,i) 
= Div(A,). 
3.2. THEOREM. Suppose B is a closed matrix with IBI = 1, and A = BP’. 
Then each column of A has divergence 0. 
Proof: This follows from p. 609 of [CD]. It is stated there for B exact, 
but the proof uses only the closed property. See also p. 66 of [P]. 
3.3. THEOREM. Suppose n kernel(D,) = k. Suppose A = I+ N where A is 
semi-elementary. This means IAl = 1, A is closed and coexact, and each term 
of N is in the augmentation ideal J. Then for each i> 1, trace(N’) = 0. Thus 
if Q is a subring of k, N is nilpotent. 
Proof: Let B = A ~ I. By Theorem 2.7, B is closed. It follows from 
Theorem 3.2 that each column of A has divergence 0. Since A is closed, it 
follows from Theorem 3.1 that Di(trace(A)) = 0 for 1 ,< ib n, that is, 
trace(A) is in k. Now trace(A) = n + trace(N) and since trace(N) is in J, it 
must be zero. By Theorems 1.6 and 2.6, A’ is semi-elementary for each 
i 3 1. A2 = I+ 2N + N*. By the above proof, trace(2N + N*) = 0, and thus 
trace(N*) = 0. A simple induction shows that trace(N’) = 0 for all i 3 1. 
4 
The purpose of this section is to discuss conditions where closed and 
exact are equivalent concepts. This is all classical, and will only be 
sketched. Suppose S = {Oi, . . . . D,} is a basis for the R-module Der,(R), 
and let {w, , . . . . w,} be the dual basis for its dual space Q = Q,(R). An ele- 
ment of D is called a l-form. Define a k-module homomorphism d,: R -+ 52 
by d,(a)(D) = D(a). Note that d,(a) = D,(a) w, + ... + D,(a) w,. Let Q2 
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be the R-module of 2-forms, i.e., the skew-symmetric bilinear forms from 
Der,(R) x Der,(R) to R. Define a k-module homomorphism d, : Q + Q2 by 
d,(w)(D, E) = D(w(E)) - E(w(D)) - w( [D, El). (See p. 292 of [S2]. See 
also the Poincark lemma, pp. 91-95 of [Sl I.) If d,(w) = 0, w is said to be 
closed. If there is an a in R with do(a) = W, then w is said to be exact. Every 
exact l-form is closed. If every closed l-form is exact, we say that 
H’(R,k)=O. Note that if w=a,w,+ . +a,~, then d,(w)=0 iff 
o,(u,)=D,(a;) for all 1 <i, j<n. In summery, if H’(R, k)=O, then any 
matrix A is closed w.r.t. the basis S iff A is exact w.r.t. the basis S, i.e., 
iff there exists a vector F such that J(F) = (Dj(f)) =A. Each of the six 
examples at the beginning of this paper satisfy this condition. As another 
example, let R be the ring of all C” functions from M to R, where M is 
a connected C” manifold with ordinary cohomology H’(M, R) = 0. Then 
closed and exact are equivalent concepts. 
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