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I. INTRODUCTION 
The problem of nonresponse in sample surveys has been recognized 
and treated in the context of classical sampling theory since the 1940s, 
but the ostensible intractability of the problem has resulted in inter­
mittent theoretical progress until recently. Developments in Bayesian 
and model-based inference in survey sampling coupled with a rebirth of 
interest in the theoretical foundations of this subject have contributed 
to a resurgence of work on problems related to nonresponse. 
The context in which nonresponse occurs is the following; from an 
error-free list of sampling units for the population of interest, a 
sample of some of these units is drawn using a probability sampling 
design. When the sampled units are contacted, some units do not provide 
all the information requested. If the desired information is multi­
variate and every sampled unit furnishes some components of the variable 
of interest, the situation is one of item nonresponse. Unit nonresponse, 
on the other hand, occurs when some of the selected units provide no com­
ponents of the multivariate information requested. This thesis deals 
only with the question of unit nonresponse. Furthermore, it is assumed 
that no other nonsampling errors exist, so we do not deal with response, 
or measurement error. 
Given unit nonresponse, it is meaningful to speak of respondents 
and nonrespondents in the survey. If the response or nonresponse of a 
unit is unrelated to the variable of interest, tiie respondents may be 
taken to be representative of the entire population. A more common 
situation is when the response of a unit does depend on the value of the 
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variable. Then nonrespondents cannot be adequately represented by the 
respondents, at least in aggregate, and some adjustment is necessary. 
A common palliative is to recontact the nonrespondents, in several 
attempts if necessary, until a substantial number of sampled units have 
furnished responses, and then to construct estimators based on all the 
obtained data. These attempts are referred to as calls, callbacks or 
phases of the survey. This data collection technique is assumed in all 
the models developed in subsequent chapters. 
The theoretical concept of response probabilities is also explicitly 
used in the development. Associated with each unit of the population 
is a number between 0 and 1 which represents the propensity of that unit 
to respond to the survey when selected. We do not give this concept an 
interpretation in terms of probabilistic notions derived from some school 
of statistical inference. Rather, it is a parameter entering into our 
models. 
Based on these two notions, we formulate a series of models for 
various survey situations and discuss the properties of several estima­
tors of the finite population mean of some variable of interest. Follow­
ing a review of several related approaches to the problem of unit 
nonresponse in Chapter II, the fundamental models are presented in 
Chapter III. Chapter IV presents a method of estimating population 
means which, given the validity of the models, is cleansed of any bias 
due to nonresponse. These models are extended to more complex survey 
designs in Chapter V. Some necessary results for Poisson sampling in 
sample surveys are also given here. Chapter VI treats two examples 
where these results have been applied. 
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II. REVIEW OF LITERATURE 
A. Callback Procedures 
A methodological basis for dealing with nonresponse was established 
by Hansen and Hurwitz (1946), who advocated an application of Neyman's 
(1938) double sampling principle to eliminate nonresponse bias in mail 
questionnaires. In their survey situation, a mail questionnaire was sent 
to n units selected by simple random sampling from a population of size 
N , from which n^  ^ responses were obtained. From the n - n^  non-
respondents, a further simple random sample of size was selected, 
and all of these units were interviewed. An estimate of the population 
mean of the random variable X is then given by 
X = n ^ [n^ x^  + (n-n^ X^g] , 
where 
x^  = sample mean of n^  initial respondents, and 
Xg = sample mean of interviewed units. 
They derive a formula for the variance of this estimator. A cost 
function is 
c = c^ n + c^ ni + Cghg , 
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where Cq  represents the cost of frame construction, c^  the cost of 
sending and processing a mail questionnaire, and c^  the cost of com­
pleting and processing a personal interview. For a given variance, the 
expected cost can be minimized to yield optimal values of n and of f , 
the fraction of nonrespondents subsampled, where 
f = (n-n^ ) ^  . 
One standard feature of this technique is the conceptual stratifi­
cation of the survey population into a respondent stratum and a non-
respondent stratum, based on whether or not a unit would respond to the 
initial contact with the questionnaire. A difficulty inherent in the 
optimization process mentioned above is the need for good estimates of 
the population variances for the respondent and nonrespondent strata and 
some estimate of the relative size of the nonrespondent stratum. 
Srinath (1971) modified the Hansen-Hurwitz technique by using a slightly 
different subsampling rule by which f is calculated and obtained a 
variance formula which did not depend on the relative size of the non-
respondent stratum. 
El-Badry (1956) extended the Hansen-Hurwitz method to the case of 
several calls or waves of a questionnaire followed by interviews of a 
subsample of the nonresponding units. Srinath (1971) modified El-Badry's 
technique in a way analogous to his treatment of the Hansen-Hurwitz 
method. 
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Bartholomew (1961) considered a two-phase interview sample which 
does not require the expense of an intensive effort to interview a 
designated subsaraple of nonrespondents. Rather, in the context of initial 
field interviewing, the interviewer uses appointments, questioning of 
neighbors, etc. to ensure that a second phase of interviewing will obtain 
a representative sample of the nonrespondent stratum. More precisely, 
the interviewer arranges the second interview phase so that each non-
respondent has roughly an equal chance of being interviewed; that is, 
a constant probability of response is created for all the initial 
nonrespondents. Then,the recontacting of nonrespondents effectively 
results in a simple random sample of those units so an appropriately 
weighted estimate of their mean is unbiased. Hence, the overall estimate 
of the population mean is unbiased. 
Deming (1953) gave a conceptual model for the bias and variance 
resulting from nonresponse. His approach was slightly generalized by 
Cochran (1977) . One supposes the population to be divided into K 
categories based on the probability that a unit in a given category will 
respond to a survey. A simple random sample of size n is selected 
for the purpose of estimating the population mean Y . All of the non-
respondents from this first call are recontacted in a second attempt to 
elicit a response; R total calls are made in which each call recon­
tacts the nonrespondents of the previous call. Define 
f^  = population proportion in the category 
6 
= probability that a respondent in the category will 
respond by the r^  call. 
th 
= population mean for units in the k category. 
0^  = population variance for units in the k^  category, and 
y^  ^= mean of the units observed in the k^  category by the 
r^  call. 
Assume > 0 for all r and all k , and also that E(y^ )^ = . 
The true population mean is then |j, = E f.^ . . This can be compared 
k=l 
to the sample obtained after R calls, which has expectation, conditional 
on the number of obtained responses, given by 
E(y^ |np) = C 2 "R^ r^ C 2 ° = % 
k=l k=l 
where terms of order n^  are neglected. The variance of y^  is given 
by 
V(y^ ) = Z « f%)-2 ' 
k=l k=l 
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again neglecting second order terms. Then the mean square error of 
this estimator is 
v(y^ ) + . 
Deming points out that this expression can be used in conjunction with 
a cost function to determine the optimum number of calls to perform for 
a prescribed mean square error. 
A rather different approach is the Bayesian formulation of 
Ericson (1967). Given the Hansen-Hurwitz sampling design in which a 
subsample of nonrespondents is interviewed (with 100% response), a prior 
distribution for TT) is determined, where and are the 
respective superpopulation means of the conceptual strata of respondents 
and nonrespondents, and Tf is the unknown relative size of the respond­
ent stratum. A posterior distribution is constructed from the initial 
sample and a loss function is used to give an optimal size of the second 
sample. Based on this optimal value, a second posterior distribution is 
constructed from which one determines an optimal first sample size. 
Sedransk and Singh (1978) consider a similar approach to a slightly 
more general double sampling situation, again with a view toward deter­
mining an optimal second phase sample size. 
Deming's model for nonresponse was extended by Frankel and Dutka 
(1979) who postulated that, instead of K response probabilities , 
there is a density of response probabilities taking a Beta form 
8 
f(q) = ,n,v>0,0<q<l. 
for parameters p, and v . If R calls are made, the proportion of 
the sample reached is 
where v) is the Beta function. The parameters n and v can 
then be estimated from data giving observed proportions of the sample 
reached after r = 1,2,..., R calls. The authors also considered 
estimates of the population mean when the variable of interest exhibited 
a linear dependence on the response probability. Their semitheoretical 
work indicates the sensitivity of the estimates to the shape of the 
response function. 
The work of Frankel and Dutka has indicated the importance 
of judicious modeling of response probabilities, thus providing some 
quantitative measure of the propensity with which a unit responds tr 
a survey questionnaire. Let 
Jjf(q)dq p{|i, V) 
B. Modeling Response Probabilities 
R. 
X 
0 otherwise 
1 if unit i responds when contacted 
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and let = P(R^  = l|i is in the sample) . Since the response 
probability is conditional on the unit label, it may be a function of 
auxiliary information specific to that unit. 
Various estimates have been proposed which depend explicitly on the 
response probabilities of units in the sample. For example, Nargundkar 
and Joshi (1975) proposed the "q-corrected" Horwitz-Thompson estimator 
A V 
y = 2 Y.(NTT.q.)"-^  , 
i=l  ^  ^^  
where v is the number of respondents in the survey, and IT^  is the 
th inclusion probability of the i unit. When auxiliary information 
(X^ ,^ X^ p) is available for the i^  unit (i = 1,2,..., N) , 
Cassel, Sarndal and Wretman (1979) suggest the q-corrected generalized 
regression estimator 
where 
6 = (X )~^ (X ) , 
Erq ~r ~r &r ~r -^ r ~r 
X^  is an r x(p+l) matrix of auxiliary information for the 
r units who responded, 
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= diag{T^ , k = 1,2,..., r} , 
= diag{q^ , k = 1,2,. .., r } , 
Vg = diag{a^ , k = 1,2,..., r} , and 
 ^V(Y%) , k = 1, 2 , . . . ,  r . 
The work of Cassel, Sarndal and Wretman (1979) show the sensitivity of 
these types of estimators to the assumption that = 1 , k= 1,2,..., r 
and to the incorrect modeling of {q^ ] . It is imperative, then, to 
develop good models for these quantities. 
Hartley (1946) indicated some advantages of a survey situation in 
which elements were poststratified into groups corresponding to the pro­
portion of time those elements were available to answer the survey. He 
suggested that observed elements could be weighted by the inverse of 
their availability to form estimators of population parameters. 
One of the earliest expositions of estimators which are explicitly 
dependent on the modeling of response probabilities is that of Politz 
and Simmons (1949, 1950). They proposed the technique of interviewing 
persons selected in a simple random sample at randomly selected times 
within the period used for survey work. Those contacted were asked 
whether they were available to be interviewed at interviewing times 
(or randomly selected times) of the five previous nights. If unit i 
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indicated that he was available for r^  - 1 of those times, 6 ^ r^  was 
taken as an estimate of . It is assumed that a correct response 
was given and a unit's availability was the same for the survey date as 
for the five preceding days. The Politz-Simmons estimator of the 
population total is 
A r 
Y = 6 E i^ 
i=l ^ i 
( 2 . 2 )  
where r is the number of responses obtained. The mean squared error 
is given by 
MSE(Y) = 2 y?{6 S 4(^ )q^ (1-q.- [l-(1-q.)^ ]^ ] 
i=l i=l ] ] ^ 
+ {z y\(i-q.)G]2 , 
i=l  ^
which tends to be 25% to 35% higher than the variance of the unweighted 
mean of the calls (Cochran, 1977, p, 376). 
Cassai, S'ârndal and Wretman (1979) observe that under the super-
population model with constant model mean and model variance for all 
random variables , their estimator (2.1) becomes 
% = . (2.3) 
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If the population is partitioned into K poststrata within each of which 
the response probability is constant, a reasonable estimate for 
k — 1,2,*##) K is 
9k = ' 
where 
n^  = number of sampled elements in poststratum k , and 
n^ j^  = number of responding elements in poststratum k 
The estimator becomes 
•^4 = n J ,  Vrk ' '2-4' 
 ^ k=l 
— th 
where Y is the sample mean in the k poststratum. The authors 
also suggest the modeling of by a logistic density based on some 
auxiliary data  ^, and parameter 0 
e'X, , 0'X, 
$1^  = 
13 
The work cited considers explicit modeling of response probabilities 
to use in various types of q-corrected estimators. Classes of models 
have also been constructed which incorporate response probabilities in 
conjunction with other parameters of interest. One such situation is 
considered by Thomsen and Siring (1979) for an interview survey. When 
an interviewer attempts to interview a selected household, the inter­
viewer either gets a response, gets no response and decides to reattempt 
the interview at a later date, or gets no response and categorizes the 
household as a refusal or hard-core nonrespondent. Let p be the 
probability that the interviewer obtains a response on the first call, 
and let 6p be the probability of obtaining a response on subsequent 
calls. Let f be the probability that the household is perceived as a 
refusal. If N is the number of units in the sample, n^  is the 
number of units responding in the r^  call and f^  is the number of 
units identified as hard-core nonrespondents on the r^  call, then 
the likelihood over R calls is proportional to 
n f^  N-n^ -f. n N-(n,+n„) - (f +f ) 
L = [p If ^(1- p-f) ]C(6p) (l-6p-f) ] 
R 
N- Z (n +f ) 
r=l ] . (2.5) 
The parameters p, f, and 6 can be estimated by the method of 
maximum likelihood. For populations partitioned into K categories. 
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where the size of the sample falling in the category is 
known, the product of K likelihoods analogous to (2.5) can be used to 
give parameter estimates for each category. The authors also describe a 
method of moments type estimator for p^ , and , where 
is the unknown number of units in the k^  category. 
Proctor (1977) developed a model for nonresponse in surveys with 
callbacks which is the basis for much of the work in this dissertation. 
Consider the problem of estimating the proportion of units possessing 
an attribute in a population of size N , where there are Nf "ones" 
(i.e. those who possess the attribute) and N(l-f) "twos." Suppose upon 
being contacted, a "one" has a probability of responding, and a "two" 
has a probability q^  of responding. The data are (n^ ,^ n^ g, "2I' "22* 
• ••> 1^ 2' "r2' ^ 0^  ' where 
n^  ^= number of "k's" (k = 1,2) responding on r^  call, 
and 
n^  = number of units unobserved after R calls. 
These data satisfy the multinomial model whose likelihood is proportional 
to 
{ I  TT "r2^ Tr° , 
r=l rl r2 0 
( 2 . 6 )  
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where 
r^l " ' 
TTr2 = (l-qgi^ '^ qatl-f) , and 
TTQ = (l-q^ )^ f + (l-q2)*(l-f) . 
The method of scoring as given in Rao (1973, pp. 366-374) can be used 
to find maximum likelihood estimates of f, q^ , and q^  . 
Using the approximation for the expectation of a ratio, 
E(N/D) = E(N)/E(D) , 
Proctor gives the approximate expectation under the model of the 
observed proportion of "ones" after R calls as 
[l-( l-q^ i^ f-fl-qg)*; 1-f) ]"^ fCl-( l-q^ )^^ ] , 
which approaches f as R goes to infinity. 
Proctor noted that the model seems to fit poorly when one disregards 
the possibility of the existence of hard-core nonrespondents. The modi­
fied model is fit by resetting the observed value of n^  to the fitted 
16 
value obtained from the model and refitting to form a new "observed" 
value. This procedure is iterated until no difference between "observed" 
and fitted n^  is detected. The difference between this value and the 
original observed value of n^  is taken as the number of hard-core 
nonrespondents. 
The remainder of this dissertation will amplify and extend this 
basic work of Proctor. 
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III. THE BASIC MODELS 
A. The Survey Situation and First Model 
Let a simple random sample of n units be selected from a popula­
tion of N units. Suppose that the population is partitioned into K 
categories based on K values, say 1,2,..., K of a discrete random 
variable X . Let the N values of X be a simple random sample from 
a superpopulation. The model distribution Ç for X is then specified 
by the probabilities with which the random variable X takes the values 
{l,2,..., k] . Let 
P(X = k) = f^  . 
K 
Note that 2 f = 1 . 
. th 
Suppose that the response probability for all units in the k 
category is the constant , k = 1,2,..., K . Assume that 
0 < < 1 , so units in each of the K categories have some positive 
probability of responding when sampled, but will not certainly respond. 
Those units which have zero response probabilities are handled as 
follows: a proportion 
1 - Y 
of the population is composed of hard-core nonrespondents who will never 
answer this survey. Each unit belonging to this group belongs to one of 
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the K categories, but the observed data will give no information about 
the categorical composition of this group. One must postulate relative 
proportions of the categories within the group of hard-core nonrespondents 
(HCNR), The vector of postulated relative proportions is called an 
allocation of the hard-core nonrespondents. In this initial development 
of the model, we assume that the proportion of units in the category 
of the group of hard-core nonrespondents is f^  . That is, 
P(unit in k^  categoryjunit in HCNR) = f^  . 
Alternatively, 
P(unit in HCNR junit in k^  category) = 1 - y , 
Other allocations will be considered in Section B, 
From the original sample of size n , n^  < n responses are 
obtained since < 1 , k = 1,2,..., K . The n - n^  nonrespondents 
are recontacted in a second call, and n - n^  respond. Calls 
continue in this way until after R calls, n^  units have not 
responded. These n^  units may be part of HCNR, or potential respond­
ents who have not yet been observed. 
The rationale for this callback procedure is two-fold; 
1) successive callbacks tend to give information about the 
nature of units with relatively small response probabilities. 
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2) the response pattern of observations in a given category 
across calls furnishes estimates of the response 
probabilities. 
One observes n^  ^(r = 1,2,..., R ; k = 1,2,..., K) and n^  , where 
n^  ^ is the number of units responding from the category on the 
r^  call. Brewer (1979) notes that this discrete data setup allows the 
modeling of response probabilities without postulating a continuous para­
metric form for them. 
Under these assumptions, the data 
S'~ ("^ 1* "l2*'''' "21*'''* "RK' "0^  
satisfy the multinomial model with probabilities 
= Y(l-q^ ) g^ f^  - 1,2,..., R ; k = 1,2,..., K) , 
(3.1) 
TT = (l-Y) + YS (l-q,)% , (3.2) 
" k=l  ^ " 
where is the probability that an individual in category k will 
respond on call r , and TT^  is the probability that an individual will 
not have responded after R calls. 
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The log likelihood, log L(n, f, q, y) is proportional to 
R K 
S Z n log TT + n log TT . (3.3) 
r=l k=l rK 0 u 
This likelihood can be maximized by a numerical method to give estimates 
of the parameters f = (f^ , fg,..., = (q^ , qg,..., , and 
y . 
One numerical algorithm for computing maximum likelihood estimates 
(MLE) of (f, q, y) from (3.3) is the method of scoring, as given in 
Rao (1973, pp. 356-374), Let the 2K parameters (£, q, y) be 
th labeled (0^ , • Define the i efficient score as 
^  ( i =  1 , 2 , . , . ,  2 K )  ,  a n d  l e t  t h e  i n f o r m a t i o n  m a t r i x  b e  
1 
i = (i ^ ) , where i , = E(S S,) . Suppose initial trial solutions 
ut ut u t 
(6°, 6°,..., 6° ) are available and let (S°), (i° ) be the resulting 
J. 6 ZUX X Ut 
values of the trial efficient scores and trial information matrix, 
respectively. Then additive corrections 6 = (ô^ y Gg)'"'» to 
0°, 0°,,.., 0^  are given by the solution to 
i°6' = S° , (3,4) 
where S° = (S°, S°,.,., S^ ) ' . The operation is repeated with new 
solutions (0^ ") + 62,..., 0^ ' + ôgg;) , where [0^ ^^ , 0^ ]^ 
are the corrected values obtained at the n^  iteration (n = 0,1,2,...), 
until no change is observed from one iteration to the next. For the 
21 
multinomial model, Rao (1973, p. 370) points out that 
RK+1 n. ôîT. 
and 
RK+1 . ôÏÏ. ôTT, 
i=l u t 
whsrs » 9 • f 2 ^ ~ ^^ 11' ^ 12'**"' ^ IK ' * * * ' ' ^0 ^ 
(^ 1* "^2''"' R^K+1^  ~ (^ 11' ^ 12'"'"' R^K* ^ 0^  ' 
A 
substituting the MLE 0^  for 0^  (i = 1,2,..., 2K) , this method gives 
an estimate of the information matrix, which can be inverted to yield 
an estimated asymptotic covariance matrix for the MLE. 
Good initial estimates of the parameters can be found by method of 
moments procedures, in which n n^^  ^ is set equal to Y) » 
and n n^^  is set equal to 2^'"*' ^ K-1' ^ 1' ^ 2""' * 
Some parameters can be estimated in several ways, since there are 
RK+1 equations in 2K unknowns. One might let the initial estimate 
of a parameter be the unweighted average of several method of moments 
estimates. 
To obtain method of moment estimates, set 
n " 1,2,..., R Î k = 1,2,..., K) 
(3*5) 
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and 
_] K R 
n n_ = (1-Y) + V 2 (1-q. ) f, . (3.6) 
° k=l * 
Then n , n , = 1 - q, , so R - 1 estimates of g, are given by 
r-l,k rk k^ k 
and a single estimate q° is given by the average of these R - 1 
estimates. Estimates for and y are given by the simultaneous 
solution of (3.5) and (3.6) with q° substituted for . 
Other schemes for obtaining initial estimates are possible, but 
this method has worked better than others in practice. Empirical 
evidence suggests that the scoring procedure will not converge to a 
solution for initial estimates very far from the true values. 
Theorem 3.1 will give a substantially simpler method of obtaining 
the solution to the likelihood equations than the general purpose scor­
ing algorithm. 
Theorem 3.1. Assume R > 2 and n,j^ >0 (k = 1,2,..., K) . The 
solutions to the likelihood equations in the model (3.1), (3.2), are 
given by the following equations: 
23 
A 
1) is the solution to the R degree polynomial 
equation 
R n (1-rq ) Rn (1-q  ^
2 0 , (3.8) 
r=l qj^ (l-qj^ ) l-(l-qj^ ) 
A _i 
2) Y = " Z °'a r 
k-1 l-(1-q^ ) 
and 
3) = "'K 
R 
Where n.^ = Z n^^ . 
r=l 
Proof. From (3.1) and (3.2) we have 
R K 
log L = C + { Z S n logCyfl-q ) q.f.]] + n log Cci-Y) 
r=l k=l 
K R  
+ Y S (l-qL) \] 
k=l 
where c is a proportionality constant. 
24 
Let the estimator of which is the solution of the equation 
5 
~ R ~ 
r=l (l-q^)q^ l-d-q^^) 
be denoted by q^  . Define 
A 
Y = -1 n 1 
k=l l-(l-q^ ) R 
and 
A 
^k~Â 
n. 
R. 
•Y[l-(l-q^) ]n 
A K A 
Note that with this definition of  ^; Z f, = 1 . 
k=l 
We show that 
 ^ 0 when these partial derivatives are 
A A A 
evaluated at q^ , f^ , and y , k = 1, 2 , . . . ,  K 
K 
Let n.. = S n, . Then 
k=l 
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,R 
Slog L _ _Mc _ 
ôf,. f,. 
•K no\{(l-qk) - (1-9%) ] 
K 
l-y +Y 2 (1-q.) f• 
j=l J  ^
k — 1)2^ ,,#y K (3.9) 
"oC-l + Z 
Blog L _ + ÎSri (3.10) 
9Y Y K 
(l-y) + Y 2 (l-qL) fv 
k=l 
ftlccl. J "rk'l-rqk' '^ k 
r=l + Y E (1-g ,* f. 
j=i : 3 
k = 1,2, K (3.11) 
Observe that 
(1-Y) +Y 2 (1-q^ )* = n . (3.12) 
k=l k k 0 
A A A A 
When (3.9) is evaluated at f^ , q^ , and y , 
Ôlog L _ A D A A n A A p 
k^ nY[l-(l-q%) ] - n-yC 1-( l-q^ )^ ] + nY[(l-q%) 
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- (1-%)^ ] = 0 • 
By evaluating (3.10) at f^ , k = 1,2,..., K , and y , and using 
(3.12), 
= Y ^ n.. - (nn^ i^n^  Z [l-(l-g^ )^ ]Y ^ n ^ %l-(l-q^ )^ ] ^  n^ j^  
A_1 ^—1 
Y n.. — "Y n. 
By evaluating (3.11) at q^ , f^ , k = 1,2,..., K and y , and using 
(3.12), 
SlogL ^  g "rk^ '^^ k^  
9qi A A r=i q^ (i-q^ ) l-(1-9%) 
R—1 
R 
= 0 
A r by the definition of q^  . '• 
A minor calculation shows that all second-order partial derivatives 
A A 
of log L are negative when evaluated at f^ , q^ , k = 1,2,..., K and 
y when each of these estimates is in (0,1) . Hence, the solutions to 
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the likelihood equations give a local maximum of L , If the MLB of 
{fjçl» and Y are in the parameter space, then they satisfy the 
likelihood equations. 
If the solutions to the likelihood equations are not all in the 
parameter space, then the MLE must be found numerically. 
To develop properties of solutions of the likelihood equations 
0 (i = 1,2,..., RK+1) , 
where 0= (f^ , f^ _^ , q^ , q^ , y)', we give some regularity 
conditions and a result concerning likelihood equation estimators. Write 
the general multinomial likelihood as 
P X 
L = c n  T r . ( 0 )  ,  
i=l ~ 
where x. is the number of observations in the i^  cell, 11.(0) 1 1 ^  
is the probability associated with that cell, and c is a constant. 
Suppose 0 is the parameter space, and , the true parameter 
value, is an interior point of © . 
Assumption 3.1. If £ T' £ , then K(0) ^ TT^ (0 ) for at least one i . 
Assumption 3.2. The functions 11^ (0) admit first order partial 
derivatives which are continuous at 0° . 
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Assumption 3.3. The information matrix  ^= (i^ .^) is nonsingular at 
0° , where 
P , ÔTT. ÔÏÏ. 
° A : ' 
and ÏÏ. = ÏÏ. ( 0) . 
X 1. 
Result 3.1. Let Assumptions 3,1, 3,2 and 3,3 hold. Then there exists 
a consistent root 0 of the likelihood equations 
= 0 (i = 1,2,,,,, P) . 
Also, the asymptotic distribution of n (6-9) is S-variate normal 
-1 
with mean zero and variance i^ 
Proof. See Rao (1973, p, 361), Q 
Recall that the model given by (3,1) and (3,2) has a likelihood 
proportional to 
R K n n^  
L = { n n TT . 1 IT , (3.13) 
r=l k=l 
where 
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r^k = Vk ' 
K R 
TT = 1-Y + Y E (1-q ) f . 
° k=l * * 
A A A 
Let y, and , k = 1,2,,.,, K be solutions of the likelihood 
equations 
= 0 , k = 1,2,..., K-1 , 
k 
 ^= 0 , k = 1, 2 , , , , ,  K , and 
k 
Slog L _ 
A A A 
The following theorem gives some properties of V, f^  and q^  , 
k— 1,2,,,., K ,, 
In general, an estimator t^  , based on a sample of size n is 
consistent (or weakly consistent) for 0 if for given e > 0 , there 
exists Nq such that for n > , p[|t^ -0] > e] < G . 
Theorem 3.2, Suppose R > 2 , Assume 0 < y < 1 , 0<fj^ <l and 
0 < q^  < 1 , k = 1,2,..., K , Then 
_ A A A A A A A 
 ^" (^ 2* ^ 2 ' ' ' ' '  K^-1' *^ 1' ^ 2' * ' ' ' 
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is consistent for 
0 = (f^ , fg,..., f^ _^ , q^ , qg,..., qK' Y)' 
The asymptotic distribution of n ® (6 -0) is 2K-variate normal with 
mean zero and variance i ^  , where i is the information matrix 
(V) • 
Proof. It is sufficient to verify Assumptions (3.1), (3,2), and(3.3). 
The verification of Assumption 3.1 is straightforward. Observe that 
^ i f  i  =  ^  
9TT 
rk 
= < , and 
otherwise 
ÔTT. 
= vCd-qj)" - (l-q^ )^ ] , j = 1,2,..., K-1 . 
Also, 
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Y^(l-qj^ )''"^ (l-rq^ )fj^  if j 
ÔTT, 
rk 
= k 
= < , and 
V 
otherwise 
ÔTTq r—1 
- Y R(l-qj) fj , j = 1, 2 , . . . ,  K 
Finally, 
Ô1T. 
rk 
by 
and 
ÔTT, D 
ÔY 
K 
2 
k=l 
These partial derivatives are continuous at y, f^  and , 
k = 1,2,..., K , since 0 < -y < 1 , 0 < f^  < 1 , and 0 < q^  ^< 1 , 
k = 1,2,..,, K . Thus, Assumption 3.2 is satisfied. 
We now show that the information matrix of 
_ a a  a  A / ^ a  a  
2 " ^ 1^* ^ 2'*'*' ^ K-1' *^ 1' ^ 2 * ' ' ' '  ' 
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is nonsingular. Consider the transformation of 0 to 
A A A A A A A 
2^*"'"' ^ K-1' ^ K' '^ 1' ^ 2 ' ' ' ' '  ' ' 
where 
= Y[l-(l-q%)^ ]fk > k = 1,2,..., K-1 , and 
A A A  ^ A 
*K = 1 - T' + fk ' 
It is straightforward to verify that this transformation is 
one-to-one. 
It is sufficient to show that the information matrix of 
A A A A A A A 
(^ 2* ^ 2*'"') ^K—l' *^ 1' ^ 2* * * * ' 
is nonsingular. 
^ -1 By Theorem 3.1, cp^  = n n,^  , 
A A 
The joint distribution of (nq^ , ncpg 
multinomial with parameters n and 
A -1 
k = 1,2,..., K-1 , and = n n^  . 
A A 
...» ncf^ )' is a K-dimensional 
(cp^ » cp2»**'» -^1» ' > where 
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% = Y[l-(l-q )^ ]f , k = 1,2,..., K-1 , and -* k 
K 
>R, 
CPk - 1 - Y + Y^ S^ d-q,^ ) . 
A A A A 
The K xK covariance matrix of (cp^ , Çg*"'"' ^k-1' , 
where 
r -1 
n m ( 1-tp ) if u = t 
%t " \ 
-1 
cp^ cpt if u 7^  t 
Since, 0 < y < 1 , 0 < q < 1 and 0 < f < 1, k = 1,2,..., K , we 
have 
0 < C ( ^ < 1 ,  k  =  1 , 2 , . . . ,  K  ,  
a n d  ( i s  n o n s i n g u l a r .  
A -1 By Theorem 3.1, is a function of n^  ^ n^  ^, r = 1,2,..., R 
only. Hence, the covariance matrix of (q^ , qg,..., 9%)' is diagonal, 
The diagonal element of this matrix is 
34 
R 
[ 2 
K 
Z 
aoo 2 -1 -1 sm' 2 
i = 1,2, K 
which is nonzero since 0  <  <  1  and 0 < T T q< 1 ,  r - 1,2,..., R ; 
A A A 
k = 1,2,..., K . The covariance matrix of (q^ , qg,..., q^ )' is 
therefore nonsingular. 
Observe that 
C("'k"^ "rk' *.kl"'k > - E(n^ )^ = 0 , 
r = 1,2,..., R ; k = 1,2,..., K , where C is the 
symbol for covariance. 
Furthermore, Ctn^ , n,^  ^ "rk^ "*k ^  0) =  ^' r = 1,2,..., R ; 
k - 1,2,..., K . Observe that P(n.^  = 0) = ( 1-cp^ )'^  <0(n '^ ) for 
any a > 0 . Hence, cp^  and q^  are asymptotically uncorrelated, 
i, j = 1,2,.,., K . It follows that the asymptotic covariance matrix 
of 
A A A A A A 
(fPj, ^ 2'"'*' ^ K—1' '^2.'' ' ' ' 
has nonzero elements only on the diagonal and in the K x K block 
formed by the (u, t)^  elements where u < K , t < K . Since this 
block is nonsingular, it follows that the asymptotic covariance matrix 
and hence the information matrix of 
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A  A  A A A  A  
( ^2^  ^ 2 , ' ' " ' '  —^1' ^ 2 . ' ' ' ' '   ^
is nonsingular. Hence, Assumption 3.3 is satisfied. The theorem then 
follows by applying Result 3.1. Q 
B. Allocation Rules 
In Section A, a model was developed for the response-nonresponse 
of individuals given repeated opportunities to respond to a survey. It 
was assumed that a proportion 1 - y of the population would not 
respond to any call of the survey. The units in this part of the popu­
lation were designated hard-core nonrespondents (HCNR), and a postulated 
vector of relative proportions in the K categories for HCNR was called 
an allocation. 
The model (3.1), (3.2) used the allocation {f^  ^. That is, 
P[unit in category k |unit in HCNR] = f^  , (3.14) 
and using Bayes' Theorem, 
P[unit in HCNR | un it in category k ] = f^^(l-Y)f^, = 1 - Y . 
This allocation rule assumes that a unit's membership in HCNR is inde­
pendent of its category. 
The allocation (3.14) has two equivalent formulations: 
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1) HCNR is partitioned into K categories, each having 
relative size k = 1,2,..., K, within HCNR, or 
2) The proportion of units in the k^  category which lie 
in HCNR is the same for all categories, namely (1 - y) . 
An alternative allocation rule assumes 
P[unit in category k junit in HCNR] = p(l-q^ ) , 
where p is some constant. Under this rule, the relative size of 
category k in HCNR is increased if that category has a low response 
probability. This rule can also be written 
P[unit in HCNRjunit in category k] = f^ p^(l-Y)(l-g^ ) , 
which shows that the proportion of HCNR in category k tends to be large 
if f^  is small. It may be conceivable that this HCNR allocation favors 
smaller size categories, but such instances would probably not be 
widespread. 
Consider the allocation rule 
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P[unit in category k junit in HCNR] = , 
or 
P[unit in HCNR junit in category k] = p<l-q^ )(l-Y) . (3.15) 
This rule is pleasing in that it allocates proportionately to the 
relative category size , and inversely to response probability. 
Indeed, if for some k., q = 1 , the proportion of category k. in HCNR 
1 K 1 
is 0 . 
Before discussing the model based on the allocation (3.15), we 
mention one more allocation rule, namely 
P[unit in category k junit in HCNR] = Xf^  + (l-X)f^ (l-q^ )p , 
which allocates a portion X of HCNR proportional to f^  only, as in 
allocation (3.14), and the rest of HCNR proportional to (l-q^ )f^  , as 
in allocation (3.15). This rule recognizes that X of HCNR may have 
membership independent of their category, while the rest of HCNR has an 
allocation directly proportional to f^  and inversely proportional to 
. Of course, X is not estimable from the observed data; X must be 
specified or estimated from some external information such as a valida­
tion survey of all the units. 
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The model associated with allocation rule (3,15) is a multinomial 
with probabilities 
Note that for a given set of data, this model will fit as well as the 
one given in (3,1), (3.2), for the parameter p has been used here 
instead of y . Hence, a goodness of fit statistic will not favor (3.1), 
(3.2) over (3.16), (3,17), 
Theorem 3.3, Assume R > 2 and n ^  > 0 , k= 1,2,,,.,K . The 
solutions of the likelihood equations in the model (3.16), (3.17) are 
given as follows; 
(3.16) 
Tfo = z [e(i-qk)fk + [i-p(i-qk)](i-qk)*fk] 
k=l 
(3.17) 
1) (k = 1,2 K) is the solution to the equation 
I Rn.k(l-qk) 
r=l qj^ (l-qj^ ) l-(l-qj^ )^  
R-1 
0 , 
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2) 3 is the solution to the equation 
V 
-1m A _ A R -l 
1 = n ll-p(l-qj^ )] "-[l-d-qj,) ] n.^  , 
3) 2  . 
 ^ n[l-p^ l-$%)][l-(l-q%)*] * 
Proof. Omitted. See Theorem 3.1. Q 
A 
Note that for a given set of data, q^  , k = 1,2,..., K given 
in Theorem 3.3 for the model (3.16), (3,17), are the same respective 
values as q^  , k = 1,2,..., K given in Theorem 3.1 for the model 
(3.1), (3.2) . 
It is of interest to show that certain forms of allocation produce 
better estimates of f^  than unallocated estimates, in a sense made 
clear below. Suppose from a population partitioned into K categories 
a sample of size n is taken, and n. , k = 1,2,..., K , units are 
K 
observed in category k . Altogether n. = S n units are observed, 
k=l 
and n-n. units are unobserved. Let q^  be the probability of a 
th 
response from a unit in the k category. 
Consider the unallocated estimator 
= n ^ n^  , (3.18) 
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which ignores the category membership of the unobserved units. The 
estimator (3*18) always has a nonpositive bias. We compare estimator 
(3^ 18) to the estimators 
f^  = n"^ Cnj^ +K~^ (n-n.)] (3.19) 
and 
 ^TV, n^^  if n, > 0 
if n. = 0 
(3.20) 
Note that the bias of f^  is 
K 
b = n [nq^ f^  + K (n-n 2 " f 
k=l k k. J k 
k=l 
Note that the sum of the biases of f^  over k is zero, but the 
* 
average bias of f^  is 
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1  ^ * 1 K 
k'-" s B(f -f ) = k"-" 2 (q f -f ) < 0 . 
k=l k=l 
The estimate allocates the unobserved units equally to each of the 
K categories, while f^  allocates the unobserved units proportionally 
to the observed size of the category. 
The following theorem demonstrates that is superior to 
• k  
{f^ ] with respect to total mean square error. 
Theorem 3.4. Let a simple random sample of n units be selected from a 
multinomial population and let n^  units be observed in each of K 
categories. Then 
K K  ^
L MSE(f ) < Z MSE{f ) , 
k=l k=l 
where 
* -1 
f= n ^ [n^  + K ^ (n-n,)] , and 
K 
n. = S n. . 
k=l 
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Proof. Let be the response probability for a unit in the 
category, so n = (n^ , ng,..., n^ ) is distributed as a multinomial 
random variable with parameters n and q^ f^  , k = 1,2,..., K, and 
is distributed as a binomial random variable with parameters n and 
'A • 
Let 
A  ^
y = E(v) = Z q f , 
k=l 
\ ' and 
— -1 ^ -1 b = K 2 b. = -K (1-Y) 
k=l 
Then 
K * K * 
S MSE(f ) = Z B[f -f ]2 
k=l k=l 
K  ^ * 
= Z {V(f 
k=l 
) + 
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K * K _ ^  _ 
= 2 V(f^ ) + S {bj^ -b)2 + Kb2 
K * K _ , 
= Z V(F. ) + Z (B.-B)^ + K'-'D-V) . (3.21) 
K=L ^ K=L 
Now 
and 
 ^= n + K ^ (n-n.)] = f+ K ^ (l-V) , 
K  ^ * 1 A 
Z MSE(I ) = Z E[f. + K "-(l-Y) - fL]2 
k=l k k k 
* * * -1 A 
Z E[F. - E(f. ) + E(f ) - F. + K (L-Y) 
K=L K K K K 
- k"^ (1-Y) + K~^ (l-Y)]^  
= Z V(F*) + B2 + K"^V(y) + K"^( 1-^)2 + 2K~^C(F^, L-Y) 
K=L 
+ 2b^ K"^ (l-Y) 
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K- * K 11 1 
z V(f ) + Z b2 + k' n"\(l-Y) +k" (1-Y)2 
k=l k=l 
-1 -1 ^ 
- 2K n y{l-y) + 2 Z 
k=l 
b k"^ (1-Y) 
K * K _ 
= 2 V(f ) + S [b +K (1-Y)]2 - K n y{l-y) 
k=l k=l 
K * K 
= S V(f.) + Z {b,-b)2 _ k' n Yd-Y) , (3.22) 
k=l  ^ k=l 
A * A 
where we have used V(y) = n y(l-y) and C(f^ , 1-y) = -n q^ f^ (l-Y) 
From (3.21) and (3.22) 
K * K 
Z MSE(f ) - z MSE(f ) = K"^ [(l-Y)2 + n" Yd-Y)] • Q 
k=l k=l 
" 1 * 
Recall that = n. n^  . The comparison of f^  and f^  is not so 
clear-cut as the following theorem and subsequent discussion show. 
In the following theorem, we need to calculate the expectation and 
variance of a ratio of random variables. In these calculations, the 
ratio will be expanded in a first order Taylor series where terms of 
order in probability n  ^ are omitted. Denote the expectation of the 
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resulting expansion by E , and denote its variance by V . The mean 
square error of such an expansion will be denoted by MSB. 
Theorem 3.5. Let a simple random sample of n units be selected from 
a multinomial population, and n^  units be observed in each of K 
categories. Then 
Z {MSE(f ) - MSE(f*)}= n"^ [Y"^ -Y-[l-v"^ ] Z 
k=l k=l 
K 
+ fJC{l-Y"\F - [l-q^ f^] , 
where 
" ' Ji "A • 
-1 
n. n^  if n. > 0 
\=< 
otherwise 
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K 
n, = Z H , 
k=l 
* -1 
= n , and 
MSB(f^ ) = V(f^ ) + C^ Cf^ } - . 
Proof. We have 
E(f^ ) = E(f^ |n^  > 0)P(n. > 0) + E(f^ |n, = 0)P{n. = 0) 
= Ê'(f^ |n^  > 0)P(n. > 0) 
= Y"\fk 
and 
V(fj^ ) = E(fJ-CE(f^ )]2|n^  > 0)P(n. > 0) 
+ E(f^ -CB(fj^ )]2|n. = 0)P(n. = 0) 
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= + 0(n , 
since 
P(n, = 0) = 0(n"°l , for any a > 0 . 
Then 
Z MSE(f^ ) = Z 
k=l k=l 
From Theorem 3,4, 
S MSE(f*) = Z [n-\f^ [l-q^ f^ ] + f^ Cl-q^ l^ ] 
k=l k=l 
Hence, 
K r—' _ 
Z {MSE(f,) 
k=l 
- MSE(f*) } 
= % n-lq, f 
k=l k k 
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k=l 
= - Y + {1-Y  ^(9%^ %)^ ] 
k=l 
+ 2 ff{Cl-Y - [1-9%]^  ]' 0 
k=l K 
We give two examples to show that neither one of f^  nor 
superior to the other for all choices of {f^ }, [q^ ] and n . 
Example 3.1. Let K=2, n>0, f^  = fg = 0.5 , = 0.9 , 
and q^  = 0.1 . Then 
K r—' * •> 
S {MSE(f ) - MSE(f )} = [0.360 n" + 0.320] 
k=l 
- [0.295 n"^  + 0.205] > 0 . 
Example 3.2. Let K=2, f^  = fg = 0.5 , q^ =q2=0.5, and 
n = 12 . Then 
K _ 
E {MSE(f ) - MSE(f ) = 0.083 - 0.156 < 0 . 
k=l  ^
* 
f, is k 
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C. Modification of Response Probabilities and Goodness of Fit 
Dalenius (1979), Bailar (1980), and others have lodged complaints 
against models of the previous types on the grounds that a single 
response probability assigned to the i^  unit of the population 
may not exist. One might argue, rather, that there are conditions 
external to the label of the unit that affect the probability of a unit's 
response. 
For example, in an interview survey, a black individual may respond 
with higher probability if the interviewer is black than if the inter­
viewer is white. For this individual there are at least two distinct 
response probabilities. 
A second instance is the case of a survey with callbacks, in which 
the response probability of a unit may not remain constant over calls. 
A unit's response probability may change from, say, the first to the 
second call because of the intensity of the interviewer's effort to make 
him respond, or perhaps because of a training or fatiguing effect from 
previous calls. 
If such effects can be identified, they can be built into the model 
so long as the associated parameters are identified. Suppose that the 
population is partitioned into K categories, and that R calls are 
made on the n selected units. We postulate that the response proba-
K 
bilities [q, ] are constant for the first R. calls, and are changed 
K St 
to {l - 6(l-q, )] for the (R. + 1) and subsequent calls. This 
k=l 
form assures that if = 1 for the first R^  calls, the modified 
response probability for subsequent calls is also 1 . Assume the 
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allocation of HCNR is [f^ ] , as in model (3.1), (3.2). The multinomial 
model has cell probabilities 
r  
f < R] (3.23) 
r^k 
V 
R- r-R.-l 
[Gtl-q^ )] [l-6(l-q%)]f% r > R^  (3. 24) 
R-R K 
TT = (1-Y) + Y6 Z (l-q^ ) f. 
k=l k' k * 
(3.25) 
A A A  A  
The fitted values f, q, y» 6 can be substituted for the param-
~ A A 
eters in (3.23), (3.24) and (3.25) to obtain and TÏq . Using 
A A A A 
n , = nlT , and n^  = nÏÏ» , the likelihood ratio lack-of-fit chi-square 
rk rk 0 0 
statistic is 
« K A .1 
" "rk \k' • r=l k=l 
(3.26) 
The appropriate degrees of freedom are n - p - 1 , where p is the 
number of parameters to be fit. In the case of model (3.23), (3.24), 
(3.25), p = 2K + 1 . 
Note that model (3.23), (3.24), (3.25) is a generalization of 
model (3.1), (3.2), reducing to that model when 6=1. Hence, (3.25) 
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can be used to assess whether 6 is significantly different from 1 
for specified a • If is the chi-square statistic from the model 
(3.1), (3.2) and Xjj is the chi-square statistic derived from the 
model (3.23), (3.24), (3.25), 
is distributed as a chi-square random variable with one degree of 
freedom. 
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IV. ESTIMATION OP MEANS ' 
A. Continuous Models 
The models given in Chapter III require data grouped into K 
categories on the basis of some random variable X , where X is called 
a categorizing variable. The categories may be formed in a natural way 
if the categorizing variable is discrete and takes on K distinct 
values. If the categorizing variable is continuous and has probability 
density function (pdf) g.(x) , the categories will be formed by a parti-
tion (bg, b^ ,..., b^ ) of the range of X . Thus, a unit will fall in 
the k^  ^ category if the value of the random variable X associated 
with that unit lies in (b^  b^ ] , where b^  ^  and bj^  are specified 
real numbers. For this categorization, the models we have considered 
have response probabilities , k = 1,2,..., K , which are constant 
within categories. 
When the categorizing variable is continuous, it is possible to 
adjust for nonresponse without grouping the data into categories. As 
Brewer (1979) points out, it is necessary to postulate a parametric 
form q (x) for the response probabilities. 
% 
Assume we have the same survey situation as in the previous 
chapter; a simple random sample of n units results in n^  observa­
tions, and at each of the R - 1 subsequent calls, those units are 
recontacted which did not respond on the preceding call. At the end of 
R calls, n^  selected units are unobserved. Then let 
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r 
1 if the i^  unit responds on the call 
6r(Xi) = \ 
V 0 otherwise 
where is the value of K associated with the i^  unit. With 
this definition 
P[6^ (x) = 1]= yL[l-q^ x)f~^  - (l-q^ x) f 3 , 
where 1 - y is the probability that a unit will never respond to 
any call of the survey. The pdf of X conditional on X being 
observed is 
= 1) = g@(x)Y[[l-q^ (x)] r-1 
( 4 ,  
where 
m = vj Cl-q^ (x)]^ gQ(x)dx , 
n 
and n is the sample space of X 
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Suppose the call results in observations 
(j = 1,2,..., n^ ) , where n^  is the number of respondents in the r^  
call. The likelihood of this model is proportional to 
n n ^«(x )C{l-q (X )} 
r=l j=l 2 
• Cd-v) + m^  ] ° , (4.2) 
where 
= yj [l-q (x)fgg(x)dx . 
Q 
This likelihood can then be used to find maximum likelihood 
estimates of the parameters 6 and m . 
Expression (4.1) can also be used to construct method-of-moment 
estimators (MME) for the parameters 0 and c£_ . Assume that the total 
number of components in 0 and cp is smaller than the number of calls, 
— "fcJn 
Let x^  be the sample mean of the observations of the r call. The 
MME are given by setting 
 ^ J " Ci-qJx)f ]gQ(x)dx , 
n  ^ r»/ 
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!f — 1)2^###^ R ; (4.3) 
and 
-1 * *  
n no = [(1-y) + Y ] (4.4) 
These R + 1 equations can be solved for the components of 0» cp» and 
for Y . Note that it may not be necessary to use all R + 1 equations 
to obtain unique parameter estimates. 
B. The Estimator and its Properties 
a 
The estimated population proportions f^  calculated by the methods 
of Chapter III can be used to construct estimates of the means of 
variables in the survey. 
Call the variable of interest Y , and let y^  be the sample mean 
of Y for the respondents in category k computed using the responses 
from all calls. Assume that the probability that an individual responds 
on any particular call is independent of the Y-value of that individual. 
This assumption may not be true in practice, but we will show that the 
bias in the estimator of Y can be reduced by increasing the number of 
categories. 
This assumption implies that 
(^^ kl^ ll' "RK' ' (4.5) 
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— th 
where is the population mean of units in the k category. 
Consider the estimator of Y given by 
ù.  ^  a _ 
Y = 2 f y , (4.6) 
k=l 
a 
where [f^ ] are the estimators of [f^ j given as solutions to the 
likelihood equations of Chapter III. 
In the remainder of this chapter, we shall be approximating properties 
of nonlinear functions of random variables. In these calculations, the 
nonlinear function will be expanded in a first order Taylor series in 
which terms of order in probability n  ^ are omitted. The expectation 
of the expansion will be denoted by E , the variance by V , and a 
COvariance, in which at least one of the arguments has been so approxi­
mated, by 5' . Observe that y^  and y^  are uncorrelated for 
i ^  i . Then 
V ( Y )  =  i[v{ Z "pR, Hq)] 
k=l 
k a 
+ V[E( z "RK' 
k=l 
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where 
K A _ K A _ 
Et Z fgV(y )] + ^  Z Wl 
k=l K K kel 
K _ _ A _ 
= s fjv(y ) + Y'V(f)Y , (4.7) 
k=l 
I, = (Y^ , Y,,..., Yx)' , 
A A A A 
V(f) is the K X K covariance matrix of f , and 
V(y^ ) is the variance of the sample mean y^  
The expression (4,7) can be estimated by 
a A K A A _ _ A A _ 
V(Y) = S fgV(y.) + y'V(f)y , (4.8) 
where 
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a 
is the value of f^  which solves the appropriate 
likelihood equations. 
'' -1 -1 
"•k '"-k-" '^ ki-yk' • " n.k> ° 
1=1 
a _ j  
v(y^ ) = \ 
0 , if n = 0 
' "k 
V 
th is the i observed Y-value in category k , 
y = (Yi, Yg,''", 7%)' , and 
^ a a 
V(f) is the inverse of the estimated information matrix of f 
Suppose we have an infinite population of units [u^ ] from which 
a sequence s^^ ] of simple random samples of size [n] is selected. 
Suppose n^ j^  = 0(n), k = 1,2,..., K . Then, since as 
n -» 00 , y and V( y^ ) are consistent estimators of Y and V(y^ ) , 
a 
respectively, and f^  is a consistent estimator of f^  (k = 1,2,..., K) 
a a 
by Theorem 3.2. The components of V(f) are continuous functions of 
a a 
f, q, and y , so by Theorem 3.2, V(^  is a consistent estimator of 
A ^  t  ~ t  
V(f) . Hence, V{Y) is a consistent estimator of V(Y) . 
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Theorem 4.1. Let {u^  } be the units of an infinite population Ç , 
where the population Ç has been partitioned into a fixed number K 
of categories. Let Y^  be a characteristic associated with the 
unit. Suppose the characteristic Y has finite second moments. Let 
f^  be the fixed proportion of units in the category, and suppose 
0 < f^  < 1 for k = 1, 2 , . . . ,  K .  
— 
Let Y^  be the population mean of units in the k category. Let 
be the fixed response probability of a unit in the k^  category, and 
suppo se 
0  <  q^ < 1  for k  =  1 , 2 , . . . ,  K .  
Define a sequence [s^ ] of simple random samples of size {n} from Ç . 
Suppose R attempts are made to contact the units in s^  where 
R > 2 . Let n^  ^ be the number of units observed in category k on the 
th 
r call. 
— th Let y^  ^ be the mean of Y for the units observed in the k 
a 
category of s . Let f, be the estimator of f, based on s and 
n kn k n 
given in Theorem 3.1. 
Then 
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K A _ __ X 
"„ V, » ' k=l 
where 
k _ _ a _ 
W = S ffv(v ) + Y'V(f )Y , 
n ,T k -'kn k=l 
r  -1-2 
" A " n.k > ° 
, and 
V, if n.^  = 0 
p th 
cr is the population variance of Y in the k category. 
Proof. By Theorem 3.2, 
n-w) 
By a Weak Law of Large Numbers (see Rao, 1973, p. 112), 
plim . 
n -*» 
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Hence, 
K A K 
P"" k^n^ kn = Vk • 
n-KD k=l k=x 
Let X* = ( X  ,  X ,X ) be a fixed vector. By assumption 
rw X 6 tAiC*»* K 
X'A , where 
rv rsfl 
= (n "'"f y^ ) has finite second moments. For 
a given category k, n , r = 1,2,..., R are sums of independent and 
identically distributed random variables, and y^  is also a sum of inde­
pendent and identically distributed random variables. Hence, by a 
Multivariate Central Limit Theorem (see Rao, 1973, p. 128), A has a 
limiting multivariate normal distribution. 
^ -1 Note that f^  ^ is a continuous function of [n n^ ]^ , 
r^k' 
-1 
r = 1,2,..., R , with continuous second partials at E(n n ) , 
r = 1,2,..., R . By expanding 
k a 
" " k=i 
— 2 — in a first order Taylor series around E{n n^ )^ and , 
a 
r= 1,2,..., R ; k = 1,2,..., K , Y can be expressed as a linear 
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combination of components of A plus a remainder of order less than 
a _ 
one. The limiting distribution of Y is normal with mean Y . Q 
Û  __ 
We also show that Y is consistent for Y when K -• œ and 
n -• 00 . It will be necessary to assume that the sample size n increases 
faster than the number of categories K . Hence, the number of cate­
gories will be a function of n . 
Also, for , a sequence of random variables and [g^ ] , a 
sequence of real numbers, X = O (g ) if for e > 0 , there exists M 
 ^ n p n e 
such that P[|x^ | > M g^ ] ^  e for all n . For [a^ ] , a sequence of 
-1 
real numbers, a = 0(g ) if there exists M such that g a < M for 
n n n n ^  
all n . Then a^  is said to be at most of order g^  . Hence, we note 
that the sequence {t ] is consistent for 0 if It -01 = O (n*^) , 
n ^ ' n ' p 
a < 0 . We show that Y is consistent for Y under two different 
situations. 
Lemma 4.2, Let {x 1 be a sequence of random variables with common 
mean u . Let V = V(x ) . Then x = |a + O (V ) . 
n n n p n 
Proof. By Chebychev's Inequality, for given e > 0 , 
P C | x - | i l > e ^ ^ ] < e V V  ^  = e  .  Henc e ,  x - | a = 0 ( V ^ ) .  Q In I — n — n n n p n 
Lemma 4.3. Let ] be a sequence of m-dimensional vector random 
variables with x = a + O(r ) , where f-n p n 
ïn = '"in' =2n'-'-' ''mn'' ' 
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and r -• 0 as n , if g(x) is a real valued function defined 
n  ^
on m-dimensional Euclidean space with continuous s^  partial deriva­
tives at a , then 
m ôg( a) 
g(j^ ) = g(a) + S 
3=1 ] 
m m s 
+,,,+ Z ... Z n (x. -a. ) 
jl=l j^ =l r=l 
+ Op'"n' • 
Proof. See Puller (1976, p. 192) 
Lemma 4.4. Suppose a simple random sample of n units is selected 
from an infinite population which is partitioned into categories. 
A fixed number of calls R is made from which n . units are observed 
 ^ R 
in the category on the r^  call. Let n = Z n , . 
For X^ , X^  fixed, suppose 
0 < X i < q j ^ < X 2 < l '  k  =  1,2 , . . . ,  ,  (4.9 )  
< ^kn < Vn^  ' k = 1,2,..., , and (4.10) 
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0 < Xs < Yn < ^ , 
where v , f, and q, are given in the model expressed by (3.1) and 
'n kn kn 
(3.2). Define 
Then 
" "-k > 0 
p(r, k) ={ 
K  
if n.^  = 0 
V(n.k) = 0(nK"^ ) , (4.11) 
E(n.^ ) = 0(nK"^ ) , (4.12) 
(4.13) 
P(n.k = 0) = 0(Kn ^ ) , and (4.14) 
P(0 < n_^  < XgnK"^ ) = 0(n"^ ) , (4.15) 
where 
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Xe = &X5[l-(l-Xi)*]X3 . 
Also, 
E{p(r, k) - ECp(r, k)]}^  = 0(Kn , and (4.16) 
E[{p(r, k) - E[p(r, k) ]}{p(u, k) - E[p(u, k)]}] 
= 0(Kn ^ ) . (4.17) 
Proof. Write K^ , y^ , and as K, y, and , 
respectively. Note that (n^  ^; r = 1,2,..., R ; k = 1,2,..., K) is 
distributed as a multinomial random variable with parameters n and 
^^ rk^  , where 
Observe that = 0(K )^ , by (4.9) and (4.10). Then 
V(n.t) = 
= 0(nK"^ ) , 
where 
Also, 
Now 
Then 
66 
r^ l 
= 0(K"^ ) 
= "V 
= 0(nK"'') . 
C(n.-\^ , n.%|n.k > 0) 
«> 1 
% tB(nrk) -o£a--4:(n^ j^ )]|n.^  = alp(i 
= 0 . 
P(n.k = 0) < P[|n.k-B(n.k)| > E(n.%)] 
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< [E(n.K)]-2v(n.%) 
= 0(Kn"^ ) . 
Also, when >0 , 
P(n.% < XgHK-^ ) < P{tn.k-E(n.^ )| > ECn.j -^XgnK"^ ]} 
< {E[n.%-XgnK-l]]-2v(n,^ ) 
< n-2[i XgK-^ ]-20(nK-^  
= an"^ ) . 
Thus, 
E{p(r, k) - B[p(r, k)]}^  
= ^ P(r, k) |n,^ , > 0]P(n,^  > 0) + {E[p(r, k)]}^  P(n.% = 0) 
= 0{n"^K)Cl-qn"\)] + 0(i)0(n"\) 
= 0(n . 
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Similarly, 
E[{p(r, k) - E[p(r, k;)]]{p(u, k) - E[p(u, k)]}] 
= 0(n ^ K) . 
Theorem 4.5. Consider an infinite population | of units {u^ } such 
that Yj is a characteristic associated with the unit. Suppose 
a sequence {s^  ] of simple random samples of size {n is selected 
from 5 , and suppose 
a  
K is a fixed multiple of n , 
n 
where 
is the number of categories in § for the n^  sample, and 
i < a < 1 . (4.18) 
Suppose that the response probability is a continuous function q(x) 
defined on a closed and bounded interval I . Assume 
aq(x) 
ax 
< Pi < = for X e I (4.19) 
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where is a constant. 
For the n^  sample, suppose the lengths of the categories 
are all less than a fixed multiple of . 
Let the population mean of Y in the category of the n^  
sample be , and let the population variance of Y in the 
category of the n^  sample be , Suppose for some fixed > 
sup{Y^  ^t k = 1,2,..., K^ } < ^ 2 < °° » and (4,20) 
n 
sup{cr2^  ; k = 1,2,..., K^ } < < °° • (4.21) 
n 
For fixed X^ , , suppose 
0 < < X2 < 1 , k = 1,2,..., , all n , (4.22) 
X_k"^  < f, < X.k"^  , k = 1,2,..., K , all n , (4.23) 
3 n kn 4 n ' ' ' n ' 
0 < Xg < < 1 , all n , (4.24) 
where f^  ^ and q^  are quantities given in the model (3.1) and 
a a a 
(3,2). Let Y , f, and q, be those estimators defined in 
n^' kn k^n 
Theorem 3.1 based on the n^  sample. Then 
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K 
P"" L k^n = ^  
n-«o k=l 
where is the sample mean of those Y values observed in the k 
category of the n^  sample. 
Proof. Write as K for simplicity. From Theorem 3.1, 
th 
(4 .25)  
Now q, is a differentiable function of p(r, k) , kn 
r = 1, 2 , . . . ,  R , where 
r -1 
"•k "rk ".k > " 
p(r, k) =( 
V 
if n.^  = 0 
It follows from (4.16) and (4.17) of Lemma 4.4 that 
k^n - E(qk) = O (n"^  K^ ) , (4.26) 
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where E(q^ ) is t±ie population mean of q(x) in the category of 
the n^  sample. Also, for any in the category of the n^  
sample. 
E(q^ ) - q^  = 0(K )^ , (4.27) 
-1 because the length of a category is 0(K ) , and the first derivative 
of q(x) is bounded. It follows from (4.26) and the fact that 
K = 0(n°^ ) , 4 < a < 1 that 
q, - q^, = O (n~\^ ') . (4.28)  
kn k p 
By expanding 
A K n 
 ^k=l n[l-(l-q%^ )*] 
_1 in a first order Taylor series around E(n n^  ) and E(q ) , we have 
•\^ =Y+0{K~^ ) + Z [1-{1-E(q^ )l^ ] ^ [n"^ n^  ^- E(n ^ h,^ )] 
k=l 
K 
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7+K0p(n"^  h + KO(K~^ )Op(n"^ K^ ) 
-è & 
+C^ n^ SRS) , 
by (4.26) and Lemma 4.4. Hence, by (4.25), 
If n., = 0 , let y, = 0 . Note that 
•k ' kn 
V[ykn-E(y]^ )^ = 0(n~\) , (4.29) 
where E(y^ )^ is the expectation of the sample mean of those units 
observed in the k^  ^ category of the n^  ^ sample. Then 
= V[y%n-G<ykn'l".k > V'^ ]'''".k > V"^ ' 
+ jo < < l|.nK"^]P(0 < 
+ [E(y,^ „)]%(n.k = 0) 
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< an"^ ) + an"^ ) + 0(n"^ ) 
= 0(n"&) 
by (4,14) and (4,15) of Lemma 4,4, It.follows that 
Note that by (4,27), 
= ^ kn + 
Hence, 
k^n - = Op'""* • 
Then 
Wkn = Wkn + + Op<»' 
and 
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 ^ C -  ^* . = , _ . . -1, 
Wkn = Wkn " Op'" + OK -I + o (n-\) 
k=l k=l  ^
Since, K = 0{n^ ) ,  ^< a < 1 , we have 
k a _ 
P"" Z fkn^ kn = ^  • 
n-<oo k=l 
C. Choice of a Categorizing Variable 
One term of the approximation to V( S f. XL ) is Z f^ V(x^ ) , 
k=l k=l 
where 
"k 
.2: . <4-3" 
1— 1 
= number of units in category k , 
-1 -1 -1 
and terms of order n N ^  have been ignored in using instead 
of in (4.31). 
We have postulated that the categories are formed by choosing 
boundary points [b^ , b^ ,..., b^  ^ in the range of some random variable 
Z . If the population is {(x^ , z^ )}: i=l,2,...,N], the k^  ^
category contains 
f(*i' ^ i^  • i^ ^  ^ \-l' ^k^  ^' 
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where = - » , \ ~ ' and b^  < b^  < b^  < ... < b^ _^  < b^  . 
Any random variable may be used as the categorizing variable. We assume 
that a categorizing variable is used to form K categories of fixed 
sizes {n^  ; k = 1,2,..., k] . 
We say one categorizing variable is better than another if 
K _ 
E f?V(x,) (4.32) 
k=l  ^
is smaller for the categorization induced by that variable. We show 
that for estimation of the population mean X , there is no better 
categorizing variable than X itself. 
In the following development, we stipulate that 
"•k = ""'X ' 
in order to give a form for V(which does not depend on n^  ^. 
Since n,^  is a random variable, the equality will be true only with 
small probability, but n^  ^ is likely to be close to nN . 
Now, 
K _ 
Z f,?V(x, ) 
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K 
= S 
k=l 
-1 -1 
"•k 
N, 
i=l 
K 
= S 
k=l 
- 2  N N, n k 
1—X 
_T T K k^ K 
= N n { 2 Z x^ .- z N, x^ } . 
W i=l ki k=l 
K \ 
Since N , n and E Z xf. are constant for the fixed population, 
k=l i=l  ^ K _ 
the best categorizing variable maximizes 2 N xf subject to the 
k=l 
assumption that is fixed. Since the values (x^  ; i = 1,2,,.., n} 
are fixed, the difference between categorizing variables is in the order 
of X where the categorizing variable is arranged in natural order. 
Categorization of x^ , x^  ^ by the variable X gives the X-values 
in ascending order. Categorization by some other variable Y arranges 
the population units in Y-order, but the X-values of those units may not 
be in X-order, Assuming fixed , the next theorem shows that (4,32) 
is minimized by the categorizing variable X , 
Theorem 4.6. Suppose we are given a categorization of the population 
units u^ , Ug,..., u^  into categories of size and mean x^  for 
k = 1,2,..., K . Then S N 3? is maximized when every X-value in 
k=l 
category i is smaller than every X-value in category j for i < j , 
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Proof. Suppose a categorization has resulted in category means 
x^ , Xg,..., , where the categories are arranged, without loss of 
generality, so g: Xg ^  ' Assume the units have been arranged 
in ascending X-order within categories. Let the units then be labeled 
Ui' *2'"'"' "n • 
Consider the units in category 1 . Check if there are units in 
categories 2, 3, 4,,.., K which are smaller than the largest unit in 
category 1 . If there are no such units, proceed to category 2 . 
Otherwise, let x be the smallest X-value of the unit in category 1 
6 
for which there are units with X-values fx .1 in subsequent categories 
cpi 
such that x ^ > X . for all i . Let x = min {x . } , and suppose x 9 cpi 9  ^ VI (p 
is in category j . Interchange the units associated with Xg and 
x^  , The resulting means of categories 1 and j are 
X* = N^ C^N^ X^  - (xg-x^ )] , 
x* = N-^CN .x. + (xq-x^)] .  
Then 
( N ^ x ^ ^ +  N. x . ® )  -  ( N _ x ^  + N. x ? )  =  N ^ [ - 2 N . ^ x .  ( x  - X  )  
J - X  3 3  x x  3 3  ^  X  X  g  ( p  
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+ N . [2N .^ x. (Xg.-X ) + N.^ (xg.-x )2] 
] ] ] 8 cp ] 8 cp 
Hence this operation has created xj", k = 1,2,..., K such that 
K K 
Z > 2^  Nj^ xJ , where 
 ^x^  if k = 1 or j 
otherwise 
This interchange may have changed the order of the category means 
Xj , j > 1 . Reorder the categories so the category means are in 
ascending order, and reorder elements within categories so they are in 
ascending order. Let the reordered units again be labeled 
u^ , Ug,..., u^  . Notice that u^  in this ordering must necessarily 
have the smallest X-value in the list. 
If there are still units whose X-values in categories 
2,3,..., K are smaller than some Xg in category 1 , choose 
X = minfx .1 and interchange the smallest such x_ and x . Again, 
9 i 91 0 cp 
this interchange will increase 
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il ' 
where are the category means after the interchange. 
When all units in category 1 are no larger than all units in 
categories 2,3,..., K , consider the units of category 2 . If any 
units in categories 3,.,.,K are smaller than the largest unit 
of category 2 , interchange elements as before. 
By successively considering the elements of categories 1,2,..., K , 
and using a maximum of N interchanges, the units will be in ascending 
order of X-values. 
At each interchange the value of 
is increased. Hence, if the units u^ , u^ ,..., are in any order 
except ascending order of X-values, an interchange of the sort described 
above will result in an increase of 
over the analogous value corresponding to the original order of the 
units. Therefore, this quantity must be maximized when the units are 
arranged in ascending order of X-values. Q 
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The previous results did not assume any relationship between the 
category sizes and the X-values of the units in the categories, 
nor was the question of the placement of the category boundaries for a 
given categorizing variable discussed. 
In general, for a given categorizing variable the best placement of 
category boundaries is one which most closely satisfies the assumptions 
of the models of Chapter III. Recall that those models assume the 
existence of categories within which response probabilities are constant, 
so if some information about the response function a (x) is available, 
r-f 
the categories should be formed so q (x) is nearly constant within each 
% 
category. 
If information about q (x) is not available but we have some 
% 
knowledge of the distribution g (x) , it may be useful to choose the 
K.  ^
categories so E f^ V(Xj^ ) is minimized. We saw that if n,^  = nN , 
k=l 
minimization of this quantity is equivalent to maximization of 
K _ 
S N xf . On this basis a suitable categorization may be found. 
k=l 
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V. OTHER SAMPLE DESIGNS 
A. Introduction 
One assumption underlying the work of Chapters III and IV is that 
a simple random sample of n units is selected from a population of 
N units. In this chapter,we will consider several other sample designs 
to select elements from a population partitioned into K categories. 
K will be fixed throughout this chapter. 
For each sampling design we consider in subsequent sections,an 
estimator of the population total of a variable Y will be given. The 
estimator, its variance approximation, and an estimator of its variance 
A 
will be similar to the corresponding expressions for Y in Chapter IV. 
To develop such expressions, the likelihoods appropriate to each 
sampling design will be given. Estimates for the number of sampled 
units in a category and for the response probabilities of units in a 
category will be given in a form similar to those of the estimators of 
the parameters for the models of Chapter III. Then estimates, their 
approximate covariance matrix, and a consistent estimator of their 
approximate covariance matrix will be developed for the population total 
of units in each of the K categories. From these quantities, an esti­
mator of the population total of Y , its approximate variance and an 
estimator of the approximate variance are constructed. 
B. Stratified Random Sampling 
Suppose the infinite population is divided into I strata, the 
stratum being of relative size W. . Then S W. = 1 . From the 
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stratum, a simple random sample of size n^  is taken, 
a = 1,2,..., I . The I simple random samples are independent of each 
other. If the parameters are f= 1,2,..., I ; 
k = 1,2,..., K , where 
f^  is the population proportion of units in the k^  ^
category of the stratum. 
is the response probability of a unit in the k^ *^  
category of the stratum, and 
is the population proportion of units in the A ^  
stratum who are not hard-core nonrespondents, 
then the likelihood of the data i^o ' &= 1,2,..., I ; 
r = 1,2,..., R ; k = 1,2,..,, K) is proportional to 
I R K  n g  n .  
n{n n îT^k l^^Ao ' (s.i) 
X=1 r=l k=l 
where 
n is the number of units observed in the k^  category JI/TK, 
of the stratum on the r^  call. 
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n . is the number of selected units in the stratum 
XD 
unobserved after R calls. 
Sjkfjk ' and (5.2) 
K H ) f., . (5.3) r r ^  =  ( i -V  +  
Since the simple random samples in each stratum are independent, and 
since each parameter is associated with only one stratum, the following 
analogy to Theorem 3.1 is immediate. 
Theorem 5.1. Under the model (5.2), (5.3), the estimators of f^ , 
and , which are solutions of the likelihood equations, are 
1) <3^  , which is the solution to 
R 
where "trk ' 
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2 )  a  yji 
K 
= 2 '£k 
k=l C l-( l-q^ j^ )^ ]n 
and 
X 
3, f . f-k 
In Chapter III, the response probability depended only on the 
category in which a unit fell. To extend this consideration to the 
stratified random sampling model, we now assume that is constant 
over strata, say = q^  , = 1,2,..,, I . However, we still assume 
that the proportion of units in category k may depend on the stratum. 
This model is now developed. 
Suppose the population is stratified into I strata, the 
stratum being of known relative size . For each stratum, let 
f ^  = stratum proportion of elements in the k^  category, 
q^  = response probability for a unit in the k^  category. 
= proportion of elements that are not hard-core 
nonrespondents in the stratum. 
K 
Note that Z f=1 , = 1,2,...., I . Since the sample size for a 
k=l 
given stratum is known, the likelihood conditional on stratum H is 
proportional to 
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where 
R K n. , n. 
f  n  n  n  ,  ( 5 . 4 )  
r=l k=l 
4^rk ~ k^^ jik ' 
 ^ R, 
Tfjo = "jfti-Ya) + Ya f&k] 
= relative size of the stratum, 
th 
n. , = number of elements of the j& stratum observed on the 
Ark 
r^  call in the k^  category, and 
n. = number of elements of the stratum not observed 
XjO 
by the R^  call. 
Since sampling is independent over strata, the complete log likelihood 
is proportional to 
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+ logC(l-Yjj) + Z (5.5) 
K—1 
Theorem 5.2. The estimators of f and , k = 1,2,..., K ; 
 ^= 1,2,..., I , which are solutions to the likelihood equations, are 
given as follows: 
a  
1) is the solution to 
I "'rkfi-rsk) "..k*(i-qk)*"^  
r=i q^ d-q^ ) 
where , and 
"..k = ".rk ' 
r=l 
" ' k!l ' uSi ' 
3 J _ "4-k 
Proof. Omitted. See Theorem 3.1. 0 
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Corollary 5.3. The , k = 1,2,..., K , given for model (5.4) 
have the same respective values as those calculated by ignoring stratum 
boundaries and using the simple random sampling model given by (3.1) 
and (3.2). 
Proof. If strata are ignored and the simple random sampling model 
is applied to the data ; A= 1,2,...., I ; r = 1,2,.,., R 
k = 1, 2 , . . . ,  K) , the log likelihood is 
I R K  
L ( f .  , q^ ,  y) = (constant) +  E  {  Z  2  n. logCyd-q, ) q . f% ]  
k k 4=1 r=l k=l  ^
+ n. logCd-y) + Y 2 (1-q.) f. ]} 
^ k=l 
R K 
(constant) + £ En logCyd-q^ ) q^ f^ ] 
r=l k=l k k k 
K n 
+ n log[(l-Y) +Y 2 d-q^ )^ \'] • 
k=l 
This is the same form of likelihood as in the simple random case of 
Chapter III, with n^ ^^  replacing n^  ^ and n,^  replacing n^  . 
Hence, by Theorem 3.1, the q^ 's are given as solutions to the K 
equations 
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R-1 
l-(l-q.) 
which are the same equations given in the Theorem 5,2. Q 
A different likelihood is appropriate when the parameters of the 
model are and y , where 
is the number of units in the k^  category of the 
sampled portions of the I strata, 
q^  is the response probability of a unit in the k^  
category, and 
y is the population proportion of units who are not hard-core 
nonrespondents. 
Assume 0<q^ <l , k = 1,2,..., K , and 0 < y < 1 • Let n^  ^ be 
the number of units observed in the k^  category of the stratum 
*th 
on the r call, and let 
".rk = "tek ' 
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.^.k = "-rk • 
Observe that because of the varying category proportions over the 
I strata, the joint distribution of 
(N^ , Ng,..., N^ ) 
is not necessarily multinomial. However, for a given category k , the 
joint distribution of 
("'Ik' "'2k*''''' "'Rk' \ " "'«k^  
is (R+1) -dimensional multinomial with parameters and 
Cyïk» i-y + vd-qj^ )^ ] ' 
The likelihood is the product multinomial 
L(Nj^ , y } k — 1,2,*.», K) 
= I ^ 
"'Ik' "•2k' " "'Rk'(^ k""''k)' 
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... CY(l-q^ )^ "\3 • Cl-Y+ Y(l-q%)*] k . (5.6) 
Suppose R > 2 and n^ ^^ >0 , k= 1,2,..., K . Consider the 
A . .A . A 
estimators and y , where 
a  
1) q^  is the solution to the equation 
. R—1 
 ^ _:rk k a , (5.7) 
r=i qj^ d-qj^ ) i-(i-qj^ ) 
2)  Y  = ( 
I 
E 
1L=1 
-1 
K I 
Z Z 
k=l 4=1 
n 
i-d-q^ ) R 
3) a  N, 
ÇCl-d-q )^ ] 
th 
where S^  is the number of units in the 4 stratum. 
If we ignore the requirement that the maximum likelihood estimates 
of , k = 1,2,,.., K be integers, then for fixed y and , 
a  
k = 1,2,..., K , the likelihood (5.6) is maximized by . Also, 
a  a  a  
N^ , q^  and y , k = 1, 2 , . . . ,  K , satisfy the equations 
= 0 and = 0 , k = 1, 2 , . . . ,  K .  
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Note that the , k = 1,2,.,,, K given by (5,7) have the same 
respective values as those calculated by ignoring stratum boundaries and 
using the simple random sampling model given by (3,1) and (3,2), 
Hajek (1957) discusses a sampling procedure in which N independent 
experiments are performed on the elements of a population, the i^  
experiment, i = 1,2,,.,, N , deciding with probability P that the 
i^  unit will be included in the sample. This procedure is called 
Poisson sampling. In the situation here, each unit of the sample is 
observed with response probability •y[1-( 1-q^ )^  ] for some k , 
k = 1,2,,.,, K , The following result is thus similar to those given 
by Hajek, 
Result 5.1. Let a simple random sample of size n be selected from 
a population of size N . Let each element respond with probability 
P , where P is known. Let the estimated total for Y be 
n 
A _1 ^ _1 
Y = n S P y. , 
i=l 
where n^  = number of responding units. Then 
V{Y) = ( Z Y^ )2 n"^ p"^ (l-p) + sJCn~^ P^~^ -N-n~^ p"^ (l-P) ] 
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N2(n"^ -N"^ )^  + n~\!( £ Y?)P~^ (1-P) , 
1=1 ^ 
where 
1  ^S2 = (N-1)" z (Y.-Y)2 , and 
1=1 ^ 
-1 " Y = N S Y. 
1=1 ^ 
Proof. We have 
n 
r 
V(Y) = (n"\jp"^ )^  V[ 2 y^ ] 
1=1 
"r 
= (n"V"^ )2{vE[ Z y |n ] + EV[ S y.|n ]] 
1=1  ^  ^ 1=1 1 
= (n"Vp"^)2{v[n^ Y] + E[n^ N~^ (N-n^ )s|] 
= (n~^ P~^ )2{nP(l-P)^  + CnP-N~^ (nP)^  - N"^ nP( 1-P)]s2} 
(3^  
T=T 
3 
N 
)(d-T)_ dN, u + 3S(^ _N - T_u)2N 
T- T-
[N - sN ^ I^sS + {\k 2 )(d-T) dN _u = 
N 
T=T 
T-a*T-" - N - t_a3%f_u]2S + 2 (a-T)^ _dN^ _ u = 
[ (d-T)^ _dI^ _u - N -
_ dgtl u]§S + (d-l) d u[3S(I-N)N - 3% 2 N] = 
*• N 
I=T 
[(d-T)^ _dN^ _U - N - ^ _d2N^ _u]2S + (d-T)^ _d^ _U A 2 
'osxv 
T=T 
[ (d-I )^ _dMj._U - N - ^ _<Ï3N _^u]sS + (d-T)^ _d^ _U g ( Â 2 ) -
E6 
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In the remainder of this section, we shall be approximating proper­
ties of nonlinear functions of certain random variables. In these 
calculations, the nonlinear function will be expanded in a first order 
Taylor series where terms of order in probability n^  ^,  ^= 1,2,..., I 
are omitted. The expectation of such an expansion will be denoted by E , 
and a variance by V . A covariance in which at least one of the 
variables has been expanded in such a Taylor series will be denoted by 
C . Also in the remainder of this section, we shall refer to elements 
of the asymptotic covariance matrix of 
a  a  a  a  
92*''') 9]^ ) Y) « 
To obtain an approximation to this matrix, replace N^ ! and 
by their Stirling approximations 
ana 751 . 
Then an approximation to the information matrix can be calculated, from 
which an approximation to the asymptotic covariance matrix of 
A a  a  a  
92)'"') Y 
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can be formed. Any subsequent use of covariance of the quantities 
A A A A 
(q^ , q^, y) assumes this approximation procedure has been 
followed. 
To develop the variance of an estimator of the population total of 
Y , we give expressions for the components of the approximate covariance 
matrix of estimates of the population total of units in the K 
categories. 
Theorem 5.4. Let , n = I, 1+1,,..] be a sequence of stratified 
finite populations, where is a proportional stratified random sample of 
size N , N > N  ^ , selected from a stratified infinite population, 
n n n-1 ' 
where i is fixed and R > 2 . Assume the infinite population possesses 
finite second moments. Let a stratified random sample of size n be 
selected from the n^  ^ population, n = 1,2,... , and suppose that 
n^  is the sample size in the stratum for the n^  ^ finite 
population. Suppose s'^ n^  , JL = 1,2,..., I is fixed except for minor 
modifications required to ensure that S ^  , Z = 1,2,..., I are 
integers. Let -y and q^  , k = 1,2,..., K , be fixed. 
Consider the estimator of the number of units in the category 
given by 
A 
S 
I 
- z 
S f I  
-1 
n, S 4 =4n 
A—1 
Pk "4.k 
k = 1,2,..., K 
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where 
S,. = number of units in stratum A . and jgn 
Pk = . 
Let = yCl-d-q^ )^ ] . Then 
J&=1 
-  2 S ,  kn ' il i-Pk' 
where 
r R_g, ^  A 2R-2~ ^ 
V(pj^ ) = [l.-(l-q^ )"]2 V(Y^ ) + fR^ d-q^ )"^  V(q^ ) 
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- 2-yR(l-q^ )^ "^ Cl-(l-qj,)^ ]C(Yn» » 
X^kn ~ number of units in category of stratum 
'th 
of the n population, 
"^ 1 if unit i is in the category of the n^  
population 
%k4in 
0 otherwise 
and 
kjZn 
= S -1 
J&n 
Jin 
Also, 
 ^ -1 .-1,.. ,,-1 
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- <|l -kn 
- 'I, ' 
where 
C(P^ , p.^ ) = [l-(l-q%J*][l-(l-q.)*]v(^ )^ 
- YR(l-qk)^ '^ tl-(l-qj)^ ]c(Y^ , q^ ) 
- YR( 1-q. l-( l-q^ )^ ]C(Y^ , q.^ ) 
+ fR^ (l_q/-:(l.q.rV(^^,;.^) . 
A 
Proof. Drop the subscript n on and p^  ^ for 
simplicity. We have 
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- [r<ê-^ , p v[ n-;s^ „^ .,: + PC 1^  n-;s^ ,.,]î- %%') 
+ 2Ë(p;;i)E(^ l^  ii;j\njj.|^ )c(p;;\ n-\n^ .i^ ) . (s.s, 
Now 
E(pj^ )^ - , and (5*9) 
v(p-h = 9tp-^  - p;^ (p^ -p^ ) = p;V(P|^ ). (5.10) 
Also, 
SFl 
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Pk = Pk®.k ' "here (5.11) 
S . = number of units in the category of the j&k 
stratum which are selected in the sample, and 
S = number of units in the category of the 
Xk 
stratum. 
For a stratum H , let 
n 
"4.. 
A'k " -^^ i ' 
where 
ym til. 
1 if the i responding unit of stratum X is 
in category k 
= < 
0 otherwise 
and 
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K 
"4"' ^  k!i "4'k ' 
By Result 5.1, we have 
" ! • • •  .  .  , 
Then 
Pk'^ C "'/V^ -kl 
XF± 
Also, 
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2Ê'(P^  
= ^p^V-k^ tPk^ -Pk^ 'V k^'' 
•^ Pk^ k^ =, \ "a.k' 
A-J-
z (n:ls,|2(vtn,,.l + Z [l-ll-0Ll*]"^[l-(l-q 
«=1 * * i(fk) ] 
CO 
r4 
m 
en 
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A A At 0 
«=* 
m CO 
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CO 
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1 CO 
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4 M II Q 
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H M II m <a? 
'— 
I 
CO CN en 1 
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en 
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The expression given for V(p^ ) follows by expanding Pj^  in a Taylor 
-1 
series around y and , and omitting terms of order n^  . Now 
~ A A _  ^A_i  ^ _i A_1 £ -1 T 
-1 -1 r i , -1„ . I. , -1. 
-1 -1^  ^  ^
+ S.kS.jPk P] f(Pk' P]) 
•^j^ k 'V^  Z (nrsjn 1L=1 
-1, 
h j&'k' 
We have 
Cfc Z (n;^ S^ )n^ .., 
jg=i Pk] 
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Hence, 
I  I K  
= ( Z s )-l[l-(l-q )*]6C 2 S (nl^ S )[l-(l-qi)^]n, . , 
je=i  ^  ^ 4=1 i=i * * 1 jc 1 
^ 'il + °] -
- 'j, -k 
a A A A 
The expression for C(p , p.) follows from expanding p. and p. in 
K 3 K ] 
a first order Taylor series around y» 9]^  and . 
A 
This theorem has given V(S^ )^ as a sum of terms associated with 
the following sources of error: stratum sampling error. Poisson 
sampling error, and error due to estimating the response probabilities. 
106 
Note that if were known and A = 1 , the variance expression 
reduces to the form given in Result 5.1. An alternate expression for 
the complete variance is given in the Appendix. 
It is of considerable interest to give a consistent estimator of 
a a a 
the covariance matrix of (S,^ , . For each component of 
the covariance matrix, we give consistent estimators for the terms 
rv a rv a a 
involving V(p^ ) and C(p^ , p^ ) , and then for the remaining terms, 
which are written as terms summed over the I Strata. 
Theorem 5.5. Let the sequences of finite populations and samples 
~ ^ 2 -2^ ^  
satisfy the conditions of Theorem 5.4. Write V(S ) - S p V(p ) kn "kn k kn 
 ^  ^A 
as Z , where 
Sa 
1=1 
write S'(a.^, â.,) P.„) a. S(=.k„. =.J„' ' 
where 
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CjfS.kn' S'i») = s1n("4-S,»)(Sjn-l) 
^ _ 
jEin'^ i Jb' 
S.kn(nASj^ S^jj^ Pj (1-Pj) 
• 'i S4n'"':.i.'"l':4n'SjknP;'li-Pk) • 
Then 
n—*00 
,A A A-IA-IA. A A -1 -1~,A A 
nil™ 'kn^ • jn^ kn^ jn^ ^^ kn' ^ jn^  ~ ^ -kn^ -jn^ k ^ j k^n' ^ jn ^  
= 0 , 
A 
V j j ( S ]  —  0  >  ^  ~  1 » 2 , , , , ,  I  ,  a n d  
n-*n 
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pli. 0 , 
n—*00 
St, = 1,2,..., I , where 
S.in " A^in ' ^  " 1.2,..., K , 
J2,= x 
A A - A p. 
Pin = "^ n^ -^^ -^^ in)  ^' 
A. A A, A A 
V(pj^n)» ^ ' Pjn^ are those expressions obtained by substi-
tuting q^ , and q^ , 
~ A 
and Y » k = 1,2,..., K in V(p ) and 
A A 
C(p , p. ) , respectively, and 
Kn ]n 
A A-l A 
+ =wk„'^ -fk„' 
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- 2( S4n'''s.kn'";'Sfn'S,knP;^ ll-Pkn) • 
I 
( Z 
1^ 
-1'^  
San) s -1 Ajn 
a_1 a 
Pin(l-Pjn) 
- Sanl''s.int"â's4n)S«k.P;nll-Pkn) ' 
r 
1 if the i^  ^ sampled unit of the stratum 
is observed in the category of the n^  ^
"kXrin ( sample 
V. 
0 otherwise 
k= 1, 2 , . . . ,  K , and 
-1 ^  
\iP = "j! =k«in ' " = 1'2,..., K . 
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A 
Proof. We drop the subscript n on k^Xin' k^n 
for simplicity. By Khinchine's weak law of large numbers (Rao, 1973, 
p. 112), 
-A A_2^  A A_2^  A 
plira n[sT]^ p/v(p^ ) - E{sf^ pj^  V(p^ )]] = 0 . 
n-*oo 
A  ^A 
Since p^  is consistent for p^  , and V(p^ ) is a continuous differ-
A A A 
entiable function of the consistent estimators N^ , and y , it 
follows that 
-1 
Note that we have omitted terms of order n . Hence, 
_A A_2~ A _2~ A 
plim n[s2^ p^ V^(p^ ) - S2^ p^ v^(p^ )] = 0 . 
n-*oo 
Similarly, 
A A A_n A_2f^ A A _1 _1~ A A 
plim n[S,^ S p^  p C(p^ , p ) - S,^ S p^  p C(p^ , p )] = 0 . 
n-*co J J J J J J 
Ill 
Again by Khinchine's weak law of large numbers. 
plim n^ [9-^ (8,^ ) - = 0 . 
n-*» 
Now 
n, 
i=l 
^ A _ l  A  A  
Ipl 
Omitting terms of order n  ^, 
S, 
ËCvâ.^ )} = s2(n]f-sâl|(s4-l)-l ^  
i=l 
+ - =,kP;'':-Pk' 
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I -1 -1 
- 2( 2 Sjj) 
=^1 
~ A 
Hence, 
a 
plim n^ Cv^ (S ) - V^ (S )] = 0 
n-*oo  ^
Similarly, 
a a ^ a a 
plim n^ LC^ (S.^ , S ) - C^ (S S,^ )] = 0 
n-*co 
r w  A  
Hence, a consistent estimator of is 
^^ <=-kn' + "TkAn^ 'L' ' 
, _ A  A  
and a consistent estimator of C(S,^ ,^ is 
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I A A A A A A_,A A ^  * 
®'jn' •*" '^kn^ 'in^ kn^ jn^ ^^ kn* ^ jn^  
These expressions are thus the components of a consistent estimator of 
A A A 
the covariance matrix of (S,^ , S,^ ,) . 
Now we can give an estimator of the population total of Y , as 
well as its approximate variance and a consistent estimate of its 
approximate variance. Assume we have a sequence of finite populations 
and samples satisfying the conditions of Theorem 5.4, 
— th 
For a characteristic Y , let y^  be the n sample mean of Y 
for those units observed in the k^  category, taken over all calls. 
Let the n^  population mean for this quantity be Y^  . Let the 
sample and population variances for Y in the k^  category be 
and 0^  ^, respectively, and suppose n,,^  = C%n) . 
A consistent estimator of the population total of Y is given by 
A K A _ 
s^t = -^kn^ kn • 
After omitting terms of order in probability n^  ^, A = 1,2,..., I > 
A 
from the Taylor expansion of Y^  ^, the variance of the resulting approx­
imation is 
r u  A  2^  ^^ — 
114 
where 
V = '^n- "2n ' 
^ a a 
(^S, ) is the K X K covariance matrix of . 
Under the conditions of Theorem 5.5, a consistent estimator of is 
a a k a a _ a a _ 
= J, • 
k=l 
where 
Ï,' = ''in' ='2n'---' &n' ' 
a a a 
C(S^ , ) is the estimated K x K co variance matrix of S ^ , 
whose components are given by Theorem 5.5. 
C. Cluster Sampling 
In the following, we assume that the response probability of an 
individual depends only on the category in which the individual falls. 
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and that we are interested in the proportion of individuals in the 
category. 
For purposes of sampling, the individuals in the population are 
grouped into clusters, or primary sampling units (PSUs). Independent 
samples of elements are taken from each PSU. Henceforth, "units" will 
refer to PSUs, and "elements" will refer to individuals within PSUs. If 
all elements are selected within a sampled PSU, the design will be called 
a cluster sample. A two-stage sample is a more general design; some, 
and perhaps all elements within sampled PSUs are selected. 
Suppose the population consists of N primary sampling units (PSUs), 
of size , s = 1,2,..., N , and a random sample of n PSUs is 
selected whose subscripts are renumbered to range from 1 to n . As 
before, the population of sampling elements within PSUs is partitioned 
into K categories. Let , k= 1,2,..., K , be the sum over all 
sampled PSUs of elements in the k^  category. Let m^ ^^  be the 
number of elements observed in the s^  ^ PSU, r^  ^ call, k^  category, 
n 
and let m , = Z m , . 
•rk  ^ srk s=l 
From the sampled PSUs, all elements are contacted. Those elements 
ttl 
not responding are recontacted in a second call. On the r call 
r = 2,3,..., R , those elements are recontacted which have not 
responded on the preceding (r-1) calls. 
Given , and data  ^~ 1,2,..., n ; r = 1,2,..., R , 
k = 1, 2 , . . . ,  K] , the elements in the k^  ^ category can be allocated 
to R + 1 cells depending on whether or not a given element was 
observed, and if it was observed, on which of the R calls it was 
observed. 
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The response probability for a unit in the category is 
denoted by , Note that does not depend on the PSU. Because of 
the varying category proportions in the PSUs, the joint distribution of 
is not necessarily multinomial. For a given category k , the 
joint distribution of the number of units observed over the R calls 
R 
{"•rk- \ ""-ik ' r = 1,2,..., R] 
1=1 
is multinomial with parameters and Y(l-q^ )q^ ,..., 
yCl-qj^ )^  ^ q^ , 1 - Y + Y^ l-q^ )^ ) . The likelihood is the product 
multinomial 
L(M. > Y' 9]^ • k=l,2,,,,,Kj 
= n ^ CYq/'"^ 
,[Yl-q]^)^"\r'^ [l- Y +  Yd-^k)^] , (5.14) 
where 
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y = population proportion of elements who are not hard-core 
nonrespondents, 
= response probability of an element in the 
category, and 
R 
r=l 
Note that M (k = 1,2,,.., K) is a parameter to be estimated, and that 
2 M = Z T . Then an • estimator for f , the population • proportion of 
k=l s=l  ^ n 
sampled elements in the k category is (ST) M . The following 
s=l  ^
results give expressions for estimators of ], ], and y . One 
important consequence of this development is that 
in analogy with the simple random sampling situation, (See Chapter III.) 
Suppose R > 2 and n^ ^^ , > 0 , k = 1,2,..., K . Consider the 
a a 
estimators of M^ , q^ , and y , k = 1,2,.,., K given by q^ , and 
Y , k = 1,2,,,,, K , where 
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1) is the solution to the equation 
r=l qj^ {l-q^ ) l-(l-qj^ )^  
a n .  k m 
2) Y = ( S T )" £ r-R- » 
s=l k=l [l-(l-q^ ) ] 
a "k 
3) M„ = ^  
•ytl-d-q^ ) ] 
If we ignore the requirement that the maximum likelihood estimates 
of > k = 1,2,,.,, K be integers, then for fixed y and q^  , 
k = 1,2,..., K , the likelihood (5,14) is maximized by . Also, 
a 
k' ^ k 
a a 
M , q and y , k = 1,2,.,., K satisfy the equations 
= 0 , and 
ÔY 
 ^= 0 , k = 1,2,.,., K . 
k^ 
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Note that the MLE of {q^ } are the same as those calculated by 
disregarding PSU boundaries and using the simple random sample model 
(3.1), (3.2). 
As in Chapter III, E, V and C will be used to denote first and 
second moments, respectively, of the Taylor expansion of a nonlinear 
function of random variables in which terms of order in probability n 
have been omitted. 
We note that 
A 
as in Lemma 4,4, Since q^  is a function of -1 m 
•rk ' 
r = 1,2 R , we have 
c[m Û I >  0 ]  =  0  
••k' ^ k'^ "'k 
If m..% = 0 , define in..k"^ ™.rk ~ ° ' r = 1,2 , , • •, K Hence, 
cCm..k> 9%] = 0 , 
since P(m, = 0) < CXn ®) , a = 1,2,... . 
A 
Now Mj^  has been produced as an estimate of the number of elements 
in the k^  category for the sampled portion of the sampled PSUs. An 
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th 
estimate of the number of elements in the k category for the 
population will now be given. 
In the likelihood given by (5.14), replace m,^ !^ (r = 1,2,..., R ; 
k = 1,2,..., K) , and (M^  - m,,^ ): by their respective Stirling 
approximations, where the Stirling approximation to Xî is 
(2T0 '^  x^  ® e ^  . It then becomes meaningful to assume the regularity 
conditions of Chapter III for the expression (5.14). 
a 
Then the asymptotic covariance matrix of the parameters y and 
a 
is given by the appropriate elements of the inverse of 
i = Ci(\, qj,, Y)]rs , 
where 
Ci(M , q , y)l = E "Bloq L Slog L" 
and (ijij^ , 1'2k^  constitute the 2K parameters [M^ ], [q^ j, and 
y . The elements of this covariance matrix can be used to calculate 
V ( P j ^ )  ,  k  =  1 , 2 , . . . ,  K  .  
Theorem 5.6. Let , n = 1,2,...] be a sequence of finite popula­
tions, where  ^is a simple random sample of ,,PSUs, with 
 ^, selected from an infinite population of PSUs and R > 2 . 
Assume the infinite population possesses finite second moments. Let 
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T be the number of elements in the s^  ^ PSU of the population, 
s 
s = 1,2,..., N . Suppose sup[T^  '• s =l, 2 , . . . , N ^ 1 < B < c o .  Let y 
n 
and , k ='1,2,..., K be fixed. Let a simple random sample of' n 
PSU s be selected from the n^  ^ population, n a 1,2,... . All of the 
th 
T elements in the s selected PSU are then selected for observa-
s 
tion. Consider the estimator of the number of elements in the 
category of the population given by 
T  = n \ j  Z  p .  m  ,  k  =  1 , 2 , . . . ,  K  ,  ( 5 . 1 6 )  
•k n T "^ kn S'k s=l 
where 
q^  ^ is the estimator of q^  given by (5.15), and 
A  ^  _  A  R _ _ l  
Tn = ( T;) l-9kn) ^ ^-'k ' 
s= 1 k= 1 
Then 
where 
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N 
N 
n 
- 2„-\( Z" \)'^ ''.k„Pk^ 'l-Pk' 
S=1 
Pv = yCl-d-q )'^ ] , 
T is the number of elements in the category of the 
sk 
T , 
•kn 
s^  PSU, k = 1,2,..., K , 
N 
"^ •kn  ^ 1»2,..., K , 
= N ^ T ,  ,  k  =  1 , 2 , . . . ,  K  ,  a n d  
n "k 
V(P]^ ) = Cl-(l-q,^ )^ ]^ V(Y^ ) + fR2(l_q^ )^ -^ (q^ )^ 
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- 2 YR( l-d-q^ )^ ]^ ^^ , q^ ) • 
Also, 
Wn 
eC .^kn' T.j»] = '»n- l'"'s!i'Tsk-T.kn''Tsi-T-:n' 
- T 
kn T 'kn' Pjn^  
N 
n 
- n"^  ( S T__) 
5=1 
''T.knT-inP;^ ll-Pk' 
where 
(^Pkn' Pjn> = [l-(l-qk)*][l-(l-qj)*]vT\^ ) 
_  P n  R — ^  ^  
- [l-(l-qj^ ) l-YRd-qj) C(Yn, q.^ ) 
- [l-(l-q.)*]\R(l-q%)*-lc(^ ,^ qj^ )^ 
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Proof. See Theorem 5.8. Q 
~ A 
Observe that V(T^ )^ is a sum of terms associated with PSU sampling 
error, Poisson sampling error, and error due to estimating the response 
probabilities p^  , k = 1,2,..., K . If Pj^  were known, the expression 
for would reduce to that given in Result 5.1. 
The following theorem gives consistent estimators for v[T^ ]^ and 
C[T.k, ï.j] . 
Theorem 5.7. Assume we have a sequence of finite populations and samples 
which satisfy the conditions of Theorem 5.6. Let 
2 - 1 - 1  - 1  ^  A  A  
s=l 
a a_i a a a_2^ a 
+ ''•kn^ kn'^ -Pkn' ''•knPkn^ '^ kn' 
s=1 s=1 
where 
s^kn " ^ kn™s.k » 
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a -1 ^ a 
= <"  ^''skn ' 
s=1 
Û _1 " A 
"^ •kn ~ ^ s^kn ' s=l 
^ A ri ,1 A ,R. 
Pkn = 1 » 
a a . a a 
is the expression obtained by substituting 
and for q^  ^ and Y, k = 1,2,..,, K in 
Let 
cCT kn' 
a o -1 -1 _1 ^  A A. A  ^
•= «;<" g!i'?skn-T.kn''Tsin-T.in' 
a a a_2a_lf<, a a 
"^ «kn"^ *jn^ n^ jn^ ^^ kn' ^ jn^  
- (n 
n 
•"J. 
-lA 
Ts) T.kn 
n 
Z 
s=l 
a a_r a 
TgjnPjntl'Pjn) 
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- l  - la ^ a_1 a 
5=1 S=1 
a a 
where C(p^ ,^ p.^ ) is the expression obtained by substituting 
a ^ a a 
and for q^ , and y , k = 1,2,..., K in C(p^ ,^ py^ ) . Then 
plim n{^ T^ ]^ - = 0 , and 
n~*» 
a _a a 
plil. nfetT.^ ,^ T ] - e[T^  T J = 0 . 
n-»03 
Proof. Omitted. See Theorem 5.9. D 
For a characteristic Y , an estimator of the population total of 
Y will be given in Section D for a more general sample design. 
D. Two Stage Sampling 
Assume that the response probability of an individual depends only 
on the category in which that individual falls. 
Suppose the population consists of N PSUs of size T^  
s = 1,2,.,., N , and a random sample of n PSUs is selected at the 
first stage. From the T^  elements in the s^  PSU, a simple random 
sample of t^  elements is selected. Let the number of 
elements in PSU s observed in the category on the r^  call. 
K th 
All the t - Z rn selected elements in the s PSU and 
s slk(2) 
unobserved after the first call are recontacted in the second call. 
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i^ h 
In general, on the r call one recontacts the selected elements 
unobserved by the call , r = 1,2,..., R . If is the number 
of elements in the sampled portion of the sampled PSUs, is the 
response probability of an element in the category, and 1 - y 
is the proportion of hard-core nonrespondents, the likelihood of the 
data it^ = ® ~ 1,2,..., n ; r = 1,2,,.., R ; k = 1,2,..., K) 
is 
L(Mj^ , , Y> k — 1,2,..., K ;  ^
= n  ^
™'lk(2)'*^ 2k(2)!'''*'Rk(2)' 
...Cyd-q )^ "V] 'Bk(2)[(l-Y) + Yfl-q^ )^ ] ^ *'"^ (2), (5.17) 
where 
n 
m.rk(2, = %rk(2) ' 
R 
*''k(2) "•rk(2) * 
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This is exactly the form of the likelihood (5.8) for cluster sampling, 
a /\ 
Hence, estimators of and Y are given by and 
a 
Y , where 
a 
1) is the solution to 
Z  ^, ,5.18) 
r=l 9k(l-Sk) l-(l-qk) 
2, Î = , S T^ ,-^  E : i , 
s=l  ^ s=l k=l s l-(l-q^ ) 
3) A "..k(2) 
By approximating , r = 1,2,..., R , k = 1,2,.,., K , 
and 2)~™«•k(2)^  ^~ 1,2,.,., K by their respective Stirling 
approximations, the approximate information matrix and approximate 
a a a 
asymptotic covariance matrix of q^  , k = 1, 2 , . . . ,  K and y can 
be formed. We refer to this approximation when discussing elements of 
A a a a 
the covariance matrix of (q^ , q^ ,..., q^ , Y) . 
Slight modifications of the estimator (5.16) are appropriate for 
two stage sampling designs employing simple random sampling at the 
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second stage. If  ^ is the number of elements observed in category 
k of the sampled portion of the PSU, an estimator of the total 
number of elements in category k of the PSU is 
"^ s S^'k(2) 
s^ %l-(l-$.)^ ] 
„A 
The following theorem gives expressions for and 
T 1 
 ^•k(2)' •j{2)-' * 
Theorem 5.8. Suppose the sequences of finite populations and samples 
satisfy the conditions of Theorem 5,6, From the T^  elements of the 
*th 
s selected PSU, a simple random sample of t^  elements is selected. 
Consider the estimator of the number of elements in the k^  category 
of the population given by 
T'k(2)n ~ \ s^\Pki\.k(2) ' ^   ^' (5.19) 
s—J. 
where 
a a „  a r  
Pkn = ] • 
a 
q^  ^ is the estimator of q^  given by (5.18), and 
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n 
n 
= ( Z 
s=l 
-1 
n 
Z 
K 
s=l k=l k(2) 
Then 
N 
G1:Tlk(2,n] = 
N T 
S= 1  1= 1  
+ t"^ T T , 
s s sk k P,/(l-P,,) ] 
•kn^ k kn 
- 2n 
N 
n 
, Z T 
S=1 
N 
n 
s'"'".kn s' l t l 'Ts'Tsk^k 
S=1 
pZ^ (i-p^ ) , 
where 
= YCl-(l-q„)^ ] , 
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is the number of elements in the category of the 
"hVi 
s PSU, k = 1,2,..., K 
N 
n 
T.kn - Tgk ' ^  K , 
T = N , , k = 1,2,..., K , and 
•kn n "k ' ' ' 
V(Pkn) 
R-lr Rt~ ^  ^
2YR(l-q^) Cl-(l-q^) ]C(Y^, q^) , 
^ 1 if i^  unit in PSU is in the k^  
category 
V, ksi 
0 otherwise 
k — 1,2,..., K , 
\s " T; \si • 
1—X 
•n 
w 
S 
m 
C 2 W U 
H 
1—1 
1 
'T 
w 
•r-i 
'H U2 
•m 
w 
' f  
•H W 
W iH 
E-< W 11 
r—I 
I  
I  0 
t-t 
I  
w c 
B 
CM 
•n 
CM 
X 
< E-
fej 
< A 
rH 
' i  
A 
•m 
tr* 
+ 
rH 
I 
r4 
'-p" 
cvTw 
C r4 
s W n 
I 
c 
+ 
I 
1 
E-
if} 
« li 
fi 
•n 
E" 
W 
•n 
A 
I  
'cT 
•m 
W 
E-
W 
5 
a rH 
z M 
< >-
tJ* 
I  
1 
r4 
0^  
xf 
I  
1 H 
C 
•ri 
< 
< 
I  
'(-1 
tJ* 
I  
0^  
I 
H 1 a 
I  
C 
I  
I 
c 
I  
c 
•n 
< A 
< a 
G 
a) 
I 
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.R-lc- ^   ^
- [i-(i-qj) C(Y^ , q^ ) 
o c R-1 R-l~ ^   ^
+ ^  ctqin- îta' • 
Proof. Drop the subscript n on and p^  ^, 
k = 1,2,..., K , for simplicity. We have 
—1 1 — 1 -1 
vCn Np, 2 T ra , .„,] k T s s s»k{2) 
S— X 
+ 2i'(p;;^§t s ]ap-\ S :} . 
s=l s=l 
(5.20) 
Now 
S'.^ -l, -1 E(Pk ) = > and (5.21) 
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= p;;^ 9'(pk> • (5.22; 
Also, 
 ^'=s\"°s.k(2)' = f, kis). )]3 
3—1 S—X 
= N"^npj^T.^ , (5.23) 
where n(s) denotes the specific PSUs selected in the sample, and t 
sk 
is the number of elements in the category of the sampled portion 
of the s^  PSU. 
For the s^  PSU, s = 1,2,..., n , let 
m 
s.k{2) 
m 
s • • 
= S 
i=l • si 
k — 1,2,###, K 
where 
1 if the i^  responding element of PSU s is in 
category k 
SI 
0 otherwise 
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and 
m 
S ' '  
K 
=  S  
k=l 
m S'k 
By Result 5.1, we have 
T 
.:\(Vksi-Vks)= 
X— i. 
Then 
V[ Z 
s=l Ts^ s.k(2) 
]  =  p ^ n ^ ( n  ^ - N  ^ ) ( N - 1 )  ^  Z  
 ^ s=l 
(^ sk-^ .k)' 
T  
+ Z N"^ nCpjT2(t;^ -T;^ (T^ -l)-^  Z (V^ .^-V^ )^2 
s=l 1=1 
+ Tstl^ TgkPktl-Pk)] . (5.24) 
Observe that 
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S=1 S-1 
Êtc{p^ , _S ts\'"s-k(2)l'"='"' 
S=1 
-2af r. " ,-l„ 
Ei;{l-(l-q^ ) r [ y ,  2 t- Tsm2,^(2)|n(s)]] 
s=l 
s— 1 
n 
p'^ Cl-d-q )^ ]§C( S T )-L 
k K s=l s 
Z e'(S (t;%)m^  
s=l u=l j=l 
p"2EI( S T )-l Z (t:\)^ {v(m ) 
SPl s s=i s s s K 
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+ S )*]-l[l-(l-q )*]c(m , m )] 
i(fk)  ^  ^
- î, î !"=>s"'sA''i-Pk' 
+ T^ ( t~^ -T"^ )(T -1)"^ T T ,[T -T ,- 2 T .]}] 
S S S S S sk s sk . . S] 
3 \ T ^ )  
_ Nn ( Z T ) Z (t^  TsiTskPk (l-B,) . (5.25) 
3=1 S=1 
By substituting (5.21) - (5.25) into (5.20), we obtain 
T 
1 N 11 1 s _ 
f n-S, -r )(T^ -ir 
- 2«n-\ Z T )^-1t.^  Î• 
S—J. S"" 1 
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Now 
- n t^  Ts*s.k(2)' s^ '^ s"'s.j{2)^  
n n 
= n-Vif.'p-^El^p-^cC t;Vs.K(2,^ 
,^ 1^._. " ,-l 
+ E{p^  )E( S t^  T^ m 
S: 
,)5i:p-\ Ï .,,,] 
k '~' ~i "s s^"s.j(2)'"'"'^ j ' "s s S'k(2) 
+ t;'Ts-s.k(2,'G[Pk'' 5, '"sVs.:(2)l 
S= J. S—J. 
n 
(5.26) 
Observe that 
CVs.k(2)' \\»so(2)^  
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T 
1— X 
+ (N-in, % iTs-ii-',:{(Vksi-Vks''Vjsi-Vjs) 
S=1 1=1 
(5.27) 
In addition. 
A-i A_i 
- 2  - 2  C(p, , p. ) = p. C(p, k' fj' (5.28) 
Now 
n 
S[Pk ' 
s=l 
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= - Pk^ cCp^ , 
= - 2^  c{Ç, ( t s \ ) " i s.j}] 
= -  pr [^l-(l-q. )^]e[( S T )'^  Z  ^[l-tl-q^ )*]"^  
 ^  ^ s=l s=l  ^ i=l 
= - p-2y[l_(l_q^ )*]E[( Tg)-1 Z^ (t-lTg)Tgj(l-p.)] 
N . N 
= - pZ^ h-lNt Z T_)" Z (t:^ Ts)Ts.(l-Pi) . (5.29) 
k c=l s g_l s s S] J 
Similarly, 
eCp'^ , Z (tl^ T )m ] = - p:V^ ( Z 
: s=i ®  ^ s=i 
-1 
N 
-1_ 
!,(ts Ts'Tsk'l-Pk' • 
S—X 
(5.30) 
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By substituting (5.27) - (5.30) into (5,26), we have 
-1 „-l,,,-l  ^  
fCT.k(2,. s!i'"sk-T.k''Ts:-T.i: 
-1 -la> ^   ^
+ T.jT.kPi Pk^ 'Pk' Pj' 
N '^ s 
S=1 1=1 
-1 ^ -1 ^ -1 -1 
-  (n !%)( Z T ) T, z (t;  (1-2,%) 
s=l s=l 
-1 ^ -1 ^ -1 -1 
- (n ^ N)( S T ) ^T, S (t< T )T p ( 1-p ) . 
s=l ^ K g=i s s S] ]  ]  
Observe that the expression for contains all the terms 
of the variance of the corresponding estimator for cluster sampling, 
plus a term associated with within-PSU sampling error. 
An alternate form for the variance v[T j^ (2)^  is given in the 
Appendix. 
The following theorem gives consistent estimators for 
t^T.k(2)' '^ •j(2) ^ • 
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Theorem 5.9. Suppose the sequences of finite populations and samples 
satisfy the conditions of Theorem 5.6, Let 
~ ^ 2- 1 - 1  _i ^ A ^ 
V . W 2 ) ' = V "  =  
t 
s=l = = = i=l 
A A A A_2^ A 
'^ .kn^ kn^ '^Pkn^  '^ •kn^ kn^ ^^ kn^  
- 2(n"^ )^( 
n 
S 
s=l 
_lA 
T.kn 
" -1 A A_1 A 
Ts'TskPkn'l-Pkn' 
s=l 
where 
s^k = ''s\'Vs.k(2) ' 
*.kn = ''sk ' 
s=l 
A _1 " A 
T.kn = " :: Tsk ' 
s=l 
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Let 
k^sin 
r th 
1 if the i sampled unit is observed in the 
category of the n^  sample 
0 otherwise 
 ^ k — 1^ 2)###; K f 
\ m  '  'ksln • • 1=1 
= > and 
A ^ A A 
9'( p^ )^ is the expression obtained by substituting 
and for and Y , k = 1, 2 , . . . ,  K 
in 91 p, kn 
CnCT.ktZ,' T.i,2,] = 
n A  ^ A  ^
+ ) Z T^ ( t"^ -T~^ )(t -1)"^  2 
n s=l s s s s k^n^ -jn^  ksin ^ ksn 
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- . A ^ A_1A_1^ A A 
j^sin ^ jsn ^  ^ jn^ kn^ jn  ^%n* 
-L " -lA ^ _i A A_i A 
(„ Z T^ ) T E (t.T )T p (1-p , 
S=l S=1 
-I ^ -1 A ^ _1 A A_1 A 
- (n N^ ll Z T^ ) %,<ts Ts'TgkPkn'l-Pkn' < 
s=1 s= 1 
A A A A 
where C(p^ ,^ is the expression obtained by substituting 
A r*/ A A 
and for and "Y , k = 1,2,..., K in C(p^ ,^ p^ )^ . Then 
^ .A 
plim n{Vn[T.k(2)] " vfT.kfZ)]) =  ^' *"4 
n-*co 
A A 
plim "{(T - '^ •^k(2) ' '^ •j(2) ° ' 
n-Hoo 
A _A 
Proof. Drop the subscript n on N . T .  .V[ T . . „ . ] .  
 ^ n' 'kn* n •k(2) ' 
~ A A A 
n^^ '^ *k(2)' \sin k^n simplicity. By Khinchine's 
weak law of large numbers (Rao, 1973, p. 112), 
n[9[T.k(2)] - E(V[T,^ (2)])] = 0 . 
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Now, omitting terms of order n 
_i ^ a_2 O -1 -1 -1 
+ (n •'n){E(p^^ )eC Z Tgttg -Tg )(tg-l) 
s=l 
1=1 
n"^ N[gIp"^ (l-p^ )]EC Z (t'^ Tjm 
K K S=1 s s' s.k(2) 
] 
1 S—X 
S— X 
Note that 
„ -1 -1 - -1 A A A CI 
N2(n -N • ' ) E C(n-l) Z  (  
s=l 
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11 1 N 
= )(N-1)" S (Tgk-T.k: 
N '^ S 
+ p^ (n-l-N-l) Z lt;"TslTskP;"(l-Pkl 
S=1 
and that 
n~^ E[ 
s= 1 1=1 
S=1 1=1 
T 
N N 
+ pg T^ iTg^ p- (1-p^ l - pg TgkPk ll-Pk» • 
-1 ^ -1 Since E[n N Z(t T )m ]=T, it follows that, omitting terms 
. «1 S s s ' jC I id / jv 
p ^ -1 
of order n , 
G ' S t T . M  2 , ] '  =  S t T - k l Z ) ]  •  
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Hence, 
Similarly, 
j{ 2) '^^ •k(2) ' ^'i(2)] ° ' 0 
Using these estimators, we can construct a consistent estimator for 
A A A 
the covariance matrix of '^^ •1(2)» '^ •2{2)'*"' '^ •K(2)^  ' we can 
develop expressions for an estimator of the population total of Y , 
as well as its approximate variance, and a consistent estimate of its 
approximate variance. Assume we have a sequence of finite populations 
and samples satisfying the conditions of Theorem 5.5. For a character-
—' th istic Y , let y^  ^ be the n sample mean of Y for those units 
observed in the category, taken over all calls. Let the n^  ^
til — population mean for Y in the k category be Y^  ^. Let the 
n^  sample and population variances for those Y-values in the k^  ^
category be and , respectively, and observe that an 
estimator of the population total of Y is 
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PSU 
K 
= Z 
k=l 
A _ 
T V 
•kn kn 
A 
The variance of is approximated by 
_ A 
(^Y, PSU 
K 
=  Z  
k=l 
where 
Y' = (Y 
In' 2n' • • » and 
A 
Ô'(T.) is the K X K asymptotic covariance matrix of 
A A A 
(^ .2* , 2 >  '  "  i  . 
Under the conditions of Theorem 5.9, a consistent estimate of 
is 
AA K /V A- -A A _ 
"n'^ PSu' = '^ kn'kn + Z'S'I-'Z ' k=l 
y and 
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~ A 
CCT.) is the estimated K x K covariance matrix of 
A A A 
(T.i, T.g,..., T.^ ) , whose components are given by 
Theorem 5,9. 
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VI. AN EXAMPLE 
We illustrate some of the ideas of Chapters III, IV and V 
with analyses made on a mail survey carried out by the Survey Section of 
the Department of Statistics at Iowa State University,^  
A mail survey of households in several communities in north-central 
Iowa was taken in 1975 to determine people's views of the community in 
which they lived. We consider the variables; "Age of Respondent" and 
"Number of Years Residing in Community." An initial mailing was made 
to 1,023 households. After two additional mailings, a total of 787 
eligible units had responded. We analyze the sample of 1,023 households 
as a simple random sample. 
The respondents were divided into seven categories on the basis 
of age. The age categories and the number of responses to each mailing 
are given in Table 1. 
We are grateful to Willis Goudy of the Department of Sociology at 
Iowa State University for kindly making these data available to us. 
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Table 1. Responses by age and fitted value (in parentheses ) for 
community study 
Age 
First 
mailing 
Second 
mailing 
Third 
mailing 
15-24 28 
(27.82) 
17 
(17.35) 
11 
(10.82)  
25-34 63 
(61.24) 
26 
; 29.52) 
16 
(14.24) 
35-44 73 
(70.18) 
32 
(37.64) 
23 
(20.18) 
45-54 97 
(97.52) 
36 
(34.95) 
12 
(12.53) 
55-64 97 
(95.24) 
32 
(35.51) 
15 
(13.24) 
65-74 72 
(70.65) 
26 
(28.69) 
13 
(11.65) 
75+ 47 
(75.41) 
28 
(31.18) 
23 
(21.41) 
No response 236 
after 3 calls (236) 
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First consider the model (3.1), (3,2), where 
r^k = 
K p 
TT_ = (1-Y) + Y 2 (l-q.) • 
" k=l 
Using this model and the method of maximum likelihood, the estimated 
fractions in the seven age categories are 
f = / 0.081 , 0.130 , 0.166 , 0.167 , 0.167 , 0.130 , 0.159 \ , 
\(0.016) (0.014) (0.017) (0.014) (0.014) (0.013) (0.029)/ 
(6.1) 
where the numbers in parentheses are the estimated standard errors of 
the estimates. The estimated response probabilities are 
q= / 0.376 , 0.518 , 0.464 , 0.642 , 0.627 , 0.594 , 0.313 \ , 
1 (^0.108) (0.065) (0.064) (0.046) (0.048) (0.057) (0.088)/ 
( 6 . 2 )  
and the estimated fraction of hard-core nonrespondents is 
A 
1 - Y= 0.109 . (6.3) 
(0.035) 
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The estimated covariance matrix of f is 
2^.67212 -0.28842 -0.42583 -0.32069 -0.32336 -0.26079 -1.05363 
1.94141 -0.22659 -0.05646 -0.06109 -0.05888 -1.27997 
2.91346 -0.18888 -0.19471 -0.16663 -1.71082 
4 
X 2.04561 0.02420 0.00479 -1.50857 
symmetric 2.06798 0,00082 -0.15131 
1.67960 -1.19878 
8.23487 
This matrix is singular since 
'  A 
q is diagonal with diagonal elements 
= 1 , The covariance matrix of 
10~^ x[l.16169 0.42709 0.40598 0.21326 0.22502 0.32374 0.77365] 
A A 
The covariance of f. and q , j = 1,2,..., 7 , k = 1,2,..., 7 is ] K 
 ^ -3 
zero. The variance of y is 1.22821 
A A A 
matrix of -y and (f, q) is 
0.08394 -1.29374"^  
-0.10952 -0.38781 
-0.07788 -0.61260 
X
 
) o
 
1—
1 
-0.01957 -0.12797 
-0.01923 -0.14697 
-0.01431 -0.19967 
-^0.15657 -2.29220_. 
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These estimates can be found using the method of scoring or by 
A 
using Theorem 3.1. Recall that (k = 1,2,..., K) is given by the 
solution to the polynomial equation 
R 
[l-tl-S^ )*] Z (n:^ n^ 3^ )(l-rqj^ ) = l-q^ )^^ "^  (6.4) 
r=l 
In this example, R = 3 , and (6.4) becomes 
(3-P,^)q^ + (3p^-8)q^+ (6-3p^) = 0 , 
where 
Pk = + 2n2k + ' 
A 
The estimate of q^  is given by 
~ [2(3-p^ )] ^I(8-3p^ ) - {(3p^ -8)2 - 12(3-pj^ ) ( 2-pj^ ) }^ ] . 
A 
The term in braces is subtracted from (8-3p^ ) so q^  will be smaller 
than 1. 
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In the example, consider the first category. We have 
"21 = " ' 
"31 = ' 
so n. = 56 . also, P = 56" [28 + (2)(17) + (3)(U)]= 1.696 . 
A A 
Then q, = 0,375 . After q, and n , have been calculated for 1 k "k 
k = 1,2,..., 7 , the formula 
k=l [l-(l-q )*]n 
A 
gives y = 0,891 , Then use 
f _ "-k 
k ~  ^.R-yCl-fl-q ) ]n 
to obtain 
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= C0.891]"^C0.757]"^[l023]'^ 56 
= 0.081 . 
The estimates given in (6.1), (6.2) and (6.3) are substituted for 
A 
the associated parameters in the model (3.1), (3.2) to give 
A A A 
(r = 1,2,..., R , k = 1,2,..., K) and Tf^  . Using n^  ^= nTI^  ^ and 
A 
n„ = n J the likelihood ratio chi-square statistic is 
0 0 
2 R K A_2 
X = 2 2 Z n log(n n ) , (6.5) 
r=l k=l 
with (RK + 1) - 2K - 1 degrees of freedom. 
A K , A A A RA _1 
As shown in Theorem 3.1, TL = (l-y) + Y Z (1-q.) f, = n n^  , 
 ^ k=l 
so HQ = n^  . Indeed, the fitted value for the number of units 
unobserved after 3 calls is 236, as expected. 
The estimated standard errors of the estimates are given as the 
square roots of the diagonal elements of the inverse of the information 
A A A 
matrix, with q , f , k = 1,2,..., K > and V substituted for q , 
K K K 
f^  , k = 1,2,..., K , and y , respectively in that matrix. For the 
model given by (3.1), (3.2), the calculated value is 3.702 and has 
22-14-1 = 7 degrees of freedom. This value is not significant 
( .950 ^  p ^  .975) , and indicates that the model is compatible with the 
data. The observed number of responses and the responses estimated by 
(6.1), (6.2), and (6.3) are given in Table 1. 
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Inspection of the estimates in (6.2) suggests a quadratic 
 ^ th 
relationship between and the median age in the k category, say 
. Replacing q^  in (3.1) and (3.2) by 
9% = Pc + + h'i ( 6 . 6 )  
and applying the method of maximum likelihood gives the following 
estimate of p = (p^ , g^ ) : 
P = /-0,166 0.029 -0.00027 \ . 
\(0.205) (0.008) (0.00007)/ 
The generalized likelihood ratio test statistic given by 
log \ = sup log L - sup log L , where 0 is the set of unrestricted q^  
9k GO 
and = {q^ î q^  has the form (6.6)} gives the value 
-2 log \ = 5.74 , which is asymptotically distributed as 4^_iq • 
Therefore, the quadratic model is an acceptable model for the response 
probabilities. 
To test the hypothesis that = 0 , observe that under this 
hypothesis, the statistic 
k 
A \ .  
% 
A 
h  
-1 
VA A Pi 
A 
Pc 
158 
is approximately distributed as F with 2 and infinity degrees of 
freedom, where vù , Ù is the asymptotic covariance matrix of 
A A 0 1 
( P g ) '  .  T h e  v a l u e  o f  t h i s  s t a t i s t i c  i s  6 . 8 7 ,  w h i l e  t h e  u p p e r  
0.05-point for the F distribution with 2 and infinity degrees of 
freedom is 3.00. Hence, we can reject the hypothesis that the components 
of 
q = (q^ , qg,''", q^ )' 
are identical. 
The mean Number of Years in Community is given by age category in 
Table 2, where 
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Table 2. Years in community by age category 
r* _ 
Category y^  LV(y^ )J 
1 10.1 
2  16 .2  
3. 20.1 
4 27.8 
5 37.3 
6 42.2 
7 54.4 
80.5 1.20 
230.8 1.48 
162.7 1.13 
290.4 1.41 
346.0 1.56 
449.5 2.04 
618.6 2.57 
Using the estimated population fractions from (6.1), the estimated mean 
years in community is 
7 A 
Y = S f y = 31.40 
k=l (1.14) 
In contrast, the simple mean of the observations is 
y = 30,25 , 
( 0 . 8 0 )  
where the number in parentheses is the standard error estimated under 
the (incorrect) assumption that the 787 observations are a simple random 
sample from the entire population. The weighted mean is larger than the 
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simple mean because of the estimated low response rate of older people. 
Note that the model recognizing the nonresponse has a larger estimated 
standard error. 
To illustrate the effect of allocation of the hard-core nonrespond-
ents on the estimators, we use model (3.14), (3.15). Assume that the 
proportion of the population in category k that are hard-core non-
respondents is equal to p(l-q^ ) , where p is a parameter to be 
estimated. This assumption leads to cell probabilities 
"rk = . and (6.7) 
TTq = p S(l-q^ )fj^ + Z [l-p(l-q^ )](l-q^ )*f^  . 
K K 
( 6 . 8 )  
k=l k=l 
Fitting this model to the data one obtains the estimates 
A 
0.130 , 0.168 , 0.161 , 
(0.015) (0.019) (0.014) 
(6.9) 
0.376 , 0.518 , 0.464 , 0.642 , 0.627 , 0.594 , 0.313 
(0.108) (0.065) (0.064) (0.046) (0.047) (0.057) (0.088) J 
(6 .10 )  
A 
P = I 0.223 \ . 
(^0.083)j 
(6 .11)  
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The chi-square statistic for lack of fit is 3.702 with 7 degrees of 
freedom. 
In agreement with Corollary 3.4, the estimates for q^ , 
from the model (6.7), (6.8) are the same as those obtained as the 
estimates for q^ , q^ ,..., q^  from the model (3.1), (3.2). Observe that 
since in. model (6.7), (6.8), the parameter p is substituted for the 
parameter y in model (3.1), (3.2), the chi-square goodness of fit 
statistic has the same value for the two models. 
The effect of the allocation rule in the model (6.7), (6.8) compared 
to the allocation rule in the model (3.1), (3.2) is an increase in the 
estimated proportion of units in category 7 (Ages 75-92) in this example. 
This follows because more units in this category are allocated to the 
hard-core of nonrespondents in model (6.7), (6.8) than in model (3.1), 
a 
(3.2). Since f^  (k = 1,2,..., K) is an estimate of the proportion 
of units in the k^  category for the entire population, including the 
hard-core, the increased allocation of units to category 7 increases 
a 
f^  . Using the data in Table 2 and the estimates (6.9), (6.10), and 
(6.11), we obtain 
7 a _ 
2 = 31-35 ' 
k=l (1.23) 
In this survey,the first call was the initial mailing of the 
questionnaire followed by a reminder postcard. The second call was the 
mailing of a second questionnaire, while the third call was a third copy 
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of the questionnaire with a certified letter explaining the importance of 
participating in the survey. It is reasonable to suppose that the con­
ditional probability of a unit's response was larger for the third call. 
To formulate a modified model, let q^  be the probability that a unit 
in the category will respond to the first call and let 6(0 < 1) 
be the multiplicative effect of the certified letter. Then, 6(l-qj^ ) 
is the probability that a unit in the category will not respond to 
the third call, given that it did not respond to the first call or to 
the second call. Returning to the initial assumption that the proportion 
of hard-core is the same in each category, the cell probabilities of the 
multinomial model become 
i t  r < 2  
= ( , and (6.12) 
 ^y(l-q^ )r-l[l-5(l-qk)]f% if r=3 
K 
TT = (l-Y) + yb Z (l-q.)*f. . • (6.13) 
" k=l K K 
The estimates of the parameters are 
f = f 0.074 , 0.133 , 0.165 , 0,179 , 0.178 , 0.138 , 0.133 \, 
V(O.OIO) (0.012) (0.014) (0.015) (0.014) (0.013) (0.016)/ 
(6.14) 
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a q = 0.474 , 0.564 , 0.524 , 0.665 , 0.650 , 0.624 , 0.433 
(0.086) (0.059) (0.061) (0.042) (0.044) (0.052) (0.080), 
(6.15) 
y = ( 0.811 ^  , and 
V0.041)/ 
(6.16) 
6 = I 0.598 \ . 
V( 0.357)J 
(6.17) 
a 
Observe that 6 < 1 , which would be expected if the effect of the 
certified letter is an increase in response probabilities for the third 
a 
call. However, note that 6 is only slightly more than one standard 
error away from 1,0. By appealing to the asymptotic normality of 6 , 
a 
we can assert that ô is not significantly different from 1.0 at any 
reasonable a-level. 
Two effects of postulating a uniform multiplicative increase in 
response probabilities on the third call are evident in this example. 
First, y is smaller for model (6,12), (6,13) than for model (3.1), 
(3.2). Since response probabilities have been raised on the third call, 
more of those units not responding by the third call are considered hard­
core nonrespondents for model (6.12), (6.13) than for model (3.1), (3.2), 
Given this larger proportion of hard-core nonrespondents, fewer of the 
unobserved units are considered potential respondents, so the response 
probabilities do not need to be as small as in model (3.1), (3.2) to 
a 
a 
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account for a large unobserved pool of potential respondents. Hence, 
a 
the components of q are larger for model (6.12), (6.13) than for 
model (3.1), (3,2). 
The likelihood ratio chi-square for lack of fit is 1,158 with 6 
degrees of freedom. Using the estimates (6.14) and the means of 
Table 2, we have 
1 a_ 
z f y = 30.94 . (6.18) 
k=l (0.82) 
In a partial validation study of this survey, an attempt was made 
to conduct interviews with the 236 individuals who had not responded by 
the third call of the survey. In this attempt an additional 122 
individuals furnished responses to Age and Number of Years in Community. 
The simple mean for Number of Years in Community using all 909 observa­
tions is 
y , = 29,65 , (6,19) 
(0.75) 
a 
Observe that Y given by (6.18) differs from this value by about 1,5 
standard errors. Note that the simple mean of the 787 observations of 
the first three calls is also about 1,5 standard errors from y^ ^^  , 
Using the model (6,12), (6,13), similar analyses were performed for 
other variables whose means were to be estimated. For the variables 
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Number of Years in Residence, Number of Children in Residence, Number of 
People in Household and Number of Organizations Joined, means and 
variances s^  were calculated for the seven age categories defined on 
A 
the preceding page. Then Y was calculated by 
7 a _ 
% • 
a 
For each of these variables, both Y and the simple mean of the 787 
observations are no more than 1.5 of their standard errors from the mean 
of the responses obtained with the three calls and the interview. 
The data presented here were actually collected as five independent 
simple random samples from the towns of Clare, Clarion, Lehigh, 
Pocahontas, and Stanhope. We now analyze the data as a stratified random 
sample of 787 observations in 5 strata. Size characteristics of the 
strata are given in Table 3. 
Table 3. Stratum weights, stratum sizes, sizes of samples in strata 
Stratum Clare Clarion Lehigh Pocahontas Stanhope 
Weight 0.027 0.457 0.109 0.333 0.074 
Size 66 1130 270 823 183 
Sample 
size 42 268 141 229 107 
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We use the model (5.4) to analyze the data. Recall that the likelihood 
associated with this model is proportional to 
I R K  n .  .  n  
where 
= WaTAfi-Ski^ '^ Skfak ' 
K 
"j?rk the number of units observed in the k^  category of 
the stratum on the r^  call, 
til 
n^ Q is the number of sampled units in the X stratum 
unobserved after R calls, and 
th is the known relative size of the Jl stratum. 
a 
It follows from Corollary 5.3 that the estimates , k = 1,2,..., K 
a a 
are given by (6.2). From Theorem 5.2, the estimates f^  and , 
£ = 1,2,..,, I , k = 1,2,..., K are given as follows: 
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a 
-1 ^ 
= "a :
4'k 
k=l l-(l-q^ ) R 
and 
J - "4-k 
where 
R 
t.k =  ^"fek ' 
r=l 
A = "A'k + "40 ' 
The values 1^,2,..., 5 , k = 1,2,,,., 7 are given 
a 
Table 4, and the values f_ , X = 1,2,..., 5 , SL = 1,2,..., 7 
J2K 
given in Table 5. 
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Table 4, Number of observations by stratum and category 
Age Clare Clarion Lehigh Pocahontas S tanhope 
15-24 1 23 12 13 7 
25-34 8 28 15 40 14 
35-44 8 40 31 34 15 
45-54 10 53 23 41 18 
55-64 6 56 30 35 17 
65-74 5 41 17 31 17 
75+ 4 27 13 35 19 
Table 5. Estimates of  f j .  ,  4  ' 1^ 2 } . . . ^  5 , k = 1,2, ..., 7 with 
estimated standard errors in parentheses 
Age Clare Clarion Lehigh Pocahontas S tanhope 
15-24 0.027 0.099 0.098 0.064 0.073 
(0.040) (0.022) (0.037) (0.019) (0.039) 
25-34 0.188 0.102 0.104 0.169 0.125 
(0.088) (0.016) (0.033) (0.024) (0.045) 
35-44 0.198 0.154 0.225 0.150 0.141 
(0.091) (0.021) (0.047) (0.024) (0.048) 
45-54 0.219 0.180 0.148 0.161 0.150 
(0.090) (0 .020)  (0.037) (0.022) (0.052) 
55-64 0.132 0.192 0.195 0.138 0.143 
(0.074) (0.020) (0.042) (0.021) (0.046) 
65-74 0.112 0.143 0.112 0.124 0.145 
(0.069) (0.018) (0.036) (0.020) (0.046) 
75+ 0.124 0.130 0.118 0.194 0.223 
(0.056) (0.023) (0.036) (0.031) (0.066) 
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The estimates and standard errors of , H = 1,2,..., 5 are 
A 
/  0 .  
1(0. 
811 0.932 0.869 0.891 0.856 \ 
101) (0.034) (0.054) (0.040) (0.070)/ 
The mean Number of Years in Community is given by stratum and category 
in Table 6. 
Table 6. Mean number of years in community by town and age category, 
with estimated standard errors in parentheses 
Age Clare Clarion Lehigh Pocahontas Stanhope 
15-24 2.000 9.391 13.167 4.615 8.429 
(0.000) (1.901) (2.744) (1.756) (2.635) 
25-34 8.375 13.786 11.933 10.900 11.857 
(3.295) (2.255) (3.220) (1.617) (2.820) 
35-44 18.500 19.250 26.000 18.059 14.733 
(5.435) (2.360) (2.124) (2.149) (2.766) 
45-54 31.100 28.547 31.130 28.756 18.278 
(6.575) (2.101) (4.022) (2.848) (3.273) 
55-64 35.500 38.107 40.793 35.685 33.177 
(9.447) (2.184) (3.594) (3.392) (4.947) 
55-74 55.200 43.775 41.188 34.233 49.647 
(8.924) (3.405) (5.043) (4.227) (3.381) 
75+ 62.000 53.692 66.385 52.531 59.842 
(10.033) (4.208) (4.805) (4.740) (5.471) 
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Let y _ be the sample mean of the variable Y for the respondents 
in category k computed using the responses from all calls. Assume 
that the probability that an individual responds on any particular call 
is independent of the Y value of that individual. Observe that y^  ^
is uncorrelated with y^  for j t' k . 
An estimator of Y , the population mean of Y , is 
K A 
whose asymptotic variance is 
where 
V(y^ )^ is the variance of the sample mean y^  ^, 
ï « =  <Vll '  Vl2 V22 V i k ' '  •  
—' til 
Y^  ^ is the population mean of unite in the k category 
of the stratum. 
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'fil' ^ 12 flK»' • 
a a 
V(f ) is the IK X IK covariance matrix of f . 
An estimate of is 
where 
a  a  i  k  a  a  _  a a a a  
j&=l k=l 
-1 _l"!'k - a 
3=1 
y = the observed unit in the category of the 
stratum, 
L = 'Vll' Vl2""' Vik'' ' 
/\ a a a 
^t ~ (^11' ^12'"'' ^ IK^' ' 
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a a 
V(f ,) is the inverse of the 
st 
a 
estimated information matrix 
Using the data in Tables 3, 5 and 5, we have 
a 
y = 30,61 
 ^ (0.98) 
In contrast, the usual estimator of Y for a stratified sample is 
Il 
where is the sample mean of observed units in the stratum. 
The value of this estimator is 
5 
2 ^ ~ 30,08 
A=1 (0.83) 
where the number in parentheses is the standard error estimated under 
the (incorrect) assumption that the 787 observations are a stratified 
sample from the entire population. 
a 
We observe that both the usual stratified estimator and are 
within one standard error of given in (6.19), which was computed 
from both mail and interview observations. 
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VII. SUMMARY AND CONCIUSIONS 
A class of models is considered for the response-nonresponse of 
individuals given repeated opportunities to respond to a survey question­
naire. From an error-free list of sampling units, a probability sample 
of units is selected to estimate the univariate population mean Y . 
The ultimate sampled units furnish observations which are free from 
measurement error if a response is given, but some units may not furnish 
an observation. Indeed, associated with each unit is a response proba­
bility which is not necessarily equal to one. The units which do 
not initially respond to the survey are recontacted on a second call. 
"th On the r call (r = 1,2,..., R) , those units are recontacted which 
S t have not furnished a response by the (r-1) call. 
Assuming the population is partitioned into K categories, models 
are developed from the described survey situation whose parameters 
include f^ , q^  (k = 1,2,..., K) , where f^  is the population pro­
portion of units in the category, and q^  is the response proba­
bility of a unit in the k^  category. It is assumed that a part of 
the population is composed of units which will never respond to any call 
of the survey. Various allocations of units in this part of the popula­
tion to the K categories are discussed and appropriate models are 
described. Explicit expressions for estimates of the parameters in 
these models are given. 
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For the estimation of Y , we use the estimator 
A  ^A _ 
'= %. 
A _ 
where f^  is the estimate of f^  and is the sample mean of Y 
for units in the category over all calls. This estimator is con­
sistent for fixed K , and also if K is allowed to increase to 
infinity. The asymptotic variance of this estimator and a consistent 
estimate of the asymptotic variance are given. 
The model is extended to the sample designs of stratified random 
sampling and two-stage sampling with simple random sampling at. the 
second stage. These models produce estimates of the number of units in 
the category (k = 1,2,..., K) for the population. Consistent 
estimators of the variance are given. Estimates of the population total 
Y are given for these designs, as well as variances and variance 
estimates for these estimators. 
An example is given to illustrate the major features of the method. 
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X. APPENDIX: AN ALTERNATIVE FORM FOR 
THE VARIANCES OF THEOREM 5.4 AND THEOREM 5.8 
In Section V.B, we developed an expression for the variance of 
We will use the notation of that section in the discussion below. 
Recall that 
~ » and 
A A  ^ R-, 
= yCi-d-q,^ ) ] . 
Let 
\ , and 
100 
Since 
A I -1 ^   ^ _i 
Y = ( S S ) •" 2 cp, 2 (n, S„)n, 
Jk=l  ^ k=l Jl^ l i 4' 4.k 
the estimator given by (10.1) can also be written as 
K I 
•- "" J-Î* S = ( Z S ) 5 Z 5 , (10.2) 
^ i=l 3 4=1 
where 
Using the methods of Theorem 5.4, we obtain 
I 11 1 
V(5^ J = [ Z [S|(n- (2k4in-:k4n) = 
J6--1- 1=1 
+ "]'s4.S4kn'v,k)'"(l-VPkl] + s!k.,;'viGknl] 
181 
A^n'VCy'^ l-VTjl + • ' 10-3' 
A 
It can be demonstrated that this expression is equivalent to the form 
" 2 ** 
of the variance given in Theorem 5.4. An expression for y V(S^ ) is 
given by the first term in braces of (10,3). Using this fact and 
observing that 
E(S^ J = , 
we have 
VtS*,) = c V + c&c/ , 
where 
182 
V ("ut) 
I  ^
-^1 1-1 
+ (ycp^ ) ^ (1-YP^ )] , if u = t 
ut 
I , 1 1-An 
V 
Jj=l 1=1 
if u ^  t , 
& = (%ut) ' 
f Y^ S^  cp"^ V(cp ) if u = t 
 ^ «un u un 
\it4 
Lo if u 7^  t 
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In Section V.D,we developed an expression for the variance of 
s— x 
We use the notation of that section in the discussion below. The 
estimator given by (10.4) is similar to 
K n 
r = ( E T.)"X 2 'r , (10.5) 
 ^ j=l  ^ *5=1 
where 
-^1 -1 -1 T, = cp. (n N) Z (t T )m , . 
] ] g-l s s s.k 
Using the methods of Theorem 5.8, we obtain 
N 
V(T ) = {N^ (n ^ -N"^ ){N -1) -1 
n 
n s=l 
N 
n 
+ n"X 2 [T2(t"l-T-1)(T_-1)-^  Z (V,_,-V„ ) -1 
s=1 i=l ksi ks 
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N 
N 
-1 
- ''s' T.kn(K;(n 
s=1 s=1 
V-Jn'" " 'l-VPk' 
3(5<k) s=l 
N 
"1 
+ n 'N_ 
N 
Z 
K 
2 (\^ '^ s)(YP4) ^ (l-ycp.) 
s=l i=l s s ] 3 
K 
" r-i 
(10.6)  
It can be demonstrated that this expression is equivalent to the 
variance form given in Theorem 5.8. 
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An expression for y~^ V(T^ ) is given by the first term in braces of 
(10,6). Using this fact and observing that 
E(T^ ) = YT.^  , 
we have 
V[T,  ]  = d U d ' + d P d '  ,  
where 
d = (d.) , 
 ^ 1 
^ Nn 
Z T )-2[ E T_-T.] , if i 
s=l  ^ s=l 
= k 
d. 1 
= < 
N 
-1 -2 
Y ( Z T ) ^T. 
s=l ® kn 
if i 7! k 
= 'V ' 
A n JT 0 
Wn,, n un. A = n gx à))A cb  ^K 
V  c -
pUB ' 
r SA TSA , 
A  ^n JT [ ( A- A) 
T =:T T =S 
sn Tsn , s^,s s s u  
( A-' A) 3 T (T- A)(T J^ "x 3)?^ ' z NL u + 
s t- t- = u 
.L N 
,UA.^ _AS^ ^^ un.^ _ns^ j ^  T_(t-"N)( "w-
u 
N 
n Ti Tis s s 
A =  n  J T  [ [ (  c b A , - T ) ^ _ (  c b A , )  > L (  v L ^ _ ^  )  +  
t =t t =s 
sn Tsn , L . s ^ s s s -i ••_ u ( A- A) S il- )^sJjj 3 N u + 
si- T~ T- u I'­
LL N 
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