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vPlus loin, on explique pourquoi et comment des particules en concentration
”Pourquoi” se de´placent dans le champ ”Comment”
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Croissance électrochimique : un modèle de gaz
sur réseaux
Résumé
Le premier sujet d’e´tude de cette the`se est l’application des me´thodes de
dynamique de gaz sur re´seau en champ moyen a` l’e´lectrochimie, en particulier
a` l’e´lectrode´position (croissance d’une e´lectrode par re´duction d’un cation sur
l’interface), the`me de recherche expe´rimental et the´orique de´veloppe´ au labo-
ratoire par J.-N. Chazalviel, M. Rosso et V. Fleury [1] depuis le de´but des
anne´es 90.
Le pre´sent mode`le, issu de la physique statistique, utilise des e´quations
cine´tiques microscopiques en champ moyen [2]. Il a de´ja` e´te´ applique´ a` diffe´-
rents syste`mes physiques : une espe`ce a` interaction re´pulsive (superconducteurs
ioniques, intercalation [3]), une espe`ce a` interaction attractive (croissance den-
dritique) et deux espe`ces en interaction globalement attractive (de´composition
spinodale), ces deux derniers syste`mes ayant fait l’objet de la the`se de Mathis
Plapp [4].
Les syste`mes e´lectrochimiques que nous e´tudions comportent cinq espe`ces :
me´tal, e´lectrolyte binaire, solvant et espe`ce e´lectronique. En e´tablissant, a` par-
tir de conside´rations microscopiques, des e´quations cine´tiques e´lectrochimiques
de champ moyen, nous cherchons a` mode´liser la croissance de structures ar-
borescentes sur la cathode, en incluant les effets d’anisotropie cristalline et les
diffe´rents parame`tres tels que mobilite´, potentiel applique´ et taux de transfert
e´lectronique. Les nouvelles difficulte´s de cette e´tude sont :
1. d’e´crire les e´quations cine´tiques pour une espe`ce charge´e, donc sensible
a` un champ e´lectrostatique,
2. de calculer le potentiel e´lectrostatique en tout point de la solution, par
re´solution de l’e´quation de Poisson. Ce proble`me e´lectrostatique est non
seulement a` contour irre´gulier, mais de surcroˆıt avec une interface diffuse
(cf. point suivant). Pour e´crire l’e´quation de Poisson d’un tel syste`me,
il est ne´cessaire de donner une signification physique pre´cise a` la notion
d’interface continue (dans le cas e´lectrochimique),
3. de conside´rer une interface me´tal/e´lectrolyte diffuse (la concentration
me´tallique de la cathode passe continuement de 1 a` 0) avec un transfert
e´lectronique a` cette interface. L’interface e´tant e´paisse, les phe´nome`nes
xinterfaciaux ont lieu dans un domaine d’interface qui n’est plus une ligne,
mais une bande. On doit donc transposer l’e´criture des phe´nome`nes in-
terfaciaux pour une interface abrupte a` une interface e´paisse.
Pour les difficulte´s pre´ce´demment expose´es, il y a parfois plusieurs concep-
tions possibles, et seul le comportement du syste`me lors d’une e´tude nume´rique
compare´e a` l’expe´rience permet, a` notre avis, de savoir laquelle est la plus in-
te´ressante.
En partant d’une situation d’e´quilibre thermodynamique du syste`me, nous
commenc¸ons par e´tudier des syste`mes unidimensionnels simplifie´s (capacite´
d’une interface ide´alement polarisable, e´quilibre d’un me´tal plonge´ dans une
solution, croissance e´lectrochimique dans les conditions du mode`le continu de
Chazalviel [5]) pour valider le mode`le nume´riquement, puis montrons la possi-
bilite´ d’obtenir des croissances arborescentes bidimensionnelles, telles que celles
obtenues expe´rimentalement au laboratoire par M. Rosso et V. Fleury [6].
Mots-clés
Croissance dendritique, transfert e´lectronique, gaz sur re´seaux, champ
moyen
Notations
Le syste`me e´lectrochimique e´tudie´ est bidimensionnel de taille Nx × Ny
constitue´ d’un cation me´tallique M+, de sa forme re´duite M 0 et d’un anion
A− a priori non e´lectroactif, dont le roˆle est d’assurer l’e´lectroneutralite´ de la
solution, d’un solvant neutre S et de lacunes v (vacancies).
Les phe´nome`nes introduits a` l’e´chelle microscopique dans le mode`le sont
les suivants : interaction interparticulaire, diffusion-migration par saut active´
dans un champ e´lectrostatique et transfert e´lectronique entre M 0 et M+.
1. Indices/exposants :
– exposant +, 0, −, s ou v pour respectivement le cation me´tallique M+,
sa forme re´duite M 0, l’anion A−, le solvant S et une lacune ;
– indice C/A pour cathode/anode et S pour solvant, utilise´ pour de´-
signer les valeurs uniformes, en dehors des zones interfaciales. Ainsi,
par exemple la diffe´rence de potentiel applique´e entre les e´lectrodes est
VC − VA et la concentration en cations dans la solution est p+S ;
xi
– un indice de position (site), qui sera un vecteur note´ k.
2. Parame`tres :
– interaction physique a` courte porte´e entre (α, β) ∈ {s, 0, +,−, v} ×
{s, 0, v} note´e εαβ (Van der Waals, ion-dipoˆle, me´tal-me´tal) ; les inter-
actions ion-ion sont incorpore´es dans le potentiel e´lectrostatique. Par
convention, pour une e´nergie attractive εαβ > 02 ;
– tempe´rature kT = 1/β ;
– unite´ de charge positive e, permittivite´ du solvant , e´nergie de Fermi
EF et densite´ d’e´tat D (EF ) au niveau de Fermi ;
– pre´facteur constant dans la fre´quence de saut de l’espe`ce α ∈
{s, 0, +,−, e} : ωα ;
– fre´quence de transfert e´lectronique ω∗ ;
– pas du re´seau a, nombre de voisins z ; on conside`re qu’il est unitaire
ce qui nous autorise a` l’omettre dans certaines relations ;
– volume v : e´gal nombre de sites Nx × Ny × a2, notation a` ne pas
confondre avec le potentiel e´lectrostatique (pour lequel on emploie la
majuscule).
3. Notations mathe´matiques :
– les vecteurs sont note´s en gras : a est le vecteur qui joint deux sites
voisins ;
–
∑
a
de´signe la somme sur les plus proches voisins ;
– Da est l’ope´rateur de diffe´rentiation discre`te : Dafk = fk+a − fk ;
– ∆a est le Laplacien discret : ∆a =
∑
a
Da ;
– note shc la fonction : x → (exp (x)− exp (−x)) /x.
On s’autorise a` omettre les exposants ou indices lorsqu’ils n’interviennent
pas dans le calcul.
4. Champs fondamentaux (de´finis en tout site k) :
– nα
k
nombre d’occupation de l’espe`ce α : pour α ∈ {s, 0, +,−}, nα
k
∈
{0, 1} et ne
k
est un entier relatif (c’est un nombre d’occupation d’exce`s
en e´lectrons libres dans un me´tal) ;
– pα
k
concentration de l’espe`ce α (issue de nα
k
par application de l’hypo-
the`se de champ moyen) ;
– Vk potentiel e´lectrostatique cre´e´ par les autres charges du syste`me
autres que la charge en k ;
2Donc l’Hamiltonien s’e´crit avec un signe moins en facteur
xii
– Vk est le potentiel e´lectrostatique cre´e´ en k par toutes les charges du
syste`me y compris celle en k.
5. Autres champs de´finis en chaque site k et grandeurs de´finies sur des liens
{k,k + a} :
– µα
k
potentiel e´lectrochimique de l’espe`ce α ;
– Mα
kk+a mobilite´ de l’espe`ce α sur le lien {k,k + a} ;
– Eα
k
: e´nergie d’interaction d’une particule de l’espe`ce α en k avec son
entourage ;
– Nα : nombre total de particules de l’espe`ce α dans le syste`me ;
– Φk : potentiel d’e´lectrode.
Les grandeurs physiques modifie´es par la pre´sence d’un champ e´lec-
trique dites grandeurs e´lectrochimiques, seront surmonte´es d’un tilde :
– µ˜α
k
potentiel e´lectrochimique de l’espe`ce α ;
– mobilite´ e´lectrochimique M˜kk+a de l’espe`ce α sur le lien {k,k + a}.
6. grandeurs thermodynamiques d’ensemble :
– F, F˜ : e´nergie libre et e´nergie libre e´lectrochimique ;
– Ω : grand potentiel.
7. Choix ge´ne´ral : on pose a = 1 ce qui fixe l’unite´ de distance, cette gran-
deur ge´ne´ralement omise dans les expressions the´oriques. Donc, pour
toute ve´rification des dimensions, il faut re´inte´grer les a manquants.
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Croissance laplacienne d’aiguilles parallèles
Résumé
Le deuxie`me sujet, lie´ au premier, est une approche analytique de la DLA
(diffusion limite´e par l’agre´gation) dans un mode`le plus limite´ de croissance
d’aiguilles. De telles croissances d’aiguilles ont e´te´ observe´es en e´lectrode´posi-
tion dans notre laboratoire par V. Fleury. Nous utilisons la me´thode classique
de transformation conforme propose´e par Schraiman et Bensimon en 1984 [1],
pour une croissance continue d’aiguilles. Le point nouveau ici est de modifier
le mode`le, en supposant que la croissance est discre`te et probabiliste : qu’a`
chaque ite´ration, une particule de taille finie a une certaine probabilite´ de se
fixer sur chacune des aiguilles. Ces hypothe`ses de croissance discre`te et proba-
biliste sont d’une part plus pre`s de la re´alite´ physique de la DLA (particules de
taille finie) et rendent possible une e´tude de la compe´tition des aiguilles. Ceci
permet d’obtenir une e´quation discre`te de Fokker-Planck sur la probabilite´ de
trouver au temps t une distribution donne´e des longueurs d’aiguilles.
Nous conside´rons ici deux cas spe´cifiques : (i) le cas simplifie´ de deux ai-
guilles pour lequel nous trouvons l’e´quation exacte de Fokker-Planck et ses solu-
tions, quelles que soient la distance et la diffe´rence de longueur des aiguilles [2],
et (ii) le cas de n aiguilles e´quidistantes dans l’approximation line´aire. L’e´qua-
tion de Fokker-Planck correspondante pre´sente une instabilite´ laplacienne qui
favorise un doublement de pe´riode. En estimant alors ce temps d’e´crantage,
et en supposant un sce´nario de croissance hie´rarchique, avec doublements de
pe´riode successifs, on retrouve analytiquement la distribution d’aiguilles en
fonction de la hauteur [3], pre´vue nume´riquement par des e´tudes ante´rieures
[4]
Mots-clés
DLA, tranformation conforme, loi d’e´chelle, Fokker-Planck
Notations
1. Description de l’e´tat du syste`me :
– n : nombre d’aiguilles ;
xvi
– δL : taille de la particule qui s’attache a` l’extreˆmite´ de l’une des ai-
guilles a` chaque pas de temps ;
– δt : pas de temps ;
–
−→
L = (`i)0≤i≤n−1 : un e´tat du syste`me de´fini par le vecteur des n lon-
gueurs des aiguilles,
(
˜`
i
)
0≤i≤n−1
la description de cet e´tat dans l’espace
de Fourier ;
–
−→
δL : variation de longueur des aiguilles en une ite´ration ;
– (αi)0≤i≤n−1 : piαi est la distance entre deux aiguilles successives
{i− 1, i}, la somme de toutes les distances e´tant 2pi ;
– (θj)0≤j≤n−1 angles parame´trant les longueurs des aiguilles ;
– (φj)0≤j≤n−1 angles parame´trant les extreˆmite´s des aiguilles ;
– pi
(−→
L
)
: probabilite´ individuelle de croissance de l’aiguille i lorsque le
syste`me est dans l’e´tat
−→
L . La somme des probabilite´s individuelles est
1 ;
– P (
−→
L , t) : probabilite´ d’avoir au temps t un syste`me dans l’e´tat
−→
L .
2. Conventions d’e´criture :
– matrice en gras : C ;
– vecteur surmonte´ d’une fle`che :−→α ;
– produit matriciel : C.−→α ;
– les grandeurs plonge´es dans l’espace de Fourier sont surmonte´es d’un
tilde : C˜ ;
– les grandeurs projete´es dans l’espace de dimension n − 1 sont note´es
avec un indice r (re´duit) : Cr ;
– Ct est la transpose´e de C.
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Première partie
Croissance électrochimique : un
modèle de gaz sur réseau
1
Chapitre 1
Introduction
Les phe´nome`nes e´lectrochimiques sont omnipre´sents dans la nature, dans
les re´actions biochimiques comme celle intervenant dans le stress oxydatif,
et de´tecte´e par ultramicroe´lectrode, mais e´galement dans les activite´s indus-
trielles, des proce´de´s de me´tallisation pour fabriquer des miroirs au stockage
d’e´nergie e´lectrique avec les batteries. Dans ces derniers syste`mes e´lectrochi-
miques, on peut, dans certains cas, voir croˆıtre des arborescences me´talliques
par re´action e´lectrochimique (e´lectrode´position). Ces dernie`res, menac¸ant par
exemple de relier les deux e´lectrodes d’une batterie, sont alors conside´re´es
comme un fle´au.
Vers 1660, un je´suite nomme´ Athanase Kircher[1] de´crit pour la premie`re
fois, dans un livre intitule´ Mundus Subterraneus, une expe´rience de´ja` connue a`
l’e´poque, de croissance de dendrites e´lectrochimiques obtenues avec une goutte
de mercure et une solution d’argent, appele´es arbres de Diane.
Ces arbres me´tallurgiques ou e´lectrochimiques, longtemps conside´re´s
comme des curiosite´s de savants ou des limitations industrielles, suscitent de-
puis une vingtaine d’anne´es un grand inte´reˆt, s’inscrivant a` la croise´e de nou-
veaux the`mes de recherche tels que la physique du de´sordre, les phe´nome`nes
hors d’e´quilibre et les objets fractals. Un exemple emble´matique de ce mou-
vement est le mode`le de l’agre´gation limite´e par la diffusion (DLA) [2] : nous
reportons le lecteur a` la seconde partie de cette the`se, portant sur ce sujet.
La croissance e´lectrochimique peut, sous certaines conditions expe´rimen-
tales, conduire a` la formation d’arbres branche´s, comme dans la DLA. La
figure 1.1 montre un exemple d’une telle structure fractale. Mais alors que la
DLA et ses divers mode`les de´rive´s [3] produisent des structures ressemblant
3
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Fig. 1.1 – croissance arborescente d’une cathode de cuivre, plonge´e dans une
solution de sulfate de cuivre (avec la permission de V. Fleury). On voit une
partie de la cellule quasi-bidimensionnelle, de taille 3×2 mm2. Les phe´nome`nes
implique´s dans cette expe´rience sont de´taille´s a` la figure 1.2
aux images expe´rimentales, ils ne tiennent pas compte de phe´nome`nes dont
l’importance est connue, tels que les effets e´lectriques (double couche, e´lec-
trocapillarite´, e´lectroconvection), de surface (diffusion de surface, nature de
la cine´tique du transfert e´lectronique), ainsi que l’influence des interactions
interparticulaires (effets d’anisotropie cristalline, adsorption).
Notre objectif est de construire un mode`le microscopique de type gaz sur
re´seau en champ moyen, issu de la physique statistique, permettant de simuler
qualitativement en deux dimensions (ou plus), des croissances e´lectrochimiques
arborescentes, comme celles observe´es expe´rimentalement dans [4], [5], [6] et
[7].
Le formalisme utilise´ est celui des e´quations cine´tiques de champ moyen
(note´ MFKE pour mean-field kinetic equations, voir [8], [9] et[10]), de´ja` uti-
lise´ pour e´tudier de nombreux phe´nome`nes de transport et de croissance dans
les me´taux, en particulier la croissance dendritique [11] , la de´composition
spinodale [12] , mais que nous devons e´tendre au cas e´lectrochimique (alors
note´ EMFKE pour electrochemical mean-field kinetic equation). D’autres for-
malismes existent [13], mais nous avons de´cide´ de pousuivre sur la voie des
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Fig. 1.2 – sche´ma des phe´nome`nes en pre´sence dans l’expe´rience pre´sente´e
a` la figure 1.1 : un ge´ne´rateur force le passage de courant (e−) dans la cel-
lule. En conse´quence, on observe a` la cathode (C), une re´duction des cations
Cu2+ en Cu0, d’ou` croissance de cette e´lectrode, et a` l’anode (A) la re´action
e´lectrochimique inverse, d’ou` la dissolution de l’anode. Associe´ a` ces deux re´-
actions e´lectrochimiques, on observe au sein de la solution (S) un transport
des ions Cu2+ et SO2−4 (ce dernier est suppose´ non e´lectroactif). Sous certaines
conditions, la croissance de la cathode peut eˆtre arborescente.
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travaux pre´ce´dents. La pre´sence de particules charge´es implique de re´soudre,
en plus des e´quations cine´tiques pour le transport des espe`ces, une e´quation
de Poisson pour obtenir le potentiel e´lectrique local. Les potentiels chimiques
pre´sents dans les MFKE sont maintenant remplace´s par des potentiels e´lectro-
chimiques. Il est alors possible de relier un mode`le microscopique de gaz sur
re´seaux avec des e´quations macroscopiques phe´nome´nologiques [14, 15].
Pour e´tablir le mode`le complet, on discutera les points de´licats suivants :
1. comment e´crire une MFKE dans le cas ou` les particules sont plonge´es
dans un potentiel e´lectrique ;
2. comment re´soudre le proble`me de Poisson, pour un syste`me avec une
frontie`re irre´gulie`re, et de plus une interface continue ;
3. faut-il introduire une espe`ce e´lectronique et comment la mode´liser ?
4. comment de´crire le transfert e´lectronique ?
Enfin, il n’existe pas, a` notre connaissance, d’e´tude the´orique comple`te1
d’une cellule e´lectrochimique avec un mode`le microscopique, on peut ne´an-
moins citer (i) l’approche inte´ressante de Marshall et Mocskos [17], qui est
une croissance DLA en pre´sence d’un e´lectrolyte, traite´ mascroscopiquement
en tenant compte de l’e´lectroconvection, dont la pre´sence dans ces syste`mes a`
e´te´ dc´ouverte par V. Fleury [18]-[19] (ii) le mode`le macroscopique de champ
moyen, propose´ re´cemment par Argoul et al. [20]. Ce dernier mode`le conside`re
trois champs : concentration e´lectrolytique, concentration de de´poˆt me´tallique
et potentiel e´lectrique –, et des e´quations de transport re´duites a` un terme de
diffusion (pour l’e´lectrolyte seulement) et un terme de transfert : les croissances
obtenues sont a` faible concentration (de l’ordre de la concentration e´lectroly-
tique). Ce re´sultat est une moyenne a` l’e´chelle macroscopique d’une croissance
compacte a´ l’e´chelle me´soscopique. En revanche, dans notre mode`le microsco-
pique, un tel re´sultat ne serait pas admissible, car notre moyenne porte sur
quelques sites donc dans les parties me´talliques de la zone arborescente, la
concentration me´tallique est proche de 1, et dans la partie e´lectrolytique, cette
concentration est proche de 0.
Par ailleurs, les gaz sur re´seaux ont de´ja` e´te´ utilise´s en e´lectrochimie, pour
e´tudier des phe´nome`nes situe´s sur l’interface d’une e´lectrode, comme l’adsorp-
1Nous entendons par complet, un mode`le prenant en compte tous les phe´nome`nes pre´sents
a` l’e´chelle microscopique, meˆme si leur mode´lisation est tre`s simplifie´e.
7tion ou l’underpotential deposition[21] et pour l’e´tude du transport ionique a`
travers une interface liquide-liquide [22],[23],[24].
Dans une premie`re partie, nous commenc¸ons par pre´senter le mode`le dans
son ensemble puis reprenons, dans une deuxie`me partie, chaque e´le´ment consti-
tutif du mode`le, ses limites (continue, grande dilution, etc.) ainsi que les al-
ternatives que nous avons pu envisager avant de les e´carter. Nous ve´rifions
alors, dans une troisie`me partie, que ce mode`le, dans le cas unidimensionnel,
se comporte bien dans un certain nombre de situations e´lectrochimiques bien
connues – l’interface ide´alement polarisable, l’interface parfaitement re´versible,
la croissance unidimensionnelle dans les conditions du mode`le de Chazalviel –
puis e´tudions comment, dans une certaine limite, on peut de´stabiliser l’inter-
face et obtenir des croissances arborescentes.
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Chapitre 2
Le modèle EMFKE
2.1 Electrochimie : rappels préliminaires
Schmickler [1] propose la de´finition suivante de l’e´lectrochimie interfaciale :
L’e´lectrochimie est l’e´tude des structures et des phe´nome`nes aux
interfaces entre un milieu conducteur pour les e´lectrons (l’e´lectrode)
et un milieu conducteur pour les ions (l’e´lectrolyte), ou a` l’interface
entre deux e´lectrolytes.
Nous nous inte´ressons plus particulie`rement a` l’interface
e´lectrode/e´lectrolyte (cf. figure 2.1), avec du coˆte´ de l’e´lectrode une es-
pe`ce me´tallique et une espe`ce e´lectronique, et du coˆte´ de l’e´lectrolyte, un
solvant, des cations et des anions.
L’e´lectrochimie posse`de une longue tradition expe´rimentale, dont l’e´lec-
trochimie d’aujourd’hui he´rite un vocabulaire riche : nous rappellerons donc
pour commencer, et pour une lecture plus aise´e de la suite, certains termes et
concepts.
Un premier aspect essentiel est la pre´sence espe`ces charge´es, donc d’un
proble`me e´lectrostatique. Ces espe`ces sont soit e´lectroniques et localise´es dans
l’e´lectrode, soit ioniques et localise´es dans l’e´lectrolyte. Si l’on suppose que le
potentiel e´lectrique est uniforme loin de l’interface dans chacune des phases (ce
qui est obtenu a` l’e´quilibre), alors la charge totale pre´sente dans l’interface est
nulle. Si les charges ioniques et e´lectroniques ne sont pas nulles individuelle-
ment, ces charges e´tant se´pare´es spatialement, il apparaˆıt un dipoˆle e´lectrique
a` l’interface, auquel est associe´ une chute de potentiel, ou encore un champ
11
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Fig. 2.1 – Repre´sentation sche´matique de la structure d’une interface
e´lectrode/me´tal. Les multiples phe´nome`nes en pre´sence sont : le transport des
particules (diffusion, migration, convection), le transfert e´lectronique a` l’inter-
face e´lectrode/e´lectrolyte, la solvatation et l’adsorption (tous deux de´pendant
directement de la comparaison des interactions interparticulaires et de la tem-
pe´rature).
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e´lectrique de surface. Ce champ, lorsqu’il est intense, fragilise les e´difices qui
sont au voisinage de l’interface, du coˆte´ de l’e´lectrolyte, ce qui permet le trans-
fert e´lectronique, de cet e´difice vers l’e´lectrode (oxydation) ou de l’e´lectrode
vers cet e´difice (re´duction).
Cette chute de potentiel a` l’interface, qui pilote directement la transfert
e´lectronique, est appele´e potentiel d’e´lectrode.
Remarque
Le choix du point dans l’e´lectrolyte pour la de´finition du potentiel d’e´lectrode
est une question a` laquelle la communaute´ e´lectrochimiste apporte diffe´rentes
re´ponses. Du point de vue d’un expe´rimentateur, il s’agira d’un point e´loigne´
d’une distance macroscopique de l’interface, et du point de vue d’un the´oricien,
il pourra s’agir d’un point ou` l’effet image de la charge est ne´gligeable, ce qui
correspond a` une distance me´soscopique, ou encore, du point de vue des mode`les
de Butler-Volmer ou de Marcus, au point dans la solution ou` le transfert a lieu,
c’est-a`-dire a` une distance microscopique de l’e´lectrode. Nous conside´rons dans
notre mode`le cette dernie`re de´finition. Une petite discussion des diffe´rentes
de´finitions microscopiques possibles du potentiel d’e´lectrode est pre´sente´e a` la
fin de la section 3.5.1 page 62
On trouve e´galement ([1] p. 123) une de´finition thermodynamique du po-
tentiel d’e´lectrode, par rapport a` une e´lectrode de re´fe´rence, mais il est alors
possible de relier cette de´finition a` la de´finition microscopique, les autres termes
e´tant le potentiel chimique de l’espe`ce e´lectronique et des contributions asso-
cie´es uniquement a` l’e´lectrode de re´fe´rence[2]1.
A l’e´quilibre du transfert, le potentiel d’e´lectrode a une certaine valeur φeq.
Pour une valeur φ diffe´rente, donc pour la surtension η = φ−φeq un courant de
transfert e´lectronique apparaˆıt a` l’interface e´lectrode/e´lectrolyte. La cine´tique
de ce transfert a e´te´ formule´e avec un mode`le de complexe active´ par Butler [3]
et Volmer [4] : le courant e´lectronique obtenu de´pend line´airement des concen-
trations en les espe`ces oxyde´e (pour le courant de re´duction) et re´duite (pour
le courant d’oxydation), et exponentiellement en la surtension (voir section
3.5.2, page 64). Les parame`tres importants de cette formulation du courant
1Lorsqu’on e´tudie le transfert a` cette e´lectrode en fonction du potentiel d’e´lectrode, en
faisant varier la diffe´rence de potentiels entre ces deux e´lectrodes, les contributions lie´es
a` l’e´lectrode de re´fe´rence ne doivent eˆtre affecte´es par le passage d’un courant e´lectrique
dans la cellule, d’ou` l’inte´reˆt d’un montage e` trois e´lectrodes, avec une e´lectrode de travail
supple´mentaire, qui collecte le courant.
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de transfert e´lectronique, appele´e loi de Butler-Volmer, e´tant les coefficients
de transfert αox et αred (pre´facteurs adimensionne´s pre´sents dans les exponen-
tielles), et la densite´ de courant j0 qui fixe la valeur des courants d’oxydation
et de re´duction qui se compensent a` l’e´quilibre du transfert 2. Aux petites sur-
tensions, un de´veloppement limite´ des exponentielles permet de trouver une
relation line´aire entre le courant e´lectronique et la surtension ; en revanche,
aux grandes surtensions, l’un des deux courants est ne´gligeable devant l’autre
et la relation courant e´lectronique devient une simple exponentielle : ainsi, en
coordonne´es semi-logarithmique, on obtient une relation line´aire appele´e loi
de Tafel. Une expe´rience dans ces conditions de surtension permet d’acce´der
alors a` la mesure des parame`tres αox, αred et j0 de la loi de Butler-Volmer.
Lorsque l’e´quilibre du transfert est re´alise´, la thermodynamique permet d’ob-
tenir une relation entre le potentiel d’e´lectrode et les activite´s des espe`ces non-
e´lectroniques implique´es dans le transfert : cette relation est appele´e relation
de Nernst.
La se´paration spatiale des diffe´rents types de charges autour de l’interface
e´lectrode/e´lectrolyte provoque l’apparition d’une double couche : a` l’oppose´,
au sein de l’e´lectrolyte ou` les charges ne sont pas se´pare´es, on obtient une
e´lectroneutralite´ locale. La double couche est constitue´e de deux couches pa-
ralle`les de charges e´lectriques, l’une dans le me´tal (partie e´lectronique de la
double couche) et l’autre dans la solution, a` proximite´ de l’e´lectrode (partie io-
nique, parfois appele´e atmosphe`re ionique). La premie`re mode´lisation de cette
double couche a e´te´ formule´e par Helmholtz [5], en conside´rant la partie io-
nique comme une couche d’ions immobilise´s contre l’e´lectrode. Plus tard, Gouy
[6] et Chapman [7] remarquent que les ions, soumis a` agitation mole´culaire ne
peuvent rester immobiles, et mais une forment une couche diffuse. Finalement,
Stern [8] sugge`re que la re´alite´ est une combinaison des deux mode`les : au voi-
sinage imme´diat de l’e´lectrode, des ions presque immobiles forment la couche
de Helmhotz, puis une partie diffuse, appele´e couche de Gouy-Chapman, finit
de neutraliser la charge de la couche e´lectronique.
La partie e´lectronique de cette double couche peut eˆtre mode´lise´e par un
mode`le simplifie´ de gaz de Fermi, comme nous le proposons dans la section
3.4, mais il existe un mode`le quantique plus fin, appele´ mode`le de Jellium,
brie`vement pre´sente´ a` la section 3.4.3. Ce mode`le permet d’e´tudier les effets
e´lectroniques sur le transfert e´lectronique et sur la double couche (cf. [9], ar-
2Cf. e´quation 3.58 page 68, et la section 3.5.2
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ticle de revue) : ce niveau de de´tail est exclu de notre e´tude, pour limiter sa
complexite´.
Cette double couche peut eˆtre caracte´rise´e par une capacite´e diffe´rentielle,
qui est l’inverse de la de´rive´e partielle de la chute de potentielle associe´e a` la
double couche, par rapport a` la charge (a` composition chimique constante).
Nous venons de voir que la double couche pouvait eˆtre se´pare´e spatialement
en trois zones (couche e´lectronique, couche de Helmholtz et couche de Gouy) :
il est alors possible de de´composer la chute de potentiel de l’ensemble de la
double couche en trois chutes de potentiel, donc de de´composer la capacite´
diffe´rentielle en trois contributions, chacune e´tant associe´e a` l’une des zones
(cf section 4.2.1 et e´quation 4.21).
Cette capacite´ de double couche peut e´galement eˆtre obtenue par une e´tude
thermodynamique de l’interface e´lectrode/e´lectrolyte. On obtient, sous forme
diffe´rentielle, une relation entre la tension de surface, le potentiel d’e´lectrode
et les potentiels chimiques des ions, appele´e e´quation de Lippmann. La mesure
de la tension de surface permet d’obtenir expe´rimentalement [10] la capacite´
diffe´rentielle (a` composition chimique constante) et les concentrations de sur-
face (a` potentiel d’e´lectrode constant), c’est-a`-dire quantifier l’adsorption des
espe`ces ioniques sur l’e´lectrode.
Sous certaines conditions (de polarisation de l’e´lectrode), la charge e´lec-
tronique peut eˆtre nulle : le potentiel d’e´lectrode est alors appele´ potentiel de
charge nulle (PZC). Ce potentiel a un inte´reˆt the´orique important, car est lie´
au travail de sortie d’un me´tal [11].
L’e´lectrochimie interfaciale the´orique a connue d’important progre`s depuis
les travaux de Marcus [12][13] et notamment a` l’e´chelle microscopique, mais
que notre mode`le n’a pas l’ambition d’utiliser, ce dernier ne conside´rant que
des formulations tre`s simplifie´es des phe´nome`nes microscopiques. En revanche,
notre e´tude s’inscrit dans l’e´lectrochimie des interfaces irre´gulie`res, s’inte´res-
sant par exemple a` la transposition des lois de l’e´lectrochimie a` des e´lectrodes
fractales ([14], [15], [16]), et dans la physique des mode`les de croissance : nous
conseillons au lecteur l’ouvrage de Baraba´si [17] et l’article de revue [18] por-
tant sur la caracte´risation expe´rimentale de telles croissances en e´lectrochimie.
Une e´tape tre`s importante de notre type de mode`le est l’hypothe`se de champ
moyen : ce choix, qui nous diffe´rencie des approches de type Monte-Carlo,
permet une e´tude analytique plus pousse´e, notamment pour obtenir une ex-
pression a` l’e´chelle macroscopique de certaines lois ou coefficients physiques et
une interpre´tation thermodynamique beaucoup plus transparente.
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Par l’association de deux interfaces e´lectrode/e´lectrolyte, l’e´lectrolyte e´tant
au centre, nous construisons une cellule e´lectrochimique, telle que celle utili-
se´e dans l’expe´rience de la figure 1.1. Celle-ci pre´sente, en comparaison avec
d’autres cellules e´lectrochimiques plus connues, telles que celles utilise´es pour
une expe´rience de conversion d’e´nergie chimique en e´nergie e´lectrique (batte-
rie) ou une expe´rience de voltampe´rome´trie (e´tude de me´canismes), un certain
nombre de simplifications dans cette e´tude pre´liminaire : (i) les e´lectrodes sont
constitue´es du meˆme e´le´ment chimique, (ii) l’e´lectrolyte ne contient qu’un e´lec-
trolyte, avec un cation e´lectroactif et aucun e´lectrolyte support (e´lectrolyte plus
concentre´ et non-e´lectroactif, permettant de supprimer la migration) et (iii)
la re´action de transfert e´lectronique est, suivant le sens conside´re´, une de´po-
sition ou une dissolution, donc le cation e´lectroactif est de meˆme composition
chimique que les deux e´lectrodes.
Pour obtenir un re´gime de croissance par de´position (par re´duction du ca-
tion e´lectroactif) a` la cathode, et de dissolution de l’anode (par oxydation de
particules me´talliques de l’anode), on doit dissyme´triser le syste`me en impo-
sant, soit une diffe´rence de potentiel entre les deux e´lectrodes, soit un cou-
rant e´lectrique a` travers la cellule. Dans chaque cas, la grandeur impose´e (par
exemple le courant) est ge´ne´ralement constante, l’autre grandeur (dans ce cas
la diffe´rence de potentiel) variant alors au cours du re´gime transitoire, pour
s’e´tablir a` une valeur constante si l’on atteint un re´gime stationnaire (en cas
de croissance arborescente, on n’atteint pas de re´gime stationnaire).
2.2 Introduction au modèle EMFKE
Pour mode´liser une croissance e´lectrochimique telle que celle pre´sente´e a` la
figure 1.1, on conside`re une cellule e´lectrochimique compose´e d’un e´lectrolyte
binaire : un cation M+ e´lectroactif et un anion A− non e´lectroactif, dans un sol-
vant neutre, l’ensemble formant la solution, celle-ci a` son tour entoure´e de deux
e´lectrodes me´talliques, de meˆme composition chimique, qui est la forme re´duite
du cation pre´ce´demment conside´re´, et note´ M0. Enfin, des lacunes permettent
le transport des diffe´rentes espe`ces. Ces choix correspondent a` la situation des
expe´riences de croissance de Vincent Fleury [19]. Une situation plus classique
comprend un e´lectrolyte support, qui permet de limiter la migration au sein
de la solution, et des e´lectrodes de me´taux diffe´rents. Ici, l’anode fournit par
dissolution des cations qui, transporte´s a` travers la solution, sont re´duits a` la
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cathode, ce qui la fait croˆıtre.
Pour prendre en compte la structure cristalline des e´lectrodes, nous les mo-
de´lisons par un re´seau, dont les sites sont occupe´s par des atomes me´talliques.
Pour des raisons de simplicite´, ce meˆme re´seau est utilise´ pour la solution,
dont les sites sont occupe´s par des particules de solvant, cationique ou anio-
nique. Le re´seau permet d’observer les conse´quences de l’anisotropie cristal-
line (transition rugueuse, orientation des branches dans les dendrites, etc.), en
conse´quence l’emploi du meˆme re´seau pour la solution peut eˆtre critique´. En
re´alite´, la faible densite´ des ions rend l’influence du maillage et de l’anisotropie
ne´gligeable.
Nous conside´rons donc un re´seau carre´ (le plus simple a` programmer, mais
le choix de´pend de la structure cristalline du me´tal) bidimensionnel de pas a
(figure 2.2). Les cations M+ peuvent eˆtre re´duits en atomes me´talliques M 0 et
les anions A− sont suppose´s eˆtre non-e´lectroactifs, mais leur pre´sence assure
l’e´lectroneutralite´ de la solution a` l’e´quilibre. Le solvant S est neutre, mais peut
interagir par des interactions de courte porte´e avec les autres espe`ces (effets
de la solvatation). Nous supposons l’exclusion ste´rique entre les diffe´rentes
espe`ces : un site ne peut eˆtre occupe´ que par une espe`ce a` la fois ou eˆtre vide.
Le processus de diffusion d’une particule est un saut active´ de celle-ci depuis
son site vers un site lacunaire voisin, note´ v (vacancy) : ainsi, la quantite´ de
lacunes joue de manie`re fondamentale sur le transport des espe`ces. A la place
du saut, on aurait pu choisir un e´change entre espe`ces voisines, mais ceci rend
la construction du mode`le plus complique´e, est moins re´aliste dans les re´gions
solides et ne change pas grand chose dans l’e´lectrolyte.
Pour mode´liser les interactions (attractives) a` courte porte´e, de type Van
der Waals (ou` l’on ne´glige la queue de l’interaction en 1/r6, nous introduisons
une interaction entre plus proches voisins – entre les espe`ces α et β elle sera
note´e εαβ (voir les notations page x). Pour les interactions a` longue porte´e, de
type coulombienne, entre une particule donne´e et toutes les autres particules
charge´es, nous introduisons une nouvelle grandeur, le potentiel e´lectrostatique
au site de cette particule, qui par de´finition est, a` coefficient multiplicatif pre`s
(la charge e´lectrique de cette particule), la somme de toutes les e´nergies d’inter-
actions coulombienne entre cette particule et les autres particues charge´es : le
potentiel e´lectrostatique permet donc une e´criture factorise´e des e´nergies d’in-
teractions couclombiennes. La re´solution de ce proble`me de Poisson en champ
moyen impose d’introduire, en plus, une espe`ce e´lectronique dans les e´lectrodes
me´talliques. Notons que pour les interactions a` courte porte´e, on pourrait aussi
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e´galement prendre des voisins d’ordre supe´rieur, et/ou conside´rer le cas d’in-
teractions re´pulsives. En fait, ce mode`le peut simplement eˆtre modifie´, tant
du point de vue de la syme´trie du re´seau que de la porte´e et du type des
interactions.
Enfin, la tempe´rature est suppose´e fixe´e et uniforme dans tout le syste`me,
et le parame`tre exte´rieur qui controˆle le syste`me est la diffe´rence de potentiel
∆V a` travers la cellule.
Fig. 2.2 – Mode`le de gaz sur re´seau utilise´ dans la pre´sente e´tude. Une diffe´-
rence de potentiel fixe est impose´e a` travers la cellule. Les ions de l’e´lectrolyte
sont soumis a` un champ e´lectrique Ek (et une force Fk = qEk) au site k. On
conside`re entre les diffe´rentes espe`ces des interactions a` courte porte´e (dans
le pre´sent travail, des interactions ions/solvant, ions/me´tal, solvant/solvant et
me´tal/me´tal). Les interactions ions/ions, a` longue porte´e, sont factorise´es dans
le potentiel e´lectrostatique de la solution. Un transfert e´lectronique a lieu aux
deux e´lectrodes.
2.3 Equation maîtresse
L’e´tablissement des e´quations cine´tiques de champ moyen (MFKE) se fait
graˆce a` une proce´dure analogue a` celle utilise´e pour les espe`ces neutres [21],
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[22], [23].
Le syste`me peut eˆtre de´crit a` chaque instant t par diffe´rentes configurations
microscopiques possibles, chacune e´tant spe´cifie´e par les nombres d’occupations
nα
k
sur chaque site k du re´seau (pour α = {0, +,−, S} , nα
k
= 1 si k est occupe´
par l’espe`ce α et 0 sinon). L’exclusion ste´rique impose :∑
α
nα
k
+ nv
k
= 1 (2.1)
en tout site k. On appelle configuration, l’ensemble des occupations a` un ins-
tant donne´ des sites du re´seau, et on le note {n} : la probabilite´ P ({n}, t) de
cette configuration a` l’instant t, est alors solution de l’e´quation maˆıtresse :
∂
∂t
P ({n}, t) =
∑
{n′}
[W ({n′} → {n}) P ({n′}, t)−W ({n} → {n′})P ({n}, t)]
(2.2)
ou` W ({n} → {n′}) est la probabilite´ par unite´ de temps de transition vers
une configuration {n′} accessible depuis une configuration {n}, c’est-a`-dire
correspondant au saut d’une particule (me´tal, ion, or solvant) sur un plus
proche voisin lacunaire.
Cette probabilite´ de saut de´pend non seulement des interactions avec les
particules voisines, mais aussi, pour les espe`ces charge´es, du champ e´lectrique
local.
2.3.1 Hypothèse de champ moyen
A ce stade, les e´quations ge´ne´rales ne sont utilisables que pour des simula-
tions Monte-Carlo ou dans des cas unidimensionnels tre`s simples. En revanche,
une hypothe`se supple´mentaire de champ moyen permet : (i) d’obtenir des e´qua-
tions portant sur des grandeurs plus e´vocatrices (comme les concentrations)
(ii) des approches analytiques et (iii) d’en de´river un mode`le de type champ
de phase, apre`s passage au continu. Cette hypothe`se suppose qu’il existe pour
α ∈ {+,−, 0, S} des grandeurs pα
k
, qui sont les premiers moments des nombres
d’occupation (ou encore, des moyennes d’ensemble)
pα
k
= 〈nα
k
〉{n} =
∑
{n}
nα
k
P ({n}, t) . (2.3)
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On s’inte´resse a` l’e´volution temporelle des concentrations moyennes des
diffe´rentes espe`ces : la de´rive´e partielle de pα
k
par rapport a` t, donne avec
l’e´quation maˆıtresse
∂pα
k
∂t
=
∑
{n}
nα
k
∂P ({n}, t)
∂t
=
∑
n
∑
{n′}
nα
k
(W ({n′} → {n})−W ({n} → {n′}))P ({n}, t)

En e´crivant formellement W ({n} → {n′}), l’e´quation sur les premiers mo-
ments, de´rive´e a` partir de l’e´quation maˆıtresse, s’e´crit
∂pα
k
∂t
= −
∑
a
J˜α
kk+a
avec
J˜α
kk+a =
〈
ω˜α
k,k+a ({n})nαknvk+a − ω˜αk+a,k ({n})nαk+anvk
〉
{n}
(2.4)
ou` ω˜α
k,k+a ({n}) est la fre´quence de saut d’un particule de l’espe`ce α du site
k au site voisin k + a, dans la configuration {n}. Le tilde indique ici que l’on
conside`re des espe`ces pouvant eˆtre charge´es, donc sensibles au champ e´lectrique
local.
Ensuite, l’application de l’hypothe`se de champ moyen, permet de transfor-
mer la moyenne obtenue dans (2.4) en fonction des moyennes
〈
ω˜α
k,k+a ({n})
〉
et 〈nα
k
〉 = pα
k
, ce qui revient a` supprimer du mode`le les fluctuations. Enfin,
l’expression analytique de ω˜α
k,k+a e´tant pose´e, on peut soit calculer sa valeur
moyenne, soit la propager directement dans les arguments, ces deux me´thodes
e´tant discute´es en de´tail dans [22]. Nous choisissons la seconde me´thode, ce
qui permet d’e´tablir un lien direct avec la thermodynamique : en effet, il est
alors possible d’e´crire le courant (2.4) comme le produit d’une mobilite´ par le
gradient discret d’un potentiel e´lectrochimique (cf. section 3.2.1, page 34).
2.3.2 Cas des électrons
Les e´lectrons, dont la pre´sence permet de re´soudre le proble`me de Poisson,
ont un statut a` part, qui fera l’objet d’une attention ulte´rieure, dans le pre´-
sent chapitre. En un site donne´, le nombre d’e´lectrons n’est, a` la diffe´rence des
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autres espe`ces, ni limite´, ni concerne´ par l’exclusion ste´rique. Comme la struc-
ture du me´tal peut eˆtre sche´matise´e comme un re´seau d’ions positifs (constitue´s
par les noyaux atomiques et les e´lectrons des couches profondes) dans lequel
baigne un gaz d’e´lectrons de conduction, on s’inte´resse en fait a` la concen-
tration d’exce`s pe
k
sur le site k, diffe´rence entre le nombre d’e´lectrons et la
concentration d’e´quilibre pour un me´tal a` la concentration p0
k
: cette grandeur
est donc alge´brique.
L’e´quation cine´tique est une simple e´quation de diffusion, pour laquelle
on choisit une expression du potentiel e´lectrochimique d’e´lectrons, conside´re´s
comme un gaz de Fermi et une mobilite´ tenant compte simplement d’effet de
percolation. Cette approche s’ave`re plus commode pour calculer la distribution
e´lectronique dans la double couche.
2.3.3 Conséquences du champ moyen
Introduction
En comparaison d’un mode`le de type macroscopique, l’hypothe`se de champ
moyen nous conduit en pratique a` d’e´tendre l’espace de de´finition des grandeurs
physiques sur tout le syste`me. En conse´quence, il existe une concentration
ionique dans le me´tal et une concentration e´lectronique dans la solution. Ces
conse´quences ne sont pas geˆnantes tant que leur influence sur le syste`me reste
ne´gligeable. Ainsi, par exemple, le courant e´lectronique dans la solution doit
eˆtre ne´gligeable devant le courant ionique, les charges e´lectroniques dans le
me´tal pre´ponde´rantes devant les charges ioniques.
Les différentes limites
Ce type de mode`le est alors d’une grande ge´ne´ralite´, et l’on peut en ex-
plorant ses diffe´rentes limites, le comparer avec des mode`les de´ja` existant. Les
limites peuvent porter sur l’hypothe`se de champ moyen, sur les valeurs ou
variations de certaines grandeurs et enfin sur l’e´chelle de temps que l’on consi-
de`re, c’est-a`-dire l’e´chelle de temps de l’expe´rience en comparaison avec les
e´chelles de temps des diffe´rents phe´nome`nes. Passons en revue ces diffe´rentes
limites.
1. Limites relatives a` l’hypothe`se de champ moyen :
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– limite de l’interface infiniment mince, obtenue lorsque ε/kT est grand
(ε est l’e´nergie d’interaction de l’espe`ce me´tallique avec elle-meˆme).
La largeur ξ de l’interface devient tre`s infe´rieure au pas du re´seau, le
profil de la concentration est alors rectangulaire (voir l’exemple d’un
syste`me Av ([1] p.49)). Dans cette meˆme limite, les phases deviennent
pures : cela s’e´crit pα
k
∼ 0 si le site k est dans une phase, et pα
k
∼ 1 si k
est dans l’autre phase . Cette limite permet par exemple de comparer
notre mode`le de transfert et le mode`le classique,
– limite continue : lorsque les champs varient peu d’un site a` l’autre (par
exemple DaVk  Vk). Les effets de la discre´tisation sont alors faibles
et il est possible de passer au continu. Ceci est impossible dans les
zones interfaciales, mais possible de`s la double couche diffuse jusque
dans la solution et dans le solide ;
2. Limite de grande dilution. Lorsque les concentrations (ionique dans notre
cas) sont prises suffisamment petites pour constituer une solution ide´ale
(alors l’activite´ se confond avec pα
k
). Cette limite est ge´ne´ralement utilise´e
apre`s avoir suppose´ la limite continue ;
3. Limites relatives a` l’e´chelle de temps :
– la limite the´orique si l’on attendait un temps infiniment long,
– la limite re´aliste si l’on conside`re un temps d’expe´rience, les phe´no-
me`nes plus lents que le temps d’expe´rience sont alors conside´re´s comme
cine´tiquement bloque´s.
Nous nous plac¸ons par de´faut dans le second cas, a` moins de le pre´ciser
expresse´ment. Les phe´nome`nes qui sont cine´tiquement bloque´s sont le
transport e´lectronique et le transfert e´lectronique dans l’e´lectrolyte (cf.
section 3.4), et e´ventuellement le transport des espe`ces non-e´lectroniques
dans les e´lectrodes, si ces dernie`res sont tre`s peu lacunaires (ce cas ne
sera pas envisage´ ici, car il correspond a` une tempe´rature d’e´quilibre
me´tal solvant trop basse). Ceci n’est pas geˆnant car seuls les potentiels
e´lectrochimiques des e´lectrons et des atomes me´talliques dans les re´gions
d’e´lectrodes et des ions dans la re´gion e´lectrolyte sont significatifs : pour
chacune de ces espe`ces, ladite re´gion sera dite active. Les re´gions actives
contiennent e´galement les re´gions interfaciales, qui sont e´galement les
seules zones ou` le transfert e´lectronique a lieu.
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2.4 Système des équations
Notre mode`le consiste en un ensemble d’e´quations cine´tiques, portant sur
les concentrations les espe`ces pα
k
, et une e´quation de Poisson permettant de
calculer le potentiel Vk a` chaque instant. Ces e´quations sont comple´te´es par
un choix de conditions limites, que nous pre´cisons a` la fin du pre´sent chapitre.
2.4.1 Equations cinétiques pour les espèces non-
électroniques
La concentration locale des espe`ces M 0 et M+ est modifie´e par le transport
(diffusion et migration dans le champ e´lectrique) et la re´action e´lectrochimique ;
pour les autres espe`ces A− et S, seul le transport est a` conside´rer. Le syste`me
d’e´quations cine´tiques de champ moyen s’e´crit alors :
∂p+
k
∂t
= −
∑
a
J˜+
k,k+a −
∑
a
σk,k+a, (2.5)
∂p0
k
∂t
= −
∑
a
J˜0
k,k+a +
∑
a
σk,k+a, (2.6)
∂p−
k
∂t
= −
∑
a
J˜−
k,k+a, (2.7)
∂ps
k
∂t
= −
∑
a
J˜s
k,k+a. (2.8)
ou` J˜α
k,k+a est le courant de transport de l’espe`ce α et σk,k+a est le courant de
transfert e´lectronique,tous deux sur le lien entre le site k et un plus proche
voisin k + a. La sommation
∑
a
porte sur les voisins conside´re´s, ici les plus
proches. On peut e´crire le courant de transport J˜α
k,k+a, exactement comme
dans le cas d’une espe`ce neutre [22] comme le produit d’une mobilite´ M˜α
kk+a
sur le lien {k,k + a} par le gradient discret du potentiel e´lectrochimique µ˜α
i
,
J˜α
k,k+a = −M˜αk,k+aDaµ˜αk (2.9)
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ou` Da est l’ope´rateur de diffe´rence finie : Dafk = fk+a − fk. Le potentiel
e´lectrochimique,
µ˜α
k
= µα
k
+ qαVk = −
∑
β
∑
a
εαβpβ
k+a + kT ln
(
pα
k
pv
k
)
+ qαVk, (2.10)
est la somme de trois contributions, une e´nergie d’interaction entre l’espe`ce
α conside´re´e et son environnement, un terme entropique – ces deux premiers
termes constituent le potentiel chimique µα
k
, et une contribution d’e´nergie e´lec-
trostatique. Vk est le potentiel e´lectrostatique au site k, et q
α est la charge
e´lectrique porte´e par l’espe`ce α. La mobilite´ M˜k,k+a est explicite´e a` la section
3.2.1, par l’e´quation (3.20).
Enfin, σk,k+a est le courant de charges e´lectroniques de k + a a` k (ou cou-
rant de charges positives de k a` k + a) permettant la re´duction des cations au
site k avec une e´limination simultane´e d’e´lectrons sur le site k + a, suivant la
re´action de transfert e´lectronique :
M+(k) + e−(k + a)   M0(k). (2.11)
Cette re´action correspond a` la transition entre les deux e´tats :
(ox)   (red)
ou` :
— (ox) est l’e´tat oxyde´ constitue´ de l’espe`ce oxyde´e M+ en k et e− en
k + a ;
— (red) est l’e´tat re´duit constitue´ de l’espe`ce re´duite M 0 en k.
Le sens de la re´action de´pend de la comparaison des potentiels e´lectrochi-
miques des espe`ces concerne´es par la re´action. Par exemple, la re´duction de
cations sur un site k de la cathode intervient lorsque µ˜+
k
+ µ˜e
k+a > µ˜
0
k
; dans
le cas inverse, c’est-a`-dire si µ˜+
k
+ µ˜e
k+a < µ˜
0
k
le me´tal est oxyde´. Le taux de
re´duction sur le site k est la somme de toutes les re´actions sur chacun des liens
k,k + a, soit
∑
a
σk,k+a. Nous posons
σk,k+a = w
∗
k,k+a
(
exp
µ˜+
k
+ µ˜e
k+a
kT
− exp µ˜
0
k
kT
)
(2.12)
ou` la fre´quence de transfert w∗
k,k+a est de´termine´ par comparaison avec la
the´orie me´soscopique de Butler-Volmer [1] et correspond au transfert par effet
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tunnel d’un e´lectron de la surface me´tallique vers un cation voisin (µ˜e
k
est le
potentiel e´lectrochimique pour les e´lectrons, de´fini ci-apre`s) : a` la section 2.4.4,
page 27, on revient sur l’e´criture de w∗
k,k+a. Plusieurs choix sont possibles pour
l’e´criture du courant de transfert e´lectronique σk,k+a : cet aspect est de´taille´ a`
la section 3.5.3 page 69.
2.4.2 Problème de Poisson
Pour de´terminer le potentiel e´lectrostatique correspondant a` une distribu-
tion de charges donne´e, on re´sout l’e´quation de Poisson, discre´tise´e au premier
ordre (ici pour un re´seau carre´ ou cubique simple, a repre´sentant les premiers
voisins) :
−4Vk +
∑
a
Vk+a = −a
2−d

∑
α=+,−,e
qαpα
k
(2.13)
ou`  est la permittivite´ du milieu, qα la charge de l’espe`ce α, a le pas de re´seau
et d la dimension de l’espace. Le premier terme correspond, dans la limite
continue, a` ad∆V .
La pre´sence d’une interface me´tal-e´lectrolyte, donc une zone de conduc-
tivite´ e´lectrique tre`s e´leve´e, doit eˆtre conside´re´e avec pre´cautions. En re´alite´
ou dans un calcul Monte-Carlo, l’interface irre´gulie`re est abrupte3 (i.e. peut
eˆtre repre´sente´e par une ligne mathe´matique) et l’on peut simplement e´crire
l’e´quation de Poisson dans l’e´lectrolyte, avec la condition limite Vk = VA sur la
ligne frontie`re de l’anode (k ∈ A) et Vk = VC sur celle de la cathode (k ∈ C),
les potentiels VA et VC e´tant les potentiels impose´s dans le coeur des e´lec-
trodes. Dans cette premie`re description, le proble`me de Poisson est a` re´soudre
dans l’inte´rieur du domaine entre les deux lignes frontie`res ou` les seules es-
pe`ces charge´es sont les ions (cf figure 2.3). Une autre description possible est
d’e´tendre l’e´quation de Poisson sur tout le syste`me, en incluant les e´lectrodes
et les charges e´lectroniques situe´es sur les lignes frontie`res (cf figure 2.4).
Dans le cadre du champ moyen, la simplification mathe´matique que consti-
tue la premie`re description n’est plus possible, car il n’y a plus de ligne frontie`re
entre le me´tal et l’e´lectrolyte mais une interface e´paisse, et les e´lectrons sont
pre´sents partout. On est donc contraint par le champ moyen a` introduire une
3tout au moins dans les syste`mes ou` une interface de´sordonne´e ou poreuse n’est pas
forme´e, car sinon, des proble`mes de percolation se posent
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Fig. 2.3 – une premie`re approche consiste a` e´crire une e´quation de Poisson
dans la zone de l’e´lectrolyte uniquement et un potentiel fixe en tout point de
l’e´lectrode. Cela s’e´crit aise´ment pour une interface raide (sche´ma de gauche),
en revanche, la passage a` une interface continue pose proble`me a` cause de la
zone d’interface (sche´ma de droite).
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Fig. 2.4 – Dans une seconde approche, on e´crit une e´quation de Poisson sur
tout le syste`me, e´lectrolyte et e´lectrode. Pour cela, il faut aussi prendre en
compte les charges e´lectroniques, pre´sentes essentiellement dans la zone d’in-
terface. Le proble`me ainsi pose´ pour une interface raide (sche´ma de gauche) se
ge´ne´ralise alors sans difficulte´ dans le cas d’une interface continue (sche´ma de
gauche). Il nous faut alors introduire une espe`ce e´lectronique dans le mode`le.
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espe`ce e´lectronique tre`s mobile (sa distribution suit adiabatiquement le mou-
vement des ions) et a` re´soudre le proble`me de Poisson sur tout le syste`me,
e´lectrolyte et e´lectrodes, avec comme terme de source, les charges ioniques
q+p+
k
+ q−p−
k
et e´lectroniques d’exce`s qepe
k
, ces dernie`res e´tant alge´briques.
2.4.3 Equation cinétique pour l’espèce électronique
On adopte un mode`le de gaz de Fermi, dans l’approximation d’e´crantage de
Thomas-Fermi [24]. Leur potentiel e´lectrochimique peut alors eˆtre de´veloppe´
lina´irement en
µ˜e
k
= EF + q
eVk +
pe
k
D(EF ) (2.14)
ou` D(EF ) est la densite´ d’e´tats e´lectroniques au niveau de Fermi EF du me´tal
et qe = −e la charge de l’e´lectron.
On pose4 alors le courant de transport e´lectronique comme e´tant
J˜e
k,k+a = −M˜ ek,k+aDaµ˜ek (2.15)
ce qui, en conside´rant les termes non constant du potentiel e´lectrochimique
de l’espe`ce e´lectronique (2.14) donne un courant de diffusion et un courant
de migration. L’e´quation d’e´volution de la concentration d’exce`s d’e´lectrons
s’e´crit alors :
∂pe
k
∂t
= −
∑
a
J˜e
k,k+a −
∑
a
σk+a,k (2.16)
ou` le dernier terme est la re´action de transfert e´lectronique, qui n’est signifi-
cative qu’aux interfaces e´lectrode-e´lectrolyte.
2.4.4 Préfacteurs géométriques
Dans une vision classique sans champ moyen, les e´lectrons ne peuvent exis-
ter qu’en des sites me´talliques, donc le transport e´lectronique ne peut avoir
entre deux sites voisins k et k + a que si ces sites sont me´talliques, c’est-a`-dire
si nk=1 et nk+a = 1, d’ou` une expression possible de la mobilite´ e´lectronique :
M˜ e
k,k+a = −
ωe
kT
n0
k
n0
k+a
4il ne s’agit pas ici d’eˆtre physiquement correct, mais de trouver l’e´quation conduisant le
plus simplement a` l’e´quilibre e´lectronique dans un environnement ionique donne´.
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ou` ωe est une constante.
De meˆme, le transfert e´lectronique ne peut avoir lieu qu’entre deux sites voi-
sins, l’un e´tant dans la solution (n0
k
= 0), l’autre dans l’e´lectrode (n0
k+a = 1) :
la fre´quence de transfert w∗
k,k+a, de´finie a` la section pre´cedente, dans l’e´quation
(2.12) sera e´crite :
w∗
k,k+a = ω
∗
(
1− n0
k
)
n0
k+a
ou` ω∗ est une constante.
Dans l’approximation du champ moyen, on a ne´cessairement des e´lectrons
en tout site du syste`me (meˆme en tre`s petite quantite´). Cependant, pour main-
tenir ces phe´nome`nes dans des limites acceptables, il convient dans le passage
au champ moyen de choisir pour ces expressions n0
k
→ f (p0
k
) ou` f est une
fonction de type seuil continu, i.e. une fonction continue telle que f (0) = 0
et f (1) = 1 (cf. section 3.4.2 et e´quation (3.39)). La mobilite´ des e´lectrons
tombe ainsi presque a` ze´ro lorsque l’on traverse l’interface en allant du me´tal
vers l’e´lectrolyte.
Les mobilite´s et le taux de transfert e´lectronique s’e´crivent alors
M˜ e
k,k+a = −
ωe
kT
f(p0
k
)f(p0
k+a) (2.17)
ω∗
k,k+a = ω
∗
(
1− f(p0
k
)
)
f(p0
k+a) (2.18)
ou` ωe et ω∗sont des fre´quences constantes.
2.4.5 Géométrie et conditions aux limites
Le syste`me est rectangulaire de taille Nx ×Ny, Ny e´tant la longueur de la
cellule. Avant l’hypothe`se de champ moyen, on note S le domaine occupe´ par
la solution, c’est-a`-dire les sites k ou` n0
k
= 0, C et A les domaines de la cathode
et de l’anode, et F les sites de C et A au contact avec au moins un point de S
(frontie`re).
Dans la direction paralle`les aux e´lectrodes, on prend la limite pe´riodique
sur toutes les espe`ces et le potentiel e´lectrostatique, c’est-a`-dire par exemple
Vk = Vk+(Nx,0) , k ∈ {1} × [1, Ny] ,
Vk = Vk−(Nx,0) , k ∈ {Nx} × [1, Ny] .
Aux e´lectrodes, on choisit pour le potentiel une condition aux limites fixe, soit
Vk = VC , k ∈ [1, Nx]× {Ny}
Vk = VA , k ∈ [1, Nx]× {1} ,
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pour les espe`ces non-e´lectroniques une condition aux limites sur le flux
J˜α
k,k+(0,1) = 0 , k ∈ [1, Nx]× {1}
J˜α
k,k−(0,1) = 0 , k ∈ [1, Nx]× {Ny}
et pour l’espe`ce e´lectronique un contact avec un re´servoir R de particules
a` la concentration peR = 0 donc un flux libre entre les sites voisins du re´servoir
et le re´servoir.
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Chapitre 3
Eléments du modèle
3.1 Introduction
Dans le chapitre pre´ce´dent, nous avons pre´sente´ une vue d’ensemble de
notre mode`le, en de´taillant la notion de champ moyen. Cependant, les nom-
breux phe´nome`nes en pre´sence et leur mode´lisation, que nous n’avons que
rapidement eﬄeure´e, ne´cessitent de les reprendre individuellement dans le pre´-
sent chapitre. Ainsi, nous de´taillons successivement (i) l’e´criture d’un e´quation
cine´tique en champ moyen, en pre´sence de champ, (ii) le proble`me de Poisson,
(iii) la mode´lisation de l’espe`ce e´lectronique, espe`ce de nature trop diffe´rente
des autres espe`ces, pour emprunter leur mode´lisation, et (iv) notre mode`le de
transfert e´lectronique.
A la fin du chapitre, nous abordons rapidement l’e´tude des potentiels ther-
modynamiques, dans le cadre de notre mode`le.
3.2 Equations cinétiques pour une espèce chargée
Pour e´tendre le mode`le d’e´quations cine´tiques de champ moyen [2] pour
une espe`ce neutre au cas d’une espe`ce charge´e mais non e´lectronique — le cas
des e´lectrons e´tant traite´ se´pare´ment — on commence par e´crire la probabi-
lite´ de saut ωα
k,k+a d’une telle particule (espe`ce α) d’un site k a` un site voisin
k + a, en tenant compte de toutes les interactions pre´sentes et notamment
de l’interaction e´lectrostatique, a` longue porte´e. A partir du taux de transi-
tion, on construit le courant de particules J˜α
k,k+a sur le lien k,k + a, puis on
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factorise ce courant en le produit d’une mobilite´ par le gradient du potentiel
e´lectrochimique, ce qui nous de´finit un potentiel e´lectrochimique.
3.2.1 Factorisations du courant en présence d’un champ
extérieur
Taux de transition
On note qα
k
la charge pre´sente au site k. Cette charge n’est pas ponctuelle,
mais une sphe`re de diame`tre de l’ordre de a, pas du re´seau. Le potentiel ressenti
par la particule en le site k est :
V α
k
=
1
4piε
∑
k′ 6=k
∑
β={+,−,e}
qβnβ
k′
|k− k′| ,
c’est-a`-dire le potentiel cre´e´ par l’ensemble des charges autres qu’elle meˆme.
Le processus e´le´mentaire est le saut active´ de cette particule charge´e vers
le site lacunaire k + a, les autres particules restant a` leur place. La barrie`re as-
socie´e est suppose´e pouvoir eˆtre de´compose´e en deux parties, la premie`re e´tant
la barrie`re que doit franchir une particule isole´e, et la correction additive e´tant
la modification de cette barrie`re du fait de l’interaction avec les particules, ap-
partenant a` l’environnement local et, si cette particule est charge´e, l’ensemble
des autres particules charge´es (les ions de la solution et les charges de surface
dans l’e´lectrode, ces dernie`res de´pendant de la polarisation de l’e´lectrode, mais
existant en ge´ne´ral, meˆme en l’absence de polarisation).
Pour exprimer l’e´nergie d’interaction d’une particule avec son environne-
ment, il faut distinguer les cas suivants :
1. Particule charge´e ; l’interaction de cette particule avec les espe`ces char-
ge´es est incluse dans le potentiel de´fini ci-dessus. En revanche les inter-
actions avec les mole´cules neutres (solvant et atomes me´talliques) sont
des interactions ion/dipoˆle, c’est-a`-dire a` courte porte´e.
2. Particule neutre ; il n’y a que des interactions a` courte porte´e, avec les
autres particules neutres (dipoˆle/dipoˆle) et les autres particules charge´es
(dipoˆle/ion).
En de´finitive, seules les interactions ion/ion sont traite´es se´pare´ment, car a`
longue porte´e, par factorisation dans le potentiel e´lectrostatique.
3.2. Equations cinétiques pour une espèce chargée 35
La barrie`re que doit franchir la particule de l’espe`ce α peut s’e´crire de
manie`re ge´ne´rale comme la somme de trois contributions :
— une e´nergie d’activation constante U ;
— une e´nergie de liaison locale de´pendant de l’environnement∑
β
∑
a
εαβnβ
k+a ;
— une modification de la barrie`re pour tous les atomes due a` l’interaction
avec toutes les autres espe`ces charge´es, et qui est la variation d’e´nergie e´lectro-
statique qβ
k
Vk entre k et k + a/2, c’est-a`-dire entre le fond du puits et le point
selle (cf figure 3.1).
   
en l’absence de champ
 
 


	
en présence de champ
Fig. 3.1 – profil de l’e´nergie potentielle ressentie par une particule charge´e, en
l’absence de champ ou en pre´sence de champ.
La probabilite´ de saut s’e´crit alors :
ωα
k,k+a = ω0 exp
(
−β∑
β
∑
a
εαβnβ
k+a
)
exp
(
βqα
k
(
Vk − Vk+a/2
))
(3.1)
La fre´quence de saut ne de´pend pas de l’environnement d’arrive´e. En conse´-
quence la fre´quence de saut vers un site occupe´ n’est pas nulle, mais dans l’ex-
pression du courant particulaire, le pre´facteur nv
k+a associe´ a` la fre´quence de
saut ωα
k,k+a assure qu’un tel courant est nul. Le terme dans l’exponentielle ne
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repre´sente que la partie de l’e´nergie d’activation qui de´pend de l’environne-
ment local (la partie constante e´tant incluse dans ω0) : l’e´nergie d’activation
est donc bien toujours positive.
Le calcul de Vk, ainsi que de la diffe´rence Vk − Vk+a/2 sont e´tudie´s respec-
tivement dans les sections 3.3.1 et 3.3.3
Rappel des principaux résultats en l’absence de champ
A partir de l’expression microscopique du courant de transport de l’espe`ce
α sur le lien {k,k + a}
Jα
k,k+a = ω
α
k,k+ap
α
k
pv
k+a − ωαk+a,kpαk+apvk (3.2)
il est possible d’e´crire plusieurs factorisation possibles [2], entre un terme sy-
me´trique en k et k + a, note´ Sα
k,k+a et un terme de diffe´rence entre les deux
sites k et k + a d’une grandeur de´finie localement Cα
k
, syme´trique par rapport
aux syme´tries laissant le re´seau invariant, et telle que Cα
k+a est obtenue par
simple translation a` partir de Cα
k
:
Jα
k,k+a = −Sαk,k+a
(
Cα
k+a − Cαk
)
= −Sα
k,k+aDaCαk (3.3)
ou` Cα
k
peut eˆtre choisi tel que,
Cα
k
= cα0 exp
(
−β
∑
β
∑
a
εαβpβ
k+a
)
pα
k
pv
k
(3.4)
et alors
Sα
k,k+a =
ωα0
cα0
pv
k
pv
k+a (3.5)
En conse´quence de l’invariance par translation, a` l’e´quilibre, lorsque les
courants sont nuls, Cα
k
est une grandeur spatialement conserve´e, donc inde´-
pendante de k.
Toute autre forme de´rive´e par une fonction f
Jα
k,k+a = −Sαk,k+a
DaCαk
Daf (Cαk )
Daf (Cαk ) (3.6)
satisfait les meˆmes proprie´te´s. En particulier f (u) = kT ln u permet d’e´crire
le courant comme le produit d’une mobilite´ par le gradient discret de
µα
k
= kT lnCα
k
(3.7)
3.2. Equations cinétiques pour une espèce chargée 37
qui peut eˆtre assimile´ a` un potentiel chimique (et Cα
k
a` une activite´) :
Jα
k,k+a = −Mαk,k+aDaµαk (3.8)
avec
Mα
k,k+a =
ωα0
kT
pv
k
pv
k+a exp
µα
k
+ µα
k+a
2kT
shc
µα
k+a − µαk
2kT
(3.9)
en notant shc (u) = sinh (u) /u (fonction paire ayant l’allure d’un cosh) et le
potentiel chimique
µα
k
= −
∑
a
∑
β
εαβpα
k+a + kT ln
pα
k
pv
k
(3.10)
somme d’un terme d’e´nergie d’interaction avec l’environnement et d’un terme
entropique.
Dans le cas particulier simplifie´ ou` l’espe`ce α est seule en pre´sence, on peut
exprimer le courant de l’espe`ce α sur le lien {k,k + a} en fonction du gradient
de pα
k
Jα
k,k+a = −Dαk,k+aDapαk (3.11)
alors
Dk,k+a = Sk,k+a
DaCk
Dapk (3.12)
ceci permet d’e´crire l’e´quation cine´tique de champ moyen de la manie`re sui-
vante
∂pk
∂t
=
1
2
∑
a
D−a (Dk,k+aDapk) (3.13)
c’est a` dire l’e´criture discre`te de div(D(p)gradp)
Si on introduit le coefficient d’activite´ γα
k
= Cα
k
/pα
k
(ce coefficient tend vers
1 a` grande dilution), alors les trois e´critures diffe´rentes de Jk,k+a permettent
d’obtenir les relations :
Mα
k,k+a =
Sα
k,k+aC
α
k
kT
Dα
k,k+a = S
α
k,k+aγk
(
1 +
Da ln γαk
Da ln pαk
) (3.14)
a` partir des e´quations (3.12) et (3.9), en supposant que les grandeurs C et p
varient peu d’un site a` un site voisin (on remplace les Da par des diffe´rentielles).
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En présence d’un champ
Les ions migrent sous l’effet du champ e´lectrique : leur probabilite´ de saut
(3.1) est modifie´e par la pre´sence d’un potentiel e´lectrostatique variable dans
l’espace. En pre´sence d’un potentiel e´lectrostatique non uniforme V α
k
, une es-
pe`ce α charge´e, de charge qα, verra sa probabilite´ de saut ωα
k,k+a d’un site k a`
un site k + a (voisin ou non) corrige´e d’un facteur multiplicatif
exp
[
βqα
(
Vk − Vk+a/2
)]
et si l’on pose βqαVk = φ
α
k
(potentiel adimensionne´) :
ω˜α
k,k+a = ω
α
k,k+a exp
(
φα
k
− φα
k+a/2
)
que l’on peut re´e´crire dans une approximation line´aire (cf. section 3.3.3
page 46)
ω˜α
k,k+a = ω
α
k,k+a exp
φα
k
− φα
k+a
2
(3.15)
Nous reprenons la de´marche et les notations de [2], les grandeurs e´tant
modifie´es par la pre´sence du champ, e´tant simplement surmonte´es d’un tilde.
Avant l’hypothe`se de champ moyen, le courant sur le lien {k,k + a} pour
l’espe`ce α s’e´crit maintenant
J˜α
k,k+a = ω˜
α
k,k+an
α
k
nv
k+a − ω˜αk+a,knαk+anvk (3.16)
soit, d’apre`s les e´quations (3.15) et (3.5)
J˜α
k,k+a = − exp
φα
k
− φα
k+a
2
Sα
k,k+aC
α
k+a + exp
φα
k+a − φαk
2
Sα
k,k+aC
α
k
donc
J˜α
k,k+a = −S˜αk,k+a
(
C˜α
k+a − C˜αk
)
(3.17)
avec 
S˜α
k,k+a = S
α
k,k+a exp
(
−φk + φk+a
2
)
C˜α
k
= Cα
k
exp (φα
k
)
(3.18)
et de manie`re analogue a` (3.8) :
J˜α
k,k+a = −M˜αk,k+aDaµ˜αk (3.19)
3.2. Equations cinétiques pour une espèce chargée 39
avec
M˜α
k,k+a = S˜
α
k,k+a
C˜α
k+a − C˜αk
µ˜α
k+a − µ˜αk
= S˜α
k,k+a exp
[
β
µ˜α
k+a + µ˜
α
k
2
]
shc
[
β
µ˜α
k+a − µ˜αk
2
]
et
µ˜α
k
= kT ln C˜α
k
donc
M˜α
k,k+a =
ωα0
kT
pv
k
pv
k+a exp
µα
k
+ µα
k+a
2kT
shc
µ˜α
k+a − µ˜αk
2kT
(3.20)
En comparant les mobilite´s obtenues en l’absence de champ 3.9 et en pre´-
sence de champ (3.20), on remarque que :
– l’argument du shc, portant sur une diffe´rence de potentiel chimique, de-
vient simplement une diffe´rence de potentiel e´lectrochimique
– l’argument de l’exponentielle, une somme de potentiels chimiques, est
inchange´.
Ceci e´tait pre´visible dans la mesure ou` le potentiel e´lectrique est de´fini
a` une constante additive pre`s, cette constante ne devant en rien modifier la
mobilite´.
Enfin µ˜α
k
est le potentiel e´lectrochimique de l’espe`ce α, c’est-a`-dire le po-
tentiel chimique (3.10), corrige´ d’une contribution d’e´nergie e´lectrique :
µ˜α
k
= µα
k
+ qαV α
k
(3.21)
Ainsi,
M˜α
k,k+a = M
α
k,k+a
shc
(
β
(
µ˜α
k+a − µ˜αk
)
/2
)
shc
(
β
(
µα
k+a − µαk
)
/2
) (3.22)
3.2.2 Conséquences
Equilibre : relation de Boltzmann
A l’e´quilibre, ou` le courant J˜α
k,k+a est nul sur chaque lien k,k + a et pour
chaque espe`ce α, le potentiel e´lectrochimique est uniforme
µ˜α
k
= µ˜0
40 Chapitre 3. Eléments du modèle
(3.21) et (3.7) donnent la relation de Boltzmann en fonction de l’activite´ :
Cα
k  
exp (−βqαV α
k
)
ou en fonction de la concentration (3.4)
pα
k
 
pv
k
exp
[
−β
(
qαV α
k
−
∑
β
∑
a
εαβpβ
k+a
)]
(3.23)
Nous rappelons que les interactions de courte porte´e εαβ sont autres que des
interactions e´lectrostatiques ion–ion, celles-ci e´tant incluses dans le potentiel
e´lectrostatique. Il est important de noter que meˆme dans la limite pα
k
→ 0, on ne
peut ne´gliger le terme d’interaction non e´lectrostatique devant celui d’e´nergie
e´lectrostatique.
Limite continue
Le courant de particule J˜α
k,k+a peut e´galement s’e´crire le courant, par la
combinaison de (3.19) et (3.21)
J˜α
k,k+a = −M˜αk,k+a (DakT ln Cαk + qαDaV αk )
et dans une zone ou` les variations d’un site a` l’autre sont faibles, on peut faire
l’approximation Da ln Cαk = (DaCαk ) /Cαk et avec les e´quations 3.22, (3.14) et
(3.5) :
J˜α
k,k+a = −
ωα0
cα0
pv
k
pv
k+a
shc
(
β
(
µ˜α
k+a − µ˜αk
)
/2
)
shc
(
β
(
µα
k+a − µαk
)
/2
) (DaCαk + Cαk qαkT DaV αk
)
Or shc(x) = 1 + x2/3 au voisinage de 0, donc au premier ordre,
J˜α
k,k+a = −
ωα0
cα0
pv
k
pv
k+a (DaCαk + CαkDaφαk)
c’est-a`-dire deux contributions de´couple´es de diffusion et de migration.
Si de plus on suppose la limite des faibles concentrations soit pα
k
∼ 0, alors
l’activite´ (3.4) s’e´crit au premier ordre en pα
k
Cα
k
= cα0
pα
k
pv
k
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et
J˜α
k,k+a = −ωα0 (Dapαk + pαkDaφαk)
soit la forme discre`te de l’expression macroscopique classique j =
−D (∇c− qβcE), avec le coefficient de diffusion a2ωα0 .
3.3 Problème de Poisson
3.3.1 Introduction
Si l’on conside`re des espe`ces charge´es a` l’e´chelle microscopique, une pre-
mie`re question se pose : les particules sont elles ponctuelles, ou des sphe`res ?
Pour e´viter les divergences du potentiel qui surgissent ine´vitablement pour une
charge ponctuelle, on suppose que les particules sont des sphe`res de diame`tre
caracte´ristique infe´rieur mais du meˆme ordre que le pas du re´seau a. La dis-
tribution (surfacique ou volumique) de la charge porte´e par une particule ne
sera pas pre´cise´e.
Pourquoi un champ ?
Lorsqu’on s’inte´resse au transport d’une espe`ce charge´e, on doit conside´rer,
outre les interactions a` courte porte´e de type ion/dipoˆle, suppose´es limite´es
aux premiers voisins comme les interactions de Van der Waals entre les espe`ces
neutres, l’interaction coulombienne avec toutes les autres particules charge´es
du syste`me, cette interaction e´tant a` longue porte´e.
Ainsi, en l’absence de bords, cette partie de l’e´nergie d’interaction d’une
particule de l’espe`ce α situe´e au site k avec les charges
{
nβ
k′
qβ
}
β={+,−,e};k′ 6=k
est
1
4piε
∑
k′ 6=k
∑
β={+,−,e}
qαnβ
k′
qβ
|k− k′|
ou` ε est la permittivite´ du milieu. En isolant qα
k
de l’expression pre´ce´dente,
cette e´nergie est le produit de la charge qα
k
de la particule conside´re´e par ce
qu’on de´finit comme le potentiel
Vk =
1
4piε
∑
k′ 6=k
∑
β={+,−,e}
nβ
k′
qβ
|k− k′| (3.24)
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cre´e´ en k par les autres charges du syste`me.
Or ∆ (1/ |k|) = −4piδ (|k|) ou` ∆ est l’ope´rateur laplacien et δ est une
distribution, donc Vk est la solution en k de l’e´quation de Poisson
∆Vk = −
∑
k′ 6=k
∑
β={+,−,e} n
β
k′
qβ
ε
ou` l’on reconnaˆıt dans le second membre la densite´ de charges, la charge qα en
k e´tant oˆte´e.
Dans notre proble`me, nous avons des conditions aux bords, pe´riodiques
dans un sens et fixes dans l’autre sens. Ce raisonnement reste valable mais
la fonction e´le´mentaire a` conside´rer pour l’e´nergie d’interaction entre qα en k
et qβ en k′ n’est plus qαqβ/ (4piε |k− k′|) mais qαVk′
k
ou` Vk′
k
est le potentiel
de Green (cf. Appendice C, e´quation 6.3.1 page 160, pour une de´finition du
potentiel de Green).
Quel problème de Poisson ?
Dans le cas particulier des syste`mes e´lectrochimiques, on met en contact
deux milieux conducteurs, de conductivite´s tre`s diffe´rentes : l’e´lectrode me´tal-
lique et la solution e´lectrolytique. Avant toute conside´ration de champ moyen,
on a deux milieux distincts, se´pare´s par des interfaces me´tal/e´lectrolyte au
contour irre´gulier. L’interface peut donc eˆtre repre´sente´e par une ligne (ma-
the´matique) : un point e´tant soit dans le me´tal, soit dans la solution. Dans le
me´tal, la conductivite´ σ tre`s e´leve´e (l’hypothe`se du me´tal parfait est la limite
σ →∞), le temps de relaxation du conducteur τ ∼ /σ, est donc tre`s petit et
comme chaque e´lectrode est en contact avec un re´servoir d’e´lectrons a` poten-
tiel constant, un rapide mouvement des e´lectrons annule le champ. Le potentiel
est constant dans chaque e´lectrode et e´gal a` la valeur impose´e a` l’extre´mite´ de
l’e´lectrode conside´re´e.
Il suffira donc de re´soudre l’e´quation de Poisson en se restreignant uni-
quement au domaine de la solution, c’est-a`-dire avec comme seules sources de
champ les charges ioniques. Ce proble`me d’apparence simple suppose ne´an-
moins de re´soudre une e´quation de Poisson dans un domaine de ge´ome´trie
irre´gulie`re, pour laquelle les me´thodes spectrales ne s’appliquent pas.
Un second point de vue est d’e´tendre le proble`me de Poisson sur tout le
syste`me, cette fois-ci de ge´ome´trie simple, mais cela suppose de de´terminer les
charges e´lectroniques pre´sentes sur les sites me´talliques voisins de la solution,
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ces charges permettant justement de rendre le potentiel uniforme dans les
e´lectrodes. La difficulte´ est alors de calculer explicitement ces charges, ainsi
une simplification consiste a` introduire une espe`ce e´lectronique tre`s mobile.
3.3.2 Problème de Poisson et champ moyen
Dans la repre´sentation de champ moyen de´crite pre´ce´demment, les milieux
e´lectrolytique et me´tallique ne sont plus distinctement se´pare´s (l’occupation
d’un site par une espe`ce n’est plus 0 ou 1, mais 0 ≤ p ≤ 1) : l’interface est dif-
fuse sur plusieurs sites. Nous avons tout d’abord essaye´ d’e´tendre la premie`re
approche du proble`me de Poisson, en de´composant le syste`me en une superposi-
tion d’e´tats possibles pour lesquels la frontie`re est parfaitement de´finie, chacun
de ces e´tats e´tant assorti d’une probabilite´ (moyenne sur les e´chantillons). Cela
nous a donc amene´ a` reconside´rer avec plus de de´tails l’hypothe`se de champ
moyen.
Première approche et champ moyen : décomposition
On restreint le proble`me au cas unidimensionel (N sites), le cas a` deux
dimension pouvant eˆtre conside´re´ comme localement a` une dimension orthogo-
nalement a` l’interface, si le rayon de courbure est tre`s supe´rieur a` la distance
caracte´ristique de variation du potentiel a` l’interface (la longueur de Debye).
Que signifie un profil me´tallique qui a l’allure de la figure 3.2 ? une premie`re
approche consiste a` de´composer ce profil continu en un ensemble de profils rec-
tangulaires possibles assortis des probabilite´s respectives gm ou` m est l’indice
de la frontie`re du profil rectangulaire (cf. figure 3.3).
Il faut avoir
N−1∑
m=0
gm = 1 .
Ce profil rectangulaire e´tant le plus probable et ceux plus avance´s ou plus
recule´s l’e´tant moins. On montre alors que (cf. Appendice A)
gm = p
0
m − p0m−1
c’est-a`-dire la de´rive´e discre`te du profil me´tallique, et l’e´quation de Poisson
s’e´crit alors, en une dimension
(∆V )k = p
−
k − p+k + gkσk
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Fig. 3.2 – exemple de profil continu d’une e´lectrode unidimensionnelle. Cette
courbe a son point d’inflexion en m.

 


interface la plus probable
interface moins probable
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ﬂ
Fig. 3.3 – profils rectangulaires possibles assortis d’une probabilite´ : l’interface
rectangulaire passant par m est la plus probable.
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ou` σk est la charge de surface dans le me´tal, si la frontie`re est en k.
En the´orie, il faut calculer σk pour toutes les frontie`res mais en pratique,
on se limite a` un calcul pour la frontie`re la plus probable, c’est-a`-dire celle du
milieu de l’interface.
Le terme lie´ au champ moyen est le second terme gkσk, c’est-a`-dire de la
forme ∇p∇V . Cette mode´lisation est plus approprie´e a` un mode`le de type
champ de phase.
Remarque
Pour ge´ne´raliser au cas a` deux dimensions, seul le second terme pose proble`me :
peut-on le remplacer par ‖∇g‖2 σ ou` σ est la charge surfacique pour la surface
la plus probable ? Cette premie`re approche se re´ve`le assez pe´nible a` e´tablir en
deux dimensions, a` moins de supposer que la courbure de la surface est assez
grande pour pouvoir conside´rer le proble`me comme localement 1D. Par contre,
l’existence d’un transfert e´lectronique aux interfaces rend l’introduction d’une
espe`ce e´lectronique inte´ressante.
Seconde approche et champ moyen
On conside`re la seconde approche du proble`me de Poisson, ce qui implique
d’introduire une nouvelle espe`ce e´lectronique tre`s mobile, venant de re´servoirs
d’e´lectrons a` potentiel fixe´, avec lesquels chaque e´lectrode est en contact.
L’espe`ce e´lectronique sera introduite dans le chapitre suivant, avec son
e´quation cine´tique, nous supposons donc connaˆıtre en chaque site k la concen-
tration d’exce`s pe
k
(alge´brique) de charge e´lectronique. L’e´quation de Poisson
en champ moyen est alors simplement l’e´quation (3.24) ou` l’on applique l’hy-
pothe`se de champ moyen (∆a est le laplacien discret)
∆aVk = −
∑
k′ 6=k
∑
β={+,−,e} p
β
k′
qβ

(3.25)
pour tous les sites du syste`me, avec les conditions pe´riodiques dans la di-
rection paralle`le aux e´lectrodes et des conditions fixes Vk = VC/A, le long des
e´lectrodes.
Dans l’e´quation de Poisson (3.25), on a oˆte´ les charges pre´sentes en k, cette
e´quation de Poisson ne permet donc que de calculer le potentiel au site k.
Cependant, l’unique e´quation de Poisson
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∆Vk = −
∑
k′
∑
β={+,−,e}
pβ
k′
qβ

(3.26)
permettant de trouver le potentiel Vk cre´e´ par toutes les charges en n’importe
quel site, permet d’obtenir Vk en soustrayant le potentiel Vkk produit par la
charge en k au site k. Le potentiel Vk′
k
, cre´e´ par une charge qk′ au point k est
simplement le produit de qk′/ (qk′ =
∑
β={+,−,e} p
β
k′
qβ est la charge moyenne)
par la fonction de Green Gk′
k
, (de´finie a` l’appendice C , e´quation 6.3.1 page
160, pour une de´finition de la fonction de Green, a` ne pas confondre avec le
potentiel de Green).
3.3.3 Calcul de la barrière électrique
Le potentiel e´lectrique intervient dans le transport des espe`ces charge´es :
la barrie`re qu’une telle particule doit franchir est modifie´e d’un terme propor-
tionnel a` Vk − Vk+a/2 (cf. 3.1). Or d’apre`s ce qu’on vient de voir :{
Vk = Vk − Vkk
Vk+a/2 = Vk+a/2 − Vkk+a/2
Donc le calcul de Vk − Vk+a/2, seul Vk+a/2 pose proble`me. Pour le calculer
de manie`re rigoureuse, il faudrait conside´rer un proble`me de Poisson avec une
discre´tisation deux fois plus fine. Pour e´viter cela , on fait l’approximation
suivante : le potentiel V ∗
k
obtenu en oˆtant les charges en k et k + a (potentiel
en k dans la cavite´ cre´e´e) varie lentement entre les sites k et k + a, donc
V ∗
k+a/2 =
V ∗
k
+ V ∗
k+a
2
.
Or {
V ∗
k
= Vk − Vkk − Vk+ak
V ∗
k+a = Vk+a/2 − Vk+ak+a − Vkk+a
et
Vk+a/2 = V ∗k+a/2 + Vkk+a/2 + Vk+ak+a/2 ,
donc
Vk − Vk+a/2 = Vk − Vkk −
(
V ∗
k+a/2 + Vk+ak+a/2
)
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et apre`s simplification :
Vk − Vk+a/2 = Vk − Vk+a
2
− V
k
k
− Vk
k+a
2
+
Vk+a
k
− 2Vk+a
k+a/2 + Vk+ak+a
2
ce qui se note e´galement, en introduisant les champs e´lectriques (la diffe´-
rence discre`te porte uniquement sur l’indice) :
Ek,k+a = −DaVk et Ek′k,k+a = −DaVk
′
k
,
Vk − Vk+a/2 =
Ek,k+a − Ekk,k+a + Ek+ak,k+a/2 − Ek+ak+a/2,k+a
2
Donc la particule ressent le champ e´lectrique global corrige´ de champs
locaux. Dans les calculs nume´riques, nous n’avons, pour commencer, conside´re´
que le premier terme Ek,k+a/2 soit (Vk − Vk+a) /2. Il aurait e´te´ inte´ressant de
faire une estimation de l’erreur.
3.3.4 Permittivité
Dans notre mode`le, la permittivite´ est suppose´e constante, par simplifica-
tion. Or, la permittivite´ d’un milieu est la re´ponse de ce milieu a` un champ
e´lectrique, elle est diffe´rente vers l’interface me´tal/e´lectrolyte ou` le champ est
intense au sein de la solution. En effet, le champ e´lectrique intense pre´sent
a` l’interface me´tal/e´lectrolyte provoque une saturation die´lectrique — les di-
poˆles sont aligne´s, ce qui diminue la permittivite´. Ceci implique notamment
que lorsque les charges de surface sont importantes, donc loin du potentiel de
charge nulle (pzc), la capacite´ de double couche diminue de manie`re importante
([3] p. 26).
3.4 Electrons
L’espe`ce e´lectronique est introduite pour deux raisons ; tout d’abord comme
un moyen de re´soudre le proble`me de Poisson en champ moyen. De plus, il
existe un transfert e´lectronique a` l’interface me´tal/e´lectrolyte. La structure
d’un me´tal peut eˆtre sche´matise´e par un re´seau d’ions positifs tre`s peu mo-
biles (constitue´ par les noyaux atomiques entoure´s des e´lectrons des couches
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profondes) dans lequel baigne un gaz d’e´lectrons de conduction pratiquement
libres et inde´pendants les uns des autres. Les effets quantiques sont importants :
on mode´lise donc les e´lectrons comme un gaz de Fermions ([4] p. 22-27), pour
le potentiel e´lectrochimique duquel on e´tablit une expression, qui sera utilise´e
pour l’e´quation de transport e´lectronique ainsi que dans le terme de transfert
e´lectronique.
La concentration d’e´lectrons libres dans un me´tal e´tant proche de 1 par
atome de me´tal pour certains me´taux (cas du lithium ou du cuivre par
example), on devrait normalement introduire une espe`ce ionique et une es-
pe`ce e´lectronique, chacune e´tant de concentration a` peu pre`s e´gale a` 1. Ceci
n’est en fait pas ne´cessaire, il suffit d’introduire l’exce`s d’e´lectrons par rapport
a` la neutralite´ du me´tal, cette grandeur e´tant alge´brique.
3.4.1 Potentiel électrochimique hors-équilibre
Pour la mode´lisation du me´tal, on note p0 la densite´ d’ions me´talliques et
d’e´lectrons libres, correspondant a` des densite´s de charges respctivement ep0
et −ep0. Un gaz quantique d’e´lectrons libres dans un espace a` 3 dimensions
s’e´tudie par re´solution de l’e´quation de Schro¨dinger d’une particule libre, et en
remplissant les diffe´rents niveaux d’e´nergie obtenus en respectant le principe
de Pauli. On trouve que le niveau le plus rempli correspond a` l’e´nergie1
EF =
h2
2me
(
3pi2p0
)2/3
(3.27)
dite e´nergie de Fermi : cette e´nergie de Fermi, au sens de la physique du solide,
est la diffe´rence d’e´nergie entre le niveau d’e´nergie le plus bas et le plus haut
a` kT = 0, donc la re´fe´rence d’e´nergie est celle du premier niveau peuple´. En
e´lectrochimie, les e´lectrons e´tant extraits du me´tal au cours de la re´action de
1En l’absence de champ, la densite´ d’e´tats e´tant
D (E) =
1
2pi2
(
2m
h2
)3/2√
E
Le nombre p0 d’e´lectrons par unite´ de volume ve´rifie
p0 =
∫ EF
0
D (E) dE = AE
3/2
F avec A =
1
3pi2
(
2m
h2
)3/2
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transfert e´lectronique, nous choisissons comme re´fe´rence le niveau de la solution
loin de l’e´lectrode, donc on ajoute a` l’e´nergie de Fermi de´finie a` l’e´quation (3.27)
une e´nergie constante E0 (ne´gative) correspondant a` la diffe´rence entre le plus
bas niveau peuple´ du me´tal et le niveau de la solution, loin de l’e´lectrode
EF =
h2
2me
(
3pi2p0
)2/3
+ E0 (3.28)
On peut montrer ([5] p. 164) que le potentiel chimique µe d’un e´lectron
pour un me´tal non polarise´, correspondant a` l’e´nergie qu’il faut fournir a` un
e´lectron du haut de la bande de conduction pour l’amener de l’inte´rieur du
me´tal a` l’infini hors du me´tal est exactement l’e´nergie de Fermi (cette e´nergie
est encore appele´e travail de sortie) :
µe = EF .
Si l’on polarise l’e´lectrode au potentiel V0 (par rapport a` un potentiel nul a`
l’infini dans une direction donne´e), alors l’e´nergie a` fournir a` un e´lectron du
haut de la bande de conduction pour l’amener a` l’infini dans cette direction
est le potentiel e´lectrochimique
µ˜e =
h2
2me
(
3pi2p0
)2/3
+ E0 − eV0 , (3.29)
le second terme e´tant l’e´nergie e´lectrostatique.
Cette formulation est une premie`re approximation a` deux e´gards :
– effet de la tempe´rature : a` kT diffe´rent du ze´ro absolu, une fraction d’e´lec-
trons de´passe l’e´nergie de Fermi, cette fraction e´tant de l’ordre de T/TF
(la tempe´rature de Fermi est de´finie par EF = kTF ), le gain d’e´nergie
moyen pour tout les e´lectrons est de l’ordre de
T
TF
kT (3.30)
quantite´ largement ne´gligeable devant l’e´nergie de Fermi, pour la tempe´-
rature ambiante. On ne´gligera donc cette contribution.
– effet de la non-uniformite´ de la distribution des ions du me´tal, par
exemple a` une interface. Si la densite´ d’ions positifs du me´tal support
est modifie´e, alors le potentiel e´lectrostatique Vk varie par rapport a` V0
d’une quantite´ alge´brique δVk et par conse´quence, la densite´ e´lectronique
50 Chapitre 3. Eléments du modèle
pevarie par rapport a` pe0 d’une quantite´ alge´brique δp
e
k
. Pour estimer cet
e´cart, nous nous plac¸ons dans le cadre de l’approximation de Thomas-
Fermi2 ([6] chap. 10), qui s’e´nonce ainsi : dans une re´gion ou` la variation
de potentiel e´lectrostatique est δVk, la variation de concentration δp
e
k
induite est telle que le potentiel e´lectrochimique
µ˜e
k
(δpe
k
, δVk) =
h2
2me
(3pi2 (pe0 + δp
e
k
))
2/3
+ E0 − e (V0 + δVk) (3.31)
soit uniforme a` l’e´quilibre, c’est-a`-dire
µ˜e
k
= µ˜e (3.32)
La relation (3.31) nous de´finit le potentiel e´lectrochimique d’un e´lectron de
conduction et la relation (3.32) montre qu’a` l’e´quilibre les deux variables de
µ˜e
k
sont lie´es par une relation ; cette relation prend une forme particulie`rement
simple si on suppose δpe
k
 pe0, ce qui permet de line´ariser (3.31) :
δpe
k
=
3pe0
2EF
eδVk
en utilisant (3.28) et (3.29). En utilisant la densite´ d’e´tats D (E) (cf. note) la
relation pre´ce´dente s’e´crit :
δpe
k
= D (EF ) eδVk (3.33)
Cette e´quation a le statut e´quivalent de la condition d’e´quilibre de Boltz-
mann (cf. e´quation (3.23) page 40). La re´ponse e´lectronique δpe
k
a` la pertur-
bation δVk est un e´crantage e´lectrostatique. Pour obtenir la longueur caracte´-
ristique de ce phe´nome`ne, on associe l’e´quation de Poisson
∆δVk =
eδpe
k

(3.34)
ou`  est la permittivite´ du me´tal, avec (3.33) ce qui donne la longueur d’e´cran-
tage (indice s pour screening) de Thomas-Fermi
λs =
(
e2D (EF )

)−1/2
(3.35)
2valable pour des potentiels e´lectrostatiques variant lentement par rapport a` la longueur
d’onde Fermi λF (λF = 2pih/
√
2mEF )
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En de´finitive, on prendra comme expression ge´ne´rale du potentiel e´lectro-
chimique hors-e´quilibre de l’e´lectron, la forme line´arise´e de (3.31) :
µ˜e
k
(δpe
k
) = EF − eV0 − eδVk + δp
e
k
D (EF )
(3.36)
Cette expression rend compte de l’e´crantage dans un me´tal lorsqu’il y a
une perturbation inhomoge`ne du potentiel, comme par exemple a` la surface
d’un conducteur, par la pre´sence des deux derniers termes : a` l’e´quilibre, ces
deux termes doivent se compenser, a` moins que la cine´tique ne soit trop lente
(cf. figures 3.6 et 3.7).
3.4.2 Cinétique
Courant électronique
Pour e´tablir une e´quation cine´tique sur les e´lectrons, il faut de´finir le cou-
rant de particules e´lectroniques. Connaissant l’expression du potentiel e´lec-
trochimique hors-e´quilibre de l’espe`ce e´lectronique (3.36), nous proposons un
courant de diffusion d’e´lectrons
J˜e
k,k+a = −M˜ ek,k+aDaµ˜ek (3.37)
ou` M˜ e
k,k+a est une mobilite´ e´lectronique sur le lien k,k + a.
Conside´rons par exemple une cellule e´lectrochimique, avec un solvant sans
e´lectrolyte et une polarisation VC−VA maintenue par un ge´ne´rateur de tension,
a` l’exte´rieur de la cellule. Si les deux e´lectrodes sont du meˆme me´tal, alors les
origines en e´nergie sont les meˆmes pour µ˜eC et µ˜
e
A, alors on retrouve bien
µ˜eC − µ˜eA = −e (VC − VA) ,
et en particulier, si l’on provoque un court-circuit a` l’inte´rieur de la cellule,
VC − VA < 0 donc µ˜eC − µ˜eA > 0, et l’on obtient un transport d’e´lectrons de la
cathode a` l’anode.
Mobilité électronique
Dans le pre´sent mode`le, les e´lectrons, a` la diffe´rence des autres particules
conside´re´es :
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– n’interagissent pas entre eux ;
– ne s’excluent pas spatialement,
donc M˜ e
k,k+a aura une expression plus simple que les autres mobilite´s : dans
le me´tal, elle sera prise constante, mais lorsque la concentration me´tallique
devient infe´rieure a` une certaine valeur critique pc (type seuil de percolation),
alors la mobilite´ doit devenir tre`s faible. En d’autres termes, avant le champ
moyen, un e´lectron ne peut se de´placer qu’entre deux sites me´talliques voisins
k et k + a, donc si n0
k
= 1 et n0
k+a = 1, donc la mobilite´ M˜
e
k,k+a s’e´crit :
M˜ e
k,k+a =
ωe
kT
n0
k
n0
k+a (3.38)
ou` ωe fixe l’e´chelle de temps du transport e´lectronique.
Passons au champ moyen. En the´orie, quelle que soit la signification phy-
sique retenue pour le champ moyen, la conduction est empeˆche´e si le milieu
ne percole pas. Sans introduire de seuil brutal, la conductivite´ doit chuter de
manie`re tre`s importante si le seuil de percolation est atteint.
Si l’on remplace simplement n0
k
par p0
k
dans l’e´quation (3.38), cette ex-
pression du courant me`ne a` une concentration trop importante d’e´lectrons au
bout de l’e´lectrode, ou` la concentration me´tallique est tre`s faible : ainsi, on
introduit une fonction f de type seuil continu, i.e. une fonction continue telle
que f (0) = 0 et f (1) = 1, avec une variation rapide autour d’une certaine
concentration critique pc qui est en quelque sorte un seuil de percolation pour
les e´lectrons : pour p > pc on peut conside´rer que les atomes me´talliques sont
connecte´s, ces atomes faisant alors partie de l’e´lectrode, pour le transport e´lec-
tronique et la transfert e´lectronique.
Un choix possible pour f est une simple tangente hyperbolique
f(p) =
tanh[(p− pc)/ξ] + tanh[pc/ξ]
tanh[(1− pc)/ξ] + tanh[pc/ξ] . (3.39)
ou` ξ est une largeur de transition entre les deux e´tats.
En de´finitive, la mobilite´ e´lectronique en champ moyen s’e´crit
M˜ e
k,k+a =
ωef (p0
k
) f
(
p0
k+a
)
kT
(3.40)
Cette hypothe`se supple´mentaire est e´galement utilise´e pour le pre´facteur
du transfert e´lectronique (cf. section 3.5.3, page 68)
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Equation cinétique
On e´crit simplement l’e´quation de conservation de la charge :
∂δpe
k
∂t
= −
∑
a
J˜e
k,k+a (3.41)
ou` Daµ˜ek donne un terme de migration et un terme de diffusion, qui a`
l’e´quilibre se compensent. En pre´sence d’un transfert e´lectronique, on rajoute
a` (3.41) le terme
∑
a
σkk+a, correspondant aux courants e´lectroniques associe´s.
3.4.3 Discussion du modèle
Potentiel de surface
Supposons un syste`me avec deux e´lectrodes dans la limite des phases pures
et de l’interface infiniment mince (cf section 2.3.3 page 21), alors la mobilite´
est constante et non-nulle dans le me´tal et nulle dans la solution. Si l’on ap-
plique une diffe´rence de potentiel entre les deux e´lectrodes, alors a` l’e´quilibre
il y a une courbure du potentiel aux voisinage des interfaces. Donc sur les
sites me´talliques voisins de la solution δVk 6= 0 : a` la cathode δVk > 0 et a`
l’anode δVk < 0, d’ou` des charges de surface −eδpek = −e2D (EF ) δVk. Il y a
compensation des deux termes, mais chacun est non-nul :
– en terme de courant, cela veut dire qu’il y a au voisinage de l’e´lectrode
un courant de migration proportionnel a` −eDaδVk, et cette migration ne
pouvant se poursuivre dans la solution, il naˆıt un courant de diffusion
(Daδpek) /D (EF ) qui s’oppose exactement.
– en termes de potentiel, cela signifie que le potentiel Vk sur les sites me´tal-
liques proches de la solution est diffe´rent d’une quantite´ δVk du potentiel
du coeur de l’e´lectrode : a` l’e´quilibre, cette diffe´rence est pe
k
/ (eD (EF )).
Ainsi, si l’on s’inte´resse au potentiel d’e´lectrode, qu’on peut de´finir (a` une
constante pre`s) en e´lectrochimie comme la diffe´rence entre le potentiel
e´lectrostatique du coeur du me´talet le potentiel e´lectrostatique du coeur
de la solution VS , alors son expression n’est pas Vk− VS, mais VC/A− VS
soit (Vk − δpek/ (eD (EF )))− VS .
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Profil au voisinage de l’interface
Dans le coeur de l’e´lectrode, une inhomoge´ne´¨ıte´ de la densite´ e´lectronique
δpe
k
se traduit par une relaxation, que l’on peut obtenir avec (3.41)
∂δpe
k
∂t
= −
∑
a
J˜e
k,k+a
avec
J˜e
k,k+a = −
ωe
kT
(
−eDaδVk + Daδp
e
k
D (EF )
)
et l’e´quation de Poisson discre´tise´e
−
∑
a
DaδVk = −eδp
e
k

soit
∂δpe
k
∂t
=
ωe
kT
(
−e
2δpe
k

+
1
D (EF )
∑
a
Daδpek
)
. (3.42)
. Si on introduit le temps de relaxation du conducteur3 (ωee2/kT est la conduc-
tivite´)
τc =
kT
e2ωe
alors (3.42) s’e´crit
∂δpe
k
∂t
= −δp
e
k
τc
+
λ2s
τc
∑
a
Daδpek (3.43)
donc l’inhomoge´ne´¨ıte´ δpe
k
va disparaˆıtre en un temps caracte´ristique τc, si l’on
conside`re la solution de l’e´quation (3.43) avec une condition de bord δpe
k
= 0.
Recherchons maintenant l’e´quilibre e´lectrostatique pour le syste`me entier,
dans le cas a` une dimension et dans la limite continue (en gardant les meˆmes
notations, sauf pour la position : δpe
k
→ δpe (x)). L’e´quation (3.43) s’e´crit alors
λ2s (δp
e)′′ (x) = δpe (x) (3.44)
3obtenu ge´ne´ralement en combinant l’e´quation de Maxwell-Gauss divE = ρ/ avec l’e´qua-
tion de conservation de la charge ∂ρ/∂t = divj et la loi d’Ohm j = σE : on trouve τ = /σ
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Fig. 3.4 – profil d’e´quilibre du potentiel e´lectrostatique, en l’absence d’ions
dans la solution. On observe a` l’inte´rieur des e´lectrodes l’e´crantage du po-
tentiel conse´cutif a` la distribution des charges e´lectroniques sur une largeur
caracte´ristique λs.
56 Chapitre 3. Eléments du modèle
avec comme condition aux limites pour l’anode de longueur L (d est la longueur
de la zone e´lectrolytique et δV = V (0)− V (L), cf figure 3.4.3)∫ x=L
x=0
−eδpe (x)

=
VA − VC − 2δV
d
(3.45)
qui est simplement l’inte´gration de la divergence du champ e´lectrique sur l’e´lec-
trode. La solution de (3.44) est repre´sente´e sur la figure 3.5.
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Fig. 3.5 – densite´ de charge e´lectronique −eδpe dans les e´lectrodes : on observe
l’apparition d’une charge distribue´e positive a` l’anode et ne´gative a` la cathode.
La fonction mathe´matique δpe et la meˆme que V − VA/C .
La solution de (3.44) est
δpe (x) = δpe (L) exp
x− L
λs
ou` δpe (L) est de´termine´e par la condition limite (3.45)
δpe (L) =

−eλs
1
1− exp (−L/λs)
VA − VC − 2δV
d
.
Dans la suite L, d  λs ce qui autorise quelques simplifications. Il reste a`
de´terminer δV . On sait que le potentiel V (x) est relie´ a` l’e´quilibre a` δpe (x)
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par (anode)
V (x)− VA = eλ
2
s

δpe (x) (3.46)
donc δV est de´fini par l’e´quation
δV =
λs
d
(VA − VC − 2δV ) (3.47)
cette e´quation traduisant l’e´galite´ des champs e´lectriques a` l’interface (e´galite´
attendue, car il n’y a pas de charges de surface au sens mathe´matique, mais
une charge de volume, donc pas de discontinuite´ du champ e´lectrique).
Apre`s simplification de (3.47) (comme λs  d, δV  VA − VC)
δV =
λs
d
(VA − VC) (3.48)
Donc, a` l’e´quilibre, la de´croissance du potentiel de l’anode a` partir d’une
distance de quelques λs de l’interface est caracte´rise´e par la meˆme fonction ma-
the´matique que la densite´ de charges positive qui assure le potentiel uniforme
dans l’anode (3.46).
Des e´quations (3.47) et (3.45), il vient(
1− 2λs
d
)
(VA − VC) = d

qA
ou` qA =
∫ x=L
x=0
−eδpe (x) (charge e´lectrique porte´e par l’anode), d’ou` la capacite´
par unite´ de surface (comme on a une relation line´aire entre qA et VA − VC, il
est inutile de pre´ciser s’il s’agit d’une capacite´ normale ou diffe´rentielle)
C =
qA
VA − VC = C0
(
1− 2λs
d
)
avec C0 =

d
On trouve donc bien une correction ne´gative a` la capacite´ du condensateur
plan, ce qui se comprend intuitivement : plus la charge e´lectronique se distribue,
a` diffe´rence de potentiel donne´, moins il se condense de charges, car le champ
e´lectrique est moins intense en tout point ou` se situent les charges distribue´es,
que dans le cas d’une distribution de Dirac a` l’interface.
Nous nous sommes place´s, au de´but de cette section, dans une limite parti-
culie`re ou` la mobilite´ e´lectronique est soit importante soit tre`s faible, mais dans
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le cas ge´ne´ral, vers l’interface la mobilite´ e´lectronique passe continuement d’une
valeur importante a` une valeur tre`s faible, donc a` l’e´chelle de temps de l’ex-
pe´rience on obtient l’e´quilibre dans la zone ou` la mobilite´ est non-ne´gligeable,
c’est-a`-dire dans les e´lectrodes et l’essentiel des zones interfaciales. Il n’est plus
aussi simple de relier les champs.
Exemples de profils d’équilibre
Le profil d’e´quilibre pour une e´lectrode polarise´e dans un milieu neutre
de´pend de la largeur de l’interface et du coefficient D (EF ) : en effet a` l’e´qui-
libre, le courant e´lectronique est nul, donc µ˜e
k
est uniforme (si la mobilite´ n’est
nulle en aucun point), donc deux courants de type diffusif et migrationnel de
meˆme intensite´ s’opposent, et D (EF ) re`gle le rapport des deux. Dans la limite
de l’interface infiniment mince, on ve´rifie (cf. figure 3.6) que l’exce`s e´lectro-
nique et l’e´cart de potentiel satisfont bien a` la relation −eδpe = −e2D (EF ) δV
dans les e´lectrodes (ici la cathode seulement, car le syste`me est syme´trique).
Dans la zone de solution, la mobilite´ e´lectronique est nulle, donc δpe et δV
ne sont plus relie´s par la meˆme relation. A l’e´quilibre, le transport e´lectro-
nique est globalement nul dans les e´lectrodes, mais les deux contributions au
transport e´lectronique, de diffusion et de migration, ne sont pas nulles, mais
se compensent (cf. fig. 3.7)
Dans le cas ge´ne´ral, ou` l’interface est continue, on obtient a` l’e´quilibre
une distribution e´lectronique distribue´e autour de l’interface, qui raccorde le
potentiel sans discontinuite´ de pente, ce qui correspond bien au comportement
attendu.
Qualitativement, on observe que le potentiel de´croˆıt continuˆment de la
valeur au sein du me´tal, vers la valeur au sein de la solution, comme dans les
mode`les de type jellium [3] (p. 28).
Comparaison avec le modèle de Jellium
Le mode`le de Jellium [7] se´pare les ions me´talliques charge´s positivement
et les e´lectrons charge´s ne´gativement, les premiers e´tant mode´lise´s par une
distribution fixe en forme de marche, et les seconds par un plasma quantique.
La faible masse e´lectronique permet d’obtenir une distribution e´lectronique
dans la solution au voisinage de l’e´lectrode. En dehors de toute diffe´rence de
potentiel applique´, le me´tal est alors le´ge`rement de´ficitaire en e´lectrons, cette
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Fig. 3.6 – On ve´rifie, dans la limite de l’interface infiniment mince, que l’ex-
ce`s e´lectronique et l’e´cart de potentiel satisfont bien a` la relation −eδpe =
−e2D (EF ) δV (expe´rience 802).
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Fig. 3.7 – A l’e´quilibre, les deux contributions au transport e´lectronique ne
sont pas nulles, mais se compensent.
charge manquante e´tant localise´e a` l’exte´rieur du me´tal, sur une distance de
l’ordre d’une fraction de nanome`tre : ce dipoˆle de surface est responsable de
l’apparition d’un potentiel de surface a` l’e´quilibre.
La diffe´rence fondamentale avec notre mode`le, pris dans la limite de l’inter-
face raide, est la possibilite´ des e´lectrons de sortir du me´tal. Nous pourrions
e´galement choisir une mobilite´ e´lectronique non nulle entre le dernier site me´-
tallique et le premier site hors du me´tal.
En conse´quence, notre mode`le ne prend pas en compte le dipoˆle de surface
qui apparaˆıt en l’absence de diffe´rence de potentiel applique´e : pour une dis-
tribution ρ (x) de charges e´lectroniques dipolaire (ie
∫
ρ (x) dx = 0), le saut de
potentiel est 1

∫
xρ (x) dx.
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Fig. 3.8 – profils de l’exce`s de charges e´lectroniques et du potentiel e´lectrosta-
tique, pour un profil me´tallique continu (expe´rience 670).
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3.5 Transfert électronique
3.5.1 Equation microscopique du transfert électronique
Introduction
Le processus de transfert e´lectronique dans les syste`mes e´lectrochimiques
est ge´ne´ralement complexe, et seuls les transferts impliquant un e´lectron ex-
terne sont bien compris sous l’angle microscopique. Il se produit alors en deux
e´tapes : approche de l’espe`ce e´lectroactive a` quelques Angstro¨ms de la sur-
face, ou` le transfert e´lectronique par effet tunnel proprement dit peut avoir
lieu, accompagne´ par la re´organisation de l’e´difice ionique et de sa couche de
solvatation.
La premie`re mode´lisation propose´e est la loi macroscopique de Butler-
Volmer, qui postule l’existence d’un complexe active´ (Eyring) sur lequel on
peut e´crire une cine´tique chimique (on passe a` ce moment la` du microscopique
au macroscopique).
Cette loi peut eˆtre retrouve´e comme une certaine limite de la the´orie de
Marcus [8], propose´e dans le cadre de la me´canique statistique classique pour
le transfert d’un e´lectron de la couche externe, avec re´organisation de l’e´difice.
Lorsque l’e´nergie de re´organisation est grande devant la surtension (diffe´rence
entre le potentiel de l’e´lectrode par rapport a` une re´fe´rence donne´e et le po-
tentiel de l’e´lectrode correspondant a` un transfert globalement nul), alors on
retrouve exactement la loi de Butler-Volmer.
Notons enfin que les re´actions impliquant le transfert de plusieurs e´lectrons
de la couche externe ne peuvent simplement eˆtre de´rive´es du cas d’un e´lectron.
Dans cette approche pre´liminaire, ce cas n’est pas aborde´.
Modélisation
Les mode`les cite´s en introduction supposent que le transfert a lieu au voisi-
nage d’une interface plane, alors que nous e´tudions des e´lectrodes irre´gulie`res,
de taille caracte´ristique au moins e´gale a` quelques dizaines de nanome`tres,
donc supe´rieure a` la longueur de Fermi (0, 5 nm) : il n’y a alors pas de phe´no-
me`ne d’e´crantage. L’effet de l’irre´gularite´ est alors essentiellement de modifier
le nombre de voisins me´talliques d’un site.
Dans le cadre de notre mode`le de champ moyen, nous n’avons pas acce`s a`
une information subatomique, donc parmi les e´tapes pre´sente´es ci-dessus, nous
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devons exclure les processus de re´arrangement (ou en tenir compte phe´nome´-
nologiquement). Nous supposons le transfert limite´ a` un seul e´lectron, et il est
naturel dans notre mode`le de chercher a` l’exprimer uniquement en fonction
des potentiels e´lectrochimiques.
Ainsi, en conside´rant la transition entre les deux e´tats :
(ox)   (red) (3.49)
ou` :
— (ox) est l’e´tat oxyde´ constitue´ de l’espe`ce oxyde´e M+ en k et d’un
e´lectron e en k + a ;
— (red) est l’e´tat re´duit constitue´ de l’espe`ce re´duite M 0 en k.
Il est naturel d’e´crire le courant microscopique lie´ a` cette transition de la
manie`re suivante :
σk+a→k ({Vk}) = ω∗k,k+a
(
µ˜+
k
+ µ˜e
k+a − µ˜0k
)
ou` ω∗
k+a→k est une grandeur a` de´terminer en comparant cette e´criture avec
la limite me´soscopique de Butler-Volmer. µ˜α
k
est le potentiel e´lectrochimique
e´tudie´ pre´ce´demment, mais en introduisant nα, le nombre alge´brique de charges
porte´es par l’espe`ce α, le potentiel e´lectrochimique s’e´crit µ˜α
k
(Vk) = µ
α
k
+nαeVk,
ou` µα
k
est le potentiel chimique et e la valeur absolue de la charge d’un e´lectron.
On sait que la partie chimique des potentiels e´lectrochimiques est inde´pen-
dante du potentiel e´lectrostatique, c’est-a`-dire µα
k
ne de´pend pas du champ Vk ;
mais on suppose aussi que la constante ω∗
k,k+a satisfait cette proprie´te´.
Alors a` l’e´quilibre caracte´rise´ par le champ {V 0
k
}
σk,k+a
({
V 0
k
})
= 0
donc
µ˜+
k
(
V 0
k
)
+ µ˜e
k+a
(
V 0
k+a
)− µ˜0
k
(
V 0
k
)
= 0
soit
µ+
k
+ EF − µ0k + e
(
n+V
0
k
+ ne
(
V 0
k+a −
(
pe
k+a
)0
eD (EF )
)
− n0V 0k
)
= 0
On introduit la diffe´rence de potentiel :
Φk+a→k = Vk+a −
pe
k+a
eD (EF )
− Vk
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ou` (avant d’appliquer l’hypothe`se de champ moyen) k + a est sur l’e´lectrode
et k dans l’e´lectrolyte. Φk+a→k est l’e´quivalent du potentiel d’e´lectrode de´fini
classiquement en e´lectrochimie, dans la limite ou` l’interface est sur un seul site :
en effet, la grandeur Φk+a→k et le courant σk+a→k ne sont significatifs qu’autour
de l’interface me´tal-e´lectrolyte, et le potentiel d’e´lectrode est la diffe´rence entre
le potentiel du me´tal Vk+a−pek+a/ (eD (EF )) et le potentiel de la solution Vk (a`
un potentiel de re´fe´rence pre`s). On peut exprimer σk+a→k comme une diffe´rence
par rapport a` la situation d’e´quilibre
σk+a→k
({Vk} ,{V 0k }) = ω∗k+a→ke (n+Vk + ne (Vk+a − pek+a/ (eD (EF )))− n0Vk
−
(
n+V
0
k
+ ne
(
V 0
k+a −
(
pe
k+a
)0
/ (eD (EF ))
)
− n0V 0k
))
Or n0 = 0 et n+ = −ne = n, d’ou`
σk+a→k
(
Φk+a→k − Φ0k+a→k
)
= −ω∗
k,k+ane
(
Φk+a→k − Φ0k+a→k
)
(3.50)
Dans l’e´quation (3.50), Φk+a→k−Φ0k+a→k est l’analogue du surtension en e´lec-
trochimie.
Pour comparer la relation (3.50) obtenue par notre approche avec l’e´quation
de Butler-Volmer, nous rappellons comment celle-ci est obtenue – en emprun-
tant les notations de [3].
Remarque sur le potentiel d’e´lectrode : le potentiel d’e´lectrode est ge´ne´ra-
lement de´fini comme la diffe´rence entre le potentiel de l’inte´rieur (inner po-
tential) du me´tal et le potentiel inte´rieur de la solution. Un point important,
ge´ne´ralement laisse´ dans le flou, est de savoir a` quelle distance de l’interface
on conside`re le potentiel inte´rieur [9]. Du coˆte´ du me´tal, la densite´ de charges
e´lectroniques est confine´e sur 0, 1 nm soit sur le dernier site me´tallique, mais en
revanche du coˆte´ de la solution, certains auteurs ([5] p. 267) pre´fe`rent consi-
de´rer une position dans la couche de Helmholtz (outer Helmholtz plane qui
correspond a` la distance minimale d’approche des ions solvate´s), les autres
auteurs choisissant soit le de´but de la couche diffuse, soit la fin de la couche
diffuse. Nous suivons la premie`re hypothe`se, car elle correspond a` une vision
plus microscopique du proble`me. Dans notre mode`le, si l’interface est tre`s raide,
c’est-a`-dire p0
k+a ∼ 1 et p0k ∼ 0, alors Vk+a− pek+a/ (eD (EF )) est le potentiel a`
l’inte´rieur du me´tal et Vk le potentiel dans la couche compacte de Helmholtz
(juste contre l’e´lectrode).
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3.5.2 Equation de Butler-Volmer
Cette the´orie suppose, lors de la re´action (3.49) entre les e´tats oxyde´ et
re´duit, l’existence d’un e´tat active´ (exposant ‡), qui est le col sur le chemin
re´actionnel passant d’un e´tat a` l’autre (cf. par ex. [5] p. 35). Le passage du
microcopique au macroscopique est effectue´ en supposant que tous passent par
le col (cf. figure 3.9).
CR (coordonnée de réaction)
Enthalpie libre
Etat réduit  
Etat oxydé  
Etat de transition 	






Fig. 3.9 – profil d’enthalpie libre le long du chemin re´actionnel. Pour un poten-
tiel d’e´lectrode φ diffe´rent du potentiel d’e´quilibre φ0, la barrie`re d’oxydation
varie, car l’e´tat de transition porte la charge αoxe. Par contre, la variation de
la barrie`re de re´duction a deux contributions : la charge de l’e´tat de transition,
et celle de l’e´tat oxyde´.
Ainsi, en conside´rant par exemple le sens de l’oxydation de l’espe`ce dans
l’e´tat re´duit
Ox → Red
il existe un e´tat de transition T ‡, en e´quilibre a` la concentration c‡ avec l’e´tat
initial
Ox  T ‡ → Red (3.51)
cet e´tat active´ ayant alors une certaine probabilite´ ω‡ de se de´composer pour
donner le produit final, l’e´tat re´duit (le temps de re´sidence sur le col e´tant
66 Chapitre 3. Eléments du modèle
d’autant plus court que sa courbure est grande). La cine´tique de de´composition
est alors ω‡c‡, ou` c‡ est relie´ a` cox par l’e´quilibre de (3.51), et si l’on note
∆Gred (φ) la barrie`re d’e´nergie entre ces deux e´tats (on note φ le potentiel
d’e´lectrode) :
c‡ = cox exp [−β∆Gox (φ)]
alors la cine´tique de re´duction peut s’e´crire kredcox ou`
kred = A exp [−β∆Gred (φ)]
avec A une constante caracte´ristique de la re´action, de´pendant notamment de
ω‡.
Le bilan complet de la cine´tique du transfert e´lectronique est :
j = koxcred − kredcox (3.52)
kox est la constante d’oxydation de l’espe`ce re´duite, pre´sente a` la concentration
cred, avec
kox = A exp−β∆Gox (φ) .
Autre expression de la loi de Butler-Volmer
A l’e´quilibre, pour un certain potentiel d’e´lectrode φ0, le courant d’e´lectrons
j est nul, donc chacune des contributions est e´gale en valeur absolue a`
j0 = Acred exp (−β∆Gox (φ0)) = Acox exp (−β∆Gred (φ0)) (3.53)
On peut alors e´crire la loi de Butler-Volmer (3.52) comme une diffe´rence
par rapport a` cette situation d’e´quilibre :
j = j0 {exp [−β (∆Gox (φ)−∆Gox (φ0))]− exp [−β (∆Gred (φ)−∆Gred (φ0))]}
(3.54)
On doit alors comparer les barrie`res a` l’e´quilibre avec celles hors d’e´quilibre.
De manie`re ge´ne´rale la barrie`re ∆Gox (φ) s’e´crit
∆Gox (φ) = G
‡ (φ)−Gred (φ)
ou` G‡ (φ) et Gred (φ) sont les enthalpies libres e´lectrochimiques respectivement
de l’e´tat active´ et de l’e´tat re´duit, φ est le potentiel d’e´lectrode.
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Si φ est proche de φ0, on peut de´velopper (e est l’unite´ de charge positive) :
∆Gox (φ) = ∆Gox (φ0) + αoxe (φ− φ0)
ce qui de´finit αox par :
αox =
1
e
∂
∂φ
∆Gox (φ)|φ=φ0 (3.55)
La barrie`re ∆Gox (φ) pour l’oxydation de l’espe`ce re´duite varie en fonction
de φ a` cause de la charge porte´e par l’e´tat de transition, comme l’indique la
figure 3.9. En revanche, la variation de la barrie`re ∆Gred (φ) pour la re´duction
de l’espe`ce oxyde´e varie a` cause de la charge de l’e´tat de transition, mais
e´galement par le fait que l’e´tat oxyde´ (M+, e) est constitue´ de deux particules
charge´es et ne ressentant pas le meˆme potentiel (la diffe´rence entre ces deux
potentiels est justement le potentiel d’e´lectrode). Notre mode`le microscopique
pre´ce´dent illustre bien ceci.
On de´finit de meˆme
∆Gred (φ) = ∆Gred (φ0)− αrede (φ− φ0)
avec
αred = −1
e
∂
∂φ
∆Gred (φ)|φ=φ0 . (3.56)
Lorsque le potentiel d’e´lectrode varie, seules les contributions e´lectrosta-
tiques font varier les deux barrie`res, d’une hauteur globale e (φ− φ0) puisque
la diffe´rence de charges des deux e´tats est e. La question est alors de savoir com-
ment cette variation globale se re´partit entre les deux barrie`res. Ceci de´pend
de la charge porte´e par l’e´tat de transition : ainsi par exemple, si cette charge
est proche de celle de l’e´tat oxyde´, ce qui revient a` dire que l’e´tat de transition
est plus semblable de l’e´tat oxyde´ que de l’e´tat re´duit, la barrie`re de re´duction
ne sera que peu change´e par la variation de potentiel, mais la variation de
barrie`re d’oxydation sera importante, soit |αox|  |αred| (cf (3.57)).
Les relations (3.55) et (3.56) permettent de calculer αox et αred
eαox = +
∂G‡ (φ)
∂φ
− ∂Gred (φ)
∂φ
avec
∂Gred (φ)
∂φ
=
Gred (φ)−Gred (φ0)
φ− φ0 = 0
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et
eαred = −∂G
‡ (φ)
∂φ
+
∂Gox (φ)
∂φ
avec
∂Gox (φ)
∂φ
=
Gox (φ)−Gox (φ0)
φ− φ0 = e
donc
αox =
1
e
∂G‡ (φ)
∂φ
αred = 1− 1
e
∂G‡ (φ)
∂φ
Comme
(
∂G‡ (φ) /∂φ
)
est la charge alge´brique de l’e´tat de transition, si
l’on note n‡ le nombre alge´brique de charges porte´ par l’e´tat de transition,
alors {
αox = n
‡
αred = 1− n‡ (3.57)
On peut maintenant simplifier l’e´quation (3.54) :
j = j0 {exp [−βeαox (φ− φ0)]− exp [βeαred (φ− φ0)]} (3.58)
et a` l’ordre 1 :
j = −j0βe (αox + αred) (φ− φ0) = −j0βe (φ− φ0) (3.59)
3.5.3 Retour sur notre modèle du transfert électronique
Donc par comparaison de l’e´quation (3.59) avec avec (3.50), on voit que
ω∗
k,k+a = j0β
ou` j0 est le courant microscopique correspondant aux deux courants oppo-
se´s qui donnent l’e´quilibre. Ce courant est la grandeur cine´tique de transfert
e´lectronique : si j0 est petit, alors la re´action est cine´tiquement lente.
Dans notre mode`le de champ moyen, ce terme de transfert est valable en
tout point du syste`me, contrairement a` la re´alite´, ou le transfert est localise´ au
voisinage imme´diat des e´lectrodes. Dans l’esprit avec lequel nous avons traite´ le
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transport e´lectronique, possible uniquement entre deux sites me´talliques, nous
posons ici que ce transfert a lieu entre deux sites k appartenant a` la solution et
un site voisin k + a appartenant a` l’e´lectrode : le transfert e´lectronique s’e´ffec-
tuant par effet tunnel depuis l’e´lectrode, celui-ci n’est probable qu’au voisinage
imme´diat de l’e´lectrode [10]. D’ou` le pre´facteur ge´ome´trique (1− n0
k
)n0
k+a, ce
qui donne en utilisant la fonction seuil (3.39) l’e´quation
σk+a→k ({φk}) = βj0 (1− f (p0k)) f
(
p0
k+a
) (
µ˜+
k
+ µ˜e
k+a − µ˜0k
)
(3.60)
Cette e´quation est analogue a` l’e´quation de Butler-Volmer line´arise´e, aussi
ne choisirons-nous pas cette forme line´arise´e, mais une forme qui donne (3.60)
apre`s line´arisation, c’est-a`-dire par exemple :
σk+a→k ({Vk}) = ω∗k,k+a
(
g
(
µ˜+
k
+ µ˜e
k+a
)− g (µ˜0
k
))
(3.61)
ou` g (u) = 1 + u lorsque u → 0 et apre`s avoir pose´
ω∗
k,k+a = j0
(
1− f (p0
k
))
f
(
p0
k+a
)
Si l’on choisit g (u) = exp u, alors
σk+a→k ({Vk}) = ω∗k,k+a
(
exp β
(
µ˜+
k
+ µ˜e
k+a
)− exp βµ˜0
k
)
(3.62)
Autres choix possibles
Si l’on re´e´crit (3.62) a` partir de l’e´quilibre de transfert e´lectronique, pour
lequel Jk+a→k ({V 0k }) = 0 c’est-a`-dire
µ+
k
+ EF − eΦ0k+a→k = µ0k (3.63)
en introduisant dans l’e´quation (3.62) ainsi e´crite :
σk+a→k ({Vk}) = ω∗k,k+a
(
exp β
(
µ+
k
+ EF − eΦk+a→k
)− exp µ0
k
)
la relation (3.63), il vient :
σk+a→k ({Vk}) = ω∗k,k+a exp µ0k
(
exp−eβ (Φk+a→k − Φ0k+a→k)− 1)
expression diffe´rente de (3.58). Si l’on veut une expression analogue a` (3.58),
il faut utiliser une autre forme que (3.61), comme par exemple :
σk+a→k ({Vk}) = ω∗k,k+a
(
g1
(
µ˜+
k
+ µ˜e
k+a − µ˜0k
)− g2 (µ˜+k + µ˜ek+a − µ˜0k))
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avec g1 − g2 → 0 si u → 0 (meˆme proprie´te´ que g − 1). Si l’on choisit gi (u) =
exp (αiu) avec α1 − α2 = 1 alors a` l’e´quilibre pour {V 0k }
g1
(
µ˜+
k
+ µ˜e
k+a − µ˜0k
)
= g2
(
µ˜+
k
+ µ˜e
k+a − µ˜0k
)
donc µ˜+
k
(V 0
k
) + µ˜e
k+a
(
pe
k+a, V
0
k+a
) − µ˜0
k
= 0. Le courant Jk+a→k ({Vk}) s’e´crit
cette fois-ci
σk+a→k ({Vk}) = ω∗k,k+a
[
exp
(−eα1β (Φk+a→k − Φ0k+a→k))
− exp (−eα2β (Φk+a→k − Φ0k+a→k))]
avec α1 − α2 = 1. Cette relation est bien l’analogue de (3.58), avec α1 =
αox et α2 = −αred.
Pour les calculs nume´riques, on utilise l’expression (3.62) pour le transfert
e´lectronique.
3.5.4 Equation de Nernst
Quelle que soit la mode´lisation employe´e pour la cine´tique de transfert
e´lectronique, celui-ci est une fonction de µ˜+
k
+ µ˜e
k+a − µ˜0k, et s’annule si
µ˜+
k
+ µ˜e
k+a − µ˜0k = 0 (3.64)
ce qui correspond a` l’e´quilibre. On peut ainsi de´duire l’e´quation de Nernst.
Si l’on introduit le potentiel d’e´lectrode Φk+a→k dans (3.64) alors
−eΦk+a→k + µ+k + EF = µ0k. Or µαk = kT ln Cαk donc le potentiel d’e´lectrode a`
l’e´quilibre est
Φk+a→k = EF + kT ln
C+
k
C0
k
L’e´quation de Nernst, telle qu’obtenue expe´rimentalement, s’exprime ge´ne´-
ralement pour un couple re´dox donne´, par rapport a` un autre couple donne´
(une e´lectrode de re´fe´rence) et a` courant nul. Ici, nous acce´dons a` une e´quation
de Nernst pour l’interface uniquement (i.e. sans aucune diffe´rence de potentiel
interfaciale autre que celle de l’interface me´tal/e´lectrolyte). Pour cette raison,
et parce que notre mode`le de l’interface me´tal/e´lectrolyte – en comparaison du
mode`le de Jellium (cf. [7]), ne pre´sente pas de dipoˆle e´lectronique de surface
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en l’absence de diffe´rence de potentiel applique´e, le potentiel de charge nulle
(pzc) est nul. Donc,
Φpzc
k+a→k = EF + kT ln
C+,pzc
k
C0,pzc
k
= 0
ce qui permet d’exprimer l’e´quation de Nernst par rapport au pzc
Φk+a→k = kT ln
C+
k
C0,pzc
k
C+,pzc
k
C0
k
3.6 Fonctions thermodynamiques
3.6.1 Introduction (rappels)
La pre´sence d’espe`ces charge´es porte atteinte aux fondements meˆme de la
thermodynamique. En effet, l’interaction coulombienne e´tant une interaction
a` longue porte´e, l’e´nergie d’interaction interparticulaire de´pend de manie`re
importante de la taille du syste`me. De manie`re ge´ne´rale, il y a perte d’extensi-
vite´ (respectivement d’intensivite´) pour les grandeurs thermodynamiques. Si le
syste`me est globalement neutre (e´lectrolyte) le phe´nome`ne d’e´crantage limite
dans les sommations la porte´e des interactions, d’autant plus que le syste`me
est concentre´. Il est dans ce cas possible de construire une thermodynamique,
avec des corrections qui de´pendent de la force ionique en des exposants ration-
nels, et finalement la perte d’extensivite´ (resp. intensivite´) pour les grandeurs
thermodynamiques extensives (resp. intensives) est limite´e aux corrections.
Potentiel thermodynamique
Nous souhaitons e´tablir l’expression, dans le cadre de notre mode`le, des
potentiels thermodynamiques dans le cas d’une espe`ce charge´e, e´lectronique
ou non, dans un potentiel exte´rieur ou inte´rieur et pour un syste`me ferme´ ou
en contact avec un re´servoir de particules. Nous rappelons quelques cas d’e´tude
courants :
– un syste`me ferme´ et charge´, globalement neutre, ne subissant pas de
potentiel exte´rieur, alors la diffe´rence par rapport a` un syste`me neutre
est dans l’e´criture de l’e´nergie d’interaction d’une particule avec le reste
du syste`me, par l’interme´diaire d’un potentiel e´crante´. L’e´nergie libre
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d’un tel syste`me s’exprime alors avec les meˆmes parame`tres exte´rieurs
qu’en l’absence de charges, c’est-a`-dire la tempe´rature T , le volume v et
les concentrations ;
– un syste`me ferme´ a` interaction a` courte porte´e, dans un champ exte´-
rieur par exemple gravitationnel ([11], comple´ment V.B), inde´pendant
du temps, de´rivant d’une e´nergie potentielle Φ (r), ne modifiant pas les
interactions interparticulaires et ne variant de fac¸on appre´ciable qu’a`
l’e´chelle macroscopique, alors il est possible d’e´tendre les concepts ther-
modynamiques avec une de´pendance spatiale. La correction a` l’e´nergie
libre est Φ (r) ;
– un syste`me de type condensateur, constitue´ de deux parties me´talliques
comple`tement isole´es. L’e´nergie interne contient l’e´nergie e´lectrostatique
de constitution du syste`me en apportant les charges depuis l’infini, jus-
qu’a` leur position de´finitive. Les parame`tres exte´rieurs de ce proble`me
sont les charges Q1 et Q2 porte´es par les deux conducteurs et le potentiel
thermodynamique est
Φ (Q1, Q2) =
Q1V1 + Q2V2
2
.
Si l’on modifie le syste`me en reliant les conducteurs a` des re´servoirs d’e´lec-
trons a` potentiel fixe´, les nouveaux parame`tres exte´rieurs sont mainte-
nant les potentiels V1 et V2 des conducteurs. Le nouveau potentiel ther-
modynamique4 associe´ est alors obtenu a` partir de celui du premier cas
par une transformation de Legendre sur Qi et Vi :
Ψ (Q1, Q2) = Φ (Q1, Q2)−Q1V1 −Q2V2 = −Q1V1 + Q2V2
2
Potentiel extérieur ou intérieur ?
Les exemples pre´ce´dents introduisent deux types d’e´nergies :
— celle correspondant a` un potentiel exte´rieur, c’est-a`-dire un champ cre´e´
par des charges exte´rieures au syste`me : l’e´nergie d’une particule de charge q
dans un champ exte´rieur V ext est qV ext ;
4on peut ve´rifier facilement avec des exemples tre`s simples que Φ et Ψ ont les carac-
te´ristiques d’un potentiel thermodynamique, i.e. que cette grandeur de´croˆıt si le syste`me
e´volue. Par exemple, un condensateur qui se charge sous une diffe´rence de potentiel verra
une densite´ de charges positives augmenter sur l’armature de plus haut potentiel.
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— celle correspondant a` un potentiel inte´rieur V int, c’est-a`-dire cre´e´ par les
particules inte´rieures au syste`me : l’e´nergie est alors qV int/2.
La diffe´rence entre ces deux e´nergies re´side dans le fait que V int varie au
cours du processus de construction du syste`me. Il est important pour obtenir
des expressions des contributions e´lectrostatiques aux potentiels thermodyna-
miques.
Dans un syste`me e´lectrochimique donne´, la de´composition du potentiel e´lec-
trostatique en deux potentiels exte´rieur et inte´rieur de´pend de ce qu’on consi-
de`re comme syste`me thermodynamique :
— si l’on conside`re seulement l’e´lectrolyte, alors V ext
k
est le potentiel cre´e´
par les deux e´lectrodes (d’une interface solide/solution a` l’autre) et V int
k
le
potentiel cre´e´ par les charges e´lectrolytiques ;
— si l’on conside`re l’e´lectrolyte et les deux e´lectrodes, alors V ext
k
est le
potentiel cre´e´ par les extre´mite´s des e´lectrodes et V int
k
le potentiel cre´e´ par les
charges e´lectrolytiques et les e´lectrons du me´tal.
Exprimons, en conside´rant par exemple le second cas, ces deux contribu-
tions. Le proble`me de Poisson e´tant
∆aVk = −
∑
α=e,+,−
qαpα
k

(3.65)
avec des conditions V(i,0) = VA et V(i,n−1) = VC sur les deux frontie`res et pe´rio-
dique dans l’autre sens, alors V ext
k
est la solution de l’e´quation de Poisson (3.65)
sans sources et avec les meˆmes conditions aux limites et V int
k
est la somme de
tous les potentiels
∑
α=e,+,− q
αpα
k′
Gk
′
k
/ cre´e´e par la charge
∑
α=e,+,− q
αpα
k′
, ou`
Gk
′
k
est la fonction de Green, de´finie a` l’appendice C (e´quation 6.3.1 page 160).
Alors
Vk = V
ext
k
+
∑
k′
∑
α=e,+,−
qαpα
k′
Gk
′
k
(3.66)
Notons que la contribution de la charge qα
k′
au potentiel V int
k
au site k′ 6= k
n’est pas simplement la loi de Coulomb, mais la fonction de Green avec les
conditions aux limites (potentiel impose´ dans une direction et pe´riodique dans
l’autre) : la diffe´rence entre ces deux solutions e´tant les charges e´lectroniques
miroirs qui apparaissent dans les e´lectrodes.
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3.6.2 Système fermé : énergie libre électrochimique
On se limite dans ce paragraphe a` l’e´tude des espe`ces diffe´rentes de l’es-
pe`ce e´lectronique. On conside`re donc un syste`me ferme´ de particules charge´es,
soumises a` un champ. L’ensemble thermodynamique d’e´tude est l’ensemble ca-
nonique et les parame`tres exte´rieurs sont le volume v, la tempe´rature T , les
champs de concentration pα
k
(attention : le champ de potentiel n’est pas un
parame`tre exte´rieur). On cherche a` de´duire a` partir de l’expression du poten-
tiel e´lectrochimique µ˜α
k
, a` l’instar d’une espe`ce neutre [1], une e´nergie libre
e´lectrochimique F˜ (T, v, pα
k
) telle que pour tout k,α
µ˜α
k
=
(
∂F˜
∂pα
k
)
T,v,pβ
k
(3.67)
Expression générale de l’énergie libre
Or µ˜α
k
= µα
k
+ qαVk donc si l’on note F˜ = F + F
ex ou` F ex est la correction
d’exce`s lie´e a` qαVk, alors il faut inte´grer le syste`me pour tout k,α
qαVk =
(
∂F ex
∂pα
k
)
T,v,pβ
k
. (3.68)
On ve´rifie que
∂F ex
∂pβ
k′
∂pα
k
=
∂F ex
∂pα
k
∂pβ
k′
(3.69)
car d’apre`s (3.66) ceci est e´quivalent a`
Gk
′
k
= Gk
k′
ce qui est une proprie´te´ ge´ne´rale des fonctions de Green [12]
Donc le syste`me (3.68) s’e´crit, compte tenu de (3.66) et (3.69)
∀k,α ∂F
ex
∂pα
k
= qαV ext
k
+
∑
k′
∑
β=e,+,−
qαqβGk
′
k
pβ
k′
ce qui s’inte`gre en
F ex =
∑
k
∑
α
qαpα
k
V ext
k
+
1
2
∑
α,β
∑
k,k′
qαqβGk
′
k
pα
k
pβ
k′
(3.70)
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On peut donc proposer comme e´nergie libre [1] :
F˜ =
∑
k
{∑
a
(∑
β
∑
α
εαβ
4
DapαkDapβk
)
+ f ({pα
k
}α , T )
}
+ F ex (3.71)
avec
f ({pα
k
}α , T ) = −
z
2
∑
α
∑
β
εαβpα
k
pβ
k
+ kT
(∑
α
pα
k
ln pα
k
+ pv
k
ln pv
k
)
(3.72)
et F ex de´fini par (3.70).
F est l’e´nergie libre en l’absence de champ, qui est une fonctionnelle dis-
cre´tise´e de Ginzburg-Landau (cf. [1]).
Energie libre à l’équilibre
La correction F ex peut prendre a` l’e´quilibre une expression plus simple.
En effet, sous les conditions de l’hypothe`se de Boltzmann il existe la relation
simple entre Vk et les concentrations p
α
k
(apre`s line´arisation)
Vk = −eλ
2
D

(
p+
k
− p−
k
)
donc
F ex = −e
2λ2D
2
(
p+
k
− p−
k
)2
ce qui est une correction ne´gative (les interactions +/− l’emportant sur les
interactions −/− et +/+).
Remarque
L’expression d’e´quilibre de l’e´nergie libre peut eˆtre utilise´e hors-e´quilibre, si
l’e´volution est une succession de quasi-e´quilibres.
Evolution temporelle de l’énergie libre
Calculons la variation temporelle de F˜ (T, v, pα
k
). T et v e´tant constants,
dF˜
dt
=
∑
k
∑
α
∂F˜
∂pα
k
∂pα
k
∂t
(3.73)
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en introduisant l’e´quation cine´tique
dF˜
dt
= −
∑
α
∑
k
µ˜α
k
∑
a
M˜k,k+a
(
µ˜α
k+a − µ˜αk
)
(3.74)
Si le syste`me n’est pas ouvert :
dF˜
dt
= −
∑
α
∑
<k,k′>
M˜k,k+a
(
µ˜α
k+a − µ˜αk
)2
(3.75)
Or d’apre`s l’e´quation (3.20) (page 39) M˜k,k+a > 0 donc en allant vers l’e´qui-
libre, l’e´nergie libre e´lectrochimique de´croˆıt, jusqu’a` l’e´quilibre ou` le courant
sur chaque lien est nul donc le potentiel e´lectrochimique uniforme.
3.6.3 Système ouvert : grand potentiel
Si le syste`me est ouvert, le passage des sommations (3.74) a` (3.75) n’est
plus possible a` cause des bords. L’e´tude pre´ce´dente est valable, rappelons-le,
dans le cadre de l’ensemble canonique, c’est-a`-dire pour un syste`me ferme´ a`
l’e´change de particules. Si l’on s’inte´resse a` un syste`me ouvert a` l’e´change de
particules, il faut se placer dans l’ensemble grand canonique et en l’absence
de champ (en pre´sence de champ, voir le traitement des e´lectrons plus loin).
Supposons que, pour chaque espe`ce α pre´sente dans le syste`me, ce dernier est
en contact avec un re´servoir R de particules α de potentiel chimique µαR alors
le potentiel thermodynamique a` conside´rer est le grand potentiel, transforme´e
de Legendre de l’e´nergie libre
Ω (T, v, µαR) = F (T, v, p
α
k
)−
∑
α
µαR
∑
k
pα
k
(3.76)
En effet l’ensemble syste`me et re´servoir est ferme´ ; il peut donc eˆtre traite´
par l’ensemble canonique et l’e´nergie libre comme potentiel thermodynamique.
La variation d’e´nergie libre F αR du re´servoir de particules α est
dF αR = µ
α
RdN
α
R
puisque la tempe´rature et le volume du re´servoir sont constants. Notons que par
de´finition meˆme du re´servoir, sa taille est suffisamment grande pour pouvoir
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supposer que la variation dNαR de son nombre de particules ne modifie pas son
potentiel chimique.
Alors la variation de l’e´nergie libre du syste`me et des re´servoirs est :
dF = dFS +
∑
α
µαRdN
α
R
ou` FS est l’e´nergie libre du syste`me. Or dF ≤ 0 et dF = 0 a` l’e´quilibre,
donc si on veut trouver une fonction thermodynamique ne de´pendant que du
syste`me S, en remarquant que
dNαR = −
∑
k
pα
k
on trouve bien le grand potentiel (3.76) introduit pre´ce´demment. On a e´gale-
ment de´montre´ que
dΩ
dt
≤ 0
et a` l’e´quilibre dΩ = 0.
Calcul du grand potentiel
A la diffe´rence de l’e´nergie libre, pour laquelle cela avait un sens d’obtenir
une expression en fonction des champs de concentration pα
k
, car
∑
k
pα
k
= Nα
se conserve au cours du temps, cela n’a pas de sens de chercher a` exprimer
Ω en fonction des champs de potentiels chimiques µα
k
. En revanche, on peut
chercher a` l’exprimer en fonction des µαR, donc a` l’e´quilibre. Pour pouvoir sup-
primer le champ de concentrations dans (3.76), il faut pouvoir exprimer la
concentration en fonction du potentiel chimique, en inverser la relation (3.10).
Cela n’est pas toujours possible : pour un syste`me Av, en dec¸a` de la tempe´-
rature critique, plusieurs concentrations diffe´rentes correspondent a` une meˆme
valeur de potentiel chimique, ce qui est a` l’orgine de la transition de phase ;
Pour un syste`me a` plusieurs composants la discussion est plus de´licate, mais
cela est au moins possible pour un syste`me de type me´lange gazeux de faible
densite´ (
∑
α p
α  1). On a alors, d’apre`s les e´quations (3.76), (3.71) et (3.72) :
Ω = V f ({pα}α , T )− V
∑
α
µαRp
α
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or
µαR = −z
∑
β
εαβpα + kT ln
pα
pv
d’ou`
Ω = V
(
z
2
∑
α
∑
β
εαβpαpβ + kT ln pv
)
On pose P = −Ω/V , alors
P =
[
−kT ln pv − z
2
∑
α
∑
β
εαβpαpβ
]
(3.77)
et apre`s de´veloppement au deuxie`me ordre de ln pv = ln (1−∑α pα)
P = kT
∑
α
pα +
1
2
(∑
α
pα
)2
− z
2
∑
α
∑
β
εαβpαpβ
 . (3.78)
P est la pression grand-canonique, on retrouve bien la limite du me´lange
de gaz parfaits
∑
α p
α, la correction de covolume5 1
2
(
∑
α p
α)2 et la correction
a` la pression cine´tique, due aux interactions interparticulaires, ne´gative si les
interactions sont attractives. Dans (3.78), le premier terme diverge si pv → 0
comme dans l’e´quation de Van der Waals, lorsque le volume offert tend vers le
volume des particules ([11], comple´ment III.G).
3.6.4 Energie libre des électrons
On conside`re un gaz d’e´lectrons sur un support me´tallique constitue´ de par-
ticules immobiles, isole´ dans un volume fixe´ v et en contact avec un thermostat
a` la tempe´rature T . De l’expression du potentiel chimique d’un e´lectron (cf.
5L’e´quation line´arise´e de Van der Waals s’e´crit P = NkT/ (V − βN) − α (N/V )2 ou` β
est le covolume et α une constante positive caracte´ristique du fluide. Le covolume de 1/2 de
l’e´quation (3.78) s’interpre`te comme suit : s’il y a N particules (toutes espe`ces confondues),
alors pour chacune des N (N − 1) /2 ∼ N 2/2 paires possibles, il y a un volume exclu de
a2, donc un volume exclu total de N2a2/2, soit un volume exclu par particule de Na2/2.
Rapporte´ au volume total V , on retrouve bien un covolume de 1/2.
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Eq. (3.36, page 50), on peut de´duire l’expression de l’e´nergie libre e´lectrochi-
mique F˜ e, de´finie pour un syste`me d’e´lectrons de Fermi, dans les conditions
de l’ensemble canonique par
µ˜e
k
=
(
∂F˜ e
∂pe
k
)
pe
k′
,T,v
pour tout k.
On montre de la meˆme manie`re que pre´ce´demment que la de´rive´e tempo-
relle de F˜ e est ne´gative, l’e´quilibre correspondant a` un minimum d’e´nergie libre
e´lectrochimique.
Comme dans le cas pre´ce´dent, on doit inte´grer le terme de potentiel qeVk,
le potentiel e´tant solution d’une e´quation de Poisson, avec des conditions aux
limites pe´riodiques dans un sens, fixe´ au de´but de l’e´lectrode et portant sur la
de´rive´e du potentiel a` l’interface me´tal/liquide. On garde pour l’instant cette
contribution sous forme inte´grale, bien qu’on puisse donner une expression
explicite avec les fonctions de Green approprie´es (qui sont diffe´rentes de celles
du cas pe´ce´dent). Alors, par inte´gration entre pe0 et p
e
k
(on note δpe
k
= pe
k
− pe0)
F˜ e (pe
k
, T, v) = F˜ e (pe0, T, v) +
∑
k
δpe
k
(EF + q
eV0) (3.79)
+qe
∑
k
∫
(Vk (p
e
k
)− V0) δpek +
(δpe
k
)2
2D (EF )
(3.80)
pe0 e´tant la concentration d’e´lectrons libres du me´tal et V0 le potentiel du
me´tal, cette e´nergie libre e´tant de´finie hors-e´quilibre.
Energie libre à l’équilibre
Les relations (3.33) a` (3.36) obtenues pre´ce´demment, permettent d’e´crire
le potentiel e´lectrochimique de l’espe`ce e´lectronique a` l’e´quilibre ainsi :
µ˜e
k
(pe
k
) = EF − eV0 − e
2λ2s

(
λ2s∆a (p
e
k
)− δpe
k
)
qui par inte´gration donne l’e´nergie libre e´lectrochimique
F˜ e (pe
k
, T, v) = F˜ e (pe0, T, v) +
∑
k
e2λ2s
2
[
λ2s (Dapek)2 + (δpek)2
]
(3.81)
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A l’e´quilibre, on rappelle que
δpe
k
=

eλ2s
δVk (3.82)
donc
F˜ e (pe
k
, T, v) = F˜ e (pe0, T, v) +
∑
k
(

2
(DaVk)2 + 1
2
eδpe
k
δVk
)
(3.83)
ou` l’on reconnaˆıt l’e´nergie E2
k,k+a/2 du champ e´lectromagne´tique Ek,k+a =
DaVk et celui des charges supple´mentaires dans le champ cre´e´ par elles-meˆmes.
Il est important de noter que le proble`me e´lectrostatique dans l’e´lectrolyte est
diffe´rent de celui des e´lectrodes (en terme d’e´lectroneutralite´ et de conditions
aux limites sur le potentiel).
Comme δVk est dans la limite continue une fonction exponentiellement
croissante (facteur 1/λs), on a
DaVk = DaδVk = δVk
λs
donc en utilisant (3.82)

2
(DaVk)2 = 
2
(δVk)
2
λ2s
=
1
2
eδpe
k
δVk (3.84)
donc une e´quipartition de l’e´nergie entre le champ et les particules.
Mais le cas d’e´tude des e´lectrons qui nous inte´resse est celui ou` le syste`me
constitue´ par les e´lectrons n’est pas ferme´, mais en contact avec un re´servoir
d’e´lectrons au potentiel V0. On doit donc passer d’une situation ou les para-
me`tres exte´rieurs sont pe
k
, T et v a` une situation ou` les parame`tres exte´rieurs
sont µ˜e0, T et v (µ˜
e
0 = EF + q
eV0) donc la transformation de Legendre
6 :
Ω (µ˜e0, T, v) = F˜
e (pe
k
, T, v)−
∑
k
µ˜e0p
e
k
(3.85)
6en fait cette transformation cache deux transformation de Legendre :∑
k
µ˜e0p
e
k
=
∑
k
µe0p
e
k
− epe
k
V0
le premier terme correspondant a` la transformation de Legendre en l’absence de champ
(purement chimique) et le second au cas du condensateur (purement e´lectrique).
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Avec la meˆme de´marche que pre´ce´demment, Il est aise´ de ve´rifier que
dΩ
dt
< 0 .
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Chapitre 4
Etudes numériques
Le mode`le EMFKE complet est d’une complexite´ mathe´matique qui rend
l’e´tude analytique difficile. Ainsi, par exemple, une e´tude ge´ne´rale de la double
couche a` l’e´quilibre se fait par re´solution de l’e´quation non-line´aire de Poisson-
Boltzmann : dans le cas macroscopique a` une dimension, il est possible de
re´soudre entie`rement le proble`me ([1], Appendice A). En revanche, notre for-
mulation ge´ne´rale de l’e´quation non-line´aire de Poisson-Boltzmann fait inter-
venir entre autres le champ de concentration de solvant, lequel peut eˆtre ob-
tenu a` l’e´quilibre, mais avec une de´pendance en les champs ioniques, lesquels
de´pendent eux-meˆmes du potentiel : nous devons donc re´soudre un syste`me
d’e´quations couple´es. Aussi se limite-t-on dans la pre´sente the`se a` diffe´rentes
e´tudes nume´riques, a` une dimension, essentiellement pour tester le comporte-
ment du mode`le, et a` deux dimensions, pour obtenir des croissances dendri-
tiques. Apre`s avoir pre´sente´ les diffe´rents ordres de grandeurs, nous indiquons
comment pre´parer nume´riquement un syste`me de type e´lectrochimique initial,
a` partir duquel on e´tudie nume´riquement l’interface me´tal-liquide a` l’e´quilibre,
l’e´tat stationnaire d’un syste`me unidimensionnel en croissance, sur les traces
du mode`le de Chazalviel [2], et enfin ces croissances en deux dimensions.
4.1 Préparation d’un système électrochimique
4.1.1 Ordres de grandeurs
Nous passons en revue les diffe´rentes familles de parame`tres, avec les argu-
ments qui permettent de fixer un ordre de grandeur de leur valeur. On pourrait
85
86 Chapitre 4. Etudes numériques
chercher a` utiliser des valeurs proches de valeurs expe´rimentales, mais par de´-
faut, nous pre´fe´rons pour plus de simplicite´ fixer les quatre unite´s e´le´mentaires
a` l’unite´ :
– unite´ de distance : pas du re´seau a = 1 ;
– unite´ de temps : pas de temps δt = 1 ;
– unite´ d’e´nergie : tempe´rature kT = 1 ;
– unite´ e´lectrique : charge e = 1.
Les parame`tres de notre mode`le sont des coefficients cine´tiques (fre´quence
de saut, transfert), des e´nergies (e´nergies d’interaction), des concentrations
et des parame`tres e´lectriques (diffe´rence de potentiel, permittivite´, e´nergie de
Fermi et densite´ de Fermi).
Constantes de temps du problème
Les parame`tres cine´tiques sont les pre´facteurs constants :
1. dans les probabilite´s de saut pour le transport des espe`ces
– espe`ces non e´lectroniques : ωα, α ∈ {+,−, 0, s}
– espe`ce e´lectronique : ωe
2. dans le transfert e´lectronique : ω∗
Pour avoir un potentiel e´lectrostatique uniforme dans les e´lectrodes me´tal-
liques, le transport e´lectronique doit eˆtre rapide devant le transport ionique
en solution. Donc la mobilite´ e´lectronique M˜ e
k,k+a doit eˆtre tre`s supe´rieure
a` la mobilite´ des espe`ces non e´lectroniques M˜α
k,k+a (α ∈ {+,−, s, 0}). Pour
avoir un proble`me e´lectrostatiquement correct, il suffit d’avoir cette condition
pour α ∈ {+,−}, mais il est physiquement plus raisonnable de supposer que
toutes les espe`ces non e´lectroniques sont plus lentes que l’espe`ce e´lectronique
(les mobilite´s respectives des espe`ces charge´es et non charge´es jouant un roˆle
important dans la cine´tique).
En conclusion, compte tenu des expressions des mobilite´s de l’espe`ce e´lec-
tronique (Eq. (3.38) page 52) et de l’espe`ce α non e´lectronique (Eq (3.20) page
39) dans la double couche (ou` elles sont maximales)
ωe
qαE
kT
 ωα0 (pv)2 shc
(
qαE
kT
)
(4.1)
ou` E est l’ordre de grandeur du champ e´lectrique dans la double couche (cf.
section 4.1.1 pour estimation de E).
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De plus, dans le cas ou` nous souhaitons obtenir une instabilite´ de croissance
e´lectrochimique, le temps caracte´ristique de transport des cations au voisinage
de la cathode doit eˆtre tre`s infe´rieur au temps de transfert e´lectronique. Dans
le cas contraire, le cation a le temps d’explorer toute la surface et s’attache
pre´fe´rentiellement dans les zones favorise´es par la thermodynamique, c’est-a`-
dire les creux (d’ou` stabilisation de l’irre´gularite´ par diffusion de surface).
Donc
ω∗
qαE
kT
 ωα0 (pv)2 shc
(
qαE
kT
)
. (4.2)
Enfin, le transport e´lectronique doit compenser les charges e´lectroniques
perdues dans le transfert, sinon l’e´lectroneutralite´ du me´tal n’est plus assure´e,
soit
ωe  ω∗ (4.3)
Le choix des parame`tres de pc et ξ de la fonction de seuil continu (Eq. (3.39)
page 52) est tel que le temps de l’experience τ expe´rience soit tre`s faible devant le
temps de transport e´lectronique dans la solution τ eS ; ceci ne permet en revanche
pas d’e´viter l’apparition de charges e´lectroniques a` l’anode (d’ou` la relaxation
e´lectronique, pour laquelle on choisit un parame`tre pc diffe´rent de celui utilise´
pour le transport et le transfert, afin d’e´pargner les zones d’interfaces).
En conclusion, les diffe´rents temps caracte´ristiques doivent satisfaire
τ eA,C  τ ∗A,C  τ+/−/vS,A,C  τ expe´rience  τ eS ,
donc des e´chelles de temps sur 3 ordres de grandeur diffe´rents. Dans les calculs
nume´riques, on resserre le plus possible les diffe´rents ordres pour re´duire le
temps d’expe´rience.
Concentrations
Dans une expe´rience, l’e´lectrolyte contenant l’espe`ce e´lectroactive a un
concentration de 10−1 a` 10−3mol.`−1 (en revanche, l’e´lectrolyte support, utilise´
pour rendre la migration ne´gligeable devant la diffusion, est beaucoup plus
concentre´), a` comparer avec la concentration d’un solvant pur, soit quelques
dizaines de mol.`−1 (exactement 55 mol.`−1 pour l’eau pure), soit p+S ∼ 10−2 a`
10−5. Nous choisirons ge´ne´ralement une concentration
p+S ∼ 10−2 ,
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car la vitesse de croissance de l’e´lectrode augmente fortement avec la concentra-
tion cationique. De surcroˆıt, le calcul nume´rique est ralenti lorsque les concen-
trations pre´sentes dans le syste`me ont des valeurs trop extreˆmes. La concen-
tration de solvant dans le domaine de la solution (S) et de l’espe`ce me´tallique
dans le domaine des e´lectrodes (C/A) ont une concentration proche de 1. En
pratique, on choisit
p0C,A ∼ 0, 9 et psS ∼ 0, 9
car dans chaque domaine existent aussi des petites concentrations des autres
espe`ces.
Grandeurs énergétiques
Les e´nergies d’interaction sont choisies simultane´ment avec les concentra-
tions dans le diagramme de phase du syste`me me´tal-solvant (M 0Sv). Pour
simplifier le choix, on impose une syme´trie comple`te entre ces deux espe`ces
soit :
– concentrations p0C,A = p
s
S et p
0
S = p
s
C,A ;
– e´nergies d’interaction εss = ε00.
Comme nous le verrons dans la section suivante, notre syste`me complet
est un syste`me M 0Sv (me´tal, solvant et lacunes) initialement totalement sy-
me´trique, que l’on perturbe pas des petites concentrations ioniques. Concre`te-
ment, on choisit une valeur de εsα > 0 et ε0s (nous avons pris ε0s = 0 pour avoir
des phases bien se´pare´es), et le diagramme de phase donne les concentrations
d’e´quilibres p0C,A = p
s
S et p
0
S = p
s
C,A. Pour le choix des e´nergies d’interaction
entre les ions et les espe`ces neutres (on rappelle que les e´nergies d’interac-
tion entre les espe`ces charge´es sont factorie´es dans le proble`me de Poisson),
nous supposons pour simplifier que chaque ion a les meˆmes proprie´te´s d’in-
teraction avec les autres espe`ces neutres que le solvant ε+s = ε−s = εss et
ε+0 = ε−0 = εs0 : en particulier, nous supprimons toute adsorption spe´cifique.
En conclusion, le tableau des e´nergies d’interaction est ici choisi en fonction
uniquement de εss et εs0 :
εαβ 0 + − s
0 εss ∗εs0 ∗εs0 εs0
+ × 0 0 εs0
− × × 0 εs0
s × × × ε00
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les e´nergies indique´es avec des aste´riques sont les premie`res e´nergies qu’il
serait inte´ressant de modifier, pour e´tudier les effets d’adsorption.
Grandeurs électriques
Lorsqu’on a atteint l’e´quilibre thermodynamique du syste`me M 0SM+A−v,
en l’absence de diffe´rence de potentiel applique´e, l’exce`s d’e´lectrons est nul
en tous points. Lorsqu’on applique une diffe´rence de potentiel VA − VC, deux
limites sont inte´ressantes :
– faible diffe´rence de potentiel pour la line´arisation de l’hypothe`se de
Poisson-Boltzmann : e (VA − VC)  kT , donc VA−VC  1. En pratique,
on choisit VA − VC ∼ 1− 0, 01 (soit quelques dizaines de millivolts) ;
– forte diffe´rence de potentiel pour la croissance arborescente. Dans les
expe´riences, a` la tempe´rature (kT = 1/40 eV), la diffe´rence de potentiel
est de quelques volts, donc un facteur 100 entre e (VA − VC) et kT . Donc,
dans nos unite´s, VA − VC ∼ 100 (soit de l’ordre du volt).
L’ordre de grandeur du champ e´lectrique E au voisinage de l’interface, dans
une expe´rience de croissance, peut eˆtre estime´ (on se re´fe`re aux expe´riences de
croissance unidimensionnelles de la section 4.3.1) comme suit : la chute de
potentiel est essentiellement localise´e sur quelques dizaines de sites, donc si
VA − VC ∼ 100 alors E ∼ 1 (soit de l’ordre de 107 V.m−1).
Pour la permittivite´, remarquons que l’e´nergie d’interaction entre deux ions
voisins est plutoˆt supe´rieure mais du meˆme ordre de grandeur qu’une interac-
tion dipoˆlaire ou ion-dipoˆle
e2
εa
∼ εss, εs+
donc, dans notre syste`me d’unite´s, ε ∼ 1− 0, 1.
La modification de la permittivite´ permet de faire varier le pre´facteur e/ε
dans l’e´quation de Poisson, donc la courbure du potentiel a` un e´cart a` l’e´lec-
troneutralite´ donne´, soit finalement l’intensite´ du champ e´lectrique : si on aug-
mente la courbure en diminuant ε, le transport des espe`ces ioniques augmente.
La densite´ de charges e´lectroniques a` la surface peut pour une expe´rience
typique eˆtre estime´e comme suit : la capacite´ de double couche est de l’ordre
du µF.cm−1 donc pour une diffe´rence de potentiel de l’ordre du dixie`me de
volt, la densite´ de charges e´lectronique est de l’ordre de 10−7C.cm−2 ; or un
site a une surface de 0, 1 nm2 donc la densite´ d’e´lectrons en exce`s est de l’ordre
de 10−3.
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L’e´nergie de Fermi EF ou la tempe´rature de Fermi est de l’ordre de quelques
centaines de fois la tempe´rature kT , donc EF ∼ 100. La densite´ d’e´nergie au
niveau de Fermi ve´rifie D (EF ) ∼ n0/EF avec n0 densite´ d’e´lectrons libres dans
le me´tal, soit n0 ∼ 1 donc D (EF ) ∼ 10−2. Dans nos expe´riences, on s’autorise a`
choisir des valeurs moins re´alistes de EF et D (EF ), notamment pour EF , pour
que les concentrations d’e´quilibre thermodynamique soient les concentrations
d’e´quilibre du transfert e´lectronique.
4.1.2 Equilibre initial
Nous de´crivons ici la suite des e´tapes permettant de pre´parer un syste`me
pour une expe´rience nume´rique. La partie la plus de´licate est de trouver un
e´quilibre initial a` deux phases, e´lectrodes et solution, et a` quatre espe`ces,
atomes me´talliques, solvant, cations et anions, car avec autant d’espe`ces, le
diagramme de phases est tre`s complique´. Dans un premier temps, nous avons
recherche´ des valeurs pour les e´nergies d’interaction et les concentrations don-
nant un potentiel chimique identique pour chaque espe`ce dans chaque phase, et
un grand potentiel uniforme : les syste`mes obtenus e´taient toujours instables.
La seconde approche consiste a` partir d’un syste`me a` deux composants me´tal-
solvant syme´trique, pour lequel le diagramme de phases est simple et de le
perturber en y ajoutant une petite concentration uniforme d’ions.
Système métal-solvant symétrique
Un tel syste`me M 0Sv, appele´ ge´ne´riquement ABv, a e´te´ e´tudie´ en de´tail
dans ([3] p. 128-130). Dans la suite A et B sont indiffe´remment le solvant ou le
me´tal, puisque le syste`me est syme´trique. Si l’on conside`re un syste`me syme´-
trique (A et B sont au choix le solvant ou le me´tal), avec dans chaque phase
a` l’e´quilibre, une espe`ce concentre´e (p + q) /2 et une espe`ce dilue´e (p− q) /2,
alors p et q sont solutions de l’e´quation (p est la somme des concentrations, q
la diffe´rence) :
−zεq + kT
2
ln
p + q
p− q = 0 (4.4)
avec
ε = (εAA + εBB − 2εAB) /2 . (4.5)
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Soit
p =
q
th
(zεq
kT
) (4.6)
L’interaction configurationnelle ε doit eˆtre attractive, donc ε > 0. La tem-
pe´rature est choisit proche de 1 pour limiter le potentiel d’accrochage. Par
ailleurs, on souhaite avoir p ∼ q (la petite concentration est faible devant la
grande), p ∼ 0.9 (phases presque pures), mais avec suffisamment de lacunes
pour des concentrations ioniques de l’ordre de 10−2. Enfin la concentration me´-
tallique dans la solution (et inversement) doit eˆtre petite, mais pas trop (sinon
syste`me ralenti par ces petites concentrations). On choisit p−q ∈ [10−2, 10−3] .
Voici quelques exemples de valeurs nume´riques possibles pour q ∈
[0.9, 0.96] ; kT ∈ [0.9, 1.1] (pre´ce´demment on a suppose´ kT = 1, les valeurs
donne´es pour kT = 0.9 ou kT = 1.1 sont a` titre indicatif) ; εAB = [−0.5, 0.2] ;
εAA = εBB ; z = 4 (une case pour laquelle une concentration est ne´gative est
indique´e par le symbole ×) ; enfin, on rappelle que A/B sera respectivement
solvant/me´tal dans la premie`re phase et me´tal/solvant dans l’autre phase :
q=0.9 kT=0.9 kT=1 kT=1.1
εAB=-0.5
pA=0.9
pB=0.002235
pV =9.55e-02
pA=0.905
pB=0.004085
pV =9.18e-02
pA=0.905
pB=0.0067
pV =8.66e-02
εAB=0
pA=0.915
pB=0.0168
pV =6.64e-02
pA=0.925
pB=0.0253
pV =4.94e-02
pA=0.935
pB=0.03545
pV =2.91e-02
εAB=0.2
pA=0.94
pB=0.03825
pV =2.35e-02
× ×
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q=0.92 kT=0.9 kT=1 kT=1.1
εAB=-0.5
pA=0.92
pB=0.002
pV =7.60e-02
pA=0.925
pB=0.0037
pV =7.26e-02
pA=0.925
pB=0.00615
pV =6.77e-02
εAB=0
pA=0.935
pB=0.0157
pV =4.86e-02
pA=0.945
pB=0.0238
pV =3.24e-02
pA=0.955
pB=0.0336
pV =1.28e-02
εAB=0.2
pA=0.955
pB=0.0363
pV =7.39e-03
× ×
q=0.94 kT=0.9 kT=1 kT=1.1
εAB=-0.5
pA=0.94
pB=0.00179
pV =5.64e-02
pA=0.945
pB=0.00335
pV =5.33e-02
pA=0.945
pB=0.0056
pV =4.88e-02
εAB=0
pA=0.955
pB=0.01465
pV =3.07e-02
pA=0.96
pB=0.0224
pV =1.52e-02
×
εAB=0.2 × × ×
q=0.96 kT=0.9 kT=1 kT=1.1
εAB=-0.5
pA=0.96
pB=0.0016
pV =3.68e-02
pA=0.965
pB=0.003035
pV =3.39e-02
pA=0.965
pB=0.00515
pV =2.97e-02
εAB=0
pA=0.975
pB=0.01365
pV =1.27e-02
× ×
εAB=0.2 × × ×
Dans la suite, on e´tudie l’ensemble de parame`tres suivants : kT = 1.0, z =
4, εAA = εBB = 1.0, εAB = 0, q = 0.9, pA = 0.92528, pB = 0.02528, pV =
0.04944.
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Perturbation du système ABv par l’électrolyte
Partant d’un syste`me me´tal-solvant a` l’e´quilibre, on ajoute une petite
concentration uniforme d’e´lectrolyte dans tout le syste`me, avec des conditions
aux limites de type fixes portant sur les concentrations (contact avec des re´-
servoirs). On observe la solution se concentrer en ions, venant de l’exte´rieur,
l’objectif e´tant d’obtenir un e´quilibre thermodynamique, avec des potentiels
chimiques et un grand potentiel uniformes.
Lorsque la concentration e´lectrolytique initiale est faible (p
+/−
C,A = 10
−4) on
atteint l’e´quilibre : {
p
+/−
C,A = 10
−4
p
+/−
S = 3, 52.10
−3
(4.7)
Les potentiels chimiques des ions (les concentrations cationique et anio-
nique sont parfaitement syme´triques en l’absence de champ), du me´tal et du
solvant s’uniformisent (figure 4.1) et la valeur du grand potentiel volumique
dans la solution devient identique a` celle des e´lectrodes (figure 4.2). A l’inter-
face, le grand potentiel volumique a un pic : ceci est duˆ a` la pre´sence du terme
entropique re´sultant kT ln pv
k
dans l’expression mathe´matique du grand poten-
tiel Ω (re´sultat purement mathe´matique). Les concentrations e´voluent (figure
4.1.2) jusqu’a` atteindre un e´quilibre avec les valeurs des concentrations (4.7).
On souhaite augmenter la concentration e´lectrolytique d’e´quilibre, pour ob-
tenir un transport de matie`re plus important vers l’interface, et une croissance
plus rapide : si l’on ajoute une concentration initiale de p
+/−
C,A = 3.10
−4 alors
on obtient des potentiels chimiques uniformes pour des concentrations (figure
4.5) {
p
+/−
C,A = 3.10
−4
p
+/−
S = 1, 06.10
−2
Mais l’e´cart de grand potentiel entre la solution et les e´lectrodes augmente
(figure 4.4), avec
ΩS < ΩA,C < 0
donc la pression de l’e´lectrolyte est supe´rieure a` celle des e´lectrodes, et le
fluide repousse les e´lectrodes. Mais l’e´chelle de temps de ce phe´nome`ne est tre`s
supe´rieure a` l’e´chelle de temps ne´cessaire a` obtenir l’uniformite´ des potentiels
chimiques : on pourra donc conside´rer ce pseudo-e´quilibre, comme e´quilibre
initial, auquel on applique une diffe´rence de potentiel.
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0.5
t = 0
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t = 1 700 000
Fig. 4.1 – e´volution du potentiel chimique de l’espe`ce me´tallique µ˜0
k
(ordon-
ne´e) en fonction du site k (abscisse) : on observe une uniformisation de cette
grandeur, ainsi que des autres potentiels chimiques, ce qui permet d’atteindre
l’e´quilibre thermodynamique initial (expe´rience 300).
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Fig. 4.2 – e´volution du grand potentiel volumique Ωk (ordonne´e) en fonction
du site k (abscisse) : le grand potentiel volumique de la solution devient e´gal au
grand potentiel volumique des e´lectrodes : a` t = 1, 7.106 ΩA,C −ΩS = 0, 5.10−2
(expe´rience 300).
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Fig. 4.3 – profils de concentration d’e´quilibre des ions et du me´tal : on a choisi
des concentrations initiales proches de l’e´quilibre final (expe´rience 300).
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t = 9.9E6
Fig. 4.4 – le grand potentiel volumique de la solution est plus petit que le
grand potentiel des e´lectrodes. Donc la pression de la solution est supe´rieure a`
celle des e´lectrodes : en conse´quence, la solution repousse les e´lectrodes, mais
ceci sur une e´chelle de temps beaucoup plus longue que celle de l’uniformisation
des potentiels chimiques. A titre de comparaison avec l’expe´rience pre´ce´dente,
a` t = 2.106 ΩA,C − ΩS = 2, 5.10−2 (expe´rience 615).
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cation (x 60, t = 0)
Fig. 4.5 – e´volution des concentrations vers le pseudo-e´quilibre, lorsque les
potentiels chimiques sont uniformise´s. Les e´lectrodes sont repousse´es par le
fluide d’un site par intervalle de temps e´gal a` 2× 106 (expe´rience 615).
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Si l’on augmente encore la concentration ionique a` p
+/−
C,A = 3.10
−3, alors les
deux e´chelles de temps que l’on vient d’introduire ne sont plus se´pare´es sous
une diffe´rence de grand potentiel ΩA,C − ΩS = 2, 5.10−2, les e´lectrodes sont
rapidement repousse´es par l’e´lectrolyte (figure 4.7). Les potentiels chimiques ne
s’uniformisant pas (figure 4.6), on ne peut conside´rer cette situation comme un
e´quilibre thermodynamique initial auquel on applique une petite diffe´rence de
potentiel. En revanche, pour une diffe´rence de potentiel importante, on pourrait
l’admettre, car alors les variations de potentiel e´lectrochimique dans le syste`me
seraient beaucoup plus importantes que les variations de potentiels chimiques :
en d’autres termes, le caracte`re hors-e´quilibre e´lectrochimique initial doˆıt eˆtre
beaucoup plus important que le carace`re hors e´quilibre du syste`me en l’absence
de champ.
0 50 100 150 200
−1.8
−1.75
−1.7
−1.65
−1.6
metal (t = 2E6)
metal (t = 4E6)
cations/anions (+ 2.2, t = 2E6)
cations/anions (+2.2, t = 4E6)
Fig. 4.6 – Les potentiels chimiques des ions et du me´tal ne s’uniformisent pas
au cours du temps (expe´rience 651).
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t = 2E6
t = 4E6
Fig. 4.7 – Initialement, la solution se remplit en espe`ces ioniques, puis la
solution repousse les e´lectrodes (expe´rience 651).
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Fermeture des extrémités du système
L’e´quilibre a` quatre composants e´tant atteint, nous devons, avant d’appli-
quer une diffe´rence de potentiel, fermer les deux extreˆmite´s du syste`me, pour
toutes les particules : en effet, les champs de concentrations e´tant couple´s entre
eux, conside´rer des conditions aux limites fixes pour l’espe`ce me´tallique et de
type flux nul pour l’e´lectrolyte et le solvant pose un proble`me de consistance
the´orique. L’introduction de l’espe`ce e´lectronique, pour laquelle il est ne´ces-
saire d’avoir des conditions aux limites diffe´rentes de celles des autres espe`ces,
pose a` nouveau ce proble`me (couplage par le champ e´lectrostatique) : dans
l’e´tude nume´rique, nous supposerons qu’a` une certaine distance de l’interface,
les e´lectrons s’adaptent instantane´ment pour assurer la neutralite´ e´lectrique
du me´tal (temps de relaxation du conducteur, inversement proportionnel a` la
conductivite´ e´lectrique, suppose´ infiniment petit devant les autres e´chelles de
temps), donc cette hypothe`se assure, dans le coeur des e´lectrodes et aux ex-
tre´mite´s du syste`me, un potentiel inde´pendant des espe`ces charge´es, donc le
de´couplage dans ces meˆmes re´gions, des e´lectrons des autres espe`ces, ce qui
assure la consistance.
Pour limiter la perturbation a` la frontie`re du syste`me lorsqu’on ferme le
syste`me, on conside`re que les e´lectrodes sont en contact avec un me´tal support
de concentration 1 (sans lacunes) et dont la fre´quence de saut est nulle : il ne
peut donc y avoir de transfert de particules a` l’exte´rieur autre que les e´lectrons.
Pour limiter les effets de bord, on prend une e´nergie d’interaction entre chaque
espe`ce α = {0, +,−, s} et ce me´tal, ε∗α telle que l’e´nergie d’interaction d’une
particule de l’espe`ce α au voisinage de ce me´tal soit la meˆme qu’au sein de
l’e´lectrode, donc
ε∗α =
∑
β∈{0,+,−,s}
pαC/Aε
αβ .
Choix de l’énergie de Fermi
Avant d’e´tablir une diffe´rence de potentiel, on doit attribuer la valeur de
l’e´nergie de Fermi EF . On doit donc tenir compte du transfert e´lectronique.
En l’absence de diffe´rence de potentiel, au de´part
µ˜eC/A = µ˜
e
S = EF
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et l’e´quilibre thermodynamique des autres espe`ces, les potentiels e´lectrochi-
miques sont uniformes et connus
µ˜αC/A = µ˜
α
S
donc, les concentrations et les e´nergies d’interaction e´tant fixe´es, il existe une
seule valeur EF telle que le transfert e´lectronique ne perturbe pas l’e´tat d’e´qui-
libre thermodynamique initial, c’est-a`-dire tel que
µ˜0C/A = µ˜
+
C/A + µ˜
e
C/A .
Pour une valeur diffe´rente de EF on aura soit dissolution des deux e´lec-
trodes soit de´position aux deux e´lectrodes, jusqu’a` atteindre un nouvel e´tat
d’e´quilibre. Dans les simulations nume´riques, on choisit ge´ne´ralement cette
valeur particulie`re de EF .
Ajout de la différence de potentiel
Une fois l’e´quilibre de la re´action e´lectrochimique atteint, on applique une
diffe´rence de potentiel fixe´e entre les deux e´lectrodes. Dans un premier temps,
tre`s court, une distribution alge´brique de charges e´lectroniques s’e´tablit aux
interfaces dans les e´lectrodes. A cet instant, le potentiel e´lectrostatique Vk est
uniforme dans les e´lectrodes et rectiligne entre les deux e´lectrodes. Le transfert
e´lectronique a lieu en tout point ou` µ˜0
k
− µ˜+
k
+ µ˜e
k+a est non nul or, avant tout
mouvement des espe`ces non-e´lectroniques µ0C/A = µ
+
C/A + µ
e
C/A donc initiale-
ment, le transfert e´lectronique de´pend de Vk − Vk+a qui est : (i) nul dans les
e´lectrodes et (ii) e´gal a` (VA − VC) (a/LS) dans la solution. Apre`s, les ions se
condensent au voisinage des e´lectrodes, ce qui augmente le champ e´lectrique
en ces lieux, et l’intensite´ du transfert.
4.2 Etude de l’interface métal-solution
Les syste`mes e´lectrochimiques pre´sentent des e´chelles de longueur tre`s dif-
fe´rentes : atomique pour le transfert e´lectronique et la double couche de Helm-
holtz, nanome´trique a` microme´trique pour la double couche diffuse et enfin mil-
lime´trique pour le champ de diffusion-migration. Les e´tudes e´lectrochimiques
ne se placent jamais simultane´ment dans ces trois e´chelles microscopique, me´-
soscopique et macroscopique. Par exemple, le mode`le de Chazalviel occulte
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comple`tement l’e´chelle microscopique, tandis que les e´tudes de doubles couches
se situent aux e´chelles microscopique et me´soscopique. Nous e´tudions ici com-
ment notre mode`le se comporte a` cette e´chelle.
Pour l’e´tude d’une e´lectrode, on distingue deux cas d’e´tude simples ([8] p.
13) : l’e´lectrode ide´alement polarisable et l’e´lectrode parfaitement re´versible.
La premie`re situation correspond a` la limite ou` le transfert e´lectronique
est infiniment lent, les valeurs des concentrations ioniques en solution ne sont
alors pas modifie´es par une variation du potentiel applique´, seule la zone de
double couche change. On est ainsi entie`rement libre de faire varier le potentiel
d’e´lectrode et l’on n’atteint pas d’e´quilibre du transport.
A l’oppose´, une e´lectrode parfaitement re´versible est le sie`ge d’un trans-
fert e´lectronique tre`s rapide, qui permet de retrouver un e´quilibre, avec des
concentrations et un potentiel d’e´lectrode donne´s par l’e´quation de Nernst.
Cette e´lectrode est parfois dite ide´alement non polarisable, puisqu’avec la re-
lation supple´mentaire qu’est l’e´quation de Nernst, on perd un degre´ de liberte´.
4.2.1 Electrode idéalement polarisable
Conside´rons une e´lectrode en contact avec un e´lectrolyte non e´lectroactif :
cette e´lectrode est alors ide´alement polarisable. En raison, par exemple, de
l’adsorption spe´cifique de l’un des deux ions – en ge´ne´ral l’anion, il se forme
une double couche dans la solution, responsable d’une diffe´rence de potentiel
entre la solution et le me´tal. Dans notre e´tude, la seule dissyme´trie entre l’anion
et le cation est l’e´lectroactivite´ de ce dernier, puisque pat ailleurs ε+0 = ε−0,
il n’y a donc pas d’adsorption spe´cifique. Si l’on conside`re une cellule syme´-
trique, en l’absence de transfert e´lectronique, l’e´lectroneutralite´ de la solution
est conserve´e, donc sans diffe´rence de potentiel applique´e, il ne peut apparaˆıtre
de charges e´lectroniques dans le me´tal (par application du the´ore`me de Gauss
sur un volume entourant les deux interfaces me´tal-solution et la solution). En
revanche, si l’on applique une diffe´rence de potentiel entre les deux e´lectrodes,
il apparaˆıt les charges e´lectroniques dans les e´lectrodes qeA et q
e
C = −qeA (d’apre`s
l’e´lectroneutralite´ du syste`me complet et de l’e´lectrolyte seul). Par ailleurs, il
apparaˆıt des exce`s de charges ioniques aux deux e´lectrodes q
+/−
A et q
+/−
C avec
q
+/−
A = −q+/−C et q+/−A = −qeA, comme le montre la figure 4.8.
Le potentiel au centre de la cellule est e´gal a` (VC − VA) /2, donc en notant
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Fig. 4.8 – exemple de profils obtenus pour la densite´ de charge et le potentiel,
pour un syste`me syme´trique, avec deux e´lectrodes polarisables, soumises a`
une diffe´rence de potentiel donne´e. On observe la formation de deux doubles
couches dans les zones interfaciales (expe´rience 280).
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U la diffe´rence de potentiel entre l’anode et le milieu de la solution1 soit U =
VA − (VC + VA) /2, alors :
— lorsque U = 0 la charge porte´e par l’anode est nulle ;
— si U > 0 une charge qA (U) apparaˆıt.
En conside´rant dans ces expe´riences l’autre e´lectrode, on obtient directe-
ment par syme´trie qA (−U). On peut alors de´terminer la capacite´ diffe´rentielle
Cd (U) =
(
∂q
∂U
)
composition
appele´e encore capacite´ de Gouy-Chapman.
Enfin, en conside´rant l’e´quation de Lippman [7], diffe´rentielle de la tension
de surface γ
dγ = −qAdU − Γ+k d
(
µ+S + µ
−
S
)
(4.8)
on obtient, a` composition constante, la tension de surface γ (on peut aussi
de´duire la capacite´ diffe´rentielle comme e´tant la de´rive´e seconde de γ (U)).
Notre syste`me comporte quelques diffe´rences avec l’e´tude expe´rimentale
classique : (i) le dispositif de Grahame [4] est constitue´ d’une e´lectrode ide´a-
lement polarisable de mercure, d’un e´lectrolyte KCl et d’une e´lectrode de re´-
fe´rence re´versible de type Ag(s)/AgCl(s), avec une contre-e´lectrode. Dans la
re´alite´ expe´rimentale, on ne peut jamais supposer les ions comme syme´triques,
d’ou` la ne´cessite´ d’utiliser l’e´lectrode de re´fe´rence pour supprimer le degre´ de li-
berte´ ; (ii) la grandeur que l’on mesure est la tension de surface γ de l’e´lectrode
de Mercure, en utilisant l’e´quation de Lippman : a` composition constante, on
obtient q (V ) et a` diffe´rence de potentiel fixe´e, en variant la concentration de
l’e´lectrolyte, on obtient l’adsorption du cation et de l’anion (avec la convention
que Γs
k
= 0).
Ces expe´riences sont mene´es pour des tensions U variant sur 1 Volt (soit
de l’ordre de 100 dans nos unite´s) autour du PZC (nul dans notre mode`le).
Or la figure 4.9 montre que lorsque U ∼ 1 nous sortons du cadre de notre
mode`le, ce qui de´coule de notre choix de parame`tres (kT = 1 et e´nergies d’in-
teraction εαγ ∼ 1). En augmentant les e´nergies d’interaction (ou en diminuant
la tempe´rature), ce qui revient a` se placer dans la limite des phases pures, on
1Cette diffe´rence de potentiel est diffe´rente du potentiel d’e´lectrode que nous avons de´fini
a` la section 3.5.1, comme la diffe´rence entre le potentiel de l’e´lectrode et le potentiel juste
a` l’exte´rieur de l’e´lectrode, dans la double couche de Helmholtz. L’e´cart entre ces deux
de´finitions est la diffe´rence de potentiel due a` la double couche diffuse.
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pourrait e´tudier une gamme plus large de potentiel ; une autre possibilite´ est
d’augmenter la concentration cationique dans la solution.
Ainsi, nous ne pouvons qu’e´tudier la gamme U < 1, c’est-a`-dire un peu
au-dela` du re´gime de line´arisation de l’e´quation de Poisson-Boltzmann. On
trouve un comportement lina´ire pour q(U) (figure 4.9), comme dans la limite
de Poisson-Boltzmann lina´rise´, donc une capacite´ diffe´rentielle constante e´gale
a` la capacite´ standard C = q(U)/U et une tension de surface γ parabolique.
0 50 100 150 200
0
0.01
0.02
0.03
0.04
0.05
0.06
experience 860
experience 845
Fig. 4.9 – concentration cationique d’e´quilibre pour U = 0.5 (expe´rience 865)
et U = 2.0 (expe´rience 845) : lorsque U (ou VC − VA) devient trop important
(expe´rience 845), on atteint la limite de validite´ du mode`le, car la concentration
ionique dans l’e´lectrode est du meˆme ordre que celle de la solution.
Pour e´tudier plus en de´tail l’e´lectrostatique de l’interface et la capacite´
diffe´rentielle, nous revisitons ci-dessous, dans le cadre de notre mode`le, l’asso-
ciation, a` l’e´quilibre, du proble`me de Poisson et de l’hypothe`se de Boltzmann.
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0 0.2 0.4 0.6 0.8
difference de potentiel
0
0.005
0.01
0.015
charge
tension de surface
Fig. 4.10 – charge qA et tension de surface γ en fonction de la diffe´rence de
potentiel U , pour U > 0 (qA(U) est impaire et U
PZC = 0), et U petit (cf. figure
4.9).
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Equation de Poisson-Boltzmann
Le premier mode`le d’une interface me´tal-solution a e´te´ de´veloppe´ par
Gouy[5] et Chapman [6]. Ce mode`le fonde´ sur la combinaison de l’e´quation
de Poisson avec l’hypothe`se de Boltzmann. On aboutit alors a` l’e´quation dite
de Poisson-Boltzmann, donnant le potentiel de la solution a` l’e´quilibre (les
e´lectrodes sont ide´alement polarisables). Classiquement, cette e´quation est
e´crite dans la solution, en tenant compte uniquement des charges ioniques (les
charges e´lectroniques de surface sont contenues dans la condition aux limites
V = VC/A([1] p. 22). Dans notre mode`le de champ moyen, nous ne pouvons
faire cette se´paration (cf section 3.3.2 page 43), l’e´quation de Poisson (Eq.
(3.26)) contient donc e´galement les charges e´lectroniques dans les sources du
potentiel :
∆Vk = −1
ε
∑
α={+,−,e}
pα
k
qα (4.9)
Or pour α ∈ {+,−}, la concentration pα
k
satisfait a` la condition de Boltz-
mann (Eq. (3.23))
pα
k
= Cαpv
k
exp
−β
qαVk − ∑
β∈{0,s}
∑
a
εαβpβ
k+a
 (4.10)
ou` Cα est une constante de´pendant de l’espe`ce α, que l’on de´termine a` un
endroit ou` les grandeurs prennent des valeurs connues, par exemple au sein de
la solution ou` Vk = 0 a` l’e´quilibre,
pαS = C
αpvS exp
[
βz
(
εαspsS + ε
α0p0S
)]
, α ∈ {+,−}.
pαS, p
s
S et p
0
S sont les concentrations au sein de la solution, suffisamment loin
des e´lectrodes. Or dans le cadre de notre e´tude, on suppose toujours ε+0 = ε−0,
ε+s = ε−s et l’e´lectrolyte binaire (p−S = p
+
S ), d’ou`
C+ = C− = pαS/p
v
S exp
[−βz (εαspsS + εα0p0S)] , α = + ou −
On remarque que Cα est l’activite´ de l’espe`ce α dans la zone de potentiel
nul, ce qui e´tait pre´visible puisque l’hypothe`se de Boltzmann est de supposer
le potentiel e´lectrochimique uniforme. L’e´quation (4.10) se re´e´crit :
pα
k
= pαS exp (−βqαVk) pvk/pvS exp [β (Eαk − EαS )]
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avec Eα
k
= −∑β∈{0,s}∑a εαβ et EαS est l’e´nergie d’une espe`ce α sur la surface.
Il est alors possible de se´parer cette concentration en deux termes, se´pare´s
spatialement
pα
k
= pα,H
k
Hk + pα,GCk (1−Hk) (4.11)
avec {
pα,GC
k
= pαS (p
v
k
/pvS) exp (−βqαVk)
pα,H
k
= pα,GC
k
exp [β (Eα
k
− EαS )]
et la fonction de Heaviside de´finie par
Hk = 1 si Eαk − EαS 6= 0
Hk = 0 sinon,
la fonction Hk est donc non nulle aux sites d’adsorption.
La premie`re contribution e´tant celle du mode`le de Gouy-Chapman (pα,GC
k
)
et la seconde localise´e a` l’interface, c’est-a`-dire dans la zone ou` Eα
k
6= EαS , cor-
respondant a` la double couche de Helmholtz (pα,H
k
). Cette dernie`re contribution
rend compte de l’adsorption, d’autant plus importante que : (i) la concentra-
tion du volume pα,GC
k
est importante et (ii) que l’affinite´ avec la surface Eα
k
−EαS
est grande.
La concentration d’exce`s e´lectronique a` l’e´quilibre ve´rifie (Eq. (3.33)) :
δpe
k
= D (EF ) eVk (4.12)
On peut obtenir une e´quation de Poisson-Boltzmann en introduisant (4.12)
et (4.11) dans (4.9), et apre`s line´risation des exponentielles, en supposant
qαV α
k
 kT ,
∆Vk =
(
κ2s + κ
2
H
(
pv
k
, p0
k
, ps
k
)
+ κ2D
)
Vk − 1

ΓH
(
pv
k
, p0
k
, ps
k
)
(4.13)
avec
ΓH
(
pv
k
, p0
k
, ps
k
)
= q+p+S (p
v
k
/pvS)
(
exp
[
β
(
E+
k
− E+S
)]− exp [β (E−
k
− E−S
)])
(4.14)
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et
κ2s = D (EF ) e
2/ (4.15)
κ2H
(
pv
k
, p0
k
, ps
k
)
= (pv
k
/pvS)
β

(
q+
)2
p+S
(
exp
[
β
(
E+
k
− E+S
)]
(4.16)
+ exp
[
β
(
E−
k
− E−S
)])Hk
κ2D (p
v
k
) = (pv
k
/pvS)
β

∑
α
(qα)2 pαS (1−Hk) (4.17)
ou` α est indiffe´remment + ou −, 1/κD est la longueur de Debye obtenue clas-
siquement. Il est habituel d’introduire la force ionique
I =
∑
α=+,−
n2αp
α
S (4.18)
ou` nα est le nombre de charges porte´es par l’ion de l’espe`ce α et la longueur
de Bjerrum
LB =
e2
4pikT
(4.19)
qui correspond a` la distance se´parant deux particules charge´es ressentant une
attraction ou re´pulsion e´gale a` kT . Alors
κD =
√
4piLBI (4.20)
Dans notre mode`le, nous obtenons une e´quation de Poisson-Boltzmann li-
ne´arise´e (4.13) avec, en comparaison de celle obtenue classiquement [1], une ex-
pression pour deux autres contributions a` la chute du potentiel : l’effet de l’ex-
tension de la charge d’espace e´lectronique dans le me´tal (on retrouve λ−2s = κ
2
s
introduit a` la section 3.4) et la double couche de Helmholtz dans la zone de
l’interface (κ2H qui suppose la connaissance de p
v
k
, p0
k
et ps
k
). Cette contribution
contient deux termes (on rappelle que Eα
k
est l’e´nergie d’interaction de l’ion α
avec le solvant et le me´tal) :
— le premier est une contribution a` l’e´crantage κ2H (p
v
k
, p0
k
, ps
k
), donc une
correction a` la force ionique dans cette zone, d’autant plus importante que
l’adsorption est importante et syme´trique ;
— le second ΓH (p
v
k
, p0
k
, ps
k
) est la densite´ de charge des espe`ces adsorbe´es,
cette fois-ci, d’autant plus importante que l’adsorption est importante et asy-
me´trique.
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Capacité différentielle
Les trois contributions de (4.13) e´tant se´pare´es spatialement, la diffe´rence
de potentiel totale U est la somme de trois contributions, note´es respectivement
Us, UH et UGC soit
U = Us + UH + UGC
soit, en de´rivant par rapport a` qA, la capacite´ diffe´rentielle Cd ve´rifie
1
Cd
=
1
Cs
+
1
CH
+
1
CGC
. (4.21)
A chacune des contributions correspond une chute de potentiel, donc la
capacite´ totale est diminue´e par chacune des contribution, ce que montre la
relation (4.21).
Pour comprendre intuitivement la notion de capacite´ (diffe´rentielle ou non,
les deux de´finitions e´tant e´quivalentes puisque les fonctions U et qA sont pro-
portionnelles), on rappelle que la diffe´rence de potentiel U engendre´e par la
distribution globalement neutre ρ (l’inte´gration de ρ donne q
+/−
A + q
e
A = 0), est
l’inte´gration du champ e´lectrique sur le domaine ou` ρ est non nul, donc apre`s
inte´gration par parties et utilisation de l’e´quation de Poisson (on se place dans
la limite continue),
U =
1

∫
zρ (z) dz (4.22)
soit en notant P le moment dipoˆlaire
P =
∫
zρ (z) dz,
l’e´quation (4.22) montre que la chute de potentiel U est proportionnelle au
moment dipoˆlaire de l’interface.
Dans le cadre de notre mode`le, on peut par exemple s’inte´resser a` l’effet
de l’adsorption sur la capacite´ totale. Notons que l’e´tude de l’adsorption spe´-
cifique est beaucoup moins avance´e que celle de l’adsorption du solvant ([8]
p.220). Ainsi, la diffe´rence de potentiel U e´tant fixe´e, donc le moment dipo-
laire aussi, on pourrait e´tudier comment l’adsorption modifie la charge qA (soit∫ |ρ (z)| dz/2 a` ∫ zρ (z) dz fixe´).
112 Chapitre 4. Etudes numériques
4.2.2 Electrode réversible
Dans cette autre limite, ou` la cine´tique de transfert est tre`s rapide devant
les autres cine´tiques, une relation supple´mentaire
µ˜0
k
− (µ˜+
k
+ µ˜e
k+a) = 0
lie les potentiels e´lectrochimiques, au voisinage de l’e´lectrode, des espe`ces me´-
tallique, cationique et e´lectronique. Cette relation est l’e´quation de Nernst
(voir section 3.5.4), qui supprime un degre´ de liberte´ dans le syste`me : la dif-
fe´rence de potentiel a` travers l’e´lectrode est, pour une e´lectrode donne´e, lie´e
aux activite´s du me´tal et du cation en solution.
En plongeant un morceau de me´tal dans un e´lectrolyte, dont le cation est
de la meˆme espe`ce que le me´tal, si la concentration e´lectrolytique est supe´rieure
a` une certaine valeur, on observe une de´position de cations sur une ou deux
couches atomiques, et dans le cas contraire une le´ge`re dissolution du me´tal 2.
Pour mode´liser cette expe´rience e´le´mentaire, on n’applique aucune diffe´rence
de potentiel entre les e´lectrodes, notre cellule e´tant alors entie`rement syme´-
trique. Plutoˆt que de faire varier la concentration, ce qui est plus de´licat a`
re´aliser nume´riquement (cf. proce´dure de pre´paration d’un syste`me initiale-
ment a` l’e´quilibre thermodynamique), nous modifions le parame`tre EF . Dans
la simulation nume´rique, pour les parame`tres de concentration de l’expe´rience
627, l’e´quilibre thermodynamique initial est l’e´quilibre e´lectrochimique si l’on
choisit E0F = 4, 42 : en effet, les figures 4.11 et 4.12 illustrent que les variations
de concentration et de potentiel sont tre`s faibles (e´cart a` l’e´lectroneutralite´
infe´rieur a` 1% et saut de potentiel de l’ordre de 10−4V ).
Pour EF > E
0
F , les cations en solution se de´posent sur les deux e´lectrodes
pour atteindre le nouvel e´quilibre et pour EF < E
0
F les e´lectrodes vont se dis-
soudre. Dans chaque cas, le syste`me est globalement neutre e´lectriquement, les
charges e´lectroniques d’un signe compensant exactement les charges ioniques,
mais le me´tal ou l’e´lectrolyte seul ne sont pas e´lectroneutres. Il apparaˆıt une dif-
fe´rence de potentiel entre le me´tal et l’e´lectrolyte. Conside´rons par exemple le
cas E > E0F : la de´position de cations sur les deux e´lectrodes rend la solution
globalement ne´gative e´lectriquement, et les e´lectrodes charge´es positivement
(cf. figures 4.14 et 4.13). Il apparaˆıt alors une chute de potentiel entre le me´tal
2cette expe´rience est a` ne pas confondre avec l’arbre de Diane (morceau de plomb plonge´
dans une solution de sel d’argent), dans laquelle la croissance est plus importante, car re´sulte
d’une pile interne entre deux couples re´dox diffe´rents Pb/Pb2+ et Ag/Ag+.
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−0.5
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1.5
metal (t = 0)
metal (t = 7E6)
densite de charges (x 5000, +0.5, t= 0)
densite de charges (x 5000, + 0.5, t = 7E6)
Fig. 4.11 – concentration me´tallique et densite´ de charges initialement, et
lorsque l’e´quilibre est atteint : les variations entre ces deux e´tats sont ne´gli-
geables. Ainsi, le choix de l’e´nergie de Fermi EF = E
0
F ne perturbe pas l’e´qui-
libre thermodynamique par l’introduction du transfert e´lectronique (expe´rience
627, E0F = 4, 42) (expe´rience 627).
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Fig. 4.12 – e´volution du potentiel e´lectrostatique au cours du temps : le saut
de potentiel est de l’ordre de 10−3 avec kT = 1 (soit de l’ordre de 10−4V avec
les valeurs usuelles des grandeurs physiques) (expe´rience 627).
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et la solution (cf. figure 4.15). A la fin du temps de l’expe´rience, on atteint un
e´quilibre dans les zones actives, mais pas l’uniformite´ des potentiels e´lectro-
chimiques, ainsi la variation, tre`s faible, de la concentration cationique re´sulte,
dans cette limite, de la compensation des termes de transport cationique et de
transfert e´lectronique (cf. figure 4.16).
30 32 34 36 38 40 42 44 46 48 50
−0.5
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cations/anions (x 20, t = 0)
anions (x 20, t = 7E6)
metal (t = 7E6)
cations (x 20, t = 7E6)
Fig. 4.13 – lorsque EF > E
0
F , on observe une de´position de cations sur les
e´lectrodes, jusqu’a` atteindre un nouvel e´tat d’e´quilibre dans les zones actives :
la concentration de cations diminue donc dans le syste`me, et il apparaˆıt une
plus forte concentration d’anions aux interfaces. Le syste`me e´tant syme´trique,
on ne repre´sente ici, et dans les figures suivantes, que la moitie´ de la cellule, le
me´tal e´tant a` gauche (expe´rience 628).
Diminuer fortement EF par rapport a` la valeur de l’e´lectrode concerne´e
revient a` remplacer cette e´lectrode par une e´lectrode beaucoup plus noble,
comme dans les expe´riences d’underpotential deposition.
Pendant la dure´e de l’expe´rience, les potentiels e´lectrochimiques ne s’uni-
formisent que dans les zones actives (on rappelle que par de´finition, dans une
re´gion active pour l’espe`ce α, la mobilite´ M˜α
k,k+a est suffisante pour que l’es-
pe`ce ne soit pas cine´tiquement bloque´e, a` l’e´chelle de temps de l’expe´rience).
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metal (t = 7E6)
densite de charges (+ 0.5, t = 0)
densite de charges (+ 0.5, t = 7E6)
Fig. 4.14 – La double couche a` l’interface me´tal/solution est constitue´e d’un
de´faut d’e´lectrons dans le me´tal (soit une charge e´lectronique positive) et
d’anions dans la solution. Cette double couche est situe´e au milieu de l’inter-
face continue. On remarque e´galement que l’e´chelle caracte´ristique de la partie
e´lectronique λs est plus petite que celle de la partie ionique λD (expe´rience
628).
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Fig. 4.15 – le potentiel e´lectrostatique chute dans la solution, conse´cutivement
a` l’apparition de la double couche (expe´rience 628).
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Fig. 4.16 – variations de la concentration me´tallique (composante de transport,
de transfert et re´sultante), autour d’une e´lectrode (sites en abscisse) : l’e´quilibre
n’est obtenu que dans les zones actives, donc les potentiels e´lectrochimiques
ne sont pas uniformes sur tout le syste`me : en conse´quence, pour les cations
par exemple, les contributions de transport et de transfert se compensent a`
l’interface me´tal/solution mais pas dans l’e´lectrolyte (expe´rience 628).
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On atteint un re´gime d’e´quilibre a` l’e´chelle du temps d’expe´rience, c’est-a`-dire
avec des concentrations n’e´voluant presque plus, ou` pour chaque espe`ce impli-
que´e dans le transfert, la contribution lie´e au transfert est compense´e par la
contribution de transport.
La pre´sence d’un terme de transfert e´lectronique non-line´aire et de´pendant
de gradients de potentiels e´lectrochimiques dans les e´quations cine´tiques de
champ moyen e´lectrochimiques, il n’est pas a priori e´vident que dans la limite
the´orique (ou` l’on attend un temps infiniment long) les potentiels e´lectrochi-
miques s’uniformisent, a` l’instar du cas ou` le transfert est absent.
Montrons qu’un e´tat d’e´quilibre ne peut exister avec des potentiels e´lectro-
chimiques non uniformes, par compensation des contributions du transport et
du transfert e´lectronique. On se place dans le cas simplifie´ de la limite de l’in-
terface infiniment mince, donc les potentiels e´lectrochimiques sont uniformes
dans les e´lectrodes et la solution, valeurs couple´es par le transfert e´lectronique
µeC/A + µ
+
C/A = µ
0
C/A (4.23)
µeS + µ
+
S = µ
0
S (4.24)
Donc si on introduit δµα = µαS − µαC/A diffe´rence suppose´e de potentiel
e´lectrochimique a` l’interface, alors par diffe´rence de (4.24) et (4.23)
δµe + δµ+ = δµ0 (4.25)
Qualitativement, on s’attendrait a` une oxydation en C/A et une re´duction
en S compense´e par des courants e´gaux de particules :
— de me´tal de S a` C/A
— de cations et d’e´lectrons de C/A a` S
donc δµe, δµ+ < 0 et δµ0 > 0.
Le terme de transfert e´lectronique pour +, 0 est en C/A et en S pour e
σC/A,S = ω
∗
(
exp
(
µ+C/A + µ
e
S
)
− exp (µ0C/A))
= ω∗ exp
(
µ0C/A
)
(exp δµe − 1)
et pour e en C/A et en S pour +, 0
σS,C/A = ω
∗
(
exp
(
µ+S + µ
e
C/A
)− exp (µ0S))
= ω∗ exp
(
µ0C/A
) (
exp δµ+ − exp δµ0)
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Les courants de particule JαC/A→S de l’espe`ce α = 0, +, e de C/A a` S est
proportionnel a` δµα ve´rifient
JeC/A→S = J
+
C/A→S = −J0C/A→S = J > 0 (4.26)
et
σS,C/A = σC/A,S = σ < 0 , (4.27)
Le bilan en chaque site et pour chaque espe`ce e´tant
J = −σ . (4.28)
De (4.27), on de´duit
exp δµe − 1 = exp δµ+ − exp δµ0
or, avec (4.25)
exp δµe exp δµ+ = exp δµ0
en e´liminant exp δµ0
exp δµe
(
1 + exp δµ+
)
= 1 + exp δµ+
or 1 + exp δµ+ 6= 0 donc δµe = 0. Donc le courant d’e´lectrons est nul, donc les
autres courants aussi, d’apre`s (4.26), soit δµα = 0 pour α = +, 0.
Si on choisit l’expression (3.5.3) pour le transfert, alors (4.27) s’e´crit
exp (α1δµ
e)− exp (α2δµe) = exp
[
α1
(
δµ+ − δµ0)]− exp [α2 (δµ+ − δµ0)]
soit avec (4.25)
sinh (α1δµ
e) = sinh (α2δµ
e) .
Or ne´cessairement α1 6= α2 puisque α1 − α2 = 1, donc la seule solution est
δµe = 0 et l’on conclut comme pre´ce´demment.
Remarque
Conside´rer le transfert e´lectronique comme possible en tout point du syste`me
— meˆme s’il n’est probable qu’autour des interfaces et pratiquement ne´gligeable
ailleurs, est un aspect fondamental dans un mode`le de champ moyen. Si l’on
suppose un transfert e´lectronique uniquement sur les derniers sites des e´lec-
trodes et les premiers sites de la solution, nous perdons les e´quations (4.23)
et (4.24), et finalement on pourrait trouver un e´quilibre avec des potentiels
e´lectrochimiques non uniformes.
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Remarque
Dans notre mode`le le PZC est toujours nul, car : (i) expe´rimentalement on
a mesure´ le potentiel d’e´lectrode par rapport a` une e´lectrode de re´fe´rence, et
(ii) notre mode`le ne prend pas en compte le dipoˆle de surface (cf. mode`le de
jellium) qui apparaˆıt en l’absence de diffe´rence de potentiel applique´e : pour
une distribution ρ (x) de charges e´lectroniques dipolaire (ie
∫
ρ (x) dx = 0), le
saut de potentiel est 1

∫
xρ (x) dx.
4.3 Croissances
4.3.1 Modèle de Chazalviel
La prochaine e´tape, pour valider notre mode`le, est de le comparer au mode`le
macroscopique de croissance e´lectrochimique de Chazalviel [2]. Les e´quations
utilise´es sont des e´quations de diffusion-migration, dans la limite de grande di-
lution (coefficients de diffusion et mobilite´s inde´pendants de la concentration),
sans convection et avec un transfert e´lectronique nernstien (e´lectrodes re´ver-
sibles). Toutes les e´quations de notre mode`le, conside´re´es avec les hypothe`ses
suivantes :
— limite de l’interface infiniment mince ;
— limite continue ;
— limite de grande dilution ;
— transfert rapide, i.e pre´facteur cine´tique de transfert e´lectronique ω∗ tre`s
grand ou diffe´rence de potentiel importante,
convergent vers les e´quations du mode`le de Chazalviel. Nous allons cepen-
dant e´tudier le comportement de notre mode`le en ne nous plac¸ant que dans
l’hypothe`se d’un e´lectrolyte dilue´ et d’un transfert rapide.
Simulations
Nous conside´rons donc une cellule unidimensionnelle de 200 sites de
longueur, avec deux e´lectrodes identiques de 40 sites d’e´paisseur. A l’ins-
tant initial, avant application de la diffe´rence de potentiel, le syste`me me´-
tal/solvant/e´lectrolyte est a` l’e´quilibre thermodynamique. Le choix de l’e´nergie
de Fermi est tel que cet e´quilibre correspond e´galement a` l’e´quilibre e´lectro-
chimique en l’absence de diffe´rence de potentiel applique´ : ceci permet d’e´viter
122 Chapitre 4. Etudes numériques
un re´gime transitoire avec dissolution ou de´position sur les deux e´lectrodes.
Lorsqu’on applique une diffe´rence de potentiel, apre`s une tre`s rapide uni-
formisation du potentiel dans les e´lectrodes, les espe`ces ioniques commencent
a` migrer, les doubles couches apparaissent aux interfaces (figures 4.21 et 4.22),
la re´duction de´marre a` la cathode (de´position, figure 4.18) et l’oxydation a`
l’anode (dissolution, figure 4.17). On remarque que le profil de la concentra-
tion me´tallique a` travers l’e´lectrode est conserve´, et que le me´tal se de´pose a`
la meˆme concentration que celle de l’e´lectrode 3 .
Dans la solution, l’e´volution des concentrations ioniques (figures 4.19 et
4.20) est la meˆme que celle du mode`le de Chazalviel : pour les deux espe`ces,
il se forme progressivement un gradient de concentration entre l’anode et la
cathode. Dans la re´gion d’interface, qui e´chappe au mode`le de Chazalviel, on
observe pour les ions un comportement inte´ressant : un pic de concentration
cationique apparaˆıt a` la cathode (accompagne´ d’une distribution e´lectronique
dans le me´tal a` l’interface) et la concentration anionique augmente a` l’anode.
La figure 4.22 montre la distribution de charges totale a` la cathode a` diffe´-
rents temps successifs, ou` l’on peut observer un exce`s des cations sur les anions,
sur une distance d’environ 30 sites. Cette distribution de charges e´tendue est
responsable d’une chute de potentiel plus importante a` la cathode qu’a` l’anode,
comme l’indique la figure 4.23 . En d’autres termes, le moment dipolaire 4 des
charges de la double couche cathodique est supe´rieur a` celui des charges ano-
diques : la chute de potentiel associe´e est donc supe´rieure. En re´sumant, au
bout d’un certain temps, le domaine de l’e´lectrolyte peut eˆtre divise´ en quatre
sous-domaines : la double couche cathodique, suivie d’une zone de de´ple´tion
de l’anion, puis une re´gion e´lectroneutre ou les gradients de concentration sont
a` peu pre`s constants, puis la double couche anodique. La zone de de´ple´tion
anionique joue un roˆle crucial dans la naissance d’arborescences [2] : le champ
e´lectrique intense dans cette re´gion proche de l’interface amplifie l’instabilite´
laplacienne de l’interface plane, laquelle ne peut e´videmment pas eˆtre vue en
une dimension.
3Ceci s’explique par le fait que notre e´tat initial est a` l’e´quilibre en l’absence de potentiel
applique´, et que l’on n’est pas trop loin de l’e´quilibre lorsque ce dernier est applique´.
4pour un dipoˆle de densite´ de charges ρ (x), la variation de potentiel associe´e est ∆V =
(1/)
∫
xρ (x) dx donc proportionnelle au moment dipolaire.
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Fig. 4.17 – dissolution du me´tal a` l’anode (e´lectrode a` droite sur la figure) aux
temps t = 0 (pointille´s), t = 0.5× 105 (tirets) et t = 5× 105 (trait plein). Le
dernier temps correspond a` la de´position (ou la dissolution) d’une couche de
me´tal (expe´rience 616).
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Fig. 4.18 – e´lectrode´position a` la cathode (e´lectrode a` gauche), aux temps
t = 0 (pointille´s), t = 0.5× 105 (tirets) et t = 5× 105 (trait plein). Le dernier
temps correspond a` la de´position (ou la dissolution) d’une couche de me´tal
(expe´rience 616).
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Fig. 4.19 – profils de concentration des cations aux temps t = 0 (pointille´s),
t = 0.5× 105 (tirets) et t = 5× 105 (trait plein).
126 Chapitre 4. Etudes numériques
0 50 100 150 200
position
0
0.005
0.01
0.015
0.02
0.025
0.03
an
io
n 
co
nc
en
tra
tio
n
Fig. 4.20 – profils de concentration des anions, aux temps t = 0 (pointille´s),
t = 0.5× 105 (tirets) et t = 5× 105 (trait plein).
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Fig. 4.21 – distribution de charges a` l’anode aux temps t = 0.5× 105 (tirets)
et t = 5× 105 (trait plein) (expe´rience 616).
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Fig. 4.22 – distribution de charges a` la cathode aux temps t = 0.5×105 (tirets)
et t = 5 × 105 (trait plein). En plus des doubles couches aux interfaces e´lec-
trode/solution, on observe une zone de charge e´tendue en face de la cathode,
comme pre´dit par Chazalviel [2] (expe´rience 616).
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Fig. 4.23 – profils de potentiel aux temps t = 0 (pointille´s), t = 0.5 × 105
(tirets) et t = 5 × 105 (trait plein), pre´sentent e´galement le comportement
attendu (expe´rience 616).
130 Chapitre 4. Etudes numériques
Influence de la différence de potentiel
Pour obtenir cette instabilite´, nous augmentons la diffe´rence de potentiel :
si l’on passe de VA − VC = 10, soit VA − VC = 250 mV (expe´rience pre´ce´-
dente), a` VA − VC = 100 (2, 5 V), la croissance est beaucoup plus rapide, ce
qui permet d’obtenir plus vite le re´gime stationnaire atteint par le syste`me, et
de ve´rifier qu’il se maintient bien. Les e´carts entre les concentrations initiales
et les concentrations stationnaires sont beaucoup plus marque´s (figures 4.26 et
4.27) : la de´ple´tion anionique dans la zone apre`s la cathode est beaucoup plus
marque´e que dans l’expe´rience pre´ce´dente.
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Fig. 4.24 – e´volution de la concentration me´tallique au cours du temps, dans
le re´gime stationnaire : a` gauche croissance de la cathode, a` droite dissolution
de l’anode (expe´rience 686).
La croissance, ainsi que la dissolution, se font a` une concentration proche
de la concentration initiale du me´tal (figure 4.24) ; on est donc encore dans la
limite de validite´ du mode`le unidimensionnel. Graˆce a` la relaxation introduite
pour l’espe`ce e´lectronique a` la section 6.5.1, nous observons que le profil de
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concentration e´lectronique conserve la meˆme allure au cours du temps (figure
4.25).
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Fig. 4.25 – concentration e´lectronique au cours du temps ; celle-ci suit bien
l’e´volution des interfaces, en maintenant toujours le meˆme profil. A l’instant
t = 0, il n’y a pas d’e´lectrons dans le syste`me (expe´rience 686).
On observe sur la figure 4.27 qu’il existe une concentration anionique dans
l’anode non ne´gligeable devant la concentration anionique dans la solution 5,
nous sommes donc a` la limite de notre mode`le : a` partir d’une telle diffe´rence de
potentiel, il serait souhaitable d’augmenter la concentration me´tallique d’e´qui-
libre dans l’e´lectrode (pour limiter les lacunes et ainsi la place disponible pour
les ions).
Influence de la cinétique de transfert
Lorsqu’on augmente le pre´facteur cine´tique de transfert e´lectronique ω∗
l’e´volution du profil me´tallique devient plus saccade´e : en effet, on diminue
l’importance de la diffusion de surface.
5compense´e par un manque e´quivalent d’e´lectrons, cf 4.25.
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Fig. 4.26 – profils de concentration cationique au cours du temps (expe´rience
686).
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Fig. 4.27 – profils de concentration anionique, au cours du temps (expe´rience
686).
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Fig. 4.28 – e´volution du potentiel au cours du temps, A l’instant initial, le
potentiel n’a pas de signification physique (expe´rience 686).
4.3. Croissances 135
34 36 38 40 42 44
0
0.2
0.4
0.6
0.8
1
profils de la cathode 
(intervalle de temps de 1E5 entre chaque profil)
t = 0
t = 1E5
t = 2.9E6
Fig. 4.29 – profils de concentration de la cathode en croissance (expe´rience
661).
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Mais la croissance est toujours a` une concentration proche de la concen-
tration de l’e´lectrode avec des profils de concentration ayant la meˆme allure
que dans l’expe´rience pre´ce´dente : plus quantitativement, on peut noter que
le pic cationique pre`s de la cathode augmente, jusqu’a` une valeur proche de la
concentration initiale.
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Fig. 4.30 – pic de concentration cationique pre`s de la cathode. Ce pic augmente
avec ω∗ (expe´rience 661).
De meˆme, si on diminue la fre´quence de saut de l’espe`ce me´tallique ω00, on
retrouve le meˆme effet : dans les simulations a` deux dimensions, ces deux para-
me`tres seront utilise´s comme parame`tres d’e´tude privile´gie´s. Si l’on augmente
encore la diffe´rence de potentiel, on obtient une croissance unidimensionnelle a`
une concentration tre`s infe´rieure a` la concentration du me´tal, ce qui contraire a`
l’hypothe`se de champ moyen : notre mode`le unidimensionnel atteint sa limite,
et en passant en deux dimensions, nous voyons naˆıtre des croissances arbo-
rescentes. Concre`tement, dans les expe´riences suivantes, nous n’augmentons
pas la diffe´rence de potentiel, mais diminuons la longueur de la cellule (pour
pouvoir augmenter la largeur de la cellule, en conservant des temps de calcul
raisonnables).
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4.3.2 Croissances arborescentes : systèmes bidimen-
sionnels
Si l’on augmente trop la diffe´rence de potentiel dans une expe´rience unidi-
mensionnelle, comme celle que nous venons de voir, la croissance de la cathode
se fait a` une concentration tre`s infe´rieure a` la concentration initiale de la ca-
thode : on atteint alors une limite ou` le champ moyen perd sa signification.
En revanche, il est possible que ces meˆmes parame`tres donnent dans une si-
mulation a` deux dimensions une croissance a` concentration proche de 1, mais
arborescente.
Nous conside´rons maintenant un syste`me a` deux dimensions, de 100 sites
de longueur et de 20 a` 40 sites de largeur, et nous plac¸ons a` la limite ou`
commencent a` apparaˆıtre les instabilite´s. A partir d’un syste`me initialement
a` l’e´quilibre thermodynamique et e´lectrochimique, pour acce´le´rer la croissance
(et diminuer le temps de calcul) nous imposons une diffe´rence de potentiel
e´leve´e, de 100 (e´quivalente a` 2, 5 V), et regardons les croissances obtenues a`
diffe´rents endroits du plan (ω00, ω
∗), c’est-a`-dire avec la fre´quence de saut des
particules me´talliques en abscisse et la fre´quence de transfert e´lectronique en
ordonne´e.
Lors de la croissance d’un syste`me initialement irre´gulier (sinuso¨ıde ou
bruit), plusieurs observations s’imposent pour guider le choix de l’ordre de
grandeur de ces coordonne´es :
— la diffusion ne doit pas stabiliser l’interface : le transfert doit eˆtre suf-
fisamment rapide pour que le temps de transfert soit plus court que le temps
de re´sidence d’un cation au voisinage de l’interface ; concre`tement, on choisit
une valeur e´leve´e de ω∗ ;
— la diffusion de surface ne doit pas eˆtre trop importante ; dans le cas
contraire, les instabilite´s e´ventuelles seront de plus grande taille caracte´ristique,
et mettront plus de temps a` se de´velopper. On choisit donc une valeur ω00 de
telle sorte que la contribution de diffusion dans la variation de concentration
me´tallique soit plus faible d’un facteur au moins 10 que la contribution de
transfert. La fre´quence ω00 est beaucoup plus faible que les fre´quences ω
α
0 des
autres espe`ces : ceci compense en fait un choix d’e´nergie d’interaction me´tal-
me´tal trop faible par rapport aux autres interactions (pour des raisons de
simplification, rappelons-le).
En supposant que l’on recherche des instabilite´s de petite longueur d’onde,
c’est-a`-dire de quelques sites (e´chelle minimale pour garder une signification
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physique du champ moyen), la cathode initiale est une sinuso¨ıde avec cette
fre´quence spatiale.
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Fig. 4.31 – valeurs des parame`tres ω00 et ω
∗, pour les expe´riences, chacune
e´tant caracte´rise´e par un nume´ro. Lorsque ce dernier est encadre´, cela signifie
que l’e´lectrode e´tait initialement sinusoidale d’amplitude e´gale a` 2 sites. Le cas
non-e´che´ant, l’e´lectrode est simplement perturbe´e par un bruit. Ci-apre`s, on
indique pour chaque nume´ro d’expe´rience les morphologies obtenues.
Une exploration du plan (ω00, ω
∗) (figures 4.31 et 4.31-bis) permet d’observer
les comportement suivants (lorsque la croissance est a` concentration proche de
la concentration des e´lectrodes, on parlera de croissance compacte, dans le cas
contraire de croissance poreuse) :
1. a` ω00 grand et ω
∗ petit, la croissance est instable et compacte
2. a` ω00 grand et ω
∗ grand, la croissance est instable, plutoˆt compacte, avec
une oscillation le long de l’axe de croissance et des amas connecte´s par
des re´gions poreuses
3. a` ω00 petit et ω
∗ petit, la croissance est initialement compacte, puis po-
reuse tre`s directionnelle
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4. a` ω00 petit et ω
∗ grand, la croissance est intialement compacte mais
connecte´e par des zones poreuses, puis poreuse mais avec des branches
late´rales
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FIG 4.31 bis – morphologies des e´lectrodes a` la fin de l’expe´rience
(on ne repre´sente que la concentration me´tallique en noir). le nu-
me´ro en dessous d’une image permet de trouver les parame`tres
correspondants sur la figure 4.31.
Dans les deux derniers cas, le deuxie`me re´gime est duˆ a` l’augmentation
importante du champ e´lectrique lorsque la cathode s’approche de l’anode (ce
comportement sera ge´ne´ralement observe´ en fin de croissance, car dans notre
mode`le, la longueur de la cellule est trop petite).
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Cette premie`re se´rie nous indique que la zone de parame`tres a` explorer
pre´fe´rentiellement avec une e´lectrode initialement moins irre´gulie`re, un bruit
nume´rique sur la premie`re couche, est la premie`re zone.
Les croissances semblent eˆtre influence´es par la contrainte des conditions
aux limites pe´riodiques. Les meˆmes parame`tres que l’expe´rience 730 avec un
syste`me deux fois plus large donnent la croissance (figure 4.32). On retrouve
avec cette expe´rience que la concentration cationique augmente vers l’interface,
comme dans le cas unidimensionnel. Par ailleurs, le potentiel entre les branches
est presque uniforme.
Fig. 4.32 – de gauche a` droite, et de haut en bas : e´volution des concentrations
me´tallique (rouge), cationique (vert) et anionique (bleu) au cours du temps
(intervalle de temps de 105 entre deux vues). Le syste`me est de taille 40× 100,
avec les parame`tres de l’expe´rience 730 (expe´rience 736).
Enfin, pour le choix de ces parame`tres, le syste`me se re´ve`le tre`s sensible a`
la modification de la diffe´rence de potentiel applique´e. Pour une diffe´rence de
potentiel diminuant de 1% la croissance obtenue est celle de la figure 4.33.
Notons enfin que si l’on augmente trop la diffe´rence de potentiel, pour un
jeu de parame`tres (ω00, ω
∗) donne´, on obtient la croissance d’un front plan a`
une concentration tre`s infe´rieure a` la concentration du me´tal.
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Fig. 4.33 – si l’on reprend l’expe´rience 736 en diminuant la diffe´rence de po-
tentiel applique´e de 1% (le bruit initial e´tant le meˆme, et les meˆmes le´gendes de
couleurs), on obtient une croissance de morphologie assez diffe´rente (expe´rience
752).
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Chapitre 5
Conclusions
Si les phe´nome`nes physico-chimiques e´le´mentaires implique´s en e´lectro-
chimie (adsorption, transport active´, transfert e´lectronique a` une interface
e´lectrode/e´lectrolyte) ont e´te´ largement e´tudie´s en physique statistique et en
me´canique quantique, jamais un mode`le microscopique de champ moyen com-
plet, mode´lisant une expe´rience de croissance e´lectrochimique, n’a e´te´ propose´.
La complexite´ minimale d’une telle e´tude peut l’expliquer : le grand nombre
d’espe`ces pre´sentes – au minimum un e´lectrolyte, un solvant, une espe`ce me´-
tallique et une espe`ce e´lectronique, les diffe´rentes e´chelles pre´sentes, du mi-
croscopique (transfert e´lectronique, adsorption) au macroscopique (transport
a` travers la cellule) en passant par le me´soscopique (double couche, dendrites)
et enfin la pre´sence de l’interaction coulombienne peuvent l’expliquer.
Pourtant l’importance, reconnue pour de tels syste`mes, des phe´nome`nes
microscopiques autour de l’interface, rend un mode`le microscopique inte´res-
sant, d’autant plus qu’on est loin de l’e´quilibre, ou` les expressions macrosco-
piques des meˆmes phe´nome`nes sont d’une validite´ discutable. Au contraire, il
est assez simple de mode´liser a` l’e´chelle microscopique les diffe´rents proces-
sus e´le´mentaires intervenant — l’interaction interparticulaire, dynamique de
transport active´, re´action e´le´mentaire de transfert e´lectronique, dont re´sultent
naturellement, aux e´chelles me´soscopique ou macroscopique, des effets tels que
l’e´lectrocapillarite´, la capacite´ d’interface, les courants ioniques, les croissances
dendritiques. Une des principales difficulte´s e´tait d’e´crire de manie`re consis-
tante le proble`me de Poisson dans un mode`le de champ moyen.
Nous avons donc construit des e´quations cine´tiques e´lectrochimiques de
champ moyen (EMFKE) couple´es a` un champ e´lectrostatique solution d’un
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proble`me de Poisson, montre´ qu’un tel mode`le reproduit a` une dimension les
comportements attendus dans un certain nombre de cas d’e´tudes classiques
– capacite´ d’une interface ide´alement polarisable, dissolution/croissance d’un
me´tal plonge´ dans une solution, croissance stationnaire sous diffe´rence de po-
tentiel (mode`le de Chazalviel), et obtenu des premie`res croissances arbores-
centes bidimensionnelles.
Notre objectif principal, qui e´tait de montrer qu’un tel mode`le pouvait mar-
cher, est donc atteint. Au-dela` de notre e´tude initiale, limite´e a` des syste`mes
de petite taille, la richesse d’un tel mode`le permettra, dans l’avenir, d’e´tudier
plus en de´tail les croissances e´lectrochimiques arborescentes et de de´terminer
les liens entre les parame`tres et la ge´ome´trie obtenue.
Pour le moment, et compte tenu de la petite taille de notre re´seau, nous nous
sommes limite´s a` une e´tude qualitative d’un syste`me e´lectrochimique. Pour pre´-
tendre a` une confrontation d’un tel mode`le avec l’expe´rience, il convient soit
d’e´tudier un syste`me e´lectrochimique de tre`s petite taille (cellule millime´trique,
phe´nome`ne interfacial) ce qui n’est ge´ne´ralement pas le cas pour une expe´rience
de croissance e´lectrochimique, soit d’augmenter la taille de notre syste`me, ce
qui ne´cessite alors des capacite´s de calcul accrues1. Par ailleurs, la zone d’inter-
face connaˆıt des gradients beaucoup plus forts que la zone de solution, ce qui
est avantageusement pris en compte par des techniques de maillage adaptatif :
dans cette limite, une mode´lisation de type champ de phase, inspire´ du mode`le
EMFKE, est possible (elle est actuellement en cours d’e´tude). Pre´cisons que le
mode`le EMFKE permet alors de proposer des e´quations macroscopiques plus
ade´quates pour les phe´nome`nes interfaciaux.
Dans le cadre de cette the`se, nous avons suppose´ certaines simplifications,
dans la choix des phe´nome`nes en pre´sence ou dans la mode´lisation d’un phe´-
nome`ne. Voici les modifications qui pourraient eˆtre apporte´es :
– prise en compte de la convection, dont le roˆle dans de nombreuses crois-
sances e´lectrochimiques est prouve´ [1] ;
– mode´lisation plus pre´cise de l’aspect die´lectrique du solvant, soit phe´-
nome´nologiquement, en prenant en compte les re´sultats obtenus dans
d’autres mode´lisations, soit en conside´rant la permittivite´ comme un nou-
veau champ (a` la manie`re du mode`le de Liu [2]). Il doit eˆtre ainsi rendu
compte, par exemple, de l’effet de saturation die´lectrique du solvant pre`s
1avec une machine de 450 Mhz de CPU et 256Mo de RAM, une semaine de temps de
calcul est ne´cessaire pour produire les croissances bidimensionnelles pre´sente´es au chapitre
pre´ce´dent.
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de l’e´lectrode ;
– prise en compte des second voisins pour limiter l’anisotropie dans la
solution. Dans notre e´criture matricielle des e´quations cine´tiques, il suffit
alors simplement de changer la matrice de convolution ;
– la mode´lisation e´lectronique peut eˆtre ame´liore´e ainsi :
– en introduisant un travail de sortie (puits de potentiel ayant le profil de
l’oppose´ de la concentration me´tallique), ce qui e´viterait la relaxation
artificielle des e´lectrons,
– en permettant aux e´lectrons de se distribuer le´ge`rement en-dehors du
me´tal, pour avoir un dipoˆle de surface, en l’absence de diffe´rence de
potentiel exte´rieure, et s’approcher du mode`le du jellium,
– en conside´rant e´galement la solvatation des e´lectrons, qui apparaˆıt
spontane´ment dans la re´action de dissolution du me´tal [3].
Pour conclure, nous avons montre´ qu’une nouvelle approche de la crois-
sance par e´lectrocristallisation, graˆce a` un mode`le d’e´quations cine´tiques e´lec-
trochimique en champ moyen (EMFKE), issu de la physique statistique hors
e´quilibre, e´tait pertinente. Plus ge´ne´ralement, nous pouvons espe´rer que cette
nouvelle voie (ou de petites soeurs), pour e´tudier l’e´lectrochimie loin de l’e´qui-
libre, va se de´velopper dans les laboratoires d’e´lectrochimie interfaciale.
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Chapitre 6
Appendices
6.1 A. Electrostatique et champ moyen
6.1.1 Introduction
Au chapitre 3.3.1, nous avons indique´ la premie`re approche possible pour
e´tendre le proble`me de Poisson qui nous est pose´ dans le cadre du champ
moyen, c’est-a`-dire comment e´tendre un proble`me bien pose´ mathe´matique-
ment lorsque les interfaces sont infiniment minces, a` une frontie`re e´paisse.
Cette me´thode, restreinte au cas unidimensionnel (et extensible au cas bidi-
mensionnel sous certaines conditions), consiste a` de´composer un syste`me a`
interface e´paisse en un ensemble de syste`mes a` interface mince (on repe`re ce
syste`me par m, l’indice du site d’interface), chacun assorti d’une probabilite´
gm a` de´terminer. On commence par le cas unidimensionnel, donc l’indice de
position des champs sera note´ k et la taille du syste`me N .
Ainsi a` la concentration pαk d’une espe`ce α au site k correspond une concen-
tration pαk,m dans le syste`me m : il doit exister une relation entre d’une part
pαk et d’autre part
(
pαk,m
)
m
et (gm)m. Ce processus de de´composition — ou le
processus inverse de composition, ne doit pas eˆtre confondu avec l’hypothe`se
de champ moyen, qui est une moyenne physique.
6.1.2 Système métal-solvant : décomposition
Pour simplifier, on suppose d’abord n’avoir que deux espe`ces, me´tal et
solvant, donc psk + p
0
k = 1 , 0 ≤ k ≤ N − 1. Ces concentrations de champ
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moyen, comme la concentration me´tallique (cf figure 3.2), peuvent eˆtre vues
comme une superposition de N profils rectangulaires (cf figure 3.3) assortie
d’une certaine probabilite´ gm ou` m est l’indice de la frontie`re, avec la condition
de normalisation
N−1∑
m=0
gm = 1 .
Le profil rectangulaire se confondant avec le milieu de l’interface doit eˆtre le
plus probable, et ceux plus avance´s ou plus recule´s l’eˆtre moins. Si la frontie`re
est en k = m, alors :
psk,m = 1 , p
0
k,m = 0 , k < m
psk,m = 0 , p
0
k,m = 1 , k ≥ m
Calcul de la suite (gn)0≤n≤N−1
Pour cela si l’on indique sur la premie`re ligne l’abscisse de la frontie`re, et
le profil de concentration correspondant a` la i + 1−e`me ligne :
position
indice m
e´chantillons
indice k
y
−−−−−−−−−−−−−−−−−−−−−−−→
0 1 . . . m . . . N − 1
g0 g0 . . . g0 . . . g0
0 g1 . . . g1 . . . g1
...
. . .
...
...
0 . . . 0 gm . . . gm
...
. . .
...
0 . . . . . . . . . 0 gN−1
on obtient
p0m =
N−1∑
k=0
gkp
0
k,m =
m∑
k=0
gk
donc
p0m = gm + p
0
m−1
soit
gm = p
0
m − p0m−1
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avec g0 = p
0
0 ce qui de´termine gn par re´currence. On retrouve bien que l’image
rectangulaire la plus probable est celle avec la plus forte variation de p0n (gn
est l’e´criture discre`te de la de´rive´e de p0n).
Avec cette de´finition, on a
N−1∑
k=0
gk = p
0
N−1 − p00 = 1
car les deux extre´mite´s sont de phase diffe´rentes (si p0N−1−p00 6= 1 alors il suffit
de normaliser les probabilite´s par p0N−1 − p00).
Avec le comple´mentaire du tableau ci-dessus, on trouve :
psm =
N−1∑
k=m+1
gk
soit gm+1 = −psm + psm+1 avec g1 = −ps0 + ps1. Ceci donne une autre de´finition
de gm e´videmment e´quivalente a` la premie`re car −psm + psm+1 = − (1− psm) +(
1− psm+1
)
= p0m − p0m+1.
Enfin, on ve´rifie bien que
psm + p
0
m =
N−1∑
k=m+1
gk +
m∑
k=0
gk =
N−1∑
k=0
gk = 1
Relation entre grandeurs avant et après décomposition
Un champ, tel qu’une concentration ou un potentiel e´lectrostatique, note´
(Ak,m)0≤k,m≤N−1 avant composition et (Ak)0≤k≤N−1 apre`s, doit ve´rifier la rela-
tion
Ak =
N−1∑
m=0
gmAk,m . (6.1)
On retrouve bien p0k et p
s
k (c’est ce qui nous a permis de de´finir gn).
6.1.3 Système avec électrolyte
Maintenant, on suppose le syste`me pre´ce´dent perturbe´ par la pre´sence en
faible concentration de lacunes, de cations et d’anions : on peut conserver
154 Chapitre 6. Appendices
l’expression obtenue pre´ce´demment pour gn. Connaissant les champs p
+
k , p
−
k et
pvk, nous devons choisir des expressions pour p
+
k,m, p
−
k,m et p
v
k,m qui satisfont a`
(6.1). Or
psk,m + p
+
k,m + p
−
k,m + p
v
k,m = 1 , k < m
psk,m + p
+
k,m + p
−
k,m + p
v
k,m = 0 , k   m
On peut choisir :
p+k,m =
p+k
psk + p
+
k + p
−
k + p
v
k
=
p+k
1− p0k
, k < m
p+k,m = 0 , k   m
et idem pour psk,m, p
−
k,m et p
v
k,m. Ces concentrations ne sont que la proportion
des diffe´rentes espe`ces dans la phase fluide.
On peut ve´rifier que
N−1∑
m=0
gmp
+
k,m =
N−1∑
m=k+1
gm
p+k
psk + p
+
k + p
−
k + p
v
k
= p+k
1
1− p0k
N−1∑
m=k+1
gm
soit
N−1∑
m=0
gmp
+
k,m = p
+
k .
C’est cette dernie`re relation qui justifie la de´finition de psk,m, p
+
k,m, p
−
k,m et p
v
k,m.
6.1.4 Problème de Poisson
Pour le profil rectangulaire de probabilite´ gm on peut e´crire les e´quations
(on prend  = 1, q = 1) :{ −2Vk,m + Vk−1,m + Vk+1,m = p−k,m − p+k,m , 0  k < m
Vk,m = V0 , N − 1   k   m
ce qui permet de trouver la solution Vk,m. En calculant le laplacien discret de
cette solution, on retrouve p−k,m− p+k,m pour k < m, 0 pour k > m et on trouve
la densite´ de charges σm pour k = m.
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On peut alors e´crire :
−2Vk,m + Vk−1,m + Vk+1,m = p−k,m − p+k,m +
δk,mσm

, 0  k  N − 1 (E)
Apre`s composition, l’e´quation de Poisson
N−1∑
m=0
gm (−2Vk,m + Vk−1,m + Vk+1,m) =
N−1∑
m=0
gm
(
p−k,m − p+k,m +
δk,mσm

)
soit
−2Vk + Vk−1 + Vk+1 = p−k − p+k + gk
σk

(P)
Le premier terme de source est attendu. Regardons le second : l’e´quation
((E)) s’e´crit pour k = m
σk =
Vk−1,m − V0

e´criture discre`te de la formule de Coulomb (reliant la densite´ de charge a` la
surface au champ de surface). Cette seconde densite´ de charges est due aux
e´lectrons libres et se trouve localise´e a` la surface. Dans le cas d’une interface
continue, les charges e´lectroniques se distribuent sur la largeur de l’interface.
Cette expression peut inspirer le choix de l’e´quation de Poisson dans un
mode`le de type champ de phase : la densite´ de charges e´lectronique peut s’e´crire
∇φ.∇V , si φ est le champ de phase et V le potentiel.
6.1.5 Résolution numérique
Il est maintenant possible de re´soudre parfaitement le proble`me e´lectrosta-
tique en champ moyen (proble`me 1D). Voici les e´tapes, a` partir de la connais-
sance a` un instant t de p0k, p
+
k , p
−
k et p
v
k :
(i) calculer pour chacun des N (nombre de sites du syste`me) profils rectan-
gulaires de poids statistique gm (0 ≤ m ≤ N − 1) le potentiel e´lectrostatique
en tout point de la solution, puis en de´duire (σm)0≤m≤N−1 . Cette e´tape se fait
avec les me´thodes expose´es au chapitre suivant ;
(ii) on obtient alors une e´quation de Poisson sur tout le syste`me, en champ
moyen, que l’on peut re´soudre par une me´thode spectrale.
Cependant on remarque que les charges de surface dans l’e´quation de Pois-
son (P) sont localise´es au voisinage de l’interface, c’est-a`-dire lorsque gk est non
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ne´gligeable. Donc on peut se restreindre aux profils rectangulaires du voisinage
de l’interface. Si l’on suppose en outre que σk varie peu entre les diffe´rentes
couches autour de l’interface (fonde´ si les concentrations relatives en espe`ces
charge´es dans la solution varient peu au voisinage de l’e´lectrode), alors on peut
se restreindre a` un seul calcul.
Cas bidimensionnel
Si l’on peut supposer que les rayons de courbure de l’interface sont supe´-
rieurs a` la largeur de l’interface, alors il est possible localement, dans la direc-
tion normale a` l’interface, de conside´rer le proble`me comme unidimensionnel.
Rappelons que cette condition sur les tailles caracte´ristiques est e´galement ne´-
cessaire pour que l’hypothe`se de champ moyen soit physiquement acceptable.
6.2 B. Taux de transition
Les seules transitions permises sont entre deux configurations dont l’une
est de´rive´e de l’autre par le saut d’une particule sur un site lacunaire voisin.
Comment choisir le taux de transition entre deux configurations ? Le choix doit
eˆtre guide´ par un argument physique, mais n’est recevable que s’il permet a`
l’e´quation maˆıtresse d’avoir comme distribution d’e´quilibre
Peq (C) = exp (−βH (C))
Z
ou` C est une configuration, Z la fonction de partition canonique et H (C)
l’hamiltonien associe´ a` cette configuration.
Le taux de transition W (C, C ′) doit en fait ve´rifier seulement (balance de´-
taille´e)
W (C ′, C)
W (C, C ′) =
Peq (C)
Peq (C ′)
soit
W (C ′, C)
W (C, C ′) =
exp (−βH (C))
exp (−βH (C ′))
Deux types de choix sont usuellement faits :
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— soit on attribue les deux exponentielles a` l’un des deux taux de transi-
tions (re`gle de Me´tropolis [1]), celui de plus basse e´nergie :
W (C ′, C) =
{
exp (−βH (C)) / exp (−βH (C ′)) si H (C ′) < H (C)
1 sinon
— soit on attribue chaque exponentielle au taux de transition avec la confi-
guration de de´part dont l’e´nergie est dans l’exponentielle :
W (C ′, C) = AC′,C (C ′, C) exp (βH (C ′))
W (C, C ′) = AC′,C (C ′, C) exp (βH (C))
avec AC′,C (C ′, C) est une fonction diffe´rente pour chaque C ′, C.
Comme C et C ′ ne diffe`rent que par le saut d’une particule de k vers k + a,
les taux sont note´s ωk,k+a et ωk+a,k. Par ailleurs, C = {nl}l avec nk = 1 et
nk+a = 0, C ′ = {n′l}l avec n′k = 1 et n′k+a = 0, et n′l = nl pour l 6= k,k + a.
Donc
H (C) = −ε
∑
a′
nk+a′ +H
(
{nl}l6=k,k+a
)
H (C ′) = −ε
∑
a′
nk+a+a′ +H
(
{nl}l6=k,k+a
)
donc on choisit AC′,C (C ′, C) = ω0 exp
(
−βH
(
{nl}l6=k,k+a
))
, d’ou`
ωk,k+a = ω0 exp
(
−βε
∑
a
nk+a
)
Cette formule est de type loi d’Arrhe´nius, pour un processus active´. En
l’absence d’interaction entre les particules (ε = 0) les particules ont une pro-
babilite´ ω0 d’en sortir correspondant a` une certaine barrie`re, et si ε 6= 0 alors
une variation de hauteur de barrie`re e´gale a` ε
∑
a
nk+a.
Cette seconde approche correspond a` une probabilite´ de saut ne de´pendant
que d’une barrie`re a` franchir pour passer d’un site a` un site voisin, pour une
particule dans une e´nergie potentielle en forme de boˆıte a` oeufs.
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6.3 C. Résolution d’un problème de Poisson avec
contour irrégulier
6.3.1 Cas des interfaces infiniment minces
Nous passons ici en revue les diffe´rentes me´thodes pour re´soudre un pro-
ble`me de Poisson discret dans un syste`me e´lectrochimique avec des e´lectrodes
au contour irre´gulier avant l’hypothe`se de champ moyen. Dans la re´solution,
on peut soit re´soudre directement le proble`me de Poisson sur le domaine entre
les e´lectrodes, de ge´ome´trie irre´gulie`re, soit chercher a` de´terminer les charges
e´lectroniques, pour revenir a` un proble`me de Poisson tre`s simple, car sur un
domaine rectangulaire. En passant du premier type d’approche au second, la
difficulte´ se de´place de la re´solution de l’e´quation de Poisson au calcul des
charges e´lectroniques.
Méthode 1. – Calcul des charges électroniques de surface
L’ide´e est alors de mettre des charges en tout point des bords F , on note
card(F) le nombre de sites), ce qui permettrait de prolonger l’e´quation de
Poisson en tout point du rectangle (cf. figure 6.1, pour un rappel des notations
des diffe´rents domaines).
On conside`re que le proble`me est la superposition du proble`me suivant : 4Vk −
∑
a
Vk+a = ρk/ , k ∈ S
4Vk −
∑
a
Vk+a = 0 , k ∈ A ∪ C
ou` ρk est la densite´ de charges au site k de la solution, et avec les conditions
aux limites pe´riodiques dans la direction perpendiculaire aux e´lectrodes et fixes
Vk = VC , Vk = VA dans l’autre direction, avec le proble`me de Poisson suivant
(duˆ aux uniques charges e´lectroniques)
4δVk −
∑
a
δVk+a = 0 , k ∈ S
4δVk −
∑
a
δVk+a = 0 , k ∈ A ∪ C\F
4δVk −
∑
a
δVk+a = q
e
k
, k ∈ F
avec les conditions limites pe´riodiques dans un sens et fixes nulles dans l’autre.
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 



Fig. 6.1 – les diffe´rents domaines du syste`me, avant l’hypothe`se de champ
moyen ; A : anode, C : cathode, S : solution et F : frontie`res.
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Le vecteur (q`)` (` est un indice sur F , et la correspondance entre les deux
notations sera simplement k (`) ou ` (k)) est choisi tel que (δV`) =
(
VC/A − V`
)
.
Pour de´terminer (q`) il faut introduire la fonction de Green Gk′k associe´e a`
une source unite´ en k = k′
4Gk′
k
−
∑
a
Gk′
k+a = δ (k− k′) , k ∈ S ∪ A ∪ C
avec les meˆmes conditions aux limites que le proble`me de Poisson portant sur
δVk. A partir de cette fonction de Green, on peut de´finir le potentiel de Green
Vk′
k
, potentiel cre´e´ par une charge qk′ au site k
′, en un site quelconque k :
Vk′
k
=
qk′Gk′k

.
En effet Vk′
k
est alors bien solution de l’e´quation de Poisson :
4Vk′
k
−
∑
a
Vk′
k+a =
qk′δ(k−k′)

, k ∈ S ∪ A ∪ C
A` tout ` correspond un certain k′ (`) et a` toute charge qk′(`) correspond un
potentiel
(
qk′(`)Vk
′(`)
k
)
k
donc une re´partition (q`) donne la matrice de potentiel :
δVk =
card(F)∑
`=1
q`Vk
′(`)
k
de laquelle on extrait la ligne de potentiel
(
δVk(`′)
)
`′∈F
=
card(F)∑
`=1
q`Vk
′(`)
k(`′)

`′∈F
et si l’on note A la matrice de dimension card (F) dont les coefficients sont :
A`′,` = Vk
′(`)
k(`′) ,
(cette matrice e´tant syme´trique [2]) alors
(A`′`) . (q`) =
(
VC/A − V`′
)
ou` . est le produit matriciel, donc
(q`) = (A`′`)
−1 . (V0 − V`′)
L’e´tape la plus couˆteuse est l’inversion d’une matrice pleine quelconque
dont la taille est card (F).
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Méthode 2. – Résolution directe
Cette fois-ci, on re´sout l’e´quation de Poisson sur le domaine D directe-
ment, par resolution d’un syste`me line´aire, apres avoir nume´rote´ les sites de la
solution avec un seul indice, par exemple comme suit
1 · · · · · · · · · (Ny − 1) ·Nx + 1
2 i− 1 [Nx] ...
... i−Nx i i + Nx ...
... i + 1 [Nx]
...
Nx · · · · · · · · · Ny ·Nx

cathode .
on peut e´crire un syste`me matriciel dont la dimension est le nombre de sites
de la solution, donc de l’ondre de Nx ×Ny. Or la matrice a` inverser est creuse
et syme´trique (si le site i a j comme voisin alors j admet e´galement i comme
voisin). Il ne reste plus qu’a` re´soudre ce syste`me line´aire, par exemple par une
me´thode de type gradient conjugue´.
Méthode 3. – Résolution par relaxation
Cette me´thode est la plus simple a` mettre en oeuvre : il s’agit simplement
de remarquer que
4Vk −
∑
a
Vk+a − e
(
p+
k
− p−
k
)
/ = 0
sur un site de la solution s’e´crit :
Vk =
1
4
∑
a
Vk+a +
1
4
e
(
p+
k
− p−
k
)
/
donc est la solution de la suite re´currente :
V
(n+1)
k
=
1
4
∑
a
V
(n)
k+a +
1
4
e
(
p+
k
− p−
k
)
/
ou` l’on aura choisi V
(1)
k
de manie`re quelconque (nul par exemple).
Cette e´quation s’e´crit e´galement :
V
(n+1)
k
− V (n)
k
=
1
4
∑
a
V
(n)
k+a − V (n)k +
1
4
e
(
p+
k
− p−
k
)
/
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qui est l’e´criture discre`te d’une e´quation de diffusion, dont l’on recherche la
solution stationnaire.
6.3.2 Cas de l’interface épaisse
Lorsqu’on applique l’hypothe`se de champ moyen, nous avons vu que le pro-
ble`me de Poisson devait eˆtre reformule´. Une premie`re approche est la de´com-
position de l’interface continue en un ensemble d’interfaces minces, qui revient
a` introduire un terme de source e´lectronique de la forme ∇p.∇V : comme l’es-
pe`ce e´lectronique est implique´e dans le transfert e´lectronique, nous n’avons pas
juge´ opportun de choisir cette solution. Une seconde approche est d’introduire
une espe`ce e´lectronique, que l’on doit mode´liser, et la re´solution du proble`me
est alors e´tendue a` une domaine rectangulaire, donc simple nume´riquement.
Une dernie`re me´thode envisage´e consiste a` forcer le potentiel e´lectrostatique
a` eˆtre uniforme dans le me´tal et a` satisfaire l’e´quation de Poisson dans la
solution, le potentiel de zone d’interface raccordant continuˆment les deux zones.
Cette me´thode non physique conside`re le potentiel e´lectrostatique comme une
espe`ce qui diffuse beaucoup plus vite dans le me´tal que dans la solution, donc
un courant
j = −D (p0)∇V
ou` D (0) = 1 et D (1) grand, la fonction entre les deux e´tant choisie arbitrai-
rement. L’e´quation de diffusion du potentiel s’e´crit alors
∂tV + div(j)− ρ
ε
= 0
soit
∂tV = D
(
p0
)
∆V +∇D (p0) · ∇V + ρ
ε
qui a` l’e´quilibre donne
∆V = − ρ
D (p0) ε
= 0 dans le me´tal
∆V = −ρ
ε
dans la solution
L’e´quation de Poisson dans la zone d’interface est :
∆V = −∇D (p
0) · ∇V + ρ/ε
D (p0)
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Cette me´thode permet de controˆler par le choix de D (p0) la non-uniformite´
du potentiel dans le me´tal (i.e le champ e´lectrique) : plus D (p0) est grand plus
le champ e´lectrique sera petit. Remarquons que si on choisit D (p0) − 1 ∝ p0
alors on retrouve une charge de surface de la forme ∇p0 · ∇V .
6.4 D. Formulation matricielle du modèle
6.4.1 Introduction
L’e´criture sous forme matricielle des e´quations cine´tiques de champ moyen
permet d’e´crire un algorithme plus simple, car apre`s avoir de´fini toutes les ope´-
rations e´le´mentaires, le calcul des variations des concentrations s’effectue par
une se´quence d’ope´rations matricielles. Ainsi les boucles sur les sites du re´seau
et les sommations sur les voisins sont limite´es aux ope´rations e´le´mentaires,
ce qui re´duit les chances d’erreurs, par rapport a` une programmation plus
de´veloppe´e (en e´crivant litte´ralement dans le code les e´quations cine´tiques).
De surcroˆıt, il est extreˆmement simple de changer le re´seau (re´seau hexagonal
par exemple) ou de prendre en compte des voisins plus lointains : il suffit de
modifier les matrices de convolution.
Sur l’exemple d’une e´quation microscopique pour un mode`le Av, avec une
interaction avec seulement les plus proches voisins, e´tudions la transposition
matricielle du proble`me. L’e´quation s’e´crit :
∂pk
∂t
= −
∑
a
Jk,k+a (6.2)
ou` (ε est l’e´nergie d’interaction) :
Jk,k+a = ω0
[
pkp
v
k+a exp
[
−βε
∑
a′
pk+a′
]
−pk+apvk exp
[
−βε
∑
a′
pk+a+a′
]]
sur un maillage rectangulaire n×m avec des conditions aux limites pe´rio-
diques.
164 Chapitre 6. Appendices
Lorsque les ope´rations matricielles sont effectue´es terme a` terme, l’ope´ra-
teur mathe´matique est accompagne´ d’un point (A ∗B est le produit matriciel
classique, A · ∗B est le produit des arguments).
On de´finit la matrice P = (pk). On remarque que l’e´volution de l’e´le´ment
pk, c’est-a`-dire de l’e´le´ment k de la matrice P , de´pend de manie`re syme´trique
de ses voisins : en effet, il y a e´change de particule avec les quatre sites voisins,
lesquels interagissent avec leurs quatre voisins respectifs. Ceci se traduit par
des sommations sur des voisins, ou les voisins d’un voisin, et ceci n’est rien
d’autre qu’un produit de convolution matriciel.
Méthode de convolution matricielle
Cet outil est l’analogue de la convolution des fonctions. Posons quelques
notations : soit F la matrice filtre, qui va eˆtre convolue´e a` P , carre´e et de taille
impaire 2p + 1, dont l’e´le´ment est note´ fa ou` a = (k, `) ∈ [−p, p]2. On note P v
la matrice des lacunes : P v = 1− P.
Alors, P ⊗ F est la matrice dont l’e´le´ment k est ∑
a
pk+afa. Dans le cas
d’une somme sur les 4 plus proches voisins :
F =
 0 1 01 0 1
0 1 0

et P ⊗ F est la matrice (∑
a
pk+a)k ou` a = (±1, 0) , (0,±1).
La sommation des courants est l’e´le´ment de matrice k :
∑
a
Jk,k+a = ω0
{
pk exp
(
−βε
∑
a′
pk+a′
)∑
a
pv
k+a
−pv
k
∑
a
[
pk+a exp
(
−βε
∑
a′
pk+a′+a
)]}
Or
exp
(
−β
∑
a′
pk+a′+a
)
= (exp . [−βεP ⊗ F ])
k+a
donc∑
a
[
pk+a exp
(
−βε
∑
a′
pk+a′+a
)]
= ((P. ∗ exp . [−βεP ⊗ F ])⊗ F )
k
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par ailleurs ∑
a
pv
k+a = (P
v ⊗ F )
k
ou` z est le nombre de voisins, et
exp
(
−βε
∑
a′
pk+a′
)
= (exp . [−βεP ⊗ F ])
k
donc
(∑
a
jk,k+a
)
k
= ω0 {P. ∗ exp . [−βεP ⊗ F ] . ∗ (P v ⊗ F )
−P v. ∗ [(P. ∗ exp . [−βεP ⊗ F ])⊗ F ]}
soit, en de´finitive :
∂P
∂t
= −ω0 {P. ∗ exp . [−βεP ⊗ F ] . ∗ (P v ⊗ F )
−P v. ∗ [(P. ∗ exp . [−βεP ⊗ F ])⊗ F ]}
Remarque
la convolution dans le pre´facteur et celle dans l’exponentielle sont les meˆmes
sauf dans le cas de conditions aux limites fixes ou si l’on conside`re des voisins
plus lointains (voir plus loin).
6.4.2 Remarques sur la programmation
Les inte´reˆts de cette me´thode sont multiples :
— changer le nombre de premiers voisins (pour passer par exemple d’un
re´seau carre´ a` un re´seau triangulaire) se fait simplement en remplacant des 0
par des 1 dans la matrice F ;
— ge´ne´raliser l’interaction aux seconds, troisie`mes, etc. voisins se fait tre`s
simplement en changeant uniquement la taille de la matrice F (une matrice de
dimension 2p+1 permet d’explorer p+p(p+1)/2 voisins). Ainsi, par exemple,
avec p = 3, on peut explorer jusqu’au neuvie`me voisin, et ceci avec la meˆme
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e´quation. Remarquons cependant que la matrice de convolution utilise´e pour
la sommation des e´nergies d’interaction n’est a priori pas la meˆme que celle
utilise´e pour la sommation des courants (cette dernie`re n’ayant que des termes
e´gaux a` 0 et 1).
6.4.3 Modèle ABv
on e´crit de la meˆme manie`re, sans pre´ciser le de´tail du calcul :
∂P α
∂t
= −P α. ∗ (P v ⊗ F ) . ∗ ωα
+P v. ∗ {(P α. ∗ ωα)⊗ F}
avec
ωα = ω0 exp.
[−β (εααP α + εαβP β)⊗ F ]
On de´duit l’e´quation ve´rifie´e par P βpar une permutation de α et β dans l’e´qua-
tion pre´ce´dente.
6.4.4 Généralisation
Mode`le a` n espe`ces A1, ..., An avec indices 1  α  n.
∂P α
∂t
= −P α. ∗ (P v ⊗ F ) . ∗ ωα
+P v. ∗ {(P α. ∗ ωα)⊗ F}
avec
ωα = ω0 exp .
[
−β
(∑
α′
εαα′P
α′
)
⊗ F
]
Avec champ
Il suffit de remplacer P α par P α. ∗ exp (Φα/2) et P v par P v. ∗ exp (−Φα/2)
dans les pre´facteurs des courants (Φα = βqαV , ou` V est la matrice potentiel),
on obtient
∂P α
∂t
= −P α. ∗ exp (Φα/2) . ∗ ((P v. ∗ exp (−Φα/2))⊗ F ) . ∗ ωα
+ (P v. ∗ exp (−Φα/2)) . ∗ {((P α. ∗ exp (Φα/2)) . ∗ ωα)⊗ F}
(6.3)
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avec
ωα = ω0 exp .
[
−β
(∑
α′
εαα′P
α′
)
⊗ F
]
Espèce électronique
D’apre`s le chapitre 3.4, l’e´quation cine´tique pour l’espe`ce e´lectronique
s’e´crit
∂pe
k
∂t
=
ωef (p0
k
)
kT
∑
a
f
(
p0
k+a
)Da(−eVk + pek
D (EF )
)
soit sous forme matricielle
∂P e
∂t
=
ωe
kT
f
(
P 0
)
. ∗
{[
f
(
P 0
)
. ∗
(
−eV + P
e
D (EF )
)]
⊗ F (6.4)
−
(
−eV + P
e
D (EF )
)
. ∗ (f (P 0)⊗ F )}
Transfert électronique
La contribution de transfert e´lectronique aux e´quations cine´tiques de champ
moyen, pour les espe`ces implique´es dans le transfert, s’e´crit d’apre`s (3.62) et
(3.5.3) (au signe pre`s)∑
a
j0β
(
1− f (p0
k
))
f
(
p0
k+a
) (
exp β
(
µ˜+
k
+ µ˜e
k+a
)− exp βµ˜0
k
)
soit en e´criture matricielle (on note Γ˜α =
(
µ˜+
k
)
k
)
j0β
(
1− f (P 0)) . ∗ {exp (βΓ˜+) . ∗ [f (P 0) . ∗ exp(βΓ˜e)]⊗ F (6.5)
− exp
(
βΓ˜0
)
. ∗ [f (P 0)⊗ F ]}
6.4.5 Ecriture des conditions aux limites
Pour chaque espe`ce, dans la direction paralle`le aux e´lectrodes, on suppose
une condition aux limites pe´riodique. Dans l’autre direction, on a soit une
condition aux limites de flux nul (espe`ces non e´lectroniques) soit contact avec
un re´servoir (espe`ce e´lectronique) :
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1. Limite pe´riodique ; le calcul nume´rique est tre`s simple puisqu’il suffit d’in-
clure les conditions limites pe´riodiques dans l’ope´rateur de convolution
⊗, a` l’aide d’un simple modulo.
2. Flux nul (rebond des particules) ; la matrice F pre´sente dans les pre´fac-
teurs doit changer sur les deux bords :
— bord gauche
F =
 0 1 00 0 1
0 1 0
 ;
— bord droit
F =
 0 1 01 0 0
0 1 0
 .
3. Contact avec un re´servoir ; sur les deux extre´mite´s, il suffit d’ajouter un
re´servoir de deux sites, car la variation d’une concentration en un site
donne´ de´pend des concentrations distantes de deux sites, et a` chaque
ite´ration, on re´initialise les valeurs des concentrations dans les sites des
re´servoirs.
6.5 E. Algorithme
6.5.1 Méthodes
Pas de temps adaptatif
Cas d’une espèce L’ide´e est voisine des grilles adaptatives utilise´es lors
de la discre´tisation spatiale des e´quations aux de´rive´es partielles. L’ide´e est
d’adapter, a` chaque boucle, le pas de temps, de telle sorte que la variation
relative maximale des concentrations locales des diffe´rentes espe`ces soit de δpε.
Cela s’e´crit
∀k ,
∣∣∣∣dpkpk
∣∣∣∣ < δpε
avec en pratique δpε de l’ordre de 0, 01. Ceci permet, en outre, d’e´viter que
pk ne s’approche trop de 0. Pour e´viter que pk ne s’approche trop de 1, on
impose e´galement
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∀k ,
∣∣∣∣ dpk1− pk
∣∣∣∣ < δpε
ce qui peut eˆtre re´sume´ par
∀k ,
∣∣∣∣ dpk(1− pk) pk
∣∣∣∣ < δpε (6.6)
Or, dpk = dt · p′k donc :
∀k ,
∣∣∣∣ dt · p′k(1− pk) pk
∣∣∣∣ < δpε soit |dt| < δpε/ ∣∣∣∣ p′k(1− pk) pk
∣∣∣∣
soit finalement :
δt = δpε/ max
k
∣∣∣∣ p′k(1− pk) pk
∣∣∣∣ et T = δpε ∑
boucle
(
max
k
∣∣∣∣ p′k(1− pk) pk
∣∣∣∣)−1
Le pas de temps est en ge´ne´ral tre`s petit au de´but de la simulation nume´-
rique, car les interfaces rectangulaires sont a` l’origine de courants tre`s forts.
Lorsque l’interface continue est e´tablie, le pas de temps se stabilise.
Dans le cas de n espe`ces, il faut rajouter la condition∑
α
(pα
k
+ dpα
k
) ≤ 1 (6.7)
Modération du pas de temps Avec les crite`res (6.6) et (6.7), on est assure´
que les concentrations des espe`ces non-e´lectroniques seront maintenues entre
0 et 1. En revanche, cela n’empeˆche pas d’e´ventuelles oscillations nume´riques
du pas de temps ; pour les e´viter, le pas de temps utilise´ dans le calcul ne doit
pas pouvoir augmenter trop vite (en revanche, il doit pouvoir diminuer tre`s
rapidement).
On note ∆tr le pas de temps re´el, utilise´ a` l’ite´ration pre´ce´dente, ∆tc le pas
de temps cible et ∆ta le pas de temps adaptatif, satisfaisant aux crite`res (6.6)
et (6.7).
A intervalles re´guliers de longueur tc, on estime le pas de temps cible comme
e´tant le pas de temps adaptatif
∆tc = ∆ta (6.8)
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et l’incre´ment de pas de temps
∆tc −∆tr
tc
(6.9)
permet d’atteindre lentement le pas de temps cible. Ainsi, le pas de temps
augmente lentement : cependant, a` chaque pas de temps, on ve´rifie que le
pas de temps re´el ∆tr ne de´passe pas le pas de temps adaptatif ∆ta. Dans
le cas contraire, c’est-a`-dire si ∆tr > ∆ta alors on diminue par un facteur
donne´ (facteur 5 dans nos simulations) le pas de temps ∆tr et recommence
les proce´dures (6.8) et (6.9). En pratique, comme le pas de temps ∆tr e´volue
lentement et pour e´conomiser du temps de calcul l’ensemble de la proce´dure de
calcul du pas de temps n’est pas accomplie a` chaque ite´ration, mais a` intervalles
re´guliers (de l’ordre de quelques dizaines).
Calcul du potentiel
Pour re´duire le temps de calcul du potentiel, on impose une valeur fixe´e
du potentiel a` l’inte´rieur des deux e´lectrodes jusqu’a` une certaine distance des
interfaces – de´finie par une condition du type p0
k
/pv
k
supe´rieur a` une valeur
donne´e, ce qui re´duit le temps de diffusion des e´lectrons de la source a` l’inter-
face. On adapte alors la concentration d’e´lectrons dans cette meˆme zone pour
avoir une densite´ de charges nulle.
Relaxation des électrons
La mobilite´ e´lectronique est tre`s faible entre les e´lectrodes : en conse´quence
(i) les e´lectrons produits par dissolution anodique sont pie´ge´s dans une zone a`
faible concentration me´tallique et (ii) le transport accumule des e´lectrons dans
la zone de la solution. On peut re´soudre ce proble`me en introduisant dans le
mode`le physique pour les e´lectrons un couˆt e´nerge´tique lorsqu’un e´lectron est
juste en dehors du me´tal, avec un puits de potentiel lie´ a` la concentration
me´tallique (travail de sortie). Nous avons choisi d’introduire une correction
non-physique a` l’e´quation cine´tique des e´lectrons, par un terme de relaxation
du type (1− f (p0
k
)) pe
k
ou` f est la fonction seuil (3.39) de´finie a` la page 52,
avec des parame`tres pc et ξ diffe´rents de ceux utilise´s pour le transport et le
transfert e´lectronique (pour ne pas supprimer les e´lectrons par relaxation dans
les zones d’interfaces).
6.5. E. Algorithme 171
6.5.2 Architecture
L’e´tude nume´rique comporte trois volets :
1. code de calcul nume´rique : proce´dural en langage C ;
2. script d’exe´cution du code de calcul en perl ;
3. traitement des re´sultats : manuel (xmgr, matlab) ou par scripts perl
(cre´ation d’images en format comprime´, d’animations, de pages de re´sul-
tats au format HTML).
Code de calcul numérique
Ce code se de´compose en trois fichiers :
— emfke.c contenant la fonction principale ;
— lib/functions.c petite librairie de fonctions ;
— lib/data.h fichier d’enteˆte, avec les valeurs des parame`tres.
Chaque expe´rience est identifie´e par un nume´ro, par exemple 752, et le
fichier d’enteˆte correspondant est archive´ sous le nom lib/data.h.752. Les re´-
sultats du calcul sont stocke´s dans un re´pertoire nomme´ results/752/.
Ce programme traite les e´quations entie`rement sous forme matricielle. On
de´finit des ope´rations e´le´mentaires – addition, multiplication terme-a`-terme,
convolution, etc. et chaque e´quation cine´tique est e´crite en terme d’ope´rations
vectorielles (cf. section 6.4.1). Chaque ite´ration est donc une se´quence d’ope´-
rations vectorielles, qui permet de calculer les variations des concentrations et
le nouveau potentiel e´lectrostatique.
Voici les e´tapes dans l’exe´cution de la fonction principale :
1. enregistrement des parame`tres physiques (ωα, εαβ, etc.) dans un fichier ;
2. analyse des parame`tres de commandes. Ces parame`tres permettent de
faire certains choix initiaux, sur les conditions aux limites, sur la dimen-
sionnalite´, sur l’enregistrement des re´sultats, sur la me´thode employe´e
pour le calcul du potentiel e´lectrostatique – gradient conjugue´ ou relaxa-
tion, et enfin sur les champs initiaux (le calcul peut eˆtre un nouveau
calcul ou la continuation d’un autre) ;
3. initialisation des matrices de convolution et de concentration, soit en
affectant des valeurs initiales calcule´es pour un nouveau calcul, soit en
re´cupe´rant les valeurs d’un calcul pre´ce´dent ;
4. ajout de bruit, ou d’une perturbation sinuso¨ıdale sur les concentrations ;
172 Chapitre 6. Appendices
5. premiers calculs avant l’ite´ration principale : densite´ de charges et po-
tentiel e´lectrostatique ;
6. boucle principale d’ite´ration sur le temps. L’ordre d’ite´ration t varie de
0 a` une valeur maximale tmax (de l’ordre de 10000 a` 100000 pas), mais
lorsque t = tmax on re´initialise t a` 0, ce qui rend la boucle infinie. Au
cours d’une ite´ration, on proce`de au calcul
(a) de la taille de l’anode tous les tmax/n pas de temps (ou` n ∼ 1− 5) ;
si celle-ci a recule´ au-dela` d’une certaine limite, on avance l’anode
d’un site et on fait reculer la cathode d’un site e´galement,
(b) des diffe´rents termes pour la partie transport des e´quations cine´-
tiques de champ moyen, e´crites sous forme matricielle, c’est-a`-dire :
i. P v et P v ⊗ F
ii. P α. ∗ exp (Φα/2) pour α ∈ {+,−}
iii. P v.∗ exp (−Φα/2) et (P v. ∗ exp (−Φα/2))⊗F pour α ∈ {+,−}
iv. pour chacune des espe`ces α non-e´lectroniques :
−β (∑α′ εαα′P α′) ⊗ F , puis ωα et enfin
((P α. ∗ exp (Φα/2)) . ∗ ωα)⊗ F ,
(c) de f (P ) pour le transport e´lectronique et le transfert e´lectronique,
(d) des termes de transport e´lectronique,
(e) des potentiels e´lectrochimiques Γ˜α,
(f) des termes de transfert e´lectronique,
(g) des variations de concentrations,
(h) du pas de temps the´orique a` choisir pour satisfaire l’e´quation (6.6),
(i) du pas de temps re´el,
(j) des nouvelles valeurs des concentrations (connaissant leurs varia-
tions et le pas de temps re´el,
(k) de la densite´ de charges et du potentiel e´lectrostatique. On enre-
gistre alors certains champs sous forme d’images bitmap (ascii) ou
de fichiers re´sultats avec les valeurs re´elles.
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Script d’exécution du code de calcul
Lorsqu’on a indique´ dans le fichier d’enteˆte lib/data.h le nume´ro de l’ex-
pe´rience 752, on peut exe´cuter le script exec.pl qui exe´cute les instructions
suivantes :
1. re´cupe´ration du nume´ro de l’expe´rience ; test pour ve´rifier que ce dossier
ne contient pas de donne´es (se´curite´)
2. cre´ation du dossier de re´sultat results/752/ si ne´cessaire
3. suppression des fichiers objets (.o) et du binaire
4. appel au programme make (makefile)
5. le binaire est renomme´ avec le nume´ro de l’expe´rience : 752.ex
6. exe´cution du binaire avec les parame`tres de commandes, et cre´ation d’un
fichier kill752 contenant le nom de la machine sur laquelle le calcul est
lance´ et une commande permettant de supprimer le processus
Scripts de traitement des résultats
Pour un traitement individuel de certains re´sultats, on utilise xmgr (vi-
sualisation 2D) ou matlab (visualisation 3D et calculs). Pour un traitement
automatise´ des re´sultats, essentiellement pour cre´er des images et animations
dans un format comprime´, et les inse´rer dans des pages web de re´sultats, on
utilise des scripts en bash, perl, avec les outils comme ImageMagick et meta-
post.
6.5.3 Paramètres des expériences présentées
N M p
+/−
S /p
+/−
A/C p
0
S/p
0
A/C p
s
S/p
s
A/C dtr
200 × 0.0106/0.0003 0.0253/0.925 0.925/0.0253 1− 2
β ε00 εs−/εss/εs+ ε0s/ε0+/ε0− β EF D(EF )
1 1 1 0 1 −1.96 1000
ω
−/+
0 ω
0
0 ω
∗ ωe
1 1 0 1e− 04
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VA − VC q+ = −q− 
0.2 1 0.05
δpε pc ξ p
relaxation
c ξ
relaxation
0.0001 0.5 0.1 0 0
Expe´rience 280
N M p
+/−
S /p
+/−
A/C p
0
S/p
0
A/C p
s
S/p
s
A/C dtr
200 × 0.00354/0.0001 0.0253/0.925 0.925/0.0253 0.3885− 4.085
β ε00 εs−/εss/εs+ ε0s/ε0+/ε0− β EF D(EF )
1 1 1 0 1 −1.96 1000
ω
−/+
0 ω
0
0 ω
∗ ωe
1000 1000 0 1
VA − VC q+ = −q− 
0 1 0.05
δpε pc ξ p
relaxation
c ξ
relaxation
0.01 0.5 0.1 0 0
Expe´rience 300
N M p
+/−
S /p
+/−
A/C p
0
S/p
0
A/C p
s
S/p
s
A/C dtr
200 × 0.01/0.0003 0.025/0.925 0.907/0.0253 1− 3.137
β ε00 εs−/εss/εs+ ε0s/ε0+/ε0− β EF D(EF )
1 1 1 0 1 4.42 1000
ω
−/+
0 ω
0
0 ω
∗ ωe
0.1 0.1 1e− 06 1e− 04
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VA − VC q+ = −q− 
10 1 0.05
δpε pc ξ p
relaxation
c ξ
relaxation
0.01 0.5 0.1 0.2 0.01
Expe´rience 616
N M p
+/−
S /p
+/−
A/C p
0
S/p
0
A/C p
s
S/p
s
A/C dtr
200 × 0.01/0.0003 0.025/0.925 0.907/0.0253 0.7695− 69.27
β ε00 εs−/εss/εs+ ε0s/ε0+/ε0− β EF D(EF )
1 1 1 0 1 4.44 1000
ω
−/+
0 ω
0
0 ω
∗ ωe
0.1 0.1 1e− 06 1e− 04
VA − VC q+ = −q− 
0 1 0.05
δpε pc ξ p
relaxation
c ξ
relaxation
0.01 0.5 0.1 0.2 0.01
Expe´rience 627
N M p
+/−
S /p
+/−
A/C p
0
S/p
0
A/C p
s
S/p
s
A/C dtr
200 × 0.01/0.0003 0.025/0.925 0.907/0.0253 0.7921− 4.549
β ε00 εs−/εss/εs+ ε0s/ε0+/ε0− β EF D(EF )
1 1 1 0 1 6.44 1000
ω
−/+
0 ω
0
0 ω
∗ ωe
0.1 0.1 1e− 06 1e− 04
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VA − VC q+ = −q− 
0 1 0.05
δpε pc ξ p
relaxation
c ξ
relaxation
0.01 0.5 0.1 0.2 0.01
Expe´rience 628
N M p
+/−
S /p
+/−
A/C p
0
S/p
0
A/C p
s
S/p
s
A/C dtr
200 × 0.02/0.0006 0.0101/0.91 0.91/0.0101 0.611− 954600
β ε00 εs−/εss/εs+ ε0s/ε0+/ε0− β EF D(EF )
1.25 1 1 0 1.25 4.42 1000
ω
−/+
0 ω
0
0 ω
∗ ωe
1 1 0 0.001
VA − VC q+ = −q− 
0 1 0.05
δpε pc ξ p
relaxation
c ξ
relaxation
0.01 0.5 0.1 0.2 0.01
Expe´rience 651
N M p
+/−
S /p
+/−
A/C p
0
S/p
0
A/C p
s
S/p
s
A/C dtr
200 × 0.01/0.0003 0.025/0.925 0.907/0.0253 0.7886− 4.212
β ε00 εs−/εss/εs+ ε0s/ε0+/ε0− β EF D(EF )
1 1 1 0 1 4.42 1000
ω
−/+
0 ω
0
0 ω
∗ ωe
0.1 0.1 1e− 05 1e− 04
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VA − VC q+ = −q− 
100 1 0.05
δpε pc ξ p
relaxation
c ξ
relaxation
0.01 0.5 0.1 0.03 0.001
Expe´rience 661
N M p
+/−
S /p
+/−
A/C p
0
S/p
0
A/C p
s
S/p
s
A/C dtr
200 × 0.01/0.0003 0.025/0.925 0.907/0.0253 0.7334− 9.985
β ε00 εs−/εss/εs+ ε0s/ε0+/ε0− β EF D(EF )
1 1 1 0 1 4.42 0.01
ω
−/+
0 ω
0
0 ω
∗ ωe
1e− 07 1e− 07 0 1e− 05
VA − VC q+ = −q− 
10 1 0.05
δpε pc ξ p
relaxation
c ξ
relaxation
0.01 0.5 0.1 0.03 0.001
Expe´rience 670
N M p
+/−
S /p
+/−
A/C p
0
S/p
0
A/C p
s
S/p
s
A/C dtr
100 × 0.01/0.0003 0.025/0.925 0.907/0.0253 0.5198− 80.86
β ε00 εs−/εss/εs+ ε0s/ε0+/ε0− β EF D(EF )
1 1 1 0 1 4.42 0.1
ω
−/+
0 ω
0
0 ω
∗ ωe
0 0 0 1
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VA − VC q+ = −q− 
100 1 0.05
δpε pc ξ p
relaxation
c ξ
relaxation
0.01 0.5 0.1 0.03 0.001
Expe´rience 802
N M p
+/−
S /p
+/−
A/C p
0
S/p
0
A/C p
s
S/p
s
A/C dtr
200 × 0.01/0.0003 0.025/0.925 0.907/0.0253 0.3264− 4.474
β ε00 εs−/εss/εs+ ε0s/ε0+/ε0− β EF D(EF )
1 1 1 0 1 4.42 0.1
ω
−/+
0 ω
0
0 ω
∗ ωe
1 1 0.0001 0.001
VA − VC q+ = −q− 
100 1 0.05
δpε pc ξ p
relaxation
c ξ
relaxation
0.01 0.5 0.1 0.03 0.001
Expe´rience 686
N M p
+/−
S /p
+/−
A/C p
0
S/p
0
A/C p
s
S/p
s
A/C dtr
100 40 0.01/0.0003 0.025/0.925 0.907/0.0253 0.02079− 9.963
β ε00 εs−/εss/εs+ ε0s/ε0+/ε0− β EF D(EF )
1 1 1 0 1 4.42 0.1
ω
−/+
0 ω
0
0 ω
∗ ωe
0.1 0.0001 0.0006 0.0001
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VA − VC q+ = −q− 
100 1 0.05
δpε pc ξ p
relaxation
c ξ
relaxation
0.01 0.5 0.1 0.03 0.001
Expe´rience 736
N M p
+/−
S /p
+/−
A/C p
0
S/p
0
A/C p
s
S/p
s
A/C dtr
100 40 0.01/0.0003 0.025/0.925 0.907/0.0253 0.004953− 9.983
β ε00 εs−/εss/εs+ ε0s/ε0+/ε0− β EF D(EF )
1 1 1 0 1 4.42 0.1
ω
−/+
0 ω
0
0 ω
∗ ωe
0.1 0.0001 0.0006 0.0001
VA − VC q+ = −q− 
99 1 0.05
δpε pc ξ p
relaxation
c ξ
relaxation
0.01 0.5 0.1 0.03 0.001
Expe´rience 752
180 Chapitre 6. Appendices
Bibliographie
[1] N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller, E. Teller,
J. Chem. Phys. 21, 1087 (1953)
[2] Yu V. Egorov,M.A. Shubin, Foundations of Statistical Theory of Partial
Differential Equations Springer (1998)
181
182 BIBLIOGRAPHIE
Deuxième partie
Croissance laplacienne
d’aiguilles parallèles
183
Chapitre 7
Introduction
Le mode`le d’agre´gation limite´ par la diffusion (DLA), propose´ par Witten
et Sander [1], est un mode`le de croissance tre`s simple – une particule initiale
immobile autour de laquelle s’agre`gent de manie`re certaine des marcheurs ale´a-
toires successifs – qui donne des re´sultats d’une complexite´ surprenante : des
structures arborescentes, posse`dant des proprie´te´s mathe´matiques tre`s parti-
culie`res, celles des objets fractals.
L’inte´reˆt physique de ce mode`le est conside´rable par son champ d’applica-
tions. Citons entre autres la croissance dendritique de structures cristallines par
solidification, l’e´lectrode´position[2][3], la digitation visqueuse [4], le claquage
die´lectrique [5], la croissance de colonies de bacte´ries [6]. L’origine du champ
laplacien peut eˆtre un champ de diffusion des particules qui s’agre`gent ou de
nutriment dans le cas de la croissance des bacte´ries, le champ de pression (di-
gitations visqueuses) ou un champ e´lectrique comme dans l’e´lectrode´position
ou le claquage die´lectrique.
Malgre´ sa simplicite´ apparente, la compre´hension des me´canismes intimes
de ce mode`le est encore tre`s restreinte, limite´e essentiellement a` des e´tudes nu-
me´riques permettant d’obtenir diffe´rentes lois d’e´chelles. La difficulte´ the´orique
importante est l’influence de l’ajout d’une particule sur le champ laplacien, par
modification de la frontie`re du domaine ou` doit eˆtre re´solue l’e´quation de La-
place.
Une approche plus modeste consiste alors a` simplifier le mode`le the´orique,
en ne´gligeant la pre´sence des branches late´rales, donc a` e´tudier la croissance
d’aiguilles dont seule l’extre´mite´ peut croˆıtre, cette hypothe`se e´tant justifie´e a`
grande e´chelle [7][8][9][10]. Dans ce cadre, on peut conside´rer diffe´rentes ge´o-
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me´tries : aiguilles radiales ou paralle`les, et diffe´rentes conditions aux limites
[11] : re´flection (mode`le R) ou absorption des particules (mode`le A[12]). Dans
ce dernier cas, la particule peut eˆtre absorbe´e par le coˆte´ d’une aiguille, mais
c’est l’extre´mite´ de cette aiguille qui croˆıt.
Nous nous sommes inte´resse´s au cas de la croissance d’aiguilles paralle`les
et absorbantes (cf. figure 7.1), car plus proches, nous semble-t-il, de la re´alite´.
Fig. 7.1 – a` chaque instant, une particule s’attache a` une aiguille.
Dans un espace a` deux dimensions, le formalisme de la transformation
conforme a de´ja` permis d’obtenir des re´sultats analytiques pour des aiguilles
radiales [13]. Dans le cas d’aiguilles paralle`les, Adda-Bedia a e´tendu ce forma-
lisme [14], et obtenu, a` l’issu d’une e´tude nume´rique une loi d’e´chelle sur la
densite´ de branches ρ en fonction de la hauteur y, avec un exposant α proche de
1. Cependant, le point le plus discutable de ces travaux est la croissance conti-
nue des aiguilles, avec en conse´quence une croissance des aiguilles entie`rement
de´termine´e par le bruit initial.
Ainsi, en reprenant les e´quations obtenues par Adda-Bedia, nous supposons
la croissance discre`te et probabiliste, donc a` chaque pas de temps, une particule
de taille finie δL posse`de une certaine probabilite´ individuelle de s’accrocher a`
chacune des aiguilles, et l’e´tat du syste`me, de´crit par les diffe´rentes longueurs
des aiguilles, n’est a` un instant donne´, plus connu de manie`re certaine : chaque
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e´tat possible est assorti d’une probabilite´, cette probabilite´ e´tant elle-meˆme
solution d’une e´quation de Fokker-Planck.
Apre`s avoir rappele´ le formalisme de transformation conforme et expose´
une extension probabiliste, nous e´tudions le cas simple de deux aiguilles, qui
peut eˆtre re´solu entie`rement, sans aucune simplification. Dans le cas de n ai-
guilles e´quidistantes, nous nous restreignons au re´gime line´aire, partant d’une
distribution initiale ou` toutes les aiguilles sont de meˆme longueur. On de´montre
alors un comportement analogue a` l’instabilite´ de Mullins-Sekerka [15], avec
une instabilite´ correspondant a` un doublement de pe´riode (noter que dans l’in-
stabilite´ de Mullins-Sekerka, la plus petite e´chelle d’instabilite´ est fixe´e par
la tension de surface, alors que dans notre mode`le, c’est la distance entre les
aiguilles). Enfin, en supposant un sce´nario de croissance hie´rarchique, fait de
doublements de pe´riode successifs, on peut e´tablir the´oriquement la distribu-
tion d’aiguilles ρ (y) ∼ ln y/y, ce qui correspond a` la distribution pre´dite par
Krug et al. [12], nume´riquement et heuristiquement.
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Chapitre 8
Equations du modèle
8.1 Equations initiales
On conside`re n aiguilles dans une ge´ome´trie radiale, en croissance graˆce au
champ laplacien Φ [1]. Alors :
∆Φ = 0
Φ = 0 sur les aiguilles
Φ ∼ ln r lorsque r →∞
A l’extre´mite´ de la k−ie`me aiguille, le flux est :
|∇Φ~r+~rk |  
Ek√
|~r|
ou` Ek est une constante qui de´pend uniquement de la position de la pointe
de l’aiguille : c’est en fait le flux total sur la pointe [1], donc
dLk
dt
= Ek
ou` Lk est la longueur de la k-ie`me aiguille.
8.1.1 Première transformation conforme
La me´thode de transformation conforme permet classiquement de trouver
les solutions analytiques de l’e´quation de Laplace dans un autre espace, de
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ge´ome´trie plus simple. On introduit une premie`re transformation conforme f
qui rame`ne un cercle unite´ dans le plan complexe z a` une e´toile a` n branches
dans le plan ω
ω = f (z) = Az
n−1∏
j=0
(
1− e
iθj
z
)αj
(8.1)
Dans cette transformation, piαj est l’angle entre deux aiguilles successives {j−
1, j}, avec
n−1∑
j=0
αj = 2 (8.2)
Les angles θj donnent les longueurs `i des aiguilles, et A est un coefficient
connu. Les positions des extre´mite´s zi des aiguilles dans le plan z peuvent eˆtre
parame´tre´es par les angles φi
zi = exp (iφi) , 0 ≤ i ≤ n− 1 . (8.3)
Le champ dans le plan z donne´ par :
Φ (z) = log |z| = Re (log z) . (8.4)
s’exprime alors dans le plan ω par :
Φ (ω) = Re
[
log
(
f−1 (ω)
)]
. (8.5)
Les longueurs des aiguilles radiales sont donne´es par les modules de f (z)
a` z = zi :
`rad i = 4A
n−1∏
j=0
∣∣∣∣sin(φi − θj2
)∣∣∣∣αj , ∀ 0 ≤ i ≤ n− 1. (8.6)
8.1.2 Seconde transformation conforme
Une seconde transformation conforme Ω = ln ω rame`ne l’e´toile a` n branches
dans le plan ω a` n aiguilles paralle`les dans le plan Ω.
Le champ dans le plan Ω est alors :
Φ (Ω) = Re
[
log
(
f−1 (exp Ω)
)]
. (8.7)
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Les longueurs des aiguilles paralle`les sont donc donne´es par les modules de
ln (f (z)) aux points z = zi :
`i = log (4A) +
n−1∑
j=0
αj log
∣∣∣∣sin(φi − θj2
)∣∣∣∣ , ∀ 0 ≤ i ≤ n− 1 . (8.8)
Comme les positions des pointes maximisent |f (z)| pour z = zi et 0 ≤ i ≤
n− 1, on a e´galement les relations entre les angles φi et θj :
n−1∑
j=0
αj cot
φi − θj
2
= 0 , ∀ 0 ≤ i ≤ n− 1 . (8.9)
Enfin, la vitesse de croissance d’une pointe est donne´e par :
d`i
dt
∝
[
n−1∑
j=0
αj
(
1 + cot2
φi − θj
2
)]−1/2
, ∀ 0 ≤ i ≤ n− 1 . (8.10)
Cette e´quation servira a` de´terminer la probabilite´ de croissance des ai-
guilles. Les e´quations (8.9) et (8.10) sont bien suˆr inchange´es, par rapport au
cas des aiguilles radiales.
En re´sumant, on a 2n + 1 inconnues : {θi}0≤i≤n , {φi}0≤i≤n et A et 2n
e´quations : (8.8), (8.9), on peut imposer une relation supple´mentaire. Adda-
Bedia a choisi de poser θ0 = 0 [2], nous pre´fe´rons supposer que la valeur
moyenne des longueurs est nulle (8.11) a` chaque instant , car cela correspond a`
annuler le premie`r e´le´ment du vecteur des longueurs dans l’espace de Fourier.
Ceci s’e´crit :
˜`
0 = ` ≡ 1
n
∑n−1
i=0
`i = 0. (8.11)
8.2 Ecriture matricielle du modèle
La distance entre aiguilles est piαi. En introduisant la matrice C =
{cij}0≤i,j≤n−1 ou` :
cij = cot
φi − θj
2
. (8.12)
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La condition (8.9) s’e´crit simplement :
C.−→α = −→0 , (8.13)
ou` −→α est le vecteur {αi}0≤i≤n−1
Il est e´galement commode de poser :
D = {dij}0≤i,j≤n−1 (8.14)
ou` :
dij = 1 + c
2
ij . (8.15)
La condition (8.10) s’e´crit alors :
d`i
dt
= ((D.−→α )i)−1/2 . (8.16)
8.3 Croissance probabiliste
La croissance laplacienne contient deux aspects : d’une part le champ la-
placien a` l’origine de la compe´tition des branches, et d’autre part la pre´sence
d’un bruit a` la surface de l’amas en croissance, ne´cessaire pour de´clencher
l’instabilite´ laplacienne.
Dans les mode`les de croissance continue de [1] et [2], un bruit initial est
introduit, ce dernier de´terminant de`s le de´part les aiguilles qui vont dominer la
croissance. En revanche, notre approche consiste a` introduire une croissance :
– discre`te, par l’ajout a` chaque pas de temps d’une particule de taille finie
δ`
– probabiliste, avec une probabilite´ individuelle pour chaque aiguille d’ac-
cueillir la nouvelle particule. On de´finit cette probabilite´ individuelle pi
pour la i−e`me aiguille a` partir de l’e´quation (8.10) :
pi =
d`i∑
i d`i
Ainsi, a` un instant donne´ t, un e´tat possible du syste`me est de´crit par les
longueurs ~L = {`i}0≤i≤n−1, soit un vecteur dans l’espace des longueurs. Mais,
de par la nature probabiliste de la croissance, il existe a` un instant donne´ t
diffe´rents e´tat possibles, non e´quiprobables : on introduit donc la probabilite´
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P
(
~L,t
)
d’avoir a` l’instant t l’e´tat ~L. Le syste`me est donc entie`rement de´-
fini a` l’instant t par la connaissance de toutes les probabilite´s P
(
~L,t
)
pour
l’ensemble des e´tats possibles
{
~L
}
a` l’instant t.
Remarquons que les e´tats possibles
{
~L
}
a` l’instant t se de´terminent sim-
plement comme e´tant les (ti − tδL/n)0≤i≤n−1 avec la condition
∑
i ti = tδL et
ti est un entier naturel (cf. (8.11)).
On a maintenant tous les ingre´dients pour construire les ite´rations succes-
sives pendant la croissance.
8.4 Itérations du modèle
A` l’ite´ration t, les 2n + 1 parame`tres e´tant connus, il s’agit de les calculer
a` l’ite´ration t + 1, apre`s l’ajout d’une particule de taille δ` sur l’aiguille i. Cet
accroissement de longueur est suppose´ beaucoup plus petit que toute autre
longueur du syste`me, on s’autorise donc a` line´ariser.
Les e´tapes sont alors les suivantes :
1. Lorsqu’on ajoute une particule sur la i-e`me aiguille , on connaˆıt
−→
δL :
−→
δL = t{−δ`
n
,−δ`
n
, ..., {δ`− δ`
n
}j, ...,−δ`
n
}
ou` l’on a retranche´ −δ`/n a` chaque composante pour s’assurer que la
condition (8.11) soit satisfaite.
2. Calcul de
−→
δθ, en utilisant les e´quations (8.8) et (8.9) :
δ`i =
δA
A
−
n−1∑
j=0
αj
2
cot
φi − θj
2
δθj , (8.17)
ce qui donne une relation entre δ`i, δθi et δA.
Or on impose que la moyenne des `i reste nulle. D’ou` la condition,
∑
i
δ`i = 0 = n
δA
A
−
n−1∑
i,j=0
αj
2
cot
φi − θj
2
δθj (8.18)
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Ceci fixe A : −→
δA
A
=
1
2n
O.C.
−−→
αδθ (8.19)
ou`
−−→
αδθ est le vecteur {αiδθi}0≤i≤n−1 1 est la matrice unite´ et O la matrice
pleine,
O =

1 ... 1
: ... :
1 ... 1
 (8.20)
Si on remplace (8.19) dans (8.17), on obtient δ`i en fonction des δθj :
−→
δL = −1
2
(
1− 1
n
O
)
.C.
−−→
αδθ . (8.21)
ou`
(
1− 1
n
O
)
est un projecteur sur le sous-espace orthogonal a` la compo-
sante comple`tement syme´trique. L’e´quation (8.21) est une relation don-
nant
−→
δL en fonction de
−→
δθ. Or, on a besoin de calculer
−→
δθ en fonction
de
−→
δL : la relation (8.13) montre que −→α est vecteur propre de C pour
la valeur propre 0, et donc que C n’est pas inversible. On ne peut donc
utiliser directement (8.21)pour de´terminer
−→
δθ. C e´tant au plus de rang
n− 1, on supposera qu’elle est exactement de rang n − 1, dimension de
l’espace orthogonal a` −→α . Dans le cas d’aiguilles e´quidistantes, −→α = 2
n
−→
1 ,
et il est alors commode d’utiliser la transformation de Fourier, ce que
nous ferons dans l’e´tude de n aiguilles.
3. Calcul de
−→
δφ en fonction de
−→
δθ. La relation (8.9) donne :
0 =
n−1∑
j=0
αj (δφi − δθj)
(
1 + cot2
φi − θj
2
)
, (8.22)
ce qui permet de calculer les δφi :
δφi =
(D.
−−→
αδθ)i
(D.−→α )i . (8.23)
4. Connaissant
−→
δθ et
−→
δφ, on peut calculer les nouvelles matrices C puis D.
La perturbation δC de C s’obtient simplement a` partir de (8.12) :
δC =
{
−1
2
(δφi − δθj) dij
}
0≤i,j≤n−1
, (8.24)
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et δD a` partir de la de´finition de D
δD = 2CδC
5. Connaissant D et δD, on obtient les nouvelles probabilite´s individuelles
(on note (D.−→α ) = −→Π) :
pi =
d`i∑
i
d`i
=
(Πi)
−1/2∑
i (Πi)
−1/2
. (8.25)
en calculant leur variation
δpi =
δd`i∑
j d`j
− d`i
∑
h δd`h(∑
j d`j
)2 (8.26)
avec δd`i = −δDi/
(
2D
3/2
i
)
. Notons que l’on a bien conservation de la norme :∑
j δpj = 0.
8.4.1 Invariants
Si on effectue une rotation globale δϑ des angles θ et φ la configuration des
aiguilles et toutes les expressions pre´ce´dentes sont invariantes : ainsi C reste
inchange´ et (8.21) s’e´crit avec (8.13),
−→
δL = − 1
n
(
1− 1
n
O
)
.C.
(−−→
αδθ + δϑ−→α
)
= − 1
n
(
C− 1
n
O.C
)
.
−−→
αδθ .
(8.27)
De meˆme le proble`me est invariant par un accroissement uniforme des lon-
gueurs des aiguilles
−→
δL =⇒ −→δL + δλ−→1 .
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Chapitre 9
Croissance de 2 aiguilles
9.1 Calcul des probabilités individuelles
Dans le cas a` deux aiguilles pe´riodiques (n = 2), les e´quations permettent
une re´solution comple`te, quelle que soit la distance entre les aiguilles et sans
line´ariser. Dans cette approche, diffe´rente de ce que l’on vient de voir, on
conside`re comme inconnus les coefficients de C et comme il suffit que d’une
variable pour de´crire l’e´tat du syste`me, on choisira ˜`1 = (`0−`1)/2, c’est-a`-dire
l’e´cart de longueur entre les deux aiguilles. Le proble`me est donc comple`tement
de´fini par la connaissance de P (˜`1, t).
La forme ge´ne´rale de C est avec la condition (8.13) :
C
(˜`
1
)
=
{
α1c0(˜`1) −α0c0(˜`1)
−α1c1(˜`1) α0c1(˜`1)
}
(9.1)
et sa forme re´duite(10.15)
C˜r
(˜`
1
)
=
{
α1c0(˜`1) + α0c1(˜`1)} . (9.2)
La relation (8.15) permet d’e´crire D sous la forme ge´ne´rale :
D
(˜`
1
)
=
{
1 + α21c0(
˜`
1)
2 1 + α20c0(
˜`
1)
2
1 + α21c1(
˜`
1)
2 1 + α20c1(
˜`
1)
2
}
, (9.3)
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Fig. 9.1 – deux aiguilles pe´riodiques : (a) e´quidistantes, (b) cas ge´ne´ral
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d’ou` les vitesses de croissance 8.16 :
d`i
(˜`
1
)
dt
 =

1√
2
(
1 + α0α1c0(˜`1)2)
1√
2
(
1 + α0α1c1(˜`1)2)

(9.4)
et les probabilite´s individuelles de croissance 8.25 :
−→p (˜`1) = 1√
1 + α0α1c0(˜`1)2 +√1 + α0α1c1(˜`1)2

√
1 + α0α1c1(˜`1)2√
1 + α0α1c0(˜`1)2
 .
(9.5)
Les conditions initiales (t = 0), donnent (10.22) :
−→
L (0) =
{
0
0
}
, (9.6)
condition qui de´termine via l’e´quation 8.8 le coefficient A et les angles
φ0(0), θ0(0), φ1(0), et θ1(0).
On trouve ainsi
A =
1
2
(α0)
−α0/2 (α1)
−α1/2 ,
et apre`s quelques calculs, et en fixant arbitrairement θ0(0) = 0{
θ0(0)
θ1(0)
}
=
{
0
pi
}
et
{
φ0(0)
φ1(0)
}
=
{
2arccot
√
α1/α0
−2arccot√α1/α0
}
. (9.7)
D’ou`
C (0) =
{ √
α1/α0 −
√
α0/α1
−
√
α1/α0
√
α0/α1
}
(9.8)
et
D (0) = 2
{
1/α0 1/α1
1/α0 1/α1
}
. (9.9)
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9.1.1 Equations définissant c0(˜`1) et c1(˜`1)
A partir des e´quations 8.24, 8.21 et 8.23, on montre que c0(˜`1) et c1(˜`1)
sont solutions du syste`me d’e´quations diffe´rentielles couple´es suivant :
dc0(˜`1)
d˜`1 +
(
1 + α20c0(
˜`
1)
2
)(
1 + α21c0(
˜`
1)
2
)
α0α1
(
1 + α0α1c0(˜`1)2)(c0(˜`1) + c1(˜`1)) = 0 (9.10)
dc1(˜`1)
d˜`1 −
(
1 + α20c1(
˜`
1)
2
)(
1 + α21c1(
˜`
1)
2
)
α0α1
(
1 + α0α1c1(˜`1)2)(c0(˜`1) + c1(˜`1)) = 0 (9.11)
Pour trouver les solutions de ce syste`me, on proce`de en deux e´tapes :
1. en e´liminant d˜`1 on obtient la relation entre c0(˜`1) et c1(˜`1). Leur produit
est constant et cette constante est de´termine´e par les conditions initiales
c0(˜`1)c1(˜`1) = 1/(α0α1) (9.12)
2. cette relation reporte´e dans l’une ou l’autre des e´quations donne c0(˜`1)
et c1(˜`1). En fait la solution est de´finie parame´triquement : si on pose
c0(˜`1) = 1/(u√α0α1) ; c1(˜`1) = u/√α0α1 (9.13)
la solution de (9.10) donne alors ˜`1 sous la forme
exp
[˜`
1
]
= u
(
α0 + α1u
2
α1 + α0u2
)(α0−α1)/4
. (9.14)
Les probabilite´s de croissance sont alors (9.5) et (9.13)
p1(˜`1) = u
1 + u
; p2(˜`1) = 1
1 + u
(9.15)
ou` u est de´finie de manie`re implicite par 9.14. On rappelle que α0 et α1 sont
lie´s par 8.2.
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9.2 Équation de Fokker-Planck discrète
Si a` t + δt l’e´tat du syste`me est de´fini par ˜`1 alors a` l’instant pre´ce´dent
t, il y avait deux e´tats possibles pour aboutir a` ce nouvel e´tat : ˜`1 − δ`/2
ou ˜`1 + δ`/2. La premie`re transition possible ˜`1 − δ`/2 → ˜`1 correspond a`
l’ajout d’une particule sur la premie`re aiguille, donc cette transition a une
probabilite´ p1
(˜`
1 − δ`/2
)
de se produire. Noter que l’autre transition possible
de cet e´tat ˜`1−δ`/2 a` t par ajout d’une particule sur la seconde aiguille, associe´e
a` la probabilite´ comple´mentaire p2
(˜`
1 − δ`/2
)
existe, mais correspond a` une
transition vers au nouvel e´tat ˜`1 − δ` a` t + δt, qui n’est pas l’e´tat qui nous
inte´resse a` t + δt.
En revanche la seconde transition possible ˜`1 + δ`/2 → ˜`1 corres-
pond a` l’ajout d’une particule sur la seconde aiguille, avec une probabilite´
p2
(˜`
1 + δ`/2
)
.
En e´quation, ceci se traduit par :
P (˜`1, t+δt) = p1 (˜`1 − δ˜`1)·P (˜`1−δ˜`1, t)+p2 (˜`1 + δ˜`1)·P (˜`1+δ˜`1, t) (9.16)
avec δ˜`1 = δ`/2.
C’est une e´quation de diffusion avec champ, comme on le voit aise´ment.
On pose pour le terme diffe´rence finie premie`re,
  (1)
δ `1
f(˜`1, t) = f(˜`1 + δ˜`1, t)− f(˜`1 − δ˜`1, t)
2δ˜`1 = ∂f(
˜`
1, t)
∂ ˜`1 + O(δ˜`1) (9.17)
et pour la diffe´rence finie seconde,
  (2)
δ `1
f(˜`1, t) = f(˜`1 + δ˜`1, t)− 2f(˜`1, t) + f(˜`1 − δ˜`1, t)
(δ˜`1)2 = ∂
2f(˜`1, t)
∂ ˜`21 + O(δ˜`1)
(9.18)
de sorte que l’e´quation d’e´volution (9.16) s’e´crit rigoureusement (mais a` l’ordre
un en δt),
∂P (˜`1, t)
∂t
= D.
  (2)
δ

`1
P (˜`1, t)− v.   (1)δ

`1
(
U(˜`1)P (˜`1, t))
(9.19)
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ou` l’on a introduit les constantes
v =
δ`
2δt
et D =
(δ`)2
8δt
(9.20)
v est la vitesse de croissance de l’aiguille la plus longue (qui e´crante l’autre), D
le coefficient de diffusion du collage entre les deux aiguilles, et ˜`1 = (`0−`1)/2.
Aux temps courts, les particules se collent au hasard sur l’une ou l’autre
des aiguilles (re´gime de diffusion de l’e´quation de Fokker-Planck), et avec la
seule diffusion, apre`s un certain temps, les e´tats avec ˜`1/δ˜`1 non voisin de ze´ro,
ont une probabilite´ qui n’est plus ne´gligeable. Si la diffe´rence entre p1 et p2 est
significative, alors le phe´nome`ne d’e´crantage de l’aiguille la plus longue, inter-
vient (re´gime de migration de l’e´quation de Fokker-Planck). Cette transition
intervient d’autant plus toˆt que la taille de la particule est grande, la distance
inter-aiguilles e´tant fixe´e.
La fonction U caracte´rise l’effet d’e´crantage,
U(˜`1) = u(˜`1)− 1
u(˜`1) + 1 (9.21)
ou` u(˜`1) est de´fini implicitement par (9.14) : un faisceau de courbes U(˜`1) pour
diffe´rentes distances interaiguilles α0 est repre´sente´ sur la figure 9.2.
On peut cependant trouver les expressions asymptotiques de U dans les
re´gions :
– initiale ˜`1 → 0 ,
U(˜`1) ∼ ˜`1
2α0α1
(9.22)
lorsque la diffusion domine,
– finale ˜`1 → ±∞
U(˜`1) = ±1
lorsque l’aiguille la plus longue croˆıt a` la vitesse v.
Pour un syste`me d’aiguilles e´quidistantes (cf. figure 9.1 : a), α0 = α1 = 1,
alors u(˜`1) = exp ˜`1 et U(˜`1) = tanh (˜`1/2).
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1
0 3010 20-30 -10-20
1/α0 = 1, 2, 3, 4, 5
1 2 4 53
U(l1)∼
–1
Fig. 9.2 – fonction d’e´crantage pour diffe´rentes valeurs de la distance interai-
guilles α0
208 Chapitre 9. Croissance de 2 aiguilles
9.3 Equation de Fokker-Planck continue
Dans le cas ge´ne´ral, ou` α0 6= α1 et dans la limite continue, l’e´quation
d’e´volution des probabilite´s s’e´crit alors explicitement
∂P (˜`1, t)
∂t
= D
∂2
∂ ˜`12P
(˜`
1, t
)
− v ∂
∂ ˜`1
(
P (˜`1, t)U (˜`1)) , (9.23)
mais la forme explicite de U(˜`1) ne peut s’obtenir.
Les e´quations (9.19) et (9.23) sont des e´quations de Fokker-Planck repre´-
sentant la diffusion d’une particule de coordonne´e ˜`1 dans le potentiel
V (˜`1) = −v ∫ U(˜`1)d˜`1 .
Dans le cas α0 = α1 = 1, ce potentiel (cf. figure (9.3) est explicitement
V (˜`1) = −v log (cosh(˜`1/2)) ,
et l’e´volution temporelle de la solution de l’e´quation (9.23), avec comme
condition initiale des aiguilles de meˆme longueur :
V(  1)l~
Fig. 9.3 – potentiel dans lequel diffuse la particule de degre´ de liberte´ ˜`1
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9.3.1 Fluctuations temporelles
On a 〈˜`
1
〉
(t) =
∫ +∞
−∞
˜`
1P
(˜`
1, t
)
d˜`1 = 0 (9.24)
car la fonction ˜`1 → ˜`1P (˜`1, t) est impaire.
Mais en revanche : 〈˜`2
1
〉
(t) =
∫ +∞
−∞
˜`2
1P
(˜`
1, t
)
d˜`1 (9.25)
est non-nulle car la fonction est maintenant paire. Pour trouver l’e´quation
diffe´rentielle que satisfait l’e´cart quadratique moyen
〈˜`2
1
〉
, on de´rive 9.25
∂
〈˜`2
1
〉
∂t
=
∫ +∞
−∞
˜`2
1∂P
(˜`
1, t
)
∂t
d˜`1
=
∫ +∞
−∞
˜`2
1
[
D · ∂2
`1
P
(˜`
1, t
)
− v · ∂

`1
(
P
(˜`
1, t
)
· U(˜`1))] d˜`1(9.26)
et par inte´gration par parties :
∂
〈˜`2
1
〉
∂t
= 2D + 2v
〈˜`
1U(˜`1)〉 . (9.27)
(Avec v = 0, on retrouve
〈˜`2
1
〉
= 2Dt.) Au de´but ˜`1  1, U(˜`1) ≈˜`
1/ (2α0α1) d’ou`
∂
〈˜`2
1
〉
∂t
≈ 2D + v
α0α1
〈˜`2
1
〉
, (9.28)
soit
(〈˜`2
1
〉
(0) = 0
)
〈˜`2
1
〉
≈ 2Dα0α1
v
(
−1 + exp
(
vt
α0α1
))
(9.29)
et, en effectuant un de´veloppement limite´√〈˜`2
1
〉
≈
√
2Dt
(
1 +
vt
4α0α1
)
. (9.30)
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La croissance (cf. figure 9.4) a au de´part un comportement diffusif(√〈˜`2
1
〉
≈ √2Dt
)
correspondant a` la croissance compe´titive des deux ai-
guilles, jusqu’a` un temps tdif ≈ α0α1/v ou` s’e´tablit le re´gime de migration,
correspondant a` la croissance d’une seule des aiguilles.
Fig. 9.4 – probabilite´ des diffe´rents e´tats possibles du syste`me de 2 aiguilles
au cours du temps
Le cas limite, α0  1
Le de´veloppement au premier ordre en α0 des expressions (9.14)et
(9.21)conduit a` la relation implicite de U(˜`1/α0)˜`
1
α0
= 2w +
1
2
sinh(4w) ; U = tanh(w) (9.31)
dont le graphe a e´galement une forme en tangente hyperbolique.
Quant aux probabilite´s de collage, elles sont donne´es par les relations
p1(˜`1) = 1
1 + e−2w
; p2(˜`1) = 1
1 + e2w
, (9.32)
soit dans la limite ˜`1  1
p1(˜`1) = 1
2
+
˜`
1
8α0
; p2(˜`1) = 1
2
−
˜`
1
8α0
. (9.33)
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La diffe´rence de probabilite´s est proportionnelle a` la diffe´rence de longueur ˜`1
et inversement proportionnelle a` la distance entre aiguilles α0. Si   est la taille
du syste`me, x la distance entre aiguilles et y˜1 la demi-diffe´rence de longueur
y˜1 = ˜`1   /2pi
p1(y˜1) =
1
2
+
piy˜1
8x
; p2(y˜1) =
1
2
− piy˜1
8x
(9.34)
Dans l’approximation line´aire, l’e´crantage entre aiguilles est en 1/x, et donc
diffe´rent de l’e´crantage en pre´sence de n aiguilles. Cette remarque confirme la
ne´cessite´ de travailler en modes et non en sites (c’est-a`-dire sur les ˜`k et non
les `j).
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Chapitre 10
Croissance de n aiguilles
10.1 Introduction
On se place maintenant dans le cas de n aiguilles e´quidistantes, alors−→α =
2
n
{1, 1, ..., 1}. L’ide´e est d’appliquer le sche´ma d’ite´ration propose´ 8.1 pour ob-
tenir les probabilite´s individuelles de croissance des aiguilles puis en de´duire
l’e´quation de Fokker-Planck sur la probabilite´ P (
−→
L , t) d’avoir l’e´tat
−→
L a` l’ins-
tant t, ou`
−→
L = {`i}0≤i≤n−1.
Pour e´tudier une instabilite´ de croissance, il faut raisonner en termes de
modes et non de sites, il est donc opportun de se plonger dans l’espace de
Fourier. A un e´tat de´termine´ par la connaissance des n longueurs `i des aiguilles
se substitue la connaissance des n modes ˜`i (pour toutes les grandeurs dans
l’espace de Fourier on surmonte la grandeur associe´e dans l’espace normal
d’un tilde). On sait de´ja` que le mode fondamental ˜`0 est nul d’apre`s la relation
(8.11), et la re´duction du proble`me dans un espace de dimension n − 1, en
supprimant le premier mode, permettra d’inverser la relation (8.21)
213
214 Chapitre 10. Croissance de n aiguilles
10.2 Equations dans l’espace de Fourier
10.2.1 Définition de la Transformée de Fourier discrète
(TFD)
Pour un vecteur
−→
V quelconque, on conside`re la transformation
−→˜
V = F.
−→
V (10.1)
ou` (i =
√−1) et
F =
{
1
n
exp
(
2pii jh
n
)}
0≤j,h≤n−1
. (10.2)
Alors −→
V = F−1
−→˜
V (10.3)
avec
F−1 =
{
exp
(
−2pii jh
n
)}
0≤j,h≤n−1
. (10.4)
10.2.2 Réduction de la dimension de l’espace
Pour inverser la relation (8.21), l’ide´e est donc de se plonger dans un espace
de dimension n − 1, en supprimant la premie`re composante. On note avec
l’indice r tout vecteur ayant ses composantes entre 1 et n−1, ou toute matrice
rectangulaire {n− 1, n} ou {n, n− 1} faisant passer des composantes re´duites
aux n composantes et re´ciproquement.
Ainsi, par exemple, on note les matrices rectangulaires
Fr =
{
1
n
exp
(
2pii jh
n
)}
1≤j≤n−1, 0≤h≤n−1
(10.5)
et
(F−1)r =
{
exp
(
−2pii jh
n
)}
0≤j≤n−1, 1≤h≤n−1
. (10.6)
Le produit de ces matrices donnant
(F−1)r.Fr = 1− (1/n)O (10.7)
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et
Fr.(F
−1)r = 1r .
Ceci permet d’e´crire (8.21) sous la forme
−→
δL = − 1
n
(F−1)r.Fr. C.
−→
δθ . (10.8)
On pose ensuite −→˜
δθ = F.
−→
δθ , (10.9)
soit, par blocs, en notant t
−→
1 = {1, 1, ...1}(
δ˜θ0−→˜
δθr
)
=
(
(1/n) t
−→
1
Fr
)
.
−→
δθ . (10.10)
La composante uniforme δ˜θ0 n’intervient pas dans la relation (8.27) a` cause
de la condition (8.13) : elle correspond a` un accroissement δϑ
(
≡ δ˜θ0
)
des
angles θ. A` cause de l’invariance par rotation on doit aussi imposer la condition
δ˜ϕ0 ≡ δ˜θ0. Mais cette condition est automatiquement satisfaite avec la relation
(8.23).
D’ou` −→˜
δθr = Fr.
−→
δθ (10.11)
et la transforme´e inverse donne avec(10.7)
(F−1)r.
−→˜
δθr = (F
−1)r.Fr.
−→
δθ =
−→
δθ − δ˜θ0 −→1 . (10.12)
Dans la suite, on choisit δ˜θ0 = 0. D’ou`
(F−1)r.
−→˜
δθr =
−→
δθ . (10.13)
L’e´quation (10.8) (ou (8.21)) s’e´crit alors apre`s transformation de Fourier :
Fr.
−→
δL = − 1
n
C˜r.
−→˜
δθr (10.14)
avec,
C˜r = Fr.C.(F
−1)r (10.15)
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La matrice re´duite C˜r a l’avantage d’eˆtre maintenant inversible. On obtient
ainsi la variation des θ en fonction des δ`i :
−→
δθ = −n (F−1)r.(C˜r)−1Fr.−→δL (10.16)
On a par ailleurs la relation,(
δ˜`0−→˜
δLr
)
=
(
(1/n) t
−→
1
Fr
)
.
−→
δL (10.17)
ou` l’on ve´rifie que δ˜`0 n’intervient pas dans (10.16) . On peut donc bien ne
s’inte´resser qu’a` la composante re´duite et choisir δ˜`0 = 0. et avoir :
−→˜
δLr = Fr.
−→
δL , (10.18)
Par exemple, la condition δ˜`0 = 0 sera impose´e en retranchant δ`/n pour tous
les i lors de l’ajout d’une particule (ici en j) :
−→
δL[j] = t{−1,−1, ..., j(n− 1), ...,−1,−1} δ`/n (10.19)
Soit dans l’espace de Fourier,
−→˜
δL[j] = δ`/n
{
−δh,0 + exp
(
−2pii jh
n
)}
0≤h≤n−1
(10.20)
et pour la partie re´duite,
−→˜
δLr[j] = δ`/n
{
exp
(
−2pii jh
n
)}
1≤h≤n−1
(10.21)
10.2.3 Conditions initiales
Dans le cas pre´sent et quand toutes les longueurs d’aiguilles sont e´gales,
on a initialement des angles φi et θj aussi re´gulie`rement espace´s, c’est-a`-dire
(0  i, j  n− 1) :
φi(0) =
2pi
n
i et θj(0) =
2pi
n
j − pi
n
(10.22)
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φi(0)− θj(0) = 2pi
n
(i− j) + pi
n
(10.23)
Alors :
C(0) =
{
cot
[pi
n
(i− j) + pi
2n
]}
i,j
(10.24)
et :
C˜(0) = Diag
{
(1− δj0) n exp
[
ipi
(
1
2
− j
n
)]}
(0   j   n−1)
(10.25)
les matrices C˜ et D˜ sont alors diagonales. Si on s’e´loigne peu de cette situation,
on aura des matrices ou` les e´le´ments significatifs seront au voisinage de la
diagonale.
10.3 Equation de Fokker-Planck
On veut obtenir, comme dans le cas a` 2 aiguilles une e´quation de Fokker-
Planck sur la probabilite´ de chaque e´tat possible du syste`me a` l’instant t. Cette
fois-ci un e´tat possible est
−→
L , ou` de manie`re univoque
−→˜
Lr, puisque chaque
ajout de particule laisse la moyenne des aiguilles nulle (δ`0 = 0). On note
P (
−→˜
Lr, t) cette probabilite´ d’avoir le mode
−→˜
Lr, avec
−→˜
Lr = {˜`i}1≤i≤n−1 = Fr·−→L .
La probabilite´ individuelle d’ajouter une particule de taille δ` sur l’aiguille h est
note´e ph
(−→˜
Lr
)
. Cette probabilite´ individuelle peut eˆtre exprime´e en fonction
des modes
ph
(−→˜
Lr
)
=
∑
k
(
F−1r
)
hk
p

k
(−→˜
Lr
)
ou` pk˜
(−→˜
Lr
)
est la probabilite´ individuelle d’ajouter
−→˜
δLr[k˜] =
∑
h (Fr)

kh
−→
δL[h]
a`
−→˜
Lr. Cela me`ne a` l’e´quation de Fokker-Planck, ge´ne´ralisation de l’e´quation
(9.19)
∂P (
−→˜
L r, t)
∂t
= −δ`
δt
n−1∑
k=1
∂
∂ ˜`k
[
p

k
(−→˜
Lr
)
P (
−→˜
L r, t)
]
+
δ`2
2n2δt
n−1∑
k′=1
∂2P (
−→˜
L r, t)
∂ ˜`k′∂ ˜`−k′
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(avec ˜`−k ≡ ˜`n−k = ˜`∗k, k e´tant de´fini modulo n). Toute la difficulte´ est de
de´terminer maintenant p
k
(−→˜
Lr
)
. Pour n > 2, l’approche la plus simple est de
conside´rer l’approximation line´aire, qui donne de´ja` l’instabilite´ laplacienne de
la croissance initiale.
10.3.1 Evolution des probabilités individuelles
Avec la probabilite´ pi
(−→˜
Lr
)
on ajoute a` l’instant t une particule de taille δ`
sur l’aiguille i. Il s’en suit les perturbations
−→
δL[i] des longueurs. Les variations
d’angles associe´es sont :
−→˜
δθr[i] = −n (C˜r)−1
−→˜
δLr[i] (10.26)
−→
δθ[i] = −n (F−1)r.(C˜r)−1Fr.−→δL[i] (10.27)
et
−→
δϕ[i] =

{
D.
−→
δθ[i]
}
h{
D.
−→
1
}
h
 . (10.28)
Cette perturbation des angles modifie les matrices C et D :
δC =
{
−1
2
(δφi − δθj) dij
}
0≤i,j≤n−1
, (10.29)
et
δD = {2cij δcij}0≤i,j≤n−1 , (10.30)
d’ou` les perturbations correspondante des pi, donne´es par l’e´quation (8.25) ou`
D(t + δt) = D(t) + δD(t) soit, avec l’e´quation (8.26),
pi(t + δt) = pi(t)− δDi
2D
3/2
i
∑
j D
−1/2
j
+
D
−1/2
i(∑
j D
−1/2
j
)2 ∑
h
δDh
2D
3/2
h
. (10.31)
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10.3.2 Linéarisation des probabilités
On se propose de regarder l’instabilite´ en re´gime line´aire d’une petite per-
turbation de la distribution uniforme. On se place suffisamment pre`s de l’e´tat
initial, pour pouvoir line´ariser entre l’e´tat initial et tout e´tat conside´re´ ulte´-
rieurement.
Des expressions (10.27) et (10.28), on peut calculer
−→
δθ(0) et
−→
δϕ(0) corres-
pondant a` la variation
−→
δL(0), en ajoutant par example la particule sur l’aiguille
h. Ainsi, si une particule de taille δ` est attache´e sur l’aiguille h d’un peigne
uniforme, alors la probabilite´ individuelle de collage de la prochaine particule
sur l’aiguille i est, d’apre`s l’e´quation (10.48), (pi(t = 0) =
1
n
,
{
D.
−→
1
}
j
= Dj,
et
∑
j D
−1/2
j = 1)
pi =
1
n
− δDi(0)
2n3
+
1
2n4
∑
i,j
δD(0)i,j (10.32)
La probabilite´ individuelle de croissance pi[h] de l’aiguille i, alors qu’une par-
ticule a de´ja` e´te´ ajoute´ sur l’aiguille h est
pi[h] =
δih
n
+ δ`
(
(n + 1)(n− 1)
6n2
δih − csc
2((i− h)pi/n)
2n2
(1− δih)
)
(10.33)
ou` δih est le symbole de Kronecker symbol. Comme attendu, l’aiguille h, la
plus grande aiguille, e´crante les autres.
10.4 Equation de Fokker-Planck du peigne linéarisé
10.4.1 Dans l’espace direct
On note Plin(
−→
L , t) la probabilite´ line´arise´e de trouver un e´tat−→
L = t{`0, `1, ..., `h, ..., `n−1} a` l’instant t. L’hypothe`se de line´arisation consiste
a` supposer que les diffe´rences entre les longueurs `i des aiguilles sont suffisam-
ment petites pour qu’aucune aiguille ne soit comple`tement e´crante´e.
Dans cette approximation, pour un e´tat quelconque
−→
L , les probabilite´s
individuelles de croissance des aiguilles, note´es pj[`h], peuvent eˆtre de´duites de
pj[h] en remplac¸ant δ` par `h. Ainsi, si entre t et t + δt, une particule de taille
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δ` se colle, alors pour chaque e´tat
−→
L possible a` t + δt, il y avait a` l’instant t
les n e´tats possibles suivants (0 ≤ h ≤ n− 1) :
−→
L′ [h] =
−→
L − −→δL[h]
soit −→
L′ [h] = t{`0 + δ`
n
, `1 +
δ`
n
, ..., `h − δ` + δ`
n
, ..., `n−1 +
δ`
n
}.
Chacune de ces transitions e´tant assortie d’une probabilite´ individuelle
ph[`′j], on obtient la relation suivante entre les probabilite´s d’e´tats
Plin(
−→
L , t + δt) =
n−1∑
h=0
n−1∑
j=0
ph[`′j]Plin(
−→
L′ [h], t) . (10.34)
En conclusion, on obtient en introduisant l’expression de la probabilite´
individuelle 10.33 dans l’e´quation 10.34
Plin(
−→
L , t + δt) =
1
n
n−1∑
h=0
Plin(
−→
L′ [h], t) + (10.35)
1
2n2
n−1∑
h=0
n−1∑
j=0,j 6=h
(
`′h − `′j
)
csc2
(
(h− j)pi
n
)
Plin(
−→
L′ [h], t)
10.4.2 Dans l’espace réciproque
Apre`s transformation de Fourier, l’e´quation (10.35) s’e´crit
Plin(
−→˜
L r, t + δt) =
n−1∑
h=0
(
1
n
− n
2 − 1
6n2
δ` (10.36)
+
n−1∑
k=1
e−
2pii
n
hk k
n
(
1− k
n
) ˜`
k
)
Plin(
−→˜
L r −
−→˜
δLr[h], t)
ou` l’on a utilise´ la relation∑
j 6=0
e−
2pii
n
jk csc2
(
jpi
n
)
=
n2 − 6kn + 6k2 − 1
3
(10.37)
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Pour obtenir une e´quation de Fokker-Planck, nous proce´dons a` un de´veloppe-
ment de Taylor au second ordre de l’e´quation (10.36) par rapport aux
−→˜
δLr[h]
∂Plin(
−→˜
L r, t)
∂t
= −δ`
δt
n−1∑
k=1
∂
∂ ˜`k
[
k
n
(
1− k
n
) ˜`
k Plin(
−→˜
L r, t)
]
+
δ`2
2n2δt
n−1∑
k′=1
∂2Plin(
−→˜
L r, t)
∂ ˜`k′∂ ˜`−k′ (10.38)
ou` l’on remarquera que ˜`−k ≡ ˜`n−k.
On remarque alors la forme remarquable de la probabilite´ individuelle pk˜[h˜]
de collage dans le mode k˜, alors qu’une particule de taille δ` a de´ja` e´te´ ajoute´e
dans le mode h˜
p

k[h˜] =
δ

k0
n
+ δ

k

hλ

kδ` ; λ

k =
k˜
n
(
1− k˜
n
)
(10.39)
Lorsque n = 2, nous retrouvons la forme line´arise´e de 9.23 avec α0 = α1 = 1,
et U(˜`1) ∼ ˜`1/2 de l’e´quation 9.3.
10.4.3 Discussion préliminaire de l’équation de Fokker-
Planck
L’e´quation (10.38) pre´sente deux termes :
1. le premier terme est un terme de type migration, correspondant a` une vi-
tesse de croissance v. A la fin du re´gime line´aire, on attend un e´crantage
exponentiel, similaire a` U
(˜`
1
)
du cas a` deux aiguilles. Il est remarquable
d’obtenir le facteur k/n (1− k/n) ˜`k. Ainsi, en partant d’une situation ou`
tous les modes k ont le meˆme poids ˜`k ≡ ˜`, alors en raison du coefficient
k/n (1− k/n), le mode kmax = n/2 domine progressivment, puisqu’il a la
plus grande probabilite´ de croissance. A cause de l’e´crantage, la plupart
des autres modes disparaissent, et le syste`me tend vers un ensemble de
n/2 aiguilles : on peut ainsi construire un sce´nario de croissance hie´rar-
chique fait d’une succession de doublements de pe´riode ;
2. le second terme rend compte du couplage entre les modes k et n− k.
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10.4.4 Corrélation entre les modes et fluctuations d’un
mode q, dans le régime initial
Dans le cas a` n aiguilles, on peut non seulement calculer la fluctuation d’un
mode q (comme nous l’avions fait dans le cas a` deux aiguilles), mais e´galement
calculer la corre´lation entre deux modes q1 et q2〈˜`
q1
˜`
q2
〉
(t) =
∫ +∞
−∞
˜`
q1
˜`
q2P (
−→˜
L r, t)d
−→˜
L r . (10.40)
que l’on inte`gre par parties en utilisant (10.38)
∂t
〈˜`
q1
˜`
q2
〉
lin
∣∣∣
q1 6=q2
=
δ`
δt
(q1
n
(
1− q1
n
)
(10.41)
+
q2
n
(
1− q2
n
))〈˜`
q1
˜`
q2
〉
+
δ`2
2n2δt
δq1+q2,0 +
δ`2
2nδt
(1− δq1+q2,0) .
dont la solution〈˜`
q1
˜`
q2
〉
lin
=
D1δq1+q2,0 + D2 (1− δq1+q2,0)
veff (q1, q2)
[exp (veff (q1, q2)t)− 1] (10.42)
souligne l’existence de vitesse effective de´pendant du couple de modes
(q1, q2) conside´re´
veff (q1, q2) =
δ`
δt
(q1
n
(
1− q1
n
)
+
q2
n
(
1− q2
n
))
. (10.43)
Les fluctuations d’un mode q peuvent aussi eˆtre calcule´es a` partir de l’e´quation
(10.38)
∂t
〈˜` 2
q
〉
lin
=
2δ`
δt
q
n
(
1− q
n
)〈˜` 2
q
〉
+ (10.44)
+
δ`2
n2δt
δq,n/2 +
δ`2
nδt
(
1− δq,n/2
)
.
qui admet une solution similaire au cas a` deux aiguilles, avec pour vitesse
effective veff (q, q)〈˜`2
q
〉
lin
=
2D1δq,n/2 + 2D2
(
1− δq,n/2
)
veff(q, q)
[exp (veff(q, q)t)− 1] (10.45)
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et montre que le mode q = n/2 croˆıt le plus vite. Nous avons note´
D1 =
δ`2
2n2δt
et D2 =
δ`2
2nδt
(10.46)
10.4.5 Distribution des aiguilles
Temps d’écrantage
En e´tudiant un syste`me de deux aiguilles pe´riodique avec une distribu-
tion initiale ˜`1(t = 0) = ∆0/2, Krug et al. [?] ont sugge´re´ en utilisant des
arguments d’e´chelle que le temps d’e´crantage t∗ entre les deux re´gimes ve´rfie
t∗ ∼ a ln(a/∆0), ou` a est distance entre les aiguilles. Dans notre cas a = 2pi/n
et toutes les lois d’e´chelles ne vont de´pendre que du rapport δ`/a = nδ`/(2pi).
Pour de´terminer le temps d’e´crantage, nous choisissons un re´el positif quel-
conque `crit de l’ordre de la distance entre les aiguilles 2pi/n et on de´finit le
temps d’arreˆt tcrit
tcrit = inf
{
t   0,
∣∣∣−→Lr∣∣∣ = `crit = α
n
}
(10.47)
ou` |.| est la norme euclidienne standard dans   n−1 :
∣∣∣−→Lr∣∣∣2 = ∑n−1k=1 ∣∣∣˜`k∣∣∣2. Si n
est pair, alors on introduit Xk = Re
(˜`
k
)
k   n/2
, Xn−k = Im
(˜`
k
)
k<n/2
. Dans le
re´gime line´aire,
−→
X est solution d’une e´quation similaire a` (10.38), ou de manie`re
e´quivalente solution d’un syste`me d’e´quations diffe´rentielles stochastiques et
inde´pendantes
dXk(t) = vλkXk(t)dt +
√
DndWk(t) (10.48)
ou`
−→
W est un mouvement brownien a` (n − 1) dimensions. Quand n  1 et
nδ`  1, on obtient
tcrit =
δt
δ`
(2 lnM + ln(ln M)− ln pi + o(1)) (10.49)
ou` M = α2/(nδ`). Nous obtenons alors la distribution des e´tats
−→
L au temps
tcrit, graˆce a` la transforme´e de Fourier de (10.42) (` = 0)
〈`j`j+j′〉lin =
`2crit
n2
(−1)j′ exp
(
− pi
2j ′2
4 ln n
)
. (10.50)
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On observe la croissance d’une modulation pe´riodique avec doublement de
pe´riode, caracte´rise´e par le facteur (−1)j′, a` laquelle on superpose une modula-
tion ale´atoire de largeur
√
ln n. Ainsi, tcrit peut eˆtre conside´re´ comme le temps
de crossover t∗(n) entre les re´gimes line´aire et non-line´aire.
Loi d’échelle de Krug
Pour construire une loi d’e´chelle sur la densite´ d’aiguilles ρ(y) en fonction de
la hauteur y, on conside`re un sce´nario de croissance par extinctions successives
de la moitie´ des aiguilles. Ainsi apre`s la p−ie`me extinction, la distribution
d’aiguilles est
ρ(y) =
n
2p
Par ailleurs,
y (p) ' δ`
δt
(
1
n
t∗(n) +
2
n
t∗(
n
2
) + ... +
2p
n
t∗(
n
2p
)
)
et, en utilisant (10.49), on obtient pour ρ  n
y(ρ) ∼ 1
ρ
(
ln ρ +
1
2
ln(ln ρ)
)
soit finalement
ρ(y) ∼ 1
y
(
ln y − 1
2
ln(ln y)
)
(10.51)
Cette loi d’e´chelle est en accord avec celle obtenue par Krug et al. [1], en
utilisant des conside´rations heuristiques et des calculs nume´riques.
Régime non-linéaire
On cherche a` de´terminer comment s’e´crit l’e´quation de Fokker-Planck
(10.38) quand le mode dominant k = n/2 atteint le re´gime non-line´aire. L’e´qua-
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tion de Fokker-Planck couplant non-line´airement les modes n et n/2 est
∂P (
−→˜
L r, t)
∂t
= −δ`
δt
{
∂
∂ ˜`n/2
[
tanh(
n˜`n/2
4
) P (
−→˜
L r, t)
]
− (10.52)
−
∑
k 6=n
2
∂
∂ ˜`k
[(
bk(˜`n
2
)˜`k + ck(˜`n
2
)˜`k+n
2
)
P (
−→˜
L r, t)
]
+
δ`2
2n2δt
n−1∑
k′=1
∂2P (
−→˜
L r, t)
∂ ˜`k′∂ ˜`−k′
ou` bk et ck de´termine´s explicitement.
Dans la limite ˜`n/2 → 0, bk [0] = λk et ck [0] = 0 et l’on retroune l’e´quation
(10.38) ; dans la limite ˜`n/2 → ∞ cette e´quation se re´duit a` quatre e´quations
e´quivalentes similaires a` l’e´quation (10.38) que l’on obtiendrait pour n/2 ai-
guilles. Quand n = 2, on retrouve l’e´quation (9.23) avec α0 = α1. L’e´quation
(10.52) donne une ide´e de la structure que l’on peut attendre de l’e´quation de
Fokker-Planck dans le re´gime non-line´aire.
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Chapitre 11
Conclusions
Dans le domaine de l’e´tude the´orique de la diffusion limite´e par l’agre´ga-
tion par le formalisme de la transformation conforme, nous avons propose´ une
nouvelle approche probabiliste, plus re´aliste, de la croissance d’un ensemble de
n aiguilles paralle`les. Ainsi, en ajoutant a` chaque pas de temps δt une particule
de taille δL sur l’une des aiguilles, le syste`me n’e´volue plus de manie`re entie`-
rement de´termine´e par le bruit initial [1], mais avec une probabilite´ P
(
~L, t
)
d’eˆtre a` l’instant t dans l’e´tat ~L = (`i)0≤i≤n−1 ou` `i est la longueur de la i-e`me
aiguille : en particulier si a` un instant donne´ une branche domine les autres, il
demeure une certaine probabilite´ de voir une autre branche l’emporter finale-
ment.
Nos objectifs e´taient d’obtenir une e´quation de Fokker-Planck sur la pro-
babilite´ P
(
~L, t
)
ainsi que certaines grandeurs caracte´ristiques de la croissance
comme les corre´lations entre modes de croissance et retrouver la loi d’e´chelle
sur la distribution des aiguilles [2].
Une premie`re e´tude du cas simplifie´ de deux aiguilles permet de trouver,
sans aucune approximation supple´mentaire, l’e´quation de Fokker-Planck ve´ri-
fie´e par P ((`0 − `1) /2, t) ainsi que, nume´riquement, ses solutions. Nous ve´ri-
fions alors que l’e´volution d’un tel syste`me, avec initialement des aiguilles de
meˆme hauteur, commence par un re´gime diffusif, correspondant a` la compe´-
tition des deux aiguilles jusqu’a` un temps caracte´ristique α0 (2pi − α0) /v ou`
α0 est la distance entre les aiguilles et v = δL/ (2δL), auquel succe`de un re´-
gime de migration correspondant a` la croissance de l’une des aiguilles a` la
vitesse v (cette vitesse est la moitie´ de vitesse a` laquelle on pourrait na¨ıvement
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s’attendre, car la longueur moyenne des aiguilles `0 + `1 est maintenue a` 0).
Dans le cas ge´ne´ral de n aiguilles, nous devons faire deux simplifications :
(i) les aiguilles sont suppose´es e´quidistantes et (ii) on suppose la diffe´rence
entre les longueurs des aiguilles faibles devant la distance inter-aiguilles. On se
place dans l’espace de Fourier — la probabilite´ recherche´e e´tant maintenant
P
(−→˜
L , t
)
ou`
−→˜
L est le vecteur des modes ˜`i, ce qui permet d’obtenir une
e´quation de Fokker-Planck, avec des termes de migration et des termes diffusifs.
Ainsi, partant d’aiguilles identiques, apre`s un re´gime de compe´tition initiale
(re´gime diffusif), se de´veloppe de manie`re pre´ponde´rante le mode kmax = n/2,
graˆce aux facteurs remarquables k/n (1− k/n) pre´sents dans les termes de
migration, ce qui correspond a` un doublement de pe´riode. Apre`s avoir de´fini
et estime´ le temps d’e´crantage t∗ (n) a` la transition entre les deux re´gimes, le
second re´gime correspondant a` la disparition de n/2 aiguilles, on suppose un
sce´nario de croissance hie´rarchique dont le p-ie`me e´ve´nement est la transition
de n/2p−1 aiguilles a` n/2p, on obtient la distribution d’aiguilles ρ (y) en fonction
de la hauteur y
ρ (y) ∼ 1
y
(
ln y − 1
2
ln (ln y)
)
qui confirme la distribution propose´e par Krug [2]. L’e´tape suivante a` ac-
complir serait d’approfondir l’e´tude du re´gime non-line´aire.
En conclusion, nous avons propose´ une approche originale de type Fokker-
Planck pour la croissance limite´e par la diffusion, et montre´ la pertinence d’un
tel mode`le, au moins dans le cas simplifie´ d’aiguilles paralle`les.
Nous espe´rons avoir ouvert une nouvelle voie dans l’e´tude the´orique de la
croissance laplacienne.
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Re´sume´
Le premier sujet d’e´tude est l’application des me´thodes de dynamique de gaz sur re´seau
en champ moyen a` l’e´lectrochimie, en particulier a` l’e´lectrocristallisation.
Le pre´sent mode`le, issu de la physique statistique, utilise des e´quations cine´tiques mi-
croscopiques en champ moyen, pour de´crire l’e´volution des cinq espe`ces en pre´sence :
me´tal, cation, anion, solvant et espe`ce e´lectronique. En e´tablissant ces e´quations a` partir
de conside´rations microscopiques, nous cherchons a` mode´liser la croissance de structures
arborescentes sur la cathode, en tenant compte des effets d’anisotropie cristalline et de la
mobilite´ des espe`ces, du potentiel applique´ et du taux de transfert e´lectronique.
Pour valider le mode`le nume´riquement, nous commenc¸ons par e´tudier des syste`mes unidi-
mensionnels simplifie´s, puis montrons qu’il est possible d’obtenir des croissances arbores-
centes bidimensionnelles.
Le deuxie`me sujet est une approche analytique de la DLA dans un mode`le plus limite´
de croissance d’aiguilles, par la me´thode classique de transformation conforme. Le point
nouveau est de modifier le mode`le, en supposant que la croissance est discre`te et proba-
biliste. Ceci permet d’obtenir une e´quation discre`te de Fokker-Planck sur la probabilite´
de trouver au temps t une distribution donne´e des longueurs d’aiguilles.
En supposant un sce´nario de croissance hie´rarchique, avec doublements de pe´riode suc-
cessifs, on retrouve analytiquement la distribution d’aiguilles en fonction de la hauteur,
pre´vue nume´riquement par des e´tudes ante´rieures.
Abstract
The first part of this research is an attempt to describe the arborescent growth by elec-
trodeposition with a mean field lattice-gas approach.
This growth model is developped based on statistical mecanics using mean field kinetic
equations to describe the evolution of the five chemical species typically involved in these
systems: the metal, cations, anions, a solvent and electrons. With these equations, estab-
lished from microscopic theory, we aim to achieve arborescent growth on the cathod by
including phenomena like cristal anisotropy effects, in addition to the mobility, applied
voltage and electronic transfer rate parameters.
For numerical validation, this model was applied to simple unidimensional systems, and
shown to produce arborescent growth in two dimensions.
The second part of this work involves an analytical approach to DLA for the simple
case of parallel needle growth. With the established conformal mapping method, we
apply a unique modification to the model by assuming that the growth is discrete and
probabilistic. Thus, we derive a discrete fokker-planck equation for the probability of a
given distribution of needle length over time.
Assuming a hierarchical growth, with successive period doubling, we analytically confirm
the needle distribution as a function of the height, as obtained numerically by others.
