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Laser wakefield accelerators promise to revolutionise many areas of accelerator science [1]. How-
ever, one of the greatest challenges to their widespread adoption is the difficulty in control and
optimisation of the accelerator outputs due to coupling between input parameters and the dynamic
evolution of the accelerating structure. Here, we use machine learning techniques to automate a
100 MeV-scale accelerator, which optimised its outputs by simultaneously varying up to 6 parame-
ters including the spectral and spatial phase of the laser and the plasma density and length. This
led to significant improvements over manual optimisation, enhancing the electron and x-ray yields
by factors of 3 or more, using only a few tens of measurements. Most notably, the model built by
the algorithm enabled optimisation of the laser evolution that might otherwise have been missed
in single-variable scans. Subtle tuning of the laser pulse shape caused a dramatic 80% increase in
electron beam charge, despite the pulse length changing by just 1%.
In a laser wakefield accelerator (LWFA), an ultrashort
intense laser pulse travelling through a plasma creates a
wave in its wake which can be used to accelerate elec-
trons to multi-GeV energies in just a few centimetres
[2]. The enormous accelerating fields achievable in LW-
FAs could dramatically reduce the size and cost of fu-
ture high-energy accelerators. In addition, the x-rays
generated by transverse oscillations of electrons within
the plasma structure can provide compact ultrafast syn-
chrotron sources [3–5]. As such, there are a number of
facilities based on LWFAs at various stages of planning,
construction and operation [6–8]. In addition, there is
now a global effort aimed at designing a compact plasma-
based particle collider in lieu of, or even superseding, a
future multi-10 km scale linear accelerator based on con-
ventional technology [9].
In an LWFA, the laser pulse drives the plasma wave
via the ponderomotive force, that depends on laser in-
tensity, shape and spectral content. In general, all of
these parameters are constantly evolving throughout the
acceleration process. This is particularly evident in
strongly-driven LWFAs where electrons are accelerated
from within the plasma itself [10, 11]. Though it is pos-
sible to obtain simple expressions for the dependence
of LWFA output on plasma density and laser intensity
for an unchanging laser pulse [12], in reality, the evolu-
tion of laser parameters makes analytical treatment less
tractable.
Furthermore, there are a large number of input pa-
rameters that must be tuned to optimise the accelerator
performance, including those which affect the spatial and
spectral energy distribution of the laser pulse and those
which control the nature of the plasma source. The usual
approach to optimisation is to perform a series of single
variable (1D) scans in the neighbourhood of the expected
optimal settings. These scans are challenging, as the in-
put parameters are often coupled and the highly sensi-
tive response of the system can lead to large shot-to-shot
variations in outputs. Moreover, due to the non-linear
evolution of the LWFA, altering one input can affect the
optimal values of all the other input parameters. Hence,
sequential 1D optimisations do not reach the true opti-
mum unless initiated there. A full N -D scan would be
prohibitively time consuming for N > 2 and so a more
intelligent search procedure is required.
Machine learning techniques are ideal for this kind of
problem and have been demonstrated in other plasma
physics, accelerator science and light source applications
[13–16]. Genetic algorithms have been applied to laser-
plasma sources including; using the spatial phase of the
laser to optimise a keV electron source [17], and subse-
quently using both spectral and spatial phase to optimise
a MeV-electron source [18]. In both cases, only the laser
parameters were controlled preventing full optimisation
of the LWFA which relies on the complex interplay be-
tween the laser and the plasma. Further, these optimi-
sations did not incorporate the experimental errors and
were therefore prone to distortion by statistical outliers.
In this paper, we present the use of Bayesian optimi-
sation to demonstrate operation of the first fully auto-
mated laser-plasma accelerator. Simultaneous control of
up to six laser and plasma parameters, enables indepen-
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FIG. 1. Experimental schematic and principle of Bayesian optimisation algorithm: (a) Schematic of the laser-
plasma accelerator showing an ultrashort, intense laser pulse focused into a plasma source. The laser drives a relativistic plasma
wave, accelerating electrons to MeV energies and producing keV x-rays. The spectral and spatial phase of the laser pulse prior
to focusing, and density and length of the plasma source could all be controlled programatically. The electrons and x-rays were
diagnosed by a permanent-dipole magnet spectrometer and a direct-detection x-ray camera respectively. (b-e) 1D example of
Bayesian optimisation algorithm with n = 0, 1, 9, 15 measured data points. The dashed red line represents the true function,
the black line represents the surrogate model and the gray shaded region denotes the error on the model. Data points are
sampled from the true function with some error (red circles). As more data points are added, the surrogate model begins to
more closely resemble the true function. The blue line represents the acquisition function, the maximum of which, tells the
algorithm which point to sample next.
dent optimisation of different properties of the source far
exceeding that achieved manually. In performing the op-
timisation, the algorithm builds a surrogate model of the
parameter space, including the uncertainty arising from
the sparsity of the data and the measurement variances.
By interrogation of this model, we discover physically
important correlations between experimental parameters
demonstrating that new physics may be discovered via
machine-learning-based optimisation.
I. BAYESIAN OPTIMISATION
Bayesian optimisation is a popular and efficient ma-
chine learning technique for the multivariate optimisa-
tion of expensive to evaluate or noisy functions [19, 20].
At its core, it creates a surrogate model of the objective
function (the observable to be optimised), which is then
used to guide the optimisation process. The model is a
prior probability distribution over all possible objective
functions, representing our belief about the functionâĂŹs
properties such as amplitude and smoothness. This dis-
tribution is commonly realised as a Gaussian process
model in a technique called Gaussian Process Regression
(GPR) [21]. The prior distribution is updated with each
new measurement to produce a more accurate posterior
distribution. The mean of this distribution (the black line
in fig. 1(b-e)) is our best estimate of the objective func-
tionâĂŹs form (the red dashed line in fig. 1(b-e)), and
its maximum gives the best estimate of the maximum of
the real objective function.
Every function sampled from the posterior distribution
will be compatible with the measurements used to con-
struct it. In the case where the measurements have some
variance associated with them, this information can also
be fed into the posterior distribution; such that functions
sampled from the posterior distribution need only fit the
data to the precision dictated by their uncertainty. Using
this approach, the model includes both uncertainty and
correlations between measurements at different points.
The correlation between any two points in the space is
characterised by the covariance kernel.
Our Bayesian optimisation procedure is conceptually
depicted in fig. 1 (b-e) and proceeded as follows:
1. A Gaussian process model is constructed, using a
physically sensible form for the covariance kernel.
2. A number of experimental measurements are made
at chosen positions to initialise the algorithm.
3. The model is updated with the accumulated mea-
surements to form a posterior distribution.
4. An acquisition function is computed (see below),
and used to select the next measurement location.
5. Steps 3-4 are repeated until the convergence criteria
are met.
The next point to be sampled is determined by an ac-
quisition function based on the mean, µ, and standard
deviation, σ, of the model. This allows for a trade-off be-
tween exploring parts of the domain where few measure-
ments have been made (σ is high) and exploiting parts of
the domain believed to be near a maximum (µ is high).
A simple example acquisition function is the upper con-
fidence bound, UCB = µ+κσ, where κ characterises the
trade-off between exploration and exploitation.
In the work performed here, an augmented Bayesian
3optimisation procedure, developed by the authors but
based on the scikit-learn platform [22], was utilised. This
algorithm included two GPR models, to allow for effi-
cient sampling of the parameter space in the presence of
input-dependent measurement uncertainty (see methods
for details).
II. EXPERIMENTAL SETUP
The experiments were performed with the Gemini TA2
Ti:sapphire laser system at the Central Laser Facility,
using the arrangement shown in fig. 1a. On target, each
laser pulse contained approximately 245 mJ, had a 45 fs
transform limit and was focused to a 1/e2 spot radius of
16 µm for a peak normalised vector potential of a0 = 0.55.
Despite, its relatively modest specifications, the laser can
be used to drive a 100 MeV-class LWFA at 1 Hz, with a
gas cell acting as the plasma source.
The relevant outputs of the source were measured at
the exit of the plasma by standard diagnostics; an elec-
tron spectrometer to measure energy distribution, charge
and beam profile of the accelerated electrons, and an x-
ray camera that measures yield, energy and divergence
of generated betatron x-rays.
The optimisation algorithm was used to control this
accelerator by manipulating the spectral and spatial
phase profiles of the laser pulse as well as the length
and electron density of the plasma. The spectral phase
of the laser pulse φ(ω) was controlled by an acousto-
optic programmable dispersive filter (AOPDF) allow-
ing for variation of the temporal profile of the com-
pressed laser pulse. The changes to the spectral phase
were parameterised by the coefficients of a polynomial
φ(ω) =
∑
(ω−ω0)nβ(n)/n!, with β(n) = 0 corresponding
to optimal compression. The 2nd, 3rd and 4th orders
(β(2), β(3), β(4)) were independently controlled by the al-
gorithm. A piezoelectric deformable mirror provided con-
trol over the spatial phase of the laser pulse, allowing the
algorithm to apply deformations to the wavefront, for
example to shift the focal plane relative to the electron
density profile. The electron density of the plasma was
controlled by changing the pressure of a gas reservoir con-
nected directly to the plasma source. Modification of the
length of the plasma source was achieved by changing the
length of the custom-designed gas cell.
Every element of the optimisation, the control, analysis
and selection of the next evaluation point, proceeded au-
tomatically without input from the user. For each mea-
surement, a single burst comprising 10 shots was taken.
Each diagnostic was analysed and the results were used to
calculate the objective function. Taking 10 shots allowed
for calculation of the mean and variance of the objec-
tive function for a given set of input parameters. During
the optimisation runs, all selected parameters were free
to vary simultaneously and so were all optimised concur-
rently.
III. OPTIMISATION OF ELECTRON AND
X-RAY PRODUCTION
We demonstrate the optimisation algorithm by using
a simple objective function; the total counts recorded
by the electron spectrometer. This corresponds to the
total charge in the laser-generated electron beam with
E = γmec
2 > 26MeV. To demonstrate the robustness of
the optimisation, 10 consecutive optimisation runs were
performed using the same algorithm. A gas mixture of
1% nitrogen and 99% helium was used to allow for ioni-
sation injection [23–25] providing a reduced threshold for
electron beam generation compared to pure helium. The
optimisation varied four input parameters; the spectral
phase coefficients β(2), β(3) and β(4) and the longitudinal
position of focus of the laser pulse f . The first mea-
surement point for each run was taken at the optimum
position from the previous days operation. Due to the
drift of laser performance and experimental parameters,
optimal positions varied day to day.
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FIG. 2. Convergence test of 10 identical optimisation
runs: The maximum predicted electron beam charge (for
γmec
2 > 26MeV) across the 10 runs is plotted as a function
of burst number (10 shots per burst). The shaded region
encloses ± a standard deviation of uncertainty. The runs
were performed in a nitrogen-helium gas mix.
In order to track the progress of the algorithm dur-
ing each optimisation, we obtained the surrogate model’s
prediction of the global maximum after each burst. The
average and standard deviation of this predicted opti-
mum over the 10 runs is plotted in fig. 2. The algorithm
was able to optimise electron beam charge in 4D with just
20 measurements, consisting of 200 total shots and tak-
ing 6.5 minutes including the time for parameter setting
and computation. In each case, the final optimum value
(indicated by the dashed line) was reached after approx-
imately 20 bursts, resulting in a 3 times increase in elec-
tron beam charge. After this point, the local maximum
has been fully exploited and the algorithm continued to
explore other parts of the parameter space where statis-
tical uncertainty of the model was largest. The change in
parameters from the starting point to the optimum was
-60 fs2, 9 × 103 fs3, 6 × 105 fs4 and 0.7mm for β(2), β(3),
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FIG. 3. 6-D Optimisation of betatron x-ray source: a) Top panel shows the mean (normalised) x-ray yield for each
burst (circles) with standard error. The dashed line shows the model predicted maximum value of x-ray yield with the shaded
region enclosing ± standard deviation uncertainty. The lower panel shows the evolution of the input parameters representing
the focal position of the laser pulse (f), the plasma electron density (ne), the plasma source length (Lcell) and three orders of
spectral phase (β(2), β(3), β(4)). b) X-ray images from the initial and optimal bursts, where the signal for each pixel is the mean
from the 10 individual shots. The initial x-ray image is multiplied by 5 to make it visible on the same scale. c) The projection
of the measurements onto each 2D plane of the parameter space, colour coded by the normalised total x-ray counts.
β(4) and f respectively.
For a more challenging optimisation, we chose the yield
of betatron x-rays as the objective function. Maximis-
ing the flux of these ultra-short bursts of x-ray radiation
would be of great benefit for a diverse range of appli-
cations, such as the imaging of medical, industrial and
scientific samples [5]. The x-rays from an LWFA can be
emitted at any point in the accelerator where the elec-
trons reach a high energy and oscillate with a large ampli-
tude. These electrons may subsequently decelerate such
that they are not detected by the electron spectrometer,
and so the x-ray flux may be optimised by substantially
different input parameters than those which optimised
the measured electron beam charge.
An example is shown in fig. 3a, where the total x-ray
yield, characterised as counts on the x-ray camera, was
optimised in a pure helium plasma. Six input parame-
ters were varied, incorporating the backing pressure and
length of the gas cell. Here a five fold increase in x-ray
yield is achieved in a 27 minute 6D optimisation. This
results in a dramatic increase in the usability of the x-ray
source, as shown in fig. 3b where the filter array becomes
clearly visible. This is notable since the energy of this
laser system would usually be considered inadequate for
betatron imaging applications.
The bottom panel of fig. 3a shows how the input pa-
rameters were varied for each burst to achieve the indi-
cated x-ray yield. For the purposes of this visualisation,
the input parameters are offset so that the optimum po-
sition is at 0, and scaled so that all values lie in the
range ±1. The pair-plots of the measurement positions,
shown in fig. 3c, show how each parameter varied and
were guided towards the local optimum. The initial po-
sition was the optimum from the previous days opera-
tion, for which the laser performance was significantly
different, including lower pulse energy. The optimisation
was able to tune the laser compression and focusing, and
also found increased performance by operating at a lower
plasma density and longer gas cell length.
IV. TAILORING ELECTRON BEAM
CHARACTERISTICS
A strength of a fully automated LWFA is that the
highly flexible accelerator can be tailored to specific ap-
plications merely by changing the objective function. For
example, for the generation of positron beams [26] or
gamma-rays [27, 28], it is advantageous to prioritise the
conversion of laser energy to electron beam energy. By
contrast, for sending the output of the LWFA to a second
acceleration stage [29], fine control of the electron beam
divergence and energy spread is more important. Care-
ful selection of this objective function is vital and can be
used to control the phase space of the beams.
In defining the objective function, any combination of
measurable quantities may be used as long as they can
be expressed as a single number with a good estimate of
the measurement error. Here the results of two additional
optimisations based on more complex objective functions
are presented; one targeting total electron beam energy
(example A) and the other, the electron beam divergence
(example B). In both cases the gas cell was filled with
helium doped with 1% nitrogen to allow for ionisation
5injection. The gas cell length was fixed in each example
prior to optimisation reducing the automated optimisa-
tions to 5D.
For example A, the initial conditions were seen to be
far from optimal and during the 20 minute, 5D optimi-
sation, all five input parameters had to vary significantly
to achieve the optimum, a 24 times increase in the av-
erage value of total beam energy to 0.96 ± 0.16mJ. For
example B, an objective function was employed which
only summed charge within a 3.75 mrad acceptance an-
gle around the laser axis. This rewarded electron beams
with a high charge per unit divergence which were well
aligned to this central axis. This optimisation gave a
minimum burst-averaged electron beam divergence of
3.4 ± 0.2mrad, while the total beam energy was lower
than in example A at 0.27± 0.04mJ.
FIG. 4. Angularly resolved electron spectra for differ-
ent objective functions: A burst (ten consecutive shots)
optimised for: (example A - top) total electron beam energy;
(example B - bottom) electron beam divergence obtained by
counting charge within a 3.75mrad acceptance angle.
Both optimisations achieved the maximum values of
their objective functions within 40 bursts. Figure 4 shows
ten consecutive beams from the best burst of each of the
two optimisations. There is a clear distinction in the form
of the optimal electron beams for the two cases. This
demonstrates the fundamental impact that the choice of
objective function has on the accelerator performance.
It also shows the importance of choosing the correct ob-
jective function for a given application, as although the
total beam charge for example B is lower, it is far more
suitable for some applications, for example if the beam
is required to pass through a narrow collimator to an
interaction chamber.
While the qualitative features of the beams in fig. 4 are
consistent in each of the two bursts, it is clear that there
is also shot-to-shot variation in the spectra of the beams
for nominally identical conditions. This variation can
be primarily attributed to the stability of the laser sys-
tem, which had peak-to-valley fluctuations in the pulse
energy of 8%, the pulse duration of 6% and focal posi-
tion of a Rayleigh length (1 mm). It is a testament to the
Bayesian-optimisation-based approach that optima could
be reliably located despite the shot-to-shot fluctuations
in parameters. Implementing these automated optimisa-
tion techniques on next generation laser systems, which
demonstrate significantly higher stability in the laser pa-
rameters [30], will result in much finer tuning and control
of the electron and x-ray beams.
V. EXPLORING THE MODELS
The model constructed by the optimisation algorithm
describes the behaviour of the physical system with in-
creasing accuracy as more measurements are taken. In
the case of the optimisation convergence runs discussed in
section III, 350 measurements, consisting of 3500 shots,
were combined from ten runs to generate a model of the
4D parameter space. By investigating this model, a clear
correlation was observed between two of the input param-
eters, the second β(2) and fourth β(4) order components
of the spectral phase. This can be clearly seen by taking
a 2D slice through the 4D parameter space as shown in
fig. 5a.
The correlation between β(2) and β(4) is a consequence
of expressing the spectral phase as a polynomial, i.e.
even orders are mathematically coupled. The chirp of
the laser pulse due to the introduction of +β(2) can be
partially compensated by −β(4), maintaining a high peak
power. For a laser with spectral bandwidth ∆ω, the
change in group delay at ω0 ± ∆ω cancels out when
∆β(4) = −6∆β(2)/(∆ω)2. The solid and dashed lines
in fig. 5a represent this relationship using the measured
FWHM bandwidth and matches the observed gradient of
the correlation. The dashed line shows the case of a fully
compressed pulse, while the solid line represents a pulse
with a fixed amount of positive chirp. Along the solid
line, which passes through the optimum of the trained
surrogate model, the charge produced by the LWFA re-
mains high for a significant change in spectral phase co-
efficients. Previous observations have also determined
that a positive chirp is advantageous for self-injection in
a 1D scan of β(2) [31]. Here, we find that a small amount
of positive chirp is optimal for ionisation injection also,
and that subtle changes to the laser pulse shape, using
a combination of β(2) and β(4), maximise this enhance-
ment. The large change in charge is remarkable, consid-
ering that the standard measure of laser pulse length, the
FWHM, changed by only 0.5 fs in this optimisation.
Simulations were performed using the quasi-3D
particle-in-cell (PIC) code FBPIC [32] to understand the
reason for the observed behaviour. The laser pulse was
initialised to match experimental measurements of the
transverse intensity profile and the temporal intensity
and phase. The peak vacuum a0 was set to 0.55 ensur-
ing that the integral of the laser energy distribution was
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FIG. 5. Electron beam charge optimisation through pulse shaping: a) Surrogate model predicted charge as a function
of β(2) and β(4), for the optimal values of β(3) and f . Markers show the initial (A) and optimal (B) positions and the likely
end result of sequential 1-D optimisations of β(2) and β(4) (C). The diagonal lines show the combination of β(2) and β(4)
modifications that maintain an approximately constant pulse shape. b) Snapshots from a PIC simulation showing the laser
normalised vector potential a, the electron densities of the background plasma and the electrons released from the two inner
ionisation levels of nitrogen normalised to n0 = 1.2×1019 cm−3. c) (Left) Axial laser field envelope at the given z positions and
(right) maximum laser field and total electron beam charge as functions of z position from simulations using the input laser
pulse spectral phase coefficients from points A and B from a).
equal to the average pulse energy of this run (0.245 J).
After entering the plasma, the driving laser pulse
undergoes self-focusing, self-modulation and self-
compression (as shown in fig. 5b) increasing the intensity
of the pulse. This causes further ionisation of the
nitrogen dopant in the plasma, the inner two shells
of which require a ≥ 1.9 to field-ionise. This occurs
primarily at z = 3.2mm, where a large fraction of the
inner shell electrons are trapped within the accelerating
structure.
Figure 5c shows how very small differences in the initial
pulse temporal profiles at z = 0.0 can grow as a result
of the non-linear behaviour. Before entering the plasma,
the optimal positively chirped pulse (B) had a slightly
sharper rising edge than the unchirped pulse (A), but
the same peak intensity. During the initial self-focusing
stage (z = 2.8mm), the peak a0 of pulse A evolved to be
7% higher than pulse B. Subsequently, self-modulation
and pulse compression created a second higher intensity
spike forming at z = 3.6mm, where the a0 of pulse B
peaked 7% higher than pulse A. This is the point at
which the majority of injection occurred, and so more
charge was trapped for the case of the optimal positively
chirped pulse (B).
Figure 5a also shows the consequences if the experi-
ment was instead optimised by two sequential 1D scans
of β(2) and then β(4). In this case, the correlation of these
two parameters is not found and the final optimum (C) is
significantly removed from the true optimum, although
only slightly lower in predicted charge; the increase in
charge for 1D scans is 87% of the increase between the
initial and true optimal positions. The potential loss
in performance is compounded with every additional di-
mension considered, especially where the initial position
might be further from the optimum. Comparison of dif-
ferent optimisation algorithms within this 4D parameter
space (see methods) using Monte-Carlo simulations show
that Bayesian optimisation significantly outperforms se-
quential 1D optimisations, as well as optimisations using
genetic or Nelder-Mead algorithms. To perform a 4D grid
search of this parameter space would take an impractical
14641 measurements (11 measurements per dimension)
to obtain the same performance as the Bayesian optimi-
sation algorithm.
VI. CONCLUSION
In this paper, we have presented a new fully automated
Bayesian approach to the optimisation and control of
LWFAs. Through the generation of a surrogate model,
the algorithm was able to modify the experimental con-
trols and quickly optimise the generated electron and x-
ray beams. Interrogation of one of the generated models
also provided physical insight into the dynamics of the
electron injection process. It is envisaged, that by using
this optimisation-led approach to learn about complex
interactions, unexpected behaviours can be discovered
and used to inform the design of better future plasma
accelerators. The correct choice of objective function for
the optimisation algorithm also allows for the nature of
the plasma source to be fundamentally altered, enabling
a single device to serve many different potential appli-
cations. This could be further exploited by using the
application itself to provide the objective function, for
example coherent x-ray production from a LWFA driven
7free-electron laser. It is anticipated that the first gener-
ation of laser-plasma accelerator user facilities will need
to make use of automated global optimisation in order to
maximise their competitiveness.
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VII. METHODS
A. Experimental setup
1. Plasma Source
The plasma source was a gas cell with initially 200µm
steel entrance and exit apertures. The rear aperture
could translate to vary the cell length in the range of
0-10mm. The side walls of the cell were glass slides, al-
lowing for transverse probing of the region between the
apertures. The cell was filled from below via a tube with
an electronically triggered valve, which was opened for
50ms before the laser arrival time to allow for stabilisa-
tion of the gas flow. A differential pumping system was
used to remove gas after the shot in order to maintain
the main vacuum chamber pressure at .10−3mbar.
After the plasma source, the depleted laser was re-
moved via a thin tape-based plasma mirror. The elec-
trons and x-rays, generated within the plasma, passed
through the thin tape to their respective diagnostics.
2. Laser
The laser was operated with a pulse energy of 245mJ
on target in a pulse duration of ∼ 45 fs. The repetition
rate was limited to 1 Hz to avoid the deleterious effects
of heat-induced grating deformation [33]. The laser was
focused at f/18 by a 1 m focal length off-axis parabolic
mirror and was linearly polarised in the horizontal plane.
The laser had a central wavelength of 803 nm and a
FWHM bandwidth of 23 nm.
The on-shot temporal profile of the laser pulse was
measured using a small region of the compressed pulse
by spectral phase interferometry (SPIDER). The spatial
phase of the laser was diagnosed with a wavefront sensor
(HASO) using the small (< 1%) leakage through one of
the beam transport mirrors. A cross-calibrated laser pro-
file monitor was used to measure the total laser energy
of each pulse.
3. Interferometry
A ∼ 1 mJ 800 nm temporally synchronised beam was
used as a transverse probe of the gas cell. A 75mm di-
ameter 750mm focal length collection optic was used,
resulting in a minimum resolution of 9.7 µm. A folded
wavefront Michelson interferometer was used to provide
on-shot measurements of the plasma density when the
gas cell length was >1.7mm.
94. Electron Spectrometer
The spectrum of the generated electron beams was
measured using a magnetic spectrometer consisting of a
permanent dipole magnet with a peak magnetic field of
558 mT, a scintillating Lanex screen (Gd2O2S:Tb, [34])
and an Allied Vision Manta G-235B camera, all sealed in
a light-tight lead box. The charge calibration was per-
formed using Fuji BAS-MS2325 image plate. The magnet
entrance was 574 mm from the electron source and the
total length of the spectrometer was 410 mm. The en-
ergy range of the spectrometer, for electrons propagating
along the axis was 26 MeV - 218 MeV.
5. X-ray Diagnostic
X-rays were diagnosed with a direct detection x-ray
CCD (Andor iKon-M 934) attached to an on-axis vac-
uum flange placed 1.23 m from the x-ray source. To
prevent laser light from reaching the CCD, two sheets
of 12.8 µm thick Mylar foil, coated with 400 nm Al on
the front surface and 200 nm Al on the back surface,
was used to cover the entrance aperture. This had
the additional effect of blocking out 99.6% of x-rays
below 1.6 keV (K-edge of Al). The x-ray spectrum
was retrieved by comparing the transmission through
different materials according to [4]. The materials
chosen were (33.5± 1.1) µm Al(98%)/Mg(1%)/Si(%1),
(29.5± 0.3) µm Al(95%)/Mg(5%), (20.15± 0.45)µm Mg,
(21.85± 0.25) µm Mylar and (12.9± 0.1) µm Kapton,
which were mounted on (12.85± 0.25)µm Mylar, and all
coated with 200 nm Al to prevent oxidation. Addition-
ally, a 50 µm tungsten filter provided the on-shot back-
ground signal.
For the optimal burst of the optimisation in fig. 3, the
x-ray spectrum was fitted with a synchrotron spectrum
with a critical energy of Ec = 2.7±0.9 keV and contained
(1.3± 0.7)× 103 photons mrad−2 above 1.6 keV.
B. Bayesian Optimisation Algorithm
The fitting algorithm comprised of two independent
Gaussian process models. The first took the positionXm,
mean value Y¯m and variance m2 of each measurement
and created a model capable of predicting the mean Y¯ (X)
of the objective function with standard deviation σ(X).
As the measured values of m are a noisy estimation of
the true variance (X)2, a second Gaussian process model
took the values of Xm and m in order to predict the true
standard deviation of the objective function (X).
The covariance kernel for both GPR models was ex-
pressed as a radial basis function added to a white-
noise-function. The physical measurement positions were
each individually scaled to values that varied by simi-
lar amounts, so that the kernels would be approximately
isotropic. The hyperparameters of the kernel were op-
timised during the fitting process by maximising the
marginal likelihood of each.
The two models were combined in order to provide an
estimation of the sampling efficiency at any given posi-
tion. Per [35], this can be represented by a term:
η = 1− √
σ2 + 2
(1)
where  is the uncertainty of each measurement, while σ
is the standard deviation of the Gaussian process model.
This was multiplied by the standard expected improve-
ment acquisition function to produce an augmented ac-
quisition function. In extensively-sampled regions, as σ
approaches 0 so does η. On the other hand, where exper-
imental errors are dominated by the model uncertainty,
η is close to 1.
In addition, the white-noise kernel adds to the model
standard deviation σ when it should be counted as part
of the experimental error . This affects the behaviour of
the acquisition function, and crucially of the term η. So
when calculating the augmented acquisition function the
variance of the white-noise term was subtracted from the
model variance and added to the experimental variance.
Finding the maximum of the acquisition function is a
further optimisation problem, but of a function which
has many local optima. Evaluation positions for the ac-
quisition function were selected by a series of line seg-
ments generated in random directions through existing
samples. Each line segment is uniformly sampled, and
the maximum of the acquisition function over all points
from all lines was used for the next measurement. This
approach was inspired by, but is substantially different
from, a published solution to the same problem [36], in
which a multi-dimensional optimisation problem was re-
duced to a sequence of 1D optimisations in random di-
rections.
1. Computation time for Bayesian optimisation algorithm
Each iteration of the Bayesian optimisation algorithm
required two computationally expensive steps.
1. Fitting of the Gaussian process models to the mea-
surements
2. Finding the maximum of the acquisition function
The execution time of both steps increases approximately
linearly with the number of measurements. On a PC
with a Intel Xeon Processor E5-1620 v3 3.5GHz CPU
and 64GB of 2.1GHz RAM, step 1 took 260ms and step
2 took 290ms after 50 measurements. Note that max-
imising the acquisition function is another optimisation
problem which involves multiple evaluations of the acqui-
sition function. For the results of this paper, including
the execution time given above, 20,000 function evalua-
tions were used to maximise the acquisition function.
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C. Comparison of optimisation algorithms
Alternative optimisation algorithms can be tested us-
ing the same surrogate model shown in fig. 5a, by sam-
pling from the final distribution. These synthetic mea-
surements were then used as the objective function for
the alternative optimisation algorithm. Each algorithm
(except grid search) was performed > 100 times and was
initialised from a randomised starting point in parameter
space. The convergence was calculated by taking the av-
erage of the model prediction at each optimal point found
by the optimisations as a fraction of the global optimum.
The Bayesian optimisation model used in the experiment
reached an average of 94% of the model optimum with 60
measurements. By comparison, 4× sequential 1D scans
achieved 80% convergence using the same number of mea-
surements (15 measurements per axis). A genetic al-
gorithm (SciPy differential evolution [37]) achieved 69%
convergence in 60 measurements. A Nelder-Mead algo-
rithm (also from the SciPy library) achieved 34% conver-
gence using 60 measurements. A 4D grid search obtained
95% convergence using 14641 measurements (11 measure-
ments per dimension). It should be acknowledged that
the convergence of any of these algorithms could be im-
proved through tuning of the algorithms and their hyper-
parameters.
D. Particle-in-cell simulations
Simulations were performed using the particle-in-cell
code FBPIC. FBPIC uses cylindrical symmetry with az-
imuthal mode decomposition which is well suited to situ-
ations close to cylindrical symmetry. For the simulations
in this paper, two azimuthal modes were used, over a sim-
ulation window of 80× 80µm in 1600× 100 cells in the z
and r directions respectively. The electron density profile
used was based on fluid modelling of the gas density pro-
file using the code OpenFOAM. This gave entrance and
exit density ramps that fell to half of the maximum den-
sity over a distance of 700µm and 850µm respectively
and a plateau of uniform density of length 1mm start-
ing at z = 2mm. The plasma was initialised with He1+
and N5+ ions with a free electron species neutralising the
overall charge density. The initial electron density in the
plateau was 1.26×1019 cm−3. Each species used 2×2×8
macro-particles in the z × r × θ directions. Ionisation is
handled in FBPIC by an algorithm based on ADK ioni-
sation rates. The laser pulse was initialised to match the
experimental measurements of laser energy, spectral in-
tensity and phase and intensity distribution at the focal
plane. The laser pulse spatial phase and intensity distri-
bution were then modified to ensure focusing in vacuum
would occur at the start of the density plateau.
VIII. DATA AVAILABILITY
The data presented in this paper and other findings of
this study are available from the corresponding authors
upon reasonable request.
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