Abstract-High calorie intake in the human body on the one hand, has proved harmful in numerous occasions leading to several diseases and on the other hand, a standard amount of calorie intake has been deemed essential by dietitians to maintain the right balance of calorie content in human body. As such, researchers have proposed a variety of automatic tools and systems to assist users measure their calorie in-take. In this paper, we consider the category of those tools that use image processing to recognize the food, and we propose a method for fully automatic and user-friendly calibration of the dimension of the food portion sizes, which is needed in order to measure food portion weight and its ensuing amount of calories. Experimental results show that our method, which uses deep learning, mobile cloud computing, distance estimation and size calibration inside a mobile device, leads to an accuracy improvement to 95 percent on average compared to previous work.
I. INTRODUCTION
Due to the unprecedented rise in overweightness and obesity in the world and the diseases they cause [1] [2] [3] [4] , an important issue for people to maintain a good quality of life today is to watch their daily eating routines in order to avoid excess calorie intake. To assist people with such a task, efficient and convenient applications that can track and alert users of their calorie intake are becoming popular and are being developed. In our previous work [5] - [8] , we have developed a mobile system that can measure the calories of the food from that food's image taken by the user's smart phone. Once the user captures the image of the food item on the plate, the image is sent to the cloud for food recognition and calorie computation. Food recognition is done by deep learning running in the cloud: the image is recognized and the calorie details matching the image are fetched from the database that also exists in the cloud. The result is then prompted back to the user's phone. In our system, for calibration, the user has to put his/her thumb near the food when the food picture is taken. The components of our system are shown in Fig. 1 , where we have used Support Vector Machine (SVM) for image processing, MapReduce for the cloud model, Volume calculation and finger calibration for calorie calculation. The user with an Android smart phone connects to a server through http request and response, which further connects to the cloud server (in our case an Amazon EC2 instance). We then use elastic map-reduce for parallel computing in the Amazon cloud.
While our system has achieved excellent results, the issue of calibration has been bothersome, because it is difficult for Fig. 1 . Architectural components from our previous work the user to take the photo with one hand on the phone and other hand's thumb near the plate. In this work, we have addressed this issue by proposing a distance calculation method between the object on the plate and the person taking the image. By using distance calculation method, the user now does not have to keep the finger in the plate for calibration. We use deep learning to accurately train and classify the food object to its corresponding label. With the help of mobile sensors, the system in real-time, can gauge the distance that the user is standing from the food object. The system will then record this value and send it to the cloud along with the food photo captured. The image will then be processed in the cloud with the help of virtualization, and the results (including the calorie value and the food object label) will be sent back to the user on the mobile device. We have also proposed a new method whereby the application will assist the user in real-time for determining the ideal distance from which the user must capture the photo. If the user fails to capture the photo from the mentioned distance, the system will smartly recalibrate the block size based on the distance measure. Hence calibration will always remain accurate, irrespective of the distance from which the user captures the photo.
The rest of the paper is organized as follows: In the next section, we provide the related work followed by the proposed system in Section III. In section IV, we present the implementation of the system. The experimental results are presented in section V. Finally, in section VI we conclude the paper and provide our plan for future work.
II. RELATED WORK
A detailed review of existing calorie measurement systems was shown in [8] and will not be repeated here due to shortage of space. Instead, here we cover works that use mobile sensors and/or papers that try to estimate the dimensions of the food.
Calorie count, with the help of a mobile phone was shown in [9] . They proposed a system where users posture was monitored with the help of mobile accelerometers, to determine the activity performed by the user, further enabling them to estimate the calorie spent on those activities. Although, we make use of accelerometers sensors in our mobile application, we use the mobile device to measure the calorie of the food portion consumed by the user. The work in [10] also makes use of the mobile sensors to detect the human activities like walking, jogging and running. The mobile sensors are powerful tools that have helped many researchers in analysing the activity of the user, further allowing them to calculate the calories burnt. We make use of the mobile sensors (accelerometers) in our application to estimate the distance between the food object and the user taking the photo of the food. In [11] , the authors measure the dimension of the food portions using 2D image based on the assumption of known dimensions of the circular plate. But this is not a practical assumption as different plates have different sizes and the user cannot be expected to measure the size of each plate on which food is served.
Our work therefore makes a novel contribution compared to the above, in that it automatically calibrates the food dimensions without imposing extra workload on the user.
III. PROPOSED MODEL
In this section, we discuss the proposed model in details. Specifically, we discuss our approach of classifying food object using deep learning for high accuracy as well as our unique approach for estimating the distance from the food object followed by size calibration of the image for measuring calories.
A. Deep Learning Method
We have implemented a deep learning technique which enables the system to ascertain the food features based on color, contour, texture and size to classify the food object accurately. We were hence able to achieve higher accuracy results during the classification stage as compared to our previous approaches (such as Support Vector Machine) [8] . The Deep Learning approach is in continuation to what has been achieved as part of that previous work. With the deep learning method, first we train our food images with a deep neural network, then we generate the model file. Every time the user submits a food picture for calorie measurement, the system performs segmentation and extracts features, which are further written into hidden layers in the deep neural network. The libraries and the model files of the deep neural network here are based on the work of Hinton [12] and Srivastava [13] . After customizing the top-level feature layer, we are able to generate the classification results. The details are described next.
Training the Deep Neural Network:A neural network computes a differentiable function of its input. For example, our application computes the probability, ρ of the match of input images n with the corresponding label set λ [12] :
The neuron's output F (x) as an activation function of its input x is modeled either a hyperbolic or sigmoid function [12] :
But we use the term rectified linear unit (ReLU) to refer to unit in a neural net that use the activation function max(0; x) [14] . As compared to the above mentioned activation functions (hyperbolic or sigmoid), the training of deep convolutional neural networks with ReLUs is relatively faster [12] . For understanding the deep neural network that we built, we can refer to this example. Consider we choose the greyscale images which are 28 by 28 pixels in size as input. If we will use the notation x to denote the training input, then there would be 28*28= 784 input neurons. Each entry in the neuron represents the grey value for a single pixel in the image. We will denote the corresponding desired output by y = y(x). What we would like is an algorithm which lets us find the weights and biases so that the output from the network approximates y(x) for all training inputs x. So if we have a training image set of food images and we want to classify the food type to Apple during the learning phase, we could possibly achieve that by tweaking the weight and bias values.We will do that using an algorithm known as stochastic gradient descent as described in [15] . Hence we will able to tweak the weights and bias to get the output closer to the desired output, during the learning phase.The idea is to use gradient descent to find the weights ω k and biases b l , which minimize the cost C(ω, b).The gradient vector ∇C has corresponding components
. The stochastic gradient descent works by randomly picking out a small number m of randomly chosen training inputs (for example 10 images from the original set of 100 images). We will label those random training inputs x 1 , x 2 , ..., x m . Then stochastic gradient descent works by picking out a randomly chosen mini-batch of training inputs [16] , and training with those, where the weights and bias is computed by:
where the sums are over all the training examples x j in the current mini-batch and η is the learning rate. Then we pick out another randomly chosen mini-batch and train with those, until we have exhausted the training inputs. The back-propagation algorithm, is the fast way of computing the gradient of the cost function [12] . Training the deep neural network in this way, will allow us to make the necessary changes to the weight and bias, without majorly affecting the output of the network and giving us the desired results. For example, this algorithm will help us tweak the weights ω and bias b during the learning phase, in a way we can finally determine the output as one of the two (apple or cherry), without effecting the rest of the food classes. Delta changes in either the weights or the bias will change the result from one food class to the other. As shown in the Fig. 2 , considering we have taken the color feature into account, any changes in the weight of ω or bias b would make the small changes to the final results, which in this case between apple and cherry (having almost same color features) will alter the eventual result. If the probability of the image (ρ > 0.5 towards Apple), it would be classified as Apple and same is the case with any food type.
Food Object Classification based on Deep Neural Network: Once we have trained the deep neural network with the food images pertaining to certain classes, the system then generates a model file. While integrating this system to mobile, we made sure the image processing steps are performed in the cloud. This was primarily done to remove the overhead of processing, from the mobile device of the user. We used the concept of cloud virtualization, which enabled us to create a replica of our Android application to be run in cloud. Computing in cloud was performed on Amazon EC2 instances. Once the user clicked the photo of the food object, the image along with other details (distance information and user information) will be sent to cloud for processing. Here, the image is firstly segmented to obtain the food portion and the features are extracted from the target object. Once features are extracted, it is then mapped against the model file which provides with the probability and food tag associated with the food object.
B. Distance Measurement
The application, calculates the distance from the food object during the live camera feed, when the user is about to capture the photo. During the registration phase, the user is prompted to enter his height details (in feet or cms), which is later used during the measure of the distance of food object from his phone. We then calculate the mobile phone's orientation using the rotation matrix. The values of the rotation matrix are obtained from the Accelerometer sensor and Magnetic Field sensor values. The values returned by the rotation matrix contain the Azimuth (rotation around the zaxis), Pitch (rotation around the x axis), Roll (rotation around the y axis) [17] . For getting the sensor values, firstly we invoke the Accelerometer sensor instance using the Sensor Manager in Android. Similarly we obtain the values from Magnetic Field sensor. For our application, Eat Healthy Stay Healthy (EHSH), we are capturing the food object images from the phone's camera, keeping it in the landscape mode. The landscape mode gives a detailed overview of the food object in the plate, further helping us in accurately calculating the dimensions of the food object. The coordinate-system is measured with respect to the phones screen in its default orientation. The Android accelerometer sensor is used to measure the acceleration applied to the mobile device. We hence are able to obtain the angle (radian) based on orientation of the phone, to the target food object. We convert the value of angle, originally in radian, to degrees (theta ). Based on the angle value and the height entered by the user (example 165 cm), we are able to obtain the distance of the target food object from the mobile phone. After obtaining the angle, the system calculates the distance Fig. 3 . Calculating distance from Phone's camera to the Target Food Object of the food object to the phone's camera [17] . We obtained the orientation angle θ (the angle at which the phone is placed in space) from the accelerometer and the magnetic field sensors (as explained above), based on the Rotation matrix. Once we calculate the orientation angle, we use the height of the person H to measure the distance d. The height of the person is mentioned by the user while creating his user account [17] . We assume that the user, in a normal scenario would capture the image from the phone's camera, of a plate which is placed on a stool, at height L, which is assumed to be half the height of the person,that is, L = H 2 . The distance d is then given by
IV. IMPLEMENTATION
As soon as the user captures the food object photo, the system measures the distance of the food object from the phones camera and records it in the database. Once he/she clicks on the submit button for calorie estimation in the EHSH app, the system sends the photo and the distance (d) information to the cloud for image processing and calorie measurement steps. During the image processing stage, deep learning methodology (as explained in the previous section) is applied for the feature extraction and classification process. Once the food object is recognized and classified, the system then performs the calorie measurement step. As shown in the Fig. 4 , the first step of calorie measurement is to access the food content and its quantity, present on the plate. We do this by obtaining contour around the food object with the use of Canny edge detection [18] . Once we obtain the contour, we further obtain its calorie value. One of the main challenges in this method would be the assumption that the user would always follow the instructions (like in our Android Application, the user needs to click the photo from a specific distance e.g. 50 cm). This might mitigate the interest of the usability of this application.
Hence to handle this problem, we propose a distance calibration method, which will enable the system to accurately calculate the calorie value, irrespective of the changes in the distance from which the food object is being clicked. For doing so, our primary goal was to determine a constant as a reference point, with respect to the varying distance (d). We hence, created, equal sized blocks on the image with the help of grid lines as shown in the Fig. 5 . The blocks size would remain the same for all images (irrespective of the distance from which the images were clicked). Fig. 5 illustrates an image of bread when taken from a distance of 45 cm. The same bread is contour area of the food object. The Arclength and contour are obtained from opencv functions [19] [20], help us determine the dimension of the food object in pixels. We then performed linear regression analysis on the contour area and the perimeter (arclength) against the weight. Normally we would have used a weighing machine, to calculate the food quantity. As asking the user to weight the food object on the plate is not feasible in our scenario, we have proposed a novel idea to access the weight of the food object present on the plate and further determine the calorie content of the food object. Based on the image of a known food object, if we can somehow calculate the dimension of this food object, given a reference point, we will be surely be able to obtain a quantifiable value of the food object, the unit for which would not be in grams or milligrams but rather in centimeters or feet. We can then calibrate the weight of the clicked from 80 cm distance in Fig. 6 . Since the block size will remain constant, the system then calculates the total number of blocks from images that was taken from varying distance. From the TABLE I. , we can determine that with the increasing distance, the total number of blocks decreased
The total number not be the case as the food object has remained the same throughout. Hence we calibrated the scale of the block with the real dimension. The real dimension of the block length (l) and width (w) were increased with the increasing distance (d). This helped us achieve a scaled image, or in other words, it helped us to recreate the image, as if it was shot from a specific distance. The graph (shown in Fig. 7 ) helps us determine, the block area with respect to the distance from which the photo is being taken. The graph shows an exponential growth of the real area (cm) when the distance increases. If an image were taken from a distance of 60 cm, then the area of the blocks would be 0.328 cm and the dimension of the block in that case would be 0.478 cm wide and 0.687 cm long. Similarly, if an image was captured from a distance of 80 cm, then the area of the blocks would increase to 0.855 cm and the dimension of the block would also increase to 0.687 cm wide and 1.1 cm long. Thus in this manner the proposed method allows us to standardize the dimensions of the target image, irrespective of the distance from which the photo is being taken. Once we calibrate the target image and resize it, we then process the image to obtain the weight of the food item. As part of processing the image, our goal was to obtain the area (in terms of pixel size) and the perimeter (also in term of pixel size) of the food portion. For acquiring the area of the food portion, we detect the edges of the food portion. We use the Canny Edge Detector [18] , for calculating the edges of the food portion, further helping us to compute the closed area and the arc length (perimeter) of the food portion. 
V. EXPERIMENTAL RESULTS
In this section, we describe the results for the methods described above. We performed a linear regression on the area and perimeter against the real weights of the food objects. This test enables us to predict the best fitting slope or the regression line. Hence given the area of the food object, it will predict the corresponding weight (in grams) followed by the calorie measurement (Cal). Based on the tests, we were able to predict the calorie in both scenarios (with perimeter and area) as shown in Fig. 8 and Fig. 9 .When we compared the calorie computed with area, we achieved the R square value or the coefficient correlation square value to be 0.9709 which was higher than the square of the coefficient correlation value of 0.8412, when obtained from the comparison of perimeter and calorie. The R square value amounting to accuracy of 97.09 percent when the comparison was made with respect to the contour area computed from the edge.
We were also able to estimate the error in computing the calorie of different sized breads. From this table we were able to determine the error percentage in estimated Calorie (C") from linear regression on area is minimal when compared to estimated calorie when obtained from perimeter. From TABLE II. , we can see that in some scenario the calorie difference has been as less 0.65 when compared with the actual calorie. Similar computations were performed on every food class to obtain the best fit slope for estimating the calorie. The reason for considering different base values for each food class is because the area computed of bread might be greater than area obtained from banana, but it does not necessarily corroborate the linear relation between 
VI. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a new method for measuring the calories of the food object. With the right combination of mobile and cloud computing we were able to obtain the estimated distance from the mobile device and used it to process the image in the cloud. This enabled us to process all the images from the same scale and further enabling us to determine the calorie value of the food object. Using deep learning we were able to extract the features of the food object and further classify it accurately. We also studied the relation between the area and perimeter of the food object against the calorie value, with area being more accurate in determining the calorie value.
As part of the future work, we believe the real dimensions of the food object could be obtained in real time using the mobile device. Currently we are able to obtain the distance from the mobile device in real-time. We will also analyze more food classes and determine the accuracy of this methodology. Using the concepts of distance estimation discussed in this paper, we could also obtain the width and the height of the food object, further helping us to calculate the area and perimeter of the food object in real-time. This would allow us to accurately determine the calorie of the food object. 
