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We study interquark potentials of charmonia from Bethe-Salpeter (BS) wave functions in lattice
QCD. A method which was proposed by HALQCD collaboration to understand the properties of
nucleon-nucleon interaction is applied to the quark-antiquark system. In the rst half of this thesis,
we focus on the S-wave meson states, namely pseudoscalar (PS) and vector (V) mesons. From
the two BS wave functions, we obtain an interquark potential including the central and spin-spin
potentials. A quark mass can be also evaluated from asymptotic behavior of the spin-spin potential
between the quark and antiquark at large separation. In order to study systematic behavior for
energy eigenstates, we calculate the BS wave functions for ground states (1S) and their radial excited
states (2S) by using the variational method and then evaluate the interquark potentials for not only
1S states, but also 2S states. Both the interquark potential and the quark mass for each pair of
states are mutually consistent within statistic errors, we thus conclude that these ingredients are
independent of their energy eigenvalues up to the threshold energy, where a light quark-antiquark
pair is created. After the above discussion, keeping the S-D mixing for the V mesons in mind,
we extract the D-wave BS wave function which is in general mixed with the S-wave wave function
in the V mesons due to the presence of the tensor interaction. The knowledge of the S-wave and
D-wave BS wave functions provides us with a more comprehensive understanding of the interquark
potential including the tensor potential within the leading order of the velocity expansion. Although
qualitative behavior of the tensor potential is consistent with previous studies where the repulsive
interaction reveals at short range, we nd non-zero constant behavior remains even at long distance
between the quark and antiquark. To investigate this strange behavior, we independently study
upper and lower components of the Dirac spinor for the ground-state charmonia. The non-zero
constant behavior is eliminated when only the upper components of the BS wave functions are used
in the analysis. All the lattice QCD calculations which are carried out in this thesis use (2+1)-
avor dynamical QCD gauge eld congurations generated by the PACS-CS Collaboration, where
light quarks (namely u, d) degenerate. The lattice parameters are adjusted to almost reproduce
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1.1 Quarks as components of hadrons
At present, we know that hadrons have composite structure, and that mesons are made of a quark-
antiquark pair, while baryons are made of three quarks. Although it is dicult to observe a single
quark in experiments due to so-called connement, the above knowledge was veried by comprehen-
sive studies on both theoretical and experimental sides. Theoretically, in 1963, Gell-Mann and Zweig
proposed the quark model based on avor SU(3) symmetry to classify the observed baryons [1, 2].
The quark model successfully reproduced the experimentally existing data for the baryon spectrum.
While three types of quarks, which are up (u), down (d) and strange (s), were considered at that
time, a charm (c) quark which is a partner of the s quark was later introduced by Glashow, Il-
iopoulos, and Maiani to explain the suppression of avor changing neutral current process, called
as the GIM mechanism. Subsequently, Kobayashi and Maskawa predicted the existence of the third
generation of quarks for explaining the CP violation in the weak interaction. Therefore, there are six
types of quarks in the Standard Model which reproduces various phenomena caused by fundamental
interactions, the strong, weak and electromagnetic interactions. On the other hand, experimentally,
partons are discovered by measuring the Bjorken scaling in deep inelastic scattering experiments at
Stanford Linear Accelerator Center in 1968. Because of this discovery, the existence of the quarks
was widely accepted.
While the success of the quark model was further conrmed, quantum chromodynamics (QCD),
which is described by the color SU(3) gauge symmetry, is known as the fundamental theory where the
strong interaction between quarks is mediated by gluons. One of the most characteristic properties
of QCD is an asymptotical freedom. The strong interaction becomes weaker at the higher-energy
scale than the energy scale of QCD (QCD  200 MeV). We thus use a perturbative analysis to
evaluate physical observables in QCD at the higher energy. However, the perturbation theory is no
longer ecient due to the large coupling constant when the energy scale approaches QCD.
The hadron structure and spectroscopy are determined from phenomena in both low-energy and
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high-energy experiments. Of course, the former requires a non-perturbative analysis which is neces-
sary to extract physical information from low-energy QCD.
A novel approach to solve the theory at the strong coupling was proposed by Wilson in 1974 [3].
The so-called lattice QCD dened in the discrete space-time is formulated by path integral on the
Euclidean space-time. Since the discretized version of the QCD action receives an overall factor which
is proportional to the inverse gauge coupling, we then apply the perturbative expansion technique
in terms of the inverse gauge coupling to lattice QCD in the strong coupling region. Wilson proved
the connement is realized using the strong coupling expansion on the lattice.
The lattice QCD action is real. In other words, it is positive denite. Hence, we compute the
path integral of lattice QCD in a nite box by using computers. In that sense, lattice QCD is
referred to as a unique rst-principle formalism to numerically solve QCD. Although the numerical
costs are extremely large once the light quark degrees of freedom are involved in lattice QCD action,
recent development of computers provides us with opportunities to perform the realistic simulations
including the light quarks at the physical point where the quark masses are set to be the physical
ones.
As we will describe later, we calculate the two-point correlation function on the lattice and measure
some observables from considering its time dependence. Generally speaking, we extract the ground
state information with good precision, but it is rather dicult to access the information on excited
states since the time correlation function exponentially decays with the energy of states. Therefore,
in this context, lattice QCD simulations have not yet fully taken the place of the analysis in the
quark model.
1.2 Quarkonium
Bound states of a heavy quark and antiquark are called \heavy quarkonia". The active study has been
devoted to understanding the properties of the heavy quarkonia since the discovery of the J= meson
which consists of a charm quark-antiquark pair (cc) in 1974 [4, 5]. The constituent quark description
of the heavy quarkonium systems has been successful in aiding the qualitative understanding of
properties of the charmonium and bottomonium states, especially below the thresholds for decays to
mesons with open heavy avor [6, 7, 8]. In the quark model, the interquark potential is introduced to
reproduce the phenomena induced by the exchange of gluons, such as connement at long distance
and Coulomb-like behavior at short range. The Cornell potential, which represents the connement
by a linear term and has a Coulomb-like term obtained by one-gluon exchange,
V (r) =  A
r
+ r + V0; (1.1)
where  is the string tension and V0 is constant, is widely adopted to t experimental data as its
functional form. The coecient A of the Coulomb term can be predicted in the one-gluon exchange.
6
Chapter 1 Introduction
Recently, the newly discovered exotic states including X(3872) in the Belle experiment [9] again
makes the charmonium physics one of the most active elds of research [10]. The exotic states possess
the same quantum numbers of the charmonium, but the exotic spectrum is not understandable in
the simple quark model with the cc constituents. Indeed its energy level is much higher than the
conventional charmonium states. Since the reasonable peak of a certain exotic state is located near
the threshold energy where the lighter quark pair could be created, we may consider that the exotic
state is made of two charmed mesons. The various ideas to understand such exotic states are also
suggested by many authors [10]. Nevertheless, in the quark model description there is still room for
considering the exotic states as the conventional charmonium states.
1.3 Theoretical understanding of interquark potential
The theoretical determination of the interquark potential is one of the most important challenges
for improving the quark model. While the Cornell potential is determined phenomenologically, the
spin-dependent terms are basically determined by the perturbative one-gluon exchange as the Fermi-
Breit type potential [7, 11], and appear as the next leading order of an expansion for the inverse of
the quark mass (1=mQ). To make more accurate theoretical predictions in the quark models, the
reliable interquark potential derived from lattice QCD is highly desired. The relativistic corrections
to the static potential are classied in power of 1=mQ within a framework called the potential
non-relativistic QCD (pNRQCD) [12].
The coecient for each expansion term is dened by some observable calculated in terms of
Wilson loops on the lattice in the heavy quark limit. Recently the lattice QCD calculation to
determine such coecients was performed by Koma and Koma [13, 14, 15]. They also calculate
the nite mass correction on the central part of the interquark potential dened within pNRQCD.
They found that there is the nite quark-mass correction to the Cornell potential as the O(1=mQ)
correction [13] and succeeded in evaluating the O(1=m2Q) spin-dependent corrections [14]. Then spin-
orbit potential and tensor potential which are obtained in lattice QCD simulations are consistent
with the phenomenological ones and reproduce gross features of the charm and bottom spectrums
with the charm and bottom masses [15], but the leading spin-spin interaction, which was evaluated
in their calculations as \attractive", gives wrong mass ordering in the hyperne multiplet [16]. This
may indicate that the higher-order corrections beyond the O(1=m2Q) term are required to correctly
describe the conventional heavy quarkonium spectrum even for the bottom quark system. Although
the Cornell potential was no directly derived from QCD, its functional form has been qualitatively
justied by the static heavy quark potential obtained from Wilson loops in lattice QCD.
At the same time, Aoki, Hatsuda, and Ishii proposed an interesting idea to describe the two body
interaction based on the Bethe-Salpeter (BS) wave function which was dened by equal-time BS
amplitude on the lattice [17, 18]. At rst, this BS amplitude method was developed to understand the
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properties of nucleon-nucleon interaction for connection between QCD and nuclear physics by lattice
QCD, subsequently applied to hyperon-nucleon interaction [19] and the few-baryon system [20]. The
obtained potential is also used to discuss the existence of dibaryon [21]. Ikeda and Iida applied the
same method to the quarkonium system in order to compute the interquark potential without the
adiabatic approximation [22, 23]. They then led the Cornell-type potential from the qq BS wave
function. However, the quark mass was still treated as a free parameter. After these preceding
studies, Kawanai and Sasaki proposed a novel approach to self-consistently determine both the
quark kinetic mass and the interquark potential within the BS amplitude method [24], and they
obtained the spin-spin potential which was repulsive and reproduces experimental hyperne splitting
qualitatively. The novel determination also can be applied to the charmed-strange (Ds) mesons where
the quark and antiquark masses are undegenerated [25].
So far, the above successes are only limited to determine the interquark potential between pseu-
doscalar (PS) and vector (V) meson states from the BS wave functions with the ground state.
However, it is debatable whether the obtained potential and the quark mass are valid for describing
the higher-lying states, since an application of the quark model with the interquark potential to the
higher-lying states faces some failure after the discovery of the exotic states.
Under such circumstance, we aim to reach more comprehensive understanding of the interquark
potential by using lattice QCD. At rst, we investigate the energy dependence of the central and
spin-spin parts of the interquark potential by using the radially excited BS wave functions for the
charmonium states with spin-singlet and spin-triplet on the lattice. We use the variational method
to extract the higher-lying state contributions precisely and apply the time-dependent BS amplitude
method which has some advantage to determine the excited BS wave functions without the signal-
noise ratio issue. Next, we consider the S-D mixing in the V meson which is stemming from the
presence of the tensor interaction. Hence we separate the D-wave contribution from the BS wave
function of the V meson and then evaluate the tensor potential from the D-wave wave functions for
both the ground and excited states.
This thesis is organized as follows. In Chapter 2, we briey describe the fundamental properties of
QCD and lattice QCD. We will devote the end of the chapter to a summary of lattice parameters in
our lattice QCD simulations which are performed close to the physical pion and kaon masses. Then
we will explain how we extract the excited state contributions from the correlation functions through
the variational method in Chapter 3. In the variational method, we use some spatially smeared
source and sink operators to construct a correlator matrix which consists of two-point correlation
functions with dierent types of source and sink combinations. Through solving its generalized
eigenvalue problem with the dened correlator matrix, the energy eigenvalues and their eigenvectors
are determined. The latters provide the projection operators which can single out a target state's
contribution from the r-dependent two-point correlation function. In this chapter, we examine the
optimal operators to project out the radially excited BS wave functions with good precision. The
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resulting mass spectrum is also summarized. Chapter 4 is one of the main parts of this thesis. We will
lead the interquark potential from the BS wave function after the BS amplitude method is described.
We rst describe what is the time-dependent BS amplitude method. We then show the interquark
potentials and the quark masses from the S-wave BS wave functions of both ground and rst excited
state for spin-singlet and spin-triplet charmonium states. Furthermore, we will devote Chapter 5 to
our extension of the BS amplitude method in order to study the tensor potential, which provides the
S-D mixing for the V meson. Therefore we rst extract the D-wave contribution from the V meson.
Combining with the S-wave and D-wave contributions of the BS wave function, we can successfully
access the tensor potential. Since the resulting tensor potential shows strange behavior, we further
investigate a correct treatment associated with the non-relativistic approximation for the BS wave
function. In the later part of Chapter 5, we will separately analyze the upper and lower components
of the BS wave functions and conclude the lower components, which are included in the previous
analysis, cause the origin of the strange behavior of the tensor potential at long distance. At the end
of the Chapter 5, we summarize the mass spectrum obtained from the interquark potential which
includes the previous spherical potential and the non-spherical potential. The conclusions for our
analysis of the interquark potential based on the BS amplitude method are summarized in Chapter 6.






In this chapter, we will give a short review of the lattice method which is the most powerful numerical
method for gauge theories. A general perturbative method is also applied to weak coupling region,
while the perturbative expansion in terms of the coupling constant does not work on strong coupling
region.
2.1 Quantum Chromodynamics
Quantum Chromodynamics (QCD) is a gauge theory to describe the strong dynamics of quarks and
gluons. This basis was developed in the mid-1960s. In the continuum Minkowski space, the QCD
Lagrangian LM is written by
LM (x) = LFM (x) + LGM (x) ; (2.1)
with LFM (x) =
P
f  f (x)(i/D mf ) f (x) and LGM (x) =  12 trFF . The eld strength tensor F
and the covariant derivative D are dened as
/D  MD ; D = @ + igA ;
F = @A   @A + ig[A; A ] ;
where  and  are four-dimensional indices, and a, which takes from 1 to 8, is a index of generators




a where T a are the generators of the SU(3) group. The quark elds are represented by
 f (x) and  f (x)  0M yf (x). M is a Dirac's gamma matrix, and mf is a quark mass corresponding
to each avor. The symbol of y means that we take the Hermitian conjugate. The Dirac's gamma
matrices and the generators for SU(3) satisfy the following algebra
fM ; Mg = 2g ; [T a; T b] = ifabcT c ; (2.2)
where g is a metric for the Minkowski space and trT aT b = ab=2 and trT
a = 0 are satised.
2.2 Lattice formalism
Observables are computed by the path integral formalism with this Lagrangian. The partition







Thus, the expected values of operators, hO( f ;  f ; A)i, which have any quark and gluon elds, are
obtained from
hO( f ;  f ; A)i =
R






In the Minkowski space, the exponential part in Eq. (2.4) provides a rapid oscillation in the integral.
We thus transfer the Minkowski space to the Euclidean space by taking the imaginary time as
t!  it. Taking @0 = i@4 by using the imaginary time, the Lagrangian given in the previous section
is rewritten as
LE(x) = LFE(x) + LGE(x) =
X
f












in order to represent the covariant derivative by the inner product of the Euclidean space. The
Dirac's gamma matrices in the Euclidean space satisfy the following algebra,
fE ; Eg = 2 : (2.7)
Hereafter, we omit the label of E which denotes the Euclidean space since we limit our discussion
to the Euclidean space.
We need to discretize the continuum space to the discretized space with the lattice spacing a in
order to calculate on the computer. The conditions for constructing the action on the lattice are
(1) the discretized action,
S = SF + SG =
Z
d4x(LF (x) + LG(x)); (2.8)
matches to the continuum action as a! 0, (2) the Lagrangian possesses the gauge symmetry. The
derivative and the integral are changed by the dierence and the summation:
@
@x
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In this thesis, we take the central dierence. The discretized action is dimension-less, therefore the
operators and the parameters are also dimension-less on the lattice. Hence, when we interpret the
observables as physical values, we must determine the lattice spacing a.
We nally emphasize that we may add higher dimensional operators to the discretized action since
they vanish and the action returns to the continuum one as the limit of a! 0. However, of course,
the action must keep the gauge invariance and should possess symmetries which we have in the
continuum as much as possible. As we describe later, we may use the extra operators in order to
reduce the discretization errors which appear in the discretized action with heavy quarks.
2.2.2 Gauge action
Fig. 2.1 Link and plaquette are shown.
To describe the formalism of the gauge theory on the lattice, we focus on the gauge action SG.
First of all, we dene the link variables,
Un; = e
iagA(n) ; (2.11)
which oer us to write the interaction of the gauge elds as a covariant form. The n which is a
vector having four components n = (n1; n2; n3; n4) indicates the site on the lattice, x = na.







V y(n) : (2.12)
The gauge transformation of the link variables is given by the innitesimal link variables Un; with
the innitesimal lattice spacing a = a=N . The N is a certain large integer. We considering that
series expansion of the link variables is valid up to the order of a, the gauge transformation of the
link variables are given by
Un; ! 1 + igaV (n)A(n)V y(n) + aV (n)@V y(n) : (2.13)
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Because the term of a2 is small, we then get the gauge transformation as
1 + igaV (n)A(n)V
y(n) + aV (n)@V y(n)  V (n)(1 + igaA(n))(1 + a@)V y(n)
= V (n)eiagA(n)V y(n+ a^) ; (2.14)
where ^ is a unit vector along  direction,  = a^. We reproduce the link variables with the nite
lattice spacing a by multiplying the innitesimal lattice spacing a by the link variables N times.
Thus the link variables with the nite lattice spacing a are transformed by
Un; ! V (n)Un;V y(n+ ) : (2.15)
Then let us consider the trace of the product of the link variables,
tr
Y
Un;1Un+1;2   Un k;k

: (2.16)
Using the invariance of the cyclic permutations trABC = trCAB and the covariance of the link
variables, we can show the gauge invariance of Eq. (2.16). On the lattice, this trace indicates a
closed loop of the link variables. Thus we may construct the gauge action SG, which is gauge














where a summation of i means the sum of closed loops on the lattice and the coecient i is a
normalization factor which is proportional to the inverse of squared gauge coupling constant when
we take the continuum limit of the lattice action.
The simplest loop which is a loop of the single cell of the lattice is called plaquette. In Fig. 2.1,
we show an image of the loop with the link variables. When we consider the normalization factor of










n; ] : (2.18)





n; ] = tr(e
iagfA(n+2 )+A(n++ 2 )+ iag2 [A;A ]g
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the discretized action reproduces the continuum form of the action with an accuracy of O(a2) in the
limit of a ! 0. This discrepancy of O(a2), which appears when we discretize the continuum space,
is called the discretization error. Here after, we represent the higher order of the discretization error
as O(an).
In the gauge action, a single dimensional value is only a scale of QCD, so the O(a
n) means
O((aQCD)
n) on the lattice. When we also consider a certain quark action, the discretization errors
of O((mfa)
n) also appear because a quark mass mf is another dimensional quantity. Since the
discretized action has to reproduce the continuum action when we take the naive continuum limit
as a! 0 in Eq. (2.21), the normalization factor  in the discretized action is chosen to be  = 6=g2.
2.3 Fermion on the lattice
In this section, we construct a general fermion action and then describe what is the doubling problem
and how it can be solved. For simplicity, we consider one fermion with a mass M . Hereafter, when
the fermion is regarded as a quark, we call the fermion action the quark action.
2.3.1 Fermion interacting with gauge eld
The equation of motion for a fermion is described by the covariant Dirac equation. We rst have to
discretize the covariant derivative. Rewriting the derivative of fermion elds by a nite dierence,
we get the product of the fermion elds located on dierent sites. Because each fermion eld is
transformed by dierent gauge elds, the covariant derivative term of Eq. (2.5) is dened in order
to maintain the gauge invariance of the action. Therefore, on the lattice, we have to connect the
fermion elds located on dierent sites by the link variables to reproduce the gauge invariance. Using
this prescription, we construct the fermion action as
 (n)( /D +M) (n) =  (n)DAnm (m) (2.22)





(Un;n+^;m   Uyn ^;n ^;m) ; (2.23)
such that the action keeps the gauge invariance.
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2.3.2 Doubling problem
Next, we consider a free fermion to see the doubling problem so that the link variable is an identity





 (n)Dnm (m) ; (2.24)





(n+^;m   n ^;m) ; (2.25)
where operators and a mass parameter Ma do not possess any dimension. Taking the fourier
transformation of Dnm as Dp, a propagator of the fermion is given by DF (p)  D 1p . Using the













eip(n m)afMa+  sin pag : (2.27)
Thus the momentum representation of the propagator turns out to be
DF (p) =
1
Ma+  sin pa
: (2.28)
Here note that a dierence with the continuum propagator is the number of poles.
For simplicity, we consider a massless case. The discretized propagator of Eq. (2.28) has extra
poles except for p = (0; 0; 0; 0), for example, at p = (=a; 0; 0; 0). Since these poles appear for
every direction, the number of poles is totally 2d if we consider the d-dimensional space. In other
words, there are 2d particles which propagate as fermion elds on the lattice. This unphysical modes
which are called \doublers" prevent us from considering a single fermion eld on the lattice.
2.3.3 Wilson fermion
To avoid the doubling problem, the various formulations of the fermion action are proposed [3, 27].
Here we introduce the Wilson fermion which is adopted in our numerical simulations. As described
before, we can add higher order terms of the lattice spacing a to the lattice action as long as the
new action maintains the gauge invariance. Therefore we add a new term to the action,
SW =  ar
Z
d4x f (x)D2 f (x) ; (2.29)
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which is called the Wilson fermion. Transforming the derivative into the nite dierence as described









The Wilson term gives rise to the lattice spacing dependence of the fermion mass for the unphysical
particles which have the momentum =a along at least one direction. As the lattice spacing a
becomes small, the fermion mass which is represented by Ma + r with  =
P
(1   cos pa),
turns out to be zero only at jpj = 0 for M = 0. After all, the physical mass which is dened at
jpj = 0 becomes Ma, and the others whose dimensional masses that are proportional to r=a do
not contribute to the low-energy dynamics due to the large masses when we take the continuum
limit. In this formalism, we usually choose the parameter r to be one and such fermion is called
\Wilson fermion". In practical, we introduce to state a hopping parameter  which is dened by
 = 1=(2Ma+ 8r) and associated with the quark mass M . Then the hopping parameter appears in




2 !  .
2.4 Physical observables
In lattice QCD, we evaluate the expectation value of observables numerically by evaluating the Path
integral through the Monte-Carlo sampling. In this section, we briey describe how to extract the
physical observables in lattice QCD simulations.
2.4.1 Hadron masse of the ground state
Table. 2.1 Dirac's gamma matrix   and corresponding quantum number





The masses of hadrons are fundamental observables in hadron physics, and lattice QCD simulations
compute the masses from two-point correlation functions. Especially these are accurately determined
for the low-lying hadron [28]. In order to see how to extract physical informations from the correlation
functions, let us consider the two-point correlation function of the charmonium state O(t;x) =
 c(t;x)  c(t;x), where  c(t;x) is a charm quark eld and   is Dirac's gamma matrix. The examples
of   and the corresponding quantum number are listed in Table. 2.1. The two-point correlation
17
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where the operator O(t) =PxO(t;x) is projected onto the zero momentum state through summing
up the operator over the whole coordinate space. In lattice QCD, the operator Oy(t0), which creates
the quark with the appropriate quantum number at t0, is called \source". For simplicity, here we
choose a position of the source operator as the origin. On the other hand, the operator O(t), which
annihilates the quark at t, is called \sink". Then we decompose the correlation function through the




h0j O(0) jni hnj Oy(0) j0i e Mn(t t0) ; (2.32)
whereMn denotes the energy eigenvalue of the intermediate state jni and satisesM1 < M2 <    <
Mn <    . Note that the time evolution of each state is given by e Mn(t t0) so that the higher-lying
states Mn > M1 die out earlier than the ground state M1. We here dene an \eective mass" using






When we evaluate the eective mass in the large-t region, we identify the value of Me as a mass
of the ground state Me  M1. We again emphasize that it is rather dicult to accurately extract
the information on the higher-lying states which carry the energy Mn > M1 since the information
vanishes earlier than the information on the ground state by a factor of e (Mn M1)(t t
0)
2.4.2 Bethe-Salpeter (BS) amplitude
The Bethe-Salpeter amplitude is extracted from the r-dependent two-point correlation function on
the lattice. As same as the two-point correlation function, we dene the zero momentum four-point
correlation function hO(t; r)Oy(t0)i, where O(t; r) = Px  c(t;x)  c(t;x + r). We also decompose




h0j O(0; r) jni hnj Oy(0) j0i e Mn(t t0) ; (2.34)
where the quantity h0j O(0; r) jni is the Bethe-Salpeter amplitude. We can examine the spatial
distribution for the charmonium states from the r dependence of the correlation function.
2.5 Asymptotic freedom and scaling behavior
When we discretize the continuum action with the lattice spacing a, a cuto for the integral in
the momentum space is naturally introduced and the theory is regularized. In order to obtain the
physical value in the continuum space, however, we have to take the limit of a! 0. The continuum
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limit is achieved by extrapolation with simulation results at various lattice spacings. What is the
functional form to extrapolate results toward the continuum? It is determined from the scaling
behavior of QCD.
Based on the quantum eld theory, we may identify that the cuto a is the renormalization scale on
the renormalization group. Thus we calculate the physical values at various cuto a corresponding to
various renormalization scales perturbatively. Because the small a corresponds to the higher energy
limit, we believe that the perturbative calculation is valid for the continuum limit.









where we introduce the energy scale  instead of the cuto a. We integrate Eq. (2.35) for  with
boundary conditions g(1=a) = g0 and g(L) = 1, where the new energy scale L which is dened



















thus, we obtain the following correspondence,
a! 0() g20 ! 0 : (2.40)
Eq. (2.39) means that the bare gauge coupling constant g0 reaches to zero as the lattice spacing
a approaches to zero. Since the limit of a ! 0 corresponds to the innite energy scale, the gauge
coupling becomes weaker in the higher energy limit. This important behavior is called \asymptotic
freedom" which does not appear in QED.
In quantum eld theory, we may represent the dimension of the physical values by energy in
natural units. For example, let us consider the physical value K with the dimension dk in the energy








from lattice simulations. This scaling behavior indicates behavior of the measured value on the
lattice in the vicinity of a ! 0. Because we use the asymptotic freedom in this derivation, it is
dicult to extrapolate to the continuum limit in lattice QED which does not have the asymptotic
freedom.
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2.6 Improvement of lattice action
In our lattice QCD simulations, two fermion actions are adopted. On the one hand, the lattice
action including light quarks as sea quarks is dened for the partition function Eq. (2.3). On the
other hand, another lattice action which generates the equation of motion of the quark is used to
construct the quark operator. Since we focus on the charmonium, the latter action produces extra
discretization errors which are originated from the heavy quark mass. The reason why we use two
types of fermion actions is that the discretization error should be independently improved for the
charmonium system. Therefore, we describe the improvement of the lattice action by evaluating the
discretization error for each lattice action below.
2.6.1 Tree level improvements
In this section, we explain how to improve the lattice action at tree level. The improvement is
performed to the gauge action and the quark action respectively.
Gauge action
Fig. 2.2 The loop to match the improved action to the continuum one
At rst, we improve the gauge action on the lattice. As discussed previously, we can add the
higher order terms of the lattice spacing a to the action since such operators are irrelevant in the
limit of a! 0. The general eective action with the higher order terms is given by






where the terms of S0 is the discretized action which is simply obtained from the discretization of the
continuum action and the second term indicates other types of operators added newly. These new
operators consist of the quark elds and the link variables, and 4+k means the energy dimension of
the operators. When we integrate the Lagrangian in the four space-time dimension, the dimension
reduces to k. In this sense, we represent the order of the operator O4+k;i(x) as O(ak).
When we construct the discretized gauge action with the plaquettes, the discretization error ap-
20
Chapter 2 Lattice method
pears from the order of O(a2). We thus have to add some operators of O(a2) to improve the
discretization error up to O(a4). Using the notation of the continuum theory and imposing the













whose dimension is 4 + k = 6. On the lattice, these operators are constructed from the six link
variables as one can see in Fig. 2.2. We write new terms of Lagrangian which are constructed
by summing up each loop shown in Fig. 2.2, as L(6)1 , L(6)2 and L(6)3 respectively. We also write




























2) = 1 ; (2.47)




2) =  0:331 and c(6)2;3(g2) = 0 which are used in so-called Iwasaki gauge action [29, 30].
Light quarks
Fig. 2.3 The loop to match the improved ac-
tion to the continuum action
Fig. 2.4 Quark-gluon vertex
Next, we describe how the quark action for light quarks can be improved in terms of the discretiza-
tion error before the discussion on an improved action for heavy quarks. When the gauge action is
solely considered, there is a only dimensional parameter QCD. However, due to the presence of a
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quark mass parameter mf , we have to take into account the new discretization error O(mfa) for the
full QCD action including the quark action. Therefore in order to improve the discretization error
up to the order of O(a), we must consider the new operator with the mass dimension-5 [31],
O4 =  (x)F (x) : (2.48)
The operator F in Eq. (2.48) is represented by the product of links around the four plaquettes as
in Fig. 2.3. Since its shape is like a clover-leaf, the action including this clover term is called the
clover action. When we introduce a coecient of the clover term as cSW , the quark action is given
by
SSW = SF + SW   iacSWr
4
Z
d4x (x)F (x) ; (2.49)
where  = (1=2)[;  ] and  is a hopping parameter.











SW are determined by perturbation theory up to the one-loop level. Because the
gauge action is improved up to the order of O(a), we should consider the discretization error which
appears in the quark-gluon interaction. Let us consider the improvement at tree level [32]. The
quark-gluon vertex is depicted in Fig. 2.4, and then we obtain the vertex function by using SSW ,









T a(p   q)a+O(a2) : (2.51)
To concretely match the vertex function with the continuum one, we take the parameter r = 1
which appear in the formalism of the Wilson fermion and use the spinor of the quark eld which is
a solution of the Dirac equation. We then obtain
u(q)(p; q)u(p) =  gT au(q)fi + (1  c(0)SW )
a
2
(p + q)gu(p) +O(a2) ; (2.52)
where we use the Gordon identity to remove  term. We easily see that the discretization error
of O(a) can be eliminated by taking c
(0)
SW = 1. We call it tree-level improvement coecient. In
this thesis, we use the coecient cSW = 1:715 which is determined from the non-perturbative
analysis [33].
2.6.2 Relativistic heavy quark action
In this thesis, we mainly focus on the heavier quarks, such as the charm quark. We should take the
dierent prescription from the light quarks. Concretely the charm quark mass is determined to be
mMSc (mc) = 1:5 GeV [8], where MS means one use the MS scheme in order to renormalize the theory.
For the case of heavier quarks, the discretization error related to the quark mass mca  mla has
large contribution in comparison to the light quark, so there exists the large systematic error unless
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we improve the discretization error.
As mentioned above, we have some freedoms to add irrelevant operators to the lattice action. If
we choose the optimal coecients to match the lattice action to the continuum action as a! 0, we
reduce any order of the discretization error O((mca)
n) from the lattice action [34]. There are three
dierent types of the Relativistic Heavy Quark action (RHQ): (1) Fermilab [35], (2) Tsukuba [36],
and (3) Columbia formulation [34], where the heavy quarks are treated in the relativistic manner.
We adopt the Tsukuba-type action, which is one of the types of the improvement heavy quark
action. In the Tsukuba-type action, several operators up to mass dimension-6 are considered to
improve the discretization error of O(aQCD). We here discuss the improvement at tree level to
simply see how the discretization error can be improved.






























where ve parameters of , rs, rt, cE and cB , so-called RHQ parameters are supposed to be tuned.
These parameters are determined by matching the discretized action to the continuum action per-
turbatively. We rst show the inverse of quark propagator S 1(p):




+m0a+ rt(1  cos(p4a)) + rs
X
i
(1  cos(pia)) = 0: (2.54)
At rst, we consider two RHQ parameters  and rs which are determined by matching the lattice














+ (non-pole terms) +O((pia)
2) ; (2.55)
where Zq and mr denote a renormalization factor of the quark eld and a renormalized quark mass.
The value of p4 is determined by the pole condition. At rst step, we consider the case of pi = 0.
Then the mr, Zq and a renormalization factor of the quark mass Zm are represented by m0 and rt
as
mr = ln
m0 + rt +
p
m20 + 2rtm0 + 1
1 + rt
 ; (2.56)






2.7 Summary of simulation parameters











Taking the anisotropic parameter of the Wilson fermion as rt = 1, we can further determine remaining
RHQ parameters cE and cB .
Next, cE and cB are xed by matching the on-shell quark-quark scattering amplitude on the lattice
to the one obtained from the continuum theory. We introduce the quark-gluon interaction using the
clover action on the lattice and then calculate the quark-quark scattering amplitude. As a result,
we obtain
cE = rt (2.61)
cB = rs; (2.62)
at tree level.
In this thesis, rs and cE;B are determined perturbatively at one-loop level [37] and  is determined
from non-perturbative method which matches the eective speed of light in the dispersion relation
of the spin-averaged charmonium to the unity [38]. The remaining parameter is adjusted as the
hopping parameter of the charm quark so that the spin-averaged charmonium mass of the ground
state obtained from the lattice QCD calculation reproduces the experimental value [39].
2.7 Summary of simulation parameters
Table. 2.2 Parameters of (2+1)-avor dynamical QCD gauge eld congurations generated by
the PACS-CS Collaboration [28]. The columns list the number of avors, the lattice volume, the
 value, hopping parameters for light and strange quarks, approximate lattice spacing (lattice
cuto), spatial physical volume, and the number of congurations Nconf to be analyzed.
Nf N
3
s Nt  ud s a [fm] (a 1 [GeV]) Nsa [fm] Nconf
2 + 1 323  64 1.9 0.13781 0.13640 0.0907(13) ( 2.18) 2.90(4) 198
In this thesis, we use the (2+1)-avor gauge congurations generated by PACS-CS collaboration
for all computations of two-point and four-point correlation functions. Simulation parameters are
summarized in Table. 2.2. PACS-CS congurations are dynamically generated with two degenerated
light quarks and a strange quark, whose masses are adjusted such that pion and kaon masses are
156 MeV and 554 MeV. These masses are close to the experimental masses, 135 MeV and 498 MeV,
respectively [40].
As discussed earlier, we adopt the RHQ action for the charm quark to reduce large discretization
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Table. 2.3 List of the RHQ parameters [39]
c  rs cB cE
0:10819 1:2153 1:2131 2:0268 1:7911
errors induced by its large mass mMSc  1:5 GeV. The RHQ action, which is a variant of the Fermilab
approach [35], is the anisotropic version of the O(a) improved Wilson action with ve parameters
c, , rs, cB , and cE , called RHQ parameters.
The parameters rs, cB , and cE in the RHQ action are determined by tadpole improved one-loop
perturbation theory [37] with a reference of the O(a) improvement coecient, cSW = 1:715 for light
quarks [28]. As for , we use a nonperturbatively determined value, which is tuned by reproducing the
eective speed of light as unity in the dispersion relation for the spin-averaged 1S-charmonium state,
since the parameter  is sensitive to the size of hyperne splitting energy [38]. The parameter set of
RHQ action is summarized in Table. 2.3 and the detail of the parameters is shown in Section. 2.6.2.
When the quark propagator is computed, Dirichlet boundary conditions are imposed for the time
direction at t=a = 0 and 63 to eliminate unwanted contributions across time boundaries. Source
location is set at two dierent time slices, ts=a = 6 and 57, both of which are the same distance
away from two boundaries, so as to avoid the temporal boundary eect. Instead of changing the
places of the boundaries, a temporal shift can be applied to the gauge congurations fU(x; t)g !






In lattice QCD, we calculate a correlation function G where the subscripts  and  stand for the
types of sink and source operators respectively. For example, let us consider two-point correlation
functions of meson states. The two-point correlation function is constructed by a quark bilinear
operator O(t) =
P
x  c;(t;x)  c;(t;x) as
G(t; t
0) = h0jO(t)Oy(t0)j0i : (3.1)
Without loss of generality, we simply set the source time t0 to be zero. We therefore omit the
argument t0 from G(t; t0) hereafter. Using the spectral decomposition, the two-point correlation











where the spectral amplitude vn; is dened by vn; = h0jO(0)jni for the nth intermmediate state
whose mass satises ascending order M1 < M2 < M3 <    . Hence the correlation function G(t)
is represented by a superposition of orthogonal states.







as described before. For an appropriately large t, the ground-state (n = 1) contribution becomes
dominant since the higher-lying-state (n  1) contributions are exponentially suppressed due to
their larger masses than the ground-state mass. Therefore the ground-state contribution is indeed
isolated from those of the higher-lying states in the large-t region.
As an example, in Fig. 3.1, we show two-correlation functions GW(t) (left panel) and eective
masses (right panel) for c and J= mesons, which are obtained from a wall source  c;W(0;x) =P
y  c(0;y) and a local sink. When we construct the operators for each state, we adopt the appro-
priate   matrices which are listed with names and quantum numbers of states in Table. 2.1. The
wall source will be also used in a systematic study for the ground-state charmonia in Chapter 5.
3.1 Formalism
In the reft panel of Fig. 3.1, two-point functions decreas monotonously as time t increases. On
the other hand, in the right panel of Fig. 3.1, one can see that very clear plateaus appear in both
cases after t=a  20, as described earlier, the plateaus in the eective mass plots show that the
ground-state contributions are indeed isolated from the excited states.




























Fig. 3.1 The two-point correlation functions (left panel) and the eective masses (right panel)
for the c and J= states in lattice units. These observables are measured by the wall source
and local sink.
If one intend to obtain mass information for the excited states, the variational method [41, 42] is
one of the ecient methods.
3.1 Formalism
We consider an N N correlator matrix G(t) whose elements G(t) are dened in Eq. (3.2). The
indices ;  = 1; 2;    ; N are the types of operators. Next, let us solve the generalized eigenvalue
problem (GEVP),
G(t)wn = n(t; t0)G(t0)wn ; (3.4)
to obtain the nth eigenvalue,
n(t; t0) = e
 Wn(t t0)(1 +O(e Mnt)) ; (3.5)
Mn = Mn  Mn+1 ; (3.6)
where its eigen vector is wn and t0 is a reference time slice.
If only the N lowest states are propagating in the region where t  t0, the nth eigenvalue n(t; t0)
is given by a single exponential form with the rest mass of the nth meson as
n(t; t0) = e
 Mn(t t0) ; (3.7)
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which corresponds to the eigenvalue of the transfer matrix between two time slices t and t0. Details
of how to practically compute the eigenvalues n(t; t0) are described in Appendix B of Ref. [43].
We numerically calculate the eigenvalue n(t; t0) and also the N -dimensional eigenvector wn(t; t0)
from G 1=2(t0)G(t)G 1=2(t0), then evaluate the eective massMne from the nth eigenvalue n(t; t0)






The mass of the nth state can be extracted from plateau behavior of the eective mass Mne in the
large-t region as was discussed in Sec. 2.4.1 for the ground state.
The eigenvector wn(t; t0) should be orthogonal to the spectral weight as [43, 44],
vn wm = e
Mnt0
2 n;m : (3.9)
This orthogonal relation and the eigenvector wn(t; t0) will be utilized to extract the BS amplitudes
of the nth state from the r-dependent two-point correlation functions.
3.2 Practical choice of operators and reference time








We use gauge-covariant, approximately Gaussian-shaped smearing [45, 46] for constructing a spa-








 c(t;x) : (3.10)
On the lattice, the smeared quark operator  c;(t;x = ma) at the site m is given by multiplying







 c(t;na) ; (3.11)
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where r2m;n is a covariant lattice Laplacian:







Label  denotes a set of two parameters as  = fNG;WGg [47]. NG is the number of the smearing
kernels which act on the quark elds, whileWG results in the width of the Gaussian that as NG !1.
In this thesis, we prepare the six types of Gaussian smeared operators *1 for correlation functions
constructing a correlator matrix and the paramter sets used in our calculation are shown in Table. 3.1.
As mentioned before, we should take t0 such that the number of operators is matched with the
number of states propagating in the region of t  t0. If the number of operators is large enough for
the constructed correlator matrix to be singular, algorithm to solve the GEVP becomes numerically
unstable. In the opposite case, if the number of operators is too small, the information on higher-lying
states can not be disentangled from the matrix correlator.
In order to determine appropriate t0 with xed N , we examine the eective mass obtained form
Eq. (3.8). Figure 3.2 shows the eective mass for the various sets of operators. In this gure, the small
basis (up left) can not isolate the rst excited state from the higher-lying state. On the other hand,
the large basis (down right) enlarge errors even for the rst excited state. The result indicates the
solution of the GEVP is unstable because the matrix of the correlation functions is singular due to a
rank decient matrix. In the up-right panel, the results with three operators are presented and show
that the second excited state receives the contamination from the higher-lying-state contributions.
The down-left panel shows that the four operator basis provides relatively stable results even for
the second excited state. Thus we chose the four operator basis in the following analysis. Although
there are various other combinations, we conclude that the choice of \GW1GW2GW3GW4" is the
optimal basis to access three excited states since the error tends to be large once we include the
more broad operators like GW5, GW6.
Then we examine the sensitivity of a choise of t0 in the case of \GW1GW2GW3GW4" in Fig. 3.3.
We conrm that the eective mass show no signicant t0 dependence and resulting plateau behavior
*1 Note that for a single-parameter set, we compute 32 valence quark propagators per gauge conguration with
eight dierent spatial centers of the Gaussian sources, which are located at the corners of a 163 cube, on two
dierent time slices ts=a = 6 and 57, using two dierent temporal shifts tshift=a = 0 and 32, so as to increase
statistics. All 32 sets of usual and r-dependent two-point correlation functions are folded together to create the
single-correlation functions as a function of t0 dened in the range 0  t0=a  57. From this chapter, t0 is simply
denoted as t.
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Fig. 3.2 Eective masses obtained from various combinations of the smearing quark operators
are shown. Black, red, blue, magenta and green circles mean the ground state, the rst excited
state, the secound state, the third excited state and the fourth state respectively.
is survived down to t=a = 3. This implies that the contamination of the higher-lying states to the
rst excited state is mostly negligible at t=a = 3, and thus we choose t0=a = 3 as the reference time
scale.
3.3 Results of mass spectrum
Figure 3.4 shows the eective mass plots of the rst three eigenvalues 1;  > 2;  > 3;  for the
pseudoscaler (PS) and vector (V) states. Here, we remark that n;PS(V) is associated with the nS
state. The variational method with the correlator matrix constructed in our chosen basis successfully
separates the rst excited (2S) state and the second excited (3S) state from the ground (1S) state.
The horizontal solid lines represent each t result with its 1 standard deviation obtained by a
covariant single exponential t. In Table 3.2, we summarize the results of masses of the three lowest-
lying S-wave charmonium states together with t ranges used in the ts and values of 2 per degrees
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Fig. 3.3 t0 dependence for the eective mass of the rst excited state in the case of
\GW1GW2GW3GW4". We conrm that the eective mass has no signicant t0 dependence
and resulting plateau behavior is survived down to t=a = 3.
of freedom (d.o.f.).
The t results for 3S states are rather sensitive to the choice of the t range, since the signal of the
3S states dies out quickly; therefore, those values involved in Table 3.2 are just listed for reference.
The errors quoted in all of the results represent only the statistical errors given by the jackknife
analysis.
For the 1S states, all results including Mave and Ehyp obtained in the variational method are fully
consistent with our previous study, where the charm quark propagators were computed by the wall
source with the Coulomb gauge xing [25, 48]. It is worth recalling that the values of c and  in the
RHQ parameters are chosen to reproduce both the experimental spin-averaged mass and hyperne
splitting energy of 1S charmonium states. This is the reason why our results of the 1S states are
very close to the experimental values.
On the other hand, the masses of the 2S states correspond to the theoretical predic-
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Fig. 3.4 Eective mass plots for the c(nS) (left panel) and  (nS) (right panel) states. Char-
monium states are specied in the legend. Solid lines indicate t results, and shaded bands
display the tting ranges and 1 standard deviation. The inset in each panel shows a magnied
view of the eective mass of the 2S state together with the P -wave DD threshold (dashed
line).
Table. 3.2 Masses of S-wave charmonium states calculated from eigenvalues of the 44 transfer
matrix up to 3S states. The tting ranges and values of 2=d.o.f. are also included. For 1S and
2S charmonium states, the spin-averaged mass (Mave) and hyperne splitting energy (Ehyp)
are also evaluated. Results are given in units of GeV.
State JPC Fit range Mass [GeV] 2=d.o.f.
c(1S) 0
 + [33:47] 2.9850(5) 1.08
c(2S) 0
 + [4:17] 3.729(15) 0.80
c(3S) 0
 + [4:11] 4.553(34) 0.77
J= 1   [33:47] 3.0986(14) 1.21
 (2S) 1   [4:17] 3.801(16) 1.05
 (3S) 1   [4:11] 4.679(34) 1.53
Mave(1S)       3.0702(11)   
Mave(2S)       3.783(15)   
Ehyp(1S)       0.1135(12)   
Ehyp(2S)       0.0725(56)   
tions from dynamical lattice QCD. We obtain results of Mc(2S) = 3:729(15)(21) GeV and
M (2S) = 3:801(16)(31) GeV. The rst errors are statistical, and the second errors are systematic
uncertainties due to variations of tmin in the t range [tmin=a : tmax=a].
Although those values are about 100 MeV higher than the experimental values of M expc(2S) =
3:639 GeV and M exp (2S) = 3:686 GeV, similarly higher values are reported in Ref. [49]. In addition,
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the hyperne splitting energy of the 2S states is M (2S)  Mc(2S) = 73(6)(1) MeV, of which the
value is slightly larger than the experimental value of 47 MeV. Needless to say, the higher-lying
states might suer much from the lattice artifacts | nite size and lattice discretization eects |
compared to their ground state.
Our results for the c(2S) and  (2S) masses are near to and slightly above the experimental
value of the D D threshold energy ( 3:730 GeV). We, however, remark that since the c and
 mesons have negative parity, the P -wave D D threshold energy, which is dened as the total
energy of the noninteracting D D state with the smallest nonzero momentum jpminj = 2=(La), is
appropriate for comparison with the c(2S) and  (2S) masses [50]. In our calculation, the lowest
open charm threshold is 3.813(8) GeV, which is determined with the measured D-meson mass [MD =
1:858(4) GeV]. Our result for the  (2S) mass is slightly below but close to the P -wave D D threshold,
while the c(2S) mass is well below the P -wave D D threshold. In this context, it would be important
to know how much the D D mixing eect has aected the spectroscopy of the 2S charmonium states.
Although the more systematic study is thus necessary for the spectroscopy of the radially excited
states, it is beyond the scope of this thesis. Rather, our main purpose is practically to get the
optimal charmonium operators for both 1S and 2S states using the resulting eigenvectors (!n; )
of the transfer matrix in the variational method. As a result, the BS wave functions for 1S and 2S
states are separately obtained through the variational method as we will show in the next section.
3.4 BS wave function with variational method
The BS wave function for the nth meson in the rest frame can be determined from the r-dependent
two-point correlation function constructed with a usual quark bilinear operator O and the r-
dependent one O(t; r) :












where the r-dependent amplitude n(r) corresponds to a BS wave function with optimal quantum
numbers. We here focus to obtain the BS wave function of the radially excited states. Once we nd
an optimal meson operator Ooptn , which solely couples to a specic (nth) state in Eq. (3.14) since
h0jOoptn jmi / n;m, we may isolate the single nth state from the correlation function.
The optimal operator can be constructed by an appropriate linear combination of the basis meson
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The N types of the meson operator with a xed quantum number are, for instance, given by the
quark bilinear operators composed of spatially smeared quarks with N dierent smearing radii as
discussed previously. Subsequently, one can obtain the BS wave function of the nth meson state by
using N types of r-dependent two-point correlation functions constructed with the nth eigenvalue





wn;C(r; t) : (3.16)
In Fig. 3.5, we show the reduced wave functions un; (r) = rn; (r) of both 1S and 2S charmonium
states for displaying the spatial distribution of the BS wave function. The wave functions displayed
in Fig. 3.5 are normalized as
P
r jn; (r)j2 = 1 *2. We plot data points taken along simpler r
vectors, which are multiples of three directions|(1,0,0), (1,1,0), and (1,1,1)| in order to avoid large
discretization errors induced by the discrete Laplacian r2 [51] in later discussion.
Compared with the results of 1S states, the BS wave functions of both c(2S) and  (2S) states
exhibit a specic nodal structure in the radial direction, as we expected. Although at rst glance
the 2S BS wave functions are slightly extended in space in comparison to the 1S BS wave functions,
the spacial lattice extent Nsa  2:9 fm is likely to be large enough to study even the 2S charmonium
system as well as the ground-state charmonium states.
The wave function provides information about a spatial size of the charmonium meson as the










We then obtain the smaller rms radii for 1S states as (rrms)1S  0:38 fm, while 2S states yield
comparatively larger values as (rrms)2S  0:60 fm. Another important aspect of the resulting rrms
is that both the 1S and 2S states satisfy the relation rrms;PS < rrms;V. This simply indicates the
repulsive nature of spin-spin interaction near the origin for the higher-spin states. All results of rrms
are summarized in Table 3.3.
We also verify the orthonormality condition between the resulting 1S and 2S wave functions












We then obtain jCOVLj = 0:174(46)(3) for the PS state and jCOVLj = 0:101(52)(6) for the V state.
The rst error is statistical, and the second one is systematic uncertainty due to the choice of the
numerical integral methods in r space. Nonzero values of jCOVLj in both the PS and V states
*2 For the S-wave states, we simply use a relation of
P
r jn; (r)j2 = 4
R
drjun; (r)j2 and then perform one-
dimensional numerical integration in r space by both the Simpson 1/3 formula and the trapezoid formula in
this study.
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Fig. 3.5 The reduced BS wave functions u(r) = r(r) for the c(1S) (diamonds), J= (trian-
gles), c(2S) (circles), and  (2S) (squares) states, shown as functions of the spatial distance
r. They are normalized as
P
r j(r)j2 = 1. The time average was performed in the range of
[tmin=a : tmax=a] = [24 : 33] for the 1S states and [7:12] for the 2S states.
suggest that the 2S BS wave function may receive non-negligible contamination of the 1S state from
an unknown origin.
There is, however, a hint from Fig. 3.4. Around t=a = 8, the signal of the 2S states in the
eective mass plot becomes noisy, and the isolation of the 2S states is statistically insignicant due
to the large uncertainties. Even if the eigenvector for the 2S states, !2S;, is properly calculated in
the variational method, contributions of the 2S state in the correlation C(r; t) are exponentially
suppressed by its large mass M2S(> M1S) as a function of t. Therefore, if we include the data
points of the 2S BS wave function determined at the larger t during the averaging process over the
time-slice range, the resulting 2S BS wave function may receive a little component of the 1S BS
wave function that is caused by incomplete orthogonal factorization within numerical precision and
its enhancement due to the relative suppression of the 2S-state contribution in the large-t region.
Indeed, we observe that the overlap coecient gets away from zero as the value of tmin increases in
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the time-averaged procedure.
The small but nonzero value of jCOVLj may cause a serious systematic error in the early estimation
of the rms radii for 2S states. Taking into account such contaminations in the resulting 2S BS
wave functions, we perform the Gram-Schmidt orthonormalization (GSO) so as to get an exactly









We then recalculate the rms radii of the 2S states with the above modied 2S BS wave function
~2S  (r) for each channel. We obtain slightly larger values as (rrms)2S;GSO  0:63 fm in comparison
to the ones obtained from the original 2S wave functions. The modied results of rrms for 2S states
are also included in Table 3.3.
In the following discussions, we do not use the modied 2S BS wave functions and keep the
original ones for our later analysis, since there is only a slight dierence in their prole shapes, which
mainly appears at short distances, between the 2S BS wave functions obtained before and after the
Gram-Schmidt orthonormalization.
Table. 3.3 Summary of the rms radii of 1S and 2S charmonium states, which are evaluated
from the BS wave functions on the lattice. Results are given in units of fm. \Raw" and \GSO"
stand for results obtained before and after the Gram-Schmidt orthonormalization.
State c(1S) J= c(2S)  (2S)
rrms [fm] (Raw) 0.3348(2) 0.3885(6) 0.563(14) 0.612(18)
rrms [fm] (GSO)       0.606(4) 0.636(7)
As described in Sec. 4.3 later, the BS wave function for mesons can provide more profound infor-





Potential in BS amplitude method
In this section, we describe how we extract the \potential" from the BS equation with the BS
amplitude which is a theoretically dened object in quantum eld theory. To achieve the purpose,
we use a method proposed by Aoki, Hatsuda, and Ishii, which was formulated for the study of
the nucleon-nucleon interaction based on lattice QCD. Although the method is almost universally
applicable to a two-body interaction which is a short-range force, it was originally applied to the
charm quark-antiquark (charmonium) system by Ikeda and Iida [22, 23]. Then they found a Cornell
type interquark potential without adiabatic approximation. However, the denition of this potential
itself requires extra information on the quark mass. Kawanai and Sasaki proposed the self-consistent
determination of the quark kinetic mass within the BS amplitude method.
We extend the same method to extract the interquark potential from the BS amplitude of the
excited charmonium states with help of the variational method as we will describe later.
4.1 BS equation
4.1.1 Derivation of BS equation
Let us go back to the Minkowski space to dene the BS equation following the original work of Bethe
and Salpeter [52, 53, 54]. The BS equation is often used to describe a bound state of two relativistic
particles. For simplicity, let us consider two identical particles (a; b) that satisfy the Dirac equation
with the mass m. When a eld 	ab(x1; x2) consists of the two particles, the eld obeys the following
equation:
(i/@
1  m)(i/@2  m)	ab(x1; x2) = 0 ; (4.1)
where xi is a four-dimensional coordinate. Taking the propagator for each particle as G
a;b
F (x; y), the









































































































































































































Fig. 4.1 The propagator Gab is represented by
a summation of free propagators and an inter-
action kernel. The vertical black lines mean the
free propagators. The interaction kernel can
be decomposed an irreducible interaction ker-






































































































































































































Fig. 4.2 A sequential expansion of the inter-
action kernel by the irreducible interaction ker-
nel. The interaction kernel can be reproduced
by the innite series of every irreducible inter-
action kernel.
with /na;b = 

a;bn where n(xi) is a normal vector on any surface enclosing xi. The two particle
propagator Gab(x3; x4;x1; x2) is given by















Kab(x5; x6;x7; x8)iGaF (x7; x1)iGbF (x8; x2) : (4.3)
Here the Bethe-Salpeter kernel Kab includes Feynman diagrams where the two particles interact
with each other by exchanging a gluon eld once at least.
We next dene an irreducible diagram K
ab





















Kab(x5; x6;x7; x8)Gab(x7; x8;x1; x2)/na(x1)/nb(x2)	ab(x1; x2) :
(4.4)
In Fig. 4.1, we depict the propagator Gab as a summation of free propagators and an interaction
kernel which correspond to the rst term and second term in Eq. (4.3). And then, a irreducible
interaction kernel K
ab
is isolated from the interaction kernel in Fig. 4.1. Sequentially expanding
the interaction kernel by the irreducible diagram, we can partially include a non-perturbative con-
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tribution which is necessary to describe the bound state. This situation is schematically depicted in
Fig. 4.2. Since there are innite choices of the irreducible interaction kernel, we can not include all
diagrams to calculation. Therefore, one may use a simple irreducible interaction kernel, such as one
gluon exchange, but can include the innite series of the irreducible interaction kernel. In this thesis,
the interaction kernel which is dened in quantum eld theory is obtained as the \potential" in the
case that the energy is under the threshold at which the quark-antiquark pair is created. Finally, we









(x1; x2;x3; x4)	ab(x3; x4) ; (4.5)
where the term corresponding to the rst term of Eq. (4.3) vanishes because it is a free propagator
for each particle.
We now turn to deal with the BS equation in the momentum representation. After we act the
Fourier transformation on the BS equation, the BS equation is rewritten by
(/p
1














where p1 and p2 denote the momentum of each particle. The momentum representation of the elds,
 ab(p1; p2), is associated to 	ab(x1; x2) by the Fourier transformation. Here we introduce a center-
of-mass momentum P = p1 + p2 and a relative momentum p = p1   p2 and then rewrite the BS
equation in terms of p and P as
1
2




/P b   /pb  m

 ab(p; P ) =  
Z
d4p0K(p; p0;P ) ab(p0; P ) ; (4.7)
where an energy dependence of the interaction kernel K(p; p0;P ) is dened at on-shell p0 and p00 [53].
4.1.2 Reduction to Schrodinger-like equation
For the potential description, we will take a non-relativistic limit of the BS equation [52, 55]. To
achieve this purpose, we dene projection operators by a;b (p) =
E(p)Ha;b(p)
2E(p) , where E(p) =p







Eq. (4.7) from the left side, we obtain the two equations which include a positive energy state











P 0 + E(p)
V  (p) ; (4.9)
where V (p) is projected from the r.h.s. of Eq. (4.7) by the projection operator . The energy p0
and p00 are integrated out from Eq. (4.7) by using an on-shell momentum conservation. A summation
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of Eq. (4.8) and Eq. (4.9) with relations of Ha;b(p)a;b (p) = 
a;b
 (p)H
a;b(p) = E(p)a;b (p) gives





ab(p) +  
 
ab(p)) : (4.11)
When we consider the non-relativistic limit, we expand this equation in terms of p2=m2 and keep







d3r0U(r; r0)ab(r0) ; (4.12)
where Eab = P
0   2m is a binding energy. We regard U(r; r0) as the non-local \potential" in this
limit and ab(r) as the BS \wave function".
4.2 Potential dened in time-independent method
We next would like to briey explain how we dene a potential from the Schrodinger-like equation









d3r0U(r; r0)(r0) ; (4.13)
where we omit the indices for particles a; b and introduce a reduced mass  1 = 1=m1 + 1=m2,
so as to expand the case of two dierent particles. Here we assume that the non-local potential
U(r; r0) does not depend on an energy and it is Hermitian, such that eigenenergies are real and the
corresponding BS wave functions are orthogonal.
Here to ensure that an interaction is short-range, we assume that the potential exponentially
vanishes at a certain relative distance R. Then we decompose the nite space to 
in = fr 2
L3j jrj < Rg and 
out = L3   
in. In 
out, the BS wave function satises the Helmholtz equation
(r2 + k2n)(r) = 0. Thus we can dene a scattering state of two particles with a physical scattering
phase in this region. Since the scattering phase is related to the binding energy in the nite box by
the Luscher's nite size formula [56], experimental observables, such a scattering length or scattering
phase shift, are measured from the conventional lattice spectroscopy for two particle state. On the
other hand, Aoki, Hatsuda, and Ishii suggested that the potential that reproduces the physical
scattering phase can be obtained from information in 
in. Although the potential is not a physical
observable in experiments, it is a fundamental quantity in quantum mechanics and useful information
for nuclear many-body calculations of nuclei.
Let us consider 
in and an eigenstate for an eigenenergy En. When we dene a wave function
n(r) as n(r)  hrjni, the l.h.s. of Helmholtz equation can be expressed as
Kn  hrj(H0 + En)jni ; (4.14)
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whereH0 is an operator that satises hrjH0jni =  r22 n(r). It is important to dene a normalization
factor Nn;n0 of the wave function and a projection operator Pn as below,











The index nth stands for the threshold state with the threshold energy. When we consider the
nucleon-nucleon system as original work, the threshold energy, where a single pion is created in the
sense of quantum eld theory, is given by Enth = 2mN +m with the nucleon mass mN . We then
evaluate a non-local potential by the wave functions n(r) = hrjni,









The energies are real for all states below the threshold and the corresponding states are orthogonal












Kn0(r)N 1n0n00Nn00n = Kn(r) : (4.18)
Since the obtained potential is valid only for the states with the condition of En < Enth , this method
is suitable for the lattice QCD calculation due to the exponential decay of the information on the
higher-lying states.
As we mentioned before, this method is proposed to study the nucleon-nucleon interaction from
the BS amplitude measured in lattice QCD, the result of NN potential reproduces a repulsive
core in the short range from rst principles for the rst time. It is worth emphasizing that since
the nucleon-nucleon interaction is dominated by one-pion exchange at long distance, as Yukawa
originally proposed, the potential indeed vanishes at a certain distance, and then is short range.
On the other hand, the interquark potential is mediated by exchange of a gluon at the short range,
which is a massless boson, and known to be the form of the Coulomb-plus-linear potential called
as the Cornell potential. Although the interquark interaction is not short range, a quark-antiquark
pair is strongly bound into local space by a connement force. Therefore the r.h.s. of Eq. (4.13)
vanishes at a certain distance because of its localized wave function. Hence we may apply the BS
amplitude method to the quark-antiquark system which is strongly binding system.
In this thesis, we focus on 1S and 2S states with spin-singlet (PS) and spin-triplet (V) of the
charmonium state as we will discuss later. Since these states lie below the threshold energy ED0D0 =
3728 MeV at which a light quark-antiquark pair can be created, we may be able to extract the
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interquark potential even from the excited states of the charmonium.
4.3 Interquark potential from BS wave function
We recall that the equal-time BS amplitude for the nth meson is dened by
n(r) = h0jO(0; r)jni ; (4.19)
with r-dependent quark-antiquark operator O(0; r), where r is the relative coordinate between a
charm quark (c) and anti-charm quark (c) at a certain time slice. AlthoughO(0; r) can be dened in a
gauge-invariant way, we hereafter consider the Coulomb gauge BS amplitude. In the Coulomb gauge,
the operator is simply given by O(0; r) = Px  c(0;x)  c(0;x + r). The r-dependent amplitude,
n(r), in the rest frame is called the BS wave function.
4.3.1 Central and spin-spin potential
The interquark potential and the quark kinetic mass, both of which are key ingredients within the
potential description of heavy-heavy and heavy-light mesons, are successfully determined from the
BS wave functions of the ground state of S-wave charmonium and charm-strange mesons [25, 39, 51].
A natural question arises: if we simply apply our proposed method to not only the ground state
but also its excited states, what result comes out, especially from the BS wave function of radially
excited states? Since the quarks inside excited states can receive large relative momenta, it is
debatable whether the validity of the non-relativistic expansion still remains in higher-lying states.
In this context, we focus on the radially excited states of the S-wave meson states. As described
before, the Dirac's gamma matrices ( ) that appear in both operators O(0; r) and O are chosen
to be 5 for the PS meson (J
P = 0 ), and i for the V meson (JP = 1 ). Recall that the spatial
symmetry group on a lattice is reduced to the octahedral point group Oh. To take this into account,
the r-dependent BS wave function n(r) calculated by Eq. (3.16) is supposed to be projected in
the A+1 representation, n(r) ! n(A+1 ; r), for S-wave mesons [56]. The detail is described in
Appendix. B. This operation corresponds to extract a spherical contribution from the BS wave
function of target meson states. Hereafter, the A+1 projected BS wave functions of nS states for the
PS and V channels are denoted by nSPS(r) and 
nS
V (r).

















We adopt a next leading order of a velocity expansion [17],
U(r; r0) = (r   r0)fVC(r) + VS(r)S1  S2 + VT (r)S12 + VLS(r)L  S +O(r2)g ; (4.22)
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where the coecients of each operator depend on the relative coordinate of the quark and antiquark.
VC(r), VS(r), VT (r) and VLS(r) correspond to central potential, spin-spin potential, tensor potential
and spin-orbit potential respectively. Because the BS wave function is projected to S-wave, we ignore
the tensor and spin-orbit potential. Under the approximation, we obtain the central and spin-spin
potential from the BS wave functions of c(nS) and  (nS) states,


























where Eave(nS) = Mave(nS)   2mQ(nS). The mass Mave(nS) denotes the spin-averaged mass for
the nS states as 34MV(nS) +
1
4MPS(nS).
To achieve this calculation, we should determine the quark mass within the BS amplitude method.
The quark kinetic massmQ has been read o from the long-distance asymptotic value of the dierence
of \quantum kinetic energies" (the second spatial derivative of the BS wave function normalized by
the BS wave function) between spin-singlet (PS) and spin-triplet (V) states in the hyperne multiplet
for 1S [24, 25, 39, 51]. We here generalize this idea to nS states. The quark kinetic mass can be












with the hyperne splitting energy of the nS states, Ehyp(nS) =MV(nS) MPS(nS). The derivative
r2 that appears in Eq. (4.25) is dened by the discrete Laplacian on the lattice. As shown in Ref. [51],
a suitable choice of the discrete Laplacian is dened in the discrete polar coordinates in order to
reduce the discretization artifacts on the short-range behavior of the interquark potential.
Figure 4.3 shows that asymptotic constants obtained from the right-hand side of Eq. (4.25) for
both 1S and 2S states appear to be overlapped in the range of 0:6 fm . r . 1:0 fm. A value of
the kinetic mass of the charm quark is determined by a constant t over above the r-range with
2=d.o.f. < 2. The time average for r2 =  appearing in Eq. (4.25) was performed in the range
of [tmin=a : tmax=a] = [24 : 33] for the 1S states and [7:12] for the 2S states.
We then obtain mQ(1S) = 1:816(21) GeV from the 1S BS wave functions and mQ(2S) =
1:847(145) GeV from the 2S BS wave functions. Both values are consistent with each other, and also
with previous work as listed in Table 4.1. This indicates that within the current precision, a unique
result for the quark kinetic mass is likely given regardless of the choice of either the ground- or
excited-state pairs. This observation is highly consistent with the success of a potential description
of the charmonium system.
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Fig. 4.3 The determination of quark kinetic masses within the BS amplitude method. Hori-
zontal solid lines indicate a value of the quark kinetic masses obtained by tting an asymptotic
constant obtained from either 1S or 2S states. Shaded bands indicate the tting range and a
statistical error estimated by the jackknife method.
4.4 Time-dependent method
We would like to evaluate the higher-lying states as well as the ground state. However, in lattice
QCD calculation, the signal-to-noise ratio S=N drastically decreases for the case of the higher-lying
states in comparison to the ground state. In this subsection, we introduce a time-dependent approach
which is proposed by Ishii and his collaborators [58] to avoid the S=N issue for multi-nucleon states.
In their new method, the following correlation function was newly introduced,
R(t; r) = C(t; r) e+2mQt (4.26)
where C(t; r) represents the original r-dependent two-point correlation function of the quark and
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Table. 4.1 Summary of charm quark masses, which are determined from the BS amplitudes
of both 1S and 2S charmonium states. Their t ranges [rmin=a : rmax=a] are summarized in
units of GeV.
Method Previous work [25] Variational method
Type of source Wall source Gauss-smeared sources
State 1S 1S 2S
mQ [GeV] 1.784(23) 1.816(21) 1.847(145)






2] [7 : 10]
antiquark. Then we assume that the pure two-particle states which lie under the threshold energy.
These states simultaneously satisfy the Schrodinger-like equation with a unique potential which is















( En)n(r)V n;e tEn ; (4.27)
where we dene a binding energy En =Mn  2mQ(nS). Using the relationship between the binding
energy En and the relative momentum kn, E
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Since the square of the binding energy is given by the second time derivative and the asymptotic
kinetic energy k2 is related to the unique potential through the Schrodinger-like equation Eq. (4.13),






























R(t; r) ; (4.29)
where U^ is a integral operator such that U^f(r) =
R
d3r0U(r; r0)f(r). Then we lead to the time-











R(t; r) = U^R(t; r) =
Z
d3r0U(r; r0)R(t; r0) : (4.30)
Note that the scaled correlator R is a superposition of all wave functions up to the threshold
energy. Therefore, the usage of the time-dependent Schrodinger-like equation (4.30) does not require
to isolate a target contribution n from the correlation function C, while the time-independent
Schrodinger-like equation is separately dened for each state's contribution n as Eq. (4.20) and
Eq. (4.21). Originally, the time-dependent method using Eq. (4.30) oers to extract theNN potential
from the NN correlation function C without the ground state saturation. Therefore, the correlator
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C in the smaller-t region, where the S=N issue is much less prominent, is also available for the
determination of the NN potential.
We emphasize that the potential obtained in the time-dependent method is given under the as-
sumption that all states below the threshold energy follow an energy-independent \unique" potential.
Although the energy-independent potential is broadly adopted in the phenomenological models, it
would be possible that the interquark potential depends on the energy as we mentioned in Sec. 4.3.1.
We thus stick to the time-dependent method as much as possible. Concretely, we consider the usage
of Roptn (t; r) instead of R(t; r), where the scaled correlator R
opt
n (t; r) is dened by
Roptn (t; r) = C
opt
n (t; r) e+2mQt
= hO(t; r)Ooptyn (0)ie+2mQt (4.31)
If we properly isolate the ground-state contribution from the correlation function, we can eliminate
the assumption that the unique potential dominates from the ground state to the higher-lying states.
On the other hand, Ropt2 (t; r) is still adopted to improve the S=N issue for the rst excited state as
described above.
When we obtain the interquark potentials for the ground state and the higher-lying states in-
dependently, we can conrm that there is an energy-independent interquark potential which may
provide a more accurate prediction for the charmonium physics. If we apply the time-dependent
method to the quark-antiquark system, we have to know the quark mass mQ before the analysis. In
this sense, the quark mass determination must be rst done within the time-independent method as
described Eq. (4.25) before the time-dependent analysis.
4.4.1 Comparison between time-independent method and time-dependent method
We are now ready to consider the nal question of whether or not a series of the BS wave functions
from the ground state to excited states is generated by the same potential. To answer this question
is meant to justify the time-dependent BS amplitude method even for the QQ system.
In order to perform a rigorous comparison, we will determine the central spin-independent part of
the interquark potential VC(r) from the BS wave functions of excited states in a manner independent
from those of ground states. Indeed, the quark kinetic masses have been already evaluated for both
1S and 2S states. Therefore, the central potential VC(r) and the quark mass mQ can be self-
consistently determined within a single set of r-dependent two-point correlation functions for each
nS state, as shown in Eq. (4.23).
Figure 4.4 shows two independent results of the central potential VC(r) using the BS wave functions
of either 1S or 2S states. For clarity of the gure, the \threshold energy value" 2mQ, which is a
part of the constant energy shift (Eave =Mave 2mQ), is not subtracted. The spin-averaged masses,
Mave(1S) and Mave(2S), have been obtained by the variational method as described previously.
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Thus, it should be emphasized that no adjustment constant is added for comparison.
The gross features of the resulting central potential V 2SC (r) from the 2S states are basically anal-
ogous to those of the 1S states V 1SC (r). Although data points in the intermediate (0:5 . r . 1:1 fm)
and short-range (r . 0:3 fm) parts of the V 2SC (r) agree well with a shape of V 1SC (r), some discrep-
ancies beyond the quoted statistical errors appear in two specic regions: around r = 0:4 fm and at
long distances (r & 1:1 fm).
The origin of the former discrepancy can be attributed to the presence of a node in the 2S wave
function, which is located at r  0:4 fm, as shown in Fig. 3.5. One should be reminded that the
potential dened in the BS amplitude method is basically calculated by the second spatial derivative
of the BS wave function divided by the BS wave function,r2 = . Therefore, the potential cannot
be given only at nodes of the BS wave function.
In this sense, the statistical uncertainties may lead to divergent behavior near the nodes. For
the 2S wave functions, the resulting potential is rendered positively (negatively) divergent on the
left (right) side of its singularity. This accounts for a discontinuity behavior appearing in V 2SC (r).
Another consequence of the presence of the nodes may enhance a chance of unwanted excited-state
contamination, since the strength of other state contributions in r-dependent two-point correlation
functions may exceed that of the target state at its nodes.
As for the other discrepancy found at long distances, it should be simply because of the larger
statistical uncertainties in the BS wave function of the higher-lying excited states. As shown in
Fig. 3.5, the BS wave functions of both 1S and 2S states are localized around the origin and vanish
at long distances. The signal-to-noise ratio on the quantity of r2 =  becomes worse rapidly
as the spatial distance r increases because of the localized nature of the BS wave functions. This
tends to cause large systematic uncertainties at long distances, stemming from the choice of the time
window for the averaging process of r2 =  over the time-slice range (for details on the \time-
average" procedure, see Ref. [51]). The time average for r2 =  was performed in the range of
[tmin=a : tmax=a] = [24 : 33] for the 1S states and [7:12] for the 2S states.
Indeed, the string-breaking-like behavior of the charmonium potentials found in the previous
study [25] has, as expected, gone away in V 1SC (r), whose statistical uncertainties at long distances
are much under control in this study, due to eectively higher statistics using the average of multiple
sources. We then conclude that the discrepancies of V 1SC (r) and V
2S
C (r) appearing in two regions are
highly associated with statistical issues on the quantity of r2 = , particularly for the 2S states.
In other words, the standard errors of V 2SC (r) displayed in Fig. 4.4 tend to be underestimated in
those regions, where the systematic uncertainties should be seriously taken into account.
To settle the above issues, we decide to utilize the time-dependent method only for the analysis
of V 2SC (r), since it enables us to use the data of the 2S states in the earlier time range, where the
statistical uncertainties are relatively under control. It is then expected to suppress the signal-to-
noise ratio on V 2SC (r), and also to reduce the hidden systematic uncertainties stemming from slight
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contamination of the 1S state during the averaging process over the time-slice range as we discussed
before. Here, we note that this limited usage of the time-dependent method does not assume that the
BS wave functions of the 1S and 2S states are generated by the same potential. We rather assume
that the third energy levels disentangled by the variational method in this study are associated with
the 3S states. In addition, the nonlocal potential that generates the 3S states is regarded as to be
identical to that of the 2S states.




















Fig. 4.4 Central (spin-independent) charmo-
nium potentials calculated from the BS wave
functions using the S-wave ground (1S) states
and their rst radially excited (2S) states. For
clarity of the gure, the \threshold energy
value" 2mQ, that was encoded in the constant
energy shift (EnSave = M
nS
ave   2mQ), is not sub-
tracted. Note that there is no adjustment pa-
rameter.

















] 1S states2S states (time dependent method)
Fig. 4.5 Central (spin-independent) charmo-
nium potentials from the time-independent
method for 1S states and the time-dependent
method for 2S states. Note that there is no
adjustment parameter, the same as in Fig. 4.4.
In Fig. 4.5, we show a comparison between V 1SC (r) from the time-independent method and V
2S
C (r)
from the time-dependent method. It again should be emphasized that no adjustment constant is
added for comparison. In the determination of V 2SC (r), a change from the time-independent method
to the time-dependent method allows us to use the data in the earlier time range. As a result, the
time-average procedure was performed in the range of [tmin=a : tmax=a] = [5 : 11], which contains
data points of the correlation C(r; t) at t=a = 4 nearest to the reference time (t0=a = 3). Recall
that there are the derivative terms of t in the time-dependent method.
The new result of V 2SC (r) using the time-dependent method fairly agrees with V
1S
C (r). Although
a remnant of the discontinuity behavior near the node of the BS wave functions of the 2S states
remains visible, the resulting charmonium potential V 2SC (r) exhibits linearly rising potential at large
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2S states (time dependent method)
Fig. 4.6 Spin-spin charmonium potentials from the time-independent method for both 1S
states (diamonds) and 2S states (circles), and also from the time-dependent method for 2S
states (squares).
distances and Coulomb-like potential at short distances, and is identical to V 1SC (r) within the current
statistical precision.
Finally, we also determine the spin-spin potential from the BS wave functions of both 1S and 2S
states. In Fig. 4.6, we compile three results of the spin-spin charmonium potential. Open diamond
symbols represent results of the spin-spin potential from the 1S states, V 1SS (r), while results from
both the time-independent (circles) and time-dependent (squares) methods are displayed for the
spin-spin potential from the 2S states, V 2SS (r).
The potential V 1SS (r) exhibits a repulsive interaction for spin-triplet states and an attractive
interaction for spin-singlet states with a nite range of r . 0:6 fm, which is the same as that discussed
in Refs [25, 39]. On the other hand, the circle symbols of the potential V 2SS (r), which are given by
the original time-independent method, reveal a small negative dip in the region 0:3 . r . 0:4 fm,




The presence of the small negative dip makes a small dierence between V 1SS (r) and V
2S
S (r) within
the time-independent approach. However, the dip location is apparently near the node of the 2S
wave functions. As described previously, there is a subtlety in the calculation of r2 =  near the
zero of  . Thus, in the case of the spin-independent central potential, it is found that an application
of the time-dependent method is certainly eective in the analysis of the 2S states.
Although there was no drastic change from the time-independent method to the time-dependent
method in the case of the spin-spin potential, the latter result slightly becomes in agreement with
V 1SS (r) within a few standard deviations. We may conclude that the dierence between V
1S
S (r) and
V 2SS (r) is not statistically signicant. We do not, however, rule out the possibility that dierent sizes
of the S-D mixing eect on the J= and  (2S) states may lead to some dierence in the spin-spin
potential.
Indeed, the present calculation does not take into account the presence of the tensor interaction in
the spin-dependent potentials, which causes possible partial-wave mixings except for the PS channel.
No signicant dierence found in both the central and spin-spin potentials calculated from the 1S
and 2S states suggests that the possible S-D mixing is not a leading eect for both the J= and
 (2S) states. We will prove this point with our new analysis focusing on the D-wave contribution




Tensor force in the charmonium system
5.1 Application to tensor potential
5.1.1 D-wave admixture in vector (V) mesons
Our purpose of this study is to develop a comprehensive knowledge of the interaction between a quark
and antiquark inside a hadron from lattice QCD. As a next step, we would like to study the tensor
potential which is the remaining term at leading order in the velocity expansion and responsible for
mixing between dierent orbital angular momentum states as a non-central potential [18].
So far, we have computed the \S-wave" wave function which is dened by the BS amplitude
projected in the \spherical" A+1 representation. In principle, the J
PC = 1   charmonium states
receive not only the S-wave spin-triplet contribution but also D-wave spin-triplet contribution due
to the presence of the tensor interaction. It is known as the S-D mixing of the V meson. In our
previous analysis, we have essentially followed usual nonrelativistic potential models, where the J= 
and  (2S) states are assumed to be purely composed of the S-wave wave function. However, within
the BS amplitude method, this assumption can be veried by evaluating the size of a mixing between
the S-wave and D-wave wave functions. Then we aim to extract the D-wave contribution from the
V meson in this section.




T+2 ; r) = n(r)  n(A+1 ; r); (5.1)
where n(r) is unprojected wave function, while n(A
+
1 ; r) is a \spherical" component of n(r). Note
that we denote the subtracted BS wave function n(E
+
L




which corresponds to the remaining part after subtracting the \spherical" components from whole BS
wave function. In principle, the denition in the r.h.s. of Eq. (5.1) may receive not only the E+
L
T+2
representation for the J = 1 state but also contributions from higher-spin states (e:g:J = 3) [59].
The details of how we extract the non-spherical component are described in Appendix B.
5.1 Application to tensor potential
5.1.2 Tensor potential derived from S-D mixing
Once the \D-wave" wave function is separated, we can evaluate the tensor potential from a set of two
types of the BS wave functions of the V meson. We again start with the Schrodinger-like equation






d3r0U(r; r0)V(r0) = EV(r): (5.2)





+ V FC (r) + VT (r)S12 + VLS(r)L  S

V(r) = EJ= V(r); (5.3)
where the central potential V FC (r) includes the spin-independent part and the spin-dependent part
as V FC (r) = V (r) + VS(r)SQ  SQ. The central potential V FC (r) might deviate from VC(r) obtained
after projection to the spherical representation A+1 .
We next assume that the BS wave function of the nth state consists of only the S-wave and D-wave
contributions, and then nV is expressed as a linear combinations of two components,
nV(r) = 
nS
V (r) cos  + 
nD
V (r) sin  ; (5.4)
with a single parameter  which corresponds to the mixing angle. Since the \S-wave" and the
\D-wave" parts are orthogonal, we simply represent
nSV (r) cos  = 
nS
V (r)YS cos  =
~nSV (r)YS ; (5.5)
nDV (r) sin  = 
nD
V (r)YD sin  =
~nDV (r)YD ; (5.6)
where YS and YD stand for the corresponding spherical harmonics. The radial wave function of both
S-wave and D-wave components can be also dened separately as ~nSV and
~nSV which absorb the








V (r) + YD
~nDV (r))
+ VT (r)[hDjS12jSiYD ~nSV (r) + hSjS12jDiYS ~nDV (r) + hDjS12jDiYD ~nDV (r)]
+ VLS(r)hDjL  SjDiYD ~nDV (r) = EJ= (YS ~nSV (r) + YD ~nDV (r)): (5.7)
Using the expectation values in the basis of the non-relativistic SLJ representation(2S+1[L]J), hSQ 
SQi = 12S(S+1)  34 , hL Si = 12 [J(J+1) L(L+1) S(S+1)], hDjS12jDi =  16 and the transition
matrix given by hDjS12jSi = hSjS12jDi =
p
2
6 between the S-wave and D-wave contributions [18],
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Table. 5.1 The summary of the quantum numbers assigned for S-wave and D-wave contribu-
tions of total spin-triplet state.
L S J
S-wave 0 1 1















































  3VLS(r)YD ~nDV (r) = EJ= (YS ~nSV (r) + YD ~nDV (r)): (5.8)
The concrete numbers of SLJ for the V meson are summarized in Table. 5.1.
We then project this equation to the S-wave and D-wave parts which are denoted as A+1 and
E+
L
T+2 , respectively. The spherical harmonics are canceled out and we get the two coupled
























  3VLS(r)~nDV (r) = EJ= ~nDV (r); (5.10)




















A dierence between HS0 and H
D
0 corresponds to the centrifugal force which is suppressed at long
distance r.
When we consider only the leading order (LO) level in the velocity expansion, ignoring the third
term of  3VLS(r)~nDV (r) in the l.h.s. of Eq. (5.10), we get
V FC (r)




~nDV (r) =  HS0 ~nSV (r) ;
V FC (r)









=  HD0 ~nDV (r) :
(5.13)








1A0@V FC (r)  EJ= 
VT (r)
1A =





5.1 Application to tensor potential




















































































































Fig. 5.1 Both S-wave and D-wave contributions of the reduced BS wave functions which is
symboled by black diamonds and red circles. The ground state and the rst excited state for
the PS and V mesons are plotted. The inset in each panel shows a magnied view of the
D-wave contributions.












0@p26 ~nSV (r)~nDV (r)   16  p26 ~nDV (r)~nSV (r)
 1 1





In this derivation, we assume that the next-to-leading order (NLO) term in the velocity expansion
is smaller rather than the leading order. Recall that, the spin-orbit term which corresponds to the
NLO term in the velocity expansion, though all spin-dependent potentials (spin-spin, LS, tensor
potentials) are classied as the same O(1=m2Q) terms in pNRQCD.
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ψ(2S) (time dependent method)
Fig. 5.2 Tensor charmonium potentials from the time-independent method for both 1S states
(diamonds) and 2S states (circles), and also from the time-dependent method for 2S states
(squares).
5.1.3 Numerical results
First of all, we show the D-wave contribution obtained by using Eq. (5.1) in Fig. 5.1. For displaying
the spatial distribution of the BS wave function, we use the reduced wave function: un(r) = rn(r).
The same projection procedure is applied to the BS wave function of both the PS and V mesons,
in order to ensure that the proposed denition of the D-wave BS wave function does not receive
any unphysical contribution. The upper panels are results of the PS meson while the lower panels
are results of the V meson. As we expected, we see the PS mesons are almost spherical and do
not contain any non-spherical components even for the 2S states. On the other hand, the V meson
receives a small but nite \D-wave" contribution so that we will able to access information on the
tensor potential by using such D-wave BS wave functions. Note that the D-wave contributions are
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rather broader than the S-wave ones, but both contributions of the BS wave functions are themselves
well localized and well tted in the spatially nite box that we use.
Next, we show the tensor potential obtained from Eq. (5.15) in Fig. 5.2 for both the  (1S) and
 (2S) states including the result obtained when we use the time-dependent method for the 2S state.
We obtain a relatively clean signal of the tensor potential from the  (1S) states. We also nd that
the result obtained from the  (2S) state is roughly consistent with that of the  (1S) state.
Let us now focus on the result from the  (1S) state. At a glance, the tensor potential seems to
be attractive except for the short range. However, our obtained potential is quite dierent from
the phenomenological potential and another lattice result which show the repulsive core represented
by 1=r3 behavior at short distance. More seriously, our tensor potential shows that the negative
constant remains in the region of r  0:5 fm. It contradicts the fact that the D-wave contribution
was observed to be well-localized with the length scale similar to that of S-wave contribution as
shown in Fig. 5.1. This suggests that the negative constant behavior at long distance could be
attributed to ctitious contribution, which is irrelevant and must be subtracted in some way.
If we simply accept that the potential is adjusted by the constant energy shift in order to make
the potential disappear at long distances, our tensor potential becomes repulsive at short distance
and possesses an attractive pocket in the intermediate range (0:1 . r . 0:6 fm). In the next section,
we will investigate the origin of this irrelevant energy constant and show how it can be subtracted
from the data in a theoretically rigorous manner.
5.2 Non-relativistic approximation on BS wave function
So far, we have used the \full" BS wave function dened by taking a trace for a Dirac spinor of the BS
amplitude in lattice simulations. We then dene the interquark potential through the Schrodinger-
like equation which was reduced from the BS equation with the non-relativistic approximation on
the dispersion relation as described in the previous chapter.
In this section, we investigate a fully non-relativistic treatment where the BS wave function is
dened only by the upper components of the BS amplitude. Finally, we will numerically check how
the fully non-relativistic treatment within the BS amplitude method changes the previous results.
5.2.1 Dirac spinor structure on BS wave function
The BS amplitude is dened by a direct product of two spinor vectors,








In our previous analysis, we take a trace of 	, which is represented by a sum of the \upper"
contribution ++ and \lower" contribution   , and regard it as the BS wave function. Hereafter,
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we call it the \full" BS wave function.
We next consider the two-body Dirac equation for the eld 	 in the momentum representation,
(1  p1 + 1M1 +2  p2 + 2M2 + U)	 = E	 ; (5.17)
where we adopt a center-of-mass system with identical particles, p1 =  p2 = p, M1 = M2 = M ,









Here we simply consider the case of a scalar potential as U = 12VS(r). Eq.(5.17) is reduced to
coupled equations in terms of only the upper and lower contributions [60, 61],





   = 0 (5.20)





++ = 0; (5.21)
where di = i  pi. One can easily check that Eq. (5.20) is reduced to the Schrodinger equation,
when we take further a full non-relativistic treatment on the wave function as
++     : (5.22)





++ = (E   2M)++; (5.23)
which is the usual Schrodinger equation.
We alternatively add two-equations, Eq. (5.20) and (5.21), and then introduce a notation  =
++ +    which corresponds to the trace of 	 called the \full" BS wave function. The coupled
equations, Eq. (5.20) and (5.21), end up with a single form,
p2
M




  4M   = (E   2M) ; (5.24)
where we only use a non-relativistic approximation as M  p2=M; VS . We see that the  4M  
and   (1p1)(2p2)M terms in Eq. (5.24), which are originated from the inclusion of the lower compo-
nents into the Schrodinger-like equation Eq. (5.24), still diers the usual Schrodinger-like equation
Eq. (5.20) even after ignorance of the    term. This suggests if we use the \full" BS wave function
 instead of the upper component of the BS wave function ++, the tensor potential receives the con-




Finally, we call the upper and lower components of wave function ++ and    as \upper" and
\lower" BS wave functions hereafter, while the \full" BS wave function is dened by . Next, we
separately calculate the upper and lower BS wave functions in the next section and justify the above
conjecture through the numerical simulations.
5.3 Numerical result
To obtain the upper and lower BS wave function separately, we additionally perform the lattice
QCD calculation with the same gauge congurations used in numerical simulations in chapter 3 and
chapter 4. In this section, for reducing the costs of numerical simulations, we use the wall source
to investigate the systematic dierence between the upper and lower components of the BS wave
functions, while the Gaussian smeared sources are used in the previous chapters. In the following
discussion, we only focus on the BS wave function for the ground state.
First of all, we show the reduced BS wave functions u(r) = r(r) in Fig. 5.3. In the top panels, the
S-wave contributions of the BS wave functions for the c (left) and J= (right) states are plotted,
while in the bottom panels the D-wave contributions are plotted for the c (left) and J= (right)
states. The D-wave contributions correspond to the S-wave subtracted BS wave functions. In each
panel, black diamonds indicate results obtained from the full BS wave functions, while red circles
and blue squares correspond to contributions from the upper and lower components of the BS wave
functions respectively. To compare the relative size of the upper and lower components, we adopt
the normalization condition
P
r jn; (r)j2 = 1 for the full BS wave function as described in the
previous chapter.
In the S-wave contributions, the lower components contribute about 20% (10%) of the full BS
wave function for the c (J= ) state. Although there is the non-zero contribution from the lower
component for each state, the upper component is dominant in the full BS wave function in both
the c and J= states. Therefore we conclude that the fully non-relativistic treatment is appropriate
to determine the interquark potential for the charmonium system. Hence the central potential and
spin-spin potential which are obtained from the S-wave components of the BS wave function remain
unchanged for both the full and upper cases. Note that the lower component is more suppressed
for the case of the J= state since its binding energy is smaller than that of the c state. On the
other hand, the lower component of the D-wave contribution signicantly contributes to the full
one. We emphasize that the lower component is rather \larger" than the upper one in the D-wave
contribution. We thus expect that the inversion between the upper and lower components observed
for the D-wave may aect the determination of the tensor potential in the choice of whether the full
or upper ones. It is worth mentioning that the S-wave subtracted BS wave function for the c state
shows zero consistency within the statistical errors in both the upper and lower components as we
expected.
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Fig. 5.3 In the top panel, the S-wave contributions are shown for the c and J= states. Black
diamonds represent the full BS wave function, while red circles and blue squares denote the
upper and lower components, respectively. In the bottom panel, the D-waves contributions
which correspond to the remnant of the S-wave subtracted BS wave functions are shown. In
the bottom-left panel, the inset is a magnied view that shows there is any non-spherical
component for the c state.
Next, we compare the tensor potentials, which are obtained from the BS wave functions in the V
channel, between two types of analysis in either full or upper components in Fig. 5.4. We conrm
that the tensor potential is shifted upward so as to resolve the issue of the negative constant energy
remaining at long distance in the previous analysis, where the full BS wave functions were used, if
the lower component for the D-wave is eliminated in the analysis. Notice that the resulting tensor
potential still shows the attractive region in the intermediate range (0:1 . r . 0:6 fm), while the
repulsive core behavior remains at short distance.
Finally, we plot the eective masses in order to show that the mass spectrum does not change
in both the full and upper contributions of the r-dependent correlation functions. Although the
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Fig. 5.4 Tensor potentials obtained from the full and upper BS wave functions. The inset is
a magnied view that shows the impressed tensor potential is certainly short range.
eective masses show slight dierences between the full and upper one in short range, the long and
prominent plateaus in the large-t region, where the ground state dominates the correlation function,
show the same ground-state energy within the statistical precision.
5.4 Mass spectrum obtained from discretized Hamiltonian
In the previous section, we have found how the issue of the tensor potential is resolved in a theo-
retically rigorous manner. We are ready to solve the non-relativistic Schrodinger equation dened
with the fully theoretical inputs, including the tensor potential, which are determined from lattice
QCD simulations. For this purpose, we may solve the continuum Schrodinger equation with the
parametrized interquark potentials (central, spin-spin and tensor potentials) by empirical functional
forms. This procedure, however, yields large uncertainties in the low-lying energy levels, which
highly depend on the choice of the functional form. Therefore, in this thesis, we follow the alter-
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Fig. 5.5 Eective mass measured from the time dependence of the r-dependent two-point
correlation function at r=a = 0. While the black diamonds and blue squares correspond to
the c and J= eective masses obtained from the time dependence of the full correlation
functions red circles and green triangles are obtained from the upper correlation functions. We
conrm there is no signicant deviation between the masses obtained from the full and upper
correlation functions in the plateau region.
native approach called as the discretized Hamiltonian approach [25] which was rstly considered in
Ref. [62]. In this section, we briey describe what is the discretized Hamiltonian approach. Then we
will discuss the results of the charmonium spectrum which is evaluated by a set of our interquark
potentials. As we described in the previous section, the usage of the upper component of the BS
wave functions provides the better tensor potential which does not receive the irrelevant negative
constant shift. Thus, in this thesis, we propose that the full BS wave functions are still used for the
S-wave contributions for both the PS and V mesons, while the upper BS wave function is adopted
for estimating the D-wave contribution.
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5.4.1 Discretized Hamiltonian approach
Following Ref. [25], we briey explain what is the discretized Hamiltonian approach. The interquark
potentials calculated from lattice QCD with the BS amplitude method are by denition discretized




0um; n 6=0 for u(0) = 0, (5.25)







+ V 0(na) ; (5.26)
Hn1;n =   1a2mQ ; (5.27)


























where Eave and Ehyp are subtracted from the original denitions (4.23) and (4.24), respectively.
Here we relabeled nS by S since the analysis is solely focused on the ground state. This potentials
are chosen to avoid statistical uncertainties originated from the spin-averaged binding energy Eave =
Mave   2mQ dened in Eq. (4.23).
Therefore, the eigenvalue E0 is associated with a dierence between the non-relativistic energy of
a target state E and the spin-averaged mass of the 1S states, which is represented by
E0 = E   Eave(1S) : (5.30)
Finally, using the resulting eigenvalue we reconstruct the mass spectrum of a target state M as
M =Mave(1S) + E
0 ; (5.31)
where the value of Mave which is listed in Table. 3.2, is measured by the usual lattice spectroscopy.
We here stress that the non-diagonal components Hn1;n should be chosen to be consistent with the
discretized Laplacian adopted to dene the interquark potentials in terms of r2= in Eqs. (4.23),
(4.24) and (5.15).
We show the results for the S-wave and P -wave charmonium states. We rst summarize the
mass spectrum for the orbital angular momentum L = 0 states in Table. 5.3, while the quantum
numbers and the expectation values of the spin-spin, spin-orbit and tensor operators for each state are
summarized in Table. 5.2. In Table. 5.3, there are three kinds of lattice QCD result tabulated in third,
fourth and fth columns. One is obtained by the standard lattice spectroscopy with the variational
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Table. 5.2 Summary of quantum numbers assigned for S-wave and P -wave charmonium states.
The expectation values for the spin-spin, spin-orbit, and tensor operator are also tabulated. In
this table, S-D mixing is neglected.
state 2S+1[L]J hSQ  SQi hL  Si hS12i
c



















4 1   130
Table. 5.3 Summary of masses of S-wave charmonium states. There are three kinds of lattice
QCD results tabulated in third, fourth and fth columns. One is obtained by the standard
lattice spectroscopy (SLS), while the others are evaluated by solving the Schrodinger equation
with the interquark potential without (w/o VT ) or including (w/ VT ) the tensor potential
determined from lattice QCD. The spin-averaged mass (Mave) and hyperne splitting energy
(Ehyp) are also evaluated. Results are given in units of GeV.
BS amplitude
State JPC Exp. SLS w/o VT w/ VT
c(1S) 0
 + 2.9839 2.9850(5) 2.9846(4) 2.9846(4)
J= 1   3.0969 3.0986(14) 3.0955(12) 3.0962(12)
Mave(1S)    3.0687 3.0702(11) 3.0678(9) 3.0683(10)
Ehyp(1S)    0.113 0.1135(12) 0.111(1) 0.112(1)
c(2S) 0
 + 3.638 3.729(15) 3.614(9) 3.614(9)
 (2S) 1   3.686 3.801(16) 3.655(12) 3.655(12)
Mave(2S)    3.674 3.783(15) 3.645(11) 3.645(11)
Ehyp(2S)    0.048 0.0725(56) 0.040(8) 0.041(8)
method. The others are evaluated by solving the Schrodinger equation with the interquark potential
without or including the tensor potential determined from lattice QCD. We cover masses of the c
and  mesons up to the rst radial excited states and also evaluate their spin-averaged masses and
hyperne splittings summarized as shown in Table.5.3. For the 1S states, the latter two results are
consistent with both the experimental mass and the result from the lattice spectroscopy, while they
show the agreement better with the experimental value than the standard lattice spectroscopy for
the 2S states as discussed in the previous work [25]. We thus expect that the interquark potentials
determined through the BS amplitude method are successful, while the standard lattice spectroscopy
with the variational method still has some systematic uncertainties for the excited state in our
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Table. 5.4 Summary of masses of P -wave charmonium states calculated from the interquark
potentials. In a third column, we list the results of the standard lattice spectroscopy obtained by
the previous work [25] There are two kinds of lattice QCD results tabulated in fourth and fth
columns. Both are evaluated by solving the Schrodinger equation with the interquark potential
without or including the tensor potential determined from lattice QCD under ignorance of the




( 2M3P0 + 3M3P1  M3P2) which include only the tensor contribution, and
the ratio R3PJ = [(M3P2  M3P1)=(M3P1  M3P0)] are also evaluated. Results are given in
units of GeV except for R3PJ .
BS amplitude
State JPC Exp. SLS w/o VT and VLS w/o VLS
hc(1P ) 1
+  3.525 3.506(6) 3.497(7) 3.497(7)
c0(1P ) 0
++ 3.415 3.393(6) 3.503(6) 3.516(7)
c1(1P ) 1
++ 3.511 3.485(6) 3.503(6) 3.496(7)
c2(1P ) 2
++ 3.556    3.503(6) 3.504(7)
Mave(1P )    3.525    3.503(6) 3.503(7)
Mtensor(1P )    0.012       -0.0033(6)
R3PJ (dimensionless)    0.47       -0.406(6)
hc(2P ) 1
+        3.934(16) 3.934(16)
c0(2P ) 0
++       3.913(21) 3.915(25)
c1(2P ) 1
++       3.913(21) 3.912(23)
c2(2P ) 2
++ 3.927    3.913(21) 3.914(21)
Mave(2P )          3.913(21) 3.913(21)
Mtensor(2P )             -0.0005(35)
R3PJ (dimensionless)             -0.6(1.5)
analysis.
Next, we evaluate the mass spectrum for L = 1 states in Table. 5.4. In this calculations, we use
the central and spin-spin potentials which are determined from the full component of the S-wave BS
wave functions, while the tensor potential is determined from the upper component of the D-wave
BS wave functions in the J= state. The spectrum is evaluated by not only the partly full set of
spin-dependent potentials including the central, spin-spin, tensor potentials ( w/o VLS ), but also
the interquark potential without the tensor potential ( w/o both VT and VLS ). In Table. 5.4, we
also include the experimental values and the results for the standard lattice spectroscopy taken from
Ref. [25]. Figure 5.6 depicts schematically the calculated charmonium-mass spectrum for L = 0 and
L = 1 states with spin-singlet and -triplet.
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Fig. 5.6 Charmonium mass spectrum obtained from our central, spin-spin and tensor poten-
tials with experimental values. The dotted lines show the mean values mentioned in PDG [40],
which correspond to the experimental values. Black diamonds indicate the spectrum calculated
from the interquark potential without the tensor potential, while blue squares are obtained from
the calculation including the tensor potential. The red solid line is the DD threshold detemined
in an experimental mass of D meson.
Masses of the spin-averaged cJ state and hc state can be determined only by the central and
spin-spin potentials since both the spin-orbit and tensor contributions are canceled out. The ground-
state and excited-state spin-averaged masses which are determined from our interquark potential are
in good agreement with the experimental values, while the hc mass is slightly underestimated due
to the non-negligible P -wave hyperne splitting that is not observed in experiments. As discussed
in Ref. [25], the central and spin-spin potentials obtained from the BS amplitudes in lattice QCD
certainly provide an excellent agreement of low-lying charmonium states between our results and the
experimental data. Indeed, the gross features of dotted lines and black diamonds are consistent with
each other in Fig. 5.6, therefore we also understand that the interquark potential which consists of
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the central and spin-spin potentials well reproduces the properties of radially excited states.
As discussed in Ref. [15], in order to reproduce the experimental spectrum it is important to
correctly include the realistic tensor potential. This is because the quark model predicts the spin-
orbit splitting, R3PJ = 2 unless the tensor interaction included, while R3PJ  1=2 is experimentally
measured. If we attempt to solve this discrepancy by some corrections on the tensor interaction, it
is essential that we evaluate the tensor potential which contributes the splitting among L = 1 states.
In this thesis, we have newly evaluated the tensor potential. However, our tensor potential seems
to provide an opposite correction on the tensor mass, Mtensor =
5
72 ( 2M3P0+3M3P1 M3P2), where
the contributions from both the spin-spin and spin-orbit interactions are supposed to be eliminated.
As can be read o from Table. 5.4, the tensor mass evaluated from the experimental masses is
positive, so that the tensor interaction seems to be repulsive. Whereas, our results show the slight
negative value which is consistent with a signature of the small attractive pocket appearing in the
intermediate region as shown in Fig. 5.4. We also stress that our tensor potential seems to show no
contradiction of the repulsive core in short range (r  0:1 fm).
This fact also implies that there is some failure in our analysis for the tensor potential in the
current analysis. One possibility is that we omitted the spin-orbit potential contribution appearing
in Eq.(5.8), since the spin-orbit potential is regarded as the NLO term in the velocity expansion.
However indeed, the spin-orbit contribution is represented by 3VLS in Eq. (5.8), and the expectation
value of the spin-orbit interaction is phenomenologically repulsive *1. Our tensor potential was then
determined through Eq. (5.15). Hence our tensor potential may receive an \attractive" spin-orbit
contribution by 3VLS . Note that the validity of the ignorance of the spin-orbit potential is nontrivial
since a typical value of the velocity v=c  0:2 for charmonium system might be not small enough.
This issue could be resolved when we calculate the P -wave BS wave functions for four types of P -
wave states: the c0, c1, c2 and hc states. Although it is attractive future work, the measurement
of the P -wave BS wave functions is beyond the scope of this thesis.
*1 From experiments, the LS mass, Mspin orbit = 112 ( 2M3P0   3M3P1 +5M3P2 ), is evaluated as Mspin orbit =





We have calculated the BS wave functions for both the ground and rst excited states of the S-wave
charmonia (c and  mesons) in full lattice QCD. Our simulations have been carried out with the
RHQ action for the charm quark (Mc  2985 MeV and MJ=  3099 MeV) on the (2+1)-avor
PACS-CS gauge congurations near the physical point (M  156 MeV).
The optimal charmonium operators have been successfully obtained for the ground and rst excited
states of the S-wave and D-wave charmonia, using the variational method by means of a set of
basis meson operators that are composed of spatially smeared quark sources with four successive
smearing radii. We then calculated the BS wave functions of both the 1S and 2S charmonium states.
Compared with the results of 1S states, the BS wave functions of both the c(2S) and  (2S) states
exhibit a specic nodal structure in the radial direction.
Although the orthonormality condition is slightly violated between the resulting 1S and 2S BS
wave functions, there is only a slight dierence in the prole shapes between the 2S BS wave functions
obtained before and after the Gram-Schmidt orthonormalization (GSO). In either case, it is observed
that the 2S BS wave functions 2S  (r) are slightly extended in space in comparison to the 1S BS wave
functions 1S  (r). Indeed, we obtain a relatively larger spin-averaged value of (rrms)2S  0:60 fm
(before GSO) and 0:63 fm (after GSO) for the 2S states in comparison to that of the 1S states,
(rrms)1S  0:38 fm.
We have read o the value of the charm quark mass from the long-distance asymptotic value of the
dierence of \quantum kinetic energies," r2 = , between the members of hyperne multiplets.
It is found that the resulting charm mass is consistent regardless of the choice of either the ground-
or excited-state pairs in the S-wave charmonia.
Both the spin-independent central [V 2SC (r)] and spin-spin [V
2S
S (r)] parts of the interquark potential
determined from 2S  (r) within the time-independent BS amplitude method are basically analogous
to those of the 1S states, V 1SC (r) and V
1S
S (r). The large discrepancies are limited in the particular
region, where subtlety is involved in the calculation of r2 =  due to the almost zero value of  
that happens near the node of 2S  (r) or at long distances with large statistical uncertainties.
To overcome the statistical issues on 2S  (r), the new time-dependent BS amplitude method was
applied only for the analysis of both V 2SC (r) and V
2S
S (r). The spin-independent central potential
V 2SC (r) is identical to V
1S
C (r) within the current statistical precision, while the discrepancy between
the spin-spin potentials, V 1SS (r) and V
2S
S (r), still remains more or less visible near the node location.
At this stage, we conclude that a universal interquark potential, which only contains the central
and spin-spin potentials, and a unique quark mass can be simultaneously dened in a series of the
BS amplitudes from the ground state to excited states. What this means is two-fold: (1) it ensures
the reliability of the time-dependent approach in the BS amplitude method for the quark-antiquark
system, and (2) it strongly supports the validity of the potential description for the charmonium
system, at least below the open-charm threshold.
The JPC = 1   charmonium states receive not only the S-wave spin-triplet contribution but also
D-wave spin-triplet contribution due to the presence of the tensor interaction. Due to the nature of
such S-D mixing, we have successfully separated the D-wave component by subtracting the S-wave
component from the whole BS wave function for the V meson. Although the D-wave component is
rather broader than the S-wave one, both of the BS wave functions are well localized and well tted
in the spatially nite box that we use.
As the next step, along the same line with the determination of the central and spin-spin potentials,
we analyzed the tensor potential VT (r) which is the remaining term at leading order in the velocity
expansion and responsible for mixing between dierent orbital angular momentum states as a non-
central potential. We then obtained a relatively clean signal of the tensor potential V 1ST (r) from
the  (1S) states. However, our obtained potential is quite dierent from the phenomenological
potential and another lattice result which show the repulsive core represented by 1=r3 behavior at
short distance. More seriously, our tensor potential shows that the negative constant remains in the
region of r  0:5 fm. Since both the S-wave and D-wave BS wave function are indeed observed to
be that well-localized, the negative constant behavior could be attributed to a ctitious contribution
that is irrelevant and must be subtracted by some way.
Finally, in order to investigate the origin of such irrelevant energy constant and show how it can
be subtracted from the data in a theoretically rigorous manner, we focused on the non-relativistic
approximation on the BS wave function. Then we found that if we use the \full" BS wave functions
instead of the upper components of the BS wave functions, the tensor potential would receive the
constant shift due to the presence of a ctitious dipole-dipole term (1p1)(2p2)M in the Schrodinger-
like equation reduced from the BS equation.
To conrm it, we additionally evaluated the \upper" BS wave functions and \lower" BS wave
functions separately. In the S-wave BS wave function, we found that the lower component contributes
about 20% (10%) of the full BS wave function for the c (J= ) state. Although there is the non-zero
contribution from the lower component for each state, the upper component is dominant in the full
BS wave function in both the c and J= states. Therefore we concluded that the non-relativistic
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treatment is appropriate to determine the interquark potential for the charmonium system. On the
other hand, the lower component of the D-wave BS wave function signicantly contributes to the full
one. We thus expect that the inversion between the upper and lower contributions observed for the
D-wave may aect the determination of the tensor potential in the choice of whether the full or upper
ones. Hence we proposed that the full BS wave functions are still used for the S-wave contributions
for both the PS and V mesons, while the upper BS wave function is adopted for estimating the
D-wave contribution.
Next, we reevaluated the tensor potential obtained only from the upper component of the D-wave
BS wave function. We then conrmed that the tensor potential is shifted upward so as to resolve
the issue of the negative constant energy remaining at long distance if the lower component for the
D-wave is eliminated in the analysis. However, the resulting tensor potential still show the attractive
region in the intermediate range (0:2 0:6 fm), while the repulsive behavior appears at short distance.
We nally evaluated the mass spectrum for L = 0 and L = 1 states using the discretized Hamil-
tonian including the tensor potential. We rst conrmed that the central and spin-spin potentials
obtained from the BS amplitudes in lattice QCD certainly provide an excellent agreement of low-lying
charmonium states between our results and the experimental data. On the other hand, although
the tensor mass evaluated from the experimental masses is positive, our tensor potential provides
the slight negative value of the tensor mass due to the presence of the small attractive pocket in
the intermediate region. This fact implies that there is some failure in our analysis for the tensor
potential in the current analysis.
One possibility is that we omitted the spin-orbit potential contribution for theD-wave contribution
of the V meson, since the spin-orbit potential is regarded as the NLO term in the velocity expansion.
Note that the validity of the ignorance of the spin-orbit potential is nontrivial since a typical value
of the velocity v=c  0:2 for the charmonium system might be not small enough. To draw a rm
conclusion on the true tensor potential, it is necessary to calculate the P -wave BS wave functions to
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Estimation of statistical error
We use the Monte-Carlo sampling to evaluate observables in lattice QCD[63]. Therefore the observ-
ables receives the statistical error according to the number of samplings which is called \congura-
tions". When we obtain a set of congurations for link variables,
U1; U2;    ; UN ; (A.1)









N   1 ; (A.3)
if all congurations are statistically independent of each other. However, in the case if they are
correlated with each other, we would underestimate the statistical error. Generally speaking, since
the observables are correlated with each other in lattice QCD calculation, we have to take into
account data correlation.
Although, in principle, we achieve it through calculating a correlation matrix concretely, we may
use the jackknife method to estimate the statistical error appropriately in a simple manner.





N   1 ; (A.4)





O(UJi ) ; (A.5)
where a statistical error with the jackknife samples is evaluated by
J =
q
(N   1) h(O   hOiJ )2iJ : (A.6)
A rescaling factor of
p
N   1 appearing in J is responsible for taking into account the smaller
uctuations during the partial average.
For example, when we calculate an average and an error of Ui with the jackknife method, the
































Ui = hUi ; (A.7)
which reproduces a usual average < U >. Then the error J is calculated by
J =
q
(N   1)(hU2iJ   (hUiJ)2) : (A.8)













































N2 hUi2   2N hUi+ hU2i
(N   1)2 ; (A.9)
and then substituting this result to the Jack Knife error J ,
J =
q




2 hUi2   2N hUi+ hU2i

























Chapter A Estimation of statistical error
which can reproduce Eq. (A.3). In general, if the observables are linear functions for Ui, the jackknife









If a set G is called \group", elements Ri of the G satisfy the following axioms,
1. If Ri and Rj are included in G, RiRj is also included in G.
2. (RiRj)Rk = Ri(RjRk)
3. There is an identity E, which satises ERi = RiE = Ri




i Ri = RiR
 1
i = E.
Ri also acts on a certain function f(r),
Rif(r) = f(R
 1
i r) : (B.1)
B.1.2 Representation
We dene a matrix D(Ri) by the following,
[D(Ri)] = D(Ri) ; (B.2)





where f  g is a complete set for the group G. We call this matrix representation. The d is the
number of elements of f  g and called dimension.
B.2 Projection
The index of the representation D(Ri) is dene by trace,
(Ri) = TrD(Ri) : (B.4)












where ;  indicate irreducible representations and g denotes the number of elements on G. Ci
means a certain class and hi is the number of elements on Ci. The nr is the number of irreducible





()(Ck) = g ; (B.7)
where nc is the number of classes. We lead to some other properties,
nr = nc ; (B.8)
nrX
=1
d2 = g ; (B.9)
where d is the dimension of the irreducible representation .
B.2 Projection
Here, we can make the projection operator P () to some irreducible representation. If we have the
















B.2.1 The A+1 projection
For A+1 representation, the cubic group is Oh, the number of elements is 24, and the dimension and










Chapter B Projection to each state based on the cubic group
Therefore we can project the BS wave function (r) to (A+1 ; r) by












Numerically, using a periodic boundary condition, we construct the (A+1 ; r) by
(A+1 ; (n; 0; 0)) =
(n; 0; 0) + (0; n; 0) + (0; 0; n)
3
; (B.14)
(A+1 ; (n; n; 0)) =
(n; 0; n) + (n; n; 0) + (0; n; n)
3
; (B.15)
(A+1 ; (n; n; n)) = (n; n; n) ; (B.16)
where (n; 0; 0), (n; n; 0) and (n; n; n) are three directions on the spatial nite box we used in this
thesis. In order to reproduce the positive parity, we also use symmetric points of reection for (n,
0, 0), (n, n, 0) and (n, n, n) under our periodic boundary condition along the spatial directions.
B.2.2 The E+
L
T+2 projection from the V channel
On the lattice, the A+1 and E
+
L
T+2 representations correspond to the S-wave and D-wave in the
continuum space[57]. On the other hand, the S-wave spin-1 contribution 3S1 can be mixed with
D-wave spin-1 contribution 3D1, we thus can extract the D-wave contribution by subtracting the
S-wave contribution from the BS wave function in the V channel.
We dene the D-wave BS wave function (with more higher components) by
(E+
M
T+2 ; r) = (1  P (A
+
1 ))(r) : (B.17)













( x2   y2 + 2z2)
r2
: (B.18)
Therefore we extract the radial component (E+
L
T+2 ; r) by calculating (E
+
L






The S-D mixing is interesting itself since there is a theoretical ambiguity in the potential descreption
of the charmonium states[64, 65, 66, 67, 68]. The mixing angle  is dened by the following equation:
jJ= i = cos jn3S1i+ sin j(n  1)3D1i ; (C.1)
where n3S1 and (n   1)3D1 are the eigenstates of QCD Hamiltonian. In such phenomenological
models, there exist some reports that the  can be  10   13 deg or 26  30 deg for the mixing
between 23S1 and 1
3D1. Note that, in general, the \S-D mixing" is the one between the rst excited
state 23S1 and the ground state 1
3D1 because the masses are close with each other. However, 1
3S1
and 13D1 also can be mixed, and then we evaluate the tensor potential from such mixing in chapter 5.
In this section, we evaluate the mixing angle based on the BS wave function in the V channel in
lattice QCD. At rst, we evaluate the mixing between 23S1 (1
3S1) and 1
3D1 from the BS wave
function with the variational method. Next, we will investigate the quark mass dependence of the
mixing between 13S1 and 1
3D1.
C.1 The evaluation of the S-D-mixing from the BS wave function in the
V channnel
We again consider the r-dependent two-point correlation function
h0jO(t; r)Oy(0)j0i t!large     ! V(r)A1e M1t (C.2)
= (A3S1(r) +B3D1(r))e
 M1t; (C.3)
where Oy(0) is a source operator creating charmonium, V(r) = h0jO(r)j1i is the BS wave function
of J= , A1 = h1jOy(0)j0i and E1 is the eigenenergy of the ground state with appropriate quantum
numbers.
Here we assume that the BS wave function for each state (3S1,
3D1) are normalized and the
normalization factor is included into the coecients A and B. Then we project the correlation
C.1 The evaluation of the S-D-mixing from the BS wave function in the V channnel
function to A+1 state by using a projector P






Integrating the square of Eq. (C.4) with the orthogonality of each state, we obtainZ
jP (A+1 )V(r)A1e E1tj2d3r = A21e 2E1tA2 : (C.5)
Then we construct the E+
L
T+2 projector Q
(A+1 ) by Q(A
+
1 ) = 1  P (A+1 ). We also obtainZ
jQ(A+1 )V(r)A1e E1tj2d3r = A21e 2E1tB2: (C.6)
Hence, in order to get the mixing amplitude B2=A2, we take the ratio of Eq. (C.5) and Eq. (C.6)




where the mixing amplitude B2=A2 corresponds to sin2 = cos2  in terms of the mixing angle.
Finally, we evaluate the mixing angle by the following relation,










Since the projection does not change the sign of the coecients, we can determine the sign of
trigonometric functions from the fact that the S +D-wave BS wave function is larger than the S-
wave one and the D-wave one is positive as seen in Fig.5.1. Thus, both A and B are positive and
we expect that the mixing angle locates at 0 <  < 90 in degree.
At rst, we would like to show the ratio jB=Aj in Fig. C.1. We immediately see that there is a large
mixing for 23S1 and 1
3D1 as expected from the phenomenological S-D mixing. On the other hand,
there is a nite mixing in the system of 13S1 and 1
3D1, even though its mixing is small. Therefore,
we may be able to extract the tensor potential from the ground-state BS wave function in the V
channel. Note that the mixing angle for 23S1 and 1
3D1 is too small to reproduce the experimental
 (3686) and  (3770).
Table. C.1 The mixing of 23S1 (1
3S1) and 1
3D1, which is dened by Eq. (C.7). The mixing
angle is also calculated from Eq. (C.9) in degree.
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Fig. C.1 jB=Aj = j sin = cos j for the  (1S; 2S) states.
C.1.1 Quark mass dependence of the mixing
Finally, in order to see qualitative behavior of the mixing, We show the time dependence of the ratio
B=A in the left panel of Fig. C.2. In this gure, we insert results of the strange-antistrange (SS),
charm-antistrange (Ds), charm-anticharm (CC), bottom-antistrange (Bs) and bottom-antibottom
(BB) states. The hopping parameters , which determine the quark mass in lattice QCD simulations,
are summarized in Table. C.2. The reduced masses obtained from the BS amplitude method are
also inserted in this table. We obtain the stable results for quarkonium states. Although the states
which include the strange quark show the worse signal-to-noise, all state indicates the signicant
mixing of the S-wave and D-wave.
On the other hand, we plot results of the constant t on the time direction in the right panel of
Fig. C.2. The horizontal axis means the product of two-quark masses which make each meson. In
this gure, we conrm the S-D mixing becomes smaller when the quark mass increases as predicted
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Fig. C.2 In the left panel, we plot the D-wave mixing which is dened from Eq. (C.7). The
right panel shows the tting result on the time direction of the left panel.
Table. C.2 Summary of the hopping parameter  for each quark and the reduced masses which
are determined from the BS amplitude method. Note that the hopping parameters are ajusted
to reproduce the kaon mass, the ground-state S-wave charmonium mass and the ground-state
S-wave bottomonium mass.
Quark Strange Charm Bottom
 0.1364 0.10819 0.3989
States SS Ds CC Bs BB
2 [GeV] 0.433(25) 0.981(48) 1.780(23) 1.416(330) 5.047(120)
from the fact that the tensor potential is O(1=m2Q) order in the expansion for the inverse of the




[1] Murray. Gell-Mann, A Schematic Model of Baryons and Mesons Phys. Lett. 8, 214-215 (1964).
[2] G. Zweig, An SU(3) model for strong interaction symmetry and its breaking, I and II, CERN-
TH-401 and 412, (1964).
[3] K. G. Wilson, Connement of quarks, Phys. Rev. D10, 2445 (1974).
[4] J. J. Aubert et al., Experimental observation of a heavy particle J, Phys. Rev. Lett. 33, 1404
(1974).
[5] J. -E. Augustin et al., Discovery of a narrow resonance in e+e  annihilation, Phys. Rev. Lett.,
33, 1406 (1974).
[6] E. Eichten, K. Gottfried, T. Kinoshita, J. B. Kogut, K. D. Lane and T. M. Yan, The Spectrum
of Charmonium, Phys. Rev. Lett. 34, 369 (1975); 36, 1276(E) (1976).
[7] S. Godfrey and N. Isgur, Mesons in a relativized quark model with chromodynamics, Phys.
Rev. D32, 189 (1985).
[8] T. Barnes, S. Godfrey, and E. S. Swanson, Higher charmonia, Phys. Rev. D72, 054026 (2005).
[9] S. -K. Choi et al. [Belle collaboration], Observation of a Narrow Charmoniumlike State in
Exclusive B ! K+ J= Decays Phys. Rev. Lett. 91, 262001 (2003).
[10] S. L. Olsen, T. Skwarnicki and D. Zieminska, Nonstandard heavy mesons and baryons: Ex-
perimental evidence Rev. Mod. Phys. 90, 015003 (2018).
[11] E. Eichten and F. Feinberg, Spin-dependent forces in quantum chromodynamics, Phys. Rev.
D23, 2724 (1981).
[12] N. Brambilla, A. Pineda, J. Soto, and A. Vairo, Eective eld theories for heavy quarkonium,
Rev. Mod. Phys. 77, 1423 (2005).
[13] Y. Koma, M. Koma, and H. Wittig, Nonperturbative Determination of the QCD Potential at
O(1/m), Phys. Rev. Lett. 97, 122003 (2006).
[14] Y. Koma and M. Koma, Spin-dependent potentials from lattice QCD, Nucl. Phys. B769, 79
(2007).
[15] Y. Koma, M. Koma, Heavy quarkonium spectroscopy in pNRQCD with lattice QCD input
[arXiv:1211.6795[hep-lat]].
[16] A. Laschka, N. Kaiser, and W. Weise, Charmonium potentials: Matching perturbative and
lattice QCD, Phys. Lett. B 715, 190 (2012).
[17] N. Ishii, S. Aoki, and T. Hatsuda, The Nuclear Force from Lattice QCD, Phys. Rev. Lett. 99,
022001 (2007).
[18] S. Aoki, T. Hatsuda, and N. Ishii, Theoretical foundation of the nuclear force in QCD and its
applications to central and tensor forces in quenched lattice QCD simulations, Prog. Theor.
Phys. 123, 89 (2010).
[19] N, Hidekatsu et al. [HAL Collaboration], Hyperon-nucleon force from lattice QCD, Phys. Lett.
B673 136-141 (2009).
[20] T. Doi et al. [HAL Collaboration], Few-Baryon Interactions from Lattice QCD, Few Body Syst.
54 827 (2013)
[21] T. Inoue et al. [HAL Collaboration], Two-Baryon Potentials and H-Dibaryon from 3-avor
Lattice QCD Simulations, Nucl. Phys. A881 28 (2012)
[22] Y. Ikeda and H. Iida, The antiquark-quark potential from Bethe-Salpeter amplitudes on lattice,
Proc. Sci. LATTICE2010, 143 (2010).
[23] Y. Ikeda and H. Iida, Quark-antiquark potentials from Nambu-Bethe-Salpeter amplitudes on
lattice, Prog. Theor. Phys. 128, 941 (2012).
[24] T. Kawanai and S. Sasaki, Interquark Potential with Finite Quark Mass from Lattice QCD,
Phys. Rev. Lett. 107, 091601 (2011).
[25] T. Kawanai and S. Sasaki, Potential description of charmonium and charmed-strange mesons
from lattice QCD, Phys. Rev. D92, 094503 (2015).
[26] K. Nochi, T. Kawanai and S. Sasaki, Bethe-Salpeter wave functions of c(2S) and  (2S) states
from full lattice QCD, Phys. Rev. D94, 114514 (2016).
[27] L. Susskind, Lattice fermions, Phys. Rev. D16, 3031 (1977).
[28] S. Aoki et al. (PACS-CS Collaboration), 2+1 avor lattice QCD toward the physical point,
Phys. Rev. D79, 034503 (2009).
[29] Y. Iwasaki, Renormalization Group Analysis of Lattice Theories and Improved Lattice Action.
II. Four-dimensional non-Abelian SU(N) gauge model, Report No. UTHEP-118 (1983).
[30] Y. Iwasaki, Renormalization Group Analysis of Lattice Theories and Improved Lattice Action:
Two-Dimensional Nonlinear O(N) Sigma Model, Nucl. Phys. B258, 141 (1985).
[31] B. Sheikholeslami and R. Wohlert, Improved continuum limit lattice action for QCD with
wilson fermions, Nucl. Phys. B259, 572 (1985).
[32] S. Aoki and Y. Kuramashi, Determination of the improvement coecient cSW up to one-loop
order with conventional perturbation theory Phys. Rev. D68, 094019 (2003).
[33] S. Aoki et al., Nonperturbative determination of c(SW) in three avor dynamical QCD, Phys.
Rev. D73, 034501 (2006).
[34] N. H. Christ, M. Li, and H. -W. Lin, Relativistic heavy quark eective action, Phys. Rev. D76,
074505 (2007).
[35] A. X. El-Khadra, A. S. Kronfeld, and P. B. Mackenzie, Massive fermions in lattice gauge
88
Reference
theory, Phys. Rev. D55, 3933 (1997).
[36] S. Aoki, Y. Kuramashi, and S. i. Tominaga, Relativistic heavy quarks on the lattice, Prog.
Theor. Phys. 109, 383 (2003).
[37] Y. Kayaba, S. Aoki, M. Fukugita, Y. Iwasaki, K. Kanaya, Y. Kuramashi, M. Okawa, A. Ukawa,
and T. Yoshie (CP-PACS Collaboration), First nonperturbative test of a relativistic heavy
quark action in quenched lattice QCD, J. High Energy Phys. 02, (2007) 019.
[38] Y. Namekawa et al. (PACS-CS Collaboration), Charm quark system at the physical point of
2+1 avor lattice QCD, Phys. Rev. D84, 074505 (2011).
[39] T. Kawanai and S. Sasaki, Charmonium potential from full lattice QCD, Phys. Rev. D85,
091503 (2012).
[40] M. Tanabashi et al [Particle Data Group], The Review of Particle Physics, Phys. Phys. D98,
030001 (2018).
[41] C. Michael, Adjoint Sources in Lattice Gauge Theory, Nucl. Phys. B259, 58 (1985).
[42] M. Luscher and U. Wol, How to calculate the elastic scattering matrix in two-dimensional
quantum eld theories by numerical simulation, Nucl. Phys. B339, 222 (1990).
[43] S. Sasaki and T. Yamazaki, Signatures of S-wave bound-state formation in nite volume, Phys.
Rev. D74, 114507 (2006).
[44] M. Gockeler, H. A. Kastrup, J. Westphalen, and F. Zimmermann, Scattering phases on nite
lattices in the broken phase of the four-dimensional O(4) 4 theory, Nucl. Phys. B425, 413
(1994).
[45] S. Gusken, A study of smearing techniques for hadron correlation functions, Nucl. Phys. Proc.
Suppl. 17, 361 (1990).
[46] C. Alexandrou, S. Gusken, F. Jegerlehner, K. Schilling, and R. Sommer, The static approxima-
tion of heavy-light quark systems: A systematic lattice study, Nucl. Phys. B414, 815 (1994).
[47] F. Berruto, T. Blum, K. Orginos, and A. Soni, Calculation of the neutron electric dipole
moment with two dynamical avors of domain wall fermions, Phys. Rev. D73, 054509 (2006).
[48] B. Velikson, D. Weingarten, Hadron wave functions in lattice QCD, Nucl. Phys. B249, 433
(1985).
[49] D. Mohler and R. M. Woloshyn, D and Ds meson spectroscopy, Phys. Rev. D84, 054505
(2011).
[50] S. Sasaki, Lattice Study of Exotic S = +1 Baryon, Phys. Rev. Lett. 93, 152001 (2004).
[51] T. Kawanai and S. Sasaki, Heavy quarkonium potential from Bethe-Salpeter wave function on
the lattice, Phys. Rev. D89, 054507 (2014).
[52] E. E. Salpeter and H. A. Bethe, A Relativistic Equation for Bound-State Problems, Phys. Rev.
84, 1232 (1951).
[53] D. Gromes, Eective Hamiltonian for Charmonium and Similar Two Fermion Systems, Nucl.
Phys. B131, 80 (1977).
89
[54] W. Greiner and J. Reinhart, QUANTUM ELECTRODYNAMICS. 3rd ed, Springer (2003).
[55] W. E. Caswell and G. P. Lepage, Reduction of the Bethe-Salpeter equation to an equivalent
schrodinger equation, with applications, Phys. Rev. A 18, 810 (1978).
[56] M. Luscher Volume Dependence of the Energy Spectrum in Massive Quantum Field Theories.
2. Scattering States Commun. Math. Phys. 105 153-188 (1986)
[57] M. Luscher, Two particle states on a torus and their relation to the scattering matrix, Nucl.
Phys. B354 531 (1991).
[58] N. Ishii, S. Aoki, T. Doi, T. Hatsuda, Y. Ikeda, T. Inoue, K. Murano, H. Nemura, and K. Sasaki
(HAL QCD Collaboration), Hadron-hadron interactions from imaginary-time Nambu-Bethe-
Salpeter wave function on the lattice, Phys. Lett. B 712, 437 (2012).
[59] R. C. Johnson, Angular momentum on a lattice, Phys. Lett. B 114
[60] R. Arnowitt and S. Gasiorowicz, Eect of Negative Energy Components in the Two-Nucleon
System, Phys. Rev. 94, 1057 (1954).
[61] S. Sato, Two-body dirac equation for nucleon-nucleon system, Nuov Cim A (1990) 103: 471.
[62] B. Charron [HAL Collaboration], A comparative study of two lattice approaches to two-body
systems PoS LATTIECE 2013 (2014) 223, [arXiv:1312.1032 [hep-lat]].
[63] N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller and E. Teller, Equations of
State Calculations by Fast Computing Machines, J. Chem. Phys. 21, 1087 (1953).
[64] C. Hayne and N. Isgur, Beyond the wave function at the origin: Some momentum dependent
eects in the nonrelativistic quark model, Phys. Rev. D25, 1944 (1982).
[65] Y. -B. Ding, D. -H. Qin, and K. -T. Chao, Electric dipole transitions of  (3770) and S-D
mixing between  (3686) and  (3770), Phys. Rev. D44, 3562 (1991).
[66] M. B. Voloshin, Charmonium, Prog. Part. Nucl. Phys. 61 455 (2008)
[67] A. M. Badalian, B. L. G. Bakker, and I. V. Danilkin, The S-D mixing and di-electron widths
of higher charmonium 1   states, Phys. At. Nucl. 72, 638 (2009).
[68] M. N. Anwar, Y. Lua and B. -S. Zou, Modeling Charmonium  Decays of JPC=1   Higher
Charmonia Phys. Rev. D95, 114031 (2017)
90
