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HYPERGEOMETRIC FUNCTIONS OVER Fp AND RELATIONS
TO ELLIPTIC CURVES AND MODULAR FORMS
JENNY G. FUSELIER
Abstract. For primes p ≡ 1 (mod 12), we present an explicit relation be-
tween the traces of Frobenius on a family of elliptic curves with j-invariant
1728
t
and values of a particular 2F1-hypergeometric function over Fp. Addi-
tionally, we determine a formula for traces of Hecke operators Tk(p) on spaces
of cusp forms of weight k and level 1 in terms of the same traces of Frobenius.
This leads to formulas for Ramanujan’s τ -function in terms of hypergeometric
functions.
1. Introduction and Statement of Main Results
Let p be a prime and let F̂×p denote the group of all multiplicative characters
on F×p . We extend χ ∈ F̂×p to all of Fp by setting χ(0) = 0. For A,B ∈ F̂×p , let
J(A,B) denote the usual Jacobi symbol and define
(1)
(
A
B
)
:=
B(−1)
p
J(A,B) =
B(−1)
p
∑
x∈Fp
A(x)B(1− x).
In the 1980s, Greene [8] defined hypergeometric functions over Fp in the following
way:
Definition 1.1 ([8] Defn. 3.10). If n is a positive integer, x ∈ Fp, andA0, A1, . . . , An,
B1, B2, . . . , Bn ∈ F̂×p , then define
n+1Fn
(
A0, A1, . . . , An
B1, . . . , Bn
∣∣∣∣x) := pp− 1 ∑
χ∈cF×p
(
A0χ
χ
)(
A1χ
B1χ
)
. . .
(
Anχ
Bnχ
)
χ(x).
Greene explored the properties of these functions and showed that they satisfy
many transformations analogous to those enjoyed by their classical counterparts.
The introduction of these hypergeometric functions over Fp generated interest in
finding connections they may have with modular forms and elliptic curves. In recent
years, many results have been proved in this direction, and the main results given
here are similar in nature.
Throughout, we consider a family of elliptic curves having j-invariant 1728t .
Specifically, for t ∈ Fp, t 6= 0, 1 we let
(2) Et : y
2 = 4x3 − 27
1− tx−
27
1− t .
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Further, we let a(t, p) denote the trace of the Frobenius endomorphism on Et. In
particular, for t 6= 0, 1, we have
a(t, p) = p+ 1−#Et(Fp),
where #Et(Fp) counts the number of solutions to y
2 ≡ 4x3 − 271−tx− 271−t (mod p),
including the point at infinity.
Henceforth, we let p be a prime number with p ≡ 1 (mod 12). With this in mind,
we let ξ ∈ F̂×p have order 12. Also, we denote by ε and φ the trivial and quadratic
characters, respectively. In this setting, our first main result explicitly relates the
above trace of Frobenius and the values of a hypergeometric function over Fp.
Theorem 1.2. Suppose p ≡ 1 (mod 12) is prime and ξ ∈ F̂×p has order 12. Then,
if t ∈ Fp\{0, 1} and notation is as above, we have
p 2F1
(
ξ, ξ5
ε
∣∣∣∣t) = ψ(t)a(t, p),
where ψ(t) = −φ(2)ξ−3(1− t).
After setting up the necessary preliminaries, we give the proof of Theorem 1.2
in Section 4. The second main result utilizes the same family of elliptic curves, Et,
to obtain a trace formula for Hecke operators on spaces of cusp forms in level 1.
Let Γ = SL2(Z) and let Mk and Sk, respectively, denote the spaces of modular
forms and cusp forms of weight k for Γ. Further, let Trk(Γ, p) denote the trace of
the Hecke operator Tk(p) on Sk. Then the following completely describes these
traces Trk(Γ, p), for a certain class of primes p:
Theorem 1.3. Suppose p ≡ 1 (mod 12) is prime. Let a, b ∈ Z such that p = a2+b2
and a + bi ≡ 1 (2 + 2i) in Z[i]. Also, let c, d ∈ Z such that p = c2 − cd + d2 and
c+ dω ≡ 2 (3) in Z[ω], where ω = e2πi/3. Then for even k ≥ 4,
Trk(Γ, p) = −1− λ(k, p)−
p−1∑
t=2
Gk(a(t, p), p),
where
λ(k, p) =
1
2
[Gk(2a, p) +Gk(2b, p)] +
1
3
[Gk(c+ d, p) +Gk(2c− d, p) +Gk(c− 2d, p)]
and
Gk(s, p) =
k
2−1∑
j=0
(−1)j
(
k − 2− j
j
)
pjsk−2j−2.
Combining Theorems 1.2 and 1.3 gives a way of writing the traces Trk(Γ, p) in
terms of hypergeometric functions. Formulas for Ramanujan’s τ -function follow by
taking k = 12 in Theorem 1.3.
Finally, Theorem 1.3 gives rise to an inductive formula for the traces Trk(Γ, p), in
terms of hypergeometric functions. To state it, we utilize the notation for Gk(s, p)
and λ(k, p) given in Theorem 1.3.
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Theorem 1.4. Suppose p ≡ 1 (mod 12) is prime. Let k ≥ 4 be even and define
m = k2 − 1. Then
Tr2(m+1)(Γ, p) = −1− λ(2m+ 2, p) + b0(p− 2)−
p−1∑
t=2
p2mφm(1− t)2F1
(
ξ, ξ5
ε
∣∣∣∣t)2m
−
m−1∑
i=1
bi(1 + λ(2i+ 2, p))−
m−1∑
i=1
biTr2i+2(Γ, p),
where
bi = p
m−i
[(
2m
m− i
)
−
(
2m
m− i− 1
)]
.
In Section 2, we recall a few recent results that relate counting points on varieties
over Fp to hypergeometric functions and make comparisons with classical hyperge-
ometric functions. In Section 3, we introduce necessary preliminaries and give the
proof of Theorem 1.2 in Section 4. In Sections 5 and 6, we focus on Theorem 1.3,
beginning with a history of similar results, and building to a proof of the theorem.
This is followed by Section 7, in which we give a proof of Theorem 1.4. We close in
Section 8 with various corollaries relating Ramanujan’s τ -function to hypergeomet-
ric functions. Specifically, Corollary 8.2 expresses τ(p) explicitly in terms of tenth
powers of a 2F1-hypergeometric function.
2. Recent History: Hypergeometric Functions and Elliptic Curves
Relationships between hypergeometric functions over Fp and elliptic curves are
perhaps not surprising, as classical hypergeometric series have many known con-
nections to elliptic curves. An important example of these classical series is defined
for a, b, c ∈ C as
2F1[a, b; c; z] :=
∞∑
n=1
(a)n(b)n
(c)nn!
zn,
where (w)n = w(w + 1)(w + 2) · · · (w + n− 1).
The specialization 2F1[
1
2 ,
1
2 ; 1; t] is related to the Legendre family of elliptic
curves, as it is a constant multiple of an elliptic integral which represents a period of
the associated lattice. More recently, Beukers [4] gave identifications between peri-
ods of families of elliptic curves and values of particular hypergeometric series. For
example, he related a period of y2 = x3 + tx+ 1 to the values 2F1[
1
12 ,
7
12 ;
2
3 ;− 427 t3]
and a period of y2 = x3−x− t to the values 2F1[ 112 , 512 ; 12 ; 274 t2]. We give finite field
analogues of these results at the close of the next section.
Following Greene’s introduction of hypergeometric functions over Fp in the 1980s,
results emerged linking their values to counting points on varieties over Fp. Let
φ and ε denote the unique quadratic and trivial characters, respectively, on F×p .
Further, define two families of elliptic curves over Fp by
2E1(t) : y
2 = x(x − 1)(x− t)
3E2(t) : y
2 = (x− 1)(x2 + t).
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Then, for odd primes p and t ∈ Fp, define the traces of Frobenius on the above
families by
2A1(p, t) = p+ 1−#2E1(t)(Fp), t 6= 0, 1
3A2(p, t) = p+ 1−#3E2(t)(Fp), t 6= 0,−1.
These families of elliptic curves are closely related to particular hypergeometric
functions over Fp. For example, 2F1
(
φ, φ
ε
∣∣∣∣t) arises in the formula for Fourier
coefficients of a modular form associated to 2E1(t) ([12, 14]). Further, Koike and
Ono, respectively, gave the following explicit relationships:
Theorem 2.1 ((a) Koike [12], (b) Ono [14]). Let p be an odd prime. Then
(a) p 2F1
(
φ, φ
ε
∣∣∣∣t) = −φ(−1)2A1(p, t), t 6= 0, 1
(b) p2 3F2
(
φ, φ, φ
ε, ε
∣∣∣∣1 + 1t) = φ(−t)(3A2(p, t)2 − p), t 6= 0,−1.
3. Preliminaries on Characters and Hypergeometric Functions
The proof of Theorem 1.2 involves two main steps. First, we derive a formula
for a(t, p) in terms of Gauss sums, and then we write the hypergeometric function
in terms of Gauss sums. The final proof follows from comparing the two. Before
doing that, we fix notation and recall some basic facts regarding Gauss sums.
Throughout, let p ≡ 1 (mod 12) be prime. If A ∈ F̂×p , let
G(A) =
∑
x∈Fp
A(x)ζx
denote the Gauss sum, with ζ = e2πi/p.
Since F×p is cyclic, let T denote a fixed generator of the character group, i.e.
〈T 〉 = F̂×p . With this in mind, we often use the notation Gm := G(Tm). Recall the
following elementary properties of Gauss sums, the proofs of which can be found
in Chapter 8 of [10]:
Lemma 3.1. Let T be a generator for F̂×p . Then
(a)
∑
x∈Fp
T n(x) =
{
p− 1 if T n = ε
0 if T n 6= ε
(b)
p−2∑
n=0
T n(x) =
{
p− 1 if x = 1
0 if x 6= 1.
The next result calculates the values of two particular Gauss sums, G(ε) and
G(φ).
Lemma 3.2. (a) G(ε) = G0 = −1
(b) G(φ) = G p−1
2
=
{√
p if p ≡ 1 (mod 4)
i
√
p if p ≡ 3 (mod 4).
We now define an additive character
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θ : Fp → C
θ(α) = ζα.
Notice that we can write Gauss sums in terms of θ, as we haveG(A) =
∑
x∈Fp A(x)θ(x).
In addition, the following lemma describing θ in terms of Gauss sums is straight-
forward to prove via the orthogonality relations given above:
Lemma 3.3. For all α ∈ F×p ,
θ(α) =
1
p− 1
p−2∑
m=0
G−mTm(α).
We also require a few properties of hypergeometric functions over Fp that Greene
proved in [8]. The first provides a formula for the multiplicative inverse of a Gauss
sum.
Lemma 3.4 ([8] Eqn. 1.12). If k ∈ Z and T k 6= ε, then
GkG−k = pT k(−1).
The following result was given by Greene as the definition of the hypergeometric
function when n = 1. It provides an alternative to Definition 1.1, and in particular,
it allows us to write the 2F1 hypergeometric function as a character sum.
Theorem 3.5 ([8] Defn. 3.5). If A,B,C ∈ F̂×p and x ∈ Fp, then
2F1
(
A, B
C
∣∣∣∣x) = ε(x)BC(−1)p
p−1∑
y=0
B(y)BC(1 − y)A(1− xy).
In [8], Greene presented many transformation identities satisfied by the hyper-
geometric functions he defined. The theorem below allows for the argument x ∈ Fp
to be replaced by 1− x.
Theorem 3.6 ([8] Theorem 4.4). If A,B,C ∈ F̂×p and x ∈ Fp\{0, 1}, then
2F1
(
A, B
C
∣∣∣∣x) = A(−1)2F1 (A, BABC
∣∣∣∣1− x) .
Next,we recall a classical relationship between Gauss and Jacobi sums, but we
write it utilizing Greene’s definition for the binomial coefficient, given in (1).
Lemma 3.7. If Tm−n 6= ε, then(
Tm
T n
)
=
GmG−nT n(−1)
Gm−n · p .
The final relation on characters that is necessary for our proof is the Hasse-
Davenport relation. The most general version of this relation involves an arbitrary
additive character, and can be found in [13]. We require only the case when θ is
taken as the additive character:
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Theorem 3.8 (Hasse-Davenport Relation [13]). Let m be a positive integer and let
p be a prime so that p ≡ 1 (mod m). Let θ be the additive character on Fp defined
by θ(α) = ζα, where ζ = e2πi/p. For multiplicative characters χ, ψ ∈ F̂×p , we have∏
χm=1
G(χψ) = −G(ψm)ψ(m−m)
∏
χm=1
G(χ).
Proof. See [13], page 61. 
The proof of Theorem 1.2 requires two special cases of the Hasse-Davenport
relation, which are easily verified by taking m = 2 and m = 3, respectively.
Corollary 3.9. If p ≡ 1 (mod 4) and k ∈ Z,
G−kG− p−12 −k =
√
pG−2kT k(4).
Corollary 3.10. If k ∈ Z and p is a prime with p ≡ 1 (mod 3) then
GkGk+ p−13
G
k+ 2(p−1)3
= p T−k(27)T
p−1
3 (−1)G3k.
4. Proof of Theorem 1.2
We begin by deriving a formula for the trace of Frobenius in terms of Gauss sums.
Throughout this section, let s = p−112 and define P (x, y) = y
2 − 4x3 + 271−tx+ 271−t .
Recall from the previous section that θ is the additive character on Fp given by
θ(α) = ζα, where ζ = e2πi/p. Note that if (x, y) ∈ F2p, then∑
z∈Fp
θ(zP (x, y)) =
{
p ifP (x, y) = 0
0 ifP (x, y) 6= 0.
So we have
p · (#Et(Fp)− 1) =
∑
z∈Fp
∑
x,y∈Fp
θ(zP (x, y))
=
∑
x,y,∈Fp
1 +
∑
z∈F×p
∑
x,y∈Fp
θ(zP (x, y)),
after breaking apart the z = 0 contribution. Then, by separating the sums according
to whether x and y are 0 and applying the additivity of θ, we have
p · (#Et(Fp)− 1) = p2 +
∑
z∈F×p
θ
(
z
27
1− t
)
+
∑
z∈F×p
∑
y∈F×p
θ(zy2)θ
(
z
27
1− t
)
+
∑
z∈F×p
∑
x∈F×p
θ(−4zx3)θ
(
zx
27
1− t
)
θ
(
z
27
1− t
)
+
∑
x,y,z∈F×p
θ(zP (x, y))
:= p2 +A+B + C +D,
where A, B, C, and D are set to be the four sums appearing in the previous line.
These four sums are computed using Lemmas 3.1, 3.2 and 3.3 repeatedly. We
provide the computation for D here, which requires the most steps. The other
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three follow in a similar manner. We begin with four applications of Lemma 3.3
and find that
D =
1
(p− 1)4
∑
x,y,z∈F×p
p−2∑
j,k,ℓ,m=0
G−jG−kG−ℓG−mT j(zy2)T k(−4zx3)
· T ℓ
(
zx
27
1− t
)
Tm
(
z
27
1− t
)
=
1
(p− 1)4
∑
x,y∈F×p
p−2∑
j,k,ℓ,m=0
G−jG−kG−ℓG−mT j(y2)T k(−4x3)T ℓ
(
x
27
1− t
)
· Tm
(
27
1− t
) ∑
z∈F×p
T j+k+ℓ+m(z),
after simplifying to collect all T (z) terms. Now, Lemma 3.1 implies the final sum
is nonzero only when m = −j − k − ℓ. Performing this substitution, together with
collecting all T (x) terms gives
D =
1
(p− 1)3
∑
y∈F×p
p−2∑
j,k,ℓ=0
G−jG−kG−ℓGj+k+ℓT j(y2)T k(−4)
· T−j−k
(
27
1− t
) ∑
x∈F×p
T 3k+ℓ(x)
=
1
(p− 1)2
p−2∑
j,k=0
G−jG−kG3kGj−2kT k(−4)T−j−k
(
27
1− t
) ∑
y∈F×p
T 2j(y).
The second equality follows by applying the substitution ℓ = −3k, according to
Lemma 3.1, and collecting all T (y) terms. Finally, note that T 2j = ε precisely
when j = 0, p−12 . Accounting for both of these cases, we arrive at
D =
1
p− 1
p−2∑
k=0
G0G−kG3kG−2kT k(−4)T−k
(
27
1− t
)
+
1
p− 1
p−2∑
k=0
G− p−12 G−kG3kG p−12 −2kT
k(−4)T−k−p−12
(
27
1− t
)
=
1
p− 1
p−2∑
k=0
G−kG3kT k(−4)
[
−G−2kT−k
(
27
1− t
)
+
√
pG6s−2kT−k−6s
(
27
1− t
)]
=
1
p− 1
p−2∑
k=0
G−kG3kT k(−4)T−k
(
27
1− t
)[
−G−2k +√pG6s−2kφ
(
3
1− t
)]
,
after collecting like terms and simplifying.
By a similar analysis, one can compute that
A = −1
B = 1 + pφ
(
3
1− t
)
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C =
1
p− 1
p−2∑
j=0
G−jG3jG−2jT j(−4)T−j
(
27
1− t
)
.
Combining our calculations for A, B, C, and D, we see that
p · (#Et(Fp)− 1) = p2 +A+B + C +D
= p2 + pφ
(
3
1− t
)
+
√
p
p− 1φ
(
3
1− t
) p−2∑
k=0
G−kG3kG6s−2kT k(−4)T−k
(
27
1− t
)
.
Now we compute the trace of Frobenius a(t, p). Since a(t, p) = p+1−#Et(Fp),
we have proved:
Proposition 4.1. If p is a prime, p ≡ 1 (mod 12), s = p−112 , and Et is as in (2),
then
a(t, p) = −φ
(
3
1− t
)
−
φ
(
3
1−t
)
√
p (p− 1)
p−2∑
k=0
G−kG3kG6s−2kT k(−4)T−k
(
27
1− t
)
.
Now that we have a formula for the trace of Frobenius on Et in terms of Gauss
sums, we write our specialization of the 2F1 hypergeometric function in similar
terms. Recall that s = p−112 and T generates the character group F̂
×
p . Thus, we may
take the character ξ of order 12 in the statement of Theorem 1.2 to be T s.
The next result gives an explicit formula for 2F1
(
ξ, ξ5
ε
∣∣∣∣t) in terms of Gauss
sums. In its proof, we make use of the specific instances of the Hasse-Davenport
relation that were given in Section 3.
Proposition 4.2. For t ∈ Fp\{0, 1},
2F1
(
ξ, ξ5
ε
∣∣∣∣t) = T 3s(4(1− t))√p(p− 1)
p−2∑
k=0
G6s−2kG3k
1
Gk
T k(4)T−k
(
27
1− t
)
.
Proof. By Theorem 3.6,
2F1
(
ξ, ξ5
ε
∣∣∣∣t) = ξ(−1)2F1(ξ, ξ5ξ6
∣∣∣∣1− t)
= T s(−1) p
p− 1
∑
χ
(
ξχ
χ
)(
ξ5χ
ξ6χ
)
χ(1− t) (Definition 1.1)
= T s(−1) p
p− 1
p−2∑
k=0
(
T s+k
T k
)(
T 5s+k
T 6s+k
)
T k(1− t),
as T generates the character group. Now we rewrite the product
(
T s+k
Tk
)(
T 5s+k
T 6s+k
)
of
binomial coefficients in terms of Gauss sums, by way of Lemma 3.7. Since T s = ξ
and T−s = ξ−1 are not trivial, we have
(
T s+k
T k
)(
T 5s+k
T 6s+k
)
=
[
Gs+kG−kT k(−1)
pGs
]
·
[
G5s+kG−6s−kT 6s+k(−1)
pG−s
]
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=
1
p3
Gs+kG−kG5s+kG−6s−kT 5s+2k(−1),
since GsG−s = pT s(−1) by Lemma 3.4. Thus,
2F1
(
ξ, ξ5
ε
∣∣∣∣t) = T s(−1)p2(p− 1)
p−2∑
k=0
Gs+kG−kG5s+kG−6s−kT 5s+2k(−1)T k(1− t)
=
φ(−1)
p2(p− 1)
p−2∑
k=0
Gs+kG−kG5s+kG−6s−kT k(1− t),
since T sT 5s = φ and T 2k(−1) = 1 for all k.
Now we apply the Hasse-Davenport relation (Corollary 3.9) and make a substi-
tution for G−kG−6s−k. We obtain
2F1
(
ξ, ξ5
ε
∣∣∣∣t) = φ(−1)p 32 (p− 1)
p−2∑
k=0
Gs+kG5s+kG−2kT k(4)T k(1− t).
Next, we let k 7→ k + 3s and find
2F1
(
ξ, ξ5
ε
∣∣∣∣t) = φ(−1)p 32 (p− 1)
p−2∑
k=0
G4s+kG8s+kG−2k−6sT k+3s(4)T k+3s(1− t)
=
φ(−1)T 4s(−1)√
p(p− 1)
p−2∑
k=0
G6s−2kG3k
1
Gk
T−k(27)T k+3s(4)T k+3s(1 − t),
by applying the Hasse-Davenport relation (Corollary 3.10) to make a substitution
for G4s+kG8s+k, and by noting that G−2k−6s = G−2k+6s. Then, since p ≡ 1
(mod 12) implies φ(−1)T 4s(−1) = T 10s(−1) = 1, we simplify to obtain
2F1
(
ξ, ξ5
ε
∣∣∣∣t) = T 3s(4(1− t))√p(p− 1)
p−2∑
k=0
G6s−2kG3k
1
Gk
T k(4)T−k
(
27
1− t
)
,
as desired. 
We now have the necessary tools to complete the proof of Theorem 1.2.
Proof of Theorem 1.2. We combine the results of Propositions 4.1 and 4.2 with a bit
of algebra to complete the proof. We begin by taking the formula for 2F1
(
ξ, ξ5
ε
∣∣∣∣t)
given in Proposition 4.2, splitting off the k = 0 term in the sum and applying
Lemma 3.4 to the k ≥ 1 terms, to move all Gauss sums to the numerator. We also
simplify by noticing that T−k(−1) = T k(−1) implies T−k(−1)T k(4) = T k(−4).
We see that
2F1
(
ξ, ξ5
ε
∣∣∣∣t) = T 3s(4(1− t))√p(p− 1)
[
√
p+
1
p
p−2∑
k=1
G6s−2kG3kG−kT−k(−1)T k(4)
·T−k
(
27
1− t
)]
=
T 3s(4(1− t))√
p(p− 1)
[
√
p+
1
p
p−2∑
k=1
G6s−2kG3kG−kT k(−4)T−k
(
27
1− t
)]
.
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Next, we multiply by
φ(3)T 3s(1− t)
φ(3)T 3s(1− t) and rearrange, while recalling that φ = φ
−1.
We obtain
2F1
(
ξ, ξ5
ε
∣∣∣∣t) = − T 3s(4)φ(3)T 3s(1 − t)
[
− 1
p− 1φ
(
3
1− t
)
− 1
p
3
2 (p− 1)φ
(
3
1− t
) p−2∑
k=1
G6s−2kG3kG−kT k(−4)T−k
(
27
1− t
)]
= −T 3s(4)φ(3)T−3s(1− t)
−φ
(
3
1−t
)
p
−
φ
(
3
1−t
)
p
3
2 (p− 1)
p−2∑
k=0
G6s−2kG3kG−kT k(−4)T−k
(
27
1− t
) .
The last equality follows by noting that the k = 0 term of the final sum is −φ(
3
1−t)
p(p−1)
and
−
φ
(
3
1−t
)
p− 1 +
φ
(
3
1−t
)
p(p− 1) = −
φ
(
3
1−t
)
p
.
Recalling the expression for a(t, p) given by Proposition 4.1, we have that
p 2F1
(
ξ, ξ5
ε
∣∣∣∣t) = −T 3s(4)φ(3)T−3s(1 − t)a(t, p),
so the proof is complete if T 3s(4)φ(3)T−3s(1− t) = φ(2)ξ−3(1− t). Since T 3s = ξ3
and T−3s = ξ−3, we need only show that
(3) ξ3(4)φ(3) = φ(2).
By multiplicativity, ξ3(4) = ξ6(2) = φ(2). Further, φ(3) =
(
3
p
)
=
(
p
3
)
by quadratic
reciprocity, since p ≡ 1 (mod 4). Also, since p ≡ 1 (mod 3), we have φ(3) = ( 13) =
1. This verifies (3), and hence completes the proof. 
We have proved two other results similar to Theorem 1.2, but which apply to
different families of elliptic curves. These results are finite field analogues of Beukers
results (see [4]) relating periods of families of elliptic curves to values of classical
hypergeometric functions, as described in Section 2. Note that the characters which
appear in our 2F1 bear a striking resemblance to the parameters Beukers used in
the classical case.
Proposition 4.3. Suppose p ≡ 1 (mod 12) is prime, and let ξ ∈ F̂×p have order
12. Let Et : y
2 = x3 + tx+ 1, and let a(t, p) = p+ 1−#Et(Fp). Then
p 2F1
(
ξ, ξ7
ξ8
∣∣∣∣− 427 t3
)
= χ(t)a(t, p),
where χ(t) = −ξ−1(−4)ξ−4( t327 ).
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Proposition 4.4. Suppose p ≡ 1 (mod 12) is prime, and let ξ ∈ F̂×p have order
12. Let Et : y
2 = x3 − x− t, and let a(t, p) = p+ 1−#Et(Fp). Then
p 2F1
(
ξ, ξ5
φ
∣∣∣∣274 t2
)
= −ξ3(−27)a(t, p).
It is interesting to note that in Proposition 4.3, the values of the character χ(t),
which appears as the coefficient of a(t, p), are simply sixth roots of unity, and in
Proposition 4.4, the values of ξ3(−27) are simply ±1. A priori, ξ3(−27) ∈ {±1,±i},
but in fact, we have (ξ3(−27))2 = (ξ3(−1)ξ3(27))2 = φ(−1)φ(27) = φ(−1)φ(3) = 1.
This follows since p ≡ 1 (mod 12) implies φ(−1) = 1 and since φ(3) = 1, as shown
in the proof of Theorem 1.2.
5. Recent History: Hypergeometric Functions and Modular Forms
As with elliptic curves, classical hypergeometric functions have connections to
modular forms. Investigations into these relations began in the early twentieth
century. More recently, Stiller [21] proved an array of results linking the two objects.
In fact, the classical hypergeometric series and family of elliptic curves (i.e. one
with j-invariant 1728t ) considered by Stiller prompted the choice of family Et and
the 2F1 function used in our main results. For this reason, we now state one of
Stiller’s results in full. We let
E4(q) = 1 + 204
∑
n≥1
σ3(n)q
n
and
E6(q) = 1− 504
∑
n≥1
σ5(n)q
n
be the classical Eisenstein series of weights 4 and 6, respectively, for Γ. Stiller
directly related these two modular forms to classical hypergeometric series:
Theorem 5.1 (Stiller [21], Thm. 5). Let C[E4, E6] be the graded algebra of modular
forms for Γ and let C[2F1[
1
12 ,
5
12 ; 1; t]
4, (1−t)1/2 2F1[ 112 , 512 ; 1; t]6] be the graded alge-
bra of hypergeometric functions (graded by the power of 2F1). Then these two alge-
bras are canonically isomorphic as graded algebras of power series in q = e2πiz and
t, respectively. Moreover, the isomorphism is the pull-back π∗, where π(q) = 1728j(q)
and j is the usual elliptic modular function.
Following Greene’s introduction of hypergeometric functions over finite fields,
results emerged relating them to modular forms. Ahlgren, Ono, and others pro-
duced formulas for traces of Hecke operators on certain spaces of cusp forms. These
formulas were given in terms of traces of Frobenius on related families of elliptic
curves.
Specifically, in 2000 and 2002, Ahlgren and Ono [2] and Ahlgren [1] exhibited
formulas for the traces of Hecke operators on spaces of cusp forms in levels 8 and
4. Let k ≥ 2 be an even integer, and define
Fk(x, y) =
xk−1 − yk−1
x− y .
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Then letting x + y = s and xy = p gives rise to polynomials Gk(s, p) = Fk(x, y).
These polynomials can be written alternatively as
(4) Gk(s, p) =
k
2−1∑
j=0
(−1)j
(
k − 2− j
j
)
pjsk−2j−2.
The results given below are given in [2] and [1] for the cases of level 4, weight 6 and
of level 8, weight 4, respectively. However, the statements hold for all even k ≥ 4
with the same proofs.
Theorem 5.2 ((a) Ahlgren and Ono [2], (b) Ahlgren [1]). Let p be an odd prime
and k ≥ 4 be an even integer. Then
(a) Trk(Γ0(8), p) = −4−
p−2∑
t=2
Gk(2A1(p, t
2), p)
(b) Trk(Γ0(4), p) = −3−
p−1∑
t=2
Gk(2A1(p, t), p).
Ahlgren and Ono’s methods involved combining the Eichler-Selberg trace for-
mula [9] with a theorem given by Schoof [18]. In the proof of Theorem 1.3, given
in the next section, we use similar techniques to exhibit a formula in the level 1
setting. Recently, Frechette, Ono, and Papanikolas expanded the techniques of
Ahlgren and Ono and obtained results in the level 2 case:
Theorem 5.3 (Frechette, Ono, and Papanikolas [6]). Let p be an odd prime and
k ≥ 4 be even. When p ≡ 1 (mod 4), write p = a2 + b2, where a, b are nonnegative
integers, with a odd. Then
Trk(Γ0(2), p) = −2− δk(p)−
p−2∑
t=1
Gk(3A2(p, t), p),
where
δk(p) =
{
1
2Gk(2a, p) +
1
2Gk(2b, p) if p ≡ 1 (mod 4)
(−p)k/2−1 if p ≡ 3 (mod 4).
In addition, Frechette, Ono, and Papanikolas used relationships between count-
ing points on varieties over Fp and hypergeometric functions over Fp to obtain
further results for the traces of Hecke operators on spaces of newforms in level 8.
Most recently, Papanikolas [15] used the results in [6] as a starting point to obtain
a new formula for Ramanujan’s τ function, as well as a new congruence for τ(p)
(mod 11).
6. Proof of Theorem 1.3
The proof of Theorem 1.3 utilizes three important results. First, we use Hasse’s
classical bound on the number of points on an elliptic curve defined over a finite
field. (See, for example, [19] page 131 for details.) We also use a theorem of Schoof,
together with Hijikata’s version of the Eichler-Selberg trace formula, which require
some notation. We follow the treatment given in [6]. If d < 0, d ≡ 0, 1 (mod 4), let
O(d) denote the unique imaginary quadratic order in Q(
√
d) having discriminant d.
Let h(d) = h(O(d)) be the order of the class group of O(d), and let w(d) = w(O(d))
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be half the cardinality of the unit group of O(d). We then let h∗(d) = h(d)/w(d).
Further, if d is the discriminant of an imaginary quadratic order O, let
(5) H(d) :=
∑
O⊆O′⊆Omax
h(O′),
where the sum is over all orders O′ between O and Omax, the maximal order. A
complete treatment of the theory of orders in imaginary quadratic fields can be
found in section 7 of [5].
Additionally, if K is a field, we define
EllK := {[E]K |E is defined overK},
where [E]K denotes the isomorphism class of E over K and [E1]K = [E2]K if there
exists an isomorphism β : E1 → E2 over K. Now if p is an odd prime, define
(6) I(s, p) := {[E]Fp ∈ EllFp |#E(Fp) = p+ 1± s}.
Schoof proved the following theorem, connecting the quantities in (5) and (6).
Theorem 6.1 (Schoof [18], Thm. 4.6). If p is an odd prime and s is an integer
with 0 < s < 2
√
p, then
#I(s, p) = 2H(s2 − 4p).
The final key ingredient to the proof of Theorem 1.3 is the Eichler-Selberg trace
formula, which provides a starting point for calculating the trace of the pth Hecke
operator on Sk. We use Hijikata’s version of this formula, which is found in [9], but
we only require the level 1 formulation.
Let p ≡ 1 (mod 12) be prime, and recall the definition of polynomials Gk(s, p)
given in (4), and in the statement of Theorem 1.3. Note that when writing the
polynomials Gk(s, p), we take the convention s
0 = 1, so that the constant term of
Gk(s, p) is (−p) k2−1, for all values of s. Using this notation, the formulation given
below is a straightforward reduction of Hijikata’s trace formula in the level one case.
Theorem 6.2 (Hijikata [9], Thm. 2.2). Let k ≥ 2 be an even integer, and let p ≡ 1
(mod 12) be prime. Then
Trk(Γ, p) = −h∗(−4p)(−p) k2−1 − 1−
∑
0<s<2
√
p
Gk(s, p)
∑
f |ℓ
h∗
(
s2 − 4p
f2
)
+ δ(k),
where
δ(k) =
{
p+ 1 if k = 2
0 otherwise
and where we classify integers s with s2 − 4p < 0 by some positive integer ℓ and
square-free integer m via
s2 − 4p =
{
ℓ2m, 0 > m ≡ 1 (mod 4)
ℓ24m, 0 > m ≡ 2, 3 (mod 4).
Next, we recall a result which relates isomorphism classes in Ell
Fp
and EllFp .
Define a map
η : EllFp → EllFp
[E]Fp 7→ [E]Fp .
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Note that η is well defined since two curves which are isomorphic over Fp are
necessarily isomorphic over Fp.
Lemma 6.3. Let p ≥ 5 be prime. Suppose [E]
Fp
∈ Ell
Fp
and E is defined over Fp.
Then
#η−1([E]
Fp
) =

2 if j 6= 0, 1728
4 if j = 1728
6 if j = 0.
Proof. See Section X.5 of [19]. 
Among isomorphism classes of elliptic curves over Fp, two are of particular in-
terest to us: those having j-invariant 1728 and those having j-invariant 0. If E is
any elliptic curve defined over Fp, we let a(E) be given by a(E) = p+1−#E(Fp).
The following two lemmas compute formulas for the sums of a(E)n over all curves
E over Fp having j-invariant 1728 or 0, respectively.
Lemma 6.4 ([7], Lemma IV.3.3). Let p ≡ 1 (mod 12) and let a, b ∈ Z be such that
p = a2 + b2 and a+ bi ≡ 1 (2 + 2i) in Z[i]. Then for n ≥ 2 even,∑
[E]Fp∈EllFp
j(E)=1728
a(E)n = 2n+1(an + bn).
Lemma 6.5 ([7], Lemma IV.3.5). Let p ≡ 1 (mod 12) and let c, d ∈ Z such that
p = c2− cd+d2 and c+dω ≡ 2 (3) in Z[ω], where ω = e2πi/3. Then for n ≥ 2 even,∑
[E]Fp∈EllFp
j(E)=0
a(E)n = 2[(c+ d)n + (2c− d)n + (c− 2d)n].
We omit the proofs of Lemmas 6.4 and 6.5, as they are quite tedious and require
checking dozens of cases. However, these proofs are not difficult. The only tools
used are the classification of elliptic curves over Fp having j-invariant 1728 or 0,
together with known formulas for a(E) in these cases. These formulas (see Chapter
18 of [10]) are given in terms ofmth power residues, whose values must be calculated
on a case by case basis for each curve with the given j-invariant. Complete details
of the proofs of Lemmas 6.4 and 6.5 can be found in [7].
Now we proceed toward the proof of Theorem 1.3. As before, let p ≡ 1 (mod 12)
be prime. As in (2), we define a family of elliptic curves over Fp by
Et : y
2 = 4x3 − 27
1− tx−
27
1− t .
Further, for t ∈ Fp, t 6= 0, 1, recall that
a(t, p) = p+ 1−#Et(Fp).
As in Lemmas 6.4 and 6.5, we let integers a, b, c, and d be defined by p = a2+ b2 =
c2 − cd + d2, where a + bi ≡ 1 (2 + 2i) in Z[i] and c + dω ≡ 2 (3) in Z[ω], where
ω = e2πi/3. Finally, we let h, h∗, w, and H be defined as at the start of this section.
Lemma 6.6. If p ≡ 1 (mod 12) is prime and notation is as above, then for n ≥ 2
even,
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0<s<2
√
p
sn
∑
f |ℓ
h
(
s2 − 4p
f2
)
=
∑
0<s<2
√
p
sn
∑
f |ℓ
h∗
(
s2 − 4p
f2
)
+
1
4
∑
[E]Fp∈EllFp
j(E)=1728
a(E)n +
1
3
∑
[E]Fp∈EllFp
j(E)=0
a(E)n,
where we classify integers s with s2− 4p < 0 by some positive integer ℓ and square-
free integer m via
s2 − 4p =
{
ℓ2m, 0 > m ≡ 1 (mod 4)
ℓ24m, 0 > m ≡ 2, 3 (mod 4).
Proof. First, notice that h and h∗ agree unless the argument s
2−4p
f2 = −3 or −4,
since in all other cases w(d) = 1. Thus, we have∑
0<s<2
√
p
sn
∑
f |ℓ
h
(
s2 − 4p
f2
)
=
∑
0<s<2
√
p
sn
∑
f |ℓ
s2−4p
f2
6=−3,−4
h∗
(
s2 − 4p
f2
)
+
∑
0<s<2
√
p
sn
∑
f |ℓ
s2−4p
f2
=−4
h(−4) +
∑
0<s<2
√
p
sn
∑
f |ℓ
s2−4p
f2
=−3
h(−3).
When s
2−4p
f2 = −4, we have the maximal order Z[i] and h∗(−4) = h(−4)w(−4) = 12 , so
h(−4) = h∗(−4) + 12 . On the other hand, when s
2−4p
f2 = −3, we have the maximal
order Z[ω] and h∗(−3) = h(−3)w(−3) = 13 , so h(−3) = h∗(−3) + 23 . Making these
substitutions, we see that
(7)
∑
0<s<2
√
p
sn
∑
f |ℓ
h
(
s2 − 4p
f2
)
=
∑
0<s<2
√
p
sn
∑
f |ℓ
h∗
(
s2 − 4p
f2
)
+
1
2
∑
0<s<2
√
p
sn
∑
f |ℓ
s2−4p
f2
=−4
1 +
2
3
∑
0<s<2
√
p
sn
∑
f |ℓ
s2−4p
f2
=−3
1.
To complete the proof, we must verify that
(8)
∑
0<s<2
√
p
sn
∑
f |ℓ
s2−4p
f2
=−4
1 =
1
2
∑
[E]Fp∈EllFp
j(E)=1728
a(E)n
and
(9)
∑
0<s<2
√
p
sn
∑
f |ℓ
s2−4p
f2
=−3
1 =
1
2
∑
[E]Fp∈EllFp
j(E)=0
a(E)n.
First, we consider (8). Using known formulas for a(E) in the case of curves with
j-invariant 1728 (see Chapter 18 of [10]), one can show that a(E) = ±2a,±2b for all
E relevant to (8) with j-invariant 1728. Also, it is easy to verify that s = |2a|, |2b|
satisfy s
2−4p
ℓ2 = −4 (with ℓ = |b|, |a|, respectively). Now, suppose 0 < s < 2
√
p
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satisfies s
2−4p
ℓ2 = −4. Then s2−4p = −4ℓ2 implies s is even, so we have
(
s
2
)2
+ℓ2 = p.
Thus, it must be that s2 = |a|, |b|, since Z[i] is a UFD and p = a2 + b2. Since n is
even, (2a)n = (−2a)n and (2b)n = (−2b)n, so (8) follows.
We prove (9) in a similar manner. Using known formulas for a(E) in the case
of curves with j-invariant 0 (see Chapter 18 of [10]), one can show that a(E) =
±(c+ d),±(2c− d),±(c− 2d) for all E with j-invariant 0 that appear in (9). Also,
s = |c+ d|, |2c− d|, and |c− 2d| satisfy s2−4pℓ2 = −3 (by taking ℓ = |c− d|, |d|, and
|c|, respectively). Now, suppose s2−4pℓ2 = −3. Then in Z[
√−3], we have
4p = (s+
√−3 ℓ)(s−√−3 ℓ).
Since −3 ≡ 5 (mod 8), 2 is inert in Z[√−3], so we must have 2|(s±√−3 ℓ). This
implies
(10) p =
(
s
2
+
√−3 ℓ
2
)(
s
2
−√−3 ℓ
2
)
in Z[
√−3]. Recall that we have p = c2 − cd+ d2. In Z[ω], we can write this as
p = c2 − cd+ d2
= (c+ dω)(c+ dω2)(11)
= (d+ cω)(d+ cω2)(12)
= (cω + dω2)(cω2 + dω).(13)
Since ω = e2πi/3 = − 12 +
√−3
2 , we can consider each of these factorizations in
Z[
√−3], and each must be the same as (10), since Z[√−3] is a UFD. Making the
substitution for ω into (11), (12), and (13) and comparing to (10) implies that
s = |2c − d|, |2d − c|, and |c + d|, respectively. So in fact, s = |2c − d|, |2d − c|,
|c + d| are the only contributing s values to the sum on the left hand side of (9).
Then since a(E) = ±(c+d),±(2c−d),±(c−2d) and n is even, we have proved (9).
The lemma is finally proved by making the substitutions from (8) and (9) into
(7). 
Proposition 6.7. Let p ≡ 1 (mod 12) be prime and notation as above. Then for
n ≥ 2 even,
p−1∑
t=2
a(t, p)n =
∑
0<s<2
√
p
sn
∑
f |ℓ
h∗
(
s2 − 4p
f2
)
− 2n−1(an + bn)− 1
3
[(c+ d)n + (2c− d)n + (c− 2d)n],
where we classify integers s with s2− 4p < 0 by some positive integer ℓ and square-
free integer m via
s2 − 4p =
{
ℓ2m, 0 > m ≡ 1 (mod 4)
ℓ24m, 0 > m ≡ 2, 3 (mod 4).
Proof. Notice that for the given family of elliptic curves, j(Et) =
1728
t . Thus,
as t ranges from 2 to p − 1, each Et represents a distinct isomorphism class of
elliptic curves in Ell
Fp
. Moreover, since j(Et) gives an automorphism of P
1, every
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j-invariant other than 0 and 1728 is represented precisely once. Thus, for even
n ≥ 2, we have
p−1∑
t=2
a(t, p)n =
∑
[E]
Fp
∈Ell
Fp
E/Fp
j(E) 6=0,1728
a(E)n.
For elliptic curves with j-invariant other than 0 and 1728, each class [E] ∈ Ell
Fp
gives rise to two distinct classes in EllFp (see Lemma 6.3), represented by E and its
quadratic twist Etw. For such curves, a(E) and a(Etw) differ only by a sign, and
so a(E)n = a(Etw)n, since n is even. Therefore, we have
p−1∑
t=2
a(t, p)n =
∑
[E]
Fp
∈Ell
Fp
E/Fp
j(E) 6=0,1728
a(E)n =
1
2
∑
[E]Fp∈EllFp
j(E) 6=0,1728
a(E)n.
Then, if we add and subtract the contributions from the classes [E]Fp ∈ EllFp with
j(E) = 0, 1728, we have
(14)
p−1∑
t=2
a(t, p)n =
1
2
 ∑
[E]Fp∈EllFp
a(E)n −
∑
[E]Fp∈EllFp
j(E)=1728
a(E)n −
∑
[E]Fp∈EllFp
j(E)=0
a(E)n
 .
Now we look more closely at the sum
∑
[E]Fp∈EllFp
a(E)n. By Hasse’s theorem,
EllFp is the the disjoint union
EllFp =
⋃
0≤s<2√p
I(s, p),
where I(s, p) is defined as in (6). Then since n ≥ 2 is even, we may write∑
[E]Fp∈EllFp
a(E)n =
∑
0≤s<2√p
∑
[E]Fp∈I(s,p)
sn
=
∑
0<s<2
√
p
#I(s, p)sn,
since s = 0 makes no contribution. Substituting this into (14) gives
p−1∑
t=2
a(t, p)n =
1
2
∑
0<s<2
√
p
#I(s, p)sn − 1
2
∑
[E]Fp∈EllFp
j(E)=1728
a(E)n − 1
2
∑
[E]Fp∈EllFp
j(E)=0
a(E)n.
Now we may apply Theorem 6.1 to obtain
p−1∑
t=2
a(t, p)n =
∑
0<s<2
√
p
H(s2 − 4p)sn − 1
2
∑
[E]Fp∈EllFp
j(E)=1728
a(E)n − 1
2
∑
[E]Fp∈EllFp
j(E)=0
a(E)n.
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Recall from (5) that if d is the discriminant of an imaginary quadratic order O,
H(d) :=
∑
O⊆O′⊆Omax
h(O′),
where the sum is over all orders between O and the maximal order. Then taking ℓ
as defined as in the statement of the Proposition, we have
H(s2 − 4p) =
∑
f |ℓ
h
(
s2 − 4p
f2
)
,
which gives
(15)
p−1∑
t=2
a(t, p)n =
∑
0<s<2
√
p
sn
∑
f |ℓ
h
(
s2 − 4p
f2
)
−1
2
∑
[E]Fp∈EllFp
j(E)=1728
a(E)n−1
2
∑
[E]Fp∈EllFp
j(E)=0
a(E)n.
To complete the proof, we apply Lemma 6.6 to the right side of (15), to replace h
by h∗. Then, collecting terms gives
p−1∑
t=2
a(t, p)n =
∑
0<s<2
√
p
sn
∑
f |ℓ
h∗
(
s2 − 4p
f2
)
− 1
4
∑
[E]Fp∈EllFp
j(E)=1728
a(E)n − 1
6
∑
[E]Fp∈EllFp
j(E)=0
a(E)n
=
∑
0<s<2
√
p
sn
∑
f |ℓ
h∗
(
s2 − 4p
f2
)
− 2n−1(an + bn)
− 1
3
[(c+ d)n + (2c− d)n + (c− 2d)n],
by Lemmas 6.4 and 6.5. This is the desired result. 
Proposition 6.7 and Theorem 6.2 give us the tools necessary to complete the
proof our second main theorem:
Proof of Theorem 1.3. By Theorem 6.2, we have for k ≥ 4 even,
Trk(Γ, p) = −1− 1
2
h∗(−4p)(−p) k2−1 −
∑
0<s<2
√
p
Gk(s, p)
∑
f
h∗
(
s2 − 4p
f2
)
= −1− 1
2
h∗(−4p)(−p) k2−1 −
∑
0<s<2
√
p
[
(−p) k2−1
+
k
2−2∑
j=0
(−1)j
(
k − 2− j
j
)
pjsk−2j−2
]∑
f
h∗
(
s2 − 4p
f2
)
= −1− 1
2
h∗(−4p)(−p) k2−1 − (−p) k2−1
∑
0<s<2
√
p
1
∑
f
h∗
(
s2 − 4p
f2
)
−
k
2−2∑
j=0
(−1)j
(
k − 2− j
j
)
pj
∑
0<s<2
√
p
sk−2j−2
∑
f
h∗
(
s2 − 4p
f2
)
,
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after substituting in the definition of Gk(s, p) and distributing. Now, note that
taking k = 2 in Theorem 6.2 provides
0 = p− 1
2
h∗(−4p)−
∑
0<s<2
√
p
1
∑
f
h∗
(
s2 − 4p
f2
)
.
We apply this, together with Proposition 6.7 and obtain
Trk(Γ, p) = −1− 1
2
h∗(−4p)(−p) k2−1 + (−p) k2−1
(
1
2
h∗(−4p)− p
)
−
k
2−2∑
j=0
(−1)j
(
k − 2− j
j
)
pj
[
p−1∑
t=2
a(t, p)k−2j−2 +
1
2
[
2k−2j−2(ak−2j−2
+bk−2j−2)
]
+
1
3
[
(c+ d)k−2j−2 + (2c− d)k−2j−2 + (c− 2d)k−2j−2]]
= −1 + (−p) k2−1 · (−p)−
k
2−2∑
j=0
(−1)j
(
k − 2− j
j
)
pj
p−1∑
t=2
a(t, p)k−2j−2
− 1
2
k
2−2∑
j=0
(−1)j
(
k − 2− j
j
)
pj
[
(2a)k−2j−2 + (2b)k−2j−2
]
− 1
3
k
2−2∑
j=0
(−1)j
(
k − 2− j
j
)
pj
[
(c+ d)k−2j−2 + (2c− d)k−2j−2
+(c− 2d)k−2j−2] ,
after distributing once again. Now, we notice the simple fact that
(−p) k2−1 · (−p) = −(−p) k2−1(p− 2)− 2
(
1
2
(−p) k2−1
)
− 3
(
1
3
(−p) k2−1
)
.
Splitting up the factors of (−p) k2−1 in this way gives that
Trk(Γ, p) = −1− 1
2
[Gk(2a, p) +Gk(2b, p)]
− 1
3
[Gk(c+ d, p) +Gk(2c− d, p) +Gk(c− 2d, p)]
− (p− 2)(−p) k2−1 −
k
2−2∑
j=0
(−1)j
(
k − 2− j
j
)
pj
p−1∑
t=2
a(t, p)k−2j−2
= −1− λ(k, p)−
p−1∑
t=2
(−p) k2−1 −
p−1∑
t=2
k
2−2∑
j=0
(−1)j
(
k − 2− j
j
)
pja(t, p)k−2j−2
= −1− λ(k, p)−
p−1∑
t=2
Gk(a(t, p), p),
according to the definitions of Gk and λ(k, p) given in the statement of the theorem.
This completes the proof of Theorem 1.3. 
20 JENNY G. FUSELIER
Remark 6.8. According to Theorem 1.2, we may rewrite a(t, p) in terms of the
hypergeometric function 2F1
(
ξ, ξ5
ε
∣∣∣∣t). Thus, Theorem 1.3 can be reformulated to
give Trk(Γ, p) in terms of λ(k, p) and Gk
(
ψ−1(t)p 2F1
(
ξ, ξ5
ε
∣∣∣∣t) , p), where ψ(t) =
−φ(2)ξ−3(1− t).
7. Proof of Theorem 1.4
Theorem 1.4 is proved by combining Theorems 1.2 and 1.3 with an inverse pair
given in [17]. First, recall that
Gk(s, p) =
k
2−1∑
j=0
(−1)j
(
k − 2− j
j
)
pjsk−2j−2.
Letting m = k2 − 1 and Hm(x) :=
∑m
i=0
(
m+i
m−i
)
xi, we have that
(16) Gk(s, p) = (−p)mHm
(−s2
p
)
.
Now, we make use of the inverse pair [17, p. 67] given by
(17)
ρn(x) =
n∑
k=0
(
n+ k
n− k
)
xk, xn =
n∑
k=0
(−1)k+n
[(
2n
n− k
)
−
(
2n
n− k − 1
)]
ρk(x).
Applied to the definition of Hm, this gives
xm =
m∑
i=0
(−1)i+m
[(
2m
m− i
)
−
(
2m
m− i− 1
)]
Hi(x).
By taking x = −s
2
p , together with (16), we have
s2m =
m∑
i=0
pm−i
[(
2m
m− i
)
−
(
2m
m− i− 1
)]
G2i+2(s, p)
=
m∑
i=0
biG2i+2(s, p),(18)
where bi is as defined in the statement of Theorem 1.4.
Proof of Theorem 1.4. By (18), we have
s2m =
m∑
i=0
biG2i+2(s, p)
= G2m+2(s, p) +
m−1∑
i=0
biG2i+2(s, p),(19)
since bm = 1. Now, for m ≥ 1, Theorem 1.3 implies
Tr2(m+1)(Γ, p) = −1− λ(2m+ 2, p)−
p−1∑
t=2
G2m+2(a(t, p), p)
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= −1− λ(2m+ 2, p)−
p−1∑
t=2
(
a(t, p)2m
−
m−1∑
i=0
biG2i+2(a(t, p), p)
)
(by (19))
= −1− λ(2m+ 2, p)−
p−1∑
t=2
a(t, p)2m + b0
p−1∑
t=2
G2(a(t, p), p)
+
m−1∑
i=1
bi
p−1∑
t=2
G2i+2(a(t, p), p)
= −1− λ(2m+ 2, p)−
p−1∑
t=2
a(t, p)2m + b0(p− 2)
−
m−1∑
i=1
bi(Tr2i+2(Γ, p) + 1 + λ(2i+ 2, p)),
by Theorem 1.3 and since G2 = 1. The proof is completed by rearranging and
noting that Theorem 1.2 implies
a(t, p)2m = p2mφ2m(2)ξ6m(1− t)2F1
(
ξ, ξ5
ε
∣∣∣∣t)2m
= p2mφm(1− t)2F1
(
ξ, ξ5
ε
∣∣∣∣t)2m ,
since φ2 = ε and ξ6 = φ. 
8. τ(p) Corollaries
Specializing to various values of k in Theorem 1.3, we arrive at more explicit
formulas. In particular, by taking k = 12 we obtain a formula for Ramanujan’s
τ -function. Recall that we define τ(n) by
(2π)−12∆(z) = q
∞∏
n=1
(1− qn)24 =
∞∑
n=1
τ(n)qn.
Also, recall that ∆(z) generates the one dimensional space S12, and thus Tr12(Γ, p) =
τ(p) for primes p. We conclude with results that stem from this specialization to
k = 12.
Throughout, we let a, b ∈ Z be such that p = a2 + b2 and a + bi ≡ 1 (2 + 2i)
in Z[i]. Further, let c, d ∈ Z satisfy p = c2 − cd + d2 and c + dω ≡ 2 (3) in Z[ω],
where ω = e2πi/3. The first corollary follows from a straightforward application of
Theorem 1.3:
Corollary 8.1. Let a, b, c, and d be defined as above, and set x = a2b2 and y = cd.
If p is a prime, p ≡ 1(12), then
τ(p) = −1− 8p5 + 80p3x− 256px2 + 27y2p3 − 27y3p2 −
p−1∑
t=2
G12(a(t, p), p),
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where
G12(s, p) = s
10 − 9ps8 + 28p2s6 − 35p3s4 + 15p4s2 − p5.
As noted previously, 8.1 can be reformulated in terms of the hypergeometric
function 2F1
(
ξ, ξ5
ε
∣∣∣∣t). In fact, we can inductively arrive at a formula for τ(p) in
terms only of 10th powers of this hypergeometric function.
Corollary 8.2. Let p ≡ 1 (mod 12) be prime and let a, b, c, and d be defined as
above. Let ξ be an element of order 12 in F̂×p . Then
τ(p) = 42p6 − 90p4 − 75p3 − 35p2 − 9p− 1− 29(a10 + b10)
− 1
3
(
(c+ d)10 + (2c− d)10 + (c− 2d)10)− p−1∑
t=2
p10φ(1 − t)2F1
(
ξ, ξ5
ε
∣∣∣∣t)10 .
Proof. Recall from the statement of Theorem 1.3 that we have
λ(k, p) =
1
2
[Gk(2a, p) +Gk(2b, p)] +
1
3
[Gk(c+ d, p) +Gk(2c− d, p) +Gk(c− 2d, p)],
where
Gk(s, p) =
k
2−1∑
j=0
(−1)j
(
k − 2− j
j
)
pjsk−2j−2.
Then, one can check by hand or with Maple that we have the following, recalling
the relations p = a2 + b2 = c2 − cd+ d2:
λ(4, p) = 2p
λ(6, p) = −4p2 + 23(a4 + b4)
λ(8, p) = −8p3 + 25(a6 + b6)− 40p(a4 + b4) + 1
3
((c+ d)6 + (2c− d)6 + (c− 2d)6)
λ(10, p) = 52p4 + 27(a8 + b8)− 224p(a6 + b6) + 120p2(a4 + b4)
+
1
3
((c+ d)8 + (2c− d)8 + (c− 2d)8)− 7
3
p((c+ d)6 + (2c− d)6 + (c− 2d)6)
λ(12, p) = −152p5 + 29(a10 + b10)− 1152p(a8 + b8) + 896p2(a6 + b6)− 280p3(a4 + b4)
+
1
3
((c+ d)10 + (2c− d)10 + (c− 2d)10)
− 3p((c+ d)8 + (2c− d)8 + (c− 2d)8)
+
28
3
p2((c+ d)6 + (2c− d)6 + (c− 2d)6).
By using each successive formula for Gk(a(t, p), p), together with Theorem 1.3 and
the formulas for λ(k, p) given above, we can compute
∑p−1
t=2 a(t, p)
k−2, for k =
4, . . . , 12. We exhibit the computations in the cases k = 4 and k = 6, to give the
idea of the technique. First, notice that G4(s, p) = s
2 − p and recall Tr4(Γ, p) = 0,
as there are no cusp forms of weight 4 for Γ. Thus, Theorem 1.3 implies
0 = Tr4(Γ, p) = −1− λ(4, p)−
p−1∑
t=2
G4(a(t, p), p)
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= −1− 2p−
p−1∑
t=2
(a(t, p)2 − p)
= −1− 2p+ p(p− 2)−
p−1∑
t=2
a(t, p)2.
Thus, after simplifying, we see that
(20) 0 = p2 − 4p− 1−
p−1∑
t=2
a(t, p)2.
Now, we utilize this computation to derive a formula for the sum of 4th powers of
a(t, p). For k = 6, we have G6(s, p) = s
4 − 3ps2 + p2 and once again Tr6(Γ, p) = 0.
Then, by Theorem 1.3 and the formula for λ(6, p) given at the start of the proof,
we see that
0 = Tr6(Γ, p) = −1− λ(6, p)−
p−1∑
t=2
G6(a(t, p), p)
= −1 + 4p2 − 23(a4 + b4)−
p−1∑
t=2
(a(t, p)4 − 3pa(t, p)2 + p2).
We distribute the summation across the polynomial G6(a(t, p), p) and then make a
substitution for
∑p−1
t=2 a(t, p)
2, according to (20). This gives
0 = Tr6(Γ, p) = 4p
2 − 1− 23(a4 + b4)−
p−1∑
t=2
a(t, p)4 + 3p
p−1∑
t=2
a(t, p)2 − p2(p− 2)
= 4p2 − 1− 23(a4 + b4)−
p−1∑
t=2
a(t, p)4
+ 3p(−2p− 1 + p(p− 2))− p2(p− 2).
After simplifying, we arrive at
(21) 0 = 2p3 − 6p2 − 3p− 23(a4 + b4)− 1−
p−1∑
t=2
a(t, p)4.
We continue this process, using successive formulas for Gk(s, p) and λ(k, p) and
back-substituting previous results such as (20) and (21). We omit the tedious
details of the next couple of cases, which result in the following:
(22) Tr8(Γ, p) = 0 = 5p
4 − 9p2 − 5p− 1− 25(a6 + b6)
− 1
3
((c+ d)6 + (2c− d)6 + (c− 2d)6)−
p−1∑
t=2
a(t, p)6
(23) Tr10(Γ, p) = 0 = 14p
5 − 28p3 − 20p2 − 7p− 1− 27(a8 + b8)
− 1
3
((c+ d)8 + (2c− d)8 + (c− 2d)8)−
p−1∑
t=2
a(t, p)8
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Now, we use (20),. . . ,(23) together with the formula for λ(12, p) from the begin-
ning of the proof to compute a formula for τ(p). Since G12(s, p) = s
10 − 9ps8 +
28p2s6 − 35p3s4 + 15p4s2 − p5 and Tr12(Γ, p) = τ(p), Theorem 1.3 gives
τ(p) = −1− λ(12, p)−
p−1∑
t=2
G12(a(t, p), p)
= −1− λ(12, p)−
p−1∑
t=2
a(t, p)10 + 9p
p−1∑
t=2
a(t, p)8 − 28p2
p−1∑
t=2
a(t, p)6
+ 35p3
p−1∑
t=2
a(t, p)4 − 15p4
p−1∑
t=2
a(t, p)2 + p5(p− 2)
Substitutions via (20),. . . ,(23), together with the formula for λ(12, p), give rise
to many cancellations, resulting in
(24) τ(p) = 42p6 − 90p4 − 75p3 − 35p2 − 9p− 1− 29(a10 + b10)
− 1
3
((c+ d)10 + (2c− d)10 + (c− 2d)10)−
p−1∑
t=2
a(t, p)10.
Finally, to complete the proof, we recall that Theorem 1.2 implies
p 2F1
(
ξ, ξ5
ε
∣∣∣∣t) = −φ(2)ξ−3(1− t)a(t, p)
for t ∈ Fp\{0, 1}. Thus,
a(t, p)10 =
(
−pφ(2)ξ3(1 − t)2F1
(
ξ, ξ5
ε
∣∣∣∣t))10 = p10φ(1 − t)2F1 (ξ, ξ5ε
∣∣∣∣t)10 ,
since φ10 = ε and ξ30 = ξ6 = φ. This, together with (24), confirms the corollary. 
The technique used in the proof of Corollary 8.2 can be extended one step further
to arrive at yet another formula for τ(p):
Corollary 8.3. Let p ≡ 1 (mod 12) be prime and let a, b, c, and d be defined as
above. Let ξ be an element of order 12 in F̂×p . Then
τ(p) = 12p6 − 27p4 − 25p3 − 14p2 − 54
11
p− 1− 1
11p
− 2
11
11p
(a12 + b12)
− 1
33p
((c+ d)12 + (2c− d)12 + (c− 2d)12)− 1
11
p−1∑
t=2
p11 2F1
(
ξ, ξ5
ε
∣∣∣∣t)12 .
Proof. The proof follows in the same way as for Corollary 8.2, but by taking k = 14,
so we give a sketch here. First, one calculates that
G14(s, p) = s
12 − 11ps10 + 45p2s8 − 84p3s6 + 70p4s4 − 21p5s2 + p6.
Now, since there are no cusp forms of level 14 for Γ, we have Tr14(Γ, p) = 0. Thus,
Theorem 1.3 implies
0 = −1− λ(14, p)−
p−1∑
t=2
G14(a(t, p), p).
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Now, by applying (20),. . . ,(24), together with a formula for λ(14, p), given by
λ(14, p) = 338p6 + 211(a12 + b12)− 11 · 29p(a10 + b10) + 45 · 27p2(a8 + b8)
− 84 · 25p3(a6 + b6) + 70 · 23p4(a4 + b4)
+
1
3
((c+ d)12 + (2c− d)12 + (c− 2d)12)
− 11
3
p((c+ d)10 + (2c− d)10 + (c− 2d)10)
+ 15p2((c+ d)8 + (2c− d)8 + (c− 2d)8)
− 28p3((c+ d)6 + (2c− d)6 + (c− 2d)6),
one makes cancellations and finds that
(25)
0 = 132p7 − 297p5 − 275p4 − 154p3 − 54p2 − 1− 11p− 11pτ(p)− 211(a12 + b12)
− 1
3
((c+ d)12 + (2c− d)12 + (c− 2d)12)−
p−1∑
t=2
a(t, p)12.
We now recall that Theorem 1.2 implies
p 2F1
(
ξ, ξ5
ε
∣∣∣∣t) = −φ(2)ξ−3(1− t)a(t, p)
for t ∈ Fp\{0, 1}. Therefore,
a(t, p)12 =
(
−pφ(2)ξ3(1− t)2F1
(
ξ, ξ5
ε
∣∣∣∣t))12 = p12 2F1(ξ, ξ5ε
∣∣∣∣t)12 ,
since φ has order 2 and ξ has order 12. Making this substitution into (25) and then
solving for τ(p) gives the desired result.

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