In this paper, we outline some practical solutions to some classical problems in spatial cognition. In pa rticular, we focus on the controversial area of the pra gmatic interpretation of spatial preposition and verbs. Our work is given particular urgency by the need to produce solutions which are tractable enough to be implemented immediately in an NL interface to a mult imedia environment whose graphics component is written in VRML. The first step therefore, is to describe this problem. We then proceed to discuss various current controversies, for example, whether the Landau and Jackendoff claim that a single spatial representation suffices for geometric objects and the relations between them is correct. Alternatively, as we believe, it may be the case that an altogether more sophisticated multilayered model is necessary to trace a path from the use of spatial language to viewing its pragmatic interpretation in the real or virtual world. We proceed to outline our approach. Finally, we indicate how this approache works in the context o f the SONAS system.
INTRODUCTION
In this paper, we outline some practical solutions to some classical problems in spatial cognition. In pa rticular, we focus on the controversial area of the pra gmatic interpretation of spatial preposition and verbs. Our work is given particular urgency by the need to produce solutions which are tractable enough to be implemented immediately in an NL interface to a mult imedia environment whose graphics component is written in VRML. The first step therefore, is to describe this problem. We then proceed to discuss various current controversies, for example, whether the Landau and Jackendoff claim that a single spatial representation suffices for geometric objects and the relations between them is correct. Alternatively, as we believe, it may be the case that an altogether more sophisticated multilayered model is necessary to trace a path from the use of spatial language to viewing its pragmatic interpretation in the real or virtual world. We proceed to outline our approach. Finally, we indicate how this approache works in the context o f the SONAS system.
PROBLEMS WITH SPATIAL EXPRESSIONS
It seems at first sight that the task to formalising the use of spatial language sufficient to simulate people's real use of it is an intractable one. For example, consider the use of "put" in the following sentences: Put the book on the We now come to our first generalisation. People will often use general purpose verbs (e.g. "put") and prep osition ("on", etc.) when the context is sufficiently clear to disambiguate them. The context can be derived from physical properties of objects (for example, a pile of books requires the action be "stacking" instance of "put") or, in absence of such naïve physics evidence from the preposition e mployed. For example, specifying the object must go through the eye of the needle obviates the need to use "thread" as a verb instead of "put"; " Put the thread through the eye" rather than "thread the needle".
APPROACHES TO ANALYSIS OF SPATIAL EXPRESSIONS
Studies of the meaning of locative prepositions can be classified as simple relation models versus multiple relations models, as proposed in [Herskovits, 1986] . The first class includes theories coming both from lingui stics ( [Bennet, 1975] ) and from the computational par adigm ( [Miller & Johnson-Laird, 1976 ], [Waltz, 1980] ). Presumably the approach of [Jackendoff, 1983; 1990] , one of the most discussed recent positions, also falls in this class. From this point of view, language draws on spatial cognition so that we can manage to talk what we perceive and it thereby provide a window on the natur of spatial cognition, that is a Spatial Representation. Jackendoff suggests a level of mental representation devoted to encoding the geometric properties of objects and the relationships among them in space, in order to express our spatial experience in talking about object (encoding of object shapes) and talking about spatial relations (locations of objects). According to [Marr, 1982] , Spatial Representation is the 3D model level, the format in which objects are encoded independent of viewer's perspective. The primitives for 3D object d escription follow these principles: describing "generalized cones" in terms of axis and a cross section; The notion of physical motion i also central to Conceptual Structure, and it must be re presented in spatial cognition so that we can track mo ving objects. The following could be one possible schema of the different modules related to a lexical entry for a physical object word, including a 3D model representation in addition to its phonological, syntact ical and conceptual structures:
So, the meaning goes beyond the features and functions available in Conceptual Structures, in particular allowing shape information in a lexical Spatial Represent ation. We will examine this schema later much in details, trying to extend it to a multilevel model. The theory seen above is based on a single geometric relation for all spatial uses of a given preposition. This position is seen to fail in the attempt to apply the a pproach to cases where the use of a preposition diverges from the standard geometric relation: tolerance and sense-shift phenomena. Hence, accounting for the flexibility and adaptability in the use of spatial relations, the class exemplified b [Lakoff, 1987] and [Herskovits, 1986] claims that each preposition identifies a central or ideal meaning from which the others can be obtained via transformations, "categorizing relationships of schematicity" [Langacker, 1988 ].
In particular, the representation of the meaning of locative prepositions viewed as the result of a schematization, namely a process that involves the systematic s election of certain aspects of a referent scene to rep esent the whole, disregarding the remaining aspects [Talmy, 1983] , should enable the disambiguation of the preposition. Hence to select, idealize, approximate and conceptualize a given meaning, we reduce its indet rminacy by specializing the real physical scene to a sketchy semantic content. That reduction can not solve the disambiguation problem unless detailed information about the abstract sp atial relation applied to geometric objects -as points, lines, surfaces and ribbons -and the objects involved in the scene. Here the claim is that there is a strict interaction between the spatial properties of the entities i nvolved in the description and the general world knowledge encoded in the ontology of the system. In addition, we suggest that such information should be part of the conceptual representation of events and physical objects. Thus, the fact that an action spatially identifies a flat region of space, or a region conceptualized as a container either a cognitevely salient surface, must be available to the process of interpretation.
In spatial locative expression, where the location of an object is described via a reference to the known location of another object, the literature presents several diffe rent terms: we follow Herskovits' definition and we use respectively the terms Figure Object Herskovits has presented in [Herskovits, 1986] one of the most complete approaches of formalization to the use of English locative expressions. The main goal was to give a lexical semantics of spatial prepositions to determine the entries in a mental ontology, and the way they are combined with other spatial objects entries, in order to obtain interpretations of spatial propositions. In particular, Herskovits distinguishes two kinds of entries corresponding to two different levels of abstraction: "I suggest two levels of abstraction: ideal meaning and use type. The ideal meaning abstraction is not sufficient to build truth-conditions, but it is a necessary anchor that organizes the overall set of uses of the preposition. Th use type abstraction, with several use types derived from the same ideal meaning, is much richer and pr ovides material that brings us much closer to a definition of truth conditions." [Herskovits 1986 • visual (2½ D sketch)
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The prepositional category as a whole is organized around a focal relation, the ideal meaning. The whole set of uses of a preposition can then be subcategorized into use types (corresponding roughly to different senses), each such subclass manifesting the ideal meaning, but usually after some transformations. A level of geometric conceptualization mediates between our naive representations of the physical world and the application of locative terms; prepositional meaning applies in effect to schematic images (geometric description) mapped onto objects. "A number of contextual factors bear on the choice and interpretation of a locative expression: relevance, salience, tolerance, and typicality. There are pragmatic principles relating to these that explain many characteristics of the situation of use." [Herskovits 1986 , p. 343] There is actually no unique concept of a certain locative preposition, and correspondingly no unique entry in the lexicon, but only a set of interrelated concepts, use types as they are called, which show family resemblance. The ideal meanings form the second-level a bstraction of the set of use type concepts associated with one locative preposition: "The ideal meaning of a preposition is a geometrical idea, from which all uses of that preposition derive by means of various adaptations and shifts. An ideal meaning is generally a relation between two or three ideal geometric objects (e.g., points, lines, surfaces, volumes, vectors) -in fact, ideal meanings are usually those simple relations that most li nguists and workers in artificial intelligence have p oposed as meanings of the prepositions. These relation play indeed an important role, but as something akin to prototypes, not as truth-conditional meanings." [Herskovits 1986 , p. 39] Coincidence of points, inclusion of a point in a line or in an area, and contiguity of two surfaces are some examples of relations considered by Herskovits as ideal meanings. They are directly reflected by language so that idealizations, approximations and conceptualiz ations mediate between a canonical view of the world and language. An important issue can be outlined on that study of spatial prepositions. It concerns the proposal by [Landau & Jackendoff, 1993] about the "what" and the "where" systems, performing separately object identification and object localization. This hypothesis states that preposition use and noun use access only the ncoding produced by the distinct neural systems (see [Ungerleider & Miskin, 1982] ). Thus, when naming objects, we use detailed geometric properties of them. But, when locating them, we use rough representations as points and lines. On the contrary, we may need fine information about shape of objects and locations for applying the appropriate preposition, even if its relative selectional restrictions specify no shapes of Figure and Reference Object. The position adopted seems to fail to distinguish the selectional restrictions from the knowledge of object shape, so we follow Herskovits in ejecting their hypothesis. Moreover, further evidence shows the boundedness of computational models ignoring schematization and its relationship with the perceptual, conceptual and spatial cognitive analysis.
A MULTILAYERED MODEL FOR PRAGMATIC INTERPRETATION
Spatial relations are facets of the schematization of sp atial language, which involves geometric idealization, abstracting features of the real scene so they match simple geometric objects as points, lines, ribbons and so on.
In other words, a mismatch between the real features and the categories in which they are fitted causes th idealization to abstract features. As suggested later in [Herskovits, 1998 ], the applicable schematization is the result of composing several elementary functions used in mapping real objects onto their schematic representation. In such application, the selectional restrictions for almost one sense of the given preposition must be satisfied. Here is a list of essential geometric description functions (for a more detailed description see [Herskovits, 1986 [Herskovits, , 1997 
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In this spatial framework, the information needed to identify a spatial relation will refer the geometric description returned by the Place function as well as those ones returned by the functions illustrated above. Given a physical object, the former provides the region of space it occupies, instead the other functions provide alternative conceptualizations of that object. A NL interface might use such information, hence spatial relations are represented in the system knowledge base -the naïve ontology -in the ways that are d escribed later. In addition, this approach also concerns mapping syntactic arguments onto thematic roles as part of verb meaning representation.
TESTBED: THE SONAS SYSTEM
We at the IME (Interaction with Modelled Environments) group at the DCU are currently implementing the SONAS system, a successor to Spoken Image ([Ó Nuallián et al, 1995]), which can provide a testbed fo our theories on the pragmatic interpretation of spatial language. Each spatial verb and preposition can be i mplemented in a object-oriented manner by specializing parameters. For example, the generic function "move" can be sp ecialized by parameters indicating that the movement is single and discrete. The result is "put". Similarly, the preposition "on" can be modified by the parameter "telic" to become "across". One goal of the SONAS system is visual interpretation in VRML (Virtual Reality Modelling Language) of such spatial expressions. When creating the objects, onl coarse-grain predicate like supports are attached to objects. The remaining data required for the interpretation is calculated from the several layers we have postulated, in a way that does justice to the complexity of the task involved. The system has recently been extended to allow multiple users, and will thus have to c ater for viewerdependent perspective (to take a trivial example, m "left" may be your "right"). We expect our theoretical framework to be rigorously tested by this real world application. The addition of gesture, which we are cu rrently working on, will bring the task even closer to situated cognition in the real world (see [Ó Nuallián, 1995] for the general cognitive model being proposed).
