We consider the Schroedinger operator on (0, π) with a potential q ∈ L 1 (0, π). Borg's theorem says that q can be uniquely recovered from two spectra. By Marchenko, q can be uniquely recovered from spectral measure. We prove that support of the spectral measure, which is a spectrum, together with partial data from another spectrum and pointmasses of the spectral measure on missing part of the second spectrum uniquely recovers the potential. We also solved this problem under some conditions on two spectra, when missing part of the second spectrum and known pointmasses of the spectral measure have different index sets.
Introduction
In this paper, we consider the Schroedinger (Sturm-Liouville) equation
on the interval (0, π) with the boundary conditions u(0) cos α − u ′ (0) sin α = 0 u(π) cos β + u ′ (π) sin β = 0, and a real-valued potential q ∈ L 1 (0, π). The spectrum σ α,β of the the Schroedinger operator L corresponding to these boundary conditions defines a discrete subset of the real line, bounded from below, diverging to +∞.
Direct spectral problems aim to get spectral information from the potential. In inverse spectral problems, the goal is to recover the potential from spectral information, such as the spectrum, the spectral measure or Weyl-Titchmarsh m function. These notions are discussed in Section 2.
First inverse spectral result on Schroedinger operators is given by Ambarzumian [1] . He considered continuous potential with Neumann boundary conditions at both endpoints (α = β = π/2) and showed that q ≡ 0 if the spectrum consists of squares of integers.
Later Borg [3] proved that an L 1 -potential can be uniquely recovered from two spectra, corresponding to different pairs of boundary conditions and sharing same boundary conditions at π (β 1 = β 2 ), one of which should be Dirichlet boundary condition at 0 (α 1 = 0). Levinson [8] extended Borg's result by removing the restriction of Dirichlet boundary condition at 0.
Another classical result is due to Marchenko [12] , which says that an L 1 -potential can be uniquely recovered from the spectral measure (or Weyl-Titchmarsh m-function). Statements of these classical results are given in Section 3.1.
Borg's and Levinson's theorems suggest that one spectrum gives exactly one half of the full spectral information required to recover the potential. Recalling the fact that the spectral measure is a discrete measure supported on a spectrum, we can say the same for the set of pointmasses of the spectral measure. As follows from Marchenko's theorem, the set of masses of the spectral measure gives exactly one half of the full spectral information required to recover the potential.
These observations allow us to formulate the following question: Can we recover the potential from one spectrum and partial information on another spectrum and the set of pointmasses of the spectral measure corresponding to the first spectrum? This problem can be seen as a combination of Borg's and Marchenko's results.
In the present paper, we answer this question positively. First we give a proof with most common boundary conditions, Dirichlet (u = 0) and Neumann (u ′ = 0). Theorem 3.6 solves this inverse spectral problem when given part of pointmasses of the spectral measure corresponding to Dirichlet-Dirichlet spectrum matches with the missing part of the Neumann-Dirichlet spectrum, i.e. they share same index sets. In Theorem 3.9 and Theorem 3.10, we consider non-matching case with some restrictions on two spectra.
In order to deal with general boundary conditions we introduce another m-function, see Section 3.4. Corresponding to this m-function, Theorem 3.11 generalizes Theorem 3.6 to general boundary conditions. In Theorems 3.13 and 3.10 we consider nonmatching case.
The paper is organized as follows.
• In Section 2.1 we discuss spectra of Schroedinger operators and their asymptotics for different boundary conditions. • In Section 2.2 we define Weyl-Titchmarsh m-function and spectral measure for Schroedinger operators. • In Section 3.1 we recall statements of the classical results of Ambarzumian, Borg, Levinson and Marchenko. • In Section 3.2 we give a representation of Weyl-Titchmarsh m-function as an infinite product and prove the inverse spectral problem mentioned above with Dirichlet-Dirichlet, Neumann-Dirichlet boundary conditions. • In Section 3.3 we consider the same problem in the non-matching index sets case.
• In Section 3.4 we introduce another m-function and solve the inverse spectral problem corresponding to this m-function with general boundary conditions in both matching and non-matching cases. • In Appendix we list all definitions and theorems from complex function theory used in this paper.
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Preliminaries
2.1. One-dimensional Schroedinger operator on finite interval. As it was defined in the introduction, we consider the Schroedinger equation
on the interval (0, π) associated with the boundary conditions
where α, β ∈ [0, π) and the potential q ∈ L 1 (0, π) is real-valued.
The spectrum σ α,β of the Schroedinger operator L : u → −u ′′ + qu with q ∈ L 1 and boundary conditions (2.2), (2.3) is a discrete real sequence, bounded from below. Adding a positive constant to the potential q shifts the spectrum to the right by the same constant. This allows us to assume wlog σ α,β ⊂ R + . Throughout the paper we assume N = {1, 2, 3, . . . }. Asymptotic behavior of the spectrum σ α,β = {a n } n∈N , depending on signs of α and β, is as follows:
If α = 0, β = 0, then
If α = 0, β = 0, then (2.5) a n = n 2 + 1 π π 0 q(x)dx + α n where α n = o(1) as n → +∞. If α = 0, β = 0, then (2.6) a n = n − 1 2
If α = 0, β = 0, then (2.7) a n = n − 1 2
In the case q ∈ L 2 (0, π), same asymptotics are valid with {α n } n∈N ∈ l 2 .
One can find these results in the classical texts on Schroedinger operators, for instance [10] or [9] .
2.2.
Weyl-Titchmarsh m-function and spectral measure. Let u z (t) be a solution of (2.1) with boundary conditions u z (π) = sin β, u ′ z (π) = − cos β. The Weyl-Titchmarsh m-function is defined as
uz(0) in some sources, for instance [5] or [11] . This m-function corresponds to α = 0 case and satisfies
It is well-known that Weyl m-function m α,β is a meromorphic Herglotz function. The definition of Herglotz function and other tools from complex function theory can be found in the appendix. Everitt [4] proved that Weyl m-function has the asymptotic
for α = 0, and
as z goes to infinity in the upper half plane. Asymptotics of the Weyl m-function and Herglotz representation theorem imply that m α,β can be represented as a Herglotz integral of a discrete positive Poisson-finite measure supported on the spectrum σ α,β : These properties of m-function, spectral measure and a detailed discussion of one dimensional Schroedinger operators can be found in Chapter 9 of [14] .
In order to illustrate what we have discussed so far, we can consider the free potential (q ≡ 0) with Dirichlet (u = 0) and Neumann (u ′ = 0) boundary conditions. Example 2.1. The spectra and the m-function for q ≡ 0 on (0, π) with Dirichlet-Dirichlet, Neumann-Dirichlet and Neumann-Neumann boundary conditions are as follows.
Inverse spectral theory of Schroedinger operators 3.1. Classical Results. In this section we will recall some classical results in the inverse spectral theory of one dimensional Schroedinger operators. First inverse spectral result on Schroedinger operators was given by Ambarzumian.
Theorem 3.1 (Ambarzumian [1] , [6] ). Let q ∈ C[0, π] and σ π/2,π/2 = {n 2 } ∞ n=0 . Then q ≡ 0.
Later Borg found that in most cases two spectra is the required spectral information to recover the operator uniquely. Theorem 3.2 (Borg [3] , [6] ). Let q ∈ L 1 (0, π), σ 1 = σ 0,β , σ 2 = σ α 2 ,β , sin α 2 = 0 and
Then σ 1 ∪ σ 2 determines the potential and no proper subset has the same property.
A Schroedinger operator is said to be determined by its spectral data, if any other operator with the same data must have the same potential a.e. on (0, π). Levinson extended Borg's result by removing Dirichlet boundary condition restriction from the first spectrum. Theorem 3.3 (Levinson [8] , [6] ). Let q ∈ L 1 (0, π) and sin(α 1 − α 2 ) = 0. Then σ α 1 ,β and σ α 2 ,β determine the potential.
Marchenko showed that the spectral measure or corresponding Weyl m-function provides sufficient spectral data to recover the potential uniquely. Theorem 3.4 (Marchenko [12] , [14] -Section 9.4). Let q ∈ L 1 (0, π). Then µ α,β or m α,β determines the potential.
In notations of Section 2.2, Marchenko's theorem says that {γ n } n∈N and {a n } n∈N provides sufficient spectral data to recover the operator uniquely.
3.2.
The main result with Dirichlet-Dirichlet and Neumann-Dirichlet boundary conditions. We will prove our main result, Theorem 3.6, by representing the Weyl-Titchmarsh m-function as an infinite product in terms of Dirichlet-Dirichlet and Neumann-Dirichlet spectra, see Example 2.1.
Lemma 3.5. The m-function of a regular Schroedinger operator (q ∈ L 1 ) can be represented in terms of Dirichlet-Dirichlet and Neumann-Dirichlet spectra:
where σ DD = {a n } n∈N , σ N D = {b n } n∈N and C is a positive real number and the product converges normally on C\ ∪ n∈N a n .
uz(0) be the Weyl m-function with boundary conditions u(π) = 0, u ′ (π) = −1. Then Θ := m−i m+i is the corresponding meromorphic inner function. See appendix for definition of meromorphic inner function and relation between Herglotz and inner functions.
Let us define the set E in R as E := {z ∈ R : ImΘ>0}. The set E can be given in
The characteristic function of E coincides with the real part of the function 1 iπ log(i 1+Θ 1−Θ ) a.e. on R. Here log(m) = log(i 1+Θ 1−Θ ) is a well-defined holomorphic function on C + and takes values 0 and π on R, since m is a meromorphic Herglotz function mapping R to R. Therefore log(m) = log(i 1+Θ 1−Θ ) and Schwarz integral of χ E , S χ E differ by a purely imaginary number and
This implies
where P and Q are Poisson and conjugate Poisson integrals of χ E , respectively. Definitions of S, P and Q can be found in the appendix.
On the real line, exp
Noting that exp(iπh) is −1 on E and 1 outside of E on the real line, Weyl m-function can be given in terms of σ DD and σ N D on R:
This gives the first representation (3.1). The second representation (3.2) follows from
Using this representation of the m-function, we can prove our main result. At this point, let us note that the points in a spectrum are enumerated in increasing order, which can be done following asymptotics discussed in Section 2.1. Proof. By representation of the m function as Herglotz integral of the spectral measure, knowing γ n means knowing Res(m(z), a n ). Therefore, in terms of m-function our claim says the set of poles, {a n } n∈N , the set of zeros except the index set A, {b n } n∈N\A , and the residues with the same index set A, {Res(m(z), a n )} n∈A determine the m-function uniquely.
From Lemma 3.5, the Weyl m-function can be represented in terms of σ DD and σ N D ,
Therefore for any k ∈ A, we know
and at any point of σ DD , the infinite product F (z) :
is also known. These two conditions imply that for any k ∈ A, we know
). Since zeros and poles of G(z) are real and interlacing, 0<arg(G(z))<π for any z in the upper half plane, i.e. G(z) is a meromorphic Herglotz function. Therefore byCebotarev's theorem, see Theorem A.1, G(z) has the following representation.
for any k ∈ A, which means there are only two unknowns on the right hand side, namely constants a and b.
Assume G(z) and G(z) share same set of poles {a n } n∈A with same residues {−A n } n∈A . Let {b n } n∈A and { b n } n∈A be sets of zeros. Using representation (3.3), the difference of G(z) and G(z) is a linear polynomial with real coefficients. Therefore
Dirichlet-Dirichlet and Neumann-Dirichlet spectra have the asymptotic behavior a n = n 2 + c + α n and b n = (n − 1 2 ) 2 + c + β n respectively, for any n ∈ N, where c ∈ R, α n = o(1) and β n = o(1) as n goes to infinity. Therefore,
Note that since σ DD = {a n } n∈N and σ N D = {b n } n∈N are interlacing,
for any n > k and
for some M > 0 independent of k.
Using these inequalities we obtain
.
In order to show convergence of the last term to zero as k goes to infinity, we need following observations. First, wlog we can assume c to be a nonnegative real number, since c = 1 π π 0 q(x)dx and increasing c by a positive number means just shifting the spectra, so c = 0 makes the last product bigger. Secondly α n = o(1), β n = o(1), β n = o(1) as n goes to infinity. Thirdly, the last term is less than
as k goes to infinity, where R is a positive real number independent of k. Therefore
a n for all n = k, which follows from interlacing property of {a n } n∈N and {b n } n∈N , implies
Let us assume C>C and wlog the two spectra lie on the positive real line. Then the inequality b n − w b n a n a n − w < b n − w b n a n a n − w is valid for all n ∈ N and 0<w<b 1 . Therefore
for any 0 < w < b 1 , which leads to G(w) − G(w) > C − C and gives a contradiction. Similar arguments give another contradiction, when C < C, so C = C.
This implies uniqueness of G(z) and hence uniqueness of {b n } n∈A . After unique recovery of the two spectra σ DD and σ N D , the potential can be uniquely determined by Borg's theorem. 3.3. Non-matching index sets. If the known pointmasses of the spectral measure and unknown points of Neumann-Dirichlet spectrum have different index sets, one needs some control over points of Dirichlet-Dirichlet spectrum corresponding to known pointmasses and unknown part of the Neumann-Dirichlet spectrum. In this case we will get aCebotarev type representation result. Before the statement, let us clarify notations we use. For any subsequence {a kn } n∈N ⊂ σ DD and {b ln } n∈N ⊂ σ N D , by A kn,m and A kn we denote the residues at a kn of partial and infinite products, respectively, consisting of these subsequences:
Note that these subsequences are ordered according to their indices, i.e. a kn < a k n+1 and b ln < b l n+1 for any n ∈ N. This can be done because of the asymptotics of the spectra. can be represented as
where A, B are real numbers and A kn is the residue of G(z) at the point z = a kn and the product converges normally on C\ ∪ n∈N a kn .
Proof. Let p(z) be the difference of G(z) and the infinite sum in (3.4) . Then, p(z) is an entire function, since the infinite product and the infinite sum share same set of poles with same degrees and residues. Partial products of G(z) can be represented as partial sums:
where A kn,m is the residue of the partial product at a kn . Let C n be the circle with radius b ln centered at the origin. This sequence of circles satisfy following properties:
• C n omits all the poles a kn .
• Each C n lies inside C n+1 .
• The radius of C n , b ln diverges to infinity as n goes to infinity.
Therefore |p(z) − 1| ≤ C ′′ |z| on the circle C t for any t ∈ N, where C ′ and C ′′ are real numbers. By Maximum Modulus Theorem and entireness of p(z), we can conclude that p(z) is a polynomial of at most first degree.
Using thisCebotarev type representation we can prove our main result in nonmatching case with Dirichlet-Dirichlet, Neumann-Dirichlet boundary conditions. However, we need to add two known points from σ N D to {b ln } n∈N . Proof. By representation of the m-function as Herglotz integral of the spectral measure, knowing γ n means knowing Res(m(z), a n ). Therefore, in terms of m-function our claim says the set of poles, {a n } n∈N , the set of zeros except the index set {l n } n∈N\{r,s} , {b n } n∈N\{ln} n∈N\{r,s} , and the residues with the index set {k n } n∈N , {Res(m(z), a kn )} n∈N determine the m-function uniquely.
Therefore for any n ∈ N, we know
and at any point of σ DD , the infinite product
is also known. These two conditions imply that for any n ∈ N, we know
By Lemma 3.8, G(z) has the following representation Proof. By representation of the m-function as Herglotz integral of the spectral measure, knowing γ n means knowing Res(m(z), a n ). Therefore, in terms of m function our claim says the set of poles, {a n } n∈N , the set of zeros except the index set {l n } n∈N , {b n } n∈N\{ln} n∈N , and the residues with the index set {k n } n∈N , {Res(m(z), a kn )} n∈N determine the m-function uniquely.
is also known. These two conditions imply that for any n ∈ N, we know Multiplying both ends by b lm − b lm we get
Absolute convergence of n∈N a kn b ln and asymptotics of a kn and b ln imply that the infinite sum on the right hand side converges to zero as m goes to infinity. Indeed,
where positive constants C, C ′ do not depend on m and b lm − b lm = o(1) as m goes to infinity. Second and third terms in square brackets of right hand side of (3.7) are positive and the second term converges to 1 as m goes to infinity. Therefore we can conclude that right hand side of (3.7) diverges to ∞ or −∞, depending on the sign of A, but left hand side converges to zero as m goes to infinity, which gives a contradiction, so A should be zero.
. Using a similar approach, without multiplying both sides by b lm − b lm , one can show G ′ ( b lm ) − G ′ ( b lm ) diverges to ∞ or −∞ and obtain another contradiction. This implies uniqueness of G(z) and hence uniqueness of {b ln } n∈N . After unique recovery of the two spectra σ DD and σ N D , the potential can be uniquely determined by Borg's theorem.
3.4. General boundary conditions. As discussed in Section 2.2, Weyl m-function for the Schroedinger equation , where u z (t) is a solution of (3.8) satisfying (3.10) and α, β ∈ [0, π). In order to prove our result with boundary conditions (3.9) and (3.10) we define another m-function
, where α 1 , α 2 ∈ [0, π) and sin(α 2 − α 1 ) = 0. Note that m α− π 2 ,α,β (z) = m α,β (z). The m-function m α 1 ,α 2 ,β (z) is a meromorphic Herglotz function having real zeros on σ α 1 ,β and real poles on σ α 2 ,β , which are interlacing.
It is a meromorphic Herglotz function, since m 0,β (z) = u ′ z (0) uz(0) is a meromorphic Herglotz function and ℑ(m α 1 ,α 2 ,β (z)) = sin 2 (α 2 − α 1 )ℑ(m 0,β (z)). Therefore, Herglotz representation theorem implies
where a, b ∈ R and µ α 1 ,α 2 ,β is a positive discrete Poisson-summable measure supported on the spectrum σ α 2 ,β . Let us call µ α 1 ,α 2 ,β the spectral measure corresponding to (α 1 , α 2 , β). Now we can prove our result with general boundary conditions. Theorem 3.11. Let q ∈ L 1 ([0, π]), A ⊂ N, sin(α 2 − α 1 ) = 0 and α 1 , α 2 , β ∈ [0, π). Then {a n } n∈N , {b n } n∈N\A and {γ n } n∈A determine q, where σ α 2 ,β = {a n } n∈N , σ α 1 ,β = {b n } n∈N are two spectra and {γ n } n∈N are pointmasses of the corresponding spectral measure µ α 1 ,α 2 ,β = n∈N γ n δ an .
Proof. Wlog we can let a n and b n be positive for all n. We will follow the arguments we used in proofs of Lemma 3.5 and Theorem 3.6, but there will be two differences; asymptotics of the two spectra, depending on α 1 , α 2 , β and hence the order relation betweeen a n and b n , so we consider following cases.
(i) α 1 = 0, α 2 = 0, α 1 >α 2 :
When β = 0, the two spectra σ α 2 ,β = {a n } n∈N and σ α 1 ,β = {b n } n∈N satisfy the asymptotics (2.4) and hence a n >b n for all n ∈ N. Therefore using proof of Lemma 3.5, m α 1 ,α 2 ,β (z) can be represented as (3.2) . Using this representation andCebotarev's theorem as we discussed in the proof of Theorem 3.6, the meromorphic Herglotz function G(z) defined as
has the following representation
Therefore assuming G(z) and G(z) share same set of poles {a n } n∈A with same residues {−A n } n∈A and they have set of zeros {b n } n∈A and { b n } n∈A respectively, the difference of G(z) and G(z) is a linear polynomial with real coefficients. The arguments used in proof of Theorem 3.6 and asymptotics of the spectra implies
for some positive M independent of k. This gives uniqueness of G(z) and hence uniqueness of {b n } n∈A . After unique recovery of the two spectra σ α 2 ,β and σ α 1 ,β , the potential can be uniquely determined by Levinson's theorem.
When β = 0, one can apply same arguments. The only difference appears in asymptotics of σ α 2 ,β = {a n } n∈N and σ α 1 ,β = {b n } n∈N , (2.6).
(ii) α 1 = 0, α 2 = 0, β = 0 :
The two spectra σ α 2 ,β = {a n } n∈N and σ α 1 ,β = {b n } n∈N satisfy the asymptotics (2.5) and (2.6) respectively. One can obtain the result by following proofs of Lemma 3.5 and Theorem 3.6.
(iii) α 1 = 0, α 2 = 0, β = 0 :
The two spectra σ α 2 ,β = {a n } n∈N and σ α 1 ,β = {b n } n∈N satisfy the asymptotics (2.7) and (2.4) respectively, which is similar to the previous case.
(iv) α 1 = 0, α 2 = 0, α 1 <α 2 or α 1 = 0, α 2 = 0, β = 0 or α 1 = 0, α 2 = 0, β = 0 :
In all of these three cases, a n < b n for all n ∈ N. Therefore using proof of Lemma 3.5, m α 1 ,α 2 ,β (z) can be represented as
In order to represent G(z) as (3.11) , an extra factor is required, so we will shift indices of b n up by one inside A and let b 1 be a positive real number less than a 1 , assuming wlog 1 ∈ A. Then z−b 1 b 1 G(z) can be represented as (3.11) . Using this representation andCebotarev's theorem, the meromorphic Herglotz function z−b 1 b 1 G(z) has the following representation
Therefore assuming z−b 1 b 1 G(z) and z−b 1 b 1 G(z) share same set of poles {a n } n∈A with same residues {−A n } n∈A and have set of zeros {b n } n∈A and { b n } n∈A respectively, the difference of z−b 1 b 1 G(z) and z−b 1 b 1 G(z) is a linear polynomial with real coefficients. Note that b 1 = b 1 and hence G(z) − G(z) is a real constant, which is
a n for all n = k, which follows from interlacing property of {a n } n∈A and {b n } n∈A , implies sgn( C −C) = sgn( β k −β k ) for all k ∈ N.
Let us assume C > C and wlog the two spectra lie on the positive real line. Then the inequality b n − w b n a n a n − w < b n − w b n a n a n − w is valid for all n ∈ N and 0 < w < b 1 . Therefore
This implies uniqueness of G(z) and hence uniqueness of {b n } n∈A . After unique recovery of the two spectra σ α 2 ,β and σ α 1 ,β , the potential can be uniquely determined by Levinson's theorem. For the non-matching index case, let us recall definitions of A kn,m and A kn :
Theorem 3.13. Let q ∈ L 1 ([0, π]), sin(α 2 − α 1 ) = 0, α 1 , α 2 , β ∈ [0, π) and there exists a sequence η kn = o(k 2 n ) as n goes to infinity such that |A kn,m − A kn | ≤ η kn for all n ∈ {1, . . . , m}, for all m ∈ N.
Then {a n } n∈N , {b n } n∈N \{b ln } n∈N\{r,s} and {γ kn } n∈N determine q for any r, s ∈ N, where σ α 2 ,β = {a n } n∈N , σ α 1 ,β = {b n } n∈N are two spectra and {γ n } n∈N are pointmasses of the spectral measure µ α 1 ,α 2 ,β = n∈N γ n δ an . Proof. One can apply proofs of Lemma 3.8 and Theorem 3.9 with the m-function m α 1 ,α 2 ,β and spectral measure µ α 1 ,α 2 ,β and obtain uniqueness of {b ln } n∈N . Even though asymptotics of the spectra may be different than Dirichlet-Dirichlet, Neumann-Dirichlet case, same arguments can be used. After unique recovery of the two spectra σ α 2 ,β and σ α 1 ,β , the potential can be uniquely determined by Levinson's theorem. Proof. In this case proofs of Lemma 3.8 and Theorem 3.10 can be applied. Again, asymptotics of the spectra will not make any change on the arguments used in the proofs to obtain uniqueness of the two spectra. After unique recovery of the two spectra σ α 2 ,β and σ α 1 ,β , the potential can be uniquely determined by Levinson's theorem.
Appendix A. Complex function theoretical tools
In this section we recall some definitions and theorems from complex function theory used in our discussions. We will follow [13] .
A function on R is Poisson-summable if it is summable with respect to the Poisson measure Π, defined as dΠ = dx/(1 + x 2 ). The space of Poisson-summable functions on R is denoted by L 1 Π . Schwarz integral of a Poisson-summable function f is
Schwarz integral of a real valued Poisson-summable function can be given in terms of its Poisson and conjugate Poisson integrals: 
is analytic in the upper half-plane C + .
Outer functions in C + are analytic functions of the form e Sf for f ∈ L 1 Π .
Inner functions in C + are bounded analytic functions with non-tangential boundary values, equal to 1 in modulus, almost everywhere on R. If an inner function can be extended to C meromorphically, it is called meromorphic inner function, usually denoted by Θ.
Hilbert transform of f ∈ L 1 Π , denoted by f , is defined as the singular integral
It is the angular limit of Qf = ℑSf , hence the outer function e Sf coincides with e f +i f on R.
A meromorphic Herglotz function m is a meromorphic function with positive imaginary part on C + . It has negative imaginary part on C − via the relation m(z) = m(z).
There is a one-to-one correspondence between meromorphic inner functions and meromorphic Herglotz functions via equations
A meromorphic Herglotz function can be described as a Schwarz integral of a positive discrete Poisson-finite measure:
where a ≥ 0, b ∈ R. iS is also called Herglotz integral and usually denoted by H. This representation is valid even if the Herglotz function can not be extended meromorphically to C, in which case µ may not be discrete. It is called Herglotz Representation Theorem.
A similar result was proved byCebotarev. A meromorphic function is said to be real if it maps real numbers to real numbers on its domain. Theorem A.1 (Cebotarev [7] ). If the real meromorphic function m maps C + onto C + , then its poles {a k } k∈Z are all real and simple, and it may be represented in the form 
