In this paper, we propose a nonmonotone adaptive trust-region method for solving symmetric nonlinear equations problems. The convergent result of the presented method will be established under favorable conditions. Numerical results are reported.
INTRODUCTION
Consider the following system of nonlinear equations:
where :
n n g R R  is continuously differentiable, the Jacobian ( ) g x  of g is symmetric for all . It is not difficult to see that the nonlinear equations problem Eq.1 is equivalent to the following global optimization problem min ( ),
Here and throughout this paper, we use the following notations.
|| ||   denote the Euclidian norm of vectors or its induced matrix norm.
is a sequence of points generated by an algorithm, and ( ) (see [1] [2] [3] [4] [5] [6] [7] , etc.), where the trust-region methods are very successful, e.g., Moré and Sorensen [8] . Other classical references on this topic are [9] [10] [11] [12] . Trust-region methods have been applied to equality constrained problems [13] [14] [15] [16] . Many authors have studied the trust-region method [2, [17] [18] [19] [20] [21] [22] too. Zhang [23] combined the trust region subproblem with nonmonotone technique to present a nonmonotone adaptive trust region method and studied its convergence properties.
where k H is the Hessian of some function :
p is a nonnegative integer, they adjust 1 p instead of adjusting the trust radius, and k B is a safely positive definite matrix based on Schnabel and Eskow [24] modified cholesky factorization,
H is safely positive definite, and k E is a diagonal matrix chosen to make k B positive definite otherwise. For nonlinear equations, Griewank [25] first established a global convergence theorem for quasi-Newton method with a suitable line search. One nonmonotone backtracking inexact quasi-Newton algorithm [26] and the trust region algorithms [27] [28] [29] [30] were presented. A Gauss-Newton-based BFGS method is proposed by Li and Fukushima [31] for solving symmetric nonlinear equations. Inspired by their ideas, Wei [32] and Yuan [33] [34] [35] [36] [37] 
where
p is a nonnegative integer, and matrix k B is an approximation of
is generated by the following BFGS formula [31] :
we have the approximate rela-
is symmetric, we have approximately
We all know that the update Eq.5 can ensure the matrix B . This paper is organized as follows. In the next section, the new algorithm for solving Eq.1 is represented. In Section 3, we prove the convergence of the given algorithm. The numerical results of the method are reported in Section 4.
THE NEW METHOD
In this section, we give our algorithm for solving Eq.1. Firstly, one definition is given. Let
is an integer constant. Now the algorithm is given as follows.
Otherwise, go to step 2;
Step 2: Solve the problem Eq.4 with
Step 3:
If k r   , then we let 1 p p   , go to step 2. Otherwise, go to step 4;
Step 4: Let
Step
ii) The
Step 4 in Algorithm 1 ensures that the matrix
is positive definite. In the following, we give some assumptions. Assumption A. j) Let  be the level set defined by
is bounded and ( ) g x is continuously differentiable in  for all any given 0 n x R  .
jj) The matrices { } k B are uniformly bounded on 1  , which means that there exists a positive constant M such that || || ,
Based on Assumption A and Remark (ii), we have the following lemma. 
Proof. Using k d is the solution of Eq.4, for any
The proof is complete.
In the next section, we will concentrate on the convergence of Algorithm 1.
CONVERGENCE ANALYSIS
The following lemma guarantees that Algorithm 1 does not cycle infinitely in the inner cycle. Lemma 3.1. Let the Assumption A hold. Then Algorithm 1 is well defined, i.e., Algorithm 1 does not cycle in the inner cycle infinitely.
Proof. First, we prove that the following relation holds when p is sufficiently large
By Lemma 2.1, we conclude that
By Eqs.12-14, and || ||
Therefore, for p sufficiently large, which implies Eq.11. The definition of the algorithm means that
This implies that Algorithm 1 does not cycle in the inner cycle infinitely. Then we complete the proof of this lemma. 
Then we get Proof. By the definition of the algorithm, we get
We proceed the proof in the following two cases.
In this case, from the definition of ( )
and Eq.17, it holds that
In this case, using induction, we can prove that In the following theorem, we establish the convergence of Algorithm 1. 
Proof. We prove the theorem by contradiction. Assume that the theorem is not true. Then here exists a constant 1 0 
Therefore, according to Assumption A(j), Lemma 2.1, Eq.20, and Eq.21, there is a constant 1 
where k p is the value of p at which the algorithm gets out of the inner cycle at the point k
In the experiments, the parameters were chosen as 0. (Table 1) indicate that the proposed method performs quite well for the Problem. Moreover, the inverse initial points and the initial points don't influence the performance of Algorithm 1 very much. Especially, the numerical results hardly change with the dimension increasing.
Discussion. In this paper, based on [23] , a modified algorithm for solving symmetric nonlinear equations is presented. The convergent result is established and the numerical results are also reported. We hope that the proposed method can be a topic of further research for symmetric nonlinear equations. 
