The National Institute for Health and Care Excellence (NICE) emphasises that cost-effectiveness is not the only consideration in health technology appraisal and is increasingly explicit about other factors considered relevant but not the weight attached to each.
INTRODUCTION

NICE decision-making
Health technology assessment (HTA) agencies' decision-making criteria are important for health care providers, patients' eligibility for health care and technology firms' revenue and investment and production decisions about current and potential products. Stafinski et al. (2011) note that although European countries' centralised authorities state their criteria, "there remains a lack of transparency around critical elements, such as how multiple factors or criteria are weighed during committee deliberations".
The National Institute of Health and Care Excellence (NICE) provides guidance on which health care interventions are available from the National Health Service (NHS) in England and Wales. Although NICE's remit and aims are defined by its establishing legislation, NICE was allowed to develop its methods and processes, which have become increasingly stable and clear. However, areas of considerable uncertainty remain about their decision-making criteria. Rawlins and Culyer (2004) state that NICE's main decision-making criterion is cost-effectiveness, usually measured by the incremental cost-effectiveness ratio (ICER) expressed as cost per quality-adjusted life-year (QALY) gained. The 'threshold' ICER that determines whether a technology is cost-effective is intended to represent the opportunity cost to a fixed-budget NHS of adopting a technology in terms of QALYs forgone (McCabe et al., 2008; NICE, 2013) . This 'shadow price of a QALY' is quantified but not as a single 'threshold'. Instead, ranges that affect the probability of recommending a technology are described. Although probability is invoked, the actual probabilities are not quantified. However, Rawlins and Culyer (2004) suggested that a curve relating increasing risk of rejection and log-ICER would be a sigmoid, with inflexion points at £5000-£15 000 and £25 000-£35 000/QALY gained. The most recent and definitive statement by NICE (2013) is that technologies costing < £20 000/QALY gained are normally considered cost-effective. Above £20 000/QALY, judgements take account of uncertainty, innovation and whether there are non-health outcomes, end of life considerations or stakeholder views that quality of life gains are inadequately captured; these increase in importance as ICERs increase. Moreover, interventions for children, disadvantaged populations and severe diseases are treated more favourably (NICE, 2008 (NICE, , 2009 Rawlins et al., 2010) . However, it is explicitly said that some factors are not taken into account, for example, orphan drugs for rare conditions (Littlejohns and Rawlins, 2009 ).
Appealing to probabilities rather than thresholds gives NICE considerable decision-making discretion and reduces challenges to its approach and to any precise value for the threshold. However, it generates uncertainty about why particular decisions are made, which reduces NICE's accountability and predictability of future decisions, which may affect decisions about health technology research and development. The weights attached to other factors are also rarely quantified, and their impact/importance is therefore even more uncertain than cost-effectiveness.
In this paper, we explore the role of different criteria used in decision-making by a public body comprising multiple committees, each comprising multiple individuals who weigh criteria up via a 'deliberative process' (Culyer, 2006 (Culyer, , 2009 NICE, 2013) . Such processes typically involve scientific evidence (both context-free and context-sensitive) and 'colloquial' evidence (any other evidence that people use in making decisions). The appraisal committee's role is not to ensure correct application of an explicit decision-making formula but to exercise judgement over available evidence, including that offered by its members. Criteria for decision-making are equally non-explicit, involving a 'search' for them based on expert opinion, research and accumulated experience (Culyer et al., 2007) . Lack of clarity and deliberate non-explicitness add to the importance of exposing implicit criteria and value judgements affecting public spending to public scrutiny and assessing the extent to which society's preferences are reflected by implied weights.
Previous research
This analytical framework was used in previous studies. Devlin and Parkin (2004) found that cost-effectiveness was the key driver of NICE decisions, although uncertainty and burden of disease were also significant. Dakin et al. (2006) found that decisions were influenced by cost-effectiveness, clinical evidence, technology type, and patient group submissions. Cerri et al. (2014) found that in addition to cost-effectiveness, demonstration of statistical superiority of the primary endpoint in clinical trials, the number of pharmaceuticals appraised within the same appraisal and the appraisal year were also important.
Similar approaches have been used to analyse other HTA bodies' decisions. Linley and Hughes (2012) , Mshelia et al. (2013) and Harris et al. (2008) analysed decisions about new medicines by the All Wales Medicines Strategy Group, the Scottish Medicines Consortium and the Australian Pharmaceutical Benefits Advisory Committee, respectively. Each found that criteria in addition to cost-effectiveness significantly affected decisions. In contrast, Tappenden et al. (2007) used a stated preference approach to explore how important decision criteria are to NICE committee members; significant variables included the ICER, uncertainty, availability of other therapies, and severity of illness.
Aims
This paper assesses the impact of NICE's criteria on its decision-making in practice and estimates the weights given to different criteria implicit within NICE technology appraisal (TA) decisions. We investigate empirically the effect of different factors on the likelihood of NICE recommending a technology, using a revealed preference approach to model decision-making, building on and extending earlier studies (Devlin and Parkin, 2004; Dakin et al., 2006; Cerri et al., 2014) . In particular, the much larger number of decisions now available facilitate exploration of additional research questions and examine changes over time. Statements about thresholds have evolved in subtle yet important ways: initially, an 'unwritten rule' of £30 000; then descriptions as lying between £20 000 and £30 000 (NICE, 2005) ; finally, references to £20 000 with exceptions (NICE, 2008 (NICE, , 2013 . Key aspects of TA processes and methods have also evolved.
We used logistic regression to estimate binary econometric models predicting whether or not a technology was recommended. Recommendations for whole TAs involve three alternatives: 'yes' to all patients and technologies considered; 'no' to all patients; and 'restricted' or 'optimised' (NICE, 2010), meaning 'yes' to some patient subgroups and 'no' to others. Dakin et al. (2006) and Cerri et al. (2014) categorised recommendations in this manner, but this has important limitations. The evidence considered in restricted recommendations may differ between the patient subgroups for whom the technology is recommended or rejected, and the proportion of patients accessing the technology varies considerably (O'Neill and Devlin, 2010) . We therefore divide restricted appraisals into their component yes/no decisions about the use of a single technology for a clearly defined group of patients. This enables us more precisely to link the decision to the evidence.
We aimed to address the following:
1. Does the probability of rejection increase with increasing ICER? 2. Are past NICE decisions consistent with NICE's stated threshold range and/or Rawlins and Culyer's sigmoid curve? 3. Do other factors identified by NICE affect the rejection probability? Do factors that are said not to merit special consideration affect it? 4. Have NICE's decision criteria or threshold or both changed over time?
METHODS
Decisions included in the analysis
The data for this study were obtained from HTAinSite© (www.htainsite.com) and initially comprised all 240 NICE TAs published by 31 December 2011, with the exception of 11 appraisals that were terminated before any decision was made (Figure 1) .
Each of the 229 non-terminated TAs was subdivided into 1-19 component decisions, each representing a NICE decision to either recommend or reject a single technology in a specific patient population. Subdivision of each TA inevitably requires a degree of researcher judgement; our data set follows that of HTAinSite, which uses a carefully documented protocol providing a set of principles for making those judgements consistently (refer to Supporting Information).
Regression analyses focused on decisions with available, quantified cost/QALY estimates lying in the northeast quadrant of the cost-effectiveness plane, where treatment is more effective and more costly than its comparator (refer to Sections 2.2 and 3.1).
Variables extracted and analysed
The conceptual judgements underpinning NICE appraisals that were outlined in Section 1 were used to select a core set of variables for the first regression model (model 1) from the fields available in HTAinSite (Table I ). In addition to the ICER, we included one variable indicating the amount of clinical evidence (Total_pts_in_RCTs) because previous work showed this to be important (Dakin et al., 2006) and a variable capturing any temporal trends (Date). We also included one measure of stakeholder involvement (Pt_group_sub), whether the intervention was the only treatment for this population, whether the decision concerned children and a crude measure of disease severity. End of life considerations were not included in model 1 as such data are only available since 2009. Uncertainty around the ICER and innovation were not included in model 1 as a result of difficulties defining variables that consistently capture these issues.
However, HTAinSite did not provide all the data required for modelling. A key issue was identification of the 'main' ICER associated with each decision. HTAinSite records all ICERs mentioned in the TA documentation. For our analysis, however, stronger value judgements were required to identify the 'main' ICER(s) that drove NICE decisions. We developed a set of principles to guide our selection of the relevant ICERs (refer to Supporting Information).
For 45% (229/510) of decisions with usable ICERs, we identified ≥2 ICERs that informed NICE's decisionmaking. Taking the mean, median or midpoint of the reported ICERs would have made assumptions about how NICE used this information in their decision-making. It would also have prevented us from including decisions with ICERs 'above £X' and would overestimate the precision of our regression results by ignoring the uncertainty around the ICER. Instead, we used a simulation approach to sample repeatedly (100 times) from the list of ICERs identified for each decision. For the 198 decisions with 2-40 relevant ICERs, the ICER used in each of 100 iterations was randomly sampled by assigning equal probability to all ICERs that appeared from the Guidance to have influenced the decision. For the 31 cases giving a range or lower/upper limit, ICER values were sampled from a list of all ICERs within our data set that lay in the relevant range because ICERs follow an unknown distribution and may approach infinity (Briggs and Fenn, 1998 ). These sampling procedures generated 100 data sets, each with different ICER data for those decisions with >1 relevant ICER. Regression analyses included only decisions concerning treatments that are more costly and more effective than their comparator. Sixty-four decisions for which all relevant ICERs indicated that the technology that was either dominated or dominant relative to its comparator were excluded from regression analyses because dominance perfectly predicted NICE recommendations. ICERs in the south-west quadrant of the cost-effectiveness plane have the opposite interpretation to those in the north-east quadrant, and the two types of ICER data cannot easily be combined without making value judgements about NICE's preferences; we therefore also excluded six decisions for which all ICERs lay in the south-west quadrant. Twenty-two decisions had ICERs in >1 quadrant; these decisions were included in regression analyses in those data sets where a north-east quadrant ICER was sampled and were dropped from regressions in data sets where an ICER from another quadrant was sampled. As result, 440 decisions were included in regression analyses on ≥1 data set, although the number of decisions included in each regression varied between 424 and 432 (mean = 428), depending on the number of north-east quadrant ICERs in each data set. 
Modelling approach
We modelled NICE decisions using logistic regression, which relates the probability (P) of a technology being recommended by NICE (y i = 1) to a set of explanatory variables (x i ) as follows:
where β is a vector of parameters to be estimated and presented as odds ratios: For example, a one unit change in the jth variable, x j , is associated with the odds ratio, exp(β j ). Standard errors were adjusted for within-appraisal clustering of decisions because decisions concerning different drugs or patient populations within the same appraisal are made by the same committee on the same day and are often based on similar or related evidence, so they are unlikely to be independent. All statistical analyses were conducted in Stata Version 12.
Regression models were run separately on all 100 data sets with differing ICERs, and results were combined by implementing Rubin's rule (Carlin et al., 2008) , which averages parameter estimates (e.g. regression coefficients) across multiple (imputed) data sets and adjusts standard errors to allow for uncertainty around ICER values.
Model selection
The primary measure of model performance comprised the proportion of decisions that were correctly classified because it is not valid to apply Rubin's rule to the measures of model fit or likelihood, such as pseudo-R 2 and Akaike's information criterion (AIC; White et al., 2011) . Ideally, the proportion of correctly predicted outcomes would be based on a validation sample independent of the data used to estimate the model (Copas, 1983) . Unfortunately, this was not feasible because of the limited number of appraisals available; we therefore rely on a single data set to both estimate and assess model performance, which may result in overly optimistic results.
The proportion of NICE decisions correctly predicted, together with the specificity (the proportion of 'no' decisions predicted as 'no') and sensitivity (the proportion of 'yes' decisions predicted as 'yes'), was calculated by assuming that all technologies with ≥50% predicted probability of success would be recommended by NICE. Pseudo-R 2 and AIC calculated from the mean log-likelihood for the best models (averaged across all data sets) are also shown for illustration, although these figures should be interpreted with caution.
Our analyses were primarily exploratory and aimed to identify which factors are most influential and the best way to input each factor. We therefore explored a wide range of model specifications in four stages, which were used to determine the specification of models 2-4. In stages B and C, prediction accuracy was compared between models and the model with the highest proportion of decisions correctly classified was taken forward to the next stage.
(A) Evaluation of model 1, which included only the seven variables that we predicted, a priori, to have the most effect on NICE decisions (Table I) . (B) Identification of additional variables explaining NICE decision-making. We added additional independent variables into model 1 to assess whether they improved prediction accuracy and/or had a significant effect on NICE decisions and removed variables from model 1 one at a time to identify those which best explained NICE decisions. All the variables that improved prediction accuracy when considered individually were then evaluated simultaneously in model 2. Those variables that were statistically significant were included in model 3. (C) Alternative specifications: We then varied the specification of the variables in model 2 to evaluate the effect that this has on the proportion of decisions that are correctly classified and the statistical significance of this parameterisation. Alternative specifications (e.g. interactions or squared terms) were considered for each variable (refer to Supporting Information); the specification for each variable that had highest prediction accuracy when considered individually was included in model 4. (D) Sensitivity and subgroup analyses: conducted on model 4 (refer to Supporting Information). Models 1-4 were compared against a model including only the ICER (model 5). Methods similar to those described by Devlin and Parkin (2004) were used to estimate the ICER at which there is a 25, 50 or 75% chance of a positive NICE recommendation. The predicted log-odds of NICE saying 'yes' was calculated for different ICER values by multiplying the vector of estimated coefficients by the vector of mean values for other explanatory variables and the ICER value of interest. Similar figures were estimated for particular types of decisions (e.g. those on cancer) by repeating calculations using values of zero and one for that dummy variable in place of its mean. The predicted probability of NICE rejection was plotted against ICER and compared against the sigmoid curve proposed by Rawlins and Culyer (2004) .
RESULTS
Exploratory data analysis
Our data set comprised 763 decisions from 229 appraisals (Figure 1 ). Of these, 253 decisions that did not report any usable ICERs were omitted from regression analyses: a) Seventy decisions were 'no' as a result of of clinical evidence; these decisions had significantly fewer patients in RCTs (p < 0.001) than other decisions (Table II) , although 59% (41/70) were nonetheless supported by ≥1 RCT. b) Sixty-three decisions were 'yes' on clinical grounds (e.g. because all alternative technologies were contraindicated or not tolerated), while 28 decisions were 'no' on clinical grounds (e.g. because treatment was 'clinically inappropriate' in that patient group). The decisions made on clinical grounds were, on average, published 2 years earlier than the average decision based on cost-effectiveness (p < 0.001), had less RCT evidence (p = 0.006) and were more likely to be for children (p < 0.001), although the characteristics were otherwise similar (Table II) . c) One hundred seventy-four decisions that appear to have been based on cost-effectiveness did not have available north-east quadrant ICERs. For 39 of these decisions, cost-utility analysis was not undertaken, although another form of economic evaluation was done (e.g. cost-effectiveness analysis calculating the cost/life-year gained). A further 36 decisions made broad references to the committee's judgements about cost-effectiveness, but no specific ICERs were quoted or identified; this included statements that the ICER 'approaches infinity' or was 'likely to be cost-effective'. Seventeen decisions were based on cost/QALY ICERs that were not available for analysis (e.g. because they were commercial in confidence or the guidance document was unavailable). Thirty-three decisions were 'no' as treatment was dominated by its comparator, while 31 were 'yes' as treatment dominated. Six decisions had ICERs in the south-west quadrant, of which one was 'no'. As discussed in Section 2.2, we allowed for decisions with >1 relevant ICER by sampling 100 data sets with different ICER values for these decisions. On average across the 100 data sets, a further 12 decisions were excluded from regression analyses because non-north-east quadrant ICERs were sampled from a set of relevant ICERs spanning >1 quadrant. The 174 decisions based on cost-effectiveness that lacked available north-east quadrant cost/QALY ICERs tended to be published about 4 years earlier than those included in regression analyses (p < 0.001) and were less likely to be single technology appraisals (STAs; p < 0.001) or only treatments (p < 0.001).
Among the 428 decisions with available north-east quadrant ICERs, ICERs differed significantly between 'yes' and 'no' decisions (p < 0.001; Table II) . Exploratory data analysis also demonstrated that the proportion of technologies rejected by NICE increases substantially with ICER (particularly at~£27 500 and~£47 500/ QALY), although there are numerous exceptions (Figure 2 ). 3402 (6681) 680 (1474) 1502 (2227) 1965 (2829) 3817 (5048) 2861 (4924) 3108 (5754) 4812 ( 
*Mean AIC and pseudo-R 2 are shown for illustration only. Models were estimated separately for each of 100 data sets with ICERs sampled from the list of those relevant to each decision; the log-pseudo-likelihood for the model (LL M ) and for the constant-only model (LL 0 ) were averaged over the 100 data sets. AIC was calculated manually from the mean log-likelihood as À2LL M + 2k and adjusted pseudo-R 2 was calculated as 1 À (LL M / LL 0 ) × ((n À 1) / (n À k)), where k = number of model parameters (explanatory variables plus constant) and n = number of decisions. † The mean values for all other model parameters were multiplied by model coefficients to calculate the predicted log-odds of a positive NICE recommendation at a range of ICER values; the resulting figures were used to identify the ICER at which the probability of NICE saying 'yes' equalled 25, 50 and 75%.
FACTORS INFLUENCING NICE DECISIONS
Factors affecting NICE decisions
Model 1 evaluated the impact of the seven variables considered most likely to influence NICE decision-making (Tables III and IV) . This model fitted the data well (mean adjusted pseudo-R 2 = 0.34) and correctly classified 82.5% of NICE decisions (Table III) . As expected, the ICER had a significant effect on NICE decisions, with every £1000 increase in the ICER reducing the odds of NICE recommending the technology by 6.9% (95% confidence interval (CI): 4.3, 9.4%; p < 0.001; Table IV) .
However, clinical evidence, having no alternative treatments, paediatric population, patient group submission, disease severity and date had no significant effect on NICE decisions (p ≥ 0.29; Table IV ). Nonetheless, omitting any variable from the model other than disease severity slightly reduced prediction accuracy, suggesting that these variables may help explain some NICE decisions.
Taking account of 12 of the 17 additional variables evaluated in stage B slightly improved prediction accuracy. Model 2 (Table IV) therefore included these variables, in addition to all variables from model 1 other than severity (which was omitted to improve prediction accuracy). Model 2 correctly classified 84.67% of NICE decisions: a small improvement on model 1 (Table III) .
There were also marked differences in the probability of NICE rejection between diseases. The odds of a positive NICE recommendation were 5.7-fold higher (p = 0.007; 95% CI: 1.6, 20.3) for musculoskeletal disease interventions, 3.1-fold higher (p = 0.029; 95% CI: 1.1, 8.4) for interventions treating, preventing or diagnosing cancer and 71% lower (p = 0.037; 95% CI: 7, 91%) for interventions for respiratory disease. Model 4 gave similar findings (Supporting Information).
These findings were largely confirmed by model 3, which included only statistically significant variables (ICER, musculoskeletal disease, cancer and respiratory disease), although omitting the non-significant variables reduced prediction accuracy to 83.5% and reduced the magnitude of the coefficients for each of the three diseases, such that cancer and musculoskeletal disease had no statistically significant effect at the 5% level (p ≥ 0.103).
The impact of end of life criteria was evaluated in a subset of appraisals published after these criteria were introduced in January 2009 (NICE, 2009 ). This suggested that interventions meeting the end of life criteria were 3.4-fold more likely (p = 0.15; 95% CI: 0.64, 17.9) to be recommended by NICE than those that did not meet the criteria. A sensitivity analysis found that allowing for the committee making NICE recommendations slightly improved prediction accuracy, although there were no statistically significant differences between committees. However, overall, the impact of additional variables on prediction accuracy was very small, with no variable increasing prediction accuracy by more than one percentage point. Indeed, omitting all variables except the ICER correctly classified 82% of NICE decisions (Table III, model 5) . By contrast, omitting the ICER from model 2 suggests that the other variables would correctly classify only 73.1% of NICE decisions.
Relationship between ICER and probability of NICE recommendation
Coefficients from models 1-5 were used to estimate how the probability of NICE rejection varied with ICER, holding all other parameters at mean values ( Figure 3 , Table III ). The ICER at which the average product had a 50% chance of rejection decreased as additional variables were taken into account, from £43 949 for model 5 (which considered only the ICER) to £39 417 for model 4 (Table III, Figure 3) . The interaction between ICER and patient group submission also increased the gradient for model 4, such that the probability of NICE rejection increases over a narrower range of ICERs.
However, although the choice of model had relatively little effect on the relationship between ICER and recommendation when other variables were held at their mean value, varying the values of other variables often produced substantial shifts in the curve. For example, for model 4, the ICER at which the probability of NICE saying 'yes' was 50% was £20 356/QALY for respiratory disease, £37 950 for cardiovascular disease, £46 082 for cancer, £49 292 for infectious disease, £55 512 for musculoskeletal disease, and £32 263 for other diseases.
The decisions that were poorly predicted by our models were generally rejected because of substantial uncertainty or included statements within the guidance suggesting that the committee believed the ICER to be at/near the top or bottom of the stated range. This is supported by a sensitivity analysis using the minimum ICER for all 'yes' decisions and the maximum ICER for all 'no' decisions, which correctly classified 93.0% of decisions; this may suggest that around two-thirds of the decisions poorly predicted by our model are misclassified because of difficulties identifying the ICER that drove the committee's decision based on secondary data.
Has NICE's threshold changed over time?
Model 1 suggested that publication date had no significant effect on NICE decisions (p = 0.31) and estimated that the odds of a positive NICE recommendation increased by 6% (95% CI: À5, 19%) per year between 2000 and 2011. Similarly, although inflation will also affect the real value of any ceiling ratio, inflating ICERs to 2011/2012 values using the hospital and community health service pay and price index (Curtis, 2012) reduced prediction accuracy. We Figure 3 . Predicted probability of NICE rejections at different ICER values for models 1-5, holding all other variables at mean levels FACTORS INFLUENCING NICE DECISIONS examined alternative specifications of publication date to assess the impact on prediction accuracy, although no statistically significant temporal trends were observed.
DISCUSSION
Implications for understanding how NICE weighs up benefits and costs
Our analyses demonstrate that cost-effectiveness is the principal determinant of most NICE decisions and that the probability of rejection increases significantly with increasing ICER. The finding was robust to extensive sensitivity analyses varying modelling approaches.
The relationship between ICER and the probability of NICE rejection appears to follow a sigmoid curve with points of inflexion. However, the data support neither the £5000-£15 000/QALY and £25, 000-£35, 000/QALY inflexion points proposed by Rawlins and Culyer (2004) nor NICE's stated threshold range. Based on NICE (2008, 2013) statements, we would expect the following: for ICERs under £20 000/QALY, the probability of rejection would be <0.5; above £30 000/QALY, it would be >0.5; and the switch from odds-on to odds-against would be somewhere in between. We estimate that, in practice, the ICER at which the probability switches from more-likely-toaccept to more-likely-to-reject is between £39 000 and £44 000: well above the stated £20 000-£30 000 range.
It is informative to compare our estimates with emerging evidence on what the cost-effectiveness threshold should be. Claxton et al. (2013) and Appleby et al. (2009) adopt an opportunity cost definition of the threshold, while Baker et al. (2010) provide estimates of the social value of a QALY. While NICE formally subscribes to an opportunity cost definition, our results clearly show that, in practice, NICE often recommends technologies with ICERs that are well above the opportunity cost estimate of Claxton et al. (2013) but somewhat closer to the social value of a QALY (Baker et al., 2010) .
Temporal trends and impact of other factors
Although allowing for temporal trends improved model performance, time had no significant effect on NICE decisions and the relationship we estimate between cost-effectiveness and NICE decisions between 1999 and 2011 is remarkably similar to that reported by Devlin and Parkin (2004) for the years 1999-2002, despite the many changes in NHS budgets, prices and productivity in the intervening 7 years. Although the models reported here treat ICERs in nominal terms, inflation must have affected the prices and costs embodied in the ICERs in appraisals conducted over this 10-year period; nevertheless, inflation-adjusting ICERs reduced model performance.
The single factor other than cost-effectiveness that emerged from our analyses as exerting a significant effect on decisions is the type of disease that the technology is intended to prevent, diagnose or treat. NICE rejections were significantly less likely for cancer and musculoskeletal disease but more likely for respiratory disease. It is unclear whether such trends reflect a causative relationship between disease and NICE decisions (e.g. driven by political priorities, the shadow price of a QALY and/or willingness to pay) or whether it reflects selection of topics or other characteristics of the decisions within each disease area. The finding for cancer was clearest before the end of life guidance was introduced, with 75% (49/65) of cancer decisions before January 2009 being 'yes', versus 46% (24/52) after; however, the end of life guidance may have simply formalised something that NICE was already taking into account. Other than certain diseases, no variables other than cost-effectiveness significantly predicted NICE decisions. However, the relevance of statistical significance is unclear when the sample includes the whole 'population' of NICE decisions published before 2012.
NICE's appraisal process is intended to reflect and incorporate multiple criteria, but the effect on decisions of criteria other than cost-effectiveness is not readily detectable; it could therefore be argued that NICE should be more transparent about the criteria being used and the importance attached to these (Devlin and Sussex, 2011) . However, others argue that a deliberative process without pre-defined weights is needed to consider the evidence and make complex decisions (Culyer and Lomas, 2006) . However, it is possible that NICE took account of other factors that cannot easily be defined or quantified were not explicitly noted in the Guidance, or were one-off considerations specific to particular decisions. In
