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Abstract
A CDC algebra is a reflexive operator algebra whose lattice is completely distributive and commutative.
Nearly twenty years ago, Gilfeather and Moore obtained a necessary and sufficient condition for an isomor-
phism between CDC algebras to be quasi-spatial. In this paper, we give a necessary and sufficient condition
for a derivation δ of CDC algebras to be quasi-spatial. Namely, δ is quasi-spatial if and only if δ(R) maps
the kernel of R into the range of R for each finite rank operator R. Some examples are presented to show
the sharpness of the condition. We also establish a sufficient condition on the lattice that guarantees that
every derivation is quasi-spatial.
© 2005 Elsevier Inc. All rights reserved.
Keywords: CDC algebra; Derivation; Quasi-spatiality
1. Preliminaries
Let H be a complex Hilbert space and B(H) be the algebra of all linear bounded operator
on H. Suppose that A is a subalgebra of B(H) and δ :A→ B(H) is a linear mapping. We call
δ a derivation if δ(AB) = Aδ(B) + δ(A)B for all A,B ∈ A; and an inner (spatial) derivation
if there exists an operator T in B(H) such that δ(A) = TA − AT for all A ∈ A. Compared to
the spatiality, the quasi-spatiality is a slightly weaker notion. Formally, we call δ a quasi-spatial
derivation if there exists a densely defined, closed linear operator T : Dom(T ) → H with the
domain Dom(T ) invariant under every element of A, such that δ(A)x = (T A − AT )x for all
A ∈A and x ∈ Dom(T ). Every derivation of AF von Neumann algebra is inner [3]. This is also
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subspace lattice algebras are quasi-spatial.
The purpose of the present paper is to investigate the quasi-spatiality of derivations of the
reflexive algebras with completely distributive commutative lattices. As examples in Section 3
show, some of these derivations are not quasi-spatial, while some are quasi-spatial but not spatial.
In Section 2, a necessary and sufficient condition for such a derivation to be quasi-spatial is
given, which is parallel to the condition obtained by Gilfeather and Moore in [5] such that an
isomorphism is quasi-spatial. More precisely, a derivation δ is quasi-spatial if and only if δ(R)
maps the kernel of R into the range of R for each finite rank operator R which is the sum
of finitely many rank one operators in the algebra. In Section 4, we discuss some sufficient
conditions on the lattice that ensure all derivations be quasi-spatial.
Let us introduce the notation and the concepts. A subspace lattice L of a complex Hilbert
space H is a strongly closed collection of projections on H that is closed under the usual lattice
operations ∧ and ∨, and contains the zero operator 0 and the identity operator I . A totally
ordered subspace lattice is called a nest. A subspace lattice L is called a commutative subspace
lattice, or a CSL, if each pair of projections in L commute. For standard definitions concerning
completely distributive subspace lattices see [7,8]. From [11] we know that a subspace lattice is
completely distributive if and only if it is strongly reflexive. More precisely, a subspace lattice L
is completely distributive if and only if E =∨{F ∈ L: F−  E} for every E ∈ L with E = 0,
which is also equivalent to the condition E =∧{F−: L ∈ L and F  E} for every E ∈ L with
E = I , where F− =∨{G ∈ L: G  F }.
For a subspace lattice L on H, the associated subspace lattice algebra AlgL is the set of
operators on H that leave invariant every projection in L. Obviously, AlgL is a unital weakly
closed subalgebra of B(H). Dually, if A is a subalgebra of B(H) we denote by LatA the col-
lection of projections that are left invariant by all operators in A. An algebra A is reflexive if
A= Alg LatA, and a lattice L is reflexive if L= Lat AlgL. Every CSL is reflexive [1]. Clearly,
every reflexive algebra is of the form AlgL for some subspace lattice L and vice versa. We
will call a reflexive algebra AlgL a CSL algebra if L is a CSL, and a CDC algebra if L is a
completely distributive CSL.
Given a subspace lattice L, we set
J (L) = {E ∈ L: E = 0 and E− = I }.
The relevance of J (L) is due to the following lemma which will be frequently used.
Lemma 1.1. [12] Let L be a subspace lattice on a Hilbert space H. Then the rank one operator
x ⊗ y belongs to AlgL if and only if there is an element E ∈ J (L) such that x ∈ E and y ∈ E⊥− .
Here x ⊗ y is defined as (x ⊗ y)z = (z, y)x for z ∈H.
In this paper, we will ignore the distinction between a projection and its range. So we can
identify L with the lattice of subspaces {EH: E ∈ L}, and speak of element of a subspace lattice
as projection or subspace interchangeably.
2. Quasi-spatiality of derivations
Given a reflexive algebra AlgL, we will use R1(L) to denote the algebra generated by all
rank one operators in AlgL. We mention that R1(L) need not be equal to the space of all finite
rank operators even if AlgL is a CDC algebra.
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that an algebraic isomorphism between CDC algebras is quasi-spatial if and only if it preserves
the rank of all finite rank operators.
Theorem 2.1. Let L be a completely distributive and commutative lattice on a separable Hilbert
space H. Let
δ : AlgL→ B(H)
be a derivation. Then the following are equivalent:
(i) δ is quasi-spatial, implemented by a densely defined, closed linear operator T : Dom(T )→H
with the domain Dom(T ) invariant under every element of AlgL.
(ii) For every finite rank operator R ∈R1(L), δ(R) maps the kernel of R into the range of R.
That (i) implies (ii) is obvious. The remainder of this section is to prove that (ii) implies (i).
To do this, we need some lemmas, in which the notations in the statement of the theorem are kept
and δ is assumed to satisfy the condition (ii).
Lemma 2.2. Let E be in J (L). Then there are two linear mappings SE :E⊥− → H and
TE :E →H such that
(i) for all x ∈ E and y ∈ E⊥− , we have δ(x ⊗ y) = x ⊗ SEy + TEx ⊗ y;
(ii) for all x ∈ E and A ∈ AlgL, we have δ(A)x = (TEA −ATE)x.
Proof. (i) For any non-zero vectors x ∈ E and y ∈ E⊥− , since δ(x ⊗ y)({y}⊥) ⊆ Cx, there is a
continuous linear functional fx,y on {y}⊥ such that for each z ∈ {y}⊥,
δ(x ⊗ y)z = fx,y(z)x.
By the Riesz Representation Theorem, there is a unique vector zx,y ∈ {y}⊥ such that
δ(x ⊗ y)z = (z, zx,y)x
for every z ∈ {y}⊥. Furthermore, if we define a linear mapping Ty :E → H by Tyu =
δ(u ⊗ y)y/‖y‖2 for u ∈ E, then for all λ ∈ C and all z ∈ {y}⊥, we have that
δ(x ⊗ y)(λy + z) = λ‖y‖2Tyx + (z, zx,y)x.
So for all x ∈ E and y ∈ E⊥− ,
δ(x ⊗ y) = Tyx ⊗ y + x ⊗ zx,y . (2.1)
We claim that zx,y depends only on y. To see this, fix a non-zero vectors y in E⊥− , and let
x1 and x2 be non-zero vectors in E. First suppose that x1 and x2 are linearly dependent, say
x2 = λx1 for some λ ∈ C. Then by (2.1),
Tyx2 ⊗ y + x2 ⊗ zx2,y = δ(x2 ⊗ y) = λδ(x1 ⊗ y) = λ(Tyx1 ⊗ y + x1 ⊗ zx1,y)
= Tyx2 ⊗ y + x2 ⊗ zx1,y .
So zx1,y = zx2,y . Now suppose that x1 and x2 are linearly independent. From
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= δ((x1 + x2)⊗ y
)= δ(x1 ⊗ y)+ δ(x2 ⊗ y)
= Tyx1 ⊗ y + x1 ⊗ zx1,y + Tyx2 ⊗ y + x2 ⊗ zx2,y
we get
x1 ⊗ (zx1+x2,y − zx1,y) = x2 ⊗ (zx2,y − zx1+x2,y),
and hence zx1,y = zx1+x2,y = zx2,y . The claim is established.
Therefore, for each y ∈ E⊥− there exists a unique vector zy orthogonal to y such that
δ(x ⊗ y) = Tyx ⊗ y + x ⊗ zy
holds for all x ∈ E. By the same way as the preceding, we can verify that if y1 and y2 are linearly
independent vectors in E⊥− , then the difference Ty1 − Ty2 is a scalar multiple of E.
Now fix a non-zero vector y0 ∈ E⊥− and set TE = Ty0 . Let y be in E⊥− . If y and y0 are linearly
independent, supposing Ty = Ty0 + λy for some λy ∈ C, we have that, for all x ∈ E,
δ(x ⊗ y) = Tyx ⊗ y + x ⊗ zy = (Ty0 + λy)x ⊗ y + x ⊗ zy = TEx ⊗ y + x ⊗ (λ¯yy + zy);
if y and y0 are linearly dependent, say y = λy0 for some λ ∈ C, then for all x ∈ E,
δ(x ⊗ y) = λ¯δ(x ⊗ y0) = TEx ⊗ y + x ⊗ λzy0 .
So there exists a unique vector SEy such that δ(x ⊗ y) = x ⊗ SEy + TEx ⊗ y. It is easy to see
that the map SE :E⊥− →H is well defined and linear. This proves (i).
(ii) Let x ∈ E, y ∈ E⊥− , A ∈ AlgL. Note that Ax ∈ E. From the preceding result and the fact
that δ is a derivation, it follows that
Ax ⊗ SEy + TEAx ⊗ y = δ(Ax ⊗ y) = δ(A)x ⊗ y +Aδ(x ⊗ y)
= δ(A)x ⊗ y +Ax ⊗ SEy +ATEx ⊗ y.
So δ(A)x ⊗ y = TEAx ⊗ y − ATEx ⊗ y, and hence δ(A)x = (TEA− ATE)x. 
Lemma 2.3. Let E and F be in J (L) and suppose EF = 0. Then there exists a scalar λE,F such
that TE + λE,F and TF agree on E ∩ F .
Proof. For all x ∈ E ∩ F , y ∈ E⊥− , we have that
x ⊗ SEy + TEx ⊗ y = δ(x ⊗ y) = x ⊗ SEF y + TEF x ⊗ y.
So there exists a scalar λ1 such that TEx−TEF x = λ1x for all x ∈ E∩F . Similarly, there exists a
scalar λ2 such that TF x−TEF x = λ2x for all x ∈ E∩F . It follows that TF x−TEx = (λ1 −λ2)x
for all x ∈ E ∩ F . Thus λE,F = λ1 − λ2 is as required. 
Obviously, the scalar λE,F is unique and λF,E = −λE,F . Moreover, if each pair of {E,F,G}
is comparable, then λE,G = λE,F + λF,G.
To establish the theorem, we need to fit together the TE’s into an operator. The proof which
follows is similar to an argument in [5]. We make the following definitions: Let E and F be
two projections in J (L). A chain from E to F is a finite ordered sequence {E0,E1, . . . ,En},
where E0 = E, En = F , each Ej ∈ J (L), and for each j = 0,1, . . . , n − 1 the pair {Ej ,Ej+1}
is comparable. The number n is then called the length of the chain. In particular, a chain from a
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have a scalar λE,F . Thus, given a chain {E0,E1, . . . ,En}, we have the quantity
λE0,E1 + λE1,E2 + · · · + λEn−2,En1 + λEn−1,En,
which will be referred as the λ-sum of the chain. The following lemma is the necessary one. The
proof is similar to [5, Lemma 4.5].
Lemma 2.4. The λ-sum of any cycle is 0.
Proof. Suppose that the λ-sum is not always 0 for every cycle, and let n be the smallest integer
for which there is a cycle of length n yielding a λ-sum which is not 0. Then n must be larger
than 3. Let {E0,E1, . . . ,En} be a cycle whose λ-sum is not 0; and any short has λ-sum 0.
Now arguing similarly as in the proof of [5, Lemma 4.5], we can assume that
(a) the integer n is even;
(b) for all appropriate k,
E2k+1 < E2k and E2k+1 < E2k+2; (2.2)
(c) for all appropriate k, m with k = m,
E2k+1 ∩E2m+1 = (0) and (E2k)⊥− ∩ (E2m)⊥− = (0). (2.3)
We now continue the proof by constructing a finite rank operator. For each appropriate k, take
two unit vectors y2k ∈ (E2k)⊥− and x2k+1 ∈ E2k+1. Then from the relation (2.2) and Lemma 1.1,
we know that all x2k−1 ⊗ y2k and x2k+1 ⊗ y2k belong to AlgL. Let
R = (xn−1 − x1)⊗ y0 + (x1 − x3)⊗ y2
+ (x3 − x5)⊗ y4 + · · · + (xn−5 − xn−3)⊗ yn−4
+ (xn−3 − xn−1)⊗ yn−2.
From the relation (2.3), we see that both sets {x1, x3, . . . , xn−1} and {y0, y2, . . . , yn−2} are
orthonormal. Then the vector y0 + y2 + · · · + yn−2 lies in the kernel of R, and the vector
x1 + x3 + · · · + xn−1 lies in the kernel of R∗ and hence is orthogonal to the range of R.
For the simplicity of notation, we write λk,m for λEk,Em , Tk for TEk and Sk for SEk , respec-
tively. Then by the relation (2.2) and the fact that Tk + λk,m and Tm agree on Ek ∩ Em, we have
that
δ
(
(x2k−1 − x2k+1)⊗ y2k
)
= T2k(x2k−1 − x2k+1)⊗ y2k + (x2k−1 − x2k+1)⊗ S2ky2k
= (T2kx2k−1 − T2kx2k+1)⊗ y2k + (x2k−1 − x2k+1)⊗ S2ky2k
= (T2k−1 + λ2k−1,2k)x2k−1 ⊗ y2k − (T2k+1 + λ2k+1,2k)x2k+1 ⊗ y2k
+ (x2k−1 − x2k+1)⊗ S2ky2k. (2.4)
Recall that we have assumed that δ satisfies the condition (ii) in the statement of Theorem 2.1.
So
(
δ(R)(y0 + y2 + · · · + yn−2), x1 + x3 + · · · + xn−1
)= 0.
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0 = (λn−1,0 − λ1,0)+ (λ1,2 − λ3,2)+ (λ3,4 − λ5,4)
+ · · · + (λn−5,n−4 − λn−3,n−4)+ (λn−1,n−2 − λn−3,n−2).
Since λk,m = −λm,k , we have
λ0,1 + λ1,2 + · · · + λn−2,n−1 + λn−1,0 = 0.
This contradiction completes the proof. 
Recall that a CSL algebra AlgL is irreducible if and only if the commutant is trivial,
i.e., A′ = CI , which is also equivalent to the condition that L ∩ L⊥ = {0, I }, where L⊥ =
{E⊥: E ∈ L}.
Lemma 2.5. If AlgL is irreducible, then δ is quasi-spatial.
Proof. First, suppose that E and F are fixed projections in J (L), and that {E,E1, . . . ,En−1,F }
is a chain from E to F . We define the quantity λE,F = λE,E1 + λE1,E2 + · · · + λEn−2,En−1 +
λEn−1,F . The last lemma shows that the quantity λE,F depends only on the endpoints E and F ,
and not on the choice of chain; so it is well defined.
We now fix an element F in J (L). The irreducibility of AlgL guarantees that for every
E ∈ J (L) there exists a chain from E to F . We claim that if E and G are projections in
J (L) such that E < G, then TE + λE,F and TG + λG,F agree on E. To see this, suppose that
{G,E1, . . . ,En,F } is a chain from G to F . Then {E,G,E1, . . . ,En,F } is a chain from E
to F . By the definition, we know that λE,F = λE,G + λG,F . Thus, if x ∈ E, we have that
(TE + λEF )x = (TE + λE,G + λGF )x = (TG + λGF )x.
Now we can define a linear mapping T0 from span{E: E ∈ J (L)} to H such that T0x =
(TE +λE,F )x if x ∈ E with E ∈ J (L). By Lemma 2.2(ii), if A ∈ AlgL and x ∈ E for E ∈ J (L),
we have that
δ(A)x = (TEA −ATE)x = (T0A− AT0)x, (2.5)
and by the linearity this holds on the domain Dom(T0) of T0.
Let G(T0) denote the graph of T0, i.e., G(T0) = {(x, T0x): x ∈ Dom(T0)}. Let G(T0) be the
norm closure of G(T0). LetD = {x ∈H: (x, y) ∈ G(T0) for some y ∈H}. ThenD ⊇ Dom(T0) =
span{E: E ∈ J (L)}. It follows from I =∨{E: E ∈ J (L)} that D is dense.
Let (0, y) be in G(T0). Take a sequence {(xn, T0xn): n ∈ N} from G(T0) which converges to
(0, y). Then xn → 0 and T0xn → y. Hence by (2.5), for any rank one operator R ∈ AlgL, we
have
Ry = lim
n→∞RT0xn = limn→∞
(
T0Rxn − δ(R)xn
)= 0.
Since the span of all rank one operators in a CDC algebra is weak* dense in the algebra [9],
we can conclude that y = 0. So (0, y) ∈ G(T0) only when y = 0. Hence, since G(T0) is a linear
space, we know that, for each x ∈D, there exists a unique y such that (x, y) ∈ G(T0).
Thus we can define a linear mapping T :D → H in an obvious way. Then T is a closed
operator with the dense domain D. It remains to show that D is invariant under every ele-
ment of AlgL and that δ(A)x = (T A − AT )x for all A ∈ AlgL and x ∈ D. To do this, let
A ∈ AlgL and x ∈D. Then (x, T x) ∈ G(T0) by the definition of T . Thus we can take a sequence
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and δ(A)xn → δ(A)x. It follows from (2.5) that T0Axn → δ(A)x + AT x. So (Axn,T0Axn) →
(Ax, δ(A)x +AT x). This implies Ax ∈D and TAx = δ(A)x +AT x, completing the proof. 
Proof of Theorem 2.1. Consider the restriction of δ to the core L′′ (the double commutant of L).
Recall that the core L′′ is an abelian von Neumann algebra generated by L. By [3, Theorem 10.8],
there exists an operator S in B(H) such that δ(D) = SD − DS for all D ∈ L′′. Define a new
derivation Δ : AlgL→ B(H) by Δ(A) = δ(A) − (SA − AS) for A ∈ AlgL. Then Δ vanishes
on L′′. In particular, Δ(E) = 0 for all E ∈ L. Furthermore, it is obvious that δ is quasi-spatial if
and only if Δ is quasi-spatial. So we may assume, without loss of generalization, that δ(E) = 0
for all E ∈ L.
From the proof of [5, Theorem 4.1], we know that there exists a countable set {En: n ∈ Λ}
of mutually orthogonal projections in L ∩ L⊥ such that ∨n En = I and each Alg(EnLEn) is
an irreducible CDC algebra on En; moreover, AlgL can be written as a direct sum AlgL =⊕
Alg(EnLEn). Since δ(En) = 0, Enδ(A)En = δ(EnAEn) = δ(AEn) = δ(A)En for A ∈ AlgL
and hence
δ(A) =
⊕
Enδ(A)En =
⊕
δ(EnAEn).
So δ can be written as a direct sum δ =⊕ δn, where δn : Alg(EnLEn) → B(En) is a deriva-
tion. By Lemma 2.5, there is a densely defined closed operator Tn on En with domain invariant
for Alg(EnLEn) such that δn(A)x = (TnA − ATn) for all A ∈ Alg(EnLEn) and x ∈ En. Set
T =⊕Tn. It is now easy to check that T satisfies all the requirements, and the proof is com-
plete. 
3. Examples
In this section, we present three examples of derivations of CDC algebras. The first one shows
that the condition (ii) in Theorem 2.1 is not satisfied for some rank one operators. The second
shows that such condition is satisfied for all rank one operators while not for some rank two
operators. The third shows that a derivation may be quasi-spatial but not spatial.
The algebras considered in the examples are tridiagonal algebras A2n and A∞, which were
introduced by F. Gilfeather, A. Hopenwasser and D. Larson [4]. We refer the reader to this paper
for the standard definitions. Simply speaking, the algebras A2n are tridiagonal matrices, of size
2n× 2n, of the form
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ ∗ ∗
∗
∗ ∗ ∗
∗
∗ ∗ ∗
. . .
∗
∗
∗ ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,∗
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⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ ∗
∗
∗ ∗ ∗
∗
∗ ∗ ∗
∗
∗
. . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
These algebras are all CDC algebras and have been found to be useful counterexamples to a
number of plausible conjectures. In particular, these algebras have non-trivial cohomology [4],
and they admit non-(quasi-)spatial automorphisms [5].
Example 3.1. For p,q ∈ C, define the mapping δp,q :A4 →A4 by⎡
⎢⎣
a b 0 h
0 c 0 0
0 d e f
0 0 0 g
⎤
⎥⎦ →
⎡
⎢⎣
0 0 0 ph
0 0 0 0
0 qd 0 0
0 0 0 0
⎤
⎥⎦ .
Then δp,q is a derivation. Consider the matrix of rank one
A =
⎡
⎢⎣
0 1 0 1
0 0 0 0
0 1 0 1
0 0 0 0
⎤
⎥⎦ .
Obviously, the vector a = [0,1,0,−1]T is in the kernel of A, and the vector b = [−1,0,1,0]T is
orthogonal to the range of A. A simple computation gives
bTδp,q(A)a = p + q.
So δp,q(A) does not satisfy the condition (ii) in Theorem 2.1 unless p + q = 0.
Example 3.2. For p,q, r ∈ C, define the derivation δpqr :A6 →A6 as follows:⎡
⎢⎢⎢⎢⎢⎣
a b 0 0 0 m
0 c 0 0 0 0
0 d e f 0 0
0 0 0 g 0 0
0 0 0 h i j
0 0 0 0 0 k
⎤
⎥⎥⎥⎥⎥⎦
→
⎡
⎢⎢⎢⎢⎢⎣
0 0 0 0 0 pm
0 0 0 0 0 0
0 qd 0 0 0 0
0 0 0 0 0 0
0 0 0 rh 0 0
0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎦
.
Let A be a rank one matrix in A6. Then all non-zero entries of A are confined to a single column
or row. In the either cases the range of δpqr (A) is contained in that of A; so the condition (ii) in
Theorem 2.1 is satisfied for matrices of rank one.
Now consider the matrix of rank 2
A =
⎡
⎢⎢⎢⎢⎢⎣
0 −1 0 0 0 1
0 0 0 0 0 0
0 1 0 −1 0 0
0 0 0 0 0 0
0 0 0 1 0 −1
⎤
⎥⎥⎥⎥⎥⎦
.0 0 0 0 0 0
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orthogonal to the range of A. A simple computation gives
bTδpqr (A)a = p + q + r.
So δpqr (A) does not satisfy the condition (ii) in Theorem 2.1 unless p + q + r = 0.
Example 3.3. Let δ be a derivation of A∞ implemented by the unbounded operator which is the
infinite diagonal matrix with (n,n) entry being n. In other words, we have
δ :
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a b 0 0 0 0 0 · · ·
0 c 0 0 0 0 0 · · ·
0 d e f 0 0 0 · · ·
0 0 0 g 0 0 0 · · ·
0 0 0 h i j 0 · · ·
0 0 0 0 0 k 0 · · ·
0 0 0 0 0 l m · · ·
...
...
...
...
...
...
...
. . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
→
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 b 0 0 0 0 0 · · ·
0 0 0 0 0 0 0 · · ·
0 −d 0 f 0 0 0 · · ·
0 0 0 0 0 0 0 · · ·
0 0 0 −h 0 j 0 · · ·
0 0 0 0 0 0 0 · · ·
0 0 0 0 0 −l 0 · · ·
...
...
...
...
...
...
...
. . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
One can check that no bounded operator can implement δ.
4. Further remarks
We begin by establishing sufficient conditions on the lattice that guarantee that every deriva-
tion is quasi-spatial. First, combining Proposition 7.2, Theorems 6.2 and 6.5 in [5], we know
that this is case if L is generated by finitely many commuting independent nests, and/or, L is
a completely distributive CSL which contains a net of projections in J (L) strongly converging
to I . As mentioned in Section 1, this is also the case if L is an atomic Boolean subspace lattice.
Recall that, for an atomic Boolean lattice L, J (L) consists of all atoms and so each pair in J (L)
are orthogonal. From this point of view, the following theorem lies at the opposite pole.
Theorem 4.1. Let AlgL be a CDC algebra on a Hilbert space H and suppose that any pair of
J (L) is not orthogonal. Then every derivation from AlgL into B(H) is quasi-spatial.
Proof. Let δ : AlgL→ B(H) be a derivation. Then δ is continuous [2]. For each E ∈ J (L), fix
a unit vector yE in E⊥− and define TEx = δ(x ⊗ yE)yE for x ∈ E. Then TE :E →H is linear and
bounded. Moreover, it is easy to verify that
δ(A)x = (TEA −ATE)x (4.1)
holds for all A ∈A and x ∈ E.
Now suppose that E and F are fixed projections in J (L). For A ∈A and z ∈ E ∩F , by (4.1)
we have that
(TEA −ATE)z = (TFA− ATF )z,
equivalently,
(TF − TE)Az = A(TF − TE)z. (4.2)
Let Q ∈ J (L) be such that Q−  EF . Then we can take a unit z ∈ Q⊥−(EF). Then for all x ∈ Q,
by (4.2), we have
(TF − TE)x = (TF − TE)(x ⊗ z)z = (x ⊗ z)(TF − TE)z = λQx.
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λP x0 = (TF − TE)x0 = λQx0.
So λP = λQ. Thus there exists a scalar λE,F such that (TF − TE)x = λE,F x for all x ∈⋃{Q ∈
J (L): Q−  EF }. Hence, taking into account the boundedness of TE and TF and the fact
EF =∨{Q ∈ J (L): Q−  EF }, we can conclude that TE + λE,F and TF agree on E ∩ F .
Fix a projection F in J (L). We claim that TE + λE,F and TG + λG,F agree on E ∩ G for
E,G ∈ J (L). In fact, with x ∈ E ∩ F ∩ G non-zero, we have that
(TE + λE,F )x = TF x = (TG + λG,F )x = (TE + λE,G + λG,F )x.
So λE,G = λE,F − λG,F , and hence TE + λE,F − λG,F and TG agree on E ∩ G.
Now the last four paragraphs of the proof of Lemma 2.5 apply, completing the proof. 
We observe that the proofs of Theorems 2.1 and 4.1 contain two key ingredients: one is to
show that the difference TF − TE is a scalar λE,F on E ∩ F for all E,F ∈ J (L), and another is
to show that there exists a projection F ∈ J (L) such that TE + λE,F and TG + λG,F agree on
E ∩ G for all E,G ∈ J (L). With help of this observation, one can easily prove the following
theorem.
Theorem 4.2. Let AlgL be a CDC algebra on a Hilbert space H. Suppose that J (L) contains
a projection which is not orthogonal to any projection in J (L). Let δ : AlgL→ B(H) be a
derivation and suppose that δ(R) maps the kernel of R into the range of R for every rank one
operator R ∈ AlgL. Then δ is quasi-spatial.
Proof. Left to the reader. 
Remark 4.3. In [13], we showed that if AlgL is a non-trivially irreducible CDC algebra on a
Hilbert spaceH, then there exists a non-trivial projection G in L such that GE = 0 and G∨E =
I for all non-trivial projection E in L. We call such G a quasi-comparable projection. With help
of this characterization, we have proven that each Jordan isomorphism between CDC algebras is
the sum of an isomorphism and an anti-isomorphism in [13], and that each Lie derivation on a
CDC algebra is standard [14]. However, combining Example 3.2 and Theorem 4.2, we can not
expect, in general, that there exists a quasi-comparable projection which belongs to J (L). This
negatively answers a question posed in [13].
We now turn to the description of derivations. In [6], Hadwin and Li proved
Proposition 4.4. Let AlgL be a CDC algebra on a Hilbert spaceH and δ : AlgL→ B(H) be a
linear mapping. Suppose that δ(I ) = 0 and (I −P)δ(PAQ)(I −Q) = 0 for all A,P,Q ∈ AlgL
with P and Q being idempotent. Then δ is a derivation.
Using this, we can give some characterizations of derivations of CDC algebras.
Proposition 4.5. Let AlgL be a CDC algebra on a Hilbert space H and suppose δ : AlgL→
B(H) is a linear mapping. Then the following are equivalent:
(i) δ is a derivation.
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δ(A)x = δA,x(A)x.
(iii) δ(I ) = 0, and δ(AB) maps the kernel of B into the range of A for all A,B ∈ AlgL.
Proof. (i) ⇒ (ii). Trivially.
(ii) ⇒ (iii). Since each derivation maps I into 0, we have that δ(I )x = δI,x(I )x = 0 for any
x ∈H and so δ(I ) = 0. Let A,B ∈ AlgL and x ∈ ker(B). Then
δ(A)x = δAB,x(AB)x = δAB,x(A)Bx +AδAB,x(B)x = AδAB,x(B)x.
This shows that (iii) holds.
(iii) ⇒ (i). Let A,P,Q ∈ AlgL and suppose P and Q are idempotent. Consider the operator
(PA)Q. Clearly, the range of I − Q is contained in the kernel of Q, and the range of PA is
contained in the range of P . So we have (I − P)δ(PAQ)(I − Q) = 0. It follows from Proposi-
tion 4.4 that δ is a derivation. 
We mention that, in [15], a linear mapping satisfying the condition (ii) in Proposition 4.5 was
called a bilocal derivation. Note that the condition (ii) in Theorem 2.1 and the condition (iii) in
Proposition 4.5 are similar, in the sense that a mapping sends the kernel of a class of operators
into the range. Apparently, for a spatial derivation, δ(A) maps the kernel of A into the range of
A for any A in the algebra. What about the converse?
Question 4.6. Let AlgL be a CDC algebra on a Hilbert space H and δ : AlgL→ B(H) be a
linear mapping with δ(I ) = 0. Suppose that δ(A) maps the kernel of A into the range of A for
any A in AlgL. Is δ a spatial derivation?
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