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LARGE DEVIATIONS FOR GEODESIC RANDOM WALKS
RIK VERSENDAAL
Abstract. We provide a direct proof of Cramér’s theorem for geodesic ran-
dom walks in a complete Riemannian manifold (M, g). We show how to exploit
the vector space structure of the tangent spaces to study large deviation prop-
erties of geodesic random walks in M . Furthermore, we reveal the geometric
obstructions one runs into and overcome these by providing Taylor expansions
of the inverse Riemannian exponential map, while also comparing the differ-
ential of the exponential map to parallel transport. Finally, we obtain the
analogue of Cramér’s theorem for geodesic random walks by showing that the
curvature terms arising in this geometric analysis can be controlled and are
negligible on an exponential scale.
keywords: large deviations, Cramér’s theorem, geodesic random walks, Rie-
mannian exponential map, Jacobi fields
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1. Introduction
Random walks are among the most extensively studied discrete stochastic processes.
Given a sequence of random variables {Xn}n≥1 in some vector space V , one defines
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the random walk with increments {Xn}n≥1 as the random variable
Sn =
n∑
i=1
Xi.
When rescaled by a factor 1
n
, one can study large deviations for the so obtained
sequence { 1
n
Sn}n≥1. When the increments are independent and identically dis-
tributed, Cramér’s theorem ([1, 5]) states that the sequence { 1
n
Sn}n≥1 satisfies the
large deviations principle. Intuitively, this means that there is some rate function
I : V → [0,∞] such that
P
(
1
n
n∑
i=1
Xi ≈ x
)
≈ e−nI(x).
More specifically, the rate function is given as the Legendre transform of the log
moment generating function of the increments, i.e.,
I(x) = sup
λ
{〈λ, x〉 − Λ(λ)} ,
where Λ(λ) = logE(e〈λ,X1〉). One may weaken the independence assumption to
obtain for example the Gärtner-Ellis theorem, see e.g. [1, 5]. Also, Cramér’s theo-
rem can be generalized to the setting of topological vector spaces or Banach spaces.
Furthermore, Cramér’s theorem provides a basis for path space large deviations,
such as Mogulskii’s theorem (random walks) and Schilder’s theorem (Brownian mo-
tion), see e.g. [1, 12, 2]. Recently, it was shown in [8] that the analogue of Cramér’s
theorem (as well as Mogulskii’s theorem and Schilder’s theorem) also holds in the
Riemannian setting.
In [8], Cramér’s theorem for geodesic random walks is obtained by first prov-
ing the Riemannian analogue of Moguslkii’s theorem, the path space analogue of
Cramér’s theorem. As evaluation in the end point of trajectories is a continuous
map, Cramér’s theorem then follows by an application of the contraction principle
(see e.g. [1, Chapter 4]). To obtain Mogulskii’s theorem, the Feng-Kurtz formalism
([3]) is used. However, this is the reverse order in which the theorems are obtained
naturally in the Euclidean case. In the Euclidean setting, one uses Cramér’s the-
orem to prove Mogulskii’s theorem by first proving large deviations for the finite
dimensional distributions and then deducing from these the large deviations on
path space. Furthermore, the Feng-Kurtz approach is only suitable for Markov
processes and hence does not extend to the case where the increments are allowed
to be dependent. This causes an obstruction in finding a Riemannian analogue of
the Gärtner-Ellis theorem for example.
These observations raise the question whether it is possible to avoid the use of the
Feng-Kurtz formalism and path space large deviations to obtain Cramér’s theorem
for geodesic random walks. It turns out that it is possible to only study the un-
derlying geometry in order to prove Cramér’s theorem. This gives us new insight
in what geometrical aspects allow us to still obtain the large deviation principle
for rescaled geodesic random walks, even though the geodesic random walk is in
general no longer a simple function of its increments. Furthermore, this approach
does not rely on the fact that the random walk is a Markov process, and thus seems
suitable to be extended to random walks with dependent increments for example.
This will be investigated further in future work.
The main difficulty in the Riemannian setting, is that we lack a vector space struc-
ture to define a random walk as sum of increments. The appropriate analogue is
LARGE DEVIATIONS FOR GEODESIC RANDOM WALKS 3
a geodesic random walk as introduced by Jørgensen in [6]. To define a geodesic
random walk, we need to find a replacement for the additive structure, as well
as a generalization of the increments. It turns out that as increments one uses
tangent vectors, while the additive structure is replaced by an application of the
Riemannian exponential map.
More precisely, we introduce a family of probability measures {µx}x∈M such that
for each x ∈M , µx is a measure on TxM , the tangent space at x. These measures
{µx}x∈M provide the space-dependent distribution of the increments. Now we start
a random walk at some initial point Z0 = x0 ∈M . Then recursively, we define for
k = 0, . . . , n− 1 the random variable
Zk+1 = ExpZk
(
1
n
Xk+1
)
,
where Xk+1 is distributed according to µZk . Hence, the random variable Zn takes
values in M and is the natural analogue of the empirical mean of the increments
X1, . . . , Xn. In Euclidean space, this definition reduces to the usual one, as the
Riemannian exponential map is simply vector addition, i.e.,
Expxv = x+ v.
To obtain an analogue of Cramér’s theorem, we also need to generalize the notion
of the increments of the random walk being identically distributed, since the in-
crements are no longer in the same space. To compare two distributions µx and
µy, we need to identify the tangent spaces TxM and TyM . We do this by taking a
curve γ connecting x and y and using parallel transport along γ. Because different
curves lead to different identifications, we say that the distributions µx and µy are
identical if for all curves γ from x to y we have
µx = µy ◦ τ
−1
yx;γ ,
where τ denotes parallel transport. Equivalently, one can characterize this property
by assuming that the log moment generating functions are invariant under parallel
transport, i.e.,
Λx(λ) = Λy(τxy;γλ),
where Λx(λ) = log
∫
TxM
e〈λ,v〉µx(dv).
In Euclidean space, the end point of the random walk is a simple function of the
increments. In the Riemannian setting, curvature ensures that this is in general
no longer the case. For example, the endpoint in general depends on the order
of the increments. Nonetheless, it is possible to utilize the vector space structure
of the tangent spaces. By controlling the error induced by the curvature, the
large deviations for the geodesic random walk Zn can be obtained from the large
deviations for 1
n
∑n
i=1 X˜i, the empirical mean of the appropriately pulled back
increments in Tx0M , were x0 is the starting point of the random walk.
To support this claim, we can also define an alternative random walk in M . For
this, we take a sequence of independent, identically distributed random variables
{Yn}n≥1 in Tx0M with distribution µx0 and consider the process
Z˜n = Expx0
(
1
n
n∑
i=1
Yi
)
.
In general, Z˜n is different from Zn, even in distribution. Although our method of
proving the large deviations for Zn does not immediately allow us to conclude that
Zn and Z˜n are exponentially equivalent, the main idea of our proof does rely on
the fact that we can (in some sense) relate and compare the geodesic random walk
to a sum of independent, identically distributed random variables in the tangent
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space at x0, following the distribution µx0 .
The paper is organised as follows. In Section 2 we introduce the main notions we
use from large deviation theory to obtain our results, as well as some notation and
results from differential geometry. Section 3 introduces the geodesic random walks.
In Section 4 we give the precise statement of Cramér’s theorem for geodesic random
walks. Additionally, we provide an overview of the various steps that are needed for
the proof. In Section 5 we obtain a Taylor expansions of the Riemannian exponential
map with appropriate error bound. Furthermore, we compare the differential of the
exponential map to parallel transport. Finally, we also provide bounds for how far
geodesics, possibly starting at different points, can spread in a given amount of time.
These geometric results are key ingredients in the proof of Cramér’s theorem, which
is given in Section 6.
2. Notation and important notions
In this section we collect some important notions and fix the notation we will be
using. Firstly, we introduce large deviation principles, along with some general
useful results from the theory. Following up, we introduce the necessary tools from
differential geometry and fix the notation for the various objects.
2.1. Large deviation principle. Large deviation principles are concerned with
the asymptotic behaviour on an exponential scale of a sequence of probability mea-
sures {νn}n≥1. This behaviour is governed by a rate function. We make this precise
in the following definition.
Definition 2.1. Let {νn}n≥1 be a sequence of probability measures with values in
a metric space X .
(1) A rate function is a lower semicontinuous function I : X → [0,∞]. A rate
function is called good if the level sets {x ∈ X|I(x) ≤ c} are compact for
any c ≥ 0.
(2) The sequence {νn}n≥1 satisfies the large deviation principle (LDP) in X
with rate function I if the following are satisfied:
(a) (Upper bound) For any closed F ⊂ X
lim sup
n→∞
1
n
log νn(F ) ≤ − inf
x∈F
I(x).
(b) (Lower bound) For any open G ⊂ X
lim inf
n→∞
1
n
log νn(G) ≥ − inf
x∈G
I(x).
(3) The sequence {νn}n≥1 is exponentially tight if for every α > 0 there exists
a compact set Kα ⊂ X satisfying
lim sup
n→∞
1
n
log νn(K
c
α) < −α.
When a sequence of probability measures is exponentially tight, it is sufficient to
know the upper bound of the large deviation principle only for compact sets. The
upper bound then also immediately holds for all closed sets, see e.g. [1, Section
1.2].
2.2. Riemannian geometry. In this section we introduce the necessary notions
from differential geometry, see for example [11] for a general introduction. We
mainly focus on Riemannian geometry, for which we refer to [9] among others.
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Let (M, g) be a Riemannian manifold of dimension N . As usual, we denote by TM
the tangent bundle of M . For a point x ∈ M we write TxM for the tangent space
at x. Tangent vectors are usually denoted by v. A smooth assignment of tangent
vectors to all points at M is called a vector field, and the set of vector fields is
denoted by Γ(TM).
For x ∈ M and v, w ∈ TxM we write the inner product as 〈v, w〉g(x), where the
subscript is omitted when the tangent space is understood. Given the inner product,
we define the length of v ∈ TxM by its usual formula
|v|g(x) =
√
〈v, v〉g(x).
Given a curve γ : [a, b]→M , we define its length by
L(γ; [a, b]) =
∫ b
a
|γ˙(t)| dt.
Using this length function, we define the Riemannian distance d on M as
(2.1) d(x, y) := inf{L(γ)|γ : [a, b]→M,γ(a) = x, γ(b) = y, γ piecewise smooth}.
2.2.1. Connection and parallel transport. Associated to the Riemannian metric g
is a unique connection ∇, the Levi-Civita connection, which is compatible with the
metric and torsion free.
A vector field v(t) along a curve γ(t) is called parallel if Dtv(t) := ∇γ˙(t)v(t) = 0.
If the vector field γ˙(t) is parallel along γ(t), then γ is called a geodesic. It turns
out that optimal paths for the distance between points in M are geodesics for the
Levi-Civita connection.
Equivalent to having a connection is having a notion of parallel transport. Given
a curve γ : [a, b]→M and v ∈ Tγ(a)M , we can consider the unique solution v(t) of
the differential equation
∇γ˙(t)v(t) = 0, v(0) = v.
This allows us to define a linear map
τγ(a)γ(t);γ : Tγ(a)M → Tγ(t)M
by setting τγ(a)γ(t);γv = v(t). The map τγ(a)γ(t);γ is called parallel transport along
γ. We omit the reference to the curve γ when it is understood. Because ∇ is
compatible with the Riemannian metric, parallel transport is in fact an isometry.
Conversely, we can use parallel transport to compute covariant derivatives. To this
end, let v, w ∈ Γ(TM) be vector fields and x ∈M . Let γ be a curve with γ(0) = x
and γ˙(0) = v. Then
∇vw(x) = lim
h→0
τ−1
xγ(h)w(γ(h)) − w(x)
h
.
2.2.2. Riemannian exponential map. Given x ∈ M , define for every v ∈ TxM the
geodesic γv satisfying γv(0) = x and γ˙v(0) = v. A priori, this geodesic does not
exist for all time t. We say that the manifold M is complete if every such geodesic
can be extended indefinitely. By the Hopf-Rinow theorem, this is equivalent to the
completeness of M as a metric space with the Riemannian distance d defined in
(2.1).
We now define the Riemannian exponential map Expx : E(x) → M by setting
Expxv = γv(1), where E(x) ⊂ TxM contains all v ∈ TxM for which γv as above
exists at least on [0, 1]. If M is complete, we have E(x) = TxM . If additionally M
is simply connected, it holds that Expx is surjective.
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However, due to curvature, the exponential map is not necessarily injective. For
x ∈M we define the injectivity radius ι(x) ∈ (0,∞] as
ι(x) = sup{δ > 0|Expx is injective on B(0, δ)}.
Given a set A ⊂M , the injectivity radius of A is defined by
(2.2) ι(A) = inf{ι(x)|x ∈ A}.
It can be shown (see e.g. [7]) that the map x 7→ ι(x) is continuous on M . Conse-
quently, for a compact set K we have ι(K) > 0.
The differential d(Expx) of the exponential map at x is a linear map from T (TxM)
into TM . Upon identifying Tv(TxM) with TxM , we find that for any v ∈ TxM we
have
d(Expx)v : TxM → TExpxvM.
2.2.3. Jacobi fields. Let γ : [0, 1] → M be a smooth curve. A variation of γ is
a smooth map Γ : (−ε, ε) × [0, 1] → M such that Γ(0, t) = γ(t) for all t ∈ [0, 1].
Denoting by s the first variable, the variational vector field V of Γ is defined as
V (t) =
d
ds
∣∣∣∣
s=0
Γ(s, t) =: ∂sΓ(0, t).
Intuitively, V measures the speed at which the curve γ deforms.
We denote by Dt the covariant derivative along the curve t 7→ Γ(s, t), and similarly
for Ds. Because the Levi-Civita connection is symmetric, we obtain the following
symmetry lemma, see e.g. [9, Lemma 6.3].
Lemma 2.2 (Symmetry lemma). Let γ : [0, 1] → M be a smooth curve and
Γ : (−ε, ε) × [0, 1] → M a variation of γ. If M is equipped with the Levi-Civita
connection, then
Ds∂tΓ(s, t) = Dt∂sΓ(s, t).
Now suppose γ : [0, 1]→M is a geodesic. Let Γ : (−ε, ε)×[0, 1]→M be a variation
of γ such that for any s ∈ (−ε, ε), the curve t 7→ Γ(s, t) is a geodesic. We call Γ
a variation of geodesics, and the corresponding variational vector field is called a
Jacobi field along γ.
It is possible to derive a second order differential equation satisfied by Jacobi fields.
For this, we need to introduce the Riemann curvature endomorphism. The Riemann
curvature endomorphism measures the commutativity of second order covariant
derivatives of a vector field. More precisely, it is a map R : Γ(TM) × Γ(TM) ×
Γ(TM)→ Γ(TM) defined by
R(v, w)u = ∇v∇wu−∇w∇vu−∇[v,w]u,
where [v, w] = vw − wv is the commutator of the vector fields v and w.
One can show (see e.g. [9, Theorem 10.2] or [4, Section 10.1]) that a Jacobi field
J(t) along a geodesic γ satisfies
(2.3) D2t J(t) +R(J(t), γ˙(t))γ˙(t) = 0,
where R denotes the Riemann curvature endomorphism. Equation (2.3) is called
the Jacobi equation.
If J(0) = 0 and J˙(0) is given, a Jacobi field along a geodesic γ satisfying these
conditions is
J(t) = d(Expγ(0))tγ˙(0)(tJ˙(0)).
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This can be seen by considering the variation Γ(t, s) = Expγ(0)(t(γ˙(0) + sJ˙(0))).
The condition that J(0) = 0 indicates that all geodesics in the variation start in
the same point.
In Euclidean space, this Jacobi field reduces to J(t) = tJ˙(0), which is indeed the
variation field of the variation Γ(t, s) = γ(0) + t(γ˙(0) + sJ˙(0)).
We conclude this section by collecting some properties of Jacobi fields that we need
later on. We include the arguments for the reader’s convenience.
Proposition 2.3. Let γ : [0, 1]→M be a geodesic and J(t) a Jacobi field along γ.
Then
〈J(t), γ˙(t)〉 = t〈J˙(0), γ˙(0)〉+ 〈J(0), γ˙(0)〉
for all t ∈ [0, 1].
Proof. Define f(t) = 〈J(t), γ˙(t)〉. Then
f ′(t) = 〈DtJ(t), γ˙(t)〉+ 〈J(t), Dtγ˙(t)〉 = 〈DtJ(t), γ˙(t)〉,
because γ is a geodesic. We are done once we show that f ′′(t) = 0. For this, notice
that, using (2.3)
f ′′(t) = 〈D2t J(t), γ˙(t)〉 = −〈R(J(t), γ˙(t))γ˙(t), γ˙(t)〉 = 0.
Here, the last step follows from the symmetry properties of the Riemann curvature
tensor. 
Proposition 2.4. Let γ : [0, 1]→M be a geodesic and J(t) a Jacobi field along γ.
For every t ∈ [0, 1] there exists ξt ∈ (0, t) such that
|J˙(t)| = |J˙(0)| − t
1
|J˙(ξt)|
〈R(J(ξt), γ˙(ξt))γ˙(ξt), J˙(ξt)〉.
Proof. Define f(t) = |J˙(t)|. We have
f ′(t) =
1
|J˙(t)|
〈J¨(t), J˙(t)〉
= −
1
|J˙(t)|
〈R(J(t), γ˙(t))γ˙(t), J˙(t)〉.
The statement now follows from the mean-value theorem. 
3. Geodesic random walks
In order to generalize Cramér’s theorem to the setting of Riemannian manifolds, we
first need to introduce the appropriate analogue of the sequence { 1
n
∑n
i=1Xi}n≥0
for a sequence of increments {Xn}n≥1. In order to do this, we introduce geodesic
random walks, following the construction in [6]. Finally, we generalize the notion
of identically distributed increments to geodesic random walks and characterize it
using log moment generating functions.
3.1. Definition of geodesic random walks. We start by defining a geodesic
random walk {Sn}n≥0 on M with increments {Xn}n≥1. For this we need to gen-
eralize how to add increments together. This is achieved by using the Riemannian
exponential map. Because the space variable determines in which tangent space
the increment should be, we have to define the random walk recursively, which is
the main difficulty in the definition below.
Definition 3.1. Fix x0 in M . A pair ({Sn}n≥0, {Xn}n≥1) is called a geodesic
random walk with increments {Xn}n≥1 and started at x0 if the following hold:
(1) S0 = x0,
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(2) Xn+1 ∈ TSnM for all n ≥ 0,
(3) Sn+1 = ExpSn(Xn+1) for all n ≥ 0.
In what follows, the sequence {Xn}n≥1 of increments will usually be omitted and
we simply write that {Sn}n≥0 is a geodesic random walk with increments {Xn}n≥1.
Note that in the above definition, we fix nothing about the distribution of the
increments {Xn}n≥1. The distribution is allowed to depend both on the space
variable, as well as on time.
For M = RN , the Riemannian exponential map can be identified with addition,
i.e., Expx(v) = x + v. Hence, a geodesic random walk in R
N reduces to the usual
random walk, i.e. Sn =
∑n
i=1Xi.
Next, we introduce the concept of time-homogeneous increments for geodesic ran-
dom walks. For this, we need to fix the distribution of the increments independent
of the time variable. Because the increments can take values in different tangent
spaces, we need a collection of measures {µx}x∈M such that µx is a probability
measure on TxM for every x ∈ M . We denote the set of probability measures on
TxM by P(TxM). We have the following definition.
Definition 3.2. Let {Sn}n≥0 be a geodesic random walk with increments {Xn}n≥1
and started at x0. Let {µx}x∈M be a collection of measures such that µx ∈ P(TxM)
for every x ∈M . We say the random walk ({Sn}n≥0, {Xn}n≥1) is compatible with
the collection {µx}x∈M if Xn+1 ∼ µSn for every n ≥ 0.
Essentially, the collection of measures provides the distributions for the increments
of the geodesic random walk. Because the collection of measures is independent of
n, the increments are time-homogeneous.
Next, we want to define what it means for the increments of a geodesic random
walk to be independent. Because the distribution of increment Xn+1 depends on
Sn, we have that Xn+1 is in general not independent of An = σ({X1, . . . , Xn})
in the usual sense. However, this dependence is purely geometric, as Sn simply
determines in which tangent space we have to choose Xn+1. If this is the only
dependence of Xn+1 on An, we say the increments of {Sn}n≥0 are independently
distributed. We make this precise in the following definition.
Definition 3.3. Let {µx}x∈M be a collection of measures such that µx ∈ P(TxM)
for every x ∈M . Let {Sn}n≥0 be a geodesic random walk with increments {Xn}n≥1,
compatible with {µx}x∈M . For every n ≥ 1, define the σ-algebra Fn by
Fn = σ({(S0, X1), . . . , (Sn−1, Xn)}).
We say the increments of {Sn}n≥0 are independent, if for every n ≥ 1 and all
bounded, continuous functions f :Mn → R we have
E(f(X1, . . . , Xn)|Fn−1) =
∫
TSn−1M
f(X1, . . . , Xn−1, v)µSn−1(dv).
Remark 3.4. Because Sn = ExpSn−1Xn, we have that Sn is Fn-measurable. Conse-
quently, we have σ({S0, . . . ,Sn}) ⊂ Fn. However, equality need not hold. Indeed,
if the Riemannian exponential map Expx is not injective, one cannot retrieve the
increments X1, . . . , Xn from S0, . . . ,Sn.
Remark 3.5. Let {µx}x∈M be a collection of measures such that µx ∈ P(TxM) for
all x ∈M . Let {Sn}n≥0 be a geodesic random walk with increments {Xn}n≥1 com-
patible with {µx}x∈M . Suppose furthermore that the increments are independent.
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Then {Sn}n≥0 is a time-homogeneous, discrete time Markov process on M with
transition operator
Pf(x) = E(f(S1)|S0 = x) =
∫
TxM
f(Expx(v))µx(dv).
This is the point of view taken in [8].
3.1.1. Rescaled geodesic random walks. In Euclidean space, one commonly encoun-
ters rescaled versions of a random walk, for example for laws of large numbers and
central limit theorems. On a general manifold, this rescaling cannot be achieved
by multiplication.
Before we define the appropriate analogue of { 1
n
∑n
i=1Xi}n≥0, we first need to
define how to rescale a geodesic random walk by a factor α > 0 independent of n.
Note that in Euclidean space we can write α
∑n
i=1Xi =
∑n
i=1(αXi). This shows
that we should rescale the increments of the random walk, which is possible in a
manifold, because the increments are tangent vectors.
Definition 3.6. Fix x0 in M and α > 0. A pair ({(α∗S)n}n≥0, {Xn}n≥1) is called
an α-rescaled geodesic random walk with increments {Xn}n≥1 and started at x0 if
the following hold:
(1) (α ∗ S)0 = x0,
(2) Xn+1 ∈ T(α∗S)nM for all n ≥ 0,
(3) (α ∗ S)n+1 = Exp(α∗S)n(αXn+1) for all n ≥ 0.
As with geodesic random walks, we will often omit the sequence of increments
and simply write that {(α ∗ S)n}n≥0 is an α-rescaled geodesic random walk with
increments {Xn}n≥1.
Note that an α-rescaled geodesic random walk can itself be considered as a geodesic
random walk. Indeed, if (α ∗ S)n is an α-rescaled geodesic random walk with
increments {Xn}n≥1, then it is a geodesic random walk with increments {αXn}n≥1.
As for geodesic random walks, we say that an α-rescaled geodesic random walk {(α∗
S)n}n≥0 with increments {Xn}n≥1 is compatible with a collection of probability
measures {µx}x∈M if Xn+1 ∼ µ(α∗S)n for every n ≥ 0. It follows that when
considered as geodesic random walk, {(α∗Sn)}n≥0 is compatible with the collection
of measures {µαx}x∈M given by
µαx = µx ◦m
−1
α
where mα : TxM → TxM denotes multiplication by α, i.e., mα(v) = αv.
3.1.2. Empirical average process. We conclude this section by introducing the ana-
logue of the sequence of empirical averages { 1
n
∑n
i=1Xi}n≥0 for a sequence {Xn}n≥1
of random variables.
Fix x0 ∈M and let {µx}x∈M be a collection of measures such that µx ∈ P(TxM) for
all x ∈M . For every n ≥ 1, let {( 1
n
∗S)j}j≥0 be a
1
n
-rescaled geodesic random walk
started at x0 with increments {X
n
j }j≥1, compatible with the measures {µx}x∈M .
By considering the diagonal elements of {( 1
n
∗ S)j}n≥1,j≥0, we obtain for every
n ≥ 1 a random variable ( 1
n
∗ S)n in M . If we now set the initial value of the
sequence {( 1
n
∗S)n}n≥0 to be x0, we obtain the Riemannian analogue of the sequence
{ 1
n
∑n
i=1Xi}n≥0. We refer to this process as the empirical average process started
at x0 compatible with the collection of measures {µx}x∈M .
3.2. Identically distributed increments. For our purposes, we also need a no-
tion of identically distributed increments. In general, the increments of a geodesic
random walk do not live in the same tangent space. In order to overcome this
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problem, we use parallel transport to identify tangent spaces. Because the iden-
tification via parallel transport depends on the curve along which the vectors are
transported, we need to make the following definition.
Definition 3.7. Let {µx}x∈M be a collection of measures such that µx ∈ P(TxM)
for all x ∈ M . Let {Sn}n≥0 be a geodesic random walk with increments {Xn}n≥1,
compatible with {µx}x∈M . We say the increments {Xn}n≥1 are identically dis-
tributed if the measures satisfy the following consistency property: for any y, z ∈M
and any smooth curve γ : [a, b]→M with γ(a) = y and γ(b) = z we have
µz = µy ◦ τ
−1
yz;γ .
By the transitivity property of parallel transport, one can equivalently define the
consistency property to hold for all piecewise smooth curves.
Note that in Euclidean space, our definition of independent increments implies that
the measures are independent of the space variable, because parallel transport is
the identity map. Hence, our definition reduces to the usual one, as we obtain that
every increment has some fixed distribution µ.
Because parallel transport is an isometry, we can use distributions with spherical
symmetry to construct a family of measures {µx}x∈M satisfying Definition 3.7. We
refer to [8, Section 4] for the details and more specific examples.
The consistency property in Definition 3.7 may also be characterised by a con-
sistency assumption for the corresponding log-moment generating functions Λx :
TxM → R of µx given by
Λx(λ) = log
∫
TxM
e〈λ,v〉µx(dv).
This is recorded in the following proposition, which can be found in [8, Section 4].
Proposition 3.8. Let {µx}x∈M be a collection of measures such that µx ∈ P(TxM)
for every x ∈ M . Assume that Λx(λ) < ∞ for all x ∈ M and all λ ∈ TxM . The
following are equivalent:
(a) The collection {µx}x∈M satisfies the consistency property in Definition 3.7.
(b) For all x, y ∈ M and all smooth curves γ : [a, b] → M with γ(a) = x and
γ(b) = y and for all λ ∈ TxM we have
Λx(λ) = Λy(τxy;γλ).
The Legendre transform Λ∗x : TxM → R of Λx is defined by
Λ∗x(v) := sup
λ∈TxM
〈λ, v〉 − Λx(λ).
If the collection of log-moment generating functions {Λx}x∈M satisfies the consis-
tency property in (b) of the above proposition, then so does the collection {Λ∗x}x∈M
of their Legendre transforms.
4. Sketch of the proof of Cramér’s theorem for Riemannian
manifolds
In this section we provide a sketch of the proof of Cramér’s theorem for geodesic
random walks and stress what observations and properties are important to make
the proof work. Before we get to this, let us first state the exact theorem we wish
to prove.
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4.1. Statement of Cramér’s theorem. Cramér’s theorem is concerned with the
large deviations for the empirical average process {( 1
n
∗ S)n}n≥1 with independent,
identically distributed increments.
Along with the large deviation principle, we need to identify the rate function. In
Euclidean space, the rate function is given by
I(x) = Λ∗(x),
the Legendre transform of the log moment generating function of an increment.
Note here that one can consider the vector x as the tangent vector of the straight
line from the origin to the point x. Using this viewpoint, the analogue of the rate
function in the Riemannian setting should be
I(x) = inf{Λ∗x0(v)|Expx0v = x}.
Here, we have to take the infimum, because the Riemannian exponential map is
not necessarily injective, i.e., there may be more than one geodesic connecting x0
and x. We will show that this is indeed the correct rate function, as collected in
the following theorem.
Theorem 4.1 (Cramér’s theorem for Riemannian manifolds). Let (M, g) be a
complete Riemannian manifold. Fix x0 ∈ M and let {µx}x∈M be a collection of
measures such that µx ∈ P(TxM) for all x ∈M . For every n ≥ 1, let {(
1
n
∗S)j}j≥0
be a 1
n
-rescaled geodesic random walk started at x0 with independent increments
{Xnj }j≥1, compatible with {µx}x∈M . Let {(
1
n
∗ S)n}n≥0 be the associated empirical
average process started at x0. Assume the increments are bounded and have expec-
tation 0. Assume furthermore that the collection {µx}x∈M satisfies the consistency
property in Definition 3.7. Then {( 1
n
∗ S)n}n≥0 satisfies in M the LDP with good
rate function
IM (x) = inf{Λ
∗
x0
(v)|Expx0v = x}
Due to geometrical influences, which become apparent when sketching the proof,
we prove Cramér’s theorem only in the case when the increments are bounded.
This allows for a less technical proof of the theorem, but nevertheless introduces all
geometrical obstructions that have to be dealt with. The details of the proof can
be found in Section 6.
Like in the Euclidean setting, we prove Cramér’s theorem for geodesic random walks
by separately proving the upper and lower bound for the large deviation principle
of {( 1
n
∗ S)n}n≥0. In Section 4.2 we give an overview of the steps one needs to take
to prove the upper bound, while in Section 4.3 we sketch how to prove the lower
bound.
4.2. Sketch of the proof of the upper bound. In the Euclidean case, one
proves the upper bound in Cramér’s theorem by using Chebyshev’s inequality. More
precisely, the key step is to show that for Γ ⊂ Rd compact one has (see e.g. [5, 1])
lim sup
n→∞
1
n
logP
(
1
n
Sn ∈ Γ
)
≤ − inf
x∈Γ
sup
λ∈Rd
{
〈λ, x〉 − lim sup
n→∞
1
n
logE
(
en〈λ,
1
n
Sn〉
)}
.
The upper bound is then extended to all closed sets by proving exponential tight-
ness. The idea is to follow a similar procedure in the Riemannian case. However,
because ( 1
n
∗ S)n is M -valued, its moment generating function is not defined.
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4.2.1. Step 1: Analogue of the moment generating function E(en〈λ,
1
n
Sn〉). To over-
come the problem of not having a moment generating function of ( 1
n
∗S)n, we want
to identify points inM with tangent vectors in Tx0M . For this we use the Riemann-
ian exponential map. However, this map is not necessarily injective. Hence, we first
assume that for each n ≥ 1, the 1
n
-rescaled geodesic random walk stays within the
injectivity radius ι(x0) of its initial point x0 up to time n. Consequently, because
Expx0 is injective on B(0, ι(x0)) ⊂ Tx0M , we can uniquely define v
n
k ∈ Tx0M
satisfying |vnk | < ι(x0) and
Exp−1x0 (v
n
k ) =
(
1
n
∗ S
)
k
.
Ideally, we would like to prove the large deviation principle for {( 1
n
∗ S)n}n≥0 by
proving the large deviation principle for {vnn}n≥0 in Tx0M and then apply the
contraction principle (see e.g. [1, Chapter 4]) with the continuous function Expx0 .
For this to work, we would need to show that
lim
n→∞
1
n
logE(en〈λ,v
n
n〉) = Λx0(λ).
Unfortunately, using the estimate for E(en〈λ,v
n
n〉) found in Step 2 as explained below,
we are only able to show that
(4.1) lim sup
n→∞
1
n
logE(en〈λ,v
n
n〉) ≤ Λx0(λ) + C|λ|
and likewise
(4.2) lim inf
n→∞
1
n
logE(en〈λ,v
n
n〉) ≥ Λx0(λ)− C|λ|,
where the constant only depends on the curvature and the uniform bound of the
increments.
4.2.2. Step 2: Upper bound for the moment generating function of vnn . In R
d we
simply have vnn =
1
n
∑n
i=1Xi and hence its moment generating function is given by
E(en〈λ,v
n
n〉) =
n∏
i=1
E(e〈λ,Xi〉) = E(e〈λ,X1〉)n.
Here we use the fact that we can write vnk = v
n
k−1 +
1
n
Xk. This fails in the Rie-
mannian setting, which results in the fact that we can only estimate E(en〈λ,v
n
n〉) as
mentioned above in (4.1) and (4.2).
In a Riemannian manifold we replace the identity vnk = v
n
k−1 +
1
n
Xk by the Taylor
expansion of Exp−1x0 (see Section 5.1, Proposition 5.4). This results in
(4.3) vnk = v
n
k−1 +
1
n
d(Expx0)
−1
vn
k−1
Xnk +O
(
1
n2
)
.
Here one needs to be careful that the constant in the error term may depend on
curvature properties of the manifold around ( 1
n
∗ S)k−1. Because we assume the
increments are uniformly bounded, there exists a compact set K ⊂ M such that
for all n ≥ 1 and all 0 ≤ j ≤ n we have ( 1
n
∗ S)j ∈ K. This allows us to control the
constant in the error term.
However, the problem arises that this expression does not yet allow us to use the
assumption that the increments of the geodesic random walk are identically dis-
tributed, which essentially means that the distribution of the increments is invariant
under parallel transport.
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Consequently, we need to argue that d(Expx0)
−1
vn
k−1
can be approximated well enough
by parallel transport. It turns out there exists a constant C > 0 such that
(4.4) |d(Expx0)
−1
vn
k−1
Xnk − τ
−1
x0
1
n
Sk−1
Xnk | ≤ C|v
n
k−1|
2|Xnk |,
see Section 5.2 for details, in particular Corollary 5.8. By the same reasoning as
before, the constant C may be controlled independent of k.
Combining (4.3) and (4.4) and using that vnn =
∑n
k=1 v
n
k − v
n
k−1, we have
(4.5)
∣∣∣∣∣vnn − 1n
n∑
k=1
τ−1
x0
1
n
Sk−1
Xnk
∣∣∣∣∣ . 1n + 1
Consequently, using the Cauchy-Schwarz inequality, we find
(4.6)
E(en〈λ,v
n
n〉) ≤ eC|λ|enC|λ|E
(
e
∑
n
i=1
〈λ,τ−1
x0
1
n
Sn−1
Xnk 〉
)
= eC|λ|enC|λ|E
(
e〈λ,X1〉
)n
.
Here, the last line uses that the increments are independent and identically dis-
tributed. From this it follows that
lim sup
n→∞
1
n
logE(en〈λ,v
n
n〉) ≤ C|λ|+ Λx0(λ),
so that
lim sup
n→∞
1
n
logP(vnn ∈ F ) ≤ − inf
v∈F
sup
λ∈Tx0M
{〈λ, v〉 − Λx0(λ)− C|λ|}.
It remains to get rid of the C|λ| term. In the next step we show how to reduce
the order n term in the upper bound in (4.6), so that we can still use the above
estimating procedure to obtain the upper bound of the large deviation principle for
{( 1
n
∗ S)n}n≥0.
4.2.3. Step 3: Reducing the upper bound in Step 2 by splitting the random walk in
pieces. The problematic factor in estimate (4.6) arises from the replacement of the
differential of the exponential map with parallel transport as done in Step 2. This
error depends on |vnk |, i.e., the distance from x0 to (
1
n
∗S)k. Note that in Step 2, we
simply estimated |vnk | uniformly in k. However, if we write r for the uniform bound
on the increments, we actually have |vnk | ≤
k
n
r. Consquently, we can reduce the
upper bound if the amount of steps for which we need to compare parallel transport
and the differential of the exponential map becomes smaller.
To do this, the idea is to cut the random walk in finitely many pieces, say m, each
consisting of (roughly) m−1n steps. We can then consider each of these pieces as
separate random walks which we need to identify with a vector in some tangent
space. In the end, we can then let the amount of pieces tend to infinity by con-
sidering the limit m → ∞, so that the part of the upper bound which we want to
reduce vanishes entirely.
More precisely, fix m ∈ N, and define for l = 0, . . . ,m− 1 the indices nl = l⌊m
−1n⌋
and set nm = n. This divides the random walk in m pieces, where a piece starts
in ( 1
n
∗ S)nl and consists of ⌊m
−1n⌋ increments. Now recall there is a compact set
K ⊂ M such that for all n and all 0 ≤ j ≤ n we have ( 1
n
∗ S)j ∈ K. Because
ι(K) > 0, we can choose m sufficiently large, such that for all n, all l = 1, . . . ,m
and all k = 1, . . . , ⌊m−1n⌋ we have(
1
n
∗ S
)
nl−1+k
∈ B
((
1
n
∗ S
)
nl−1
, ι (K)
)
.
14 RIK VERSENDAAL
Consequently, we may follow the same procedure as in Step 1, so that for every l =
1, . . . ,m and every k = 1, . . . , ⌊m−1n⌋ we can uniquely define v˜n,m,lk ∈ T( 1n ∗S)nl−1
M
such that
v˜n,m,lk ∈ Exp
−1
( 1
n
∗S)nl−1
((
1
n
∗ S
)
nl−1+k
)
and |v˜n,m,lk | < ι((
1
n
∗ S)nl−1). Finally, we define v
n,m,l
k ∈ Tx0M by
vn,m,lk = τ
−1
x0(
1
n
∗S)nl−1
v˜n,m,lk ,
where the parallel transport can be taken along any path connecting x0 and
(
1
n
∗ S
)
nl−1
,
as long as it is measurable with respect to Fnl−1 = σ(X1, . . . , Xnl−1).
This associates to ( 1
n
∗ S)n ∈M a tuple(
vn,m,1⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋
)
∈ (Tx0M)
m.
Following the procedure in Step 2, apart from some technical details, we find
lim sup
n→∞
1
n
logE
(
e
n〈λ,vn,m,l
⌊m−1n⌋
〉
)
≤ C|λ|
1
m3
+
1
m
Λx0(λ),
for all λ ∈ Tx0M . From here it is possible to show that
lim sup
n→∞
1
n
logE
(
e
n
∑
m
l=1
〈λl,v
n,m,l
⌊m−1n⌋
〉
)
≤ C
1
m3
m∑
l=1
|λl|+
1
m
m∑
l=1
Λx0(λl)
for all (λ1, . . . , λm) ∈ (Tx0M)
m. Consequently, we find that
lim sup
n→∞
1
n
logP
((
vn,m,1⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋
)
∈ F
)
≤ − inf
(v1,...,vm)∈F
1
m
m∑
l=1
sup
λ∈Tx0M
{〈λ,mvl〉 − Λx0(λ) −
1
m2
C|λ|}.
4.2.4. Step 4: Upper bound for the large deviation principle of {( 1
n
∗ S)n}n≥0. To
prove the large deviation upper bound for {( 1
n
∗ S)n}n≥0, we notice that the map
sending (vn,m,1⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋) to (
1
n
∗S)n is continuous. Hence, if F ⊂M is closed,
there exists a closed set F˜ ⊂ (Tx0M)
m such that
P
((
1
n
∗ S
)
n
∈ F
)
= P
((
vn,m,1⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋
)
∈ F˜
)
.
From this it follows that
lim sup
n→∞
1
n
logP
((
1
n
∗ S
)
n
∈ F
)
≤ − inf
(v1,...,vm)∈F˜
1
m
m∑
l=1
sup
λ∈Tx0M
{〈λ, vl〉 − Λx0(λ)−
1
m2
C|λ|}.
Now note that for every v ∈ Exp−1x0 F we have that (
1
m
v, . . . , 1
m
v) ∈ F˜ . Furthermore,
by convexity, the infimum in the upper bound is attained when all vi are equal.
Consequently, the upper bound reduces to
lim sup
n→∞
1
n
logP
((
1
n
∗ S
)
n
∈ F
)
≤ − inf
v∈Exp−1x0 F
sup
λ∈Tx0M
{〈λ, v〉 − Λx0(λ)−
1
m2
C|λ|}.
The desired upper bound now follows by considering the limit m→∞.
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4.3. Sketch of the proof of the lower bound. To prove the lower bound of the
large deviation principle for {( 1
n
∗ S)n}n≥0, it suffices to show that if G ⊂ M is
open, then
lim inf
n→∞
1
n
logP
((
1
n
∗ S
)
n
∈ G
)
≥ −IM (x),
for all x ∈ G. Because IM (x) = infv∈Exp−1x0 x
Λ∗x0(v), it is in fact sufficient to show
that
lim inf
n→∞
1
n
logP
((
1
n
∗ S
)
n
∈ G
)
≥ −Λ∗x0(v)
for any v ∈ Exp−1x0 G. Consequently, we again need to transfer the problem to the
tangent space Tx0M .
4.3.1. Transfer to the tangent space Tx0M . Similar to how estimate (6.2) is derived,
we find that ∣∣∣∣∣∣vn⌊m−1n⌋ −
1
n
⌊m−1n⌋∑
k=1
τ−1
x0
1
n
Sk−1
Xnk
∣∣∣∣∣∣ .
1
nm
+
1
m3
.
Consequently, by choosing m sufficiently large, we can get vn⌊m−1n⌋ arbitrarily
close to 1
n
∑⌊m−1n⌋
k=1 τ
−1
x0
1
n
Sk−1
Xnk . Using the fact that the increments of the ge-
odesic random walk are independent and identically distributed, we prove that∑⌊m−1n⌋
k=1 τ
−1
x0
1
n
Sk−1
Xnk is a sum of independent random variables, each distributed
according to µx0 . Consequently, by Cramér’s theorem for vector spaces, for ev-
ery m ∈ N the sequence { 1
n
∑⌊m−1n⌋
k=1 τ
−1
x0
1
n
Sk−1
Xnk }n≥0 satisfies the large deviation
principle in Tx0M with good rate function I(v) =
1
m
Λ∗x0(mv).
Putting everything together, after some technicalities, we find that if ε > 0 is small
enough, there exists a constant c ∈ (0, 1) such that for m large enough
lim inf
n→∞
1
n
logP(vn⌊m−1n⌋ ∈ B(v, ε))
≥ lim inf
n→∞
1
n
logP

 1
n
⌊m−1n⌋∑
k=1
τ−1
x0
1
n
Sk−1
Xnk ∈ B(v, cε
2)

(4.7)
≥
1
m
Λ∗x0(mv).
In order to make use of this fact, we again need to divide the random walk in pieces,
like in Step 3 in Section 4.2. Consequently, we again first identify ( 1
n
∗ S)n ∈ M
with a tuple(
v˜n,m,1⌊m−1n⌋, . . . , v˜
n,m,m
⌊m−1n⌋
)
∈ T( 1
n
∗S)n0
M × · · · × T( 1
n
∗S)nm
M.
However, this time we need to be careful how we transport these vectors to Tx0M .
Indeed, we wish to do this in such a way that
(4.8)
(
vn,m,1⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋
)
∈ B(v, cε)m ⇒
(
1
n
∗ S
)
n
∈ B(Expx0v, ε).
The key to making the correct choice is given by Proposition 5.10, which gives us
control over how far geodesics can spread in a short time when starting in different
points of the manifold. This result shows us how to choose the parallel transport
based on the vector v, so that the curvature has only little effect. Essentially, one
first transports a vector to an associated point on the geodesic with speed v which
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connects x0 and x. After that, one transports the vector along this geodesic to x0.
More precisely, we do the following:
(1) Consider the geodesic γ(t) = Expx0(tv) and for i = 0, . . . ,m define the
points yi = γ(
i
m
). Note that y0 = x0.
(2) For every i = 0, . . . ,m and every x ∈ M , choose a geodesic of minimal
length connecting yi and x and define τyix to be parallel transport along
this geodesic.
(3) Now define for i = 1, . . . ,m the vector vn,m,1⌊m−1n⌋ ∈ Tx0M by
vn,m,i⌊m−1n⌋ = τ
−1
y0yi
τ−1
yi(
1
n
∗S)ni−1
v˜n,m,i⌊m−1n⌋
Now, given G ⊂M open, x ∈ G and v ∈ Exp−1x0 x, by (4.8) we have
P
((
1
n
∗ S
)
n
∈ G
)
≥ P
((
vn,m,1⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋
)
∈ B(v, cε2)m
)
.
Using this, an approach similar to the one used to obtain (4.7), also using that the
increments are independent and identically distributed, gives us that
lim inf
n→∞
1
n
logP
((
1
n
∗ S
)
n
∈ G
)
≥ lim inf
n→∞
1
n
logP
((
vn,m,1⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋
)
∈ B(v, cε2)m
)
≥ −Λ∗x0(v)
which is as desired.
5. Geometric results for the proof
This section focuses on geometric results needed for the proof of Cramér’s theorem
for geodesic random walks as sketched in Section 4. We obtain a Taylor expan-
sion for the inverse Riemannian exponential map and estimate the residual term.
Furthermore, we bound the difference between the differential of the Riemannian
exponential map and parallel transport. This heavily relies on the theory of Ja-
cobi fields, which have been introduced in Section 2.2.3. We conclude this section
by proving how far geodesics can spread in a short time interval when starting in
different points on the manifold.
5.1. Taylor expansion of the inverse Riemannian exponential map. The
Riemannian exponential map Expx : TxM →M is a local diffeomorphism around 0.
More precisely, it is a diffeomorphism betweenB(0, ι(x)) ⊂ TxM and Expx(B(0, ι(x))).
Now suppose γ(t) is a curve in Expx(B(0, ι(x))). There exists a unique curve w(t)
in B(0, ι(x)) ⊂ TxM such that Expxw(t) = γ(t). Our aim is to find a Taylor ex-
pansion for w(t) around t = 0. Although this seems to be folklore, we also find a
precise estimate of the residual term of the Taylor approximation.
Before we can do this, we first need two lemmas that will help us control the
error term in the first order Taylor polynomial for the inverse of the Riemannian
exponential map.
Lemma 5.1. Let K ⊂ M be compact and for any x ∈ K, let Kx ⊂ TxM be
compact. Assume there exists a C > 0 such that Kx ⊂ B(0, C) for any x ∈ K.
Then
sup
x∈K
sup
v∈Kx
|d(Expx)v| <∞
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Proof. Because the sets Kx are uniformly bounded and K is compact, it follows
that
{(x, v) ∈ TM |x ∈ K, v ∈ Kx}
is compact.
Now fix x ∈ M and v ∈ TxM . Because the Riemannian exponential map Exp :
TM →M ×M is continuous, there exists a neighbourhood U ⊂ TM of (x, v) such
that
Exp(U) ⊂ B(x, ι(x)) ×B(Expxv, ι(Expxv)).
Now for (y, w) ∈ U , and any u ∈ TExpxvM we define
Fu,x,v : (y, w) 7→ |τExpywExpxvd(Expy)wτxyu|
where parallel transport is taken along the unique minimizing geodesic connecting
the two points, which exists by the choice of U . We argue that Fu,x,v is continuous
for any u ∈ TExpxvM . By the choice of parallel transport, τExpywExpxv and τxy are
continuous. Furthermore, note that we can write
d(Expy)wu˜ = dExp((y, w), u˜).
Because Exp is smooth, it follows that dExp is continuous. Consequently, Fu,x,v is
a composition of continuous maps, and hence continuous on U .
Since TM is locally Euclidean, we can find a relatively compact set U(x,v) containing
(x, v), such that U(x,v) ⊂ U .
Because the set {(x, v) ∈ TM |x ∈ K, v ∈ Kx} is compact, we can find (x1, v1), . . . , (xk, vk)
such that
{(x, v) ∈ TM |x ∈ K, v ∈ Kx} ⊂
k⋃
i=1
U(xi,vi).
Consequently, we have that
sup
x∈K
sup
v∈Kx
|d(Expx)v| ≤
k
max
i=1
sup
(x,v)∈U(xi,vi)
|d(Expx)v|.
It follows that we are done once we show that
sup
(x,v)∈U(xi,vi)
|d(Expx)v| <∞
for all i = 1, . . . , k.
For this, remember that Fu,xi,vi is continuous on U(xi,vi), and hence bounded for any
u, since U(xi,vi) is compact. Consequently, it follows from the uniform boundedness
principle that
sup
(x,v)∈U(xi,vi)
|τExpxvExpxivid(Expx)vτxix| <∞
However, because parallel transport is an isometry, we have
|d(Expx)v| = |τExpxvExpxivid(Expx)vτxix|,
which concludes the proof. 
As long as one restricts to a set where the inverse of the Riemannian exponential
map is well-defined, one obtains in a similar way a bound for the differential of the
inverse Riemannian exponential map.
Lemma 5.2. Let K ⊂ M be compact and for any x ∈ K, let Kx ⊂ B(0, ι(x)) ⊂
TxM be compact. Assume that there exists a constant C > 0 such that Kx ⊂ B(0, C)
for any x ∈ K. Then
sup
x∈K
sup
v∈Kx
|d(Expx)
−1
v | <∞.
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Remark 5.3. When we take K = {x0} in Lemma 5.2, the statement simplifies as
follows: If K˜ ⊂ B(0, ι(x0)) is compact, then
sup
v∈K˜
|d(Expx0)
−1
v | <∞.
We are now in a position to find a first order Taylor expansion of the inverse
Riemannian exponential map and control the error term appropriately.
Proposition 5.4. Fix x0 ∈ M and let K ⊂ B(0, ι(x0)) be compact. Define K˜ =
Expx0K and let x ∈ K˜ and v ∈ TxM . Consider the geodesic γv : [0, T ] → M
defined by γv(t) = Expx(tv), where T is such that the image of γv is contained in
K˜. Restrict Expx0 to K and set w(t) = Exp
−1
x0
(γv(t)) ∈ K ⊂ Tx0M . Then there
exists a constant C > 0 such that
|w(t) − w(0)− td(Expx0)
−1
w(0)(v)|g(x0) ≤ Ct
2
for all t ∈ [0, T ]. Here, the constant C only depends on the compact set K˜.
Proof. First observe that w(t) is well-defined, because K ⊂ B(0, ι(x0)) so that the
restriction of Expx0 to K is injective. Moreover, it is actually a diffeomorphism
onto K˜, and thus d(Expx0)w is also injective. By the inverse function theorem,
Expx0 has a differentiable inverse, whose derivative at w is given by
d(Exp−1x0 )(w) = d(Expx0)
−1
w
Consequently, by Taylor’s theorem, we find for any t ∈ [0, T ] that
w(t) = w + td(Expx0)
−1
w (v) + t
2w′′(ξt)
for some ξt ∈ (0, t).
To control the error term, we estimate |w′′(t)|. We have
w′′(t) = lim
h→0
d(Expx0)
−1
w(t+h)(γ˙v(t+ h))− d(Expx0)
−1
w(t)(γ˙v(t))
h
.
We estimate the numerator to find a desired bound on w′′(t). Set
(5.1) u = d(Expx0)
−1
w(t)(γ˙v(t)) ∈ Tx0M
and
(5.2) u˜ = d(Expx0)
−1
w(t+h)(γ˙v(t+ h)) ∈ Tx0M.
Then
γ˙v(t) = d(Expx0)w(t)(u)
and
γ˙v(t+ h) = d(Expx0)w(t+h)(u˜).
As γv is a geodesic, we have γ˙v(t+h) = τγv(t)γv(t+h)γ˙v(t). Consequently, we obtain
(5.3) d(Expx0)w(t+h)(u˜) = τγv(t)γv(t+h)d(Expx0)w(t)(u).
Define the curves ψ1, ψ2 in Tx0M by
ψ1(s) = w(t) + su, ψ2(s) = w(t+ h) + su˜
and the corresponding curves φ1, φ2 in M by
φ1(s) = Expx0(w(t) + su), φ2(s) = Expx0(w(t + h) + su˜).
The aim is to control |u − u˜|g(x0). For this, take normal coordinates around x0
(which can be taken to cover all of K˜, because K˜ ⊂ Expx0 [B(0, ι(x0))]). In these
coordinates, let us write u = ui∂i(x0) and u˜ = u˜
j∂j(x0). Note that in coordinates
φ1(s) = (w
1(t) + su1, . . . , wd(t) + sud)
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and
φ2(s) = (w
1(t+ h) + su˜1, . . . , wd(t+ h) + su˜d).
Consequently,
φ˙1(s) = u
i∂i(φ1(s))
and
φ˙2(s) = u˜
j∂j(φ2(s)).
By equation (5.3) we have φ˙2(0) = τγv(t)γv(t+h)φ˙1(0). But then we find that the
coefficients of φ˙2(0) satisfy the equations
V˙ k(s) + Γkij(γv(t+ s))γ˙
i
v(t+ s)V
j(s) = 0
with V k(0) = φ˙k1(0). Consequently, using a Taylor expansion, we find
φ˙k2(0) = φ˙
k
1(0)− hΓ
k
ij(γv(t))γ˙
i
v(t)φ˙
j
1(0) +O(h
2)
Using that φ˙k1(0) = u
k and φ˙k2(0) = u˜
k, we obtain
(5.4) uk − u˜k = hΓkij(γv(t))γ˙
i
v(t)u
j +O(h2).
Because we are using normal coordinates around x0, we have
|u− u˜|2g(x0) =
d∑
k=1
(uk − u˜k)2.
If we plug in expression (5.4), we get
|u− u˜|2g(x0) = h
2
d∑
k=1
(Γkij(γv(t))γ˙
i
v(t)u
j)2 +O(h3).
As the Christoffel symbols are continuous, they are bounded on our compact set
K˜ by some constant C1. Furthermore, the coefficients gij of the metric are also
continuous, and in particular, by the positive definiteness of the metric, there exists
a uniform constant δ > 0 such that gii(x) ≥ δ for all x ∈ K˜ and all i = 1, . . . , d. In
particular, this implies
(γ˙iv(t))
2 ≤ δ−1|γ˙v(t)|
2
g(γv(t))
= δ−1|v|2g(γv(0)).
Similarly, we have
(uj)2 ≤ |d(Expx0)
−1
w(t)(γ˙v(t))|
2
g(x0)
≤ C22 |γ˙v(t)|
2
g(γv(t))
= C22 |v|
2
g(γv(0))
,
where we used Lemma 5.2 to find the constant C2, which again only depends on
the compact set K˜.
Collecting everything, we find
|u− u˜|2g(x0) ≤ C
2
1C
2
2 |v|
2
g(γv(t))
h2 +O(h3)
Recalling the definition of u and u˜ in (5.1) and (5.2) respectively, we find after
taking the limit h→ 0 that
|w′′(t)|g(x0) ≤ C1C2|v|g(γv(0)),
which provides the desired constant, because C1, C2 only depend on K˜. 
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5.2. Differential of the Riemannian exponential map and parallel trans-
port. Next, we wish to understand the relation between the differential of the
Riemannian exponential map and parallel transport. Before we can make the ap-
propriate comparison, we first need a version of Taylor’s theorem suitable for vector
fields along a curve on a manifold.
Proposition 5.5 (Taylor’s theorem). Let γ be a curve in M and v a vector field
along γ. Define Dtv(t) := ∇γ˙(t)v(t) and D
k
t as the k-th covariant derivative in this
way. Fix n ∈ N. For every t > 0 there exists ξt ∈ (0, t) such that
v(t) =
n∑
k=0
tk
k!
τγ(0)γ(t)D
k
t v(0) +
tk+1
(k + 1)!
τγ(ξt)γ(t)D
k+1
t v(ξt).
Proof. Consider the map f(t) = τ−1
γ(0)γ(t)v(t), mapping into Tγ(0)M . Because f is
smooth, by Taylor’s theorem, given n ∈ N and t > 0, there exists ξt ∈ (0, t) such
that
f(t) =
n∑
k=0
tk
k!
f (k)(0) +
tk+1
(k + 1)!
f (k+1)(ξt).
Let us compute the derivatives of f . Note that
f ′(t) = lim
h→0
f(t+ h)− f(t)
h
= lim
h→0
τ−1
γ(0)γ(t+h)v(t+ h)− τ
−1
γ(0)γ(t)v(t)
h
= τ−1
γ(0)γ(t) limh→0
τ−1
γ(t)γ(t+h)v(t+ h)− v(t)
h
= τ−1
γ(0)γ(t)Dtv(t).
Using induction, one can show that
f (k)(t) = τ−1
γ(0)γ(t)D
k
t v(t)
for all k ∈ N. But then we find that
τ−1
γ(0)γ(t)v(t) =
n∑
k=0
tk
k!
Dkt v(0) +
tk+1
(k + 1)!
τ−1
γ(0)γ(ξt)
Dk+1t v(ξt).
Applying τγ(0)γ(t) to both sides and observing that t > ξt gives the desired result.

We are now able to compare the differential of the Riemannian exponential map
and parallel transport. The Taylor series of the differential of the exponential map
may be found in e.g [13, Appendix A]. The error term for finite Taylor polynomials
seems to belong to folklore, but we insert a proof here for the reader’s convenience.
Proposition 5.6. Let x0 ∈ M and take w, u ∈ Tx0M . Consider the geodesic
γw : [0, 1] → M given by γw(t) = Expx0(tw). For every t ∈ [0, 1] there exists
ξt ∈ (0, t) such that
d(Expx0)tw(u) = τγw(0)γw(t)u+
1
2
tτγw(ξt)γw(t)Rγw(ξt)(d(Expx0)ξtw(ξtu), γ˙w(ξt))γ˙w(ξt).
Proof. Consider the vector field J(t) = d(Expx0)tw(tu) along γw(t). As argued in
Section 2.2.3, J(t) is a Jacobi field along γ(t) with J(0) = 0 and J˙(0) = u. By the
Jacobi equation (2.3), the second derivative is given by
D2t J(t) = −Rγw(t)(J(t), γ˙w(t))γ˙w(t).
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Consequently, by Proposition 5.5 we find there exists some ξt ∈ (0, t) such that
J(t) = tτγw(0)γw(t)u−
1
2
t2τγw(ξt)γw(t)Rγw(ξt)(d(Expx0)ξtw(ξtu), γ˙w(ξt))γ˙w(ξt).
The result now follows after dividing by t. 
This proposition allows us to obtain the following estimate.
Corollary 5.7. Fix x0 ∈M and let w ∈ B(0, ι(x0)) ⊂ Tx0M . Define the geodesic
γw : [0, 1] → M by γw(t) = Expx0(tw). There exists a constant C > 0 only
depending on some compact set containing γw such that
|d(Expx0)w(u)− τγw(0)γw(1)u|g(γw(1)) ≤ C|u|g(x0)|w|
2
g(x0)
for all u ∈ Tx0M .
Proof. By Proposition 5.6 there exists ξ ∈ (0, 1) such that
d(Expx0)w(u)− τγw(0)γw(1)u = −
1
2
τγw(ξ),γw(1)Rγw(ξ)(d(Expx0)ξw(ξu), γ˙w(ξ))γ˙w(ξ).
Now taking norms on both sides, we first observe that the norm of the Riemann
curvature endomorphism is bounded on compact sets, because it is continuous (in
coordinates the norm can be expressed as a continuous functions of the coefficients).
Furthermore, by Lemma 5.1 we have that w 7→ |d(Expx0)w| is bounded on compact
sets.
We thus obtain constants C1, C2 > 0, only depending on some compact set con-
taining the curve γw such that
|d(Expx0)w(u)− τγw(0)γw(1)u|g(γw(1))
≤
1
2
|Rγw(ξ)(d(Expx0)ξw(ξu), γ˙w(ξ))γ˙w(ξ)|g(γw(ξ))
≤ C1|d(Expx0)ξw(ξu)|g(γw(ξ))|γ˙w(ξ)|
2
g(γw(ξ))
≤ C1C2|u|g(x0)|w|
2
g(x0)
.
Here, in the last line we used that ξ < 1 and the fact that γw is a geodesic. 
The result in the latter corollary can also be used to compare the inverse of the
differential of the exponential map to the inverse of parallel transport, which itself
is parallel transport, but in the opposite direction.
Corollary 5.8. Let x0 ∈ M and fix w ∈ B(0, ι(x0)) ⊂ Tx0M . Define the geodesic
γw : [0, 1] → M by γw(t) = Expx0(tw). Then there exists a constant C > 0 only
depending on some compact set containing γw, such that
|d(Expx0)
−1
w (u)− τ
−1
γw(0)γw(1)
u|g(γw(1)) ≤ C|u|g(γw(1))|w|
2
g(x0)
for all u ∈ Tγw(1)M .
Proof. Fix u ∈ Tγw(1)M and consider d(Expx0)
−1
w u ∈ Tx0M . By Corollary 5.7,
there exists a constant C > 0 only depending on a compact set containing γw such
that
|u− τγw(0)γw(1)d(Expx0)
−1
w u|g(γw(1)) ≤ C|d(Expx0)
−1
w u|g(x0)|w|
2
g(x0)
.
Because parallel transport is an isometry, the left hand side is equal to
|τγw(1)γw(0)u− d(Expx0)
−1
w u|g(γw(1)).
For the right hand side, we observe that by Lemma 5.2 there exists a constant
C˜ > 0, only depending on some compact set containing γw such that
|d(Expx0)
−1
w u|g(x0) ≤ C˜|u|g(γw(1)).
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Putting everything together, we find
|τγw(1)γw(0)u− d(Expx0)
−1
w u|g(γw(1)) ≤ CC˜|u|g(γw(1))|w|
2
g(x0)
as desired. 
5.3. Spreading of geodesics. We conclude this section with a result on how far
geodesics, possibly starting in different points, can spread in a given amount of
time. To shed some light on the upcoming result, we first consider the Euclidean
case. For this, let γ(t) = γ(0)+ tγ˙(0) and φ(t) = φ(0)+ tφ˙(t) be two straight lines.
Then
|γ(t)− φ(t)|2 = |γ(0)− φ(0)|2 + 2t〈γ˙(0)− φ˙(0), γ(0)− φ(0)〉+ t2|γ˙(t)− φ˙(t)|2.
It turns out that in a Riemannian manifold, this formula is analogous up to first
order. The curvature terms show up in the second order term. Before we prove
this, we first need a lemma.
Lemma 5.9. Let K ⊂ M be compact and fix L > 0. Let 0 < r < ι(K). Let
φ : [0, T ] → M and γ : [0, T ] → M be two geodesics contained in K. Assume that
d(φ(0), γ(0)) ≤ r2 and |φ˙(0)|, |γ˙(0)| ≤ L. Then there exists a t0 > 0, only depending
on K,L and r, such that for all 0 ≤ t ≤ t0 we have
d(φ(t), γ(t)) < r.
Proof. Because d : M ×M → R is continuous, and K × K is compact, d(·, ·) is
uniformly continuous on K × K. Consequently, pick ε > 0 such that |d(x, y) −
d(x′, y′)| < r2 , whenever d(x, x
′) < ε and d(y, y′) < ε.
Now observe that d(φ(t), φ(0)) ≤ t|φ˙(0)| ≤ tL and likewise d(γ(t), γ(0)) ≤ tL.
Hence, if we take t0 < εL
−1, then for all 0 ≤ t ≤ t0 we have d(φ(t), φ(0)) < ε and
d(γ(t), γ(0)) < ε. By the choice of ε, it follows that
|d(φ(0), γ(0))− d(φ(t), γ(t))| <
r
2
.
Since d(φ(0), γ(0)) ≤ 12r, the above then implies that d(φ(t), γ(t)) < r as desired.

Proposition 5.10. Let K ⊂ M be compact and fix L > 0. Let 0 < r < ι(K)
and fix t0 > 0 as in Lemma 5.9. Let φ : [0, t0] → M and γ : [0, t0] → M be two
geodesics in K such that d(γ(0), φ(0)) ≤ r2 and |φ˙(0)|, |γ˙(0)| ≤ L. Finally, let K˜
be a compact set containing all geodesics of minimal length between points in K.
Then for all 0 ≤ t ≤ t0 we have
d(γ(t), φ(t))2
≤ d(γ(0), φ(0))2 + 2t〈τ−1
φ(0)γ(0)γ˙(0)− φ˙(0),Exp
−1
φ(0)γ(0)〉+ t
2C(|γ˙(0)|+ |φ˙(0)|),
where the constant C > 0 only depends on K˜, L and r.
Proof. Define f(t) = d(γ(t), φ(t))2. By the choice of t0, Lemma 5.9 gives us that
d(φ(t), γ(t)) < r < ι(K)
for every 0 ≤ t ≤ t0. Consequently, φ(t) and γ(t) may be joined by a unique geodesic
of minimal length. Moreover, by restricting Exp, we have f(t) = |Exp−1
φ(t)γ(t)|
2.
Consequently, we can compute
f ′(t) =
d
dt
|Exp−1
φ(t)γ(t)|
2
= 2〈∇φ˙(t)Exp
−1
φ(t)γ(t),Exp
−1
x0
γ(t)〉.
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Now define the variation of curves Γ : [0, t0]× [0, 1]→M by
Γ(t, s) = Expφ(t)(sExp
−1
φ(t)γ(t)).
Then for each t, the curve s 7→ Γ(t, s) is the geodesic of minimal length between
φ(t) and γ(t). Hence, Γ([0, t0]× [0, 1]) ⊂ K˜. Furthermore, because Γ is a variation
of geodesics, the vector field
Jt(s) = ∂tΓ(t, s)
is a Jacobi field along the curve Γt(s) := Γ(t, s) for all 0 ≤ t ≤ t0.
Now note that by the Symmetry Lemma (Lemma 2.2), we have
∇φ˙(t)Exp
−1
φ(t)γ(t) = Dt∂sΓ(t, 0) = Ds∂tΓ(t, 0) = J˙t(0).
Consequently, we obtain
f ′(t) = 2〈J˙t(0),Exp
−1
x0
γ(t)〉 = 2〈J˙t(0), ∂sΓ(t, 0)〉.
By Proposition 2.3 we find
f ′(t) = 2〈J˙t(0), ∂sΓ(t, 0)〉
= 2〈Jt(1), ∂sΓ(t, 1)〉 − 2〈Jt(0), ∂sΓ(t, 0)〉
= 2〈γ˙(t),−Expγ(t)φ(t)〉 − 2〈φ˙(t),Exp
−1
φ(t)γ(t)〉
= 2〈τ−1
φ(t)γ(t)γ˙(t)− φ˙(t),Exp
−1
φ(t)γ(t)〉.
Consequently, we have
f ′(0) = 2〈τ−1
φ(0)γ(0)γ˙(0)− φ˙(0),Exp
−1
φ(0)γ(0)〉.
By Taylor’s theorem, we find that
d(γ(t), φ(t))2 ≤ d(γ(0), φ(0))2+2t〈τ−1
φ(0)γ(0)γ˙(0)−φ˙(0),Exp
−1
φ(0)γ(0)〉+
1
2
t2 sup
ξ∈[0,t]
|f ′′(ξ)|.
We now turn to estimating the residual term. For this, we compute f ′′(t) as follows:
1
2
f ′′(t) =
d
dt
〈γ˙(t),−Expγ(t)φ(t)〉 −
d
dt
〈φ˙(t),Exp−1
φ(t)γ(t)〉
= −〈γ˙(t),∇γ˙(t)Exp
−1
γ(t)φ(t)〉 − 〈φ˙(t),∇φ˙(t)Exp
−1
φ(t)γ(t)〉
= 〈γ˙(t), ∂tΓ(t, 1)〉 − 〈φ˙(t), ∂tΓ(t, 0)〉
= 〈γ˙(t), J˙t(1)〉 − 〈φ˙(t), J˙t(0)〉.
Here we used that ∇φ˙(t)φ˙(t) = ∇γ˙(t)γ˙(t) = 0, since φ and γ are geodesics. Conse-
quently, we have
1
2
|f ′′(t)| ≤ |γ˙(t)||J˙t(1)|+ |φ˙(t)||J˙t(0)| = |γ˙(0)||J˙t(1)|+ |φ˙(0)||J˙t(0)|,
where we again used that γ and φ are geodesics. It follows that we are done once
we can bound |J˙t(0)| and |J˙t(1)|. For this, we first obtain a more specific expression
for the Jacobi field Jt. To this end, we define for every 0 ≤ t ≤ t0 the vector fields
J1t (s) = d(Expφ(t))s∂sΓ(t,0)(sJ˙
1
t (0))
and
J2t (s) = d(Expγ(t))−s∂sΓ(t,1)(sJ˙
2
t (0)),
where
J˙1t (0) = d(Expφ(t))
−1
Exp−1
φ(t)
γ(t)
γ˙(t) ∈ Tφ(t)M
and likewise
J˙2t (0) = d(Expγ(t))
−1
Exp−1
γ(t)
φ(t)
φ˙(t) ∈ Tγ(t)M.
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As explained in Section 2.2.3, J1t and J
2
t are Jacobi fields along Γt. Note that
J1t (0) = J
2
t (0) = 0 and J
1
t (1) = γ˙(t) and J
2
t (1) = φ˙(t). Because Jt is the unique
Jacobi field along Γt with Jt(0) = φ˙(t) and Jt(1) = γ˙(t), it follows that
Jt(s) = J
1
t (s) + J
2
t (1− s).
Using the above decomposition, we show how to bound |J˙t(0)|. The bound for
|J˙t(1)| may be obtained similarly. By the triangle inequality, we have
|J˙t(0)| ≤ |J˙
1
t (0)|+ |J˙
2
t (1)|.
Note that
|J˙1t (0)| = |d(Expφ(t))
−1
Exp−1
φ(t)
γ(t)
γ˙(t)| ≤ |d(Expφ(t))
−1
Exp−1
φ(t)
γ(t)
||γ˙(t)|
Consequently, by Lemma 5.2 there exists a constant C > 0 only depending on K
and r (since |Exp−1
φ(t)γ(t)| = d(φ(t), γ(t)) ≤ r) such that
|J˙1t (0)| ≤ C|γ˙(t)| = C|γ˙(0)|.
For the other term, it follows from Proposition 2.4 that
|J˙2t (1)| ≤ |J˙
2
t (0)|+ sup
s∈[0,1]
|RΓ(t,s)(J
2
t (s), ∂sΓ(t, s))∂sΓ(t, s)|
≤ C|φ˙(0)|+ |∂sΓ(t, 0)|
2 sup
s∈[0,1]
|Rψt(s)||J
2
t (s)|
≤ C|φ˙(0)|+ C˜d(γ(t), φ(t))2 sup
s∈[0,1]
|J2t (s)|
≤ C|φ˙(0)|+ C˜r2 sup
s∈[0,1]
|J2t (s)|.
Here we used in the second line again Lemma 5.2 as above, together with the
fact that the curves Γt(s) are geodesics. Furthemore, we used that the curvature is
continuous, and hence bounded on compact sets, so that C˜ only depends on K˜, since
the variation Γ is contained in K˜. In the last line, we used that d(γ(t), φ(t)) ≤ r
for all 0 ≤ t ≤ t0 by choice of t0.
Finally, we have for any s ∈ [0, 1]
|J2t (s)| = |d(Expγ(t))−s∂sΓ(t,1)(sJ˙
2
t (0))|
≤ s|d(Expγ(t))−s∂sΓ(t,1)||J˙
2
t (0))|
≤ C′|φ˙(0)|,
where in the last line we used Lemma 5.1. Collecting everything, there exists a
constant C > 0, only depending on K˜ and r, such that
|J˙2t (1)| ≤ C|φ˙(0)|.
Putting everything together, we find that
|J˙t(0)| ≤ |J˙
1
t (0)|+ |J˙
2
t (1)| ≤ C(|γ˙(0)|+ |φ˙(0)|)
for some C > 0 only depending on K˜ and r. Obtaining a similar bound for |J˙t(1)|
now proves the claim. 
6. Proof of Cramér’s theorem for geodesic random walks
In this section we provide a proof of Cramér’s theorem for geodesic random walks
with independent and identically distributed increments, which are bounded and
have expectation 0. The proof relies on an analysis of the geometric properties of
a geodesic random walk. To prove the theorem, we follow the steps as discussed in
Section 4. We provide the details and show how we use the geometric results from
Section 5. For completeness, let us recall the statement of the theorem.
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Theorem 6.1 (Cramér’s theorem for Riemannian manifolds). Let (M, g) be a
complete Riemannian manifold. Fix x0 ∈ M and let {µx}x∈M be a collection of
measures such that µx ∈ P(TxM) for all x ∈M . For every n ≥ 1, let {(
1
n
∗S)j}j≥0
be a 1
n
-rescaled geodesic random walk started at x0 with independent increments
{Xnj }j≥1, compatible with {µx}x∈M . Let {(
1
n
∗ S)n}n≥0 be the associated empirical
average process started at x0. Assume the increments are bounded and have expec-
tation 0. Assume furthermore that the collection {µx}x∈M satisfies the consistency
property in Definition 3.7. Then {( 1
n
∗ S)n}n≥0 satisfies in M the LDP with good
rate function
(6.1) IM (x) = inf{Λ
∗
x0
(v)|v ∈ Exp−1x0 x}
In Section 6.1 we prove the upper bound of the large deviation principle for {( 1
n
∗
S)n}n≥1 in M , while in Section 6.2 we prove the lower bound. More specifically,
Theorem 6.1 follows immediately from Proposition 6.9 together with Proposition
6.11.
However, before we can prove the upper and lower bound of the large deviation
principle for {( 1
n
∗S)n}n≥1, we first need some general results and estimates. From
here on, we fix r > 0 to be the uniform bound on the increments of the random
walk. By the triangle inequality, we find
d
((
1
n
∗ S
)
k
, x0
)
≤
1
n
k∑
l=1
|Xnk | ≤
k
n
r ≤ r
for all 0 ≤ k ≤ n. Consequently, for every n ≥ 0 and 1 ≤ k ≤ n we have(
1
n
∗ S
)
k
∈ B(x0, r) =: K.
By completeness of M , K is compact since it is closed and bounded.
Now consider the process Zn in Tx0M given by
Zn =
1
n
n∑
k=1
τ−1
x0(
1
n
∗S)k−1
Xnk .
Here, the parallel transport τx0( 1n ∗S)k−1 is considered along the piecewise geodesic
path traced out by the geodesic random walk. From Cramér’s theorem for vector
spaces it follows that {Zn}n≥0 satisfies the large deviation principle in Tx0M , which
we will show in the following proposition.
Proposition 6.2. Let the assumptions of Theorem 6.1 be satisfied. For every
n ≥ 0, define Zn =
1
n
∑n
k=1 τ
−1
x0(
1
n
∗S)k−1
Xnk ∈ Tx0M . Let Λx0(λ) = logE(e
λX1 ) be
the log moment generating function of the increments. Then {Zn}n≥0 satisfies the
large deviation principle in Tx0M with good rate function
I(v) = Λ∗x0(v) := sup
λ∈Tx0M
{〈λ, v〉 − Λx0(λ)}.
Proof. Define Y nk = τ
−1
x0(
1
n
∗S)k−1
Xnk ∈ Tx0M . We compute for any λ ∈ Tx0M
E(e〈λ,Y
n
k 〉) = E
(
E
(
e
〈λ,τ−1
x0(
1
n
∗S)k−1
Xnk 〉
|Fk−1
))
= E

∫
T
( 1
n
∗S)k−1
M
e
〈λ,τ−1
x0(
1
n
∗S)k−1
v〉
µ( 1
n
∗S)k−1(dv)


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= E
(∫
Tx0M
e〈λ,v〉µx0(dv)
)
=
∫
Tx0M
e〈λ,v〉µx0(dv).
Here we used in the second line that τ−1
x0(
1
n
∗S)k−1
is measurable with respect to Fk−1,
together with the fact that the increments are independent (see Definition 3.3). In
the third line we applied Proposition 3.8, using that the increments are identically
distributed. It follows that Y nk is distributed according to µx0 .
Consequently, the result follows from Cramér’s theorem once we show that Y nk and
Y nl are independent whenever k 6= l. To this end, assume without loss of generality
that l < k. Then for measurable sets A,B ⊂ Tx0M we find in a similar way as
above that
P(Y nl ∈ A, Y
n
k ∈ B)
= E(I(Y nl ∈ A)E(I(Y
n
k ∈ B)|Fk−1))
= E

I(Y nl ∈ A)
∫
T
( 1
n
∗S)k−1
M
I
(
τ−1
x0(
1
n
∗S)k−1
v ∈ B
)
µ( 1
n
∗S)k−1(dv)


= E
(
I(Y nl ∈ A)
∫
Tx0M
I (v ∈ B)µx0(dv)
)
= E(I(Y nl ∈ A))E(I(Y
n
k ∈ B))
= P(Y nl ∈ A)P(Y
n
k ∈ B),
where I denotes the indicator function. Above, we used in the one but last line
that Y nk is distributed according to µx0 . We conclude that the Y
n
l and Y
n
k are
independent. 
Remark 6.3. Note that in the proof of Proposition 6.2 we did not use along which
path we performed the parallel transport τ−1
x0(
1
n
∗S)k−1
, only that it was measurable
with respect to Fk−1. Consequently, the result holds for any choice of parallel
transport, as long as it is measurable with respect to Fk−1.
Proposition 6.2 suggests we should try to map the sequence {( 1
n
∗S)n}n≥0 fromM
to Tx0M in such a way that it will be close to the sequence {Zn}n≥0.
To this end, recall that if we assume that r < ι(x0), then for all n and all 0 ≤ k ≤ n
we can uniquely define
vnk ∈ Exp
−1
x0
((
1
n
∗ S
)
k
)
⊂ Tx0M
with |vnk | < ι(x0), because d((
1
n
∗ S)k, x0) ≤ r < ι(x0).
As explained in Step 2 of Section 4.2, we have the following estimate. The first term
of the upper bound in (6.2) follows from replacing vln with a sum of differentials
of the Riemannian exponential map, while the second term follows from replacing
these differentials with parallel transport.
Proposition 6.4. Let the assumptions of Theorem 6.1 be satisfied. Additionally,
let r be the uniform bound of the increments and assume that r < ι(x0). Then there
exists a constant C > 0 such that
(6.2)
∣∣∣∣∣vnl − 1n
l∑
k=1
τ−1
x0(
1
n
∗S)k−1
Xnk
∣∣∣∣∣ ≤ C ln2 + Cr2 l
3
n3
for all n and all 1 ≤ l ≤ n.
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Proof. Recall that for all n and all 0 ≤ k ≤ n we have that ( 1
n
∗ S)k is in the
compact set K = B(x0, r). Consequently,
vnk ∈ B(0, r) ⊂ Tx0M
for all n and all 0 ≤ k ≤ n. But then it follows from Proposition 5.4 that for every
0 ≤ k ≤ n there exists a constant Ck > 0 only depending on the norms of v
n
k , v
n
k+1
and Xnk such that
(6.3)
∣∣∣∣vnk+1 −
(
vnk +
1
n
d(Expx0)
−1
vn
k
Xnk+1
)∣∣∣∣ ≤ Ck 1n2 .
Because each of the norms |vnk |, |v
n
k+1| and |X
n
k | are bounded by r, we conclude that
we can take Ck = C independent of k.
Turning to the proof of the statement, by the triangle inequality we have∣∣∣∣∣vnl − 1n
l∑
k=1
τ−1
x0(
1
n
∗S)k−1
Xnk
∣∣∣∣∣
≤
∣∣∣∣∣vnl − 1n
l∑
k=1
d(Expx0)
−1
vn
k−1
Xnk
∣∣∣∣∣+ 1n
l∑
k=1
∣∣∣d(Expx0)−1vnk−1Xnk − τ−1x0( 1n∗S)k−1Xnk
∣∣∣ .
We estimate both terms separately.
For the first term, we write vnl as the telescoping sum
vnl =
l∑
k=1
(vnk − v
n
k−1).
Consequently, we obtain∣∣∣∣∣vnl − 1n
l∑
k=1
d(Expx0)
−1
vn
k−1
Xnk
∣∣∣∣∣ ≤
l∑
k=1
|vnk − v
n
k−1 − d(Expx0)
−1
vn
k−1
Xnk |
≤ C
l
n2
,
where the last line follows from the estimate in (6.3).
For the other term, observe that by Corollary 5.8, there exists a constant C > 0
only depending on the compact set B(0, r) and r, such that
|d(Expx0)
−1
vn
k−1
Xnk − τ
−1
x0(
1
n
∗S)k−1
Xnk | ≤ C|v
n
k−1|
2
But then we find
1
n
l∑
k=1
|d(Expx0)
−1
vn
k−1
Xnk − τ
−1
x0(
1
n
∗S)k−1
Xnk | ≤ C
1
n
l∑
k=1
|vnk−1|
2
≤ Cr2
l3
n3
,
where in the last line we used that |vnk−1| ≤ r
k−1
n
≤ r l
n
for any 1 ≤ k ≤ l. 
Remark 6.5. The estimate in Proposition 6.4 is one of the most important ingre-
dients of the proof of Theorem 6.1. Indeed, it allows us in some sense to con-
nect large deviations for {( 1
n
∗ S)n}n≥0 in M to large deviations for the sums
{ 1
n
∑n
k=1 τ
−1
x0(
1
n
∗S)k−1
Xnk }n≥0 in the tangent space Tx0M . Consequently, by making
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appropriate assumptions on the sequence { 1
n
∑n
k=1 τ
−1
x0(
1
n
∗S)k−1
Xnk }n≥0, for exam-
ple in the spirit of the Gärtner-Ellis theorem (see e.g. [5, 1]), we can obtain more
general results than Cramér’s theorem for geodesic random walks in a similar way.
One might hope to combine Propositions 6.2 and 6.4 to prove that {vnn}n≥0 satisfies
in Tx0M the large deviation principle. Unfortunately, the upper bound found in
Proposition 6.4 gives an unwanted contribution on the exponential scale. Indeed,
taking l = n, we find that the upper bound in (6.2) is O(1), which results in the
fact that we get stuck with a constant as explained in Step 1 of Section 4.2. In an
attempt to reduce this term in the upper bound, we cut up the random walk in
finitely many pieces and analyse the pieces separately.
To this end, recall that
d
((
1
n
∗ S
)
k
, x0
)
≤
1
n
k∑
l=1
|Xnk | ≤
k
n
r.
Now observe that ι(B(x0, r)) > 0, because B(x0, r) is compact (see (2.2) for the
definition of the injectivity radius of a set). Consequently, if k ≤ nι(B(x0,r))2r , then
(6.4) d
((
1
n
∗ S
)
k
, x0
)
≤
ι(B(x0, r))
2
< ι(B(x0, r)).
Now let m ∈ N such that m ≥ 2r
ι(B(x0,r))
. For 0 ≤ l ≤ m−1 we define nl = l⌊m
−1n⌋
and nm = n. By (6.4), for every 0 ≤ l ≤ m − 1 and 1 ≤ k ≤ nl+1 − nl we can
uniquely define
(6.5) v˜n,m,lk ∈ Exp
−1
( 1
n
∗S)nl
((
1
n
∗ S
)
nl+k
)
⊂ T( 1
n
∗S)nl
M
with |v˜n,m,lk | < ι((
1
n
∗ S)nl), because nl+1 − nl ≤ nm
−1 ≤ nι(B(x0,r))2r . Finally, we
set
vn,m,lk = τ
−1
x0(
1
n
∗S)nl
v˜n,m,lk ∈ Tx0M,
where parallel transport τ−1
x0(
1
n
∗S)nl
is taken along the piecewise geodesic path
through the points ( 1
n
∗ S)n1 , . . . , (
1
n
∗ S)nl−1 .
Alongside this division of the random walk into pieces, we define a map Ψm :
(Tx0M)
m → M to identify the tuple (vn,m,1⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋) with (
1
n
∗ S)n, just
like we used the Riemannian exponential map to identify vnn and (
1
n
∗ S)n before.
Essentially, Ψm is an m time recursive application of the Riemannian exponential
map.
More precisely, let (v1, . . . , vm) ∈ (Tx0M)
m be given and define x1 = Expx0(v1).
Now, suppose x1, . . . , xi are given. Denote by τx0xi parallel transport along the con-
structed piecewise geodesic path via x1, . . . , xi−1. Then we define v˜i+1 = τx0xivi+1
and set xi+1 = Expxi(v˜i+1). Finally, we define Ψm(v1, . . . , vm) = xm. In par-
ticular, we have for every x ∈ M and v ∈ Exp−1x0 x that (
1
m
v, . . . , 1
m
v) ∈ Ψ−1m x.
To see this, observe that the path that Ψm constructs is precisely the geodesic
γv(t) = Expx0(tv), because the speed of a geodesic is parallel along the geodesic.
Furthermore, the map Ψm is continuous as a composition of continuous maps.
Remark 6.6. Strictly speaking, if we divide the random walk into m pieces as
above, for the last piece we can only guarantee that it has at most ⌊m−1n⌋ + m
increments, since n need not be divisible by m. Additionally, this implies that
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Ψm(v
n,m,1
⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋) is only equal to
(
1
n
∗ S
)
n
when n is divisible by m. How-
ever, for every m ∈ N it holds that
d
(
Ψm(v
n,m,1
⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋),
(
1
n
∗ S
)
n
)
= O
(
1
n
)
.
Since in the proofs to follow we always first let n tend to infinity before m, this
has no influence on the results and arguments. Therefore, to avoid unnecessarily
complicated notation and reasoning, we proceed with the above.
6.1. Upper bound of the large deviation principle for {( 1
n
∗S)n}n≥0. In this
section we prove the large deviation upper bound for {( 1
n
∗S)n}n≥0. Before we can
do this, we first need some preliminary results.
Proposition 6.7 (Upper bound for E(en〈λ,v
n
n〉)). Let the assumptions of Theorem
6.1 be satisfied. Additionally, let r be the uniform bound of the increments and
assume that r < ι(x0). Then there exists a constanct C > 0 such that for all n and
all 1 ≤ l ≤ n
E(en〈λ,v
n
l 〉) ≤ eln
−1|λ|Ce|λ|Cr
2l3n−2Mx0(λ)
l
for all λ ∈ Tx0M . Here, Mx0(λ) =
∫
Tx0M
e〈λ,v〉µx0(dv).
Proof. By Proposition 6.4 and the Cauchy-Schwarz inequality, there exists a con-
stant C > 0 such that
〈λ, vnl 〉 −
1
n
l∑
k=1
〈λ, τ−1
x0(
1
n
∗S)k−1
Xnk 〉 ≤ |λ|
∣∣∣∣∣vnl − 1n
l∑
k=1
τ−1
x0(
1
n
∗S)k−1
Xnk
∣∣∣∣∣
≤ C|λ|
l
n2
+ C|λ|r2
l3
n3
.
But then we can estimate
E
(
en〈λ,v
n
l 〉
)
= E
(
e
∑
l
k=1
〈λ,τ−1
x0(
1
n
∗S)k−1
Xnk 〉
e
n〈λ,vnl 〉−
∑
l
k=1
〈λ,τ−1
x0(
1
n
∗S)k−1
Xnk 〉
)
≤ eC|λ|ln
−1
eC|λ|r
2l3n−2
E
(
e
∑
l
k=1
〈λ,τ−1
x0(
1
n
∗S)k−1
Xnk 〉
)
.
As shown in the proof of Proposition 6.2, for every 1 ≤ k ≤ n we have that
τ−1
x0(
1
n
∗S)k−1
Xnk is distributed accodring to µx0 and is independent of τ
−1
x0(
1
n
∗S)l−1
Xnl
for any l 6= k. Consequentely, we find that
E
(
e
∑
l
k=1
〈λ,τ−1
x0(
1
n
∗S)k−1
Xnk 〉
)
=
l∏
k=1
E
(
e
〈λ,τ−1
x0(
1
n
∗S)k−1
Xnk 〉
)
=Mx0(λ)
l,
where the last step follows from Proposition 3.8.

Using Proposition 6.7, we obtain the following inequality, which is key in deriving
the large deviations upper bound for {( 1
n
∗ S)n}n≥0.
Proposition 6.8. Let the assumptions of Theorem 6.1 be satisfied. Denote by r
the uniform bound on the increments of the geodesic random walk. Then for any
m ∈ N such that m ≥ 2r
ι(B(x0,r))
and any closed F ⊂ (Tx0M)
m we have
lim sup
n→∞
1
n
logP
((
vn,m,1⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋
)
∈ F
)
≤ − inf
(v1,...,vm)∈F
sup
(λ1,...,λm)∈(Tx0M)
m
1
m
m∑
i=1
{
〈λi,mvi〉 − Λx0(λi)−m
−2C|λi|r
2
}
.
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Here, C is a constant depending on the curvature of the compact set B(0, r) and
the bound r.
Proof. We first prove the upper bound for compact sets, so let Γ ⊂ (Tx0M)
m be
compact. Following the proof of Cramér’s theorem (see e.g. [1, 5]) for the vector
space (Tx0M)
m, we have
lim sup
n→∞
1
n
logP
((
vn,m,1⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋
)
∈ Γ
)
≤ − inf
(v1,...,vm)∈Γ
sup
(λ1,...,λm)∈(Tx0M)
m
{
m∑
i=1
〈λi, vi〉 − lim sup
n→∞
1
n
logE
(
e
n
∑
m
i=1
〈λi,v
n,m,i
⌊m−1n⌋
〉
)}
.
Recall that for 0 ≤ i ≤ m− 1 we write ni = i⌊m
−1n⌋ and nm = n. By Proposition
6.4 (which we may apply, because m is chosen large enough) there exists a C > 0
such that for any 1 ≤ i ≤ m we have∣∣∣∣∣∣v˜n,m,i⌊m−1n⌋ −
1
n
ni∑
k=ni−1+1
τ−1
( 1
n
∗S)ni−1(
1
n
∗S)k
Xnk
∣∣∣∣∣∣ ≤ C
⌊m−1n⌋
n2
+ Cr2
⌊m−1n⌋3
n3
≤ C
1
nm
+ Cr2
1
m3
.
But then we also have that
(6.6)
∣∣∣∣∣∣vn,m,i⌊m−1n⌋ −
1
n
τ−1
x0(
1
n
∗S)ni−1
ni∑
k=ni−1+1
τ−1
( 1
n
∗S)ni−1 (
1
n
∗S)k
Xnk
∣∣∣∣∣∣ ≤ C
1
nm
+ Cr2
1
m3
,
because parallel transport is an isometry.
Now define
Y ni = τ
−1
x0(
1
n
∗S)ni−1
ni∑
k=ni−1+1
τ−1
( 1
n
∗S)ni−1(
1
n
∗S)k
Xnk ∈ Tx0M.
Using (6.6), it follows from the Cauchy-Schwarz inequality and the triangle inequal-
ity that ∣∣∣∣∣
m∑
i=1
〈λi, v
n,m,i
⌊m−1n⌋〉 −
1
n
m∑
i=1
〈λi, Y
n
i 〉
∣∣∣∣∣ ≤ C
(
1
nm
+ r2
1
m3
) m∑
i=1
|λi|.
Consequently, we find that
E
(
e
n
∑
m
i=1
〈λi,v
n,m,i
⌊m−1n⌋
〉
)
≤ eCm
−1
∑
m
i=1
|λi|eCr
2m−3n
∑
m
i=1
|λi|
E
(
e
∑
m
i=1
〈λi,Y
n
i 〉
)
.
Now note that, like in the proof of Proposition 6.2, we can show that for i 6= j the
random variables Y ni and Y
n
j are independent. Consequently, we have that
E
(
e
∑
m
i=1
〈λi,Y
n
i 〉
)
=
m∏
i=1
E
(
e〈λi,Y
n
i 〉
)
.
Moreover, again following the proof of Proposition 6.2, one can show that
E
(
e〈λi,Y
n
i 〉
)
=Mx0(λi)
⌊m−1n⌋.
Combining everything, we find that
lim sup
n→∞
1
n
logE
(
e
n
∑
m
i=1
〈λi,v
n,m,i
⌊m−1n⌋
〉
)
≤ lim sup
n→∞
{
C
mn
m∑
i=1
|λi|+
Cr2
m3
m∑
i=1
|λi|+
⌊m−1n⌋
n
m∑
i=1
Λx0(λi)
}
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=
Cr2
m3
m∑
i=1
|λi|+
1
m
m∑
i=1
Λx0(λi).
Putting everything together, we obtain
lim sup
n→∞
1
n
logP
((
vn,m,1⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋
)
∈ Γ
)
≤ − inf
(v1,...,vm)∈Γ
sup
(λ1,...,λm)∈(Tx0M)
m
m∑
i=1
{
〈λi, vi〉 −m
−1Λx0(λi)−m
−3Cr2|λi|
}
.
This concludes the proof of the upper bound for compact sets.
To extend the upper bound to all closed sets, one should simply notice that(
vn,m,1⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋
)
∈ B(0, r)
m
almost surely, where r is the uniform bound of the increments. SinceM is complete,
B(0, r)
m
is compact, so that the sequence is exponentially tight. 
It now remains to transfer the upper bound in Proposition 6.8 for the process in
(Tx0M)
m related to
{(
1
n
∗ S
)
n
}
n≥0
to the upper bound of the large deviation prin-
ciple for
{(
1
n
∗ S
)
n
}
n≥0
. With all preperations done, the only thing that remains
to be shown, is that the upper bound has the desired form.
Proposition 6.9. Let the assumptions of Theorem 6.1 be satisfied. Then for any
F ⊂M closed we have
lim sup
n→∞
1
n
logP
((
1
n
∗ S
)
n
∈ F
)
≤ − inf
x∈F
IM (x),
where
IM (x) = inf{Λ
∗
x0
(v)|v ∈ Exp−1x0 x}.
Proof. Let F ⊂ M be closed and pick m ∈ N such that m ≥ 2r
ι(B(x0,r))
, where
r denotes the uniform bound of the increments. Let Ψm : (Tx0M)
m → M be the
recursive application of the Riemannian exponential map defined just above Section
6.1. Because Ψm is continuous, we have that Ψ
−1
m F ⊂ (Tx0M)
m is closed. Hence,
by Proposition 6.8 we find that
lim sup
n→∞
1
n
logP
((
1
n
∗ S
)
n
∈ F
)
≤ lim sup
n→∞
1
n
logP
((
vn,m,1⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋
)
∈ Ψ−1m F
)
≤ − inf
(v1,...,vm)∈Ψ
−1
m F
sup
(λ1,...,λm)∈(Tx0M)
m
1
m
m∑
i=1
{
〈λi,mvi〉 − Λx0(λi)−m
−2Cr2|λi|
}
.
Now observe that for every λ ∈ Tx0M we have |λ| ≤ |λ|
2 + 1. Plugging this into
the above estimate, keeping in mind the minus sign in front, we find that
lim sup
n→∞
1
n
logP
((
1
n
∗ S
)
n
∈ F
)
≤
Cr2
m2
− inf
(v1,...,vm)∈Ψ
−1
m F
sup
(λ1,...,λm)∈(Tx0M)
m
1
m
m∑
i=1
{
〈λi,mvi〉 − Λx0(λi)−m
−2Cr2|λi|
2
}
.
We now focus on the infimum in the above expression. The necessity of replacing
|λ| with |λ|2, and making the upper bound slightly worse, will become clear when
we try to calculate this infimum further.
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First, consider the map Λm : Tx0M → R defined by
Λm(λ) = Λx0(λ) +
1
m2
Cr2|λ|2.
and denote by Λ∗m its Legendre transform. Then
sup
(λ1,...,λm)∈(Tx0M)
m
1
m
m∑
i=1
{
〈λi,mvi〉 − Λx0(λi)−m
−2Cr2|λi|
}
=
1
m
m∑
i=1
Λ∗m(mvi).
The latter may be interpreted as∫ 1
0
Λ∗m(γ˙m(t)) dt,
where γm is piecewise geodesic on intervals of the form [
(i−1)
m
, i
m
] with speed mv˜i,
where v˜i = τx0γm( (i−1)m )
vi.
Now note that since Λx0 is differentiable and convex, we find that Λm is differen-
tiable and strictly convex. Furthermore, we have for every u ∈ Tx0M that
Λ∗m(u) = sup
λ∈Tx0M
{
〈λ, u〉 − Λx0(λ)−
1
m2
Cr2|λ|2
}
≤ sup
λ∈Tx0M
{
〈λ, u〉 −
1
m2
Cr2|λ|2
}
<∞.
Here we used that Λx0 is non-negative, because the expectation of µx0 is 0. Con-
sequently, we find that Λ∗m is everywhere finite. Note that this does not contradict
the fact that the rate function might be infinite, since Λ∗m merely provides a lower
bound of the rate function. Because Λ∗m is everywhere finite, it follows from Lemma
A.1 that Λ∗m is strictly convex and differentiable.
The above shows that we can apply [8, Proposition 8.3], giving us that minimizing
trajectories for the functional ∫ 1
0
Λ∗m(γ˙(t)) dt
are geodesics. Because for every x ∈ F and every v ∈ Exp−1x0 x we have that
( 1
m
v, . . . , 1
m
v) ∈ Ψ−1m F , we find that
− inf
(v1,...,vm)∈Ψ
−1
m F
sup
(λ1,...,λm)∈(Tx0M)
m
1
m
m∑
i=1
{
〈λi,mvi〉 − Λx0(λi)} −m
−2Cr2|λi|
2
}
= − inf
v∈Exp−1x0 F
sup
λ∈Tx0M
{
〈λ, v〉 − Λx0(λ)−m
−2Cr2|λ|2
}
.
Now note that
lim
m→∞
sup
λ∈Tx0M
{
〈λ, v〉 − Λx0(λ) −m
−2Cr2|λ|2
}
= sup
λ∈Tx0M
lim
m→∞
{
〈λ, v〉 − Λx0(λ) −m
−2Cr2|λ|2
}
(6.7)
= sup
λ∈Tx0M
{〈λ, v〉 − Λx0(λ)} ,
because Λm(λ) = 〈λ, v〉 − Λx0(λ) − m
−2Cr2|λ|2 is increasing in m for every λ ∈
Tx0M . Furthermore, we have
〈λ, v〉 − Λx0(λ)−m
−2Cr2|λ| ≥ 〈λ, v〉 − r|λ| −m−2Cr2|λ|2,
because the support of µx0 is contained in B(0, r). Furthermore, one may compute
that if |v| > r, then
(6.8) sup
λ∈Tx0M
{
〈λ, v〉 − r|λ| −m−2Cr2|λ|2
}
=
m2
4Cr2
(|v| − r)2.
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Now write
Exp−1x0 F =
(
Exp−1x0 F ∩B(0, 2r)
)
∪
(
Exp−1x0 F ∩B(0, 2r)
C
)
.
Note that by (6.8), we find that
lim
m→∞
inf
v∈Exp−1x0 F∩B(0,2r)
C
sup
λ∈Tx0M
{
〈λ, v〉 − Λx0(λ) −m
−2Cr2|λ|2
}
≥ lim
m→∞
inf
v∈Exp−1x0 F∩B(0,2r)
C
sup
λ∈Tx0M
{
〈λ, v〉 − r|λ| −m−2Cr2|λ|2
}
≥ lim
m→∞
m2
4Cr2
r2
=∞,
where we used in the one but last line that |v| ≥ 2r. Also, because |v| ≥ 2r ≥ r,
we have
sup
λ∈Tx0M
{〈λ, v〉 − Λx0(λ)} =∞,
so that
lim
m→∞
inf
v∈Exp−1x0 F∩B(0,2r)
C
sup
λ∈Tx0M
{
〈λ, v〉 − Λx0(λ) −m
−2Cr2|λ|2
}
= inf
v∈Exp−1x0 F∩B(0,2r)
C
sup
λ∈Tx0M
{〈λ, v〉 − Λx0(λ)} .
For the other part, because Exp−1x0 F ∩ B(0, 2r) is compact, it follows from (6.7)
that
lim
m→∞
inf
v∈Exp−1x0 F∩B(0,2r)
sup
λ∈Tx0M
{
〈λ, v〉 − Λx0(λ) −m
−2Cr2|λ|2
}
= inf
v∈Exp−1x0 F∩B(0,2r)
sup
λ∈Tx0M
{〈λ, v〉 − Λx0(λ)} .
Collecting everything, we find that
lim sup
n→∞
1
n
logP
((
1
n
∗ S
)
n
∈ F
)
≤ lim
m→∞
(
Cr2
m2
− inf
v∈Exp−1x0 F
sup
λ∈Tx0M
{
〈λ, v〉 − Λx0(λ) −m
−2Cr2|λ|2
})
= − lim
m→∞
inf
v∈Exp−1x0 F∩B(0,2r)
sup
λ∈Tx0M
{
〈λ, v〉 − Λx0(λ) −m
−2Cr2|λ|2
}
= − inf
v∈Exp−1x0 F
sup
λ∈Tx0M
{〈λ, v〉 − Λx0(λ)}
= − inf
x∈F
IM (x),
which concludes the proof. 
6.2. Lower bound of the large deviation principle for {( 1
n
∗S)n}n≥0. In this
section we prove the large deviation lower bound for {( 1
n
∗ S)n}n≥0. In order to
do this, we need a refinement of Proposition 6.2, which may be proven in a similar
way.
Proposition 6.10. Let the assumptions of Theorem 6.1 be satisfied. Let m ∈ N
and set Zmn =
1
n
∑⌊m−1n⌋
k=1 τ
−1
x0(
1
n
∗S)k−1
Xnk . Finally, define Λx0(λ) = logE(e
〈λ,X1〉).
Then {Zmn }n≥1 satisfies in Tx0M the large deviation principle with good rate func-
tion
Im(v) =
1
m
Λ∗x0(mv),
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where Λ∗x0(v) = supλ∈Tx0M{〈λ, v〉 − Λx0(λ)}.
We are now able to prove the large deviations lower bound for {( 1
n
∗ S)n}n≥0.
Proposition 6.11. Let the assumptions of Theorem 6.1 be satisfied. Then for any
G ⊂M open,
lim inf
n→∞
1
n
logP
((
1
n
∗ S
)
n
∈ G
)
≥ − inf
x∈G
IM (x),
where IM is as in (6.1).
Proof. It suffices to show that
lim inf
n→∞
1
n
logP
((
1
n
∗ S
)
n
∈ G
)
≥ −IM (x)
for every x ∈ G.
So fix x ∈ G and pick v ∈ Exp−1x0 x. Because G is open, there exists an ε > 0 such
that B(x, ε) ⊂ G. Let m ∈ N such that m ≥ 2r
ι(B(x0,r))
, where r is the uniform
bound on the increments of the geodesic random walk.
We again need to identify the geodesic random walk with a tuple in (Tx0M)
m.
However, this time the parallel transport back to Tx0M is carried out by first
transporting to a well-chosen point on the geodesic γv(t) = Expx0(tv) and then to
x0 along this geodesic.
More precisely, we define a map Ψm,x,v : (Tx0M)
m →M that allows us to identify
the random variable ( 1
n
∗ S)n ∈M with a vector of random variables in (Tx0M)
m.
To this end, define for 0 ≤ i ≤ m the points yi = Expx0(
i
m
v). For 1 ≤ i ≤ m
we define τx0yi as parallel transport along the geodesic Expx0(tv). Furthermore,
for every z ∈ M and every 0 ≤ i ≤ m − 1, we choose a geodesic γyix of mini-
mum length and denote by τyix parallel transport along this geodesic. We now
define Ψm,x,v(v1, . . . , vm) as follows. Define x1 = Expx0(
1
m
v1) and if xi is de-
fined, we set v˜i+1 = τyixiτx0yivi and define xi+1 = Expxi(
1
m
v˜i+1). Finally, we set
Ψm,x,v(v1, . . . , vm) = xm.
Now note that by the triangle inequality, we have
d(xi, x0) ≤
1
m
i∑
j=1
|vj | ≤
1
m
m∑
j=1
|vj |
for any 1 ≤ i ≤ m. Consequently, if (v1, . . . , vm) ∈ B(v, 1)
m we have |vj | ≤ |v|+ 1,
so that
d(xi, x0) ≤ |v|+ 1
for any 1 ≤ i ≤ m. Because also d(x0, yi) ≤
i
m
|v| ≤ |v|, we find that xi, yi ∈
B(x0, |v|+ 1) for all 1 ≤ i ≤ m.
Writing η = |v|+1, we will show that there exists a constant m0 ∈ N such that for
all m ≥ m0 we have
(6.9) (v1, . . . , vm) ∈ B(v, ε
2/(8η))m ⇒ Ψm,x,v(v1, . . . , vm) ∈ B(x, ε),
whenever ε > 0 is small enough.
To this end, let K ⊂M be a compact set, such that all geodesics of minimal length
between points x, y ∈ B(x0, η) are contained in K. Because K is compact, its
injectivity radius ι(K) is strictly positive.
Fix 0 < δ < ι(K). We first show that for ε small enough and m large enough we
have
(6.10) d(xi, yi)
2 ≤
i− 1
2m
ε2 +
i
m2
C
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for 1 ≤ i ≤ m. Here, C > 0 is some constant only depending on K and δ. We
proceed by induction.
First consider the case i = 1. By taking m large enough, we can apply Proposition
5.10 to obtain a constant C > 0 (depending only on K and δ) such that
d(x1, y1)
2 = d
(
Expx0
(
1
m
v1
)
,Expx0
(
1
m
v
))
≤
1
m2
C.
Now suppose that d(xi, yi)
2 ≤ i−12m ε
2 + i
m2
C. Then in particular we have
d(xi, yi)
2 ≤
ε2
2
+
1
m
C,
which can be made smaller than δ2 by taking ε sufficiently small and m sufficiently
large. In that case, we may again apply Proposition 5.10, so that for the same
constant C > 0 as above, we have
d(xi+1, yi+1)
2 = d
(
Expxi
(
1
m
τyixiτx0yivi+1
)
,Expyi
(
1
m
τx0yiv
))
≤ d(xi, yi)
2 + 2
1
m
〈τx0yivi+1 − τx0yiv,Exp
−1
yi
xi〉+
1
m2
C
≤
i− 1
2m
ε2 +
i
m2
C + 2
1
m
|τx0yivi+1 − τx0yiv||Exp
−1
yi
xi|+
1
m2
C
=
i− 1
2m
ε2 +
i+ 1
m2
C +
2
m
|vi − v|d(xi, yi).
Now, observe that d(xi, yi) ≤ 2η since xi, yi ∈ B(x0, η). Using this, together with
the induction hypothesis and the fact that |vi − v| ≤
ε2
8η , we find
d(xi, yi)
2 ≤
i− 1
2m
ε2 +
i+ 1
m2
C +
1
2m
ε2 =
2i
2m
ε2 +
i+ 1
m2
C,
as desired.
Now taking i = m in (6.10), we obtain
d(xm, ym)
2 ≤
ε2
2
+ C
1
m
,
whenever (v1, . . . , vm) ∈ B(v, ε
2/(8η))m. Consequently, if we take m0 >
2C
ε2
, we
obtain for m > m0 that
d (Ψm,x,v(v1, . . . , vm), x)
2 = d(xm, ym)
2 <
ε2
2
+
ε2
2
= ε2
as desired.
Fixing m0 and C as above, let m ≥ m0 be large enough so that we can define
v˜n,m,lk ∈ Exp
−1
( 1
n
∗S)nl
((
1
n
∗ S
)
nl+k
)
⊂ T( 1
n
∗S)nl
M
like in (6.5). Different from before, we now define the vectors
(6.11) vn,m,lk = τ
−1
x0ynl
τ−1
ynl (
1
n
∗S)nl
v˜n,m,lk ∈ Tx0M,
using the parallel transport procedure used in the definition of the map Ψm,x,v.
Consequently, by construction we obtain
Ψm,x,v
(
vn,m,1⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋
)
=
(
1
n
∗ S
)
n
.
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Using this, together with the implication in (6.9), we find
P
((
1
n
∗ S
)
n
∈ G
)
≥ P
((
1
n
∗ S
)
n
∈ B(x, ε)
)
≥ P
((
vn,m,1⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋
)
∈ B(v, ε2/(8η))m
)
Now define for 1 ≤ i ≤ m the random variables
Y ni = τ
−1
x0yni−1
τ−1
yni−1(
1
n
∗S)ni−1
ni∑
k=ni−1+1
τ−1
( 1
n
∗S)ni−1(
1
n
∗S)k−1
Xnk ∈ Tx0M,
where the parallel transport τ−1
( 1
n
∗S)ni−1(
1
n
∗S)k−1
is carried out along the trajectory
of the geodesic random walk. The sum is then transported from T( 1
n
∗S)ni−1
M to
Tx0M as in the definition of v
n,m,l
k as in (6.11).
In the same way as we obtained (6.6) in the proof of Proposition 6.8, we find that
there exists a constant C˜ > 0 such that∣∣∣vn,m,1⌊m−1n⌋ − Y ni
∣∣∣ ≤ C˜ 1
nm
+ C˜r2
1
m3
.
Consequently, we may take m large enough such that almost surely we have∣∣∣vn,m,1⌊m−1n⌋ − Y ni ∣∣∣ < ε216η .
But then we find that if Y ni ∈ B(v, ε
2/(16η)), then vn,m,1⌊m−1n⌋ ∈ B(v, ε
2/(8η)). This
implies that
P
((
vn,m,1⌊m−1n⌋, . . . , v
n,m,m
⌊m−1n⌋
)
∈ B(v, ε2/(8η))m
)
≥ P
(
(Y n1 , . . . , Y
n
m) ∈ B(v, ε
2/(16η))m
)
.
Now note that, like in the proof of Proposition 6.2, we can show that the random
variables Y ni and Y
n
j are independent and identically distributed for i 6= j, so that
P
(
(Y n1 , . . . , Y
n
m) ∈ B(v, ε
2/(16η))m
)
=
m∏
i=1
P
(
Y ni ∈ B(v, ε
2/(16η))
)
= P
(
Y n1 ∈ B(v, ε
2/(16η))
)m
.
Furthermore, by Proposition 6.10 we have
lim inf
n→∞
1
n
logP
(
Y n1 ∈ B(v, ε
2/(16η))
)
≥ −
1
m
Λ∗x0(v).
Combining everything, we find that
lim inf
n→∞
1
n
logP
((
1
n
∗ S
)
n
∈ G
)
≥ m lim inf
n→∞
1
n
logP
(
Y n1 ∈ B(v, ε
2/(16η))
)
≥ −Λ∗x0(v).
Since this holds for all v ∈ Exp−1x0 x, we find that
lim inf
n→∞
1
n
logP
((
1
n
∗ S
)
n
∈ G
)
≥ − inf
v∈Exp−1x0 x
Λ∗x0(v) = −IM (x),
which concludes the proof. 
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Appendix A. Some convex analysis
In this appendix we collect a result from convex analysis. Although this is probably
well-known, we provide a proof for the reader’s convenience.
Lemma A.1. Let V be a vector space, and let F : V → R be strictly convex and
differentiable. Then its Legendre transform F ∗ is strictly convex and differentiable
on the interior of its domain D◦F∗ .
Proof. The differentiability of F ∗ follows from [10][Theorem 26.3].
For the strict convexity, we first prove that for each v ∈ D◦F∗ , there exists a λ
∗
v ∈ V
such that
F ∗(v) = 〈λ∗v, v〉 − F (λ
∗
v).
Indeed, suppose this is not the case. Because F ∗(v) < ∞, we can find a sequence
λn such that
F ∗(v) = lim
n→∞
〈λn, v〉 − F (λn).
Because the map λ 7→ 〈λ, v〉−Fx(λ) is continuous, the sequence λn cannot contain
a convergent subsequence, else the limit of this subsequence would serve as λ∗v.
Consequently, we must have that limn→∞ |λn| =∞.
But then there exists a w ∈ V such that limn→∞〈λn, w〉 = ∞. To see this, sup-
pose such a w does not exist. Denoting by e1, . . . , ed a basis of V , we must have
that 〈λn, ei〉 is a bounded sequence for all i = 1, . . . , d. But then, by taking sub-
sequences, we find 〈λn, ei〉 converges for all i = 1, . . . , d, which contradicts the fact
that limn→∞ |λn| =∞.
Now consider v + εw ∈ V and let λn be the sequence found above. We have that
F ∗(v + εw) ≥ lim
n→∞
〈λn, v + εw〉 − F (λn) = F
∗(v) + ε lim
n→∞
〈λn, w〉 =∞.
We conclude that v + εw /∈ DF∗ for any ε > 0, which contradicts the assumption
that v ∈ D◦F∗ .
We are now ready to prove that F ∗ is strictly convex on D◦F∗ . To this end, fix
v, w ∈ D◦F∗ , v 6= w and t ∈ (0, 1) and assume that
F ∗(tv + (1− t)w) = tF ∗(v) + (1− t)F ∗(w).
Now let λ∗t be such that
F ∗(tv + (1− t)w) = 〈tv + (1− t)w, λ∗t 〉 − F (λ
∗
t ).
We find that
tF ∗(v) + (1− t)F ∗(w) = t(〈λ∗t , v〉 − F (λ
∗
t )) + (1 − t)(〈λ
∗
t , w〉 − F (λ
∗
t )).
But then we find that
F ∗(v) = 〈v, λ∗t 〉 − F (λ
∗
t )
and
F ∗(w) = 〈w, λ∗t 〉 − F (λ
∗
t ).
Now, because F is everywhere differentiable, it must be that ∇F (λ∗t ) = v and
∇F (λ∗t ) = w, which contradicts the assumption that v 6= w. We conclude that F
∗
is strictly convex on D◦F∗ . 
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