During the past years, different kinds of estimators have been proposed as alternatives to the Ordinary Least Squares (OLS) estimator for the estimation of the regression coefficients in the presence of multicollinearity. In the general linear regression model,
Introduction
Consider the multiple linear regression model
where Y  is an ( 1) n × response vector, X is a fixed ( ) n p × matrix of independent variables of rank p, β  is the unknown ( 1) p × parameter vector of regression coefficients and, finally, e  is an ( 1) n × vector of uncorrelated errors with mean zero and common unknown variance 2 σ . If X X ′ is nonsingular, the OLS estimator for β  is given by
For orthogonal data, the OLS estimator in the linear regression model is strongly efficient. But in the presence of multicollinearity, the OLS efficiency can be reduced and hence an improvement upon it would be necessary and desirable. The term multicollinearity is used to denote the presence of linear relationships, or near linear relationships, among explanatory variables. If the explanatory variables are perfectly linearly correlated, that is, if the correlation coefficient for these variables is equal to unity, then the parameters become indeterminate; i.e, it is impossible to obtain numerical values for each parameter separately and the method of lease squares breaks down. Conversely, if the correlation coefficient for the explanatory variables is equal to zero, then the variables are called orthogonal and there are no problems concerning the estimates of the coefficients.
When multicollinearity occurs, the least squares estimates are still unbiased and efficient but the problem is that; the estimated standard error ˆi S β for the coefficient ˆi β become infinitely large; i.e, the standard error tends to be larger than it would be in the absence of multicollinearity and when ˆi S β is larger than it would be, then the t-value for testing the significance of i β is smaller than it should be. Thus one is likely to conclude that a variable i X is not important in the relationship when it real1y is.
To solve the problem of multicollinearity, there is no single solution that will eliminate multicollinearity altogether. One common procedure is to select the independent variable most seriously involved in the multicollinearity and remove it from the model. This procedure often improves the standard error of the remaining coefficients and may make formerly insignificant variables significant, since the elimination of a variable reduces any multicollinearity caused by it. The difficulty with this approach is that the model now may not correctly represent the population relationship and all estimated coefficients would contain a population specification.
The procedure of increasing the sample size is sometimes recommended as another suggested procedure to solve the problem of multicollinearity. In fact this method improves the precision of an estimator and hence reduces the adverse effects of multicollinearity. Hoerl and Kennard (1970) suggested a new technique to overcome the problem of multicollinearity. This technique is called ridge regression. Ridge regression is a variant of ordinary multiple linear regression whose goal is to circumvent the predictors collinearity. It gives up the least squares as a method for estimating the parameters of the model and focuses instead of the X X ′ matrix. This matrix will be artificially modified so as to make its determinant appreciably different from zero. This is accomplished by adding a small positive quantity, say k (k > 0), to each of the diagonal elements of the matrix X X ′ before inverting it for least squares estimation. The resulting estimator is given by
which coincides with the OLS estimator, defined by (2), when k = 0. The resulting estimator will be biased, but have smaller variances than β  . This is precisely what the ridge regression estimator we study can accomplish.
The plan of this paper is as follows: Section 2 presents the proposed estimators included in the study; a novel feature is our proposed ridge estimator which, as we shall see presently, has lower MSE. Section 3 is described the simulation technique that we have adopted in our study to evaluate the performance of the new values of the ridge parameter we suggest. The results of the simulation study, which appear in the tables, are presented in Section 4. Finally, Section 5 contains summary and conclusions.
The Proposed Estimators
With the ridge estimator method, there arises the problem of determining an optimal value of k. With a good choice of k, one might hope to improve on the OLS estimator for every coefficient. Hoerl, Kennard and Baldwin (1975) showed, through simulation, that the use of ridge estimator with the following biasing parameter
where p denotes the number of parameters (excluding the intercept) and 2 σ is the usual unbiased estimate of − − ∑ They showed that the probability of a smaller MSE using (4) increases with the number of parameters p. We will use the acronym HKB for the estimator (4). Khalaf and Shukur (2005) suggested a modification of Hoerl and Kennard (1970) given by;
For this estimator we will use the acronym KS.
From the estimators (4) and (5), we suggest as a modification of HKB and KS by multiplying them by the amount; max min max min
where min t is the minimum eigenvalue of the matrix X X ′ . This leads to the following estimators;
For our two suggested estimators, defined by (6) and (7), we use the acronym 1 K and 2 K , respectively.
The Simulation Study
A simulation study was conducted in order to draw conclusions about the performance of our suggested estimators relative to HKB, KS and the OLS estimator. To achieve different degree of collinearity, following Kibria (2003) , the explanatory variables are generated by using the following equation;
where ij z are independent standard normal distribution, p is the number of the explanatory variables and ρ is specified so that the correlation between any two explanatory variables is given by ... , 1, 2,...,
where i e are i.i.d pseudo-random numbers. In this study, 0 β is taken to be zero and the term i e is generated from each of the following distributions: N(0, 1), F(3, 11) . The parameters values are chosen so that which is a common restriction in simulation studies (see Muniz and Kibria (2009) ).
T(3), T(7) and
The other factors we chose to vary is the sample size and the number of regressions. We generate models consisting of 25, 50, 100 and 150 observations and with 2 and 4 explanatory variables. It is noted from the results of the previous simulation studies (see Khalaf and Shukur (2005) , Alkhamisi and Shukur (2008) and Khalaf (2011) ) that increasing the number of regressor and using non-normal pseudo random numbers to generate i e leads to a higher estimated MSE, while increasing the sample size leads to a lower estimated MSE.
The criterion proposed here for measuring the goodness of an estimator is the MSE using the following formula;
where ˆr β  is the estimator of β  obtained from the OLS estimator or from the ridge estimator for different estimated values of k considered for comparison reasons and, finally, 5000 is the number of replicates used in the Monte Carlo simulation.
The Simulation Results
Tables 1 -6 below, present the output from the Monte Carlo experiment concerning properties of the different methods that used to choose the ridge parameter k. The results showed that the estimated MSE is affected by all factors we choose to vary in the design of experiment. It is also noted that the higher the degree of correlation the higher estimated MSE, but this increase is much greater for the OLS than the ridge regression estimator. The distribution of the error term and the number of explanatory variables having a different impact on the estimators. For non-normal error term in combination with 0.95 ρ = and 0.99 ρ = leads to a larger estimated MSE for the OLS estimator and the ridge parameter, especially when n is small, but when the sample size increases the estimated MSE of the suggested ridge parameters, namely 1 K and 2 K decreases substantially.
The performance of 1 K and 2 K is well for all cases when the error term is distributed as a normal and, when n is greater than 25 and the error term in nonnormal .
When n is greater than 25, the modified ridge parameter performance, defined by (6) and (7), is much better than the estimators HKB, KS and the OLS, where 2 K has a low estimated MSE when the number of regressor equals 4.
Summary and Conclusions
In multiple linear regression, the effect of non-orthogonality of the explanatory variables is to pull the least squares estimates of the regression coefficients away from the true coefficients, β  , that one is trying to estimate. The coefficients can be both too large in absolute value and incorrect with respect to sign. Furthermore, the variance and the covariance of the OLS tend to become too large. A slight movement away from this point can give completely different estimates of the coefficients. This is accomplished by adding a small positive quantity, k, to each of the diagonal elements of the matrix X X ′ . The resulting estimator is called the ridge estimator, suggested by Hoerl and Kennard (1970) and given by (3).
Several procedure for constructing ridge estimators have been proposed in the literature. These procedures were aiming at a rule (or algorithm) for selecting the constant k in equation (3). In fact, the best method of estimating k is an unsolved problem and there is no constant value of k that is certain to yield an estimator which is uniformly better (in terms of MSE) than the OLS in all cases.
By means of Monte Carlo simulations two suggested ridge parameters were evaluated and the result were compared with ridge parameters evaluated by Hoerl et. al (1975) and Khalaf and Shukur (2005) . The estimator HKB performed well in this study. It appears to outperform KS when ρ is small and the sample size is greater than 25. The suggested estimators 1 K and 2 K performs well in our simulation. They appeared to offer an opportunity for large reduction in MSE when p = 2 and the error term in normally distributed. For non-normal error term the versions of the ridge parameter has a lower estimated MSE when the sample size is greater than 25. 2 K is always minimizes the estimated MSE when the error term in normally distributed.
