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Abstract
In this paper, we consider a ring of identical neurons with self-feedback and delays. Based on the normal
form approach and the center manifold theory, we derive some formula to determine the direction of Hopf
bifurcation and stability of the Hopf bifurcated synchronous periodic orbits, phase-locked oscillatory waves,
standing waves, mirror-reflecting waves, and so on. In addition, under general conditions, such a network
has a slowly oscillatory synchronous periodic solution which is completely characterized by a scalar delay
differential equation. Despite the fact that the slowly oscillatory synchronous periodic solution of the scalar
equation is stable, we show that the corresponding synchronized periodic solution is unstable if the number
of the neurons is large or arbitrary even.
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1. Introduction
In this paper, we study the influence of the delay on the behavior of a ring network modelled
by the following system of delay differential equations
u˙i (t) = −ui(t)+ f
(
ui(t − τ)
)− [g(ui−1(t − τ))+ g(ui+1(t − τ))], (1)
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rectional in the sense that the growth rate of the ith neuron depends on the excitory (positive)
self-feedback and the inhibitory (negative) feedback from the (i−1)th and the (i+1)th neurons.
Thus, if the transfer functions f and g are monotonically increasing, then the network modelled
by (1) has an on-center off-surround characteristics. Such a network has been found in a vari-
ety of neural structures, such as hippocampus [3], cerebellum [10], neocortex [27], and even in
chemistry and electrical engineering.
Here, we emphasize the importance of temporal delays in the coupling between cells, since in
many chemical and biological oscillators (cells coupled via membrane transport of ions), the time
needed for transport of processing of chemical components or signals may be of considerable
length. In the field of neural networks, rings are studied to gain insight into the mechanisms un-
derlying the behavior of recurrent network [19,22]. Moreover, ring networks belong to the class
of cyclic feedback systems whose asymptotic behavior has been investigated in more detail [1,
2,5,6,13,15–17,21,23,25,28–30,33]. These theoretical results help in understanding the system’s
dynamics better and are important complements to experimental and numerical investigations
using analog circuits and digital computers.
System (1) can be regarded as a special example of the general Hopfield’s model [20]
for artificial neural networks with electronic circuit implementation. According to the Cohen–
Grossberg–Hopfield convergence theorem [8,20], under some standard assumptions on the trans-
fer functions, a network modelled by (1) without delay (namely, τ = 0) relaxes towards the set
of equilibria. However, the presence of large delay τ may cause some stable nonlinear oscilla-
tions and lead to a completely different computational performance of the network [4,22,29].
Moreover, most of these nonlinear oscillations may appear in the form of periodic solutions with
certain spatio-temporal structures and, if stable under small perturbation, may represent memory
of the network to be stored and retrieved. Therefore, it is of great interest in many applications
to discuss the spatio-temporal patterns of these periodic solutions and to describe the mode in-
teraction along multiple branches of such periodic solutions.
By means of the general symmetric local Hopf bifurcation theorem (Theorem 2.1 in [29])
coupled with representation theory of standard dihedral groups, Guo and Huang [15] not only
investigated the effect of synaptic delay of signal transmission on the pattern formation of
model (1), but also obtain some important results about the spontaneous bifurcation of multi-
ple branches of periodic solutions and their spatio-temporal patterns:
(i) mirror-reflecting waves of the form xj (t) = xn+2−j (t), t ∈ R, j (mod n);
(ii) standing waves of the form xj (t) = xn+2−j (t − ω2 ), t ∈ R, j (mod n), where ω > 0 is a
period of x;
(iii) discrete waves of the form xj (t) = xj+1(t ± kωn ), t ∈ R, j (mod n), where ω > 0 is a period
of x.
Especially, the discrete waves are also called synchronous oscillations (if k = 0 (mod n)) or
phase-locked oscillations (if k = 0 (mod n)) as each neuron oscillates just like others except not
necessarily in phase with each other. Guo and Huang [16] also considered the global continuation
of the aforementioned wave solutions (i.e., their coexistence for delay not only near but also far
away form the critical values). The main purpose of this paper is to obtain some formula about
the bifurcation direction and stability of all the bifurcated periodic solutions of (1).
In [14], Golubitsky and his coworkers obtain some stability criteria of symmetric periodic
solution for ordinary differential equations, which must be in Birkhoff normal form. In order to
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duce this infinite dimensional problem to a finite dimensional one, and then calculate the normal
form of the reduced ordinary differential equations on center manifolds. Nevertheless, it is not
necessary to compute the center manifold before evaluating the normal form for the ordinary
differential equations on the center manifold. In [11,12], Faria and Magalháes gave a method for
obtaining normal forms for delay differential equations directly, which allows us to obtain the
coefficients of the normal form explicitly in terms of the original system.
We note that with the transformation xi(t) = ui(τ t) for i (mod n) and h = f − 2g, we can
rewrite (1) as the following system of delay differential equations
x˙i = −τxi(t)+ τh
(
xi(t − 1)
)− τ [g(xi−1(t − 1))+ g(xi+1(t − 1))− 2g(xi(t − 1))], (2)
where i (mod n). The rest of this paper is organized as follows: In Section 2, we collect some
lemmas from [15] and analyze the linear stability of system (2). In Section 3, we make use
of the normal form method and the center manifold theory developed by Faria and Magalháes
[11,12], and derive some formula to determine the properties of Hopf bifurcated synchronous
periodic orbit for a ring of neurons with delays, such as the direction of Hopf bifurcation, sta-
bility of the Hopf bifurcating synchronous periodic orbits and so on. Section 4 is devoted to the
desynchronization of system (2) with large n. In Section 5, we discuss the properties of Hopf
bifurcated phase-locked oscillatory waves, standing waves and mirror-reflecting waves. Finally
in Section 6, we make a brief comparison with some existing results, such as [5,24], and also
present a discussion of future work.
2. Linear stability analysis
Let C([−1,0],Rn) denote the Banach space of continuous mapping from [−1,0] into
R
n equipped with the supremum norm ‖φ‖ = sup−1θ0 |φ(θ)| for φ ∈ C([−1,0],Rn). In
what follows, if σ ∈ R, A  0 and x : [σ − 1, σ + A] → Rn is a continuous mapping, then
xt ∈ C([−1,0],Rn), t ∈ [σ,σ + A], is defined by xt (θ) = x(t + θ) for −1 θ  0. We denote
a symmetric circulant matrix by J = circ(a1, a2, . . . , an), where Jij = aj−i+1 and ai = aN−i+2,
i (mod n).
To explore the possible (spatial) symmetry of the system (2), we need to introduce three
compact Lie groups. One is the cycle group S1, another is Zn, the cyclic group of order n (the
order of a finite group is the number of the elements it contains), the third is the dihedral group
Dn of order 2n, which is generated by Zn together with the flip κ of order 2. Clearly, we have
the following properties (for more details about the proof, we refer to [15]).
Lemma 1. Denote by ρ the generator of the cyclic subgroup Zn and κ the flip. Define the action
of Dn on Rn by
(ρx)i = xi+1, (κx)i = xn+2−i
for all i (mod n) and x ∈ Rn. Then system (2) is Dn-equivariant.
Next, we present the linear stability analysis at the trivial solution of (2). In fact, the lineariza-
tion of (2) at the origin leads to
x˙i = −τxi(t)+ τγ xi(t − 1)− τη
[
xi−1(t − 1)+ xi+1(t − 1)− 2xi(t − 1)
]
, (3)
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when the infinitesimal generator A(τ ) of the C0-semigroup generated by the linear system (3)
has a pair of purely imaginary eigenvalues. It is well known that the associated characteristic
equation of (3) takes the form
detΔ(τ,λ) = 0,
where the characteristic matrix Δ(τ,λ) is given by
Δ(τ,λ) = (λ+ τ)Id − τMe−λ, λ ∈ C,
with Id denoting the identity matrix and M = circ(γ + 2η,−η,0, . . . ,−η). We put χ = e2πi/n
and vk = (1, χk,χ2k, . . . , χ(n−1)k)T , k ∈ N(0, n − 1). Clearly, v0 = (1,1, . . . ,1)T and vk =
vn−k . It is easy to see that Mvk = (γ + 4η sin2 kπn )vk for all k. Thus, we have
detΔ(τ,λ) =
n−1∏
k=0
[
λ+ τ −
(
γ + 4η sin2 kπ
n
)
τe−λ
]
.
Thus, by analyzing every factor of detΔ(τ,λ) (see [15] for more details), we get
Lemma 2. LetA(τ ) denote the infinitesimal generator of the semigroup generated by system (3).
Assume that there exists some k ∈ {0,1,2, . . . , n− 1} such that |γ + 4η sin2 kπ
n
| > 1. Define
βk,s :=
⎧⎨
⎩
2sπ + arccos 1
γ+4η sin2 kπ
n
, γ + 4η sin2 kπ
n
< −1,
2(s + 1)π − arccos 1
γ+4η sin2 kπ
n
, γ + 4η sin2 kπ
n
> 1;
τk,s := βk,s√
{γ + 4η sin2 kπ
n
}2 − 1
,
for all s ∈ N0 = {0,1,2, . . .}. Then
(i) At (and only at) τ = τk,s , s ∈ N0,A(τ ) has purely imaginary eigenvalues. These eigenvalues
are given by ±iβk,s .
(ii) All other eigenvalues of A(τk,s) are not integer multiples of ±iβk,s .
(iii) For each fixed k, τk,s is monotonically increasing in s.
(iv) For each fixed s ∈ N0, there exist δk,s > 0 and C1-mapping λk,s : (τk,s − δk,s, τk,s + δk,s) →
C such that λk,s(τk,s) = iβk,s and detΔ(τ,λk,s(τ )) = 0 for all τ ∈ (τk,s − δk,s, τk,s + δk,s).
Moreover, d
dτ
Re{λk,s(τ )}|τ=τk,s > 0 and dimUλk,s (A(τ )) = dimU±iβk,s (A(τk,s)) for all
τ ∈ (τk,s − δk,s, τk,s + δk,s).
(v) The generalized eigenspace U±iβk,s (A(τk,s)) consists of eigenvectors of A(τk,s) associated
with ±iβk,s only. Moreover,
U±iβk,s
(A(τk,s))=
{ 2∑
xi
k
i ; x1, x2 ∈ R
}
i=1
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U±iβk,s
(A(τk,s))=
{ 4∑
i=1
xi
k
i ; xi ∈ R, i = 1, . . . ,4
}
if n is odd and k ∈ {1,2, . . . , n− 1} or n is even and k ∈ {1,2, . . . , n− 1} \ {[n2 ]}, where for
θ ∈ [−1,0],
k1(θ) = Re
{
eiβk,sθ vk
}= cos(βk,sθ)Re{vk} − sin(βk,sθ) Im{vk},
k2(θ) = Im
{
eiβk,sθ vk
}= sin(βk,sθ)Re{vk} + cos(βk,sθ) Im{vk},
k3(θ) = Re
{
eiβk,sθ vk
}= cos(βk,sθ)Re{vk} + sin(βk,sθ) Im{vk},
k4(θ) = Im
{
eiβk,sθ vk
}= sin(βk,sθ)Re{vk} − cos(βk,sθ) Im{vk}.
(vi) Let n be odd and k ∈ {1,2, . . . , n − 1} or n be even and k ∈ {1,2, . . . , n − 1} \ {[n2 ]}. Let
Γ = Dn act on R2 by
ρ
[
x1
x2
]
=
[
cos 2kπ
n
− sin 2kπ
n
sin 2kπ
n
cos 2kπ
n
][
x1
x2
]
,
κ
[
x1
x2
]
=
[
x1
−x2
]
, for
[
x1
x2
]
∈ R2.
Then R2 is an absolutely irreducible representation of Dn and kerΔ(τk,s, iβk,s) ∼= R2 ⊕R2.
Lemma 2, together with the fact that the zero solution of (2) is uniformly asymptotically stable
if and only if all zeros of detΔ(τ,λ) have negative real parts, leads to the following stability
results.
Theorem 1.
(i) If |γ + 4η sin2 kπ
n
| < 1 for all k, then all eigenvalues of the generator A(τ ) have negative
real parts for all τ  0. Namely, the equilibrium x∗ = 0 of system (2) is delay-independently
locally asymptotically stable.
(ii) If there exists some k such that γ + 4η sin2 kπ
n
> 1, then for all τ  0, system (2) is unstable
at x∗ = 0.
(iii) Assume that γ + 4η sin2 kπ
n
< 1 for all k, and there exists some j such that γ +
4η sin2 jπ
n
< −1. Let τ ∗ = min{τk,0; γ + 4η sin2 kπn < −1}. Then the equilibrium x∗ = 0
of system (2) is locally asymptotically stable for all τ ∈ [0, τ ∗). However, for τ > τ ∗, sys-
tem (2) is unstable at x∗ = 0.
Proof. If there exists some k such that γ + 4η sin2 kπ
n
< −1, then according to Lemma 2(iv), all
zeros of λ+ τ − τ(γ +4η sin2 kπ
n
)e−λ have negative real parts for all τ ∈ [0, τk,s). This, together
with the expression of detΔ(τ,λ), completes the proof. 
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a Hopf bifurcation from stationary to periodic solutions occurs. In fact, there are two kinds of
Hopf bifurcation under two classes of different conditions, respectively.
3. Properties of synchronized periodic solutions
Throughout this section, we always assume that
(H1) |γ | > 1, and γ + 4η sin2 kπ
n
= 1 for all k.
In view of Lemma 2, at τ = τ0,s for each s ∈ N0, the infinitesimal generator A(τ ) has sim-
ple purely imaginary eigenvalues ±iβ0,s with generalized eigenspace U±iβ0,s (A(τ0,s)) spanned
by {01 , 02}. It is easy to see that
ρ · 01 = 01 , ρ · 02 = 02 . (4)
It has been verified in [29] that, under usual non-resonance and transversality conditions, for
every maximal subgroup Σ of Dn × S1, symmetric delay differential equations have a bifur-
cation of periodic solutions whose spatial-temporal symmetry can be completely characterized
by Σ . Here, consider subgroup Σ = Zn of Dn × S1. (4) implies that the Σ -fixed-point set of
U±iβ0,s (A(τ0,s )) is itself, i.e., Fix(Σ,U±iβ0,s (A(τ0,s))) = U±iβ0,s (A(τ0,s )). Thus, the general
symmetric local Hopf bifurcation theorem (Theorem 2.1 in [29]) enables us to obtain the follow-
ing result on the existence of smooth local Hopf bifurcations of synchronous periodic solutions:
Theorem 2. Under assumption (H1), a Hopf bifurcation for (2) occurs at τ = τ0,s , s ∈ N0.
Namely, in every neighborhood of (x∗ = 0, τ ∗ = τ0,s) there is a unique branch of synchronous
periodic solutions xs(t, τ ) with xs(t, τ ) → 0 as τ → τ0,s . The period P s(γ, τ ) of xs(t, τ ) satis-
fies that P s(γ, τ ) → 2π/β0,s as τ → τ0,s .
Remark 2. From the expression of β0,s and τ0,s , it follows that P s(γ, τ ) ∈ (1/(s+ 12 ),1/(s+ 14 ))
for γ < −1 and s ∈ N0, and that P s(γ, τ ) ∈ (1/(s + 1),1/(s + 34 )) for γ > 1 and s ∈ N0. There-
fore, only at τ = τ0,0 with γ < −1 is the bifurcating periodic solution x0(t, τ ) a slowly oscillating
periodic solution (i.e., P 0(γ, τ ) > 2).
Remark 3. Theorem 2 means that in every neighborhood of (x∗ = 0, τ ∗ = τ0,s) there is a unique
branch of synchronous periodic solutions xs(t, τ ). Therefore, xs(t, τ ) can be completely charac-
terized by the following simple-looking but complicated scalar delay differential equation:
x˙ = −τx(t)+ τh(x(t − 1)). (5)
In order to be able to analyze the Hopf bifurcation in more detail, we compute the reduced
system on the center manifold associated with the pair of conjugate complex, purely imaginary
solutions Λ = {iβ0,s ,−iβ0,s} of the characteristic equation. By this reduction we can determine
the Hopf bifurcation direction, i.e., to answer the question of whether the bifurcating branch of
periodic solution exists locally for all τ > τ0,s (supercritical bifurcation) or τ < τ0,s (subcritical
bifurcation).
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can rewrite (2) as
x˙(t) = Lμxt +G
(
x(t − 1),μ) (6)
with
Lμϕ = −(τ0,s +μ)ϕ(0)+ (τ0,s +μ)Mϕ(−1)
and
G(u,μ) = τ0,s +μ
2
M′′(0)(u21, u22, . . . , u2n)T
+ τ0,s +μ
6
M′′′(0)(u31, u32, . . . , u3n)T +O(∣∣(u41, u42, . . . , u4n)T ∣∣),
whereM(u) is an n× n matrix function defined by
M(u) = circ(h(u)+ 2g(u),−g(u),0, . . . ,−g(u)).
By the Riesz representation theorem, there exists an n × n matrix-valued function η(·,μ):
[−1,0] → Rn2 whose components each have bounded variation such that
Lμϕ =
0∫
−1
dη(θ,μ)ϕ(θ) for ϕ ∈ C([−1,0],Rn).
Next, we define for ϕ ∈ C1([−1,0],Rn),
Aμϕ =
{
dϕ/dθ, if θ ∈ [−1,0),∫ 0
−1 dη(ξ,μ)ϕ(ξ) = Lμϕ, if θ = 0.
Let ϕj (θ), j = 1,2, be the eigenvector for A0 associated with iβ0,s and −iβ0,s , respectively;
namely,
A0ϕ1(θ) = iβ0,sϕ1(θ), A0ϕ2(θ) = −iβ0,sϕ2(θ). (7)
In view of Δ(τ0,s , iβ0,s )v0 = 0, we can choose ϕ1(θ) = v0eiβ0,s θ and ϕ2(θ) = v0e−iβ0,s θ for
θ ∈ [−1,0]. So, at τ = τ0,s the center space is X = span{ϕ1, ϕ2}. Hence, Φ = (ϕ1, ϕ2) is a basis
for the center space X. The adjoint operator A∗0 is defined by
A∗μψ =
{−dψ/dξ, if ξ ∈ (0,1],∫ 0
−1 ψ(−t) dη(t,μ), if ξ = 0.
For convenience in computation, we shall allow functions with range in Cn instead of in Rn.
Thus, the domains of A(μ0) and A∗(μ0) are C1([−1,0],Cn) and C1([0,1],Cn∗), respectively,
where Cn∗ is the space of n-dimensional complex row vectors. It follows from (7) that ±iβ0,s
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j = 1,2, such that
A∗0ψ1(ξ) = −iβ0,sψ1(ξ), A∗0ψ2(ξ) = iβ0,sψ2(ξ).
Then, Ψ = (ψ1,ψ2)T is a basis for the adjoint space X∗. In order to construct coordinates to
describe the center manifold C0 near the origin, we use the bilinear form (see [9,18])
〈ψ,ϕ〉 = ψ(0)ϕ(0)−
0∫
θ=−1
θ∫
ξ=0
ψ(ξ − θ) dη(θ,0)ϕ(ξ) dξ (8)
for ψ ∈ C([0,1],Cn∗) and ϕ ∈ C([−1,0],Cn). Then, as usual,
〈ψ,A0ϕ〉 =
〈A∗0ψ,ϕ〉
for (ϕ,ψ) ∈ Dom(A0)× Dom(A∗0). We normalize ψj (j = 1,2) by the condition
(Ψ,Φ)
(〈ψj ,ϕi〉)i,j=1,2 = Id2,
where Id2 is an identity matrix of size 2. By direct computation, we obtain that
ψ1(ξ) = DvT0 eiβ0,s ξ , ψ2(ξ) = DvT0 e−iβ0,s ξ , ξ ∈ [0,1],
where D = 1
n
(1 + τ0,s + iβ0,s )−1. Let Q = {ϕ ∈ C1([−1,0],Rn)) | (Ψ,ϕ) = 0}, then
C([−1,0],Rn) = X ⊕ Q. We enlarge the phase space C([−τ,0],Rn) by considering the space
BC of the functions from [−1,0] to Cn uniformly continuous on [−1,0] and with a jump dis-
continuity at 0. Then by using the decomposition xt = Φz(t) + yt , z(t) = (z1(t), z2(t))T ∈ C2,
yt ∈ Kerπ ∩ C1([−1,0],Rn) = Q ∩ C1([−1,0],Rn)Q1. Since (6) is real, we only have in-
terest on the real solutions. Therefore, we require that z2 = z1. Let AQ1 be the restriction of A
on Q1, i.e.,
AQ1ϕ = ϕ˙ +X0
[
L0ϕ − ϕ˙(0)
]
, (9)
then we decompose (6) as
z˙(t) = Bz+Ψ (0)G∗(Φz+ y,μ),
y˙(t) =AQ1y + (I − π)X0G∗(Φz+ y,μ), (10)
where z = (z1, z2) ∈ C2 with z2 = z1, y ∈ Q1, B = diag(iβ0,s ,−iβ0,s ) and G∗(xt ,μ) =
Lμxt − L0xt + G(x(t − 1),μ). Here and in the following, we refer to [11,12] for results and
explanations of several notations involved. Consider the Taylor formulas
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∑
j2
1
j !f
1
j (z, y,μ),
y˙(t) =AQ1y +
∑
j2
1
j !f
2
j (z, y,μ), (11)
where z = (z1, z2) ∈ C2 with z2 = z1, y ∈ Q1, f lj (z, y,μ) (l = 1,2) are homogeneous polyno-
mials in (z, y,μ) of degree j with coefficients in C2. Following Faria’s approach, the normal
forms can be obtained by computing at each step the terms of order j  2 in the normal form
from the terms of the same order in the original equation and the terms of lower orders already
computed for the normal form in previous steps, through a transformation of variables
(z, y) = (zˆ, yˆ)+ 1
j !Uj(zˆ), (12)
with z, zˆ ∈ C2, y, yˆ ∈ Q1, and Uj = (U1j ,U2j ) ∈ V 3j (C2) × V 3j (Q1), where, for a normed
space P , V 3j (P ) denotes the linear space of homogeneous polynomials in (z, y,μ) of degree j
with coefficients in P . We assume that after computing the normal form up to terms of order
j − 1 the equations become
z˙(t) = Bz+
j−1∑
i=2
1
i!g
1
i (z, y,μ)+
1
j !f
1
j (z, y,μ)+ · · · ,
y˙(t) =AQ1y +
j−1∑
i=2
1
i!g
2
i (z, y,μ)+
1
j !f
2
j (z, y,μ)+ · · · , (13)
where, g1i , f
1
j ∈ V 3j (C2), g2i , f 2j ∈ V 3j (Kerπ). With the change of variables (12) and drop the
hats for simplicity of notation, (13) becomes
z˙(t) = Bz+
j∑
i=2
1
i!g
1
i (z, y,μ)+ · · · ,
y˙(t) =AQ1y +
j∑
i=2
1
i!g
2
i (z, y,μ)+ · · · , (14)
where, gj = f j − MjUj , gj = (g1j , g2j ), f j = (f 1j , f 2j ), and operator Mj :V 3j (C2 × Kerπ) →
V 3j (C
2 × Kerπ) is defined as follows
Mj (p,h) =
(
M1jp,M
2
j h
)
,(
M1jp
)
(z) = [B,p](z),(
M2j h
)
(z) = Dzh(z)Bz −AQ1
(
h(z)
)
, (15)
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Dzp(z)Bz − Bp(z). According to [11,12], (6) can be transformed to a normal form relative
to the center space X in the form of (14) with g2j (z,0,μ) = 0 for all j  2. Therefore, the flow
on the center manifold is given by the 2-dimensional ordinary differential equation
z˙ = Bz+ 1
2
g12(z,0,μ)+
1
3
g13(z,0,μ)+ h.o.t.,
which is in normal form. Moreover, an adequate choice of Uj = (U1j ,U2j ) ∈ V 3j (R2)× V 3j (Q1)
such that Uj(z,μ) = M−1j PI,j fj (z,0,μ) allows taking away form f j its component in the range
of Im(Mj ), leading to
gj (z,0,μ) = (I − PI,j )f (z,0,μ), g1j (z,0,μ) = ProjKer M1j f
1
j (z,0,μ). (16)
In order to simplify the notation, we introduce the operator Θ :V 3j (C) → V 3j (C2) such that
Θ(x + y) = Θ(x)+Θ(y) and
Θ
(
cz
q1
1 z
q2
2 μ
q3
)= [ czq11 zq22 μq3
cz
q2
1 z
q1
2 μ
q3
]
, c ∈ C, q = (q1, q2, q3) ∈ N30, |q| = j.
First of all, we have
1
2
f 12 (z,0,μ) = Ψ (0)
[
Lμ−τ0,s (Φz)+
τ0,s
2
M′′(0)(Φ(−1)z)2]
= Ψ (0)μ[−Φ(0)z+MΦ(−1)x]+ τ0,s
2
Ψ (0)M′′(0)(Φ(−1)z)2
= Ψ (0)μ[−(z1 + z2)+ γ (e−iβ0,s z1 + eiβ0,s z2)]v0
+ τ0,s
2
Ψ (0)M′′(0)(e−iβ0,s z1 + eiβ0,s z2)2v0
= Ψ (0)μ
[
−(z1 + z2)+
(
1 + iβ0,s
τ0,s
)
z1 +
(
1 − iβ0,s
τ0,s
)
z2
]
v0
+ τ0,s
2
Ψ (0)h′′(0)
(
e−iβ0,s z1 + eiβ0,s z2
)2
v0
= Ψ (0)v0
[
μ
iβ0,s
τ0,s
(z1 − z2)+ τ0,s2 h
′′(0)
(
e−iβ0,s z1 + eiβ0,s z2
)2]
= Ψ (0)v0
[
A(011)μ(z1 − z2)+ 12
(
A(200)z
2
1 +A(110)z1z2 +A(020)z22
)]
where
A(011) = iβ0,s
τ0,s
, A(200) = τ0,sh′′(0)e−2iβ0,s , A(110) = 2τ0,sh′′(0),
A(020) = τ0,sh′′(0)e2iβ0,s .
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3
j (C
2) and satisfy
M1j (p)(z1, z2,μ) = [B,p](z1, z2,μ) = iβ0,s
[
z1
∂p1
∂z1
− z2 ∂p1∂z2 − p1
z1
∂p2
∂z1
− z2 ∂p2∂z2 + p2
]
for (z1, z2) ∈ C2 and μ ∈ R. In particular,
M1j
(
z
q1
1 z
q2
2 μ
q3ek
)= iβ0,s(q1 − q2 + (−1)k)zq11 zq22 μq3ek, k = 1,2, |q| = j  2,
where {e1, e2} is the canonical basis for C2, x = (z1, z2) ∈ C2, μ ∈ R, q = (q1, q2, q3) ∈ N30. We
consider the canonical basis of V 32 (C
2): z21e1, z1z2e1, μz1e1, z
2
2e1, μz2e1, μ
2e1, z
2
1e2, z1z2e2,
μz1e2, z
2
2e2, μz2e2, μ
2e2. The images of each one of the elements of this basis under M12/(iβ0,s )
are, respectively, z21e1, −z1z2e1, (0,0)T , −3z22e1, −2μz2e1, −μ2e1, 3z21e2, z1z2e2, 2μz1e2,
−z22e2, (0,0)T , μ2e2. Hence, Ker M12 ∩ V 22 (C2) = span{μz1e1,μz2e2}. Namely,
g12(z,0,μ) = Θ(nA(011)Dμz1).
Moreover,
U2(z,μ) = M−12 PI,2f2(z,0,μ)
=
[
Θ( nD
iβ0,s
[A(011)μz2 +A(200)z21 −A(110)z1z2 − 13A(020)z22])
h¯(z1, z2,μ)
]
,
where h¯(z1, z2,μ) = ∑|q|=2 h¯qzq11 zq22 μq3 ∈ V 32 (Q1) is the unique solution in V 32 (Q1) of the
following equation
(
M22h¯
)
(z,μ) = (I − π)X0
[
2Lμ−τ0,s (Φz)+ τ0,sM′′(0)
(
Φ(−1)z)2]. (17)
By (9), (15) and (17) we have
iβ0,s[z1Dz1 h¯− z2Dz2 h¯] − ˙¯h+X0
[ ˙¯h(0)−L0h¯]
= (X0 −ΦΨ (0))v0[2A(011)μ(z1 − z2)+A(200)z21 +A(110)z1z2 +A(020)z22].
This equation is equivalent to the system
˙¯h(200)(θ)− 2iβ0,s h¯(200)(θ) = 2nv0A(200) Re
(
Deiβ0,s θ
)
,
˙¯h(020)(θ)+ 2iβ0,s h¯(020)(θ) = 2nv0A(020) Re
(
Deiβ0,s θ
)
,
˙¯h(002)(θ) = 0,
˙¯h(110)(θ) = 2nv0A(110) Re
(
Deiβ0,s θ
)
,
˙¯h(101)(θ)− iβ0,s h¯(101)(θ) = 4nv0A(101) Re
(
Deiβ0,s θ
)
,
˙¯h(011)(θ)+ iβ0,s h¯(011)(θ) = −4nv0A(101) Re
(
Deiβ0,s θ
)
,
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˙¯h(200)(0)−L0h¯(200) = v0A(200),
˙¯h(020)(0)−L0h¯(020) = v0A(020),
˙¯h(002)(0)−L0h¯(002) = 0,
˙¯h(110)(0)−L0h¯(110) = v0A(110),
˙¯h(101)(0)−L0h¯(101) = 2v0A(011),
˙¯h(011)(0)−L0h¯(011) = −2v0A(011).
Solving these equations, we have
h¯(200)(θ) = v0A(200)
[
e2iβ0,s θ
2iβ0,s − 0(e2iβ0,s θ ) −
nD
iβ0,s
eiβ0,s θ − nD
3iβ0,s
e−iβ0,s θ
]
,
h¯(020)(θ) = v0A(020)
[
− e
−2iβ0,s θ
2iβ0,s + 0(e−2iβ0,s θ ) +
nD
3iβ0,s
eiβ0,s θ + nD
iβ0,s
e−iβ0,s θ
]
,
h¯(110)(θ) = v0A(110)
[
− 1
0(1)
+ n
iβ0,s
(
Deiβ0,s θ −De−iβ0,s θ )],
where 0(ξ) denotes the arbitrary component of the vector L0(v0ξ) = τ0,s(Mξ(−1) − ξ(0))v0,
i.e., 0(ξ) = τ0,s(γ ξ(−1)− ξ(0)). The term of order 3 becomes
f˜3 = f3 + 32
[
(Dz,yf2)U2 − (Dz,yU2)g2
]
. (18)
Moreover,
Ker M13 ∩ V 23
(
R
2)= span{z21z2e1, z1z22e2},
and
f 13 (z,0,μ) = Ψ (0)
[
3μM′′(0)(Φ(−1)z)2 + τ0,sM′′′(0)(Φ(−1)z)3]
= Ψ (0)v0
[
3μh′′(0)
(
e−iβ0,s z1 + eiβ0,s z2
)2 + τ0,sh′′′(0)(e−iβ0,s z1 + eiβ0,s z2)3]
= n[3μh′′(0)(e−iβ0,s z1 + eiβ0,s z2)2 + τ0,sh′′′(0)(e−iβ0,s z1 + eiβ0,s z2)3](D,D)T .
Hence,
ProjKer M13 f
1
3 (z,0,μ) = 3nτ0,sh′′′(0)Θ
(
z21z2De
−iβ0,s ). (19)
Again since
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[
2Lμ−τ0,s (Φz+ y)+ τ0,sM′′(0)
(
Φ(−1)z+ y(−1))2]
= Ψ (0)v0
[
2A(011)μ(z1 − z2)+A(200)z21 +A(110)z1z2 +A(020)z22
]
+Ψ (0)[2μ(−y(0)+My(−1))+ τ0,sM′′(0)(2Φ(−1)zy(−1)+ y2(−1))]
= Θ(nD[2A(011)μ(z1 − z2)+A(200)z21 +A(110)z1z2 +A(020)z22])
+Ψ (0){2μ(−y(0)+ γy(−1))
+ τ0,sh′′(0)
[
2
(
z1e
−iβ0,s + z2eiβ0,s
)
y(−1)+ y2(−1)]}
we have
Dz,yf
1
2 (z, y,μ)U2(z,μ)
= (nD[2A(011)μ+ 2A(200)z1 +A(110)z2], nD[−2A(011)μ+ 2A(020)z1 +A(110)z2])T
×
(
nD
iβ0,s
[
A(011)μz2 +A(200)z21 −A(110)z1z2 −
1
3
A(020)z
2
2
])
+ (nD[−2A(011)μ+ 2A(020)z2 +A(110)z1], nD[2A(011)μ+ 2A(200)z2 +A(110)z1])T
×
(
− nD
iβ0,s
[
A(011)μz1 +A(200)z22 −A(110)z1z2 −
1
3
A(020)z
2
1
])
+ {2μ(γ − 1)+ 2τ0,sh′′(0)(z1e−iβ0,s + z2eiβ0,s )}Ψ (0)h¯(z1, z2,μ)(−1).
Therefore,
g13(z, y,μ) = ProjKer M13 f˜
1
3 (z, y,μ) = 6Θ
{
Kz21z2
}
, (20)
where
K = nD
2
τ0,sh
′′′(0)e−iβ0,s + n
2D
4iβ0,s
[
−DA(200)A(110) +D
(
2
3
A(020)A(200) +A2(110)
)]
+ 1
4
nDA2(110)e
−iβ0,s
[
− 1
0(1)
+ n
iβ0,s
(
De−iβ0,s −Deiβ0,s )]
+ 1
4
nDA(110)A(200)e
iβ0,s
[
e−2iβ0,s
2iβ0,s − 0(e2iβ0,s ) −
nD
iβ0,s
e−iβ0,s − nD
3iβ0,s
eiβ0,s
]
= nD
2
[
τ0,sh
′′′(0)e−iβ0,s + (h′′(0)τ0,s)2
{
−2e
−iβ0,s
0(1)
+ e
−3iβ0,s
2iβ0,s − 0(e2iβ0,s )
}]
.
Consequently, the normal form on the center manifold becomes
z˙ = Θ(iβ0,sz1 + inDA011μz1 +Kz21z2)+ h.o.t.,
that is,
z˙1 = iβ0,sz1 + inDA011μz1 +Kz1|z1|2 + h.o.t. (21)
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r˙ = μA1r + B1r3 +O
(
μ2ρ + ∣∣(r,μ)∣∣4),
ξ˙ = β0,s + C1μ+ D1R2 +O
(∣∣(r,μ)∣∣3), (22)
where
A1 = −nβ0,s
τ0,s
Im(D), B1 = Re(K), C1 = nβ0,s
τ0,s
Re(D), D1 = Im(K).
In view of A1 = β
2
0,s
τ0,s [(1+τ0,s )2+β20,s ]
> 0, B1 determines the directions of the Hopf bifurcation: if
B1 < 0 (respectively, > 0), then the Hopf bifurcation is supercritical (respectively, subcritical)
and the bifurcating periodic solutions exist for τ > τ0,s (respectively, < τ0,s ). Of course, we can
determine the stability of the bifurcating periodic solutions. By a direct computation, if γ < −1,
then
B1 = τ0,sh
′′′(0)
2
· 1 + γ
2τ0,s
γ (1 + 2τ0,s + γ 2τ 20,s)
− τ0,s(h
′′(0))2
2
· γ
2τ0,s(11γ 2 + 6γ − 2)+ (2γ 3 + 13γ 2 + 4γ − 4)
γ 2(5γ + 4)(γ − 1)(1 + 2τ0,s + γ 2τ 20,s)
;
if γ > 1, then
B1 = τ0,sh
′′′(0)
2
· 1 + γ
2τ0,s
γ (1 + 2τ0,s + γ 2τ 20,s)
− τ0,s(h
′′(0))2
2
· γ
2τ0,s(11γ 3 + 35γ 2 + 24γ − 6)+ (−2γ 4 + 11γ 3 + 43γ 2 + 24γ − 12)
γ 2(γ − 1)(5γ 2 + 15γ + 12)(1 + 2τ0,s + γ 2τ 20,s)
.
Therefore,
B1 < 0 ⇔ h′′′(0)h′(0) <
[
h′′(0)
]2
Cs(γ );
B1 > 0 ⇔ h′′′(0)h′(0) >
[
h′′(0)
]2
Cs(γ );
B1 = 0 ⇔ h′′′(0)h′(0) =
[
h′′(0)
]2
Cs(γ ),
where
Cs(γ ) =
⎧⎨
⎩
11γ 2+6γ−2
(5γ+4)(γ−1) + 2(γ+1)
2
(5γ+4)(1+γ 2τ0,s ) , γ < −1,
11γ 3+35γ 2+24γ−6
(γ−1)(5γ 2+15γ+12) − 2(γ+1)(γ
2−3)
(1+γ 2τ0,s )(5γ 2+15γ+12) , γ > 1.
(23)
Thus, we obtain the following results.
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bifurcation. The direction of Hopf bifurcation and stability of bifurcating periodic solutions sat-
isfy the following properties:
(i) Assume that h′′′(0)h′(0) > [h′′(0)]2Cs(γ ). Then the bifurcating branch of periodic solutions
exists for τ < τ0,s (subcritical bifurcation). Moreover, all periodic solutions on this branch
are unstable.
(ii) Assume that h′′′(0)h′(0) < [h′′(0)]2Cs(γ ). Then the bifurcating branch of periodic solutions
exists for τ > τ0,s (supercritical bifurcation). (i) If there exists some j ∈ {0,1,2, . . . , n− 1}
such that γ +4η sin2 jπ
n
> 1, or η < 0 and γ < −1, then all periodic solutions on this branch
are unstable. (ii) If γ < −1 and η > 0 and γ + 4η sin2 jπ
n
< 1 for all j ∈ {1,2, . . . , n − 1},
then only the arising slowly oscillating periodic solution at τ0,0 is stable, all the arising
periodic solutions at τ = τ0,s (s  1) are unstable.
Remark 4. If B1 = 0 or h′′′(0) = h′′(0) = 0, then we have to calculate higher derivatives of h
and g and to compute higher order terms of the normal form of the reduced system on the center
manifold.
Notice that the sequence {Cs(γ )}s∈N0 has the following properties:
(i) For γ < −1 or γ > √3, the sequence {Cs(γ )}s∈N0 is positive, bounded, and strictly increas-
ing.
(ii) For 1 < γ < √3, the sequence {Cs(γ )}s∈N0 is positive, bounded, and strictly decreasing.
(iii) For γ = √3, the sequence {Cs(γ )}s∈N0 is a constant sequence.
(iv) For γ < −1, 2(126+125
√
7)
(2+5√7)(35+2√7) < Cs(γ ) < 2.2; For γ > 1, Cs(γ ) > 2.1.
From the boundness of {Cs(γ )}s∈N0 , we have
Corollary 1. Under assumption (H1), for all s ∈ N0, near τ = τ0,s , system (2) undergoes a Hopf
bifurcation. The direction of Hopf bifurcation satisfies that
(i) If γ < −1 and h′′′(0)h′(0) < 2(126+125
√
7)
(2+5√7)(35+2√7) [h′′(0)]2, then all bifurcations are supercriti-
cal bifurcations.
(ii) If γ < −1 and h′′′(0)h′(0) > 2.2[h′′(0)]2 then all bifurcations are subcritical bifurcations.
(iii) If γ > 1 and h′′′(0)h′(0) < 2.1[h′′(0)]2 then all bifurcations are supercritical bifurcations.
In particular, we make a further assumption on function h as follows:
(H2) h′′(0) = 0 and h′(0)h′′′(0) = 0.
Then
B1 = 12γ ·
τ 20,s + τ0,s + β20,s
(1 + τ0,s)2 + β20,s
h′′′(0).
Namely, sign(B1) = sign(h′′′(0)h′(0)). Therefore, we have
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furcation. The direction of Hopf bifurcation and stability of bifurcating periodic solutions are
determined by sign(h′′′(0)h′(0)).
(i) Assume that h′′′(0)h′(0) > 0, then the Hopf bifurcation is subcritical and the bifurcating
periodic solutions are orbitally asymptotically unstable.
(ii) Assume that h′′′(0)h′(0) < 0, then the Hopf bifurcation is supercritical. (1) If there exists
some j ∈ {0,1,2, . . . , n − 1} such that γ + 4η sin2 jπ
n
> 1, or η < 0 and γ < −1, then the
bifurcating periodic solutions are orbitally asymptotically unstable. (2) If γ < −1 and η > 0
and γ + 4η sin2 jπ
n
< 1 for all j ∈ {1,2, . . . , n− 1}, then only the arising slowly oscillating
periodic solution at τ0,0 is stable, all the arising periodic solutions at τ = τ0,s (s  1) are
unstable.
Remark 5. If f (x) ≡ 0 and g′(0) > 0, then η > 0, and γ = −2η < 0, and γ + 4η sin2 jπ
n
=
2η(−1 + 2 sin2 jπ
n
). According to Theorem 5, if η > 12 , i.e., γ < −1, then near τ0,0, there exists
a synchronous slowly oscillating periodic solution x0(t). Moreover,
(i) If n is even, let j = n2 , then γ +4η sin2 jπn = 2η(−1+2 sin2 π2 ) = 2η > 1. Thus, the periodic
solution x0(t) is unstable.
(ii) If n is odd, then limn→∞ sin2 (n−1)π2n = 1, and hence sin2 (n−1)π2n > 1+2η4η for sufficiently
large n. Let j = n−12 , then γ + 4η sin2 jπn = 2η(−1 + 2 sin2 (n−1)π2n ) > 1. Therefore, the
periodic solution x0(t) is unstable.
These results are consistent with those of Chen, Huang and Wu [6].
4. Desynchronization of large scale networks
It is easy to see that a synchronous solution is completely characterized by the scalar delay dif-
ferential equation (5). Let p :R → R be a slowly oscillating periodic solution of system (5) with
a period ω > 2. The stability of such a periodic solution of (5) was studied by Chow and Walther
[7] and Xie [31,32]. Such a stability implies that the stability of the synchronized periodic so-
lution ps = (p,p, . . . ,p)T :R → Rn under small synchronous perturbation. Here, however, we
show that the above periodic solution of (2) is always unstable if the network is large and satisfies
the following hypothesis:
(H3) h′(x) < 0 and f ′(x) 0 for all x ∈ R.
By linearizing system (2) around ps , we obtain the following linear periodic delay differential
system:
x˙i (t) = −τxi(t)+ τf ′
(
p(t − 1))xi(t − 1)− τg′(p(t − 1))[xi−1(t − 1)+ xi+1(t − 1)]
(24)
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C
:= C([−1,0],Cn) and let MC :CnC → CnC be the monodromy operator
of system (24), namely,
MC(ϕ)(θ) = xϕ(ω + θ), θ ∈ [−1,0], ϕ ∈ CnC,
where xϕ is the solution x = (x1, x2, . . . , xn)T : [−1,∞) → Cn of system (24) with x(θ) = ϕ(θ)
for θ ∈ [−1,0]. Because ω > 2, MC is linear, continuous and compact, and every point
λ ∈ σ(MC) \ {0} is an eigenvalue of finite multiplicity and is isolated in σ(MC). These eigenval-
ues are called Floquet multipliers of ps . It is well known that the stability of ps is determined
by the Floquet multipliers related to the eigenvalues of the monodromy operators of the linear
variational equation (24). In particular, if there is a Floquet multiplier outside the unit circle in
the complex plan, then ps is unstable.
For the sake of simplicity, we let Mb :CC = C1C → CC denote the linear compact operators
given by Mb(ϕ)(θ) = uϕ(ω + θ) for θ ∈ [−1,0], where b :R → R is continuous map with a
period ω > 2, uϕ is a solution of
u˙(t) = −τu(t)+ τb(t)u(t − 1) (25)
with uϕ |[−τ,0] = ϕ ∈ CC. Note that λ ∈ σ(Mb) \ {0} if and only if (25) has a nonzero solution
u :R → C such that u(t +ω) = λu(t) for t ∈ R (see, for example, [18]). Let
bk(t) = f ′
(
p(t − 1))− 2g′(p(t − 1)) cos 2kπ
n
, k ∈ {0,1, . . . , n− 1}. (26)
By using a similar argument as the proof in [6], we have
Lemma 3.
⋃n−1
k=0 σ(Mbk ) \ {0} ⊂ σ(MC) \ {0}.
Since b0(t) = f ′(p(t − 1)) − 2g′(p(t − 1)) < 0 for all t  0, it is easy to verify that
M−b0 :CC → CC is a positive linear operator. Therefore, the existence of a real eigenvalue λ > 0
of M−b0 associated with an eigenvector ϕ ∈ C+ := {φ ∈ C([−τ,0],R); φ(θ) > 0, ∀θ ∈ [−τ,0]}
is an immediate consequence of the Krein–Rutman theorem (see, for example, [26]). By using
a simple coupling technique (see, for example, [6]), we can show that there exists a real simple
eigenvalue λ0 > 1 of M−b0 associated with an eigenvector ϕ ∈ C+. The following lemma plays
an important role in the proof of our main results.
Lemma 4. Under assumption (H3), there exists a real Floquet multiplier greater than or equal
to λ0 for Eq. (25) with b(t) = a(t) f ′(p(t − 1))+ 2g′(p(t − 1)).
Proof. Let λ0 > 1 be a real simple eigenvalue of M−b0 with an associative eigenvector ϕ ∈ C+.
For this common initial value ϕ, let uϕ,a and uϕ,b0 be the solutions of Eq. (25) with b(t) = a(t)
and b(t) = −b0(t), respectively. Then
uϕ,b0(ω + θ) = λ0ϕ(θ), θ ∈ [−1,0].
By the standard comparison technique and noting that a(t)−b0(t) > 0, we obtain (componen-
twise)
uϕ,a  uϕ,b0 = λ0ϕ(θ), θ ∈ [−1,0].
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or equal to λ0. This completes the proof. 
The following result shows the persistence of the monodromy operator under small perturba-
tion (refer to [6] for the detail proof).
Lemma 5. Assume that ck :R → R are continuous and ω-periodic and ck(t) → a(t) as k → ∞,
uniformly for t ∈ R. Then for large k, Mck has a real eigenvalue λk > 1 with an associative
eigenvector ϕk ∈ C+.
Thus, we can now obtain our main results.
Theorem 4. Under assumption (H3), let p :R → R be a slowly oscillatory periodic solution
of (5) and let ps = (p,p, . . . ,p)T :R → Rn be the corresponding synchronous periodic solution
of system (2). Then either for large n or arbitrary even n, ps is linearly unstable.
Proof. Let k = [n2 ], then limn→∞ cos 2kπn = −1. Therefore, bk(t) → a(t) as k → ∞, uniformly
for t ∈ R. This completes the proof. 
Remark 6. Theorem 4 means that the large scale and the delayed inhibitation jointly lead to
desynchronization in network (2). However, these synchronous periodic solutions can be stable
under possible perturbations (see, for example, Theorem 3) if n is odd and small.
5. Properties of asynchronous periodic solutions
Throughout this section, we always make the following assumption
(H4) There exists some k ∈ {1,2, . . . , [n−12 ]} such that |γ + 4η sin2 kπn | > 1, and γ +
4η sin2 jπ
n
= 1 for all j .
Thus, by Lemma 2, near each τk,s , the associated purely imaginary eigenvalues ±iβk,s of A(τ )
are multiple, and there are stability switches at x∗ = 0 as τ crosses critical values τk,s . In terms
of the general symmetric local Hopf bifurcation theorem (Theorem 2.1 in [29]), we [15] obtained
the following result on the existence of smooth local Hopf bifurcations of wave solutions:
Theorem 5. Under assumption (H4), near τ = τk,s for each s ∈ N0, there exist 2(n+1) branches
of asynchronous periodic solutions of period near (2π/βk,s ), bifurcated simultaneously from the
zero solution of system (2) and these are two phase-locked oscillations, n mirror-reflecting waves
and n standing waves.
Using a similar argument as that in Section 3, we compute the reduced system on the
center manifold associated with the pair of conjugate complex, purely imaginary solutions
Λ = {iβk,s ,−iβk,s} of the characteristic equation. By this reduction we can determine the Hopf
bifurcation direction. Set μ = τ − τk,s . Similarly to Section 3, we rewrite (2) as (6), define as-
sociated operators Lμ, Aμ, and A∗μ, and also introduce the adjoint bilinear form 〈·,·〉 as (8). Let
ϕj (θ), j = 1,2,3,4, be the eigenvector for A0 associated with iβk,s and −iβk,s , respectively.
Since Δ(τk,s, iβk,s)vk = 0 and Δ(τk,s, iβk,s)vk = 0, we can choose
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ϕ2(θ) = vke−iβk,sθ ,
ϕ3(θ) = vkeiβk,sθ ,
ϕ4(θ) = vke−iβk,sθ
for θ ∈ [−1,0]. So, the center space at μ = 0 is X = span{ϕ1, ϕ2, ϕ3, ϕ4}. Hence, Φ =
(ϕ1, ϕ2, ϕ3, ϕ4) is a basis for the center space X. Let Ψ = (ψ1,ψ2,ψ3,ψ4)T be a basis for the
adjoint space X∗. We normalize ψj (j = 1,2,3,4) by the condition
(Ψ,Φ)
(〈ψj ,ϕi〉)i,j=1,2,3,4 = Id4, (27)
where Id4 is an identity matrix of size 4. By direct computation, we obtain that
ψ1(θ) = DvTk eiβk,sθ ,
ψ2(θ) = DvTk e−iβk,sθ ,
ψ3(θ) = DvTk eiβk,sθ ,
ψ4(θ) = DvTk e−iβk,sθ
for ξ ∈ [0,1], where D = 1
n
(1 + τk,s + iβk,s)−1. Let Q = {ϕ ∈ C1([−1,0],Rn) | (Ψ,ϕ) = 0},
then C([−1,0],Rn) = X ⊕ Q. We enlarge the phase space C([−τ,0],Rn) by considering the
space BC defined as that in Section 3. Then by using the decomposition xt = Φz(t)+ yt , z(t) =
(z1(t), z1(t), z2(t), z2(t))T ∈ C4, yt ∈ Kerπ ∩ C1([−1,0],Rn) = Q ∩ C1([−1,0],Rn) := Q1.
We can define AQ1 similarly, and then decompose (6) as (10) with
z = (z1, z1, z2, z2)T ∈ C4, y ∈ Q1,
B = diag(iβk,s ,−iβk,s , iβk,s ,−iβk,s),
G∗(xt ,μ) = Lμxt −L0xt +G
(
x(t − 1),μ).
Consider the Taylor formulas (11) with z = (z1, z1, z2, z2)T ∈ C4 and y ∈ Q1 and f lj (z, y,μ)
(l = 1,2) being homogeneous polynomials in (z, y,μ) of degree j with coefficients in C4.
Following Faria’s approach, the normal forms can be obtained by computing at each step the
terms of order j  2 in the normal form from the terms of the same order in the original equation
and the terms of lower orders already computed for the normal form in previous steps, through a
transformation of variables (12) with z = (z1, z1, z2, z2)T , zˆ = (zˆ1, zˆ1, zˆ2, zˆ2)T ∈ C4, y, yˆ ∈ Q1,
and Uj = (U1j ,U2j ) ∈ V 5j (C4)× V 5j (Q1). We assume that after computing the normal form up to
terms of order j − 1 the equations become (13) with g1i , f 1j ∈ V 5j (C4) and g2i , f 2j ∈ V 5j (Kerπ).
With the change of variables (12) and drop the hats for simplicity of notation, (13) becomes (14)
with gj = f j − MjUj , where operator Mj : V 5j (C4 × Kerπ) → V 5j (C4 × Kerπ) is defined as
(15) with domain Dom(Mj ) = V 5j (C4) × V 5j (Q1), and [B,p] denotes the Lie bracket [B,p] =
Dzp(z)Bz − Bp(z). According to [11,12], (6) can be transformed to a normal form relative to
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the center manifold is given by the 4-dimensional ordinary differential equation
z˙ = Bz+ 1
2
g12(z,0,μ)+
1
3
g13(z,0,μ)+ h.o.t.,
which is in normal form. For the simplification of notation, we introduce the operator
Θ :V 5j (C) → V 5j (C4) defined by
Θ
(
cz
q1
1 z
q2
1 z
q3
2 z
q4
2 μ
l
)=
⎡
⎢⎢⎢⎣
cz
q1
1 z
q2
1 z
q3
2 z
q4
2 μ
l
cz
q2
1 z
q1
1 z
q4
2 z
q3
2 μ
l
cz
q3
1 z
q4
1 z
q1
2 z
q2
2 μ
l
cz
q4
1 z
q3
1 z
q2
2 z
q1
2 μ
l
⎤
⎥⎥⎥⎦ ,
for c ∈ C, q = (q1, q2, q3, q4) ∈ N40 and l ∈ N0 with |(q, l)| = j . Obviously, Θ(u + v) =
Θ(u)+Θ(v) for u,v ∈ V 5j (C).
For the sake of simplicity, we introduce the following notation:
L1 = e−iβk,s z1 + eiβk,s z2, L2 = eiβk,s z1 + e−iβ0,s z2,
Hj = h(j)(0)+ 4g(j)(0) sin2 jkπ
n
(j  1),
A(00011) = iβk,s
τk,s
,
A(11000) = A(00110) = 2τk,sh′′(0),
A(10100) = A(01010) = 2τk,sh′′(0)e−2iβk,s ,
A(10010) = A(01100) = 2τk,sH2,
A(20000) = A(00200) = A(02000) = A(00020) = τk,sH2e−2iβk,s .
First of all, we have
1
2
f 12 (z,0,μ) = Ψ (0)
[
Lμ−τk,s (Φz)+
τk,s
2
M′′(0)(Φ(−1)z)2]
= Ψ (0)μ[−Φ(0)z+MΦ(−1)z]+ τk,s
2
Ψ (0)M′′(0)(Φ(−1)z)2
= Ψ (0)μ[−(z1 + z2)vk − (z1 + z2)vk +H1(L1vk + L2vk)]
+ τk,s
2
Ψ (0)
[
H2
(
L21v2k + L22v2k
)+ 2h′′(0)L1L2v0]
= Ψ (0)μiβk,s
τk,s
[
(z1 − z2)vk + (z2 − z1)vk
]
+ τk,s Ψ (0)[H2(L21v2k + L22v2k)+ 2h′′(0)L1L2v0].2
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5
j (C
4) and satisfy
M1j (p)(z1, z1, z2, z2,μ) =
⎡
⎢⎢⎢⎢⎣
z1
∂p1
∂z1
− z1 ∂p1∂z1 + z2
∂p1
∂z2
− z2 ∂p1∂z2 − p1
z1
∂p2
∂z1
− z1 ∂p2∂z1 + z2
∂p2
∂z2
− z2 ∂p2∂z2 + p2
z1
∂p3
∂z1
− z1 ∂p3∂z1 + z2
∂p3
∂z2
− z2 ∂p3∂z2 − p3
z1
∂p4
∂z1
− z1 ∂p4∂z1 + z2
∂p4
∂z2
− z2 ∂p4∂z2 + p4
⎤
⎥⎥⎥⎥⎦ ,
for (z1, z1, z2, z2) ∈ C4 and μ ∈ R. In particular,
M1j
(
z
q1
1 z
q2
1 z
q3
2 z
q4
2 μ
q5el
)= iβk,s(q1 − q2 + q3 − q4 + (−1)l)zq11 zq21 zq32 zq42 μq5el,
l = 1,2,3,4, j  2,
where {e1, e2, e3, e4} is the canonical basis for C4, z = (z1, z1, z2, z2) ∈ C4, μ ∈ R,
q = (q1, q2, q3, q4, q5) ∈ N50. Hence
Ker M12 ∩ V 52
(
R
4)= span{μz1e1,μz2e1,μz1e2,μz1e4,μz2e1,μz2e3,μz2e2,μz2e4}.
Namely,
g12(z,0,μ) = 2Θ(nDA(00011)μz1).
Similarly, we have
Ker M1∗3 = span
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
|z1|2z2e1, |z1|2z2e3, |z1|2z2e2, |z1|2z2e4, z1|z2|2e1, z1|z2|2e3,
z1|z2|2e2, z2|z2|2e4, |z1|2z1e1, |z1|2z1e3, z21z2e1, z21z2e3,
|z1|2z1e2, |z1|2z1e4, z21z2e2, z21z2e4, z2|z2|2e1, z2|z2|2e3, z22z1e1,
z21z1e3, z
2
2z1e2, z
2
2z1e4, z2|z2|2e2, z2|z2|2e4,μ2z1e1,μ2z2e1,
μ2z1e2,μ2z2e2,μ2z1e3,μ2z2e3,μ2z1e4,μ2z2e4
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
.
By a direct computation, we have
1
3!f
1
3 (z,0,μ) = Ψ (0)
[
μ
2
M′′(0)(Φ(−1)z)2 + τk,s
6
M′′′(0)(Φ(−1)z)3]
= Ψ (0)
{
μ
2
[
H2
(
L21v2k + L22v2k
)+ 2h′′(0)L1L2v0]
+ τk,s
6
H3
[
L31v3k + L32v3k + 3L21L2vk + 3L1L22vk
]}
.
Next, we solve the following equation for h¯(z,μ) ∈ V 52 (Q1):
(
M22h¯
)
(z,μ) = (I − π)X0
[
2Lμ−τk,s (Φz)+ τk,sM′′(0)
(
Φ(−1)z)2]. (28)
It follows from (9), (15), and (17) that (28) is equivalent to the following equation:
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[ ˙¯h(0)−L0h¯]
= (X0 −ΦΨ (0)){2A(00011)μ[(z1 − z2)vk + (z2 − z1)vk]
+H2τk,s
[
L21v2k + L22v2k
]+ 2h′′(0)τk,sL1L2v0},
which yields
˙¯h(20000)(θ)− 2iβk,s h¯(20000)(θ) = 4nv2kA(20000) Re
(
Deiβk,sθ
)
,
˙¯h(00200)(θ)− 2iβk,s h¯(00200)(θ) = 4nv2kA(00200) Re
(
Deiβk,sθ
)
,
˙¯h(10100)(θ)− 2iβk,s h¯(10100)(θ) = 4nv0A(10100) Re
(
Deiβk,sθ
)
,
˙¯h(11000)(θ) = 4nv0A(11000) Re
(
Deiβk,sθ
)
,
˙¯h(00110)(θ) = 4nv0A(00110) Re
(
Deiβk,sθ
)
,
˙¯h(10010)(θ) = 4nv2kA(1001) Re
(
Deiβk,sθ
)
,
˙¯h(01100)(θ) = 4nv2kA(01100) Re
(
Deiβk,sθ
)
,
with the boundary conditions
˙¯h(20000)(0)−L0h¯(20000) = v2kA(20000),
˙¯h(00200)(0)−L0h¯(00200) = v2kA(00200),
˙¯h(10100)(0)−L0h¯(10100) = v0A(10100),
˙¯h(11000)(0)−L0h¯(11000) = v0A(11000),
˙¯h(00110)(0)−L0h¯(00110) = v0A(00110),
˙¯h(10010)(0)−L0h¯(10010) = v2kA(1001),
˙¯h(01100)(0)−L0h¯(01100) = v2kA(01100).
Solving these equations, we have
h¯(20000)(θ) = v2kA(20000)ϑ12k(θ),
h¯(00200)(θ) = v2kA(00200)ϑ12k(θ),
h¯(10100)(θ) = v0A(10100)ϑ10 (θ),
h¯(11000)(θ) = v0A(11000)ϑ20 (θ),
h¯(00110)(θ) = v0A(00110)ϑ20 (θ),
h¯(10010)(θ) = v2kA(10010)ϑ22k(θ),
h¯(01100)(θ) = v2kA(01100)ϑ22k(θ),
where for j ∈ N0,
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[3iβk,s + 6nDj (eiβk,sθ )+ 2nDj (e−iβk,sθ )]e2iβk,sθ
3iβk,sj (e2iβk,s θ )
− 2nD
iβk,s
eiβk,sθ − 2nD
3iβk,s
e−iβk,sθ ,
ϑ2j (θ) =
iβk,s − 2nDj (eiβk,sθ )+ 2nDj (e−iβk,sθ )
iβk,sj (1)
+ 2nD
iβk,s
eiβk,sθ − 2nD
iβk,s
e−iβk,sθ ,
and j (ξ) = ξ˙ (0)− τk,s[(γ + 4η sin2 jπn )ξ(−1)− ξ(0)].
In what follows, we distinguish three cases to show that
g3(z,0,μ) = ProjKer M13 f˜ (z,0,μ) = 6Θ
(
K1z1|z1|2 +K2z1|z2|2 +K3z1z22
)
, (29)
where K1, K2, and K3 will be determined later.
Case 1: k = n3 and k = n4 . Then, f 12 (z,0,μ) = 2Θ(nDA(00011)μ(z1 − z2)), f 13 (z,0,μ) =
3nτk,sH3Θ(L21L2D), g
1
2(z,0,μ) = 2Θ(nDA(00011)μz1). Moreover,
U2(z,μ) = M−12 PI,2f2(z,0,μ) =
[
nτ−1k,s Θ(Dμz2)
h¯(z,μ)
]
.
After computing up to order 2, the term of order 3 of the normal form takes the form of (18).
Obviously,
ProjKer M13 f
1
3 (z,0,μ) = 3nτk,sH3Θ
((
2z1|z2|2 + z1|z1|2
)
De−iβk,s
)
. (30)
By considering
f 12 (z, y,μ) = Ψ (0)
[
2Lμ−τk,s (Φz+ y)+ τk,sM′′(0)
(
Φ(−1)z+ y(−1))2]
= Θ(2nDA(00011)μ(z1 − z2))+Ψ (0){2μ(−y(0)+H1y(−1))}
+Ψ (0){τk,sH2[2(L1vk + L2vk)y(−1)+ y2(−1)]},
we have
Dz,yf
1
2 (z, y,μ)U2(z,μ)
= (2nDA(00011)μ,0,0,2nDA(00011)μ)T
(
nD
iβk,s
A(00011)μz2
)
+ (0,2nDA(00011)μ,2nDA(00011)μ,0)T
(
− nD
iβk,s
A(00011)μz2
)
+ (0,2nDA(00011)μ,2nDA(00011)μ,0)T
(
nD
iβk,s
A(00011)μz1
)
+ (2nDA(00011)μ,0,0,2nDA(00011)μ)T
(
− nD
iβk,s
A(00011)μz1
)
+Ψ (0){2μ(H1 − 1)+ 2τk,sH2(L1vk + L2vk)}h¯(z,μ)(−1).
Thus, we obtain (29) with K3 = 0 and
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−iβk,s + 1
4
nDA(10010)A(20000)e
iβk,s ϑ12k(−1)
+ 1
4
nDA(10010)A(11000)e
−iβk,s ϑ20 (−1),
K2 = nDτk,sH3e−iβk,s + 14nDA(10010)A(00110)e
−iβk,s ϑ20 (−1)
+ 1
4
nDA2(10010)e
−iβk,s ϑ22k(−1)+
1
4
nDA(10010)A(10100)e
iβk,s ϑ10 (−1). (31)
Case 2: k = n3 and k = n4 . Then vTk v2k = n, vTk v2k = 0, ϑ12k(θ) = ϑ1k (θ), and ϑ22k(θ) = ϑ2k (θ).
Therefore,
h¯(20000)(θ) = vkA(20000)ϑ1k (θ),
h¯(00200)(θ) = vkA(00200)ϑ1k (θ),
h¯(10010)(θ) = vkA(10010)ϑ2k (θ),
h¯(01100)(θ) = vkA(01100)ϑ1k (θ).
Moreover,
f 12 (z,0,μ) = Θ
(
2nDA(00011)μ(z1 − z2)+ nDτk,sH2L22
)
,
f 13 (z,0,μ) = 3Θ
(
nDτk,sH3L21L2 + nDμH2L22
)
and
U2(z,μ) = M−12 PI,2f2(z,0,μ)
=
[
Θ( nD
iβk,s
[A(00011)μz2 − 13A(02000)z21 −A(01100)z1z2 +A(00200)z22])
h¯(z,μ)
]
.
After computing up to order 2, the term of order 3 of the normal form takes the form of (18).
Similarly, (30) holds. By considering
f 12 (z, y,μ) = Ψ (0)
[
2Lμ−τ0,s (Φz+ y)+ τ0,sM′′(0)
(
Φ(−1)z+ y(−1))2]
= Θ(nD[2A(00011)μ(z1 − z2)+A(02000)z21 +A(01100)z1z2 +A(00200)z22])
+Ψ (0){2μ(−y(0)+H1y(−1))}
+Ψ (0){τk,sH2[2(L1vk + L2vk)y(−1)+ y2(−1)]},
we have
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1
2 (z, y,μ)U2(z,μ)
= (2nDA(00011)μ,nD[2A(00200)z1 +A(01100)z2], nD[2A(00200)z1 +A(01100)z2],
2nDA(00011)μ
)T
×
(
nD
iβk,s
[
A(00011)μz2 +A(00200)z22 −A(01100)z1z2 −
1
3
A(02000)z
2
1
])
+ (nD[2A(02000)z1 +A(01100)z2],2nDA(00011)μ,
2nDA(00011)μ,nD[2A(02000)z1 +A(01100)z2]
)T
×
(
− nD
iβk,s
[
A(00011)μz2 +A(00200)z22 −A(01100)z1z2 −
1
3
A(02000)z
2
1
])
+ (nD[2A(00200)z2 +A(01100)z1],2nDA(00011)μ,2nDA(00011)μ,
nD[2A(00200)z2 +A(01100)z1]
)T
×
(
nD
iβk,s
[
A(00011)μz1 +A(00200)z21 −A(01100)z1z2 −
1
3
A(02000)z
2
2
])
+ (2nDA(00011)μ,nD[2A(00200)z2 +A(01100)z1], nD[2A(02000)z2 +A(01100)z1],
2nDA(00011)μ
)T
×
(
− nD
iβk,s
[
A(00011)μz1 +A(00200)z21 −A(01100)z1z2 −
1
3
A(02000)z
2
2
])
+Ψ (0){2μ(H1 − 1)+ 2τk,sH2(L1vk + L2vk)}h¯(z,μ)(−1).
Thus, we obtain (29) with K3 = 0 and
K1 = 12nDτk,sH3e
−iβk,s + n
2D
4iβk,s
[
1
6
DA2(01100) +DA(00200)A(01100)
]
+ 1
4
nDA(10010)A(20000)e
iβk,s ϑ1k (−1)+
1
4
nDA(10010)A(11000)e
−iβk,s ϑ20 (−1),
K2 = nDτk,sH3e−iβk,s + n
2D
4iβk,s
[
DA2(01100) − 2DA(00200)A(01100)
]
+ 1
4
nDA(10010)A(00110)e
−iβk,s ϑ20 (−1)+
1
4
nDA2(10010)e
−iβk,s ϑ2k (−1)
+ 1
4
nDA(10010)A(10100)e
iβk,s ϑ10 (−1). (32)
Case 3: k = n4 and k = n3 . Then vTk v3k = n and vTk v3k = 0. Moreover,
f 12 (z,0,μ) = Θ
(
2nDA(00011)μ(z1 − z2)
)
,
f 13 (z,0,μ) = Θ
(
3nDτk,sH3L21L2 + nDτk,sH3L32
)
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U2(z,μ) = M−12 PI,2f2(z,0,μ) =
[
nτ−1k,s Θ(Dμz2)
h¯(x,μ)
]
.
Using a similar arguments as that in Case 1, we have (29) with K1 and K2 given in (31) and
K3 = 12nDτk,sH3e
−iβk,s + 1
4
nDA(10010)A(00200)e
iβk,s ϑ12k(−1)
+ 1
4
nDA(10010)A(01100)e
−iβk,s ϑ22k(−1). (33)
Consequently, the truncated normal form on the center manifold becomes
z˙ = Θ(iβk,sz1 + nDA00011μz1 +K1z1|z1|2 +K2z1|z2|2 +K3z1z23),
that is,
z˙ = iβk,sz+ G(z1, z2,μ), j = 1,2, (34)
where z = (z1, z2)T , G = (G1,G2)T , and
Gj (α, z1, z2) = nDA00011μzj +K1zj |zj |2 +K2zj |z3−j |2 +K3zj z23−j .
It is easy to see that
ρ · (ϕ1, ϕ3) =
(
e2kπi/nϕ1, e
−2kπi/nϕ3
)
, ρ ∈ Zn Dn,
κ · (ϕ1, ϕ3) = (ϕ3, ϕ1), κ ∈ Z2 Dn,
θ · (ϕ1, ϕ3) =
(
ϕ1e
iβkθ , ϕ3e
iβkθ
)
, θ ∈ S1. (35)
It follows from (35) that the Dn × S1-action on C2 is given by:
ρ · (z1, z2) =
(
e2kπi/nz1, e
−2kπi/nz2
)
, ρ ∈ Zn Dn,
κ · (z1, z2) = (z2, z1), κ ∈ Z2 Dn,
θ · (z1, z2) =
(
eiβkθ z1, e
iβkθ z2
)
, θ ∈ S1.
Obviously, G(·,μ) : C ⊕ C → C ⊕ C is Dn × S1-equivariant.
We look for periodic solutions to (34) with period approximately 2π
βk,s
by rescaling time as
s = (1 + ς)t for a new period-scaling parameter ς near 0. This yields the following system
(1 + ς) d
ds
ν = iβk,sν + G(ν1, ν2,μ), (36)
where ν = (ν1, ν2)T with νj (s) = νj ((1 + ς)t) = zj (t). Then 2πβk,s -periodic solutions to (36)
correspond to 2π
(1+ς)βk,s -periodic solutions to (34). It follows from the S-equivariance of the
above normal form that the S1-action on a solution is identified with phase shift. Hence νj (t) =
S. Guo, L. Huang / J. Differential Equations 236 (2007) 343–374 369eiβk,s t νj (0), j = 1,2, where ν(0) = (ν1(0), ν2(0))T is the zero of the function H : C2 → C2
given by
H(ν,μ,ς) = −iςβk,sν + G(ν1, ν2,μ). (37)
Therefore, the bifurcations of small-amplitude periodic solutions of (34) are completely deter-
mined by the zeros ofH given in (37). Moreover, their orbital stability is determined by the signs
of the eigenvalues of
DνH(ν,μ,ς) = −iςβk,s Id2 +DνG(ν1, ν2,μ). (38)
In fact, we have
H(ν,μ,ς) = [nDA(00011) − iςβk,s +K2(|z1|2 + |z2|2)]
[
z1
z2
]
+ (K1 −K2)
[
z21z1
z22z2
]
+K3
[
z1z
2
1
z21z2
]
. (39)
Recall that the greatest common divisor of k and n, denoted by gcd(k, n), may be not equal to 1.
We introduce another integer
m =
{
n
2gcd(k,n) if
n
gcd(k,n) is even,
n
gcd(k,n) if
n
gcd(k,n) is odd.
Let (0) be the coefficients of the terms (zm−11 zm2 , zm−11 zm2 )T in the normal form of (2). Ob-
viously, (0) = K3 if k = n4 . According to the properties of dihedral-group-symmetric Hopf
bifurcation equation (see [14, Theorem 3.1, p. 382] for more details), we have the following
results.
Theorem 6. Under assumption (H4), assume that k = n4 . Then near τ = τk,s , system (2) un-
dergoes Hopf bifurcations. The bifurcation direction and stability of each branch of bifurcated
periodic solutions are completely determined by K1, K2, and (0), where K1 and K2 are given
in (31) if k = n3 and (32) if k = n3 , and (0) is the coefficients of the terms (zm−11 zm2 , zm−11 zm2 )T
in the normal form of (2).
(i) The phase-locked branch is supercritical (respectively, subcritical) if Re(K1) < 0 (respec-
tively, > 0). It is stable if Re(K2) < Re(K1) < 0 and all the other eigenvalues of A(τk,s)
have strictly negative real parts.
(ii) The mirror-reflecting branch is supercritical (respectively, subcritical) if Re(K1 +K2) < 0
(respectively, > 0). It is stable if Re(K1) < Re(K2) < −Re(K1) and Re{(K1 −K2)(0)} <
0 and all the other eigenvalues of A(τk,s) have strictly negative real parts.
(iii) The standing branch is supercritical (respectively, subcritical) if Re(K1 +K2) < 0 (respec-
tively, > 0). It is stable if Re(K1) < Re(K2) < −Re(K1) and Re{(K1 −K2)(0)} > 0 and
all the other eigenvalues of A(τk,s) have strictly negative real parts.
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(2m− 1)-order terms of the normal form of (2). Nevertheless, both the stability of phase-locked
branch and all the bifurcation direction are independent of (0).
In particular, we make a further assumption on functions h and g as follows:
(H5) H2 = 0 and H1H3 = 0.
Then
K2 = 2K1 = nDτk,sH3e−iβk,s .
Recall that
Re(K2) =
H3(τk,s + τ 2k,s + β2k,s)2
H1[(1 + τk,s)2 + β2k,s]
.
We have sign Re(K1) = sign Re(K2 −K1) = sign Re(K1 +K2) = sign(H1H3). In view of The-
orem 6, we have
Corollary 3. Under assumptions (H4) and (H5), assume that k = n4 . Then near τ = τk,s , sys-
tem (2) undergoes Hopf bifurcations. The bifurcation direction and stability of each branch of
bifurcated periodic solutions are completely determined by the sign of H1H3:
(i) Assume that H3H1 < 0 (respectively, > 0), then the bifurcating branch of periodic solutions
exists for τ > τk,s (respectively, τ < τk,s ).
(ii) Each one of the following conditions ensures that all bifurcated periodic solution near τk,s
are unstable: (i) n is even; (ii) there exists some j ∈ {0,1,2, . . . , n − 1} such that γ +
4η sin2 jπ
n
> 1; (iii) n is odd, H1 < −1, and η > 0; (iv) n is odd, H1 < −1, η < 0, k = [n2 ];(v) n is odd, H1 < −1, H3 < 0, η < 0.
(iii) Assume that n is odd, H1 < −1, γ < 1, η < 0, and k = [n2 ], and H3 > 0. Then only near τk,0
can the Hopf bifurcation provide two orbitally asymptotically stable phase-locked waves,
n orbitally asymptotically unstable standing waves and n orbitally asymptotically unstable
mirror-reflecting waves. However, near τ = τk,s (s  1), all the bifurcated periodic solu-
tions are unstable.
Proof. Conclusion (i) easily follows from Theorem 6. We only prove (ii) and (iii). As stated in
Theorem 6, the orbital stability of the bifurcated periodic solutions is determined by eigenvalues
ofAQ1 , signs of Re(K1), signs of Re(K1 +K2), and Re(K1 −K2). Each one of conditions (i)–(v)
of conclusion (ii) ensures that AQ1 has at least one eigenvalue with positive real part. Here, we
only consider the case where n is even. The other cases can be dealt with analogously. In what
follows, we distinguish two cases to show that near τk,s( τk,0), AQ1 has at least one eigenvalue
with positive real part.
Case 1: γ + 4η sin2 kπ
n
> 1. We have γ > γ + 4η sin2 kπ
n
> 1 (if η < 0) or γ + 4η > γ +
4η sin2 kπ
n
> 1 (if η > 0). If γ > γ + 4η sin2 kπ
n
> 1 (or γ + 4η > γ + 4η sin2 kπ
n
> 1), then
λ + τ − τγ e−λ = 0 (respectively, λ + τ − (γ + 4η)τe−λ = 0) has at least one solution with
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(respectively, τn/2,0 < τk,0) that near τk,s( τk,0), AQ1 has at least one eigenvalue with positive
real part.
Case 2: γ + 4η sin2 kπ
n
< −1. We have γ < γ + 4η sin2 kπ
n
< −1 (if η > 0) or γ + 4η <
γ + 4η sin2 kπ
n
< −1 (if η < 0). If γ < γ + 4η sin2 kπ
n
< −1 (or γ + 4η < γ + 4η sin2 kπ
n
< −1),
then λ+ τ − τγ e−λ = 0 (respectively, λ+ τ − (γ +4η)τe−λ = 0) has at least two solutions with
positive real parts if τ ∈ [τ0,0, τ0,1) (respectively, τ ∈ [τn/2,0, τn/2,1)). It follows form the fact
τ0,0 < τk,0 (respectively, τn/2,0 < τk,0) that near τk,s( τk,0), AQ1 has at least eigenvalue with
positive real part.
To prove (ii), assume that n is odd, H1 < −1, η < 0, and k = [n2 ], and H3 > 0. Then,
γ + 4η sin2 kπ
n
< γ + 4η sin2 (k − 1)π
n
< · · · < γ < 1.
Thus, if γ + 4η sin2 jπ
n
< −1 for some j ∈ {0,1,2, . . . , k − 1}, then
τk,s < τk−1,s < τk−2,s < · · · < τj,s .
Namely, τk,0 is the first critical value of τ in [0,+∞). The characteristic equation of (3) has only
solutions with negative real part if 0  τ < τk,0. Therefore, near τk,0, all eigenvalues of AQ1
have negative real parts. This, together with H1H3 < 0, implies that conclusion (iii) holds and
completes the proof of Corollary 3. 
Remark 8. In [5], Campbell and her coworkers obtained some similar results about the stability
of a ring network with two delays under the assumption that f ′′(0) = g′′(0) = 0 and j = n4 .
These assumptions obviously satisfy (H5). In view of Corollary 6, in [5] it is very lucky to ignore
the calculation of (0). Therefore, our results are more general.
Let n be odd and k = [n2 ] = n3 , which implies that n = 3. Namely, k = 1 and γ + 4η sin2 kπn =
γ + 3η. Therefore, we have the following results:
Corollary 4. Under assumptions (H4) and (H5), assume that k = 1 and n = 3. Then near τ =
τk,s , system (2) undergoes Hopf bifurcations. The bifurcating branch of periodic solutions exists
for τ > τk,s (respectively, τ < τk,s ) if H3H1 < 0 (respectively, > 0). Moreover, if γ + 3η < −1,
then
(i) If H3 > 0, near τk,0 the Hopf bifurcation can provide 2 orbitally asymptotically stable
phase-locked waves, 3 orbitally asymptotically unstable standing waves and 3 orbitally as-
ymptotically unstable mirror-reflecting waves, but near τ = τk,s (s  1), all the bifurcated
periodic solutions are unstable.
(ii) If H3 < 0, all the bifurcated periodic solutions are unstable.
Finally, we consider the case where k = n4 . According to the properties of D4-symmetric Hopf
bifurcation equation (see [14, Theorem 3.1, p. 382] for more details), we have the following
results.
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n = 4 undergoes Hopf bifurcations. The bifurcation direction and stability of each branch of
bifurcated periodic solutions are completely determined by K1, K2, and K3, which are given in
(31) and (33):
(i) The phase-locked branch is supercritical (respectively, subcritical) if Re(K1) < 0 (respec-
tively, > 0). It is stable if Re(K2) < Re(K1) < 0, |K1 − K2|2 > |K3|2, all the other eigen-
values of A(τk,s) have strictly negative real parts.
(ii) The mirror-reflecting branch is supercritical (respectively, subcritical) if Re(K1 + K2 +
K3) < 0 (respectively, > 0). It is stable if Re(K1 + K2 + K3) < 0, Re(K1 − K2 −
3K3) < 0, |K3|2 − Re{(K1 − K2)K3} > 0, and all the other eigenvalues of A(τk,s) have
strictly negative real parts.
(iii) The standing branch is supercritical (respectively, subcritical) if Re(K1 + K2 − K3) < 0
(respectively, > 0). It is stable if Re(K1 +K2 −K3) < 0, Re(K1 −K2 + 3K3) < 0, |K3|2 +
Re{(K1 − K2)K3} > 0, and all the other eigenvalues of A(τk,s) have strictly negative real
parts.
Remark 9. Under assumptions (H4) and (H5), assume that k = n4 . Then K2 = 2K1 = 2K3 =
nDτk,sH3e−iβk,s . Therefore, near τ = τk,s , system (2) undergoes Hopf bifurcations. If H3H1 < 0
(respectively, > 0), then all of the bifurcating branch of periodic solutions exist for τ > τk,s
(respectively, τ < τk,s ). We conclude that, under assumption that H1 < −1 and H3 > 0 and
H1 < γ + 4η sin2 jπn < 1, only at τk,0 is the bifurcated mirror-reflecting waves stable. As for the
stability of bifurcated phase-locked waves and standing waves, we need to calculate higher order
terms of the normal form because |K1 −K2|2 = |K3|2 and |K3|2 + Re{(K1 −K2)K3} = 0.
6. Discussion
In this paper, we study codimension 1 Hopf bifurcations in a ring network model (1) and
obtain some formula about the bifurcation direction and stability results of bifurcated periodic
solutions of (2). The paper [5] of Campbell, Yuan and Bungay, which contains some overlap with
our paper, appeared after our paper was submitted for publication. Let us remark here on some
of the differences between these two papers. Assuming that f ′′(0) = g′′(0) = 0, Campbell et al.
[5] studied a ring network with two time delays, and Peng [24] considered exactly system (1).
We see that this restriction make the normal form calculation much easier. In this regard our
results are more general (See Remark 8). Theorem 7 gives some results about the stability of
bifurcated periodic solution under assumption (H4) with k = n4 , which implies that the reduced
ordinary differential equation on the center manifold is D4-equivariant. However, in [5,24] there
is no discussion on the case where (H4) holds with k = n4 .
Putting this together with our previous works [15,16], which studied the existence and global
continuation of Hopf bifurcated periodic solutions, our theoretical results give an accurate pic-
ture of the codimension 1 Hopf bifurcation structure of (1). Of further interest in this model is
the codimension 2 bifurcation. For example, regarding delay τ , gains f ′(0) and g′(0) as bifur-
cation parameters, we obtain codimension 1 bifurcation (including a Fold bifurcation and Hopf
bifurcation), codimension 2 bifurcations (including Fold–Hopf bifurcations and Hopf–Hopf bi-
furcations). We want to give concrete formulae for the normal form coefficients derived via the
center manifold reduction that give detailed information about the bifurcation and stability of
various bifurcated solutions. In particular, we aim to obtain stable or unstable equilibria, periodic
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of this paper, it is completely possible (of course, more difficult) to obtain a more accurate picture
of bifurcation phenomena in a ring network with even one delay. Moreover, with the best of our
knowledge, there are no papers to give a theoretical analysis of secondary bifurcations in such a
symmetric system with delays as (1).
In addition, Wu [29] already considered the existence and global continuation of bifurcated
periodic solutions of the following system:
x˙(t) = −x(t)+ T F (x(t − τ)), (40)
where x(t) = (x1(t), x2(t), . . . , xn(t))T , F(x) = (f (x1), f (x2), . . . , f (xn))T , xi(t) represents
the activation of the ith neuron at time t , the time delay τ corresponds to the finite speed of the
axonal transmission of signals, the n× n matrix T represents the strengths of synaptical connec-
tions and is assumed to be a symmetric circulant matrix T = circ(a1, a2, . . . , an). Obviously, our
discussion of this paper can be completely applied to system (40).
Totally speaking, neural networks with delays have very rich dynamics. From the point of
view of nonlinear dynamics their analysis is useful in solving problems of both theoretical and
practical importance. The ring networks with one delays discussed above are quite simple, but
they are potentially useful since the complexity found in these simple cases might be carried over
to larger networks with multiple delays.
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