Individuals interact with conspecifics in a number of behavioural contexts or dimensions. Here, we formalise this by considering a social network between n individuals interacting in b behavioural dimensions as a nxnxb multidimensional object. In addition, we propose that the topology of this object is driven by individual needs to reduce uncertainty about the outcomes of interactions in one or more dimension. The proposal grounds social network dynamics and evolution in individual selection processes and allows us to define the uncertainty of the social network as the joint entropy of its constituent interaction networks. In support of these propositions we use simulations and natural ‗knock-outs' in a free-ranging baboon troop to show (i) that such an object can display a small-world state and (ii) that, as predicted, changes in interactions after social perturbations lead to a more certain social network, in which the outcomes of interactions are easier for members to predict. This new formalisation of social networks provides a framework within which to predict network dynamics and evolution under the assumption that it is driven by individuals seeking to reduce the uncertainty of their social environment.
. A social network is composed of b interaction networks between n individuals (here n=25). Edges between individuals are defined as interactions in b different behavioural contexts (dimensions). the clustering coefficient of a vertex (individual) is essentially calculated by estimating out of all possible triads in which the vertex is involved how many of those are triangle (all members of the triad connected). When individuals can interact in several behavioural dimensions, triangles and triads can be defined in a number of combinations (a: for example, here b=3). We can see that in these three cases, if we simply assumed the social network to be the union of the three interaction networks then the clustering coefficient of all three vertices would be 1, when all three examples present different clustering configurations. Our clustering coefficient statistic captures this heterogeneity.
TOPOLOGICAL CONSTRAINTS REDUCE THE UNCERTAINTY OF SOCIAL ENGAGEMENTS
The idea that uncertainty-reduction drives social interaction is not new and has emerged independently in several disciplines, although it still lacks a formal analytical framework [18] [19] [20] [21] [22] . Nevertheless, reducing the inherent complexity of negotiating the social world by moderating the level of uncertainty experienced with respect to others has come to be seen as central to individual fitness [18; 23] . The primary way in which animals can control -social information flow‖ is to constrain their interactions with others [6] . The increased consistency in the patterns of behaviour so produced can then be captured,
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Interaction networks a 4 in abstract terms, by the topological features characteristic of interaction networks, which have long been known to be associated with patterns of information flow [23; 24] . Given this, we can envisage an interaction network as an information transfer medium, within a particular context, where information, crucially, is defined as a reduction of uncertainty and measured as Shannon entropy [25] . This formalisation does not assume any ‗active' information transfer between individuals because it relies on ‗structural information' and is therefore broadly applicable [26] . A reliably structured pattern of engagement between pairs of individuals reduces the set of possible interactions in the given interaction network both directly (for the dyad concerned) and indirectly (for their neighbours and their neighbours' neighbours). This is the foundation for the development of, for example, mechanisms explaining the evolution of dominance hierarchies [27] and cooperative behaviour [28] ; two of the many potential behavioural contexts in which individuals interact. Such structural information can be captured using entropic measures because edges in these interaction networks represent the probability that two individuals will engage in a given behavioural context. Shannon extended the thermodynamic concept of entropy to communication following similar principles [25] . The integration of this probabilistic source of information for each individual, over all possible dyadic engagements, then represents a measure of the engagement constraints an individual faces, with the added evolutionary benefits of decreasing the uncertainty of outcomes highlighted earlier. We can then use the Shannon entropy of an interaction network as a measure that integrates this ‗constraint as uncertainty-reduction' information over all individuals in the network [6] . Given the multidimensionality of social networks (Section 2), we can then envisage that, in addition to these within-interaction-network constraints, it is also possible to have within-social-network constraints (those between behavioural dimensions) that describe the social network's global efficiency [29] . Although different behavioural dimensions are likely to be differentially constrained [30] , their intersection will produce an aggregate reduction of uncertainty that cannot be derived solely from the reduction in each of the component networks because these are not independent of one another. This feature makes it possible to think of a social network, not simply as the sum of its component interaction networks, but as a multidimensional object with emergent properties of its own.
EVOLUTION OF SOCIAL NETWORKS
When the realized structure of the social network carries benefits, we can expect selection to operate on mechanisms that regulate the tenor of an individual's social conduct [6; 31-33] in ways that will improve the robustness of the multidimensional network structure. Recent experimental work on captive macaques, for example, has illustrated the emergence of particular behavioural mechanisms, such as ‗policing', that enhance the resilience of the social network to perturbation, such as that caused by social conflict [13] . Importantly, such policing stabilizes social networks indirectly by facilitating the formation and robustness of -social niches‖. Niches, in this sense, are the behavioural connections that individuals form in the set of interaction networks in which they participate [13] . Under our premise, these niches are simply the egocentric 5 networks of individuals within a social network; that is, the set of egocentric networks each of which corresponds to an interaction network. This set is not trivial as interaction networks are not independent. The structure of a social network can then be thought of as emerging from the trade-off between the opportunities that an individual encounters and its current needs in each dimension. The structure reduces uncertainty, as in the case of dominance hierarchies [27] , because it reduces the range of options and, consequently, the costs of action by group members. Given this, measuring the information content of a social network (as defined in section 3) makes it possible to estimate the degree to which interactions reduce uncertainty. This information represents a measure of the structural constraints that reduce the uncertainty of social engagements for individuals. As this estimate of uncertainty is based on the derived composite structure of the social network, it informs us about the topological state reached by the network as a consequence of trade-offs between the interaction needs of all individuals.
We therefore propose that social networks be considered as multidimensional objects composed of n individuals that can interact in b behavioural dimensions and that they do so in ways that reduce overall uncertainty. A mathematical representation of a social network in this case is not a matrix of n x n individuals but a third-order tensor of n x n individuals x b behavioural dimensions. Considering a social network as a higher-order tensor offers new avenues for the formalisation of social structure and dynamics, allowing us to extend Flack et al's earlier consideration of the relationship between networks and social organization [13] . It makes possible the estimation of interaction uncertainties by measuring the social network's Shannon entropy and thereby provides a measure with which to test our central premise that uncertainty reduction drives social network dynamics. From this we can predict:
1. If our proposed theoretical concept is valid we should be able to retrieve characteristic small-world features from our multidimensional networks. That is, social networks, as we formalise them, should retain the high average clustering coefficients that define the cliquish nature of regular networks while also having short chains of intermediary acquaintances (small average path lengths) typical of random networks. Watts and Strogatz [14] used simulations to demonstrate that this small world state emerges between regular and random states as links between individuals in regular networks are randomly rewired. We replicated the Watts and Strogatz simulation procedure in our multidimensional framework and, after deriving new network statistics, tested whether small world features can emerge in multidimensional networks.
2. Perturbations to the social network should increase uncertainty. Evolutionary mechanisms should be in place under our premises so that such perturbations are followed by a corresponding reconfiguration of interaction networks that restructures the topology of the social network minimising entropy. Accordingly, because of the degrees of freedom associated with increasing uncertainty, we expect the least constrained interaction network (the most uncertain) to change the most. Following Flack et al. [13] , we test this by taking advantage of natural removals from a chacma baboon (Papio 6 hamadryas ursinus) social network [34] , to assess the effects of the loss of the most dominant female on the structure of spatial and grooming interaction networks.
SMALL-WORLD PROPERTIES OF MULTIDIMENSIONAL NETWORKS
We replicated the Watts-Strogatz simulations [14] using their random rewiring procedure. Under our formalisation, their study was restricted to the special case of b=1, where the tensor is of second-order (i.e. a matrix). We first defined a social network of n individuals by drawing b regular ring binary interaction networks between them with an average degree k. That is, in each interaction network, each vertex (individual) was connected to its k nearest neighbours on the regular lattice and an interaction was either present or absent (links were not weighted). Simulations were carried out for a range of network sizes and behavioural dimensions, although we present results only for b=3, n=1000 vertices (individuals) and k=10. As with Watts and Strogatz's simulations [14] , our results extend to other social network sizes, provided that k>>ln(n) to ensure that the random network is connected.
Starting with these regular interaction networks, we rewired a proportion p of all edges (interactions) at random (
. This allowed us to modify the social network from one that was regular (p=0) to one that was random (p=1). When b=1, interaction networks can exist in three structural states: regular, random or small world. These are defined using (i) a local measure of cliquishness, the clustering coefficient, which presents the likelihood that individuals to which a network member is connected are also connected to one another and (ii) a global measure of connectivity, the average path length, which is the shortest path one can take to navigate between a given pair of individuals on the network. To define the clustering coefficient and average path length of the third-order tensor, we extended the definition offered by Watts and Strogatz [14] , but accounted for the possibility that individuals could be connected in several behavioural dimensions ( Figure 1 ). This extension is trivial for the estimation of average path length in that it only requires the calculation of the average path length on the union of all interaction networks (if a ij =1 for at least one interaction network, then a ij =1 on the union of all interaction networks). Conversely, the number of possible triadic combinations in a social network increases with b ( Figure 1 ). We therefore extended the clustering coefficient definition to account for the triads and triangles possibly existing between behavioural dimensions, given the elements of the third-order tensor A:
We then rewired the social network, varying the proportion of edges rewired from 0 to 1. Rewiring was independent for each value of p. We replicated this procedure 20 times and measured the average path length and clustering coefficient of each resulting social network [14] . 7 Our simulations indicate that by varying the proportion of edges randomly rewired in the social network from 0 to 1, a small world state emerges as the network becomes less ordered and before it reaches a random state. For a wide range of p, social networks can realize both a short average path length and high clustering coefficient (Figure 2 ). In addition, we find that C random ~ n bk , in agreement with Watts & Strogatz (for b=1), and that for a broad range of p we have C(p)~C(0) but L(p)~L (1), confirming a small world state (Figure 2 ). (N~12), who were individually recognizable and habituated, and were collected with electronic data loggers while following the troop on foot from dawn to dusk on each sampling day [35] . We used this information to construct a social network for these females, composed of separate agonistic, spatial, and grooming interaction networks.
CHANGES IN INTERACTION NETWORK TOPOLOGY: AN EMPIRICAL TEST OF THE INTERACTION BETWEEN BEHAVIOURAL DIMENSIONS
To test our prediction, we took advantage of unique natural knock-outs [13] to investigate the effects of a disturbance to the agonistic interaction network [13; 30] , caused by the disappearance of the dominant female, on the spatial and grooming interactions of other females. Disruptions to the dominance hierarchy will affect agonistic interactions because this structure is present to reduce overall aggression in the troop [27] . We compared the nearest neighbour and grooming networks before and after the death of the dominant female in the troop (Julia). We then compared these changes to control data collected over the same seasons in a different year when troop membership was constant as well as to those observed after the disappearance of a low ranking female (Kersty). This study design [36] allowed us to account for inherent variability in network features due to food availability cycles [34] and perturbation due to changes in troop composition [35] . In addition, we compared the observed variation in network features to a simulated removal condition, in which individuals that disappeared were simply artificially removed from the control network and the network measures were re-calculated. For each of these six periods, we derived three directed and weighted interaction networks from the agonistic, spatial and grooming data respectively. The network nodes represented individual females and the edges represented the rate at which female i was observed as (a) the nearest neighbour; (b) the aggressor; (c) the groomer of female j, given the number of times i was observed. The indices were calculated with a sampling period of one day to address problems of pseudoreplication [37] . The resultant association indices AI ij were not symmetrical and therefore AI ij is not the same as AI ji .
i.e. the interaction indices are directional. For each interaction network we then calculated the females' clustering coefficients, using the formula for weighted networks [38] , which we modified to account for directionality in the data. We could therefore define both an in-clustering coefficient: We bootstrapped observational samples 1000 times with replacement, recalculated behavioural indices for each dyad, and subsequently recalculated clustering coefficients in order to quantify the uncertainty surrounding these network statistics given the data [39] . We used the bootstrapped confidence interval of the difference in mean clustering coefficient between the two levels of treatment to infer the likelihood that clustering coefficients changed significantly [34; 39] . To do so, we carried out paired comparisons, estimating the bootstrapped confidence intervals for each individual and evaluating the significance of this difference. The resulting paired differences differed significantly from zero (p=0.05) if fewer than 50 overlapped [34] . Paired comparisons also blocked the influence of changes in network size after treatment on network statistics [40] . Table 1 . in-and out-clustering coefficient mean paired differences (in-cc and out-cc, and associated SE) in spatial proximity (Figure 3a,b) for the three treatments (Control, Julia, Kersty) and associated test that the samples come from the same distribution based on two-sample permutation tests for small sample sizes (observed t-statistic based on n samples generated for the permutation distribution (t n ) and associated p-values) [41] . (Figure 3a,b) . Changes in the agonistic interaction network, however, did not affect the grooming behaviour of female baboons (Figure 3c,d ). While significant differences in clustering were also observed in the Kersty treatment, the dominant female knock-out condition was the only level for which all individuals changed their behaviour 10 significantly, and the paired differences were significantly greater than the ones observed in the other treatments (Table 1 , Figure 3a,b) . Prior to the dominant female's death, therefore, female interactions were less conservative, in that a female's nearest neighbours were less likely also to be recorded as one another's nearest neighbours. 
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UNCERTAINTY AND CONSTRAINTS ON THE SOCIAL NETWORK
Given that we are interested in the capacity of the social network to reduce uncertainty for its members, we estimated the Shannon entropy of this object (Eq. 6) [25] . We first inferred the constraint of each behavioural dimension by estimating the Shannon entropy for each interaction network under each condition. We could then test whether the least constrained dimension (post-hoc inference) was the one that changed most in the wake of female disappearance.
We calculated the entropy of the social network as the joint entropy of the interaction networks of which it was composed. We made use of the way the interaction information (I) is formulated to derive the joint entropy (H) of this b set of objects.
McGill's expansion of the mutual information for more than two variables leads to the interaction information [41] . In our case study, we are dealing with three behavioural dimensions: grooming (G), agonism (A), and spatial (S) (
, and we therefore have:
I(G,A,S)=H(G,A)+H(G,S)+H(A,S)-H(G)-H(A)-H(S)-H(G,A,S) [4]
and, for example,
I(G,A,S)=H(G,S)+H(G,A)-H(G)-H(A)-H(S)-H(G|A,S) [5]
Hence the joint entropy of the social network is:
H(G,A,S)=H(G,A)+H(G,S)+H(A,S)-H(G)-H(A)-H(S)-I(G,A,S) [6]
where,
, by convention if x ij =0 then h ij =0.
Our knock-out data, as with Flack et al. [13] , indicate that perturbations to the agonistic network lead to more conservative spatial associations. We then expect an associated reduction in the joint entropy of the social network, since increased conservatism should reduce uncertainty. We used jackknife re-sampling, with one individual omitted from the network in turn and the entropy measures recalculated, to derive standard errors for these estimates. We found that perturbations led to social networks in which interactions were less uncertain than they had been prior to the disappearance of females (Figure 4a : ‗Julia and ‗Kersty treatments). In all cases, the drop in joint entropy was greater than that derived from a simple simulated perturbation (random removal of individuals from the ‗before' social networks).
We therefore consider this to be a formalisation of the effects observed in the Flack et al. experiments [13] because a more certain social network corresponds to one in which interactions are more conservative. This is consistent with our hypothesis that social network dynamics processes should be investigated at the social network scale and that we cannot infer expected changes in the social network from an isolated assessment of each interaction network. It also reveals that extrinsic constraints (variation of social structure due to ecological variability between seasons: control treatment) influence the entropy of interaction networks, but not the entropy of the social network as a whole (Figure 4a ). The spatial interaction network was the least constrained in all conditions (Figure 4b ). This observation, in conjunction with the observed significant changes in interaction networks after the natural removals, agrees with our prediction that the less constrained behavioural dimension should be the one that changes the most.
DISCUSSION
It is generally accepted that individuals interact with conspecifics in different behavioural dimensions [42] and there is now experimental evidence that these dimensions do not operate in isolation [13] . We developed our formalisation of social networks under the premises that (i) individuals perceive conspecifics as part of their broader ecological landscape [7] and (ii) that behaviours and other traits that reduce uncertainty in that landscape increase their fitness and are therefore adaptive [8] . The trade-offs emerging from contrasting interaction needs for all individuals should then be detected in the ‗global information content' of the social network as measured by its joint entropy. We show here that this measure is a meaningful, and biologically relevant, way to describe network dynamics (Figure 4a ). It is also a model of social network evolution that can be grounded in individual selection, through the consequences of selection on norms of social reaction in one or more dimensions [32; 33] . This removes the basis for a longstanding reluctance [43] to consider group-level features, such as roles, in the social analysis of anything other than humans. Our results, with those of Flack et al [13] , suggest that the direct investigation of structurally imposed constraints on -or regulation of -action can add depth to our understanding of individual social behaviour.
Our simulations demonstrate that small-world properties, a key feature of social networks, can be retrieved from our higher-order formalisation using a new definition and metric for clustering. We defined a new network statistic that helps quantify those changes in social network structure that have previously only been described qualitatively. Variations in the joint entropy of the social network provides a way to track the effects described in Flack et al.'s experiments [13] and offer support for our proposition that social structure dynamics can be understood under the premise of uncertainty reduction. As such, it suggests that applications of our understanding of entropy for open systems can help us guide inferences and predictions for social system dynamics. Under our proposed formalisation of social networks, the concept of social niches is reduced to the definition of egocentric networks in b behavioural dimensions. Such objects are mathematically easier to deal with than earlier proposals [13] , and allow us explore how the techniques and metrics that describe egocentric unidimensional networks can be extended to characterize the topology of egocentric multidimensional social networks. Our results, including the qualitative differences observed between the grooming and nearest neighbour networks, we assume driven by the difference in uncertainty between these two behavioural dimensions, also confirm that some individuals can exert a disproportionate influence on social network stability through their actions in particular interaction networks (Figure 4 ). The use of knock-out designs to assess social niches therefore provides powerful conceptual and methodological tools for probing the forces that create and maintain the social structure of groups. Additional replicates of our treatments would have increased the power of this analysis, however they were not available. Our findings also indicate that, even in the absence of specific mechanisms for conflict-management, dominance stabilizes the social network, promotes network robustness, and increases its information content. Our data allow us to confirm that it is a specific aspect of social structure and not ecological variability or the constraints of captivity that generates these network differences. Finding evidence for this in the wild indicates that it has wide generality and significance for studies of sociality across a broad array of species.
Lastly, if social networks are multidimensional objects, we can hypothesize about the evolution of social network complexity. Under an uncertainty minimization process, the network will reach a H min given b, the number of behavioural dimensions, and n, the number of individuals (Eq. 6). If we assume that population size (the number of vertices in the network) remains quasi-constant, as for example, when the population is at carrying capacity, then the only way for individuals to reduce their uncertainty further would be to increase b. They would, in other words, need to develop new behavioural dimensions in which to interact with others. So the paradigm we present provides a mechanistic process through which the co-evolution of behavioural complexity (b) and social complexity (H min ) can be investigated.
