Abstract. We study extremal properties of the determinant of the Laplacian in the Bergman metric on the moduli space of compact genus two Riemann surfaces. By a combination of analytical and numerical methods we identify four non-degenerate critical points of this function and compute the signature of the Hessian at these points. The curve with the maximal number of automorphisms (the Burnside curve) turns out to be the point of the absolute maximum. Our results agree with the mass formula for virtual Euler characteristics of the moduli space. A similar analysis is performed for the Bolza's strata of symmetric Riemann surfaces of genus two.
Introduction
The study of extremal properties of various functionals related to Riemann surfaces attracted the attention of many researchers during the last 25 years (see [24] and other papers of the same volume for an introduction to the subject). The functionals studied so far are related to both purely geometrical aspects of a Riemann surface as the function syst (the length of the shortest closed geodesics, see [28] and references therein), and of spectral aspects as the minimal eigenvalue of corresponding Laplace operator [13] , or the (appropriately regularized) determinant of the Laplacian [20] . The spectral characteristics are determined not only by the conformal structure on a Riemann surface, but also by the choice of a metric within a given conformal class. As was shown in [20] (for a short proof see [17] ), the determinant of the Laplacian det ∆ within a given conformal class of compact Riemann surfaces of fixed genus g ≥ 0 and fixed volume takes its maximum for the metric of constant curvature; therefore this determinant defines a natural functional on the moduli space of Riemann surfaces.
So far the study of extremal properties of det∆ in metrics of constant curvature did not go beyond the genus one case, where it is possible to prove that the tori with periods equal to i and e πi/3 are critical points of det∆ on the moduli space: e πi/3 is the maximum, and i is the saddle point. The proof of the vanishing of the gradient of det∆ at these two points is based on the existence of subgroups of the modular group leaving these points invariant [20] (i.e., the corresponding elliptic surfaces have non-trivial automorphisms groups); thus the gradient of any modular invariant functional, not only det∆, vanishes at these two points.
In genus two and higher the analysis of extremal properties of any functional becomes decisively more complicated. Nonetheless some explicit results are known in genera two and three (it was recently proved in [13] that the minimal eigenvalue of the Laplacian in genus two is maximal on the Burnside curve equipped with a singular metric with cone singularities); the same holds for the function syst [28] (the Jacobian of the Burnside curve also defines a lattice in C 2 corresponding to the densest sphere packing [24] ). In [28] syst was used as topological Morse function to define a cell decomposition of the moduli spaces; in the simplest cases (in genera 0, 1, 2 with a small number of punctures) the analysis of the critical points of syst allowed to reproduce known values of virtual Euler characteristics of the moduli spaces [10] via the mass formula.
Unfortunately any reasonably complete treatment of extremal properties of the determinant of the Laplacian in the Poincaré metric in genus two seems to be out of reach at the moment due to the absence of efficient numerical algorithms for the computation of this determinant (perhaps such an algorithm can be developed by extending results of [21] to the full moduli space).
The goal of this paper is to study extremal properties of another smooth functional on the moduli space of genus two Riemann surfaces with good boundary behaviour -the function F = (detℑB) where B is the matrix of b-periods of a compact Riemann surface L computed with respect to some canonical basis of cycles (a j , b j ) (expression (1.1) does not depend on the choice of this basis); the product is taken over all ten even theta characteristics β s ; Θ[β s ](B) is the theta constant corresponding to the characteristic β s (in this paper we denote by Θ the genus two theta function; the genus one theta functions are denoted by ϑ).
The function F is related to the determinant of the Laplace operator as follows:
where C is a moduli-independent constant; ∆ B is the Laplacian in the Bergman metric -the metric of volume 1 given by
(ℑB) 2) where the v j are holomorphic 1-forms on L normalized by a j v k = δ jk . The Bergman metric is induced on L by the flat invariant Kähler metric on the Jacobian when L is canonically embedded into its Jacobian via the Abel map. Since in genus two the theta divisor can be biholomorphically mapped to the Riemann surface itself, F −1/3 turns out to coincide also with the analytic torsion of the theta divisor equipped with the metric induced by the same Kähler metric on the Jacobian [32] .
Being considered as a function on the upper Siegel half-space H, the function F coincides with the Petersson norm ||∆ 2 || = (detℑB) 5/2 |∆ 2 | of the Siegel cusp form ∆ 2 := 10 s=1 Θ[β s ]. Finally the function F essentially coincides with the genus two Mumford measure [14] .
On the boundary of the moduli space M of genus two Riemann surfaces F vanishes; therefore − log F is the proper function on M; moreover, all of its critical points are non-degenerate (which is equivalent to the non-degeneracy of critical points of F itself), which together with the boundary behaviour − log F → +∞ would allow the study of topological properties of M.
In this paper we study critical points of F on M by using a combination of analytical and numerical tools. We prove that any smooth function on the upper Siegel half-space H invariant with respect to Sp(4, Z) has critical points corresponding to three curves with large automorphism groups: the Burnside curve y 2 = x(x 4 − 1), the D 6 curve y 2 = x 6 − 1 and the Z 5 curve y 2 = x 5 − 1 (this result is in particular valid for det∆ in the Poincaré metric!). Further numerical analysis of F in Gottschling's fundamental domain H/Sp (4, Z) shows that all of these critical points are non-degenerate, that the Burnside curve gives the absolute maximum of F, and that the signature of the Hessian at these three points is equal to (0, 6), (3, 3) and (2, 4) respectively. In addition the numerical analysis shows the existence of a fourth critical point -a curve from the D 3 family y 2 = (z 3 − 1)(z 3 − r 3 ) with r = 0.22373907612077 . . . This point is also non-degenerate, and the signature of the Hessian there is (1, 5) .
Though the presence of the fourth critical point appears somewhat unexpected at first, its existence is predicted by the mass formula [28] for virtual Euler characteristics of M [10] which equals ζ(−3) = −1/240. The mass formula states that this number is equal to the sum over all critical Riemann surfaces L i of (−1) c i /{#Aut(L i )} where c i is the index of the critical point; #Aut(L i ) is the order of the group of automorphisms of L i . One can easily check that the mass formula immediately implies the existence of the fourth critical curve.
We perform a similar analysis on three smaller moduli spaces of genus two curves with fixed groups of automorphisms: the space of (complex) dimension two of curves with a Z 2 × Z 2 symmetry group, and one-dimensional spaces of curves with Z 2 × D 2 and Z 2 × D 3 symmetry groups; it turns out that F does not have any new critical points on these sub-spaces. In particular, we show that the moduli space of Z 2 × D 2 curves in coordinate given by one remaining parameter in matrix of b-periods coincides with fundamental domain of modular group Γ 0 (2)+; similarly, the moduli space of Z 2 × D 3 curves coincides with fundamental domain of modular group Γ 0 (3)+. We discuss the meaning of the mass formula for these subspaces of symmetric curves.
The paper is organised as follows: In Section 2 we recall what is known about extremal properties of det∆ on the moduli space of genus one Riemann surfaces. In Section 3 we summarise necessary facts on the description of the full moduli space, as well as of its symmetric strata, in terms of matrices of b-periods. Although most of the facts presented here are well-known, we did not find some of them (about the link between D 2 and D 3 moduli spaces with subgroups Γ 0 (2)+ and Γ 0 (3)+ of the modular group) in the existing literature. In Section 4 we prove that the three curves with large automorphism groups are stationary points of F, as well as of any other smooth function on H invariant under the action of the Sp(4, Z) group. Numerical analysis shows the existence of an additional critical point on M and the non-degeneracy of all four critical points. The Burnside curve turns out to be global maximum of F on M; we compute the signature of Hessian for the other critical points. In Section 5 a similar analysis is performed for the three strata of M with given degree of symmetry. In Section 6 we outline the relationship of our results to the computation of virtual Euler characteristics of M and of its symmetric subspaces.
In the sequel we shall use the following notation for the root of unity: ǫ k = e 2πi/k ; the modular group SL(2, Z) will be denoted by Γ.
Summary of the genus one case
In genus one the Bergman metric (1.2) coincides with the metric of constant curvature -the flat metric of volume 1 given by dzdz/ℑσ on the torus with periods 1 and σ. The determinant of the Laplacian (acting on functions, i.e., sections of the trivial line bundle) in this metric is, up to a multiplicative constant, given by the expression [23] :
where η = [ϑ ′ 1 ] 1/3 is the Dedekind eta-function; C is a constant independent of the moduli. Due to the Jacobi formula ϑ ′ 1 = iϑ 2 ϑ 3 ϑ 4 the expression (2.1) is a straightforward analog of the genus two expression (1.1).
The function f (2.1) is modular invariant, real and positive. Moreover it vanishes on the boundary of the moduli space, when the torus degenerates and σ tends to +i∞ (or any other point related to +i∞ by a modular transformation). The function f has the following obvious symmetry with respect to reflections at the imaginary axis:
The extremal properties of the function f (2.1) are well-known (see [20, 24] Both points i and e πi/3 are orbifold points (with cone angle π and 2π/3 respectively) of the moduli space which can be obtained by an appropriate identification of the boundary of the fundamental domain Ω of the group Γ: there are non-trivial subgroups of the modular group leaving these two points invariant. Introduce the standard generators of Γ:
The stationary subgroup of order 2 leaving the point σ = i invariant is generated by the element s.
The stationary subgroup of order 3 leaving the point σ = e πi/3 invariant is generated by the product st.
The proof of stationarity [20] of f (σ) at these two points works equally well for any smooth function on the upper half-plane invariant under the modular group; below we prove similar statement in the genus two case. It is possible to prove analytically that the point e πi/3 is the absolute maximum of f (σ); it can be shown numerically that the point i is the saddle point of f , (see Fig. 1 for the plot of f in the fundamental domain Ω of the modular group). It is instructive to plot f also as a function of the J-invariant:
which maps the fundamental domain Ω onto the whole complex plane. The maximum of f in Fig. 2 is achieved at J(e πi/3 ) = 0 (the highest peak); the spike at J(i) = 1 is the saddle point. The spikes of the function f (J) at these points appear since the change of coordinates σ → J is degenerate there. The moduli space of Riemann surfaces M is covered (with branching) by the Torelli space T which is the space of marked Riemann surfaces, i.e., the space of pairs (the Riemann surface L and the canonical basis of cycles on L). The Torelli space is still not simply-connected; its fundamental group is called the Torelli group; the universal covering of the Torelli space coincides with the universal covering of the moduli space, i.e., with the Teichmüller space. It is important for us that the covering of the Torelli space by the Teichmüller space is unramified, i.e., that any analytic function on the Torelli space remains analytic whilst being lifted to the Teichmüller space. Consider the upper Siegel half-space H = {z ∈ M (2, C) : z = z t ; ℑz ≥ 0} . Assigning to any marked Riemann surface its matrix of b-periods computed in a given basis, we get the map from the Torelli space to H; the change of a canonical basis of cycles on a given Riemann surface corresponds to an Sp(4, Z) transformation of H. The image of this map does not coincide with the whole space H since the matrix of b-periods of a non-degenerate Riemann surface of genus two can never be diagonal or equivalent to diagonal up to a modular transformation. Denote by D ⊂ H the set of matrices which are either diagonal or can be transformed to diagonal form by a modular transformation. In genus two, when the independent entries of the matrix of b-periods can be used as local coordinates on the moduli space, the space H \ D can be identified with the Torelli space. The factor of H \ D by the action of Sp(4, Z) can be identified with the moduli space M of genus two Riemann surfaces.
We can also first factorize H by the action of Sp(4, Z). This gives the Siegel-Gottschling fundamental domain G := H/Sp(4, Z); taking out from G points lying in D, we get the space G \ D which also coincides with the moduli space M.
The fundamental domain G can be described by 25 inequalities on the matrix entries of B [9] . To describe these conditions we introduce real and imaginary parts of the independent components of B:
Then G is defined by the following set of inequalities:
• Conditions restricting the range of {x i } and {y i }:
• the Minkowski ordering condition:
2)
• The following set of 19 inequalities:
and
where S are the matrices and e = ±1.
Curves with non-trivial automorphisms: Bolza's classification
Any genus two Riemann surface is biholomorphically equivalent to an algebraic curve defined by an equation: y 2 = f (z) where f (z) is a polynomial of degree 5 or 6. The hyperelliptic involution on this curve maps any point (y, z) to (−y, z); this involution generates the hyperelliptic symmetry group Z 2 . A generic genus two curve does not have other automorphisms. If a curve has a larger automorphism group Aut, the hyperelliptic Z 2 subgroup always turns out to be a normal subgroup of Aut. All symmetric curves can be stratified according to the type of the reduced automorphism group Aut/Z 2 which can be one of the following 6 types [2] :
Any Riemann surface L from this family can be represented by the equation
where r 1 , r 2 ∈ C. In addition to the hyperelliptic involution there is an involution µ acting as µ : z → −z on the curve (3.6). The basic cycles on L chosen as shown in Fig. 3 transform as follows under the action of the involution µ: 
where the Sp(4, Z) matrix T µ is given by
Writing the matrix T µ in block form:
where
, and taking into account that, on one hand, the matrix of b-periods transforms under the action of any symplectic transformation as follows: 11) and that, on the other hand, the matrix of b-periods must remain invariant under the action of the biholomorphic transformation mapping the canonical basis of cycles to the new one, we conclude that B = B µ . This is equivalent to
thus the matrix B can be parametrized as follows:
If we factorize L with respect to the involution µ, we get an elliptic curve L 0 with period y; x is the Prym period corresponding to the (ramified) covering L → L 0 . The description of the moduli space M(Z 2 ) was given in [26] in terms of the variables τ 1 = y and τ 2 = −1/x. Below we describe this constructions in terms of x and y themselves which makes it slightly more transparent. Denote by Γ(2) the main congruence subgroup of Γ consisting of matrices γ such that γ ≡ I (mod 2) (I is the unit matrix).
The natural idea of [26] is to reduce the action of the full group Sp(4, Z) on matrices of the form (3.12) to a correlated action of Γ on x and y.
Lemma 1 Assume that the basis of canonical cycles
satisfying the same relation:
Then the action of the matrix T on the matrix of b-periods (3.12) gives rise to an action of two elements γ 1 , γ 2 ∈ Γ, such that
, on x and y, respectively. The matrix T is expressed in terms of γ 1,2 as follows: if
Proof. The additional symmetries of the matrix T ∈ Sp(4, Z) (3.15) follow from the assumptions (3.7), (3.13) about the behaviour of the basic cycles under the action of the involution µ. The equivalence of the action of the matrix T on the matrix (3.12) to the action of the two elements γ 1,2 (3.14) separately on x and y follows by direct computation. Finally the condition that all matrix entries of T (3.15) are integer is equivalent to the condition that all matrix entries of the matrix γ 1 − γ 2 are even. A simple computation using the conditions detγ i = 1 shows that this is equivalent to the condition γ 1 γ −1 2 ∈ Γ(2) (which is more natural from the point of view of the group structure); it is easy to check that this condition is satisfied by the natural group operation in Γ × Γ.
As was proved in [26] , to get the full subgroup of Sp(4, Z) preserving the form (3.12) of the matrix of b-periods, one has to add to the subgroup (3.15) one more transformation, given by
, and a ′ 1 = a 1 , a ′ 2 = −a 2 ; obviously, this transformation destroys the symmetry (3.7) of the canonical basis of cycles under the involution µ. The action of the transformation (3.16) on the matrix of b-periods (3.12) is very simple: it changes the sign of the off-diagonal terms, i.e., it corresponds to the interchange of x and y: x ′ = y, y ′ = x. Let us denote by S 2 the two-element permutation group generated by this transformation.
The theorem proved in [26] can now be reformulated as follows:
The moduli space M(Z 2 ) can be represented as the following factor:
(H is the upper half-plane), and where the group G is defined as follows:
where G 0 S 2 is the semi-direct product of two groups and G 0 is the following normal subgroup of G:
The subspace {(x, y) | x = γy , x, y ∈ H , γ ∈ Γ(2)} is taken out of H × H since it consists of matrices which are Sp(4, Z) equivalent to diagonal ones. The appearance of the group G is explained above; Lemma 1 shows how to construct the natural group homomorphism f from G to Sp(4, Z). The space S (3.18) is called in [26] the "Special Torelli space", and the group G (3.19) the "special Torelli group".
The non-trivial part of the proof of this theorem (for which we refer the reader to [26] ) is to show that no Sp(4, Z) transformation from the complement of the image of the homomorphism f preserves the matrix of b-periods (3.12).
The structure of the fundamental domain M(Z 2 ) (3.17) is rather non-trivial due to the necessity to take into account the subgroup S 2 interchanging x and y. Therefore for our subsequent numerical analysis we introduce the "bigger" factor space Ω(Z 2 ) = (H × H)/G 0 , which can be easily described.
Lemma 2 The fundamental domain for the action of the group
where Ω is the standard fundamental domain of the group Γ (Fig.4) , and Ω(2) (Fig.5) is the fundamental domain of the subgroup Γ(2), consisting of six copies of Ω.
Proof is simple. To prove that any point (x, y) ∈ H × H can be mapped to the inside of Ω × Ω(2) by some transformation from G 0 , we first identify a γ 1 such that γ 1 x ∈ Ω. As the second step we find 
Suppose now that some transformation (γ 1 , γ 2 ) ∈ G 0 maps some point (x, y) ∈ Ω×Ω(2) to another point (x ′ , y ′ ) ∈ Ω × Ω(2). Since γ 1 ∈ Γ, it must be the identity element (since Ω is a fundamental domain for Γ). Therefore γ 2 ∈ Γ(2). Since γ 2 maps a point y ∈ Ω(2) to another point y ′ ∈ Ω(2), γ 2 must also be the identity transformation.
Group D 2
Curves of this family, which forms a subfamily of the two-parametric family (3.6), can be represented by the equation
where r ∈ C. In addition to the hyperelliptic involution, there are two more involutions: µ 1 : z → −z and µ 2 : z → r/z on the curve (3.21); the order of the full symmetry group D 2 × Z 2 equals 8. Choose the branch cuts and basic cycles (a i , b i ) on L as shown in Fig. 6 . The involutions µ 1,2 act on this basis as follows: b
and b
therefore the action of µ 1 and µ 2 on the vector (b 1 , b 2 , a 1 , a 2 ) t is given by the following Sp(4, Z) matrices: 24) respectively. Invariance of the matrix of b-periods under the Sp(4, Z) transformation defined by T µ 1 implies the following structure of the matrix in the chosen basis:
where σ ∈ C; ℑσ > 0. Invariance of the matrix of b-periods under the action of T µ 2 does not impose any other restriction. It will be convenient for us to work in terms of the parameter x = σ + 1/2, i.e., to represent the matrix B in the form
for ℑx > 0. The moduli space M(D 2 ) of D 2 curves can be realized as the upper complex half-plane in the variable x = σ + 1/2 factorized with respect to the action of the group Sp(4, Z) on matrices of the form (3.26).
The analogue of Schiller's theorem 2 for the D 2 family looks as follows. Let us introduce the modular group Γ 0 (2) which is the subgroup of SL(2, Z) consisting of matrices whose (21) entry is even. is called Γ 0 (2)+. The group Γ 0 (2)+ is generated by the following two elements [7, 6] :
Theorem 3 The moduli space M(D 2 ) can be represented as the following factor:
Proof. The proof can be obtained as a corollary of Schiller's theorem 2. To restrict M(Z 2 ) to M(D 2 ) one should put y = x − 1. It is easy to verify that the subgroup of the group G (3.19) preserving the constraint y = x − 1 coincides with Γ 0 (2)+.
In particular, the action of the generators γ 1 and γ 2 on x is equivalent to the action of the following matrices T 1,2 ∈ Sp(4, Z) on the matrix (3.26), respectively:
(3.30) extends to the whole group according to the group structure. It remains to understand which matrices of the form (3.26) are Sp(4, Z)-equivalent to diagonal ones. Since it turns out not so easy to get this information from the Schiller's theorem 2, we choose an indirect way.
First, applying the transformation
to the matrix (3.25) with x = 1/2 + i/2, we get the diagonal matrix diag(i, i). Therefore, this vertex of the fundamental domain Ω 0 (2)+ (as well as any point equivalent to this point under Γ 0 (2)+ transformations), corresponds to degeneration of genus two Riemann surface to the union of two tori.
On the other hand, the moduli space M(D 2 ) can be alternatively parametrized by α 2 , where α is the coefficient of the sextic xy(x 4 + αx 2 y 2 + y 4 ) (this form of equation can be obtained by a simple transformation from (3.21)); all values of α 2 correspond to different points of M(D 2 ). In terms of α 2 the space M(D 2 ) looks like Riemann sphere with two deleted points: α 2 = ∞, and α 2 = 4, where the Riemann surface degenerates [8] . Since we already know two degeneration points in terms of parameter x (x = i∞ and x = 1/2 + i/2, which correspond to α 2 = ∞ and α 2 = 4, respectively), we can conclude that these are the only boundary points of
Therefore, all matrices of the form (3.25) which are Sp(4, Z)-equivalent to diagonal, can be obtained from the value x = 1/2 + i/2 by a Γ 0 (2)+ transformation. Now we can identify the space M(D 2 ) with the fundamental domain Ω 0 (2)+ of the group Γ 0 (2)+ (see Fig.7 ). The vertical lines are identified by the transformation γ 1 from (3.27); the arcs are identified by the transformation γ 2 from (3.27).
The space S (3.29) is the natural analog of Torelli space for the D 2 family (the "special D 2 Torelli space"); the group Γ 0 (2)+ can be naturally called the "special D 2 Torelli group", in analogy to Schiller's terminology for the case of M(Z 2 ).
Group D 3
This is another subfamily of the two-parametric family (3.6) [2] . Curves admitting this symmetry group also form a one-parametric sub-family of (3.6); they can be represented by the equation
where r ∈ C. In addition to the hyperelliptic involution two more generators of symmetry group are acting on the curve (3.31): the element of order three µ 1 : z → ǫ 3 z and the involution µ 2 : z → r/z; the order of the full symmetry group D 3 × Z 2 equals 12. Choose the branch cuts and basic cycles (a i , b i ) on L as shown in Fig. 8 . The symmetries µ 1,2 act on this basis as follows:
and b 
respectively.
Invariance of the matrix of b-periods under the transformation defined by T µ 1 implies its following structure in the chosen basis: 
Proof. The proof can be obtained as a corollary of Schiller's theorem 2. To restrict M(Z 2 ) to M(D 3 ) one should put x = 3σ, y = σ. It is easy to verify that the subgroup of the group G (3.19) preserving the constraint x = 3y coincides with Γ 0 (3)+ acting on σ(≡ y).
In particular, the action of the generators γ 1 and γ 2 on σ is equivalent to the action of the following Sp(4, Z) matrices T 1,2 ∈ Sp(4, Z) on the matrix of b-periods 2 ). Therefore, this point (as well as any point equivalent to this point under Γ 0 (3)+ transformations), corresponds to degeneration of genus two Riemann surface to the union of two tori.
On the other hand, the moduli space M(D 3 ) can be alternatively parametrized by α 2 , where α is the coefficient of the sextic x 6 + αx 3 y 3 − y 6 (this form of equation can be obtained by a simple transformation from (3.31)); all values of α 2 correspond to different points of M(D 2 ). In terms of α 2 the space M(D 3 ) looks like Riemann sphere with two deleted points: α 2 = ∞, and α 2 = −4, where the Riemann surface degenerates [8] . Since we already know two degeneration points in terms of parameter x (x = i∞ and x = 1/2 + i/2 √ 3, which correspond to α 2 = ∞ and α 2 = −4, respectively), we can conclude that these are the only boundary points of
Therefore, all matrices of the form (3.35) which are Sp(4, Z)-equivalent to a diagonal one, can be obtained from the value x = 1/2 + i/2 √ 3 by a Γ 0 (3)+ transformation.
Now we can identify the space M(D 3 ) with the fundamental domain Ω 0 (3)+ of the group Γ 0 (3)+ (see Fig.9 ). The vertical lines are identified by the transformation γ 1 from (3.36); the arcs are identified by the transformation γ 2 from (3.36).
The space S (3.38) is the natural analog of Torelli space for the D 3 family (the "Special D 3 Torelli space"); the group Γ 0 (3)+ can be naturally called the "special D 3 Torelli group".
3.2.4
Group S 4
The curve admitting this reduced symmetry group is defined by the equation
it is called the Burnside curve. In addition to the hyperelliptic involution the generators of the symmetry group of the Burnside curve are given by µ 1 : z → iz , µ 2 : z → (z + 1)/(z − 1) and µ 3 : z → − Choose the branch cuts and basic cycles (a i , b i ) on L as shown in Fig. 6 for r = i . The generators µ 1,2,3 act on this basis as follows: 
therefore the action of µ 1 , µ 2 and µ 3 on the vector (b 1 , b 2 , a 1 , a 2 ) t is given by the following matrices:
43) respectively. Invariance of the matrix of b-periods under the transformations defined by T µ 1 and T µ 3 implies the following structure of the matrix in the chosen basis:
this matrix is also invariant under the transformation defined by T µ 2 .
Group D 6
In addition to the hyperelliptic involution, there are two more independent generators of the symmetry group acting on the curve (3.45): the element of order six µ 1 : z → ǫ 6 z and the involution µ 2 : z → −1/z. The order of the full symmetry group D 6 × Z 2 equals 24. This curve belongs to both the D 2 and D 3 families. Choose the branch cuts and basic cycles (a i , b i ) on L as shown in Fig. 8 for r = ǫ 6 . The involutions µ 1,2 act on this basis as follows:
therefore the vector (b 1 , b 2 , a 1 , a 2 ) t transforms under the action of µ 1 and µ 2 by the following Sp(4, Z) matrices:
respectively. Invariance of the matrix of b-periods under transformations defined by T µ 1 and T µ 2 implies the following structure of the matrix in the chosen basis:
The generator of the Z 5 symmetry is given by µ : z → ǫ 5 z. The order of the full symmetry group Z 5 × Z 2 equals 10. This curve does not belong to any family of symmetric curves mentioned above. Choose the branch cuts and basic cycles (a i , b i ) on L as shown in Fig. 10 . The generator µ acts on this basis as follows: Invariance of the matrix of b-periods under the transformation defined by T µ implies together with the positive definiteness of the matrix ℑB the following structure of this matrix in the chosen basis:
The curves without parameters (3.45), (3.39), (3.50) are curves with large automorphism groups, i.e., they do not admit small deformations preserving their groups of symmetries. They play an important role in the subsequent analysis. Suppose that B ∈ D; taking into account the modular invariance of F, we can assume B 12 = 0, while B 11 and B 22 remain finite. Then the genus two theta function splits into the product of two genus one theta functions with moduli B 11 and B 22 :
Therefore the even genus two theta constant corresponding to p = q = (1/2, 1/2) vanishes in this limit (ϑ[
] is the odd genus one characteristic). Now consider the part of the boundary of M, where the matrix of b-periods diverges, i.e., where some or all y i from (3.1) tend to +∞. Then detℑB diverges as a polynomial (of degree 2 with respect to y 2 and degree 1 with respect to y 1 and y 3 ), while some theta constants vanish exponentially.
To simplify the numerical analysis of the behaviour of the function F on G we shall take into account the symmetry provided by the following lemma:
The function F has the following symmetry property:
Proof. This is a straightforward analog of the symmetry (2. 
Curves with large automorphism groups as critical points of F
Here we show that all three Riemann surfaces (D 6 , Burnside and Z 5 ) with large groups of automorphisms are critical points of any Sp(4, Z) invariant function on H which is real-analytic in open neighbourhoods of the matrices of b-periods of these curves. In particular these Riemann surfaces are critical points of our function F (1.1).
Consider an arbitrary (real-)analytic function F on H \ D.
To analyze the power series of the function F in a neighbourhood of some point of H, it is convenient to map H to the generalized unit ball U = {w ∈ M (2, C) : w = w t ; ww * ≤ I} in a way that the center of the power series is mapped to the origin. Consider the Cayley transformation
where I is the 2 × 2 unit matrix, which gives a biholomorphic map H → U.
To map a given point of H to the origin of U we shall superpose the Cayley transformation with some automorphism of U. Recall (see [29] ) that all holomorphic automorphisms of the generalized unit ball U are given by the transformations
where the (2 × 2)-matrices A, B, C, D satisfy the following constraints:
A holomorphic transformation of U to itself such that a given point S ∈ U is mapped to the origin, looks as follows (see [29] , p. 177). Introduce an auxiliary matrix
and define matrices A, B, C, D by
These matrices satisfy (4.5) and (AS + B)(CS + D)
Consider a point z 0 of the Siegel half-space H and map it to the point S = (z 0 −iI 2 )(z 0 +iI 2 ) −1 ∈ U. Define matrices A 1 , B 1 , C 1 , D 1 by the equality
with A, B, C, D from (4.7). Then the biholomorphic transformation K z 0 between the upper Siegel half-space and the generalized unit ball K z 0 : H → U defined by
maps the point z 0 ∈ H to 0 ∈ U. 
Theorem 5 Let F be any Sp(4, Z)-invariant function on H, which is C 1 in open neighbourhoods of the points
B 1 = i √ 2 − 1 2 1 2 1 2 i √ 2 − 1 2 , B 2 = i √
Proof.
1. Point B 1 . Let T := T µ 1 where T µ 1 is the first of the matrices (3.43) which leave the point B 1 invariant.
The function g : U → C defined by
satisfies the equation
One can check that The eigenvalues of the matrix A are given by {−1, i, −i}.
Due to (4.10) the partial derivatives g x , g y and g z of the function g at the point w = 0 satisfy the equation
Since 1 is not an eigenvalue of the matrix A, all these derivatives vanish for the function F.
Point B 2 .
Here the same scheme applies to the matrix T µ 1 from (3.48), which belongs to the stabilizer of the point B 2 . In this case the spectrum of the corresponding matrix A looks as follows: spectrum (A) = −1, ǫ 3 , ǫ 2 3 ; since again 1 is not in the spectrum, grad g vanishes at the origin and gradF vanishes at B 2 .
3. Point B 3 . In this case we use the modular transformation (3.52) which leaves the point B 3
invariant. Then the spectrum of the corresponding matrix A reads:
since again 1 is not among the eigenvalues, grad g vanishes at the origin. Thus gradF vanishes at B 3 .
Numerical results
The rigorous results established above can be summarized as follows: the function F vanishes at the boundary of M and has at least three critical points corresponding to Riemann surfaces with large automorphism groups. So far we were unable to proceed analytically (although one can prove the existence of another critical point of F, as we shall see below, knowing the value of the virtual Euler characteristic of M). Therefore we used a numerical approach to search for critical points of F in G.
The unboundedness of the domain G in the directions of y 1 , y 2 and y 3 (3.1) is not a problem since the function F decreases exponentially for large y i . It turns out that a restriction to value of y i with y i ≤ 2 within the Gottschling domain is sufficient (notice that the algorithm explained below finds critical points with bigger values of the y i , but these do not lie in the fundamental domain). Furthermore we use the symmetry (4.3) which in terms of {x i , y i } looks as follows: F({−x i , y i }) = F({x i , y i }) to decrease the amount of computation by a factor of 2: in addition to Gottschling's conditions we assume x 3 > 0.
To locate the critical points of F inside of G we need to analyze the length of gradF in G. For the numerical evaluation of gradF at a given point of M, we first differentiate F analytically with respect to the B ij . The differentiation of detℑB is obvious; to differentiate theta constants we differentiate term by term the series (4.1) to get:
The theta functions and its derivatives were approximated numerically via finite sums, |m 1,2 | ≤ N , in Matlab. For Riemann matrices in the fundamental domain, values of N = 3, 4 were sufficient to reach machine precision 1 . We covered Gottschling's domain with a cartesian grid with 40 points in each direction (since we restricted the analysis to positive values of x 3 only 20 points for this direction were needed in the computation to obtain the same resolution as for the other x-directions). It turns out that roughly 40 % of the points lie inside the fundamental domain. The modular invariants were only calculated at these points. In a first step we numerically identify values close to the minimum of the gradient for a given value of y 1 (within 0.01 of the respective minimum, in total more than 8000 terms). The found values are used as an initial guess to search for a zero of the gradient. To identify the stationary points we use the algorithm of [19] which is implemented as the function fminsearch in Matlab.
It turns out that four out of six critical points found numerically coincide to the order of machine precision with the points listed in Theorem 5 (which provides an additional test of the numerics). Two other points are Sp(4, Z) equivalent and correspond to some Riemann surface from the D 3 family. All these points are located on the boundary of the fundamental domain.
The full list of the critical points found in one half of Gottschling's domain, where x 3 ≥ 0, reads:
1. A point which can be identified with 13) where η = (1 + 2 √ 2i)/3; this point is Sp(4, Z) equivalent to the point B 1 of Theorem 5, the Burnside curve. The value of F for this point equals 0.3106 (we only give here 4 digits for the sake of presentation though at least 13 digits are known); this is the global maximum of the function F. This result is confirmed by the computation of the signature of the Hessian which equals (0, 6). where ǫ 5 = exp(2πi/5). These two points are Sp(4, Z) equivalent to the point B 3 of Theorem 5.
The value of the function F at these points equals 0.2912.
The modular equivalent points (4.14) belong to the boundary of the fundamental domain, and coincide when the boundary points get appropriately identified. The signature of the Hessian at these points equals (2, 4).
Two Sp(4, Z) equivalent points
(we give the components of this matrix with higher precision below) which belong to the D 3 family. The value of F at these points equals 0.3011. These points also belong to the boundary of G. The signature of the Hessian equals (1, 5).
The symmetry of F implies the existence of further critical points for negative values of x 3 in the fundamental domain except for the points above with x 3 = 0. However these additional points are again related to their originals by Sp(4, Z) transformations, since all of these points belong to the boundary of G. Therefore this does not contradict the fact that G is a fundamental domain of Sp(4, Z).
Remark 1
The existence of the critical point (4.15) of F might appear surprising since it does not follow from Theorem 5: this is not a Riemann surface with a large automorphism group. This phenomenon is also new in comparison with genus one, where both critical points of f (2.1) correspond to curves with large automorphism groups. However the existence of such a point in genus two follows from the mass formula for the virtual (orbifold) Euler characteristic of M (see [27, 28] and section 6 below). In [28] , too, a point from the D 3 family was identified as a critical of the function syst. We do not know whether the critical D 3 curve from [28] coincides with (4.15). In our attempt to understand whether the point (4.15) has a universal character we considered another Sp(4, Z) invariant function on H -the absolute value of the first Igusa invariant [12] . Numerical analysis shows that the curve (4.15) is no longer critical for this new function on M. Therefore it remains an interesting problem to find some geometrical interpretation of the curve (4.15) (for instance the analogous curve of [28] , which is critical for syst, was claimed to be arithmetic). The value of r in equation (3.31) defining the extremal D 3 curve can be computed by using Rosenhain's formulas (see e.g. [5] ) for branch points in terms of the matrix of b-periods; this value is given by (all digits given below are reliable, except for the last two): r = 0.22373907612077 5 F on different strata of M
Curves with Z 2 symmetry
For the curves with Z 2 reduced symmetry group (3.6), when the matrix of b-periods for the canonical basis of cycles shown in Fig. 3 , has the form of (3.12), it is possible to express the function F (1.1) in terms of elliptic theta functions of the moduli x and y by using the reduction formula for genus two theta functions. The result is given by the following lemma:
Lemma 5 Let the matrix of b-periods of a genus two curve have the form (3.12). Then the function F (1.1) can be represented in terms of genus one theta functions as follows:
where f (x) is given by (2.1); ϑ i (x), i = 2, 3, 4 are the genus one theta constants of module x.
Proof. When the matrix of B-periods has the form 3.12), the genus two theta function decomposes into a combination of elliptic theta functions with moduli 2x and 2y: (the first argument of the theta functions below is 0)
By regrouping the ten theta constants from (1.1) into five pairs, and by using the inverse binary addition formula for elliptic theta functions:
we get (5.1) after elementary manipulations.
It is clear that the Burnside curve is also the absolute maximum of F on M(Z 2 ); the D 6 curve and the extremal D 3 curve must also be critical points of F on M(Z 2 ) (the Z 5 curve does not belong to M(Z 2 )). The question whether F has critical points on M(Z 2 ) in addition to these three, can also be given only a numerical (but rather conclusive) answer.
Taking into account Theorem 2 and Lemma 2, we study numerically the behaviour of F and gradF when (x, y) ∈ Ω × Ω(2). The numerical analysis with 100 points in each direction identifies the following critical points on Ω × Ω(2), all of which coincide up to Sp(4, Z) transformations with one of the four critical points of F on the whole M:
1. The point which coincides with the matrix of b-periods of the Burnside curve:
This point, of course, gives the global maximum of F on M(Z 2 ). The signature of the Hessian at this point is (0, 4).
2. Five points corresponding to the D 6 curve. The first point coincides with the point B 2 of Theorem 5. The following four points which also belong to Ω × Ω(2) are Sp(4, Z) equivalent to B 2 (i.e., they also represent the D 6 curve):
The signature of the Hessian at these points is (2, 2). The signature of the Hessian at these points is (1, 3).
Remark 2
We see that the fundamental domain Ω × Ω (2) is indeed bigger than the moduli space M(Z 2 ): there are equivalences between different points of Ω × Ω (2) given by Sp(4, Z) transformations which do not correspond to any Γ × Γ(2) transformation on Ω × Ω(2).
Curves with D 2 symmetry
The matrices of b-periods (3.26) of the D 2 curves form a subfamily of the two-parametric family (3.12) with y = x − 1; since ϑ 3,4 (x − 1) = ϑ 4,3 (x), we have in this case
due to Lemma 3, the moduli space M(D 2 ) in variable x coincides with fundamental domain Ω 0 (2)+ of the group Γ 0 (2)+. The plot of F in Ω 0 (2)+ is shown in Fig. 11 . It is clear that the points corresponding to the Namely for x ∈ Ω 0 (2)+ we find the following critical points (see Fig. 7 ):
1. Two points corresponding to the Burnside curve is found at x = i/ √ 2 and x = i/ √ 2 + 1; the first of these values give the point B 1 of Theorem 5. This is the absolute maximum of F, and the signature of the Hessian is (0, 2).
2. The point corresponding to the D 6 curve is given by the value x = The point of intersection of two circles bounding fundamental domain is x = 1/2 + i/2; at this point the genus two Riemann surface splits into two tori; function F vanishes at this point, as well as at x → i∞.
Curves with D 3 symmetry
The matrices of b-periods (3.35) of this family form a subfamily of the two-parametric family (3.12) with x = 3σ and y = σ; then Namely we find for σ ∈ Ω 0 (3)+ the following critical points (see Fig.9 ):
1. Two points corresponding to the Burnside curve are given by The point of intersection of two circles bounding fundamental domain σ =
is the boundary point of the moduli space, where the genus two surface splits into two tori; according to Lemma 3, F vanishes there.
F and Euler characteristics of moduli spaces
Given a function on the moduli space with non-degenerate critical points, it is natural to ask whether one can use this function as a Morse function, i.e., whether one can extract topological information (say, the Euler characteristic, which we shall discuss here) about the space. There are some subtleties involved here. First M (as well as its symmetric strata) is not a manifold, but an orbifold. For orbifolds one can define many different Euler characteristics (see, for example, [11, 4] ). We shall speak here about the ordinary Euler characteristic, the orbifold Euler characteristic in the sense of [31] , and the virtual Euler characteristics in the sense of [10] . Secondly our function F is smooth only with respect to the coordinates on the Torelli space covering M; if we consider F as a function of the coordinates on M (for example, of the Igusa invariants), it becomes non-differentiable on a subspace of curves with additional symmetries (in complete analogy to the function f in genus one (Fig. 2) , which spikes at the orbifold points). Moreover the critical points of F on the Torelli space are also special: three of them (Burnside, D 6 and Z 5 ) are "vertices" of M, and the extremal D 3 curve belongs to the subspace of D 3 curves which can be viewed as an "edge" of the full moduli space.
Genus one
We start with discussing the genus one case. The moduli space M 1 can be obtained by standard gluing of the boundary of the fundamental domain Ω (Fig. 4) ; as a result we get the sphere with one hole (the asymptotic cylinder corresponding to σ → ∞) and two conical points corresponding to σ = i (with cone angle π) and σ = e πi/3 (with cone angle 2π/3). The ordinary Euler characteristic of this space is 1. To get the orbifold Euler characteristic according to [31] , we need to subtract from the ordinary one the sum of the contributions of all orbifold points: if the cone angle at an orbifold point is α, its contribution is 1 − α/2π. In our case the contribution of i is 1/2 and the contributions of e πi/3 is 2/3; thus the orbifold Euler characteristic equals χ o (M 1 ) = −1/6.
The virtual Euler characteristics of the moduli space are defined as follows [28, 10] : consider any torsion free subgroup G of finite index J of the mapping class group. Then the factor T /G of the Teichmüller space T by the subgroup G is a manifold; consider its ordinary Euler characteristic χ(T /G). Then the virtual Euler characteristic of M is given by
(this number turns out to be independent of the choice of the subgroup G). According to the formula of Harer-Zagier [10] the virtual Euler characteristic of the moduli space of compact Riemann surfaces of genus g equals ζ(1 − 2g) which gives −1/12 for g = 1.
It turns out that the virtual Euler characteristic can be computed in terms of the critical points of a smooth modular invariant function on the Torelli space invariant with respect to the modular group (such a function of course can be lifted to smooth functions on the Teichmüller space invariant under the mapping class group). Namely the following "mass formula" is valid (see [28] and references therein):
where #(Aut(L k )) is the order of the automorphism group of the critical Riemann surface L k ; i k is the index of the critical point, i.e., the number of negative eigenvalues of the Hessian of our function at L k . In particular in genus one the order of the automorphism group of the torus with period i is 4, and the order of the automorphism group of the torus with period e 2πi/3 is 6; thus the mass formula gives 1/6 − 1/4 = −1/12 which coincides with χ v . On the other hand the orbifold Euler characteristic −1/6 can also be reproduced in a similar way: instead of the order of the full automorphism group in the mass formula one should put the orders of reduced automorphism groups Aut ′ (which in genus one means to divide these numbers by 2, since the hyperelliptic involution exists on any (unpunctured) torus, and generates a normal subgroup of order 2):
Then the modified mass formula gives 1/3 − 1/2 = −1/6 reproducing the value of orbifold Euler characteristic.
Genus two
The ordinary Euler characteristic of the moduli space M in genus two as well as of its Bolza subspaces were discussed in a recent paper [8] . In particular χ(M) = 1. On the other hand χ v (M) = ζ(−3) = −1/240 [28] . Computing the right-hand side of (6.2) for our function F, we get (taking into account the indices of the Burnside, the D 6 , the Z 5 and the critical D 3 curves which are equal to 6, 3, 4 and 5 respectively, and the corresponding number of automorphisms which are 48, 24, 10 and 12 respectively):
which coincides with ζ(−3) (this computation coincides with the one done in [28] where a similar analysis was performed for the function syst).
On the other hand as in genus one, it appears geometrically more natural to divide all the orders of the automorphism groups by 2 to get rid of the hyperelliptic involution present on any genus two curve. Then the modified mass formula (6.3) givesχ v (M) = −1/120.
Finally by comparing the virtual Euler characteristic −1/240 of M 2 with the value given by the mass formula (6.2) applied to our F (as well as to any other function with similar properties, in particular det∆ in Poincaré metric), we get the following theorem: Theorem 6 does not exclude the existence of other critical points of the function F such that their total contribution to the mass formula (6.2) vanishes. However our numerical analysis shows that F has indeed only four critical points on M: three standard ones, and one more from the D 3 family, and all of them are non-degenerate.
Let us consider now the reduced moduli spaces M(Z 2 ), M(D 2 ) and M(D 3 ). In contrast to [8] we are not going to take points with higher degrees of symmetries out of these spaces: for us the space M(Z 2 ) is the space of Riemann surfaces which have at least Z 2 × Z 2 symmetry group. Then we have according to [8] for the ordinary Euler characteristic: χ(M) = 2 (to get this number we added up all Euler characteristics of the strata contained in M(Z 2 ) which were found in [8] ).
Space M(D 2 ). One way to parametrize the space M(D 2 ) is to use coordinate α 2 , where α is the coefficient of the sextic xy(x 4 + αx 2 y 2 + y 4 ); all values of α 2 correspond to different points of M(D 2 ) [8] .
The second way to parametrize the space M(D 2 ) is to use the modular parameter x from (3.26); in this parametrization M(D 2 ) coincides with the fundamental domain Ω 0 (2)+ of the group Γ 0 (2)+ shown in Fig.7 (the vertical lines are identified by the generator γ 1 from (3.27), and two arcs are identified by the generator γ 2 from (3.27)).
The value α 2 = 0 or, equivalently, x = i/2, corresponds to Burnside curve. The value α 2 = 100/9, or, equivalently, x = 1/2 + i √ 3/2, corresponds to D 6 curve. The value α 2 = 4, corresponding to the vertex x = 1/2 + i/2, of the fundamental domain, is a point where the Riemann surface degenerates. Another degeneration point is x 2 = ∞, corresponding to the cusp x → i∞ of the fundamental domain.
In α parametrization the space M(D 2 ) looks like the Riemann sphere with two punctures at α 2 = ∞ and α 2 = 4; thus its ordinary Euler characteristic equals 0.
In x-parametrization the space M(D 2 ) looks like semi-infinite cylinder with two finite orbifold points: the boundary point x = 1/2 + i/2 with cone angle π/2, and the Burnside curve x = i/ √ 2 with cone angle π. Therefore, we get for the orbifold Euler characteristic
To write down an analog of "mass formula" for M(D 2 ) we notice that the critical point of F at x = 1/2 + i √ 3/2 corresponding to D 6 curve is the internal point of Ω 2 (0)+, while the Burnside curve has the orbifold index 1/2. Therefore, the natural virtual Euler characteristic of M(D 2 ) is equal to 6) since the Burnside curve is the maximum, while the D 6 is the saddle point of F. The natural question is why the formulas (6.5) and (6.6) give different results? The reason is that the computation of χ v (M(D 2 )) using the Morse theory can not take into account the nature of different boundary components, in particular, it does not feel the gemetrically obvious difference between the points x = i∞ (asymptotic cylinder, or conical point with zero cone angle) and x = 1/2 + i/2 (the conical point with cone angle π/2). In fact, the orbifold characteristic (6.5) would coicide with (6.6) if the vertex at x = 1/2 + i/2 is considered as asymptotic cylinder (or the cusp with vanishing cone angle), similar to x = i∞: in this case one would have to insert into (6.5) −1 instead of (1−1/4) and χ o would coincide χ v . Thus, the mass formula gives the geometric Euler characteristic in any metric where all boundary components look like infinite cylinders (the same situation taked place in D 3 case treated below). Space M(D 3 ). The space M(D 3 ) can be parametrized by α 2 , where α is the coefficient of the sextic x 6 + αx 3 y 3 − y 6 ; all values of α 2 correspond to different points of M(D 3 ) (in particular for α 2 = 50 we get the Burnside curve, for x 2 = 0 we get the D 6 curve), except for α 2 = −4, when the curve degenerates. Thus, in the coordinate α 2 the space M(D 3 ) looks like the complex plane with one deleted point and χ(M(D 2 )) = 0.
The second way to parametrize the space M(D 3 ) is to use the modular parameter σ from (3.35); in this parametrization M(D 3 ) coincides with the fundamental domain Ω 0 (2)+ of the group Γ 0 (3)+ shown in Fig.9 (the vertical lines are identified by the generator γ 1 from (3.36), and two arcs are identified by the generator γ 2 from (3.36)).
The value α 2 = 50 or, equivalently, σ = 1/3 + i √ 2/3, corresponds to Burnside curve. The value α 2 = 0, or, equivalently, σ = i/ √ 3, corresponds to D 6 curve. The value α 2 = −4, corresponding to the vertex σ = 1/2+i/2 √ 3, of the fundamental domain, is a point where the Riemann surface degenerates. Another degeneration point is x 2 = ∞, corresponding to the cusp x → i∞ of the fundamental domain.
In α parametrization the space M(D 3 ) looks like the Riemann sphere with two punctures at α 2 = ∞ and α 2 = −4; thus its ordinary Euler characteristic equals 0.
In σ-parametrization the space M(D 3 ) looks like semi-infinite cylinder with two finite orbifold points: the boundary point x = 1/2 + i/2 √ 3 with cone angle π/3, and the Z 6 curve x = i/ √ 3 with cone angle π. Therefore, we get for the orbifold Euler characteristic three of them we have proved here) with the maximum at the Burnside curve, but the fourth critical point from the D 3 family is most probably different from the one for det∆ B ; all signatures of the Hessians at these points are most probably the same. We hope that either analytical or numerical analysis of these questions will be possible in the near future. Finally we hope that the analysis of the global properties of appropriate analogs of det∆ B should be possible for other interesting spaces: Hurwitz spaces and the spaces of Abelian and quadratic differentials on Riemann surfaces. We believe that, say, for spaces of Abelian differentials w on Riemann surfaces [15] the proper functional will be the determinant of the Laplacian operator in the flat metric with conical singularities given by |w| 2 . Exact formulas for such determinants (and their analogs on Hurwitz spaces) obtained in [16, 18] should enable at least an efficient numerical analysis of their global behavior; that could provide new geometrical information about these spaces having been much less studied than the moduli spaces of Riemann surfaces.
