The question of how to extend these formulas to variable stepsize procedures is the primary topic of this paper.
Introduction
Chebyshev polynomials [11, 15] are a well known family of orthogonal polynomials on the interval [−1 , 1] , that have many applications in numerical analysis [23, 10, 2, 1] . They are widely used because of their good properties in the approximation of functions [3, 8] .
The use of Chebyshev polynomials for constructing numerical integration schemes was early introduced by Lanczos [14] . Soon after, Clenshaw [5] and Clenshaw and Norton [6] elaborated and extended their use for solving first-order ordinary differential equations.
Panowsky and Richardson presented in [16] a procedure based on intra-step interpolation points for obtaining numerical solutions to special second-order ordinary differential equations. This procedure has been applied lately to other second-order problems [22, 21] . In all these occurrences the development of the corresponding methods considered constant stepsize. But, to be efficient, as some authors have remarked, an integrator based on a particular formula must be suitable for a variable stepsize formulation [12, 13] .
We present what we believe is a natural way of extending the fixed stepsize Chebyshev-type methods to variable stepsize formulas. Research on this procedure was conducted by the first author in connection with his doctoral dissertation [18] . The paper is organized as follows: in Section 2 we make a brief review of the method described in [21] for second-order initial-value problems, which is a generalization of those in [22] and [16] . Section 3 provides details for the construction of the variable stepsize procedure. In the following section we make some considerations about the coefficients in the method. Section 5 is devoted to the simplest case, and finally, Section 6 gives some examples of the performance of the new extended formula. Following similar arguments as those presented here we can obtain a variable stepsize formulation for Chebyshev-type methods for first-order differential equations.
Overview of the fixed-stepsize method
The Chebyshev procedure for second-order initial-value problems of the form
where g, w ∈ R is fully described in [21, 18] . A summary of this procedure is presented in this section.
After applying the variation of parameters method to the problem in (1) we obtain that the general solution may be written as
where for simplicity we have intentionally suppressed the second argument of the function f, and in the sequel f (t) will be used to denote f (t, y(t)). If Eq. (2) is re-evaluated using the interval [t, t + ] we obtain
On replacing by − in (3) and using the dummy variable z = 2t − s in the integral, we get
By adding these two equations in (3) and (4), after multiplying by adequate factors in order to eliminate the contribution ofẏ(t), we obtain the fundamental expression
To obtain the integrals in the above formula, firstly we introduce a new variable with s = t + 1] . After replacing the functions f in the integrals by their finite Chebyshev approximations (see [11] ), and taking = j for j = 1, . . . , n , we obtain a system of n equations and n unknowns,
where the double primes indicate that both the first and last terms of the summation have to be halved, R + jk and R − jk are some constants, and the coefficients a ± k are given by
where
in such a way that cos j for j = 0, . . . , n are the extrema in [−1, 1] of the Chebyshev polynomial of degree n, T n (x) (including the values −1 and 1). For details see [21, 18] , and the references cited therein. Solving the system in (6) we obtain the values of the solution of (1) at the nodal points, that is, y(t + j h) for j = 1, . . . , n, and in particular, the value at the end of the interval, y(t + n h) = y(t + h), in which we are interested.
Construction of the variable stepsize procedure
The local truncation error (for def. see [12] , Section III.2) of the scheme given by the equations in (6) may be written in the form (see [21] )
where the so-called degree of the method, n, is the maximum degree of the Chebyshev polynomials in the approximations of the functions f in (5)(or the degree of the Chebyshev polynomial for which the n + 1 points cos j are extrema with j as in (8), or the number of equations in the system in (6)). This formula for the local truncation error may be used as the basis in the strategy for deciding when to change steplength. Given a tolerance, TOL, for a selected norm, · , the classical stepsize prediction derived from equating this tolerance to the norm of the local truncation error (see [13] ) yields to a new stepsize given bȳ
if n is even,
if n is odd, (9) where is a safety factor whose purpose is to avoid failed steps. Now, suppose we have used the Chebyshev approach with stepsize h to obtain the solution for (1) in an interval [t − h, t], and that, a strategy for changing the stepsize suggests a new stepsizeh as for example that in (9) . In order to integrate in the interval [t, t +h] using the numerical scheme given by (6) we would need to know the previous values y(t − jh ) for j = 1, . . . , n . But, in general, we do not have this information at our disposal from the calculations on the previous step, since the points t − jh are distinct of the points t − j h (in which we do know the values y(t − j h) by virtue of the symmetry y(t s + n−i h) = y(t s+1 − i h) on a generic interval[t s , t s+1 ] 1 ).
A simple way for obtaining the necessary values could be by means of an interpolation technique using the known values, but the additional errors introduced in the computation with this approach may be significant [4] .
We present a different procedure to obtain a variable-stepsize formulation for the Chebyshev-type method for solving the problem in (1) . Taking = h in the formula (3) we obtain
and taking = h in the formula (4) we get
Multiplying the identity (10) by e −g h sin(w h), and adding the identity (11) multiplied by e g h sin(w h ), we obtain
The above equation can be solved for y(t + h ) to yield
Afterwards, in order to make the approximations for the functions f in the integrands by means of finite Chebyshev series, analogously as we did before in the case of the fixed-stepsize method, we do the substitution s = t +h(¯ + 1)/2 in the first integral, and the substitution s = t + h( + 1)/2 in the second integral. In this way both integrals are extended to the interval
The resulting formula reads
The next step consists in approximating each of the functions f in the above integrals by finite Chebyshev series. We can write (see [11] )
being j and j for j = 0, . . . , n the same as in (8) .
Replacing these approximations for the functions f into the integrals, we obtain the formula
Now, on replacing by j in the above coefficientsR k and R k , we will obtain two coefficients for every j = 1, . . . , n, that we will denote byR jk and R jk , respectively. So far, on replacing too by j in the formula (12) for j = 1, 2, . . . , n, we will obtain a system of n equations and n unknowns (the y(t + jh ) ), where each of these equations has the form
Method (13) is the extension of the method in (6) to variable stepsizes. Observe that for constant stepsize, that is, when h =h, equations in (13) reduce to that in (6) . Solving at each step the implicit system in (13) we obtain the discrete solution of the problem in (1).
A note about the coefficients in the method
Notice that the values y(t − j h) for j = 0, 1, . . . , n, which also appear in the system, have already been obtained after applying the method in the last interval of stepsize h, since according to the symmetry we have observed in footnote 1, we have
y(t − j h) = y((t − h) + n−j h).
With respect to the coefficientsR jk and R jk that appear in the system of Eqs. (13), they may be calculated using the integral formula
where P (j ) n (x) denotes the j th derivative of the polynomial P n (x) with respect to x, r = √ a 2 + b 2 , and =arctan(b/a) ∈ [0, 2 ], taking into account in which quadrant the complex point a + ib is (for details see [21, 18] ).
In particular, using the above formula, coefficientsR jk read
wherer =h g 2 + w 2 , and = arctan(w/g) ∈ [0, 2 ].
For the coefficients R − jk in (6) it can be obtained a similar formula (see [21] )that may be expressed in the form
where r = h g 2 + w 2 , and¯ = arctan(w/ − g) ∈ [0, 2 ].
Remark 1.
The major computational effort in using a variable stepsize method is the re-computation of the variable coefficients at each step. But for the method in (13) we have the advantage that
so, we only have to compute the new coefficientsR jk because coefficients R − jk have already been calculated in the previous step (and so coefficients R jk may be obtained directly using (17)).
Remark 2.
In order to avoid a great number of changes in stepsizes it could be introduced an If statement:
where 1 , 2 are two constants next to unity with 1 < 1 and 2 > 1.
Procedure for n = 1
The method corresponding to n = 1 results in general in a low accuracy algorithm for most applications, but it is presented here just to illustrate the structural aspects of the procedure.
In the case of n = 1, according to (8) we have
and so, there is only one equation (see (13)),
and
Using the formulae of the previous section for the coefficients we obtain − r sin(wh −¯ ) + 2 sin(wh − 2¯ )).
After substituting these terms, the expression for I may be easily formed to obtain
We may use the identity
in order to have only the angle , and having in mind that tan( ) = w/g, we can use that to express the trigonometric functions in the above formula in terms of w and g. It results
The final formula results in a unique implicit equation that has to be solved to obtain the solution y(t + h) that we are looking for. On the other hand, if we expand in Taylor series about (h,h) = (0, 0) the formula in (18) , with I approximated by (21), leads to y(t +h) + e g(h+h) sin(wh) sin(wh)
whereĥ = max{h,h}. Thus, we have obtained in (24) an expression for the local truncation error,
which indicates that for n = 1 the method has algebraic order two. And if we can estimate the derivative, for example by means of divided differences, equating the above expression for the local truncation error to a given TOL, this results in a new strategy for selecting the next stepsize. This stepsize would be the solutionh of the equation |L(y(t),h)| = TOL.
Numerical results
Eqs. (13) next step, except for the first step: as the procedure is not self-starting the initial values y(t − j h) must be obtained in some other way. Of course, these methods suffer the disadvantages of all implicit methods: when f (x, y) is non-linear in y, a system of non-linear equations must be solved at each step by some iterative procedure. It has to be noticed that if f = f (t) the solution is just provided by the only equation in (13) for j = n. On the other hand, if f (t, y) is linear in the variable y, then the resulting system is also linear, and a waste amount of methods are available to solve it.
To test the efficiency of the method that will be named VSCHEBYn (n refers to the degree of the method) we have selected a few examples that previously have been discussed in literature.
Inhomogeneous equation
The first example to be presented here, that has appeared many times in the literature, has been taken from a recent article of Psihoyios and Simos [17] and consists in the initial value problem:
The exact solution is y(t) = cos(10t) + sin(10t) + sin t. It has been numerically integrated in the interval [0, 40 ] using the following methods:
(a) The well-known predictor-corrector Adams-Bashforth method of algebraic order four. (b) The fifth algebraic order Runge-Kutta method of Dormand and Prince [9] . (c) The two-step trigonometrically fitted method of second algebraic order of Psihoyios and Simos [17] . (d) The Chebyshev procedure of variable step and second algebraic order (n = 1) developed in the previous sections.
In Fig. 1 we compare the results of the different methods and observe the good behavior of the Chebyshev procedure. We plot the efficiency curves for the above methods and show the logarithm of the maximum absolute error Err. max. = log 10 max 0 t 40
versus the computational effort measure by the number of function evaluations expressed as EV AL/100. 
Duffing's equation
We consider the Duffing's problem given by The problem has been integrated in [0, 40 ] using the above mentioned methods. The results appeared in Fig. 2 where we present the logarithm of the maximum absolute error (25) versus the number of function evaluations indicated as EV AL/100.
Stiefel-Bettis problem
This problem has been widely used since was firstly considerer by Stiefel and Bettis in testing an exponential-fitting method for second-order differential equations [20] .
Thee problem consists in z + z = 0.001e . This time we have considered the above mentioned methods and moreover the six variable-steps Störmer-Cowell method of seventh order described in [19] , and the variable-step Chebyshev procedure of algebraic order four (n = 3). The results appear in Fig. 3 where we present the logarithm of the maximum absolute error (25) and the number of function evaluations as indicated before.
