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A class of recently developed differential descent methods for function 
minimization is presented and dlscussed, and a number of algorithms are 
derived which minim&e a quadratic function in a finite number of steps and 
rapidly minimize general functions. The main characteristics of our algorithms 
are that a more general curvilinear search path is used instead of a ray and that 
the eigensystem of the Hessian matrix is associated with the function minimiza- 
tion problem. The curvilinear search paths are obtained by solving certain 
initial-value systems of differential equations, which also suggest the development 
of modifications of known numerical integration techniques for use in function 
minimization. Results obtained on testing the algorithms on a number of test 
functions are also given and possible areas for future research indicated. 
I. INTRODUCTION 
The problem with which we are concerned may be stated as: 
minimize f  (Y), f : R1’ + R’, f E C2. (1.1) 
As may be proved, .rc* is a local minimizer off(x) if 
g(x*) = 0, H(x”) > 0 (1.2) 
where g(x) is the gradient vector, g’(x) = [..., ;I~(x)/&, ,...I, and H(X) is the 
Hessian matrix, H(X) = [azf(x)/ax2 ax,], off(x). 
All existing methods for minimization generate a sequence {x”) of approximate 
minimizers via the iteration formula (see [I]) 
Sk+l = .y:l. + t”d7i (1.3) 
where d” is a properly defined descent direction and t’. the step size so chosen that 
f(&‘f’) --f(d) < 0. (1.4) 
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A very broad, and perhaps the most important class of methods for unconstrained 
minimization is that consisting of the co-called gradient methods which set 
dh = -Q-‘(x”) g(x”) (1.5) 
where Q(s) is a positive definite symmetric matrix. As may be proved, [2], 
equation (1.5) defines the steepest descent direction for f(x) at Y = x~, under 
the general elliptic norm 11 d 11 = +(d’Qd)+. 
Substituting the identity matrix, I for Q(X) in (I .5) and using (1.3), we obtain 
the iteration formula 
$Ll = Sk - thg(.&.h) (l-6) 
which may be recognized as the oldest known minimization method, namely 
that of steepest descent. Newton’s method is obtained by letting Q(X) = H(x), 
in which case (1.3) becomes 
$+l - - x h - thH-‘(xy g(x”) (1.7) 
whereas variable metric methods, [3], [4], set 
where 7-l(&) is an approximation to H--‘(r”) and is updated according to 
(Davidon-Fletcher-Powell, [5]) or 
(1.10) 
(Fletcher, [6]) where ,4x, = &+l - &, Agk = g(a++‘) -g(x”), y-l(xO) = I. 
It has, however, been suggested by various authors in the past [7j[8], that the 
rays along which successive iterates are obtained when a function is minimized 
by means of an iterative method, should be replaced by more general curvilinear 
paths. Our algorithms are of this type in that they replace the iteration formula 
xk+l = .$ + t’id” by 
XL+1 = xh + p(&, ty (1.1 I) 
where p(x”, t) is not a ray, but a curve in x-space. These curvilinear search 
paths are obtained by solving certain systems of differential equations, and a 
unified way of obtaining them is presented in the following section. 
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2. DERIVATION OF THE BASIC SYSTEMS OF DIFFERENTIAL EQUATIONS 
It is known that for any function f: R” ---f R’ and any given point .@ Eli” 
the steepest descent direction dk is defined as the direction of maximal local 
decrease of f(s). Moreover, if f (x) is differentiable at xL, then this direction is 
that for which gr(x”)d/ll d 11 takes on its minimum value as a function of d # 0. 
Since g=(x’;)d is a continuous function of d and the set {d, 11 d 11 = 1} is compact, 
it follows that such a direction always exists, although it is not unique, as it 
depends on the particular norm (1 . /I. A s we mentioned in the previous section, 
under the general elliptic norm // d // = +(drQd)+ the steepest-descent direction 
dk at x = .@ is given by 
d” = -Q-‘(x”l)g(x”). (2.1) 
We now generalize the concept of a steepest-descent direction and define 
a steepest-descent curve at xk E Rn as a curve of maximal local decrease off(x). 
Based on the concept of a steepest-descent curve, our first-order systems of 
differential equations are now derived. 
2.1. LEMMA. Let f  : Rn + R1 be a continuously dsfjerentiable function and let 
X = (x ) x: R1 -+ R”, x(0) = xk> be the set of all dzfferentiable space curves 
passing through a given point xk E Rn. Then a steepest-descent curve at xk obeys the 
following initial-value system of dtjferential equations: 
R(t) = -Q-‘(x) g(x) 
x(0) = xk, R(O) f  0 
(2.2) 
under the general elliptic norm 11 d I/ = +(drQ(x)d)*, Q(x) > 0. 
Proof. It is known from calculus that the change off(x) at x = X~ along a 
space curve x(t), x(0) = xk, is given by df/ds lsCO, where s is a real parameter 
defined as the distance moved along x(t) and given by 
s(t) = j-’ I/ i(t)11 dt. 
0 
(2.3) 
Hence the maximal local decrease off(x) at .G’ results when df/ds ISGo assumes 
its minimum value as a function of s. At this point we recall that 
df (4 df (x) 1 -=- _ a4 1 
ds dt (ds(t)/dt) dt II Wll 
and 
(2.4) 
df (4 - = g’(x) 2(t). 
dt (2.5) 
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(3.6) 
We now have, using the Cauchy-Schwartz inequality, 
[gqxh) k(O)] = [g’(9) Q--‘(9) Q+?) Q”(“Vk) k(O)]2 
< [g’(r”) Q-Q”) Q”(xh)][Q”(.rk) Q-l(xk)g(xh)] 
y: [S(O) Q”(x”)][Q”(x”) .2(O)] 
= I’ Q-‘(.I+) g(xh)lj2 11 k(0)l/2. (2.7) 
Clearly the minimum value of df(s)/dx /s=o as a function of $0) 7 0 results 
when the equality sign holds in (2.7) i.e. when 
$0) = -Q-‘&x”) g(x”). (2.8) 
Hence x(t) obeys the following system of differential equations: 
i(t) = -Q-l(x) g(r) 
x(0) = A+, LqO) # 0 
and the lemma is proved. 1 
(2.9) 
It is now clear that different choices of the matrix Q(x) will lead to different 
steepest-descent curves. Thus we obtain 
Q(N) = I a k(t) = -g(x) (2.10) 
Q(x) = H(x) =a k(t) = --H-‘(x)g(x) X(O) = 9. (2.11) 
Q(x) = H-l(x) 3 k(t) = --H(x)&) (2.12) 
The importance of the above systems of differential equations lies in the fact 
that if the actual solution curves to them were available, the minimum would be 
reached in one step for any function. The reason is that the solution curves to 
the above systems tend asymptotically to a local minimizer, x*, off(x). Indeed, 
referring to system (2.10), the solution curve to it is normal to the countours 
off(x), having therefore to tend to x *. The same argument holds for system (2.12) 
if instead of f(x) we consider the real functional +(a) = $gr(x) g(x). Obviously 
4(x) > 0 has a minimum value of zero at zc*, as at this point g(x*) = 0. Note 
that &$(x)/ax = H(x)g(x), and therefore the solution curve to system (2.12) 
being normal to the countours of 4(x), tends asymptotically to x*. For system 
(2.11) this is not immediately obvious, however, and a different argument is now 
applied to it. 
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As we mentioned in the previous section, if .x* is a local minimizer of f(x), 
then g(x*) = 0. Therefore minimizing f( x over R” is equivalent to solving ) 
a certain system of non-linear equations: 
g(x) = 0. (2.13) 
Such a system may be solved by the method of differentiation with respect to 
a parameter which imbeds the real parameter t into the original equation. This 
is done by considering instead of the single mapping g: Rn --+ R” an entire 
family F: R” x [0, co) --f Rn defined by 
F(x, t) = g(x) - e-‘g(x”). (2.14) 
As may proved [2], if ZP( x is ) b ounded, i.e. /I H-l(x)\\ < b, 0 < b < +co, then 
for any fixed xk E Rn there exists a unique mapping x: [O, + 00) + Rn, x(0) = xk 
such that 
F(x(t), t) GE 0, vt E [O, +a). (2.15) 
Moreover 
i(t) = -IT’(x)g(x). (2.16) 
Note that because of (2.15) 
g(x(t)) = e-“g(x”) (2.17) 
along x(t). Now let x* = limt++o; x(t). Then from (2.14) we obtain, because of 
(2.15) and the continuity of g(x), 
&@(x, t) = t’jprn g(x(t)) = g(x*) = o. 
Hence x(t) tends asymptotically to a root of g(x) = 0, i.e. to a local minimizer x* 
of f(x), provided that H(x*) is positive semi-definite. 
From the previous analysis it follows that if we start at a+’ and move, in the 
direction of decreasing values of f(x), along the solution curve to any of our 
systems of differential equations, this will bring us directly to the minimum, i.e. 
the minimum is reached in one step for any function. 
Higher-order systems of differential equations may also be derived based on 
the following lemma. 
2.2 LEMMA. Let f: An -+ R1 be a continuously dzperentiable jkction and 
x: R1 - R”, x(0) = .@, a dzTerentiable space cm-we. Let also the jirst nonzero 
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derivative off(x) along x(t) af t = 0 6e negative. Then there exists a S > 0 and 
suficiently small such that 
f(x) -fix”) < 0, Vt E (0, 6) 
and consequently x(t) is a descent curve. 
Proof. Let 
dW4W d’f (x(O)) 
dtQ 
<o,O<q< +co, dt’ = 0, T = 1,2 ,..., q-l (2.18) 
and let us expandf(x(t)): R1 --f R’ in a Taylor series about t = 0. We have 
f(x(t)) =f(x(O)) + i + dygo)) tj + g dvg(0)) tQ 
JSl I* 
(2.19) 
+ dcQ+w-w t’q+l) 1 
(q + l)! dt(Q+” 
where 4 E (0, t). Using (2.18) we obtain from (2.19) 
f ( x )  - f ( x ” )  z 1 dy(x(0)) tQ + 
q! dtQ (4 -: l)! 
d'""!f(-w t'Q+l)* 
dt'Q+" 
(2 20) 
It is now possible to find a 6 > 0 such that any t E (0,s) is sufficiently small to make 
the first term in the expansion (2.20) d ominate. Hence since d”f(x(O))/dt” < 0, 
we obtain 
f(x) -f(d) < 0, Vt E (0, S) (2.21) 
thus proving the lemma. 1 
Let us now consider the initial-value system of differential equations 
x[Ql(t) = -Q-‘(x) g(x) 
&l(O) = 0, r = 1, 2 ,..., q - 1, x(0) = xk.‘. 
(2.22) 
As may be proved, the solution curve x(t) to the above system satisfies the 
conditions of the previous lemma, and therefore x(t) is a descent curve in x-space. 
Note that, in general, x(t) is not a steepest-descent curve as this depends on the 
higher, up to order q, partial derivatives off(x). 
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3. SOLUTION OF THE DIFFERENTIAL EQUATIONS 
In general it is not easy to solve our systems of differential equations, owing to 
the non-linearity of g(x). An approximate solution curve may, however, be 
obtained by expanding Q-‘(x) g(. ) x in a Taylor series about .rck. We have: 
(i) zero approximation: 
Q-‘(x) g(x) rz Q-Q’) g(9) (3.1) 
(ii) linear approximation: 
Q-‘(x) g(x) cz Q-‘(9) g(x”) + _I@“) (x - x”) (3.2) 
where J(X) is the Jacobian of Q-‘(x) g(x). 
At this point we recall that Q( x is either the identity matrix I, or H(x) or ) 
H-l(x), and that 
J(x) = & [Q-‘(x) g(x)] = ; [Q-‘(x)] g(x) + Q-‘(x) ‘g 
= ; [Q-‘(x)] g(x) + Q-l(x) H(x). (3.3) 
Let nowyET( i = 1, 2 ,..., n, yl: Rn 4 R”, be the rows of Q(X). Then aQ-l(x)/& 
is the n-tuple 
z [Q-'(x)] = [ . .. . v ,... 1. (3.4) 
Hence 
J(x) = [ . . . . 2$ ,... ] g(x) + Q-l(x) H(r). (3.5) 
We have three possibilities, as follows. 
(a) Q(X) = I System “[q](t) = -g(x), XL’](O) = 0, 
r = I,..., 9 - 1, x(0) = .+. (3.6) 
Then yl’(x) = [0 ,..., I,..., 01. Therefore ay,(x)/ax = 0 and (3.5) reduces to 
J(x) = H(x). (3.7) 
(b) Q(X) = H(x) System d*](t) = -IFl(x)g(x), d’](O) == 0, 
r = 1, 2 )..., Q - 1) x(0) = 9. (3.8) 
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(3.9) 
Note that in general J( x is not symmetric, and that for a quadratic function *) 
J(N) = I, (3.10) 
as in this case H(x) and hence EP(x) are constant matrices, independent of x. 
(c) Q(x) = H-l(x) System d41(t) = -H(x)g(x), d’](O) = 0 
r = 1, 2 ,..., q - 1, x(0) = .+. (3.11) 
In this case Q-‘(x) = H(x) and therefore rz(x) = ~/~x[~f(x)/&,]. Hence 
(3.12) 
Note that j(x) is always symmetric, as the Hessian matrix of the functional C(x) = 
+gr(x) g(x), and that for a quadratic function 
J(x) = [H(x)]“. (3.13) 
Under the zero approximation (i) we now obtain 
(3.11): 
for systems (3.6), (3.8) and 
(3.14) 
s(t) = XI; - ; H-‘(Lq g(d) (3.15) 
and 
x(t) 1 XL - ; H(x”) g(x”) (3.16) 
respectively. We can easily recognize (3.14) and (3.15) as the steepest-descent 
method and Newton’s method respectivelt, with the change of variable 
Let us now consider our general system 
&l(t) = -Q-'(x) g(x) 
#l(O) = 0, r = 1, 2 ,..., q - 1, x(0) = XL 
(3.18) 
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under the linear approximation (ii). As may be proved 
x(t) = xk + [exp[ -t[J(x”)]‘l”] - I] J-l(@) Q-‘(X”) g(X”), 
and 
q = odd (3.19) 
x(t) = XL + [cos[ -t[J(xk)]‘q - I] J-‘(x”) Q-l(&) g(d), q = even (3.20) 
where exp(A) and co@) are the matrix exponential and matrix cosine functions 
of r3 respectively. 
In the following section the properties of the derived solution curves are 
established and discussed. 
4. PROPERTIES OF THE CURVILINEAR SEARCH PATHS 
Let 
[exp[ -t[](xk)]l’Q] - I] J-‘(x”) Q-l(&) g(&), 4 = odd (4.1) 
P(xk, t) = 
[co~[-t[&~)]~/Q] - I] /-l(d) Q-l(xk) g(xk), q = even. (4.2) 
We first note that 
(e-t - 1) J-‘(x”) Q-‘(CC”) g(&) (4.3) 
P(&, t) 4 as Q+ +co. 
(cost - 1) J-‘(x”) Q-‘(x”) g(x”) (4.4) 
Note that in the case of system (3.6) or when the objective function is quadratic, 
we obtain 
X(T) = Xk - d-l(&) g(x”) 7 = : I zlt (4.5) 
which is Newton’s method with a change of variable. 
In the sollowing, the curvilinear search paths associated with our first-order 
systems (4 = 1) are discussed in more detail. 
system 
i(t) = -&), x(0) = xk (4.6) 
Solution 
x(t) = xk + [exp( -tH(x”)) - 11 H-l(x”) g(X”). (4.7) 
This curvilinear search path has been extensively examined in [9] from where 
we recall the following. 
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(i) Espanding th e matrix exponential function into the eigenspaces of 
the Hessian matrix we obtain 
x(t) = .vA + ” exp( -t&(x”)) - I 1 
&W 
Iqx”) I4,yx.A) 
I 
g(d) (4.8) 
1=1 
where h,(xl) are the eigenvalues and u,(.+ the associated normalized eigenvectors 
of H(x~), i = 1, 2,..., n, and as may be seen no matrix inversion is required. 
(ii) Equation (4.8) d fi e nes always a steepest-descent curve in x-space 
for t > 0 irrespective of whether or not H(x”) is positive definite as 
exp(--th,(.+)) - I <o 
h,(x”) ’ 
for A,(&) + 0 
and 
exp(-tt/\,(x”)) - 1 - -t 
4(xh) 
as h,(9) + 0. (4.10) 
Note that when H(&) is singular (h,(&) = 0 for one or more i, I < i >z n), 
Newton’s method breaks down, as in this case H-l(&) does not esist. Also, 
if H(.G’) is not positive definite, then Newton’s method or variable metric 
methods may fail, as W’(x’;) g(&) or q-l(&) g(9) may not be a descent direction. 
(iii) Depending on the step size t, (4.7) behaves as the method of steepest 
descent or Newton’s method. Indeed, for small t we have exp( -tH(.+)) C= 
I - tH(xk). Hence x(t) = .@ - tg(.@), which is the steepest-descent method. 
Now, for t - +m and provided that H(x”) is positive definite, we have 
exp(-ttH(xX)) - 0 and therefore x(t) - .@ - H-‘(x”)g(x”), which is the point 
obtained when Newton’s method is used with a step size of unity. 
At this point we recall that it has been suggested that a combination of Newton’s 
method and that of steepest-descent should exhibit a performance superior 
to that of either method alone. Indeed, at a considerable distance from the 
minimum the steepest-descent method may be superior to that of Newton which 
has the distinct advantage of quadratic convergence only in the vicinity of the 
minimum, where the objective function can be approximated reasonably well 
b p a quadratic function. However, in our case such a combination is not nece- 
sary, since (4.7) exhibits the same behavior, depending on the step size, as either 
one of the other methods, and will adapt automatically to suit. 
(iv) The space curve defined by equation (4.7) is the actual solution curve 
to system (4.6) for a quadratic objective function, and therefore for such a 
function the minimum is reached in one step. 
i(t) = --H-l(x) g(x), x(0) = xk (4.11) 
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Solution 
x(t) == xh + [exp( -tJ(x”)) - I] J-‘(x”) H-l(.xL) g(x”). 
We recall that J(x) is the Jacobian of H-l(x) g(x) given b! 
(4.12) 
J(x) = I + g [F qq 
where y*‘(x), i = 1, 2 ,..., n, are the rows of H-l(x); and that for a quadratic 
function 
J(X) = I. (4.14) 
Following the same argument as before, we can expand the matrix exponential 
function into the eigenspaces of J(x”). Since J(X) is not, in general, symmetric 
we obtain 
x(t) = xk A- l’(.+)[exp( -tM(xk)) - I] M-l(x”) V-l(x”) HP(xb) g(x”) (4.15) 
where V(x) is the modal matrix of J(X), and M(x) its Jordan canonical form. 
Note that, for small t, exp( -tJ(x”)) N Z - t J(a+) and therefore (4.12) reduces to 
x(t) c? xk - tw’(&)g(x”) (4.16) 
’ for a quadratic function we have, which is Newton’s method again. Now 
because of (4.14) 
x(t) = xk + (e-” - 
and letting t + +co we obtain 
1) H-‘(x”) g(x”) (4.17) 
x(t) + .@ - H-‘(&)g($) = J*, (4.18) 
i.e. the minimum is reached on one step. Note also that df(x(O))/dt = 
-g*(x”) ZP(x”) g(x”) and hence (4.12) is a descent curve, according to lemma 
2.2, if H(x”) is positive definite. 
System 
z?(t) = --H(x)g(x), x(0) = .I+ (4.19) 
Solution 
.v(t) = xk + [exp(-tJ(rk)) - I] J-‘(x”) H(xk)g(&) (4.20) 
At this point we recall that x(t), as defined by (4.19), is a steepest-descent curve 
for the functional 
d(x) = ww g(x) = a II g(x)lI” (4.21) 
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under the usual Euclidean norm, and that J(X) is the Hessian matrix of +(x) 
given b! 
Note that for x(t) to be a descent curve we must have gr(s”) H(.@) g(&) X., 0. 
ilgain using the expansion of the matrix exponential function into the eigens- 
paces of J(X), and taking into account that J(r) is symmetric, we obtain 
.r(t) = .yh + I’(,$)[exp( -rM(s”)) - 1J W’(w”) I’r(X”) H(.Y”)g(S”). (4.23) 
Now for a quadratic function, or near the minimum of a general function, we have 
Hence 
J(x) = pf(.r)]2, v.r E qx*, t), E > 0. (4.24) 
V(x) = U(x), M(x) = [A(x)]‘, vx E B(w*, c) > 0 (4.25) 
and from (4.23) we obtain, since H(X) = U(X) cl(x) V(X).), 
1 g(x”), 9 E B(x*, E), t ’ 0. (4.26) 
As may be easily proved 
lim exp(-%“@“N -1 = o 
A,(S%O Ai 
whereas 
lim exp(-~hW)) - 1 = --i 
A\,&)-0 X,(x”) 
(4.27) 
(4.28) 
Note also that j(.~) N [H(x)12, VS E B(x*, E), E > 0 is always positive semi- 
definite. Hence we can always in (4.25) let t ---, +co, something which is 
admissible in (4.8) only when H(x) is positive definite. Therefore system (4.19) 
is superior to system (4.6), as fewer conditions have to be imposed on the Hessian 
matrix. At this point we recall that it has been suggested [IO] that a reduction in 
// g(x)]\ rather than inf(x) should be required at each step, as this might be useful 
in finding saddle points, and improve the performance of a certain minimization 
algorithm on flat functions. Therefore a combination of (4.7) and (4.20) could 
be an advantage for functions with saddle points or flat minima. Indeed, very 
satisfactory numerical results were obtained with an algorithm which uses (4.7) 
switching to (4.20) and requiring a reduction in // g(x)\\ rather than in .f(.~) when 
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the objective function becomes insensitive to changes in the variables near the 
minimum. 
For an extensive discussion of the properties of the above curvilinear search 
paths, as well as of those associated with the higher-order systems, see [l 11. 
In the following section the general algorithm is stated and proved to be 
convergent. 
5. THE GENERAL ALGORITHM AND ITS CONVERGENCE PROPERTIES 
Let p(&, t) be the curvilinear search path obtained by linearizing any of our 
systems of differential equations. As may be seen, p: R” x RI+ --f R” is of the 
form 
P(& 4 = Q(? 0 g(4 (5-l) 
where Q(x, t) is a negative definite matrix continuous in t, and satisfies the 
following conditions: 
(i) gr(r)pt*l(*v, 0) < 0 and pt71(.~, 0) = 0, Y  = 1, 2 ,..., Q -- 1, 
xE{X/g(x) # 0); 
(ii) p(.v, t) = 0, Vt E [0, +a), V.V E (X 1 g(x) = 01; and 
(iii) p(x, 0) = 0. 
If  we now let 
s(t) = x + p(x, f) (5.2) 
the following general algorithm may be stated for the minimization of f(x), 
f: R” + RI, over Rn. 
The General Algorithm 
Let p = R” x RI+ - R” be a continuously differentiable mapping in t 
satisfying conditions (i)-(iii). 
Step 0. Select an .v” E R” such that the level set Lo = {X I f(x) < f (.x0), 
x E R”} is compact. 
Step 1. Set k = 0. 
Step 2. Compute g(.+); if g(x”) = 0, stop; else compute p($, t) as a function 
oft and go to step 3. 
Step 3. Find the smallest non-negative scalar t(xk) minimizing f (x(t)) along 
p(d, t). 
Step 4. Set .@+l = XI. +p(.@, t(&)); set k = k + 1 and go to step 2. 1 
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In order to establish the convergence properties of the above algorithm, we have 
to consider two cases separately, viz. 
(a) p(x, t) is jointly continuous in both its arguments; and 
(b) p(x, t) is continuous in t only. 
The second case occurs whenever the derivatives off(x) of second or higher 
order are approximated numerically rather than computed analytically. A proof of 
convergence coveringthe first case, whenp(s, t) = [exp( -H(x)) - I] H-‘(x)g(x), 
may be found in [9]. In this paper we consider the second case. The following 
algorithm model and theorem are needed. 
5.1. Algorithm Model (Poluk, [ 121) 
Let A be a set-valued search function mapping a closed subset T of a Banach 
space into the set of all non-empty subsets of T (which is written as A: T 4 2T) 
and let c be a stop rule, c: R + T. 
Step 0. Compute an x0 E T. 
Step 1. Setk=O. 
Step 2. Compute a pointy E .4(xk). 
Step 3. Set xl;+l = y. 
Step 4. If  c(x~+‘) 2 c(.@), stop; 1 e se set k = k + 1 and go to step 2. 1 
5.2 THEOREM (Polak, [12]). Suppose that: 
(1) c(x) is either continuous at all non-desirable* points x E T, or else c(x) is 
bounded below for x E T; and 
(2) for every x’ E T zchich is not desirable there exists an c(x) > 0 and a 
6(x) < 0 such that c(x”) - c(x’) < S(x) < 0, Vs’ E T such that 11 s’ ~~ x 11 < C(X) 
and Vx” E A(x’). 
Then either the sequence {x”) constructed by the above algorithm model is jinite 
and its last element but one is desirable, or else the sequence is infinite and every 
accumulation point of {x”} is desirable. 1 
The convergence properties of our general algorithm, when p(x, t) is not 
continuous in x, may now be established. We assume that p(x, t) satisfies 
conditions (i)-(iii) and that it is of the form 
p(x, t) = [exp( --tS(x)) - I] S-‘(x) T(x) g(x) 
where S(x) and T(x) are symmetric matrices. 
(5.3) 
* A point x is a called desmable If g(r) = 0. 
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MAIN THEOREM. Let f (x) be a continuously dt@entiable function, f  : R” -+ RI. 
Assume that: 
(a) there exist two constants TV and m, 0 < TV < m,< + CQ, such that 
0 < p II y  II2 < yW(~)y < m II Y 112, VY E R” and vx E Lo; 
(b) S(x) is positive de$nite with eigenvalues bounded from above and below 
by L and 1 respectively; 
(c) T(x) is positiwe semi-definite, Vx EL, and 11 T 11 < b, 0 < b < +oo; 
(d) g’(x) T(x)g(x) t E I/ g(x)[l”, E > 0, Vx EL& and 
(e) T(x) and S(x) have a complete set of eigenoectors in common. Then the 
sequence {x”} constructed by the abme general algorithm, with p(x, t) given by (5.3), 
is either jnite, terminating at a desirable point, or infinite and every accumulation 
point of {x”} is desirable. 
Proof. If we set c(x) = f  (x) and d e fi ne a set-valued search function by 
.4(x) = .Y + p(x, t) (5.4) 
where t minimizes f  (x(t)) along p(x, t), th en we see that our general algorithm 
is of the same type as Polak’s algorithm model 5.1. Hence theorem 5.2 can be 
directly applied. Condition (1) of Polak’s theorem is satisfied, since f(x) is 
continuous. Let now xB be a desirable point, i.e. g(x”) = 0. Then by condition 
(ii) p(xht, t) = 0, Vt E [0, +a). Therefore f(xk+l) = f(x”) and the algorithm 
terminates. 
Now let x E R” be non-desirable, i.e. g(x) + 0, and consider the mapping 
A: Rn x Rlf - R1 given by 
0, P(X, 4) = f(x + ~(x, t)) -f(x). (5.5) 
By Taylor’s formula for second-order expansion, we have 
A@, P(X, t)) = g’(x) P(x, 4 
+ J^,’ (1 -z) pT(x, t) H(x + q(x, t)) ~(x, t) dz, z E (091 )a (5.6) 
Provided that x + zp(x, t) EL, , we have by assumption (a): 
A(x, p(x, t)) <g=(x) P(x, t) + ; PT(x, t) P(x, t). (5.7) 
Now let X,(x) > h,-,(x) > ... > X,(x) be the eigenvalues of S(x) and u,(x), 
409/6311-13 
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u,&),..., Z+(X) the associated normalized eigenvectors. By assumption (b): 
We also have 
or 
g’(x) P(x, t) = g’(x)[exp( --tW) - rl fW4 T(x) g(x) (5.9) 
g’(x)p(x, t) = gyx> [ ,gl exp(-;;($)) - l %(X) w] T(x) gw (5.10) 
Expanding g(x) into the eigenvectors of the symmetric matrix S(X) we obtain 
dx) = & uj(x> Uj(x)* (5.11) 
From (5.10) and (5.1 l), and by assumption (e), we get 
g’(x) p(x, t) = i exp(-;;$)) - l ai” Pi(X) 
i=l 
(5.12) 
where pi(x) 2 0, i = I,2 ,..., n, are the eigenvalues of T(X). Now since 
since Q(X) pi(z) > 0 and exp( --t&(x)) - l/&(x) < 0, we have 
gw PC? 4G exp(-;;$)) - l g1 a,“(x) pi(x) 
and, sincegr(x) T(x) g(x) = xy-, ai” pi(x), 
g=(x) P(% t) G 
exp(-At,(x)) - 1 
Ux) f(x) w &). 
Hence, by assumption (d), 
m> I+> 4 G exP(--t&I(x)) - 1 E j, g(X),/* 
Ux) 
For the second term in (5.7) we have 
PT(X, t) P(X, t) = f-(x) w [[exp(---tS(x)) - 4 W~)12 w g(x) 
G 
1 
exd-h(x)) - 1 2 
Mx) I Pn”(4 II &Y~ 
(5.13) 
(5.14) 
(5.15) 
(5.16) 
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Substituting (5.15) and (5.16) into (5.7) we obtain 
4x, p(x, t)) < t [expy;.y - 1]zPn2(x) II &WI2
+ exp(-tL(4) - 1 u4 E II dw 
< 112 
‘2 [ 
e~P(-w4) - 1 2 b2 ,, g(x),/2 
h(x) 1 
+ exp(-4(x)) - 1
h&4 E II &9112 
(5.17) 
since exp( -4,(x)) < exp( -t&(X)); and, by assumption (c), pn = 11 T(x)11 < b. 
The step size t minimizing the right-hand side of the above expression is 
given by 
from where we obtain 
7=1- 42(4 -tA,(x) 
h,(x) ?& ’ i-=e . 
Now, since by assumption (a), 1 < Ai <L, we obtain 
4% P(X, 4 G - & (i)” ($y IIg(x)ll”. 
(5.18) 
(5.20) 
By the continuity of g(x), there exists an C(X) > 0 such that for all x such that 
II x’ - x II < c(x), 
Therefore 
II &‘)ll’ 3 4 II .&l12. (5.21) 
f(X’ + WY t)) -f(x’) d - & (i)’ (+)2 I/ ml’, x’ E B(x, E(X)). (5.22) 
Recognizing that x’ + p(x), t) = x” E A(%‘) and letting 
w = - & (k)’ (g II &>ll” < 0 
we obtain 
f(~’ + p(x’, t)) - f(~‘) < S(x) < 0, Vx’ E B(x, C(X)) and Vx” E A(d). 
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Hence condition (2) of Polak’s theorem 5.1 is satisfied and our theorem is 
proved, as accumulation points do exist, since the level set L,, is compact. i 
6. NUMERICAL RESULTS 
Based upon our curvilinear search paths, a number of algorithms were derived 
and extensively tested in our thesis, [ll]. The convergence properties of the 
algorithms were established by means of the main theorem of the previous 
section. In this paper, however, we shall present only one of the algorithms 
which is similar to that presented in [9], with the difference that it is not necessary 
to compute second derivatives. The curvilinear search path used in this algorithm 
is given by 
p(x, t) = [exp( --M(x)) - r] H-‘(X) g(x). (6.1) 
Clearly the matrix of the second derivatives of f(x) has to be computed 
analytically, and this is a feature that should be avoided, although it leads to 
extremely fast and stable algorithms. In order to approximate the Hessian matrix 
of the objective function using first-order information only, the following 
procedure is now used. 
Let us assume that the function to be minimized is quadratic. Then for any 
two points xi and x z+l in Rn we must have 
g(s”f1) - g(x”) = H(xz+l - xi) (6.2) 
where H is the constant Hessian matrix. The above equation evaluated at n + 1 
distinct points x2, i = 0, l,..., n, yields 
g(x’) - g(x”) = H(xl - .x0) 
g(x") - g(xi-1) = H(x' - xz-1) 
g(x”) 1 g(x”-1) = H(x” - x-1) 
or, in a matrix form, 
where 
AG, = HAX, 
AG, = [ . . . . Ag, ,... ] 
AX, = [... , Axi ,... ] 
Ag, = g(x”) - g(x’-l), i = I, 2,..., 12 
Abz 0 = xz - x”-1 L I i = 1, 2 ,..., II. 
(6.3) 
(6.4) 
(6.5) 
(6.6) 
(6.7) 
(6.8) 
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Assuming that the vectors dxE, i = 1,2 ,..., 11 are linearly independent, we can 
invert AX,, , obtaining 
H = AG, AX,‘. (6.9) 
It is, however, desirable to carry out the inversion recursively, as new Ax, 
and Ag, are evaluated during successive steps of our iterative minimization 
process. We do this by defining AX0 = AGO = I (the identity matrix). Then at 
each iteration we successively replace corresponding columns of AXk and 
AG, by calculated values of Ax, and Ag, , i.e. 
and 
AXk+, = AX;: + (Ax, - AXkej) e,= (6.10) 
AGk+l = AG, + (Ag, - AG,e,) eiT (6.11) 
where e, is a unit vector having unity as the j-th element, zeros elsewhere and 
i = k + 1. Now, using Sherman-Morrison’s formula [2] we obtain 
(6.12) 
where of course ejTAX;‘Ax, must differ from zero for AX,-:, to exist. Hence 
if we denote by ~+i the approximated Hessian matrix at a++l, we have 
?k + 1 = 77k _ (rldh - Agkk,‘AXL1 e,TAXi’ Ax, ’ (6.13) 
Obviously for a quadratic objective function 7n = H, i.e. after n steps the mini- 
mum is reached. Note also that, for a general function, 7k is not symmetric and 
therefore a symmetrization of the form 
?I; = t[Tk + %,=I (6.14) 
is needed. The following algorithm may now be stated 
Step 0. Select an x0 E R” such that the level set Lo is compact; set the 
tolerances I, L and E. 
Step 1. Set k = 0, j = 1, 7” = AX0 = I. 
Step 2. Set p(x”, t) :: -tg,; go to step 4. 
Step 3. Find the eigenvalues h,(x”) and associated normalized eigenvectors 
q(d) of vk , i = 1, 2 ,..., n; if I < 1 X,(.+) <L, set h,(xL) = j hi(x i = 1, 
2,..., n, and 
p(xk, t) = 
I 
i ev- %W)) - 1 
4(x”) 2$(x”) U,T(XL) g(x”); 1=1 I 
else set x0 = xk and go to step 1; go to step 4. 
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Step 4. Find the smallest non-negative scalar t(~“) minimizingf(s(t)) along 
p(x”, t). 
Step 5. Set .@+r = 9 + p(x”, t(x”)); compute g(z@r); if g($Tr) = 0, stop; 
else compute the new approximatation ~~;+r to the Hessian matrix from (6.12) 
(6.13) and (6.14); if 1 e,TdX;1A.2-,~ 1 < E, then set .?’ = .@‘+r and go to step I ; 
else go to step 6. 
Step6. Setk=k+l;ifj=n,resetj=l;elsesetj=jT-landgoto 
step 3. I 
It is now not diflicult to prove that the above algorithm complies with the 
conditions of the main theorem of the previous section. Indeed, the case p(.~, t) = 
-tg(x) is trivial, since then S(s) = T(x) = I, and conditions (b), (c) and (e) 
are clearly satisfied. Now when p(~, t) = [exp( -tT(r)) - I] v-l(~) g(.v), we have 
S(w) = q(x) and T(x) = I, an d conditions (c) and (e) are satisfied. Condition (b) 
is also satisfied, since in our curvilinear search path we replace A,(.@) by its 
absolute value, thus forcing the Hessian matrix to be positive definite. Note, 
finally that as a result of the condition in step 3 of the above algorithm, ~ h,(xL)I 
remains always bounded by 1 and L, i = 1, 2,..., 71. Hence the sequence (~‘~1 
constructed by the above algorithm converges to a desirable point. Moreover, if 
the objective function is quadratic, the minimum is reached after at most rc steps. 
TABLE 6.1 
Numerical Results 
Function and x0 
Fletcher-Powell New algorithm 
Function Gradient Function Gradlent 
.%&la- evalua- evalua- evalua- 
tions tions Total tions tions Total 
Rosenbrock’s (- 1.2, 1) 167 167 501 162 32 236 
Helical (- 1, 0, 0) 76 16 304 101 25 176 
Quartic (3, - 1, 0, 1) 80 80 400 137 43 309 
Banana(-3, -1, -3, -1) 161 161 805 310 110 705 
In order to reduce the number of function evaluations when executing the 
above algorithm, we carried out a unidimensional search only if the point @r .; 
sk - v-‘(x”)~(x”), obtained by letting t 4 +m, did not improve the function 
value. The tolerances were set equal to 1 = IO-r, L = 10: and E = 10-2-‘, and 
the execution of the algorithm was terminated if both 1 f(&‘+r) - f(~“)/ < IO-” 
and /I g(.v”+‘)ll < 10e4. The numerical results obtained on testing the algorithm 
on a number of test functions appear in Table 6.1, were they are also compared 
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with the results obtained on running the IBM System/360 Scientific Subroutine 
Package version of Fletcher and Powell’s algorithm. The comparison turns out 
to be in favour of the new algorithm, which also improves on the performance of 
the algorithm presented in [9]. Moreover, we feel that the numerically stable 
method derived by Kowalik and Ramakrishnan, [15], for the homogeneous 
model [lo], may be applied to our iterative scheme as well and further improve 
its performance. Results in this direction will appear elsewhere. 
7. CONCLUSIONS 
Our differential-equation approach to function minimization makes it possible 
to: 
(i) replace search rays by more general curvilinear paths; 
(ii) dispense with the requirement of a positive definite Hessian matrix; 
(iii) directly associate the eigensystem of the Hessian matrix of f(x) or 
4(x) = &gg’(x)g(x) with th e f unction-minimization problem; 
(iv) derive a number of algorithms which converge in a finite number of 
steps on quadratic functions and rapidly minimize general functions; and 
(v) open a wide area for future research. 
The algorithm presented in this paper is, of course, an improvement on the 
one derived and discussed in [9], in the sense that no second derivatives are 
needed analytically. However, an eigenvalue problem has still to be solved and 
this is time-consuming, especially for problems of high dimensionality. As we 
have pointed out in our thesis, a method of approximating the eigensystem of 
the Hessian matrix using only first-order information could be a possible subject 
for future research. Indeed, an approximation scheme for the eigenvalues and 
eigenvectors themselves is under development and results will soon appear. 
In this paper, an approximate solution to our system of differential equations 
has been sought. The fact, however, that our problem 
minf(X), .r E R” (7.1) 
may now be written in the form 
minf(X(t)), J*](t) = F(.v, t), J’](O) = 0, r = 1, 2 ,..., 9 - 1, r(0) = No (7.2) 
suggests the development of known numerical integration techniques for use 
in function minimization. In our thesis some results of this approach have also 
been presented and proved to be satisfactory. These results, also more recent 
ones and further developments, will appear in a future paper. 
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