The purpose of this paper is to characterize the weak Pareto optimality for multiobjective pseudoconvex problem. In fact, it is a first order optimality characterization that generalize the Karush-Kuhn-Tucker condition. Moreover, this work is an extension of the single-objective case [6] to the multiobjective one with pseudoconvex continuous functions.
Introduction
Generally, the different functions of a multiobjective problem dont reach there optimum at the same point. So, it si necassary to search for a compromise solution. Based on this idea, the concepts of Pareto and weak Pareto optimality are used in many contribution that characterize and give the Pareto optimality conditions (see, for instances Chankong and Haimes [2] , Miettinen [14] , Jahn [7] , Zhang and Zuo [9] , Oliveira, Beato Moreno and Moretti [18] . . . ).
One of the most important is the first-order necessary optimality conditions that generalizes the Karush-Khun-Tucker condition. When constructing otimality conditions some kinds of generalized convexities have proved to be the main tool during the last decades.
In this paper, we deal with a particular case of multiobjective problem, whith the notion of pseudoconvexity [13] , in an extended sense using upper Dini subdifferential, for the objective functions and the constraint set.
There are many contributions dealing with a smooth and nonsmooth singleobjective case (see for example Pini and Singh [19] , Jaddar [6] , Maeada Takashi [10] , Minami [15] , Diewert [3] and the referenses therein). These result were extended for nonsmooth multiobjective problems with locally lipschitz continuous functions (see for instance Huu, Myung and Sang [5] , Nobakhtian [17] , Staib [20] and recently in [12] by Mäkelä, Karmitsa and Eronen).
The aim of this paper is to extend recent results of single-objective case of [6] to multiobjective one. In fact we characterize weak pareto minima of continuous (not necessarely locally lipschitz) pseudoconvex functions in terms of upper Dini subdifferentials of Kuhn-Tucker type. The paper is organized as follows, after recalling some definitions of upper Dini subdifferential and pseudoconvexity. In section 2, we present first-order optimality conditions of weak Pareto optimality for nonsmooth multiobjective pseudoconvex optimization problems in the general case when the set of constraint is abstract. Then, in section 3, we refine this caracterization for a set of constraints including abstract set and inequality constraints. Let us recall some definitions and properties that will be used in the sequel. Let f : R n → R ∪ {+∞} be a function. The upper Dini derivative of f at a in the direction d is defined by
The upper Dini subdifferential is
A function f : R n → R ∪ {+∞} is pseudoconvex for the upper Dini subdifferential if for all x, y ∈ R n , the following implication holds :
The pseudoconvexity has also been defined using generalized derivatives. Nevertheless, we will adopt in the sequel this definition. Using the definition of pseudoconvexity, we can see easily that for a pseudoconvex function f , we have
Moreover, according to Aussel [1] , for any continuous function f ,
Optimality Conditions for Nonsmooth Multiobjective Problem
In the present section, we present some necessary and sufficient optimality conditions for multiobjective optimization within the meaning of weak Pareto optimality and without explicit the set of feasible solutions. First, consider the following general multiobjective optimization problem :
where
Generally, the costs functions of a multiobjective problem conflicting with each others. That is why, there is a little possibility to find an optimal solution minimizing all the costs functions simultanously. To overcome to this shortcoming, most of the authors have opted for the Pareto optimality concept.
Definition 2.1. A vector x
* is said to be a global Pareto optimum of (P ), if there does not exist
for some l, and a global weak Pareto optimum of (P ), if there does not exist
is a local (weak) Pareto optimum of (P ), if there exist δ 0 such that x 0 is a global (weak) Pareto optimum on B(x 0 , δ) ∩ C Next, we can state the necessary optimality condition of problem (P) with arbitrary nonempty closed convex set C ⊂ R n Proposition 2.2. If x 0 ∈ C to be a local weak Pareto optimum of of (P), then
Proof. Let x 0 be a local weak Pareto optimum. Then, there exists ε > 0 such that for every y ∈ C ∩ B(x 0 , ε) there exists k ∈ {1, 2, . . . , q} such that
. Since the set of index k n is finite, there existsk ∈ {1, 2, . . . , q} and subsequence
. Then, by Lemma 2.1 and Theorem 2.2 of [6] and their proofs, we get
Before given a sufficient condition for global optimality, we will need the folowing basic result of convex anlysis (see for example [12] ) :
. . , q be nonempty convex sets, then
where co(A) denotes the convex hull of a set A.
In the next, we gives a characterization of multiobjective optimization for any closed convex constraint C. 
. , q}. Then x 0 is a global weak Pareto minimum of (P) if and only if
Proof. The necessity follows directly from Proposition 2.2.
Then there exist x * k ∈ ∂fk(x 0 ) with λk 0 such that λkx * k , x−x 0 ≥ 0, ∀x ∈ C. Then by pseudoconvexity of fk, fk(x) ≥ fk(x 0 ). Thus, x 0 is a global weak Pareto optimum.
Basing in these results, we study in the next section the inequality constraints case.
Inequality constraints
The main purpose of this section is rewriting the characterization established in the previous section for the Inequality constraints case. In this regard, the fact that the C structure contains some inequality constraints enables us to refine the characterization given previously. Let S be a closed convex set, and h pseudoconvex and continuous such that {x ∈ C; h(x) ≺ 0} = ∅, known as the Slater condition. In this part, we consider first the case where C = {x ∈ S ⊂ R n ; h(x) ≤ 0}. Let x 0 ∈ C such that h(x 0 ) = 0 and ∂h(x 0 ) = ∅, then we have : Theorem 3.1. A necessary and sufficient condition for a point x 0 ∈ C to be a weak Pareto optimum of (P) is that 0 ∈ co
where Cl(A) designe the closure of a set A.
Proof. According to Theorem 2.4, x 0 ∈ C is a weak Pareto optimum of (P) if and only if 0 ∈ co
. By the Slater condition, we can see that :
By Lemma 3.2 and Theorem 3.4 of [6], we get
If, in addition, ∂h(x 0 ) is bounded, then it becomes convex and compact set, therefore R + ∂h(x 0 ) is closed and then concide with it's closure and a Lagrange multiplier appears. Now we shall consider problem (P) with m inequality constraints : Suppose that for all i = 1, . . . , m, g i is continuous pseudoconvex functions such that :
In order to treat the problem (3.3.3.1), we need the next two Lemma :
Proof. Let's show the first inclusionco
Then it is sufficient to show the implication
. Then by the Hahn Banach separation theorem, there exist d and ε 0 such that
According to (??), we can see that for any y ∈ ∂g i (x 0 ) with i ∈ I(x 0 ) such that
2), we get the desired contradiction.
Lemma 3.4 ( [6]). The function g is pseudoconvex and satisfies the equality (3.3.3.2).
So, we have 
