Abstract-The Virtual Output Queueing (VoQ) in conjunction with matching algorithms have been proposed to overcome the HOL problem in input queued (IQ) high-speed switches. The Dual Round-Robin Matching (DRRM) scheme, has been shown to achieve good performance while being easy to build to high-speed and scalable switches. In this paper, we present a variant and improved version of the DRRM scheme, termed the Pseudogrant Dual Round-Robin Matching (PDRRM) algorithm. The PDRRM gives a Pseudo-grant to a needy input to increase the number of matches per time slot. We have evaluated the PDRRM using extensive simulations. Our results will demonstrate that using the "Pseudo-grant" concept results in significant improvement in the performance of DRRM under different networking scenarios. In addition, PDRRM is conjectured to achieve an asymptotic 100% throughput for any arrival pattern.
I. INTRODUCTION
The ubiquitous presence of the multimedia applications and the tremendous popularity of the World Wide Web has dramatically increased the amount of traffic carried over the Internet. As a result, there is a great demand for high-performance switcheshouters that are scalable and can be interfaced to very high-speed links (e.g., OC 192). Three different architectures have been identified for these high-speed switches, depending on where packet buffering takes place: (i) output queueing (OQ), (ii) input queueing (IQ) and (iii) combined input.-output queueing (CIOQ). The Virtual Output Queueing (VoQ) in conjunction with matching algorithms have been proposed to overcome the head-of-line (HOL) problem in IQ switches. It has been shown that m a x i m u m matching algorithms can achieve a 100% throughput. However, these algorithms are not practical to implement in hardware due to their high complexity and may not guarantee fairness and quality of service. To overcome this [3], iSLIP [2] and FIRM [4] . The operation of PIM requires random choices which are costly in hardware and 'slow' in terms of performance. DRRM and iSLIP provide more attractive solutions, since they replace the random choices with round-robin schemes and can be thus easily implemented efficiently. However, among these algorithms, only iSLIP achieves a 100 % throughput for a 100 % load; RRM suffers from blocking which limits its saturation throughput to less than 65 %. On the other hand, DRRM achieves a saturation throughput of 100 % with lower delay and provides better fairness than ISLIP. In this paper, we introduce a new distributed scheduling algorithm called Pseudo-grant -DRRM (PDRRM) which incorporates the notion of pseudo-grunt in addition to the Exhaustive service feature of Exhaustive service DRRM (EDRRM) scheduling algorithm. As a result, it improves upon the performance of DRRM and EDRRM, while still maintaining their simplicity of ease of hardware implementation. The rest of the paper is organized as follows. In Section 2, we describe the DRRM class of algorithms. In Section 3 the Pseudogrant DRRM (PDRRM) scheme is described in detail.
In Section 4 we present the simulation results pertaining to the throughput, mean cell delay performance of the PDRRM scheme. Section 5 concludes the paper.
DRRM CLASS OF ALGORITHMS
Notation: We use the following notation which would make the description of our algorithm convenient in later sections. We consider an IV x N switch with N inputs, while issuing Grant by an output to input: a denotes which input will be examined first (to issue a Grant) during a step, while ik shows the input to be examined first in the consecutive step. Let a, and ai denote the choice of which grant to accept at an input is made with a similar process. Similarly, we need also hj and h,: to denote the choice of which request to be issued (corresponding to more than one VoQ nonempty in the two-step algorithms like DRRM). Also in our algorithm we need one more variable RJk which denotes the input (tracked by the reject pointer at the output arbiter), to which an output k will issue a pseudo-grant under certain conditions (see Section 3).
The DRRM algorithm: Most of the proposed scheduling algorithms for high-speed networks are three step algorithms which perform the following operations in each iteration: (i) Inputs broadcast their requests to the outputs, (ii) Each output selects one request independently and issues a Grant to it and (iii) Each input selects one Grant to accept, since it may simultaneously receive several Grant signals. In sharp contrast, the DRRM algorithm (and its variant EDRRM) has only two steps in an iteration:
Step I : Request. Each input sends an output request corresponding to the first nonempty VoQ in a fixed round-robin order starting from the current position of the pointer. The pointer remains at the nonempty VoQ if the selected output is not granted in step 2. The pointer of the input arbiter is incremented by one location beyond the selected output if and only if the request is granted in step 2.
Step 2: Grant. If an output receives one or more requests it chooses the one that appears next in a fixed round-robin schedule starting from the current position of the pointer. The output notifies each requesting input whether or not its request was granted. The pointer of the output arbiter is incremented to one location beyond the granted input. If there are no requests, the pointer remains where it is.
In the DRRM scheme described above, when an input and an output are matched, only one cell will be transferred from the input to the matched output. After that both the input and the output will increment their pointers by one and in the next time slot this input-output pair will have the lowest priority to get matched to each other. This behavior is similar to the limited service policy in a polling system. In order to improve on DRRM's performance under non-uniform traffic, the following modification is done [5] : whenever an input is matched to an output, all the cells in the corresponding VoQ will be transferred in the following time slots before any other VoQ of the same input can be served. This is similar to the exhaustive service policy in polling systems and is implemented in the Exhaustive service DRRM (EDRRM) scheme proposed in [5] .
The EDRRM algorithm: A detailed description of the two-step EDRRM algorithm follows:
Step I : Request.
Each input moves its pointer to the first nonempty VoQ in a fixed round-robin order starting from the current position of the pointer and sends a request to the output corresponding to the VoQ. The pointer of the input arbiter is incremented by one location beyond the selected output if the request is not granted in step 2. The pointer is also incremented by one location if the request is granted and after this cell is served the corresponding VoQ becomes empty. Otherwise, the pointer remains at that (nonempty) VoQ.
Step 2: Grant. If an output receives one or more requests it chooses the one that appears next in a fixed round-robin schedule starting from the current position of the pointer. The output notifies each requesting input whether or not its request was granted. The pointer of the output arbiter remains at the granted input. If there are no requests, the pointer remains where it is. In this paper, we further modify the EDRRM algorithm by incorporating the pseudo-grant facility.
PSEUDO-GRANT DRRM ALGORITHM
DRRM essentially reduces the number of steps in an iterative cycle in the parallel iterative algorithm by avoiding the multiple request issue from a single input (whenever more than one VoQ is backlogged) by selecting a request according to a pointer in the input arbiter. The disadvantage incurred due to this approach is that the final number of matchings achieved in a single slot may be less as compared to that in PIM and is-LIP class of algorithms (which are basically three-step algorithms). Moreover, the multiple iterations in DRRM does not increase the number of matching achieved due to its limited service feature.
In this paper, we attempt to improve the number of matching in a slot. Before discussing the PDRRM, consider the following scenario: In EDRRM scheme, it might so happen that an output (say, an output i ) might go with no requests at all. Also, there might be too many requests for a single output (say output j with j # i). It might also happen that the input whose request was rejected by output j , has a cell to the above output (output i) which did not get any requests. In an attempt to overcome this limitation (of not being able to achieve the maximum number of matches), we propose the Pseudo-grant DRRM algorithm (PDRRM) wherein the number of matches in a time slot is increased by the pseudo-grunt mechanism. In Pseudo-grant DRRM algorithm (PDRRM), an output which did not get any request would issue a pseudo-grunt in the grant phase to that input whose request got rejected in the previous slot by output i. In case if this input got a (conventional) grant also, then only the 'grant' gets the priority. If its request is rejected then the pseudo-grunt will take care of the match. Hence, the two-step algorithm in EDRRM is modified as given below:
Step 1: Request.
Each input sends an output request corresponding to the first nonempty VoQ in a fixed round-robin order, starting from the current position of the pointer. The pointer remains at that nonempty VoQ if the selected output is granted in step 2 and the queue does not become empty after the cell transfer. The pointer of the input arbiter is incremented by one location beyond the selected output if the request is not granted in Step 2. The pointer is also incremented if it is granted and the VoQ becomes empty after the cell transfer.
Step 2: Grunt. If an output receives one or more requests, it chooses the one that appears next in a fixed round-robin schedule starting from the current position of the pointer. The output notifies each requesting input whether or not its request was granted. The pointer of the output arbiter is in the same location. The output arbiter also maintains another pointer (called 'reject' pointer) which points to the input which was rejected in the previous time slot. This input to which the 'reject' pointer points is the one that appears next in a fixed round-robin schedule starting from the granted input '. If there are no requests, then this output throws a pseudo-grant to the input pointed by the 'reject' pointer. If the request from this input was rejected by the (other) output (to which it had issued request), then the pseudo-grant will be active and the cell will be transferred. In case if the input gets a grant, then this pseudo-grunt will be ignored. Note that, it is not possible for an input to receive multiple pseudo-grunts simultaneously. The Pseudo-grant-DRRM algorithm is given below in terms of the notation given in Section 11, ' In case there is only one request then both pointers will coincide. 2 show an example of PDRRM arbitration algorithm. In the request phase of iteration 1 (in time slot l), output 3 gets requests from inputs 2 , 3 and 4 out of which the output 3 gives Grant to input 4. The corresponding arbiter updates its 'reject' pointer to 2, while granting to input 4. In the next slot, the inputs 2 and 3 increment their pointers to issue a grant to output 1. In the grant phase in iteration 1 (of slot 2), output 3 issues a pseudo-grunt to 2 since output 3 did not receive any request and moreover it rejected the request from input 2 in the previous time slot. Since in this iteration also the request from input 2 is rejected by output 1, the pseudogrunt takes care of the matching. Thus the pseudo-grunt facility reduces the delay and increases the throughput. Intuitively, the part of the algorithm which takes care of the output node which didn't receive any requests in the grant phase is the main difference between the EDRRM and the Pseudo-grant-DRRM (PDRRM). This part of the algorithm tries to establish additional matchings in the same iteration. We will see in the next section that a slight overhead (in maintaining reject pointer at the output arbiter) results in significant improvement in the cell delay performance. --a IV. PERFORMANCE OF PDRRM SCHEME
In this section, the throughput and the mean cell delay performance are studied using simulations and compared with that of EDRRM, DRRM and S L I P scheduling algorithms. We consider a 16 x 16 switch for our simulations. Simulations have been run for sufficiently long time (200000 cell times) in order to get a good estimate of the performance measure of interest. Throughput: In this subsection we study the throughput performance of PDRRM and compare its throughput performance with other switches under nonuniform traffic. The nonuniform case we consider is same as given in [3] and is modeled as follows. The arrival rate for each input is 100 % while loading for each output is also 100 %; each input has a 'hot' output (which is different from any other input's hot output) where a fraction p of cells from an input are destined to its hot output and other cells are uniformly distributed to other outputs. p = 1/N corresponds to the uniform case. When p = 1, all the arriving cells are destined to their respective hot outputs. In this case since the hot output for each input is different from others, each input arbiter points to a different output in any time slot and the throughput for any scheme discussed in this section is 100 %. We will therefore consider only the case 1/N < p < 1. Figure 3 process. We considered a geometrically distributed burst lengths with mean of 16 cells. Figure 5 shows our results. One can see from the figure that the PDRRM performs better than EDRRM, DRRM and ISLIP. V. CONCLUSIONS The PDRRM algorithm is a variation of the DRRM scheduling algorithm. Two features of PDRRM switch differ from DRRM switch: (i) when an input is matched with an output all the cells in the corresponding VoQ are served continuously before any other VoQ of the same input can be served and (ii) the pseudo-grunt by an output which did not get any request in the request phase in an iteration. The performance of an PDRRM switch is better than a EDRKM switch but comparable to DRFW switch for uniform traffic. For non-uniform switch size for comparison. We estimated the total latency of cells when each of the input VoQ is fed with an iid Bernoulli uniform traffic. Figure 4 shows our results. From the figure, we see that PDRRM exhibits the lowest delay among all the other algorithms for all load. This demonstrates the capability of PDRRM of providing lowest delay. In fact, this is not surprising since the Exhaustive service feature of PDRRM takes care of the non-uniform traffic while the pseudo-grant feature takes care of the uniform traffic. We next look at the performance of the PDRRM algorithm under bursty traffic. The traffic model we use is an on-off Markov-modulated
