We study Brill-Noether existence on a finite graph using methods from polyhedral geometry and lattices. We start by formulating analogues of the Brill-Noether conjectures (both the existence and non-existence parts) for R-divisors, i.e. divisors with real coefficients, on a graph. We establish Brill-Noether existence for R-divisors on graphs that are sufficiently dense and prove a weak version for arbitrary graphs. Using this, we prove an approximate version of the Brill-Noether existence conjecture for divisors on a graph. We also prove the Brill-Noether existence conjecture for degree equal to genus minus one on sufficiently dense graphs. As applications, we derive upper bounds on the gonality of a graph and its R-divisor analogue.
Introduction
Analogies between finite graphs and compact Riemann surfaces are at the interface of several branches of mathematics. For instance, combinatorics, algebraic geometry, complex analysis and probability theory. Some instances of such analogies are in the work of Sunada on discrete geometric analysis [23] , Bacher, De La Harpe and Nagnibeda [5] and Smirnov on discrete complex analsis [22] . Baker and Norine in 2007 [7] took a major step in this direction by developing a Riemann-Roch theory for graphs. This theory is closely related to Riemann-Roch theory in tropical algebraic geometry [14] and has since inspired numerous applications [11] , [1] .
In a follow-up to this work on the Riemann-Roch theorem, Baker [6] proposed an analogue of Brill-Noether theory for graphs. The main goal of Brill-Noether theory is to classify divisors of prescribed degree and rank on a given object (a Riemann surface, an algebraic curve or a graph). We start by stating one of the two key theorems in the Brill-Noether theory of algebraic curves. Let X be a smooth, proper algebraic curve of genus g. Define ρ(g, r, d) = g − (r + 1)(g − d + r). Theorem 1.1. (Brill-Noether Existence for Curves) [16] , [17] For any pair of non-negative integers (r, d) such that d ≤ 2g − 2 and ρ(g, r, d) ≥ 0, there exists a divisor on X with degree at most d and rank equal to r.
Furthermore, if ρ(g, r, d) ≥ 0 and r ≥ d − g, then ρ(g, r, d) is a lower bound for the dimension of the space W r d of linear series of degree d and rank at least r on the algebraic curve, see [3, Chapter 5 ] for more details. The converse to this statement holds (only) for a general algebraic curve and is the content of the non-existence part of Brill-Noether theory [15] .
Throughout the paper, by G we denote an undirected, connected, multigraph with n ≥ 2 vertices, m edges and genus g = m − n + 1 ≥ 1. Baker formulated analogues of both the existence and non-existence parts of the Brill-Noether theorem. In the existence direction, Baker conjectured the following. Conjecture 1.2. (Brill-Noether Existence for Graphs) Fix two nonnegative integers r, d such that d ≤ 2g − 2. If ρ(g, r, d) ≥ 0 then there exists a divisor D of degree at most d and rank equal to r on G.
Both Theorem 1.1 and Conjecture 1.2 hold for d > 2g − 2 and are an immediate consequence of the corresponding Riemann-Roch theorems. The core of Brill-Noether theory is in the range 2g − 2 ≥ d ≥ 0 and we will focus on this for the rest of the paper.
We refer to [6] , [11] for Brill-Noether non-existence for graphs. The Brill-Noether existence conjecture for graphs remains wide open except for graphs of small genus. Atanasov and Ranganathan, 2018 [4] proved the conjecture for graphs of genus at most 5 and constructed families of graphs with increasing genus where the existence conjecture holds in rank one. In a related direction, Cools and Panizzut 2017 [12] computed the gonality sequence of complete graphs. Their work builds on the algorithm of Cori and Le Borgne [13] for ranks of divisors on complete graphs. Panizzut 2017 [21] studied the gonality of complete graphs K n with a small number of edges (at most n − 2) deleted.
Baker [6] also considered analogues of the existence and non-existence theorems for metric graphs (also known as abstract tropical curves). Roughly speaking, a metric graph is a graph with non-negative real edge lengths. For metric graphs, both the existence and non-existence parts are better understood. In the same paper, Baker deduced an analogue of the Brill-Noether theorem for metric graphs using the corresponding theorem for algebraic curves (Theorem 1.1) and the specialisation lemma [6, Lemma 2.8 ]. An important difference between graphs and metric graphs is that divisors on metric graphs can have support at non-vertices, i.e. at the interior of the edges whereas divisors on graphs can only have support at the vertices. This creates a complication in applying a similar method to proving Brill-Nother existence for graphs. Even in the case of metric graphs a "combinatorial" proof (that does not rely on the existence theorem for curves) would be of significant interest [6, Remark 3.13 ]. Baker also made a conjecture on the non-existence analogue for metric graphs that was proven by Cools, Draisma, Payne and Robeva [11] and using this, they gave an alternative proof of the corresponding statement for algebraic curves. Caporaso [8] claimed a proof of the existence conjecture for graphs using algebro-geometric methods. However, this proof is known to contain an error.
We start with an analogue of Brill-Noether existence for R-divisors on graphs, i.e. divisors with real coefficients, on a graph. We posit that this analogue is both an interesting topic in its own right and is also a useful tool to tackle the existence conjecture for graphs. This analogue for R-divisors allows us to use geometric methods similar in flavour to the geometry of numbers [9] for Brill-Noether type questions on graphs. We start by formulating a version of the existence conjecture for R-divisors.
Conjecture 1.3. (Brill-Noether Existence for R-Divisors on Graphs)
Let ρ(g, r, d) = g − (r + 1)(g − d + r). Fix two real numbers r ≥ 0, 2g − 2 ≥ d. If ρ(g, r, d) ≥ 0 then there exists an R-divisor of degree at most d and rank equal to r on G. Remark 1.4. We conjecture a stronger version that if in addition g −d+r ≥ 1, then G has an R-divisor of degree equal to d and rank equal to r. We refer to Subsection 2.1 for more details.
Remark 1.5. The study of R-divisors on an algebraic variety is an important topic in the positivity aspects of algebraic geometry, we refer to Lazarsfeld's book [18, Chapter 1] for more details. For both algebraic varieties and graphs, an advantage of R-divisors is that they allow for perturbation arguments. Note that the notion of Q-divisor in [14, Section 1] (also known as Q-rational divisor in [6, Subsection 1D]) on a Q-metric graph is different in spirit from R-divisors in this paper: a Q-divisor is a divisor supported at the Q-rational points of the metric graph.
Let N G be the set of non-special divisors on G, i.e. divisors of degree g −1 and rank minus one. We reformulate the existence conjecture for R-divisors on graphs in terms of a lower bound on the covering radius of the set N G with respect to a certain family of polytopes P 1,λ .
. The covering radius of N G with respect to the polytope P 1,λ is at least g/λ/n where n is the number of vertices of G.
The polytope P 1,λ is defined as the Minkowski sum △ + λ ·△ of two simplices △ and△ that we refer to as the standard simplices [2] . They are regular simplices of dimension n−1 with centroid at the origin and△ = −△. We show that Brill-Noether existence for R-divisors and the covering radius conjecture are equivalent. We refer to Section 4 for more details.
Via the covering radius conjecture, we establish Brill-Noether existence for R-divisors on multigraphs that satisfy a certain density condition. An undirected, connected, multigraph G is called dense if m > n 2 + n − 1 (in other words, its genus g > n 2 ). Theorem 1.7. The Brill-Noether existence conjecture for R-divisors (Conjecture 1.3) holds for any dense multigraph.
More generally, we prove a weaker version of the existence conjecture for arbitrary (undirected, connected) multigraphs in terms of a parameter called stretch factor. The stretch factor Γ of G is defined to be the maximum of ⌈(n 2 + n − 1)/m⌉ and one. It measures the minimum uniform thickening of the edges of G so that the resulting multigraph becomes dense. Hence, Γ = 1 for a dense multigraph. Theorem 1.8. Consider any undirected, connected, multigraph G of genus g and stretch factor Γ. For non-negative real numbers d ≤ 2g − 2 and r, if ρ(g, r, d) = g − Γ(r + 1)(g − d + r) ≥ 0 then there exists an R-divisor of at most degree d and rank equal to r on G.
As an application of Theorem 1.8, we show an analogue of the gonality conjecture [6, Conjecture 3.10] for R-divisors on dense graphs and a weak analogue in general. A graph G is defined to have R-gonality k if k is the infimum over the degrees of all R-divisors on G with rank at least one. Theorem 1.9. A dense graph of genus g has R-gonality at most ⌈(g + 2)/2⌉. More generally, an undirected, connected, multigraph of genus g and stretch factor Γ has R-gonality at most ⌈(2Γ − 1)g/2Γ + 1⌉.
Note that the gonality of a smooth, proper algebraic curve over an algebraically closed field is at most ⌊(g + 3)/2⌋ where g is the genus of the algebraic curve and is the conjectured upper bound for graphs of genus g. The upper bound ⌈(g + 2)/2⌉ in Theorem 1.9 is equal to ⌊(g + 3)/2⌋ for all g. In Corollary 4.9, we show analogous upper bounds for R-gonality sequences. Example 1.10. For a positive integer β, let β · G be the graph on the same set of vertices as G and with β · m(u, v) edges between u and v if m(u, v) is the number of edges between u and v in G. The graph β · K n for β ≥ 3 and n ≥ 5 is dense (and hence, has stretch factor one). This also implies that the complete graph K n with n ≥ 5 has stretch factor at most three. More generally, the Kneser graph K s,k (for s ≥ 2k) has a constant stretch factor with respect to s (at most 2 k+2 , for any fixed k). In these cases, Theorem 1.9 gives an upper bound on the R-gonality that, up to a constant, agrees with the one predicted by the existence conjecture. The stretch factor of any connected graph is at most n + 3.
We then turn to Brill-Noether existence for divisors on graphs (Conjecture 1.2). In Subsection 5.1, we show an approximate version of Brill-Noether existence that states the following: Theorem 1.11. Let G be an undirected, connected, multigraph with n ≥ 2 vertices, with stretch factor Γ and genus g. For any pair (r 0 , d 0 ) of integers with 2g − 2 ≥ d 0 ≥ 0 satisfyingρ(g, r 0 , d 0 ) = g − Γ(r 0 + 1)(g − d 0 + r 0 ) ≥ 0, there exists a divisor D on G with degree equal to d 0 and rank r satisfying |r − r 0 | ≤ 2n − 2.
The following table is a comparison of the upper bounds for the degree of a divisor of rank at least r 0 provided by the naive bound, i.e. bound obtained from the fact that the canonical divisor has degree 2g − 2 and rank g − 1, the existence conjecture and Theorem 1.11. Naive Bound Existence Conjecture Theorem 1.11
A simple calculation shows that the bound provided by Theorem 1.11 improves upon the naive bound when r 0 ≤ g/2nΓ − (2n − 1). For instance, suppose G is a graph with g ≥ 2n(3n − 1) then G is dense, i.e. Γ = 1 and the improvement holds for all r 0 ≤ n.
We prove the existence conjecture in degree g − 1 for sufficiently dense graphs. More precisely, we show the following: Theorem 1.12. Let G be an undirected, connected, multigraph with n ≥ 2 vertices and m edges satisfying the condition:
then the existence conjecture (Conjecture 1.2) with d = g − 1 holds for G.
Any multigraph with at least 3n 2 edges satisfies the hypothesis of Theorem 1.12. Our approach to Theorem 1.12 is similar to that of Theorem 1.7: we reformulate the statement in terms of a variant of covering radius called the integral covering radius of N G with respect to the (unit ball of the) ℓ 1 -norm (Conjecture 5.6) and prove this statement for graphs satisfying the corresponding density condition. Complete graphs do not quite satisfy this condition and in this case, we obtain a slightly weaker statement.
Theorem 1.13. The complete graph K n on n ≥ 3-vertices has a divisor of degree g − 1 and rank at least √ g/ √ 8 − 1. Furthermore, if n is an odd integer then it has a divisor of degree g − 1 and rank at least
Methods: We build on [2] , [19] and study the Laplacian lattice of a graph with respect to certain polyhedral distance functions. The Laplacian lattice of a graph is the lattice generated by the rows of its Laplacian matrix. It is a sublattice of full rank (rank n − 1) of the root lattice A n−1 ([2, Section 1]). Our starting point is a geometric interpretation of the rank of a divisor on a graph in the author's dissertation [20, Theorem 5.1.13] (Proposition 4.1). We use this geometric interpretation to formulate the covering radius conjecture (Conjecture 1.6). The main tools for the proof of the covering radius conjecture for dense multigraphs (Theorem 1.7) are the following.
1. We compute the covering radius of N G with respect to the standard simplices △ and△ (Proposition 3.6).
2. We then derive a norm conversion inequality (Corollary 4.6) that lower bounds the covering radius of N G with respect to P 1,λ in terms of those with respect to △ and△.
We then verify that these lower bounds imply the covering radius conjecture for dense multigraphs. We refer to Subsection 4.1 for more details.
We show Theorem 1.8 by combining Theorem 1.7 with the following scaling argument. Given an undirected, connected, multigraph G, we consider the dense multigraph Γ · G (as defined in Example 1.10) and apply Theorem 1.7 to it. We then use the observation that L Γ·G = Γ · L G (where L Γ·G and L G are the corresponding Laplacian lattices) to show a lower bound on the covering radius of N G with respect to P 1,λ (Corollary 4.8) from which Theorem 1.8 follows. Theorem 1.9 essentially follows by applying Theorem 1.8 to the pair (r 0 , d 0 ) = (1, ⌈(2Γ − 1)g/2Γ + 1)⌉ (we refer to Corollary 4.9 for more details).
We prove Theorem 1.11 by rounding off an R-divisor guaranteed by Theorem 1.8. The proofs of Theorem 1.12 and Theorem 1.13 follows the same lines as the proof of Theorem 1.7, we formulate a geometric version of the existence conjecture for d = g − 1 (Conjecture 5.6) and show that it holds for graphs satisfying the corresponding density condition.
Finally, we remark that our methods shed light on the Brill-Noether of graphs that are sufficiently dense. On the other hand, sparse graphs such as d-regular graphs for a fixed d still remain out of reach. We believe that extending our results to the general case requires a deeper understanding of the Laplacian lattice of a graph under polyhedral distance functions, particularly those associated to the polytope P 1,λ .
Throughout the rest of the paper, we identify R-divisors on G with points in R n by identifying the standard basis of R n with the vertices of G via some fixed bijection.
R-Divisor Theory on Graphs
Let G = (V, E) be an undirected connected graph with n vertices, m edges and genus g (= m − n + 1). Let A be an Abelian group. Let Div A (G) ∼ = A n be the Abelian group whose elements are formal sums of the form v a v (v) where a v ∈ A and with the group structure given by
. Usually in the divisor theory of both algebraic varieties and graphs A is taken to be the integers, we refer to this as standard divisor theory. We consider the case where A = R and refer to elements in Div R (G) as R-divisors. We define analogues of degree of a divisor, effective divisors, linear systems of divisors and rank (as sketched in [2, Section 8.1]). These analogues are straightforward generalisations of the corresponding notions in standard divisor theory except for rank of an R-divisor.
Rational functions on G are exactly as in standard divisor theory [7] . A rational function on G is a function f : V → Z. The set of rational functions are also naturally equipped with a group structure. We denote this group by
. Linear equivalence is exactly as in the case of standard divisor theory.
The linear system |D| of an R-divisor D is the defined to be set of all effective R-divisors linearly equivalent to it. If D is a divisor, then its rank r(D) as an R-divisor agrees with its Baker and Norine rank [7] . In Appendix A, we state a Riemann-Roch theorem for R-divisors on graphs.
Brill-Noether Theory of R-Divisors on Graphs
In this subsection, we formulate Brill-Noether existence and non-existence for R-divisors on graphs.
. If ρ(g, r, d) ≥ 0, then there exists an R-divisor of degree at most d and rank equal to r on G. Furthermore, if g − d + r ≥ 1 then there exists an R-divisor of degree equal to d and rank equal to r on G.
Remark 2.6. Unlike in the case of divisors on graphs, Brill-Noether existence for R-divisors does not directly generalise for d > 2g − 2. This subtlety arises since we allow r, d to be real numbers and can be resolved by restricting to them to the integers. Furthermore, for R-divisors of degree greater than 2g − 2, an application of the Riemann-Roch theorem shows that the rank is to equal to the degree minus g and addresses the Brill-Noether theory in this range.
Remark 2.7. We note that it suffices to prove Conjecture 2.5 for 0 
On the other hand, if r ′ 0 < 0 then we consider any divisor D of degree d ′ 0 and non-negative rank (their existence is immediate from the principal divisors). The divisor K G − D has degree d 0 and an application of the Riemann-Roch theorem shows that rank at least r 0 . The continuity of the rank function (Corollary A.4) implies that there exists a divisor of degree at most d 0 and rank r 0 .
On the non-existence side, we conjecture the following.
There exists a family of undirected, connected, multigraphs one for each genus such that for any two real numbers r ≥ 0, 2g − 2 ≥ d ≥ 0, if ρ(g, r, d) < 0 then there does not exist an R-divisor D of degree at most d and rank equal to r on G.
Covering Radius of Discrete Sets with a Lattice Action
In this section, we define the covering radius of a discrete set carrying the action of a lattice and study it in cases that are relevant to Brill-Noether theory on graphs. For a real number d, let
Let C be a convex body (a compact, convex set) in H 0 containing the origin (referred to as the centre of C). The convex body C induces a distance
In general, the function d C satisfies all properties of a metric except symmetry: d C (p 1 , p 2 ) need not be equal to d C (p 2 , p 1 ). However, if C is centrally symmetric, i.e. −x ∈ C for all x ∈ C then d C (p 1 , p 2 ) is indeed a metric. Some instances of C that arise in our context are the standard simplices △,△ in H 0 defined as:
where CH(.) is the convex hull and e 1 , . . . , e n are the standard basis vectors of R n . The standard simplex△ is defined as −△. Note that the origin is contained in both △ and△. As in [2] , we refer to the corresponding distance functions d △ and d△ as the simplicial distance functions. More generally, we will deal with Minkowski sums of dilates of these two standard
Let Λ be a lattice of full rank in H 0 . Note that the lattice Λ acts on H d , for any d ∈ R, by translation. Let T be a subset of H d , for some real number d, that is discrete with respect to the Euclidean topology and inheriting the action of Λ on H d with finitely many orbits. We equip T with a distance function h C,T : H d → R with respect to C (this generalises the function h C,Λ as defined in [9, Chapter 4.4, Page 119]) as follows.
Hence, h C,T induces a continuous function on the torus H d /∼ Λ . Thus, it is bounded and attains its infimum and supremum. Its minimum is zero. We define its maximum to be the covering radius of T with respect to C. Remark 3.4. Covering radii of lattices (with respect to the Euclidean and polyhedral distance functions) have been widely studied in various contexts, for instance the geometry of numbers and coding theory [10] .
The following instances play a key role in the context of Brill-Noether theory on graphs.
1. Λ = L G , the Laplacian lattice of an undirected connected multigraph G of genus g, T = N G ⊆ H g−1 , where N G is the set of divisors of degree g − 1 and rank −1. By definition, this set carries the action of L G . The number of orbits of this action is precisely the number of acyclic orientations on G with a unique sink at a fixed vertex v. Each orbit corresponds to a divisor class and has a unique v-reduced representative [7, Section 3.1]. The convex body C is of the form △ + λ△ for some non-negative real number λ.
2. Λ = T = L G ⊂ H 0 and C = △ + λ△ for some λ ∈ R ≥0 . The case where C = △ and C =△ has been studied in [2] .
and Crit△(L G ) are the set of local maxima of the functions h △,L G and h△ ,L G respectively [2] . Note that [2] uses the terminology Crit(L G ) for Crit △ (L G ).
Example 3.5. For the complete graph K n , the Laplacian lattice L Kn is a sublattice of A n−1 generated by (n − 1, −1, . . . , −1), (−1, n − 1, −1, −1, . . . , −1), . . . , (−1, −1, . . . , −1, n − 1) and has index [A n−1 : L G ] = n n−2 . The set −1) ) and each element of N G has degree n−1
. . , −(n − 1)/2)). The covering radii of L G , Crit △ (L G ) and Crit△(L G ) are all equal to (n − 1)/2 (see [2] and Proposition 3.6).
Covering radius of Crit
In the following, we compute the covering radius of Crit △ (L G ), Crit△(L G ) and N G with respect to the distance induced by the standard simplices △ and△.
Proposition 3.6. The covering radii of Crit △ (L G ) with respect to △ and△ are both equal and equal to m/n, where m is the number of edges and n is the number of vertices of G.
Proof. From [2, Section 8.3], we know that the covering radii of L G with respect to both △ and△ are both equal to m/n. Combining this with [2, Theorem 8.3] yields Cov △ (Crit△(L G )) = m/n. Next, we note that since L G is a lattice and△ = −△, we have Crit△(L G ) = −Crit △ (L G ). Furthermore, the Laplacian lattice is reflection invariant and hence, Crit △ (L G ) = −Crit △ (L G ) + t = Crit△(L G ) + t for some t ∈ H 0 . Since the covering radius is preserved by translation, we conclude that Cov △ (Crit △ (L G )) = m/n.
For a point p = (p 1 , . . . , p n ) ∈ R n , let π 0 (p) := p − i p i /n · (1, . . . , 1) be the orthogonal projection of p onto the hyperplane H 0 . We refine Proposition 3.6 to describe a coset of L G where the maximum of h △,Crit △ (L G ) is attained. Along the way, we give another proof of the fact that Cov △ (Crit △ (L G )) = m/n. 
Proof. Note that since Crit △ (L G ) is a union of translates of L G and that the covering radius is preserved by translation. Furthermore, the covering radius of any translate c + L G where c ∈ Crit △ (L G ) is at least the covering radius of Crit △ (L G ). Hence, the covering radius of Crit △ (L G ) with respect to △ is upper bounded by the corresponding covering radius of L G . From [2, Section 8.3], we know that the covering radius of L G with respect to △ is equal to m/n. Hence, Cov △ (Crit △ (L G )) ≤ m/n.
Next, we show that Cov △ (Crit △ (L G )) ≥ m/n by constructing a point p ∈ H 0 such that h △,Crit △ (L G ) (p) ≥ m/n. For this, consider p = π 0 (K G ) where K G is the canonical divisor of G. We claim that h △,Crit △ (L G ) (p) ≥ m/n. Note that by the definition of p we havec := p − c ∈ Crit △ (L G ) for all c ∈ Crit △ (L G ) and since, Crit △ (L G ) is the set of local maxima of h △,L G and L G is uniform [2, Definition 2.12 and Theorem 6.
Finally, we note that since Crit △ (L G ) = π 0 (N G ) and that Crit△(L G ) = Crit △ (L G ) − π 0 (K G ), their covering radii are equal with respect to any fixed convex body. Proposition 3.8. For any convex body C, the covering radius of the three sets Crit △ (L G ), Crit△(L G ) and N G with respect to C are equal. For C = △, the functions h △,N G and h △,Crit△(L G ) attain their maximum over the cosets π g−1 (K G ) + L G and L G respectively.
The Existence Conjecture for R-Divisors in terms of Covering Radius
For non-negative real numbers α,ᾱ, define the polytope P α,ᾱ to be the Minkowski sum of α · △ andᾱ ·△. We denote P α,ᾱ + p, for some point p ∈ R n , by P α,ᾱ (p). For an R-divisor on G, we define π k (D) = D − (k − deg(D))/n · (1, . . . , 1) (here D is regarded is a point in R n ).
Proposition 4.1. Let D be an R-divisor of degree d. If d ≤ g − 1, then r(D) is equal to k − 1 where k is the minimum non-negative number such that π g−1 (D) ∈ ∪ ν∈N G P k/n,(g−1−d+k)/n (ν). If d ≥ g − 1, then its rank is equal to d − g + k where k is the minimum non-negative number such that π g−1 (D) ∈ ∪ ν∈N G P (k+d−(g−1))/n,k/n (ν).
In [ . The covering radii of N G , Crit △ (L G ) and Crit△(L G ) with respect to the distance function induced by P 1,λ is at least g/λ/n.
Recall that the covering radii of N G , Crit △ (L G ) and Crit△(L G ) with respect to any fixed convex body are equal.
Proof of Equivalence of Conjecture 4.2 and Conjecture 2.5: (⇐) Given a λ ∈ [1/g, g], set r 0 = g/λ − 1 and d 0 = g + (r 0 + 1)(1 − λ) − 1. Note that r 0 , d 0 are both non-negative and since r 0 +1 ≤ g and (1−λ) ≤ (g −1)/g, we have d 0 ≤ 2g −2. We verify that this pair of r 0 , d 0 satisfies ρ(g, r 0 , d 0 ) = 0 as follows: ρ(g, r 0 , d 0 ) = g − (r 0 + 1)(g − d 0 + r 0 ) = g − (r 0 + 1) 2 λ = 0 Furthermore, we note that g − d 0 + r 0 = (r 0 + 1)λ = √ g · λ ≥ 1. Hence, by Conjecture 2.5, there exists a divisor of degree d 0 and rank equal to r 0 . By Proposition 4.1, this implies that there exists a point p in H g−1 such that h P 1,λ ,N G (p) = g/λ/n. Hence, the covering radius of N G with respect to P 1,λ is at least g/λ/n.
(⇒) Suppose that (r 0 , d 0 ) is a pair of non-negative real numbers such that ρ(g, r 0 , d 0 ) ≥ 0. Set λ = (g − d 0 + r 0 )/(r 0 + 1). By Remark 2.7, we can assume without loss of generality that d 0 ≤ g − 1. This implies that λ ≥ 1. Furthermore, since ρ(g, r 0 , d 0 ) ≥ 0, we have λ ≤ g/(r 0 + 1) 2 ≤ g. Hence, λ ∈ [1, g] and Conjecture 4.2 implies that there exists a point p ∈ H g−1 such that h P 1,λ ,N G (p) ≥ g/λ/n. Note that 0 ≤ (r 0 + 1)/n ≤ g/λ/n. Since, h P 1,λ ,N G : H g−1 → R is a continuous function (Remark 3.1) and attains a zero. By the intermediate value theorem for continuous functions there is a point q ∈ H g−1 such that h P 1,λ ,N G (q) = (r 0 + 1)/n. Next, we lift it to an R-divisor with prescribed degree and rank as follows: consider the R-divisor . . . , 1) . The degree of D R is equal to d 0 and by Proposition 4.1, it has rank r 0 .
Brill-Noether Existence for R-Divisors on Graphs
In the following, we prove Theorem 1.7 and hence, Conjecture 1.3 for dense graphs. Recall that the vertices of △ are denoted by b 1 , . . . , b n . For real numbers α,ᾱ, let w i,j = αb i −ᾱb j for i, j from 1, . . . , n. The coordinates of w i,j (assuming i = j) are as follows.
In the following, we describe the vertices of P α,ᾱ for positive α andᾱ. Proof. For any pair of polytopes Q 1 , Q 2 , the vertices of the Minkowski sum are of the form v + v ′ where v is a vertex of Q 1 and v ′ is a vertex of Q 2 . Hence, every vertex of P α,ᾱ is of the form w i,j for some i, j.
In the following, we show that every w i,j for i = j is a vertex. We consider the linear functional ℓ i,j (p) = p i − p j where p = (p 1 , . . . , p n ). We note that ℓ i,j (w i,j ) = n(α +ᾱ), ℓ i,j (w j,i ) = −n(α +ᾱ), ℓ i,j (w i,k ) = αn, ℓ i,j (w k,i ) = −ᾱn, ℓ i,j (w s,j ) =ᾱn, ℓ i,j (w j,s ) = −αn for any s = i, k = j and ℓ i,j (w s,k ) = 0 if s, k / ∈ {i, j}. Hence, ℓ i,j is uniquely maximised at w i,j and we conclude that w i,j is a vertex of P α,ᾱ .
We are left with showing that w i,i is not a vertex of P α,ᾱ . To see this, we note that w i,i = (α −ᾱ)b i . If α =ᾱ, then w i,i is the origin O and is not a vertex since (w i,j + w j,i )/2 = O for any i = j. Suppose α >ᾱ, consider the point ( j =i w i,j )/(n − 1) in P α,ᾱ for some i. Since k b k = O, we obtain j =i w i,j /(n − 1) = (α +ᾱ/(n − 1))b i . Note that since α ≥ᾱ > 0 we have 0 < α −ᾱ < α < α +ᾱ/(n − 1) and that the origin is contained in P α,ᾱ . Hence, w i,i is contained in the relative interior of the line segment defined by the origin and w i,j . Hence, it is not a vertex. The case whereᾱ > α follows by a similar argument: consider the point ( j =i w j,i )/(n − 1) and show that w i,i is contained in the relative interior of the origin and this point.
In order to obtain a lower bound for h Pα,ᾱ,N G in terms of the corresponding simplicial distance functions, we compute d △ (O, w i,i ) at the vertices of P α,ᾱ . Proof. The simplicial distance functions are given by the formulas d △ (p, q) = |min i (q i − p i )| and d△(p, q) = |max i (q i − p i )| for any p = (p 1 , . . . , p n ) and q = (q 1 , . . . , q n ) in H 0 , [2, Lemma 4.7]. Since n ≥ 2 and α,ᾱ are nonnegative, min k (w i,j ) k = −ᾱ(n−1)−α and max k (w i,j ) k = α(n−1)+ᾱ. Using the formulas for the simplicial distance functions completes the proof. Proof. Consider the following optimisation problems: max r∈Pα,ᾱ d △ (O, r) and max r∈Pα,ᾱ d△(O, r). In the following, we note that a solution is attained at a vertex. Suppose that s ∈ P α,ᾱ then s = i λ i · v i with λ i ≥ 0 for all i and i λ i = 1 for vertices v i ∈ P α,ᾱ . By the triangle inequality property of d △ and d△ (and their scaling equality), we have This leads us to the following norm conversion inequality that lower bounds the distance function h Pα,ᾱ,T in terms of the distance functions h △,T and h△ ,T for any discrete subset T of H d . 
where Cov C (T ) is the covering radius of T with respect to the convex body C.
In the following, we complete the proof of Theorem 1.7. Proof of Theorem 1.7: We specialise Corollary 4.6 to T = N G and by Proposition 3.6 and Proposition 3.8, we have Cov △ (N G ) = Cov△(N G ) = m/n. Hence, Cov Pα,ᾱ (T ) ≥ m/(n(min(ᾱ(n−1)+α, α(n−1)+ᾱ))). Substituting α = 1 andᾱ = λ, we obtain Cov Pα,ᾱ (T ) ≥ m/(n(min(λ(n−1)+1, (n−1)+ λ))). Next, we show that the inequality m/(n(min(λ(n−1)+1, (n−1)+λ))) ≥ √ g/(n √ λ) holds for all dense graphs G. Suppose that λ ≤ 1, we have min(λ(n − 1) + 1, (n − 1) + λ) = λ(n − 1) + 1. Hence, Cov Pα,ᾱ (T ) ≥ m/(n(λ(n − 1) + 1)). We define the function φ : [1/g, 1] → R as φ(λ) = m/(n(λ(n − 1) + 1)) − √ g/(n · √ λ). Note that φ(1) = m/n 2 − √ g/n = (m/n− √ g)/n. Note that since G satisfies the density condition, we have g > n 2 and since m > g > 0, we have m 2 /n 2 > g 2 /n 2 > g. Hence, φ(1) = (m/n − √ g)/n > 0. Note that φ(1/g) = 0.
Rewriting we obtain φ(λ) = (m √ λ− √ g(λ(n−1)+1))/(n(λ(n−1)+1) √ λ). Hence, φ is a ratio of two continuous functions and the denominator does not vanish in [1/g, 1] . Hence, φ is continuous in (1/g, 1) .
Suppose for the sake of contradiction that the inequality is violated for some λ ∈ (1/g, 1). Since φ is continuous in (1/g, 1) there exists a λ ′ ∈ (1/g, 1):
Treating this as a quadratic polynomial in √ λ ′ , the product of the two roots is 1/(n − 1). We also know that 1/ √ g is a root of this polynomial. Hence, the other root is √ g/(n−1). Since the density condition is satisfied, we have g > n 2 > (n−1) 2 .
Hence, this root (and its square) is strictly greater than one. Hence, the quadratic polynomial has no roots in (1/ √ g, 1). This completes the argument
Next, we consider the case λ ∈ [1, g] . In this case, min(λ(n − 1) + 1, n − 1 + λ) = n − 1 + λ. Consider ψ(λ) = (m/(n − 1 + λ) − √ g/ √ λ)/n and note that ψ(1) = φ(1) > 0 and ψ(g) = 0. If the inequality is violated for some λ ∈ (1, g) there exists a λ ′′ such that ψ(λ ′′ ) = 0 (since ψ is a ratio of continuous functions whose denominator does not have a root in [1, g] and is hence, continuous). This implies that λ √ g − m √ λ + √ g(n − 1) = 0.
Treating this as a quadratic in √ λ, we note that the product of the roots is n − 1 and that one root is √ g. Hence, the other root is (n − 1)/ √ g. Since g > n 2 > (n − 1) 2 we note that this other root (and hence, its square) is strictly less than one. Hence, the quadratic polynomial has no roots in (1, √ g) . This completes the argument for λ ∈ [1, g] .
Note that by Proposition 3.8 we have also shown Conjecture 4.2 for Crit △ (L G ) and Crit△(L G ).
Example 4.7. Consider multigraphs of the form β · K n for β ≥ 3 and n ≥ 5. As mentioned in Example 1.10, they are dense. By Proposition 3.7, we know that the covering radius of Crit △ (L G ) with respect to △ (and△) is attained at the origin since the canonical divisor K β·Kn of β · K n is (β(n − 1) − 2, . . . , β(n − 1) − 2) (where the canonical divisor is regarded as a point in Z n ) and hence, π 0 (K β·Kn ) is the origin. We then used norm conversion inequalities to obtain a lower bound on the covering radius of Crit △ (L G ) with respect to P 1,λ . We believe that the covering radius of Crit △ (L G ) with respect to P 1,λ is also attained at the origin.
Recall that the stretch factor Γ of a graph with n vertices and m edges is defined to be the maximum of ⌈(n 2 + n − 1)/m⌉ and one. We obtain the following weak version of the covering radius conjecture for arbitrary undirected, connected multigraphs. Proof. By definition of stretch factor, the multigraph Γ·G is dense and hence, by Theorem 1.7 (and its equivalent covering radius version) the covering radius of Crit △ (L Γ·G ) with respect to P 1,λ is at least ( g(Γ · G)/λ)/n. By the definition of the Laplacian lattice, we have L Γ·G = Γ · L G and hence, h △,L Γ·G (Γ · p) = Γ · h △,L G (p) for all p ∈ H 0 . Hence, using the description of Crit △ (L Γ·G ) and Crit △ (L G ) as local maxima of h △,L Γ·G and h △,L G respectively, we have Crit △ (L Γ·G ) = Γ · Crit △ (L G ). For λ ∈ [1/g(Γ · G), g(Γ · G)] we have Cov P 1,λ (Crit △ (L Γ·G )) = Γ · Cov P 1,λ (Crit △ (L G )) ≥ g(Γ · G)/λ/n. This gives
The last inequality uses the observation that g(Γ · G) ≥ Γ · g(G). Since
Translating Corollary 4.8 into the language of the existence conjecture for R-divisors gives us Theorem 1.8. The proof for Corollary 4.8 implies Theorem 1.8 is similar to proof that the covering radius conjecture (Conjecture 4.2) implies the existence conjecture for R-divisors (Conjecture 2.5). For instance, for the complete graph K n with n ≥ 5, the stretch factor is equal to three and hence, Theorem 1.8 specialises to the following statement.
Let n ≥ 5. For non-negative reals r and 2g(K n ) − 2 ≥ d ≥ 0, if g(K n ) − 3(r + 1)(g(K n ) − d + r) ≥ 0 then there exists an R-divisor of degree at most d and rank r on K n Next, we derive an upper bound on the gonality sequence of dense graphs. For an integer k ≥ 1, the k-th R-gonality γ k,R (G) is defined as the infimum over the degree of all R-divisors of rank at least k. Corollary 4.9. If G is a dense multigraph of genus g, then γ k,R (G) ≤ ⌈gk/(k + 1) + k⌉ for all integers k ≥ 1. More generally, if G has stretch factor Γ then γ k,R (G) ≤ ⌈g(Γ(k + 1) − 1)/(Γ(k + 1)) + k⌉ for all integers k ≥ 1.
Proof. Consider the pair (r 0 , d 0 ) = (k, ⌈g(Γ(k + 1) − 1)/(Γ(k + 1)) + k⌉) and note that ρ(g, r 0 , d 0 ) ≥ 0. Theorem 1.8 and Remark 2.6 implies that there exists a divisor of degree at most d 0 and rank k. can be removed for certain "small" values of k (if g(Γ(k+1)−1)/(Γ(k+1))+k ≤ 2g−2). With Remark 2.6 in mind, we stated an upper bound that is valid for all integers k ≥ 1.
Brill-Noether Existence for Divisors on G
In this section, we study the existence conjecture for graphs (Conjecture 1.2) using techniques similar to the ones in Subsection 4.1.
An Approximate Version of Brill-Noether Existence
We use Theorem 1.8 to prove Theorem 1.11. The main idea of the proof is to "round-off" a divisor produced by applying Theorem 1.8. We starting by recalling the following degree plus formula for rank due to Baker and Norine. 
We are ready to present the proof of Theorem 1.11. Proof of Theorem 1.11: Given a pair of integers (r 0 , d 0 ) (with 2g −2 ≥ d 0 ≥ 0) satisfyingρ(g, r 0 , d 0 ) ≥ 0. We apply Theorem 1.8 to (r 0 , d 0 ) to obtain an R-divisor D R = v d v (v) on G with degree d ′ 0 at most d 0 and rank r 0 . We round-off the R-divisor D R to a divisor with the prescribed properties as follows. Fix any vertex v 0 of G and define a divisor D =
is a nearest integer function. By construction, the divisor D has degree d ′ 0 .
) and hence, from the degree plus formula for the rank of an R-divisor (see Appendix A), we have |r 0 − r(D)| = |r(D R ) − r(D)| ≤ 2n − 2.
We use Theorem 1.11 to upper bound the gonality of graphs.
Corollary 5.2. Let G be a graph with n ≥ 2 vertices, genus g and stretch factor Γ, then G has gonality at most ⌈g(2nΓ − 1)/2nΓ + 2n − 1⌉.
Proof. Consider the pair (r 0 , d 0 ) = (2n − 1, ⌈g(2nΓ − 1)/2nΓ + 2n − 1⌉) and note thatρ(g, r 0 , d 0 ) ≥ 0. By Theorem 1.11, there exists a divisor D of degree at most d 0 and rank at least one.
Remark 5.3. Note that an application of the Riemann-Roch theorem gives an upper bound g on the gonality of a graph. A simple computation shows that if G satisfies m > 4n 2 , then Γ = 1 and the bound in Corollary 5.2 is less than g. More generally, if m = (4n − 1 + 2λ)n 2 then the difference between the two bounds is at least λn.
Integral Covering Radius Conjecture
In the following, we formulate the existence conjecture for d = g − 1 in the terms of a variant of the covering radius called the integral covering radius and prove it for sufficiently dense graphs. Note that since T ⊆ Z n and Λ is a full rank lattice in H 0 ∩ Z n , the maximum in Definition 5.4 is over a finite set (consisting of the orbits of the Λ-action on T ) and hence, it exists.
Remark 5.5. Unlike the covering radius, the integral covering radius of Crit △ (L G ), Crit△(L G ) and N G are a priori different. However, we do not know of explicit examples where they are different.
We are now ready to state a geometric reformulation of the existence conjecture in the case d = g − 1.
Conjecture 5.6. (Integral Covering Radius Conjecture) Let P 1 be the unit ball of the ℓ 1 -norm in H 0 . The integral covering radius of N G with respect to P 1 is at least 2⌊ √ g⌋.
Note that the polytope P 1 is homothetic to P 1,1 = △ +△, more precisely P 1,1 = 2n · P 1 . Furthermore, since with respect to a fixed convex body C, the integral covering radius is at most the covering radius of N G , this implies that the covering radius of N G with respect to P 1 is at least 2⌊ √ g⌋ (this is consistent with the covering radius conjecture). In the following, we note that Conjecture 5.6 is equivalent to the existence conjecture for d = g − 1.
The following statement is a Corollary to Theorem 5.1
Proof of Equivalence of the Integral Covering Radius Conjecture and the Existence Conjecture (Conjecture 1.2) for d = g −1: (⇒)The integral covering radius of N G with respect to P 1 is at least 2⌊ √ g⌋ implies that there exists an integer point (a point p ∈ H g−1 ∩ Z n ) such that min ν∈N G |p − ν| 1 ≥ 2⌊ √ g⌋. By Corollary 5.7, the rank of p (considered as a divisor on G)
is at least ⌊ √ g⌋ − 1. Hence, G has a divisor of degree g − 1 and rank at least ⌊ √ g⌋−1. Next, note that the maximum integer r for which ρ(g, r, g−1) ≥ 0 is ⌊ √ g⌋−1. Hence, given any non-negative integer r such that ρ(g, r, g −1) ≥ 0 there exists a divisor of degree g − 1 and rank at least r on G. By suitably subtracting an effective divisor from G, we obtain a divisor of degree at most g − 1 and rank r.
(⇐) Suppose that the existence conjecture holds for d = g − 1 then there is a divisor of degree g − 1 and rank at least ⌊ √ g⌋ − 1 (by suitably adding an effective divisor to a divisor given by Conjecture 1.2 for the pair (r, d) = (⌊ √ g⌋ − 1, g − 1)). By Corollary 5.7, the corresponding point p in
Hence, the integral covering radius conjecture holds.
Proofs of Theorem 1.12 and Theorem 1.13
Using the norm conversion inequality (Corollary 4.6) and the observation that P 1,1 = 2n · P 1 , we obtain the following proposition.
Proposition 5.8. The covering radius of Crit △ (L G ) and N G with respect to P 1 are both at least 2m/n, where m is the number of edges and n is the number of vertices of G.
Corollary 5.9. The integral covering radius of N G with respect to P 1 is at least 2m/n − n/2.
Proof. Suppose that h P 1 ,N G attains a maximum at a point p = (p 1 , . . . , p n ) ∈ H In the following, we complete the proof of Theorem 1.12 and Theorem 1.13.
Proof of Theorem 1.12: By the equivalence of the existence conjecture for d = g − 1 and the integral covering radius conjecture, it suffices to show that the integral covering radius of N G with respect to P 1 is at least 2⌊ √ g⌋.
By Corollary 5.9, this holds for graphs that satisfy 2m/n − n/2 ≥ 2⌊ √ g⌋.
Squaring both sides, we obtain the density condition in Theorem 1.12.
Proof of Theorem 1.13:
The first part follows immediately from Corollary 5.9, Corollary 5.7 and the fact that g(K n ) = n−1 2 . For the second part we note, using Proposition 3.8 (part ii) that h △,N G attains its maximum over the coset π g−1 (K G ) + L G . For the complete graph K n , the canonical divisor K G = (n − 3, , . . . , n − 3) and π g−1 (K G ) = (n−3) 2 · (1, . . . , 1). If n is odd, π g−1 (K G ) ∈ Z n and hence, the integral covering radius of N G (with respect to P 1 ) is equal to its covering radius and is hence, lower bounded by 2m/n. Plugging in m = n(n − 1)/2 we obtain 2m/n = (n − 1) ≥ √ 2 √ g. Combined with Corollary 5.7, this completes the proof of Theorem 1.13. Note that for sparse graphs, for instance regular graphs of a fixed degree d, Theorem 1.13 does not give a non-trivial bound.
A Riemann-Roch Theory for R-Divisors on a Graph
We elaborate on [2, Section 8.1] and state a Riemann-Roch theorem for Rdivisors on a graph. Following [2] , we define the Sigma region of G as follows:
Definition A.1. The sigma region Σ c (G) is the closure (under the Euclidean topology) of the subset of Div R (G) consisting of all R-divisors D whose modified rankr(D) is equal to −1.
Let Ext c (G) be the set of local maxima of the degree function restricted to Σ c (G). As shown in [2] , the set Ext c G is equal to N G + v (v) where N G is the set of non-special divisors on G. The following characterisation of the sigma region is the key to the Riemann-Roch theorem: As a corollary, we deduce the continuity of the modified rank functionr. The proofs of these statements follow from the proofs of the Riemann-Roch theorem for graphs in [7] and [2] .
B Proof of Proposition 4.1
We start by observing that for any p, q in R n , the degree plus function deg + (p − q) at p − q can be interpreted as follows.
For r ∈ R n , let H + r = {r ′ ∈ R n | r ′ ≥ r} where r ′ ≥ r is coordinatewise domination. By the definition of deg + , we have: deg + (p − q) = min{deg(r)} r∈H + (p)∩H + (q) − deg(q)
Denote deg(p) and deg(q) by d p and d q respectively. Suppose that d p ≥ d q . Translating into the language of standard simplices, we note that min{deg(r)} r∈H + (p)∩H + (q) is equal k + d p where k is the minimum nonnegative real number k such that (k/n·△+π dq (p))∩((k+d p −d q )/n·△+q) = ∅ where π dq (p) = p + (d q − d p ) · (1, . . . , 1)/n is the orthogonal projection of p onto the hyperplane H dq . This k is in turn equal to the minimum nonnegative realk such that π dq (p) ∈ ((k + d p − d q )/n · △ +k/n ·△) + q. On the other hand, suppose that d p ≤ d q then min{deg(r)} r∈H + (p)∩H + (q) is equal tok + d q wherek is the minimum non-negative real such that π dq (p) ∈ (k/n · △ + (k + d q − d p )/n ·△) + q.
We now specialise to p = D for some R-divisor D with degree d and q = ν for some ν ∈ N G . Using the degree-plus formula for rank of an R-divisor (as defined in Appendix A), we obtain the following.
If d ≥ g − 1, then r(D) is equal to d − g + k ′ where k ′ is the minimum non-negative real number such that: π g−1 (D) ∈ ∪ ν∈N G (((k ′ + d − (g − 1))/n · △ + k ′ /n ·△) + ν) If d ≤ g −1, then r(D) is equal to the minimum non-negative real number k ′ − 1 such that:
This concludes the proof of Proposition 4.1.
