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ABSTRACT 
SPATIOTEMPORAL ESTUARINE WATER QUALITY PARAMETERIZATION 
USING REMOTE SENSING AND IN-SITU CHARACTERISTICS 
Kwisun Park Yu 
Old Dominion University, 2009 
Director: Laura J. Harrell 
This dissertation develops a new paradigm in a water quality monitoring 
approach to parameterize spatiotemporal estuarine water quality with sustainable 
reliability, less cost and less time. A key underpinning of this paradigm of the 
spatiotemporal estuarine water quality parameterization is various water quality 
parameters' interrelationship with ambient water temperature as a common factor, their 
time dependent characteristics, and spatiotemporal characteristics of remote sensing. It 
has two core models to provide input data of water quality parameterization model in a 
system; the transfer function models of the physical system and an analytical temperature 
• 
time series model. The objective of this dissertation is to provide an alternative tool for 
monitoring water quality and decision-making in estuaries with time and space, to 
identify system components contributing to physical water quality, and to demonstrate 
the feasibility, reproducibility and applicability of the proposed model. The 
spatiotemporal estuarine water quality parameterization model monitors chlorophyll 
concentration using remote sensing, transfer function models of dissolved oxygen (DO) 
and orthophosphate (PO4) and ambient water temperature in spring and fall in the James 
River Estuary Mesohaline segment in Virginia. The proposed model is applicable in the 
temperature range between 6°C and 23 °C in spring and in the temperature range between 
21°C and 32°C in fall. The optimal operational temperature range of the proposed 
model is between 19°C and 25 °C based on the relative sensitivity analysis of DO transfer 
function model. The proposed models in two seasons are compared with the models that 
use different approaches such as a conventional approach and a previously proposed 
approach based on various criteria. The results show that the proposed models present 
the variability of chlorophyll concentration better over time and temperature than other 
approaches. The results also support that the transfer function models can be 
successfully applied to estimate chlorophyll instead of using monitored water quality data 
directly. The proposed models present difficulty to estimate extremely high 
concentrations of chlorophyll; however, they produce estimations comparable to 
observed chlorophyll concentrations that are less than the extreme outliers in each season. 
The mean chlorophyll concentration that is produced by the best proposed model is 
7.937ug/L and the +/- 95% confidence intervals of the mean are 7.977ng/L and 
7.897ug/L after eliminating the extreme outliers (37ug/L) in spring. The mean, 
7.937ug/L, is compatible with the mean of the observed concentrations that are less 
than the extreme outliers, 7.572^g/L. The mean chlorophyll concentration that is 
produced by the best proposed model is 5.520|ig/L, and the +/- 95% confidence intervals 
(C.I.) of the mean are 5.538ug/L and 5.502ug/L after eliminating the extreme outliers 
(22|ug/L) in fall. The mean, 5.520ug/L, is compatible with the mean of the observed 
concentrations that are less than the extreme outliers, 6.117ug/L. This dissertation 
demonstrates the feasibility, reproducibility and applicability of the paradigm in 
spatiotemporal estuarine water quality parameterization using remote sensing data and 
field measured water quality data in estuaries. The spatiotemporal estuarine water 
quality parameterization model can enhance an existing water quality monitoring and 
assessment program in estuaries that are managed by municipal agencies and local water 
quality decision makers. The spatiotemporal estuarine water quality parameterization 
model can be employed as a tool to guide management, since a systematic process of 
estimating water quality targets is difficult in a complex estuary. Over time, the model 
provides appropriate, up-to-date guidance. Careful consideration is necessary when 
applying transfer function models and seasonal spatiotemporal estuarine water quality 
parameterization models to the different estuaries directly. Although the models appear 
feasible with significant potential, direct implementation of the model requires a site-
specific quality assurance/ quality control (QA/QC) check. 
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Urbanization, intensified agricultural changes, and anthropogenic activities have led to 
increased pollutant loading to receiving water bodies such as estuaries. Estuaries are 
fragile ecosystems that are very susceptible to both natural and anthropogenic 
disturbances. It was reported that 38 percent of the wetlands adjacent to coastal areas 
have been converted by these types of disturbance in the United States (NOAA, 1998). 
Excessive nutrients, sediments and other pollutants from upstream drainage areas to an 
estuary environment can cause problems associated with water quality degradation such 
as eutrophication (algae bloom), reduced dissolved oxygen (DO), nutrient enrichment, 
reduced water clarity, temperature changes and smothered benthic habitat. The focus of 
this dissertation is to provide a new paradigm to parameterize spatiotemporal estuarine 
water quality with reasonably agreeable estimations with in-situ measurements with less 
time and cost using remote sensing and in-situ characteristics. Close monitoring of 
physical, chemical, and biological parameters in estuaries is necessary to keep track of 
water quality status and trends. Various water quality parameters including temperature, 
the amount of oxygen in the water, the concentration of nutrients and turbidity contribute 
to overall water quality. This dissertation investigates various water quality parameters' 
The journal model for this thesis is ASCE, Journal of Environmental Engineering. 
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interrelationship with ambient water temperature as a contributing collinear independent 
variable toward overall water quality status; water quality parameters' time dependent 
characteristic; and spatiotemporal characteristics of remote sensing. The seasonal 
spatiotemporal estuarine water quality is parameterized using remote sensing, transfer 
function models of the most related water quality parameters to a target water quality 
parameter such as dissolved oxygen (DO) and orthophosphate (PO4), and ambient water 
temperature. The objectives of this dissertation are to 1) provide an alternative tool for 
monitoring water quality and support decision-making processes in estuaries with time 
and space as providing temporally and spatially distributed water quality data; 2) identify 
system components contributing to physical water quality using time-dependent 
characteristics of water quality and interrelationship of water quality parameters with 
ambient water temperature; and 3) demonstrate the feasibility, reproducibility and 
applicability of the spatiotemporal estuarine water quality parameterization model that 
uses physical system components and RS data. 
1.1.1 Estuarine Water Quality Monitoring and Modeling 
An estuary is a semi-enclosed coastal body of water which has free connection to the 
open sea and within which sea water is measurably diluted with the fresh water derived 
from land drainage (Pritchard, 1697). Unlike rivers that have a unidirectional flow, 
estuaries' bidirectional flow constantly equilibrates between the up-estuary saline water 
movement and down-estuary fresh water movement. The inflow of nutrients (especially 
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nitrogen and phosphorous), sediments and other pollutants, from upstream drainage areas, 
as well as backflow of saline water from the ocean create a unique tidal aquatic habitat 
(Thomann and Mueller, 1987). 
The importance of estuaries is summarized as follows (U.S. EPA, 2006b): 
1) Many mammals, birds, fish and other wildlife rely on estuaries. 
2) A productive, undisturbed estuary produces several times more dense organic 
matter than organic matter that is produced in a cultivated cornfield. 
3) As nutrients and sediments contained overflow from surrounding drainage 
areas run through a natural filter such as marsh, a considerable amount of 
nutrients and sediments is removed. As a result, the natural filtration process 
makes the estuary environment healthier. 
4) Estuary-dependent activities such as recreation, shipping, fishing, and tourism 
produce billions of dollars each year. The habitats for over 75 percent of the 
U.S.A.'s commercial fish catch and over 80 percent of the recreational fish catch 
are in estuaries (Environmental Health Center, 1998). Commercial and 
recreational fishing generates about $4.3 billion annually in the U.S. economy, 
and related marine industries generate another $3 billion annually (Association of 
National Estuary Programs, 1998). Coastal recreation and tourism contribute $8 
to $12 billion annually to the U.S. economy (Environmental Health Center, 1998) 
Natural disturbances are caused by the forces of nature and include winds, tidal currents 
and waves. Anthropogenic disturbances are caused by humans and include pollution, 
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coastal development, and the introduction of non-native species to an area. The massive 
conversion of estuaries by damming, draining and filling is the greatest threat, and as a 
consequence of those destructive activities, habitats in estuaries are lost. Many estuaries 
in North America were converted into agricultural areas; others were filled to create 
shipping ports and expand urban areas. It was reported that 38 percent of the wetlands 
adjacent to coastal areas have been converted by these types of activities in the United 
States, (NOAA, 1998). In some areas, the estuarine habitat loss is as high as 60 percent. 
Of the remaining estuaries around the world, many are seriously degraded by pollution 
from surrounding watersheds. 
Excessive nutrients, sediments and other pollutants from upstream drainage areas to an 
estuary environment can cause problems associated with water quality degradation such 
as eutrophication (algae bloom), reduced dissolved oxygen (DO), nutrient enrichment, 
reduced water clarity, temperature changes and a smothered benthic habitat. 
Eutrophication is the condition whereby abnormal nutrient enrichment triggers the 
excessive growth of aquatic plants resulting in depletion of DO as bloomed algae 
decompose (Thomann and Mueller, 1987; U.S. EPA, 2006a). Excessive sediment in 
estuaries can cause high turbidity that can block light penetration into the water. It brings 
changes in water temperature and alters the benthic habitat. It was stated that "Nearly 
half of the U.S. population lives in coastal areas, which include the shores of estuaries. 
Unfortunately, this increasing concentration of people is upsetting the natural balance of 
estuarine ecosystems and threatening their integrity. Pollution, habitat destruction, 
overfishing, wetland loss, and the introduction of non-indigenous species are among the 
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consequences of many human activities" in the U.S. Environmental Protection Agency 
(U.S.EPA) manual (U.S.EPA, 2006b). 
Many estuaries in the U.S. are experiencing degradation and the problems discussed 
above. Examples have been reported in the literature, such as 
1) "Nutrient influxes from non-point sources (NPS) and point sources (PS), 
habitat alterations (e.g., due to mining, construction, dredge-and-fill operations), 
and increase in the frequency and magnitude of salinity anomalities, and 
overfishing are among the pressures that over time have changed the nature of 
Tampa Bay, FL, and Chesapeake Bay" (Hu et al, 2004). 
2) Many estuaries and adjacent areas are repeatedly affected by extensive hypoxia, 
similar to what has been observed off the Mississippi Delta (Rabalasis et al, 
1996). 
3) "Chesapeake Bay, the largest and most productive estuary in U.S. is plagued 
with problems that accompany agricultural and industrial development and 
population growth along it shores and headwaters. Many of these problems 
including bottom-water anoxia, declining in fisheries, and loss of submerged 
aquatic vegetation, are associated with eutrophication of the bay" (Cerco et al, 
1993). 
4) "Water quality problems reported for the Patuxent Estuary include high levels 
of phytoplankton in the upper estuary and low levels of dissolved oxygen in the 
bottom waters of the lower Estuary during the late spring and summer months" 
(Lung et al, 2007). 
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There have been efforts to restore the health of estuaries; however, degradation problems 
still remain in many estuaries. It was stated that "the Virginia Chesapeake Bay and its 
tidal tributaries continue to show some environmental trends indicating progress toward 
restoration of a more balanced and healthy ecosystem. However the Bay system remains 
degraded and some areas and indicators show continuing degradation" (Dauer et al, 
2003). 
Close monitoring of physical, chemical, and biological parameters in estuaries is 
necessary to keep track of water quality status and trends. A systematic and well-planned 
monitoring program can identify water quality problems and might provide answers 
about the following issues: the occurrence of water quality problems, severity of 
problems, location and triggering causes (natural phenomenon, anthropogenic activities, 
or both). The monitoring data may serve as a warning, alerting environmental managers 
to the development of an environmental problem. Long-term monitoring to establish a 
water quality baseline for an estuary may require field sampling over many years to 
describe current status and trends. Randomly accruing problems can be monitored by 
spot check, and they can be identified by following visual evidence. Establishing a 
comprehensive water quality baseline for an estuary may require field sampling 
throughout the entire estuary, even if the samples or stations are widely separated. 
Monitoring to detect specific problems may involve sampling at pre-determined sites 
where the problem will be obvious. Conditions are known to be representative of the 
estuary as a whole. Measuring temperature, DO, turbidity and chlorophyll as an 
indicating parameter of nutrient enrichment can characterize the overall water quality of 
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an estuary. For extensive pollution in an estuary, sampling and investigation of nutrient 
and indicator bacteria is necessary. The economical and efficient approach is to sample 
the least expensive set of parameters that provide an adequate data set to meet the 
objectives of the monitoring program. 
Three generally used methodologies are as follows: parameter measurement and 
recording on site using a portable instrument, sample capture that is followed by 
laboratory assay, and automated real-time measurement and data transmission for the key 
water quality parameters. Among the methodologies, on-site sampling using a portable 
instrument is the most economical and simple, but it only provides point sampling in 
space and time. Sample capture and laboratory assay is more time consuming but is often 
done in conjunction with portable-instrument sampling as a Quality Assurance/Quality 
Control (QA/QC) check. Deploying in situ monitoring stations is the most complex and 
costly methodology, but it may be necessary if continuous or real-time time series data 
are required to investigate water quality dynamics. The interesting parameters in 
choosing a monitoring methodology are need for the parameter, budget, and an 
experienced technical human resource required to operate and maintain the equipment. If 
necessary, the three methodologies can be combined. For example, monitoring with a 
portable instrument provides great spatial coverage of basic parameters such as 
temperature, salinity, DO and turbidity throughout the estuary at a reasonable cost with 
sampling conducted at predetermined sites and intervals. Sampling capture and 
laboratory assay of chosen parameters provides QA/QC data for in situ sampling. Real-
time, in-situ monitoring can be conducted at logically selected sites to provide 
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understanding of the dynamics of circulation and degradation problems and to gather data 
during periods when on-site sampling is not feasible. The combination of those 
methodologies is often applied in many estuary monitoring programs. 
Monitoring efforts in estuaries are aimed at determining the condition of broad areas such 
as watershed level, because the impact of land-based activities on the waters that drain 
the land and the interconnection of all types of waterbodies, including those beneath the 
ground was realized. There are many ways to monitor water quality status in estuaries: 
physical measurements of general conditions such as temperature, salinity, water color, 
weather and flow; chemical measurements to monitor DO, nutrients, pH and alkalinity, 
chlorophyll, metals and pesticides; and biological measurements of the abundance and 
variety of aquatic plant and animal life, and pathogens. In general, a number of chemical 
and physical parameters are considered in estuarine water quality monitoring. 
Physical water quality parameters are explained as follows (Peavy et al, 1985; U.S. EPA, 
2006b): 
1) Temperature is a commonly measured water quality parameter and is a 
significant factor affecting chemical and biological processes in estuaries. 
Temperature influences the physical, chemical and biological processes in 
estuaries and therefore has an important role in determining the concentration of 
various water quality parameters. For example, from water temperature, it can be 
determined how much oxygen can be dissolved into the water. DO is critical for 
survival of animals and plants that live in the water. The more oxygen that is in 
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the water, the healthier the estuarine habitat is. The increased temperature 
decreases the level of oxygen that can be dissolved in the water column. For 
example, fresh water at 0°C can contain up to 14.6 mg/L of oxygen, but at 30°C, it 
can only hold 7.6 mg/L. Thus, seasonal water temperature variation is an 
important measurement of habitat in an estuarine environment. Furthermore, 
temperature influences the rate of plant photosynthesis, the metabolic rates of 
aquatic organisms, and the sensitivity of organisms to toxic wastes, parasites, 
diseases, and other stresses because plants and organisms have an optimum 
growth range of temperatures. If the water in the estuary is beyond the ordinary 
seasonal temperature range in which most estuarine plants and organisms can 
comfortably live, it can be an indication that something has an adverse effect on 
the vitality of the estuary. 
2) Salinity is a measure of salts dissolved in water, usually measured in parts per 
thousand (ppt). The salinity of seawater in the open ocean is about 35 ppt. 
Salinity in an estuary varies according to one's closeness to an estuary's mouth, 
the daily tides, and the flux of fresh water flowing into the estuary. Isohalines 
present the degree of fresh water and saltwater mixing in estuaries. Isohalines are 
areas in an estuary that have equal salinities. In general, the salinity of an estuary 
is most dense near the boundary of a river mouth and an ocean front, and most 
loose near upstream where fresh water flows in. To delineate isohalines, the 
salinities at various depths in different locations of the estuary are measured and 
recorded. The equal salinity measured is connected as one line (Isohaline), and 
the assemblages of the lines are isohalines. These contour lines define the areas 
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of equal salinity and then plotted onto a map of the estuary. The different salinity 
regimes within an estuary were defined by the amount of tidal influence and 
salinity of the water, and this scale provides four distinct salinity regimes within 
an estuary. The major salinity regimes, from least to most saline, are; 
I. Tidal freshwater: no or very low salinity water with salinity between 0 
to 0.5 ppt. These areas are at the extreme reach of tidal influence. 
II. Oligohaline: low brackish water with salinity between 0.5 to 5 ppt. 
These areas are typically in the upper portion of an estuary. 
III. Mesohaline: moderately brackish water with a salinity range of 5 to 
18 ppt. These areas are typically in the middle portion of an estuary. 
IIII. Polyhaline: highly brackish water with a salinity range of 18 to 30 ppt. 
These areas are typically in the lower portion of an estuary, where the 
ocean and estuary meet. 
Salinity varies according to the tidal cycle, but salinity in an estuary generally 
declines in the spring when more freshwater flows from streams and more 
groundwater is recharged. Salinity typically increases during the summer when 
higher temperatures increase evaporation in an estuary. The tolerable sanity of 
estuarine organisms varies and responses on salinity change of those organisms 
also varies. Salinity can affect the variety of species that can live in estuaries 
directly through physiological changes or indirectly by changing the species 
composition of the ecosystem. For instance, bottom-dwelling animals such as 
oysters and crabs can survive moderate modification in salinity, but they may get 
unwilling influence in growth and reproduction beyond endurable salinity. It also 
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influences physical and chemical processes such as flocculation and the amount 
of DO in the water column. The amount of oxygen that can dissolve in water or 
solubility decreases as salinity increases. It was reported that "saturated values of 
dissolved oxygen in fresh water and seawater exposed to dry air contained 20.90 
percent oxygen by volume under a total pressure of 760 mm of mercury" (Peavy 
etal, 1985). 
3) Suspended solid is the amount of suspended and dissolved solids that are 
dispersed in the water column and is measured as the mass of residue retained on 
a filter. The suspended and dissolved solids are referred to as total solids and 
dissolved solids are smaller. All three measures are expressed as mg/L. Turbidity 
is a qualitative measurement of water clarity; that is, how easily light can be 
transmitted through it. It is influenced by the level of suspended solids in the 
water column. As suspended solids such as sediments and other suspended 
materials increase in the water, the amount of light that can pass through the water 
decreases. As algae, sediments, or solid wastes increase in the water, so does 
turbidity. Turbidity has a direct influence on photosynthetic plants due to reduced 
light by excessive turbidity-producing particles, and as a result, the food-chain in 
an estuary is affected by limited food and oxygen. Turbidity is often measured 
visually using Secchi disk. Turbidity is often examined in conjunction with 
different factors to identify their causes and effects. For instance, elevated levels 
of suspended solids and turbidity occur either naturally or artificially through 
natural bank erosion, storm water runoff, and industrial or agricultural input. 
With the elevated measurement of the parameters, the suspicious causes of water 
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quality degradation can be investigated such as land development, operational 
failure of waste treatment plants and episodic impulse of nutrients. 
4) The meteorological parameters such as rainfall, temperature, and wind 
information can provide valuable clues to interpret the measurement or changes of 
physical, chemical and biological water quality. For example, water temperature 
is estimated by a net heat and a surface heat exchange coefficient that is a 
function of current temperature, wind speed and other meteorological parameters 
such as vapor pressure (Edinger et al, 191 A). With greater temperature and wind 
speed, the surface heat exchange coefficient increases. Other examples are as 
follows: the thermal stratification in an estuary due to high temperature and low 
wind speed can cause low DO at deeper water, stimulated vertical mixing due to a 
heavy rainfall with strong wind can increase DO, low salinity over water surface 
due to heavy storm can lead to salt density stratification. 
5) The velocity and direction of current in an estuary are important parameters. 
In particular, the vertical and horizontal variation of those parameters provide 
clues to understanding the unique physical and chemical processes in an estuary. 
For example, high current speed near the bottom releases sediment and benthic 
materials, and elevates turbidity. Invasion from an ocean to an estuary by 
incoming current can increase salinity while temperature drops. 
Chemical water quality parameters are explained as follows (Peavy et al, 1985; U.S. 
EPA, 2006b): 
1) Oxygen in water is a key parameter of interest in water quality monitoring, 
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because sufficient amounts of oxygen in water are a critical matter for survival of 
fish, crabs, oysters and other aquatic animals. The two oxygen parameters 
monitored are DO and biochemical oxygen demand (BOD). DO is the amount of 
oxygen in the water column in molecular form that is available for survival and 
thriving and is measured in milligrams per liter (mg/L). The available DO is the 
critical matter to support the variety of aquatic species and their abundance in an 
estuary. The amount of DO varies with DO sources (mixing at water surface, 
temperature and salinity, rainfall and photosynthesis) and DO sinks (the 
decomposition or resuspension of organic materials). DO is charged through two 
natural processes: diffusion from the atmosphere and photosynthesis by aquatic 
plants. The mixing at the air and water interface by wind and waves increases the 
dissolved rate of oxygen available in the air. Oxygen in water follows Henry's 
law; the solubility, the ability to dissolve in water, is roughly proportional to the 
partial pressure of oxygen in the air. Lower atmospheric pressure refers to lower 
partial pressure of oxygen; accordingly, waterbody at high elevation can hold up 
slightly less DO than waterbody at sea level at the same temperature. High 
humidity due to higher vapor pressure slightly lowers the fraction of oxygen in 
the air and so lowers saturated DO levels slightly. DO levels are influenced by 
temperature, salinity, pressure and vapor pressure. The solubility of oxygen in 
water increases as the temperature and salinity decrease. The seasonal fluctuation 
of DO as changing temperature is quite variable: DO reaches its maximum in 
winter, and it reaches its minimum in summer. Oxygen slips into pockets that 
exist in the loose hydrogen-bonded network of water molecules without forcing 
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them apart. The oxygen is then trapped by water molecules, which weakly attach 
it in place. The disintegration is calorification, so loss of heat shifts the 
equilibrium towards the dissolved form. Decomposers such as bacteria and 
fungi consume oxygen in an estuary while they decompose organic matter. 
Oxygen depletion due to sudden large consumption can occur because of 
increased dead aquatic plants and organisms and decomposed, or increased 
organic matters due to episodic storm. Large nutrient inputs trigger the 
extraordinary population growth of algae, and the dead algae is decomposed. The 
process of decomposition consumes DO and, in severe conditions, leads to 
hypoxic (extremely low oxygen) conditions that are a risk to an aquatic animal's 
life. Well-mixed estuaries, due to proper circulation by wind and wave, are less 
sensitive to these processes because of a sufficient supplement of oxygen. 
Generally, DO levels greater than 4mg/L indicate an adequate supply of DO to 
support aquatic species growth and activity, while levels from l-3mg/L indicate 
hypoxic conditions, which are detrimental to aquatic life. DO below 1 mg/L 
indicate anoxia, a condition in which no life that requires oxygen can be 
supported. BOD measures the amount of oxygen that organisms would require in 
decomposing the organic material in the water column and in chemical oxidation 
of inorganic matter, and is indicative of pollution levels. For instance, unpolluted 
water has a BOD of less than 5 mg/L, while raw sewage has a BOD of 150 to 300 
mg/L. Wastewater effluent might have a BOD from 8 to 150 mg/L. 
2) Nutrients such as nitrogen and phosphorous are key water quality parameters in 
estuaries since they affect aquatic plant growth and reproduction, DO, water 
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clarity and sedimentation rate directly and indirectly. To grow and reproduce, 
various nutrients such as nitrogen, phosphorous, carbon, oxygen, silica, 
magnesium, potassium, calcium, iron, zinc and copper, are necessary. Among 
those nutrients, nitrogen and phosphorous are the most essential for aquatic plants, 
and their concentrations are reported in mg/L. Nitrogen is essential in protein and 
deoxyribonucleic acid (DNA) synthesis in organisms and photosynthesis in plants. 
Primary nitrogen species of interest in the estuarine environment include nitrate 
(NO3), nitrite (NO2), and ammonia and ammonium (NH3 and NH4). Total 
Kjeldahl Nitrogen (TKN) is a measure of organically bound forms and includes 
organic nitrogen and ammonia nitrogen. Ionized nitrogen including nitrite and 
nitrate nitrogen, are dissolved bioavailable forms. Ammonia that is very soluble 
in water is a bioavailable nutrient. Phosphorus is critical to the metabolic process. 
Soluble phosphorus (orthophosphate, PO4) is the biologically available dissolved 
form of phosphorus, while total phosphorus includes dissolve, particulate and 
organic phosphorous. Estuarine water accepts nitrogen and phosphorous through 
natural or anthropogenic paths. Two nutrients flow into an estuary with 
freshwater runoff that passes over nutrient-rich surfaces or with unexpected spill 
of decomposing organic matter and animal waste flushed. Nutrients also flow 
into an estuary from wastewater treatment plants, poorly managed septic systems, 
acid rain, and fertilizer from urban areas. Nutrients are not harmful to an 
estuarine habitat, so, unlike DO the criteria for nutrient levels are not regulated. 
However, high nutrient level is connected to various water pollution problems 
such as algae bloom, DO depletion, water clarity and accelerated eutrophication. 
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Excessive nutrient concentrations have been connected to hypoxic conditions in 
more that 50 percent of U.S. estuaries and anoxic (no oxygen) might occur in the 
worst case. Excessive nutrients act as a pollutant in an estuary and lead to 
uncontrollable blooms in algae. Some of the algae bloom (red and brown tides) 
which produce toxicities reduce water clarity and deplete DO. This vicious cycle 
of physical and chemical processes of water quality degradation is called 
eutrophication. Red and brown algal tides and Pfiesteria kill fish and shellfish, 
and may affect human health adversely. However, these adverse effects are 
dependent on other factors besides nutrient levels. Total ammonia exists as an 
undissociated form (NH3) partially based on the temperature and pH, and NH3 can 
produce toxins harmful to certain aquatic animals. NH3 in total ammonia is 
increased as temperature increases and pH increases. 
3) pH and alkalinity provide insight into the status and changes of estuarine water 
quality such as the mixing of freshwater and saltwater and seasonal trends. The 
pH of water is the measure of how acidic or basic it is. A pH level of 1 to 7 
indicates degrees of an acidic solution, while a level of 7 to 14 indicates degrees 
of a basic solution. Knowing alkalinity is a measure of capacity to de-acidize 
water and is affected by the presence of alkaline compounds like bicarbonates, 
carbonates, and hydroxides in water. Alkalinity is reported as mg/L of calcium 
carbonate (CaCOs). These parameters can be measured easily. The parameters 
are not as critical to an estuarine environment as DO and nutrients. However, 
they also provide important ideas about vitality of an estuarine environment 
because aquatic plants and animals have a range of the parameters to thrive or 
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survive. Most aquatic organisms can survive in water with pH between 5 to 9, 
and sharp variations beyond these limits can be detrimental. The pH in an estuary 
remains constant because the chemical components in saltwater resist dramatic 
changes to pH. By contrast, biological activity may significantly modify pH in an 
estuary. pH and alkalinity affect the carbon cycle that relates the circulation of 
carbon from the atmosphere into aquatic plant and animal tissue and into the 
estuary. Aquatic plants remove carbon dioxide (CO2) from the water and expel 
oxygen (O2) through photosynthesis. Since CO2 becomes carbonic acid when it 
dissolves in water, the removal of CO2 results in a higher pH, and the water 
becomes more alkaline or basic. pH naturally increases while algae growth is 
promoted in estuaries during the spring. However, an overabundance of algae 
may increase pH considerably; as a result, this can be an explicit threat to an 
aquatic habitat. 
4) Chlorophyll is a green pigment found in plants that alters light energy into food 
for growth and reproduction and produces oxygen during photosynthesis. Several 
different forms of chlorophyll occur naturally, but the most widely distributed 
form in terrestrial plants is chlorophyll a. The microscopic uni-celled plants 
floated in an estuary are phytoplankton. The amount of phytoplankton and major 
productivity can be determined by measuring the amount of chlorophyll in an 
estuary. Phytoplankton assembles the basic grounding of the aquatic food web, 
and it is taken by larger predators such as zooplankton, microscopic animals and 
small fish. The abundance and variety of desirable animals often relies on the 
amount of available phytoplankton and primary productivity occurring in an 
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estuary. Also, phytoplankton represents the first tropic level in the primary 
production cycle. The amount of chlorophyll in an estuary is indicative of the 
biomass of phytoplankton, which in turn can indicate nutrient levels in an estuary. 
In other words, excess nutrients can stimulate chlorophyll growth (algae growth). 
Excessive nutrients and algae growth can in turn decrease DO levels and increase 
turbidity. 
5) With the industrialization of many estuaries, the amount of toxic contaminants 
entering estuaries has greatly increased. These contaminants include heavy 
metals such as mercury, lead, cadmium, zinc, chromium, and copper, and 
petroleum hydrocarbons, and synthetic organic compounds such as polycyclic 
aromatic hydrocarbons (PAHs), polychlorinated biphenyls (PCBs), and pesticides. 
Some heavy metals, such as copper and zinc, are essential trace elements for an 
aquatic community; however, they can be toxic to some aquatic animals at higher 
concentrations. Many of these toxic contaminants are persistent and can be 
incorporated into sediments. Heavy metals exhibit synergistic effects when two 
or more toxic metals are present. Synergistic effects are the additive effect is 
more powerful than the total of the individual effects. Some metals can 
bioconcentrate (accumulation in tissues relative to amount of exposure, 
bioaccumulate (trapping the toxicants and continue to increase through the life of 
the animal), and biomagnify (concentration in the food chain), so they pose a 
magnified threat to animals at higher trophic levels and to humans. They are 
generally measured through laboratory analysis which can often be complex and 
time-consuming, although field test instruments are available for some heavy 
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metals and other contaminants. The contaminant concentrations are usually 
reported in mg/L. 
Biological water quality parameters are explained as follows (Peavy et at., 1985; U.S. 
EPA, 2006b): 
1) The abundance and variety of aquatic plant and animal life is an important 
biological parameter in an estuary. Aquatic macro-invertebrate animals, such as 
insects, crustaceans and worms, are used as indicator organisms of estuarine 
health and overall water quality status. The natural assemblage of species and the 
community present biological manifoldness within an estuary. The community 
characteristics and diversity are dependent on both available habitat and water 
qualities. A loss of species and diversity frequently occurs with destruction of 
the habitat. The existence of toxicants can have lethal or sublethal effects. With 
the comparatively high concentration of a toxic substance, the habitat confront 
with fatal mortality while some species are more sensitive than others. Sublethal 
effects at lower concentrations can ultimately result in loss by affecting the 
reproducibility. Degrading water quality commonly results in the increased 
number of pollutant-resistant species through reduced predation as well as a loss 
of species and diversity. The advantages of using the aquatic macro-invertebrate 
animal as indicator organisms, is that they give a prolonged status of overall water 
quality and the nature and extent of pollutant. Water quality can be quite 
changeable as a result of sporadic storm events. Accumulated pollutants over 
land surface are carried over during the events that can last a short duration. 
Furthermore, the characteristics of an aquatic community are affected by loss of 
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habitat through the alteration of surrounding areas. There can also be a distinctive 
seasonal variation in communities as a result of flow patterns, particularly with 
ephemeral streams by overland flow. 
2) The presence of pathogens is one of the most interesting biological parameters, 
particularly for estuaries in urban areas. Pathogens are virus, bacteria, and 
protozoans that can cause disease. They are a critical concern in areas where 
waters are used for swimming, boating, fishing and shellfishing that lead to 
human contact or food consumption. Analysis and testing for all the known 
pathogens are quite costly and time-consuming. Alternatively, the potential levels 
of pathogens in estuaries are tracked by monitoring indicator organisms because 
the occurrence of fecal contamination can be perceived by the organism's 
presence. Surprisingly, the indicator bacteria themselves are not pathogenic. The 
most commonly monitored fecal coliform group include total coliform, fecal 
coliform, E-coli, and enterococci, all of which are bacteria normally present in the 
intestines and feces of warm blooded animals. Values are recorded as the number 
of bacteria per ml of water. 
Water quality monitoring data under the management of various entities are integrated 
into one data obtaining source to gain a better understanding of how environmental 
conditions fluctuate in estuaries. Estuaries have been recognized as areas to protect for 
their tangible and intangible values such as recreational, ecological, historical, and 
aesthetic values. Many states have strived to restore estuaries. Entities that have a 
primary concern in water quality monitoring include federal agencies such as U.S. EPA, 
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U.S. Geological Survey (USGS) and National Oceanic and Atmospheric Administration 
(NOAA), state and municipal environmental agencies, policy-makers seeking 
conservation and restoration of estuaries, and universities. After being recognized as 
agencies and organizations sharing a common interest, their corporative work can be 
promoted via various paths such as academic events, convention and symposium. With 
the collaborative activities, beneficial information and experiences on water quality 
monitoring, and data management, presentation and sharing can be available as 
publications via print or web-based searches for estuary monitoring programs nationwide. 
For example, the Chesapeake Bay Monitoring Program was a bay-wide partnership 
involving four states (Maryland, Pennsylvania, Virginia and the District of Columbia), 
several federal agencies, 10 institutions and over 30 scientists in 1984. The Resource 
Lands Assessment (RLA) in the program provides regionally developed strategies for the 
most valuable remaining resource lands in the bay watershed. The RLA utilizes 
Geographic Information Systems (GIS) models and experienced professional opinions to 
assess the value of resource lands within the watershed for providing guidance to state 
and municipal government in land protection strategy development, serving as an 
information resource for the land trust community, providing indispensable conservation 
plans in selected areas to restore watershed and selecting necessary areas for commercial 
forestry. The Chesapeake Bay Program provides access to various data sources related to 
Chesapeake Bay water quality that are collected by multiple water quality related 
agencies. The dataset provides important monitoring information of water quality 
(pollutant and algae), aquatic animals, submerged aquatic vegetation and land use by the 
Bay program. Also, USGS on water quality monitoring program, developed a broad 
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scale monitoring search in nationwide and provides a large of database on estuary 
environments that was disseminated to different programs. Another example of water 
quality monitoring data integration among various entities is the national estuarine 
research reserve system (NERRS). NERRS is a cooperative estuary preservation 
program between NOAA and U.S. coastal states, and it protects more than 4050 km of 
estuarine areas and water. The NERRS Sytem-wide Monitoring Program (SWMP) 
provides continuously monitored information about the health of every reserve, and it 
monitors the key parameters of water quality and estuary environment such as 
temperature, salinity, DO, turbidity, pH and water depth. 
The two objectives of water quality modeling have been reported as follows (Thomann et 
al, 1987): " A better understanding of the mechanisms and interactions that give rise to 
various types of water quality behavior, such understanding to be sharpened by the 
formulation and testing of hypotheses of the cause-effect relationship between residual 
inputs and resulting water quality" and "A more rational basis for making water quality 
control decisions, such a basis to include a defensible, credible, predictive framework 
within the larger framework of cost-benefit analysis". Monitoring the estuary water 
quality allows engineers and scientists to detect changes that take place; improves the 
perception of the estuarine condition; and reveals trends over time that can provide 
valuable information to policy makers. For simulation, an estuarine model needs 
physical, chemical and biological estuarine systems that are either too large or too 
complex to conduct for experiments. These simulations provide predicting, restoring or 
deteriorating effects because of natural phenomenon and management activities such as 
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best management practices (BMPs), upgrading wastewater treatment facilities, organic 
farming. Estuaries make contact with the surrounding watershed and ocean constantly 
and play both roles of sink and source of DO, nutrients and sediments. Various 
parameters including temperature, the amount of oxygen in the water, the concentration 
of nutrients available to aquatic life, and turbidity contribute to overall water quality. The 
parameters affect the distribution and impact of pollutants and the resulting health of a 
waterbody. The current technology allows for measuring these parameters continuously 
at different depths. Water quality monitoring data that are collected by many agencies 
and conservation programs are aggregated watershed-wide. The data are easily available 
throughout web-based downloading service or personal request. Continuous monitoring 
in an estuary confirms if management initiatives applied are resulting in intended 
purposes for improving estuarine water quality. Thus, the continuous monitoring of 
water quality to detect water quality-related problems in estuaries is important for 
integrating information about the status of estuaries and establishing future water quality 
management plans and assessment. 
Although the conventional water quality monitoring approach might provide accurate 
measurements of water quality in study sites, it requires considerable time and resources 
that depend on the length of study and the number of sampling in the study area because 
conventionally water quality in an estuary is monitored by collecting field grab samples 
and laboratory analysis. Also, discrete water quality sampling limits the spatially and 
temporally distributed representation of estuarine water quality. 
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1.1.2 Advancement in Remote Sensing Technology 
Conventional water quality monitoring requires considerable time, effort and resources. 
With recent advancement and gradual proliferation of portable multi-sensor water quality 
probes, difficulties in water quality monitoring efforts have been somewhat obviated but 
not on a magnitude that would replace the conventional method due to equipment cost 
and maintenance requirement. 
Recent advancements in remote sensing can play an important role that provides an 
instantaneous synoptic view of water quality in tidal saline water. Ritchie and Rango 
(1996) provide definitions of remote sensing, "Remote sensing has been defined as the 
science and art of obtaining information about an abject, area, or phenomenon through 
the analyses of data acquired by a sensor that is not in direct contact with the target of 
investigation". Remote sensing image covers extensive areas, providing an aggregated 
view of an estuary, with the advantages of high spectral and temporal resolution. For 
example, the National Aeronautics and Space Administration's (NASA) Moderate 
Resolution Imaging Spectroradiometer (MODIS) satellite imageries cover extensive areas, 
providing an aggregated view of extensive areas, within multi-spectral bands and with 
near daily update frequency. When these high spectral, spatial and temporal 
characteristics of remote sensing data are coupled with conventional water quality 
monitoring data, the regional scale spatiotemporal estuarine characteristics of water 
quality such as chlorophyll a of the estuary can be efficiently identified (Ritchie and 
Schiebe, 2000). 
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There have been previous studies to develop a regressive relationship for water quality 
parameters solely with remote sensing data; however, these studies did not reflect the in-
situ conditions as well as temporal behavior of water quality parameters, and to some 
degree resulting relation remains purely within a realm of remote sensing application. 
The U.S. EPA's published 2006 Addendum (U.S. EPA, 2006a) states that "chlorophyll a 
concentrations that cause ecologically undesirable consequences in one tidal tributary or 
in one region of the Bay, do not necessarily cause problems in other tributaries or 
regions". In this dissertation, in-situ ambient water temperature and seasonal behavior of 
water quality parameters will be referred to as the spatiotemporal estuarine water quality 
parameterization model by being an input of transfer function representing dissolved 
oxygen and the degree of ambient water kinetic nutrient conversion and fate. 
The previous studies have developed regression models based on discontinuous field 
water quality data of limited dates in a design time frame such as season. The models 
might not reproduce reliable data as representation of future water quality, and it is 
difficult to take account seasonality of water quality parameters that have 
strong/moderate seasonality such as temperature, chlorophyll, DO and nutrients to the 
models. In this dissertation, regression relationships have been developed by utilizing 
multi-year continuous water quality monitoring data and remote sensing data to provide 
generally applicable and more informative water quality monitoring data over extensive 
areas. The conventional products of remote sensing-based water quality parameters such 
as chlorophyll and temperature, have limited application for coastal waters, especially 
estuaries that are optically complex environments because of active interaction with land 
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in coastal line and bi-directional flow both from land and ocean. Furthermore, pre-
existing water quality parameter estimation products of various satellites such as MODIS 
Ocean Products have certain application limitations in tributaries, which are usually 
narrower than main stem because of their low spatial resolution (1-km spatial resolution 
or larger) and shallow water depth. It is necessary to seek alternative ways to provide 
more informative methods using stack of remote sensing data available. 
1.1.3 Increased Emphasis in Water Quality Related Regulation 
In 2003, the U.S. EPA published guidelines on new water quality criteria including 
Chlorophyll a, DO and water clarity for the Chesapeake Bay (CB) waters (U.S. EPA, 
2003). Chlorophyll a is the pigment contained in green vegetations and algae to 
photosynthesize, and its criteria stands for measuring biological activity. Water clarity 
criteria stand for ensuring enough amount of light reaching bottom to restore shallow 
water habitats and submerged aquatic vegetation (SAV) growth. Dissolved oxygen (DO) 
criteria stand for measuring vitality and organic reaction. The 2003 U.S. EPA guidelines 
provided recommended narrative chlorophyll a criteria applicable across all of the 
Chesapeake Bay and its tidal tributaries. It was stated that "The Virginia Board 
recognizes that nutrients are contributing to undesirable growths of aquatic plant life in 
surface waters of the Commonwealth. This standard establishes a designation of nutrient 
enriched waters. Designations of surface waters of the Commonwealth as nutrient 
enriched waters are determined by the Board based upon an evaluation of the historical 
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water quality data for one or more of the following indicators of nutrient enrichment: 
chlorophyll a concentrations, dissolved oxygen fluctuations, and concentrations of total 
phosphorus" ( U.S. EPA, 2003). 
Subsequently, the Commonwealth of Virginia proposed new water quality standards for 
the Virginia waters of the Chesapeake Bay on the basis of these guidelines in the 
following year. The U.S. EPA pointed out that "...despite the narrative criteria in the 
Virginia water quality standard having been in place for years, the tidal James River was 
listed as impaired in May 1999 under the Clean Water Act require 303(d) list" (U.S. EPA, 
2006b). Virginia determined algal-related designated use impairments were likely to 
persist in the tidal James River even after attainment of the applicable DO and water 
clarity. Correspondingly, tributary-specific water quality standards for chlorophyll a 
criteria have been proposed for the tidal James River main stem. Thus, chlorophyll a is 
used as a system response variable (representing algal biomass changes) to the primary 
nutrient variables (total nitrogen (TN) and total phosphorus (TP)) that are also 
measurable trophic state variables used in establishing nutrient criteria for estuaries and 
nearshore coastal waters. 
In 2006, Virginia promulgated numerical seasonal (spring and fall) segment-specific 
chlorophyll a criteria for the tidal James River main stem in addition to narrative 
chlorophyll a criteria. Segment-specific water clarity criteria and the water body's 
designated use-based DO criteria were also adapted in new Virginia water quality criteria. 
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1.2 Problem Conceptualization 
This dissertation explores a new paradigm in a water quality monitoring approach to 
parameterize spatiotemporal estuarine water quality with sustainable reliability, fewer 
resources and less time. The key underpinnings of this paradigm of the spatiotemporal 
estuarine water quality parameterization are 1) various water quality parameters' 
interrelationship with ambient water temperature as a contributing collinear independent 
variable toward overall water quality status; 2) water quality parameters' time dependent 
characteristic; and 3) spatiotemporal characteristics of remote sensing. 
Objectives of this dissertation are to 1) provide an alternative tool for monitoring water 
quality, and support decision-making processes in estuaries with time and space as 
providing temporally and spatially distributed water quality data; 2) identify system 
components contributing to physical water quality using time-dependent characteristics 
of water quality and interrelationship of water quality parameters with ambient water 
temperature; and 3) demonstrate the feasibility, reproducibility and applicability of the 
spatiotemporal estuarine water quality parameterization model that uses physical system 
components and RS data. 
The estuarine water quality parameterization are ultimately achieved by developing a 
physical systematic estuarine water quality parameterization model that can represent 
spatial and temporal variability of water quality by coupling remote sensing data and in-
situ water quality data. The ultimate model includes two core models to provide input 
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data within a system, and the transfer function models of physical water quality system 
and an analytical temperature time series model. 
The new paradigm is applied to the James River Estuary to estimate chlorophyll 
concentration, as a case study for parameterization of spatiotemporal water quality. In 
this dissertation, the spatiotemporal estuarine chlorophyll parameterization model is 
developed using inputs of DO and PO4 that are estimated by ambient water temperature 
and their time dependent characteristic. Chlorophyll is chosen to support closely with 
newly promulgated water quality criteria for Chesapeake Bay waters and tributaries 
under Virginia water quality standards. 
1.3 Literature Review 
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Estuaries are invaluable natural resources biologically and economically. Estuaries are 
degraded by natural and anthropogenic disturbances; the plants and animals in estuaries 
are in danger of disappearing if actions are not taken to protect those endangered species. 
Thousands of square kilometers of estuarine habitats have been lost and many estuaries 
are in poor condition for estuarine communities and were in danger of being destroyed 
during the last century. The condition of water quality of the nation's assessed bays and 
estuaries can be found from the biannual U.S. EPA national water quality report (305(b) 
report) and the assessment total maximum daily load and implementation system 
(ATTAINS). It is summarized in Table 1.2.1. (U.S.EPA, 1998; U.S.EPA, 2000; 
U.S.EPA, 2002; ATTAINS). The unit used is km2 and also presented in mi2 in 
parentheses. In addition, the condition of water quality of Virginia's assessed bays and 
estuaries is summarized in Table 1.2.2. (U.S.EPA, 1998; U.S.EPA, 2000; U.S.EPA, 
2002; ATTAINS) 

































































































































Many U.S. estuaries and adjacent waters such as the Chesapeake Bay have been 
experiencing alteration of the ecological environment of estuaries such as excessive algal 
growth, increasing frequency of harmful algae bloom, degrading water clarity and water 
quality, loss of seagrass beds, and consumption advisories because of nutrient 
overloading and particles from highly urbanized areas and/or heavy agricultural practices. 
Continuous and accurate monitoring and modeling of estuarine water quality can provide 
informative status and trend of ambient water quality, and supports assessment and 
management of water quality-related problems in estuaries. 
Cerco et al. developed the CE-QUAL-ICM eutrophication model (Cerco et al, 1993). 
The CE-QUAL-ICM eutrophication model is a three-dimensional, time-variable, 
eutrophication model. It is one of the major models of the Chesapeake Bay 
Environmental Model Package (CBEMP); a highly-modified version of the Hydrologic 
Simulation Program Fortran (HSPF) model, the Curvilinear Hydrodynamics in 3-
Dimensions - Waterways Experiment Station (CH3D-WES) hydrodynamic model, and 
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CE-QUAL-ICM eutrophication model. The highly-modified version of the HSPF model 
computes distributed flow and loads from the watershed. The CH3D-WES 
hydrodynamic model computes three-dimensional intra-tidal transport on numerous 
numbers of grids in the Bay. Estimated loads and transport are input to the CE-QUAL-
ICM eutrophication model that estimates algae biomass, nutrients cycling, and dissolved 
oxygen, as well as numerous additional constituents and processes. The CE-QUAL-ICM 
model incorporates 22 states variables in the water column including physical variables; 
multiple algae groups, carbon, nitrogen, phosphorus, and silica; and dissolved oxygen. 
The model applied to the Chesapeake Bay over a three-year period, 1894-1986. It was 
simulated that formation of spring algae bloom subsequent to the annual peak in nutrient 
runoff, onset and breakup of summer anoxia, and coupling of organic particle deposition 
with sediment-water nutrient and oxygen fluxed. The CH3D-WES hydrodynamic model 
formulation is based on principles expressed by the equations of motion, conservation of 
volume, and conservation of mass. Quantities computed by the model include three-
dimensional velocities, surface elevation, vertical viscosity and diffusivity, temperature, 
salinity, and density. The CE-QUAL-ICM model can provide various WQ parameters 
with three-dimensional; however, this model is highly data-dependent, date-intensive, 
time-intensive as well as very complex. 
Lung et al. (2007) developed an eutrophication and sedimentation diagenesis model to 
study the impact of different nutrient loading on phytoplankton biomass and DO levels 
using CE-QUAL-W2 and WASP/EUTR05 in the Patuxent Estuary. The 
WASP/EUTR05 water quality model replaced water column kinetics, and a sediment 
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diagenesis model was used to simulate the accumulation and mineralization of organic 
matter in the sediment, the generation of sediment oxygen demand, and the flux of 
phosphate and ammonia from sediments. To obtain loadings from the tributaries for 
nutrients and flow, field water quality sampling data and watershed modeling were used. 
The proposed model simulated for the condition of the high concentrations of 
phytoplankton and low DO in the study estuary, and it evaluates the response to various 
hypothetical nutrient loading scenarios. 
Nogueria et al (1998) investigated the time series of nutrients and chlorophyll a through 
the Box-Jenkins approach, by means of both univariate and transfer function-noise 
models to analyze the behavior of nutrients and chlorophyll a in response to external 
forcing. Hydrographic variables were monitored twice weekly at a fixed station, and 
nutrients were grouped into different categories depending on the factors which control 
their behavior. Modeling chlorophyll a using this approach might be a useful tool for the 
condition when large fluctuations of phytoplankton biomass occur, because Box-Jenkins 
methods applied in this study were conceptually too simple to model the complex 
behavior of phytoplankton biomass. 
Abdul-Aziz et al. (2007) developed an empirical dissolved oxygen model to adjust 
discrete measurements to time-reference values using an extended stochastic harmonic 
analysis (ESHA) algorithm that formulates a fraction of the DO saturation model. ESHA 
algorithm extended the theory of classical harmonic analysis, and it was used to estimate 
the diurnal variations of DO in streams within a semiempirical modeling scheme. Since 
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DO values are often measured at different times during the day, the ESHA algorithm was 
used to convert measured DO at any time of the 24-h day to DO at a flexibly defined 
standard time. The model was calibrated and validated for different stream site 
incorporating effects of various ecoregions and different sized watersheds to provide 
information about aquatic ecosystem health across a range of temporal and spatial scales. 
Andersen et al. (2004) suggested empirical phosphorus models. The models on annual 
transport and annual discharge-weighted concentration of total phosphorus (TP), 
particulate phosphorus (PP), and dissolved reactive phosphorus (DRP) were developed 
using periodically measured hydrologic data (runoff), automatic samplers, and point 
sampled WQ data in fixed WQ monitoring stations, and physical parameters of 
surrounding areas (percent of arable land, percent of sandy topsoils, slope of stream bed, 
percentage of riparian buffer, runoff). The models can be a tool for assessing diffuse 
phosphorus losses at the catchment scale and selecting for each specific catchment the 
appropriate measures to reduce phosphorus losses. 
Ragavan et al. (2006) conducted a parametric seasonally adjusted Autoregressive 
Integrated Moving-average (ARIMA) model of total nitrogen concentration to explore 
the possibility of estimating the long-term trend of river total nitrogen concentration time 
series. In this model development, man made and seasonal interventions that change 
chemical and biological properties were addressed to reveal information about the long-
term trend of total nitrogen concentration as an indicator variable. Their significances 
were also tested. 
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Kwon et al. (2007) modeled a stochastic simulation model for nonstationary time series 
of rainfall and temperature using autoregressive wavelet decomposition. A time series 
simulation scheme based on autoregressive wavelet decomposition was presented for 
hydroclimatic series that exhibit band-limited low-frequency variability. 
Salah et al. (2006) presented a framework for an integrated water resources approach that 
can stochastically model the land water interface using the Gridded Surface Sub-surface 
Hydrological Analysis (GSSHA) and CE-QUAL-W2 model interface in the Watershed 
Modeling System (WMS). This study attempts to link a land model to a water model at 
the interface in developing an integrated water quantity/ quality model and to quantify the 
variability and uncertainty of hydrology and water quality parameters. WMS, GIS-based 
pre/post processing software, is a comprehensive graphical modeling environment for 
various phases of watershed hydrology, and it often used to support various hydrologic 
and hydraulic and water quality models. The framework presents modeling the land 
portion of the watershed using GSSHA and taking the GSSHA output to use as input to 
CE-QUAL-W2. The process is routinely repeated using statistical simulation for GSSHA 
input parameters using the probability density function of selected parameters that are 
assumed to exhibit a probabilistic characteristic. It also addressed uncertainty in both 
water quantity and quality. 
The conventional water quality modeling requires field sampling that is expensive and 
time-consuming laboratory assay, so the number of sample is limited. It had been 
reported that the difficulty of extensive water quality sampling is a setback to forecasting 
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water quality (Yang et al, 1996). 
Remote sensing is a technique of the acquisition of information on an object or 
phenomenon by a recording device that is not physical or in intimate contact with the 
object or phenomenon under study. It has been reported that "... RS data are not only 
used for monitoring of hydrological state variables, but also as the basis for parameter 
estimation of hydrological models. ... such data can be acquired in remote areas, where 
no measurement are feasible or can be carried out only under vary difficult circumstances 
which cause high cost" (Schultz and Engman, 2000). 
Remote sensing has the following characteristics. The unique response of remote sensing 
to various constituents in water and properties of water such as chlorophyll, colored 
dissolved organic matter (CDOM), turbid water and temperature has the ability to 
measure water quality status directly. Remote sensing data represents an area that the 
spatial variability of interested water quality parameters of the area have been aggregated 
because it provides aerial information other than point information. Remote sensing data 
can provide time series data for water quality and it can be a cost-effective approach to 
monitoring previous and current water quality status over extensive areas as well as 
monitoring the dynamic properties in water quality. Furthermore, remote sensing 
provides a powerful way to represent the meso- and macro-scale spatiotemporal 
characteristics of water quality parameters in estuary simultaneously. 
Remote sensing data have been used in water quality monitoring, modeling and 
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assessment such as chlorophyll, turbidity, CDOM and temperature in various types of 
water bodies such as estuary and bay (Gitelson et al, 2007; Hu et al, 2004; Kishino et al, 
2005; Tyler and Stumpf, 1989; Woodruff et al, 1999,), ocean (Cauwer et al, 2004; 
Garcia et al, 2005; Liew et al, 1999), rivers (Yang et al, 1996) and lake and reservoir 
(Dall'Olmo et al, 2005; Koponen et al, 2001; Thiemann et al, 2000; USGS 2004). 
Tyler and Stumpf (1989) demonstrated that satellite image analysis could produce 
reliable and accurate measurements of chlorophyll distribution in a turbid estuary, with 
the goal of development being a tool to monitor algal bloom migration, origins, and 
dissipation. Satellite imagery from Coastal Zone Color Scanner (CZCS) flown on the 
NIMBUS-7 satellite and Advanced Very High Resolution Radiometer (AVHRR) on-
board the NOAA polar-orbiting meteorological satellite were obtained to develop color 
index, simple color ratio of red band reflectance to Near Infrared (NIR) band. The color 
index data from remote sensing data source was regressed to estimate correlation with in-
situ chlorophyll concentration in the Potomac River in the Chesapeake Bay. This 
correlation analysis was conducted for single imagery from each source. 
Medium and high spatial resolution remote sensing data have been used for researching 
relatively narrow and small coastal areas such as a bay, tributaries and lakes (Hu et al, 
2004; Kishino et al, 2005). Coastal water that is also defined as Case-II waters has a 
complex optical property compared to open water (Case-I water) because coastal areas 
actively interact with land and ocean, the source of CDOM, nutrients, suspended matters 
and sediment. For example, NASA's Moderate Resolution Imaging Spectroradiometer 
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(MODIS) satellite imageries cover extensive areas, providing an aggregated view of the 
entire estuary, within multi-spectral bands and updated daily. It has been reported by Hu 
et. al. (2004) that the MODIS medium-resolution bands (250m and 500m spatial 
resolution bands) have been originally designated as sharpening bands for cloud detection 
and land surface studies. Even with some limitations, MODIS medium-resolution bands 
are also useful in coastal applications. The effectiveness of MODIS data for handling 
water quality problems has been reported in recent literature (Dall'Olmo et al, 2005; Hu 
et. al, 2004). 
Hu et al. (2004) tried to explore the potential for utilizing Moderate Resolution Imaging 
Spectroradiometer (MODIS) medium-resolution bands (250m and 500m) for estuarine 
monitoring using a case study of Tampa Bay, FL. It was found from field surveys during 
October 2003 that chlorophyll concentration, CDOM absorption coefficient at 400 nm, 
and total suspended sediment concentration often do not co-vary in the salinity range of 
24-32 practical salinity units (psu) in Tampa Bay. It was shown that the MODIS 
medium resolution bands are more sensitive than Landsat-7/ETM+ up to four to five 
times and are comparable ( or higher) to CZCS bands. Pointed out was the need for 
improvement of sensor calibration, atmospheric correction, and bio-optical algorithms to 
use these medium resolution bands with the use of operational and quantitative purposes. 
Chen et al. (2006) developed an approach to map turbidity in Tampa Bay using a time 
series of medium resolution (250m) MODIS images. MODIS 250m bands, red and near-
infrared bands, were cross-calibrated with 1km ocean color bands and multiple scattering 
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atmospheric correction. Turbidity data were provided from the Environmental Protection 
Commission of Hillsborough County's (EPCHC) Tampa Bay water quality monitoring 
program. After quality control of the MODIS images, the MODIS images and in situ 
measurements that are distributed across the sub-regions in Tampa Bay and throughout 
four seasons were used for developing regressional relationship. The turbidity maps 
produced by the proposed model using MODIS bands differentiate between short-term 
variability and seasonal and interannual changes. It was found that turbidity can be 
estimated with a simple algorithm that is relatively stable from year to year and possibly 
site-independent under certain circumstances of low to medium where bottom and 
colored dissolved organic matter contributions at the red spectral band was negligible. It 
was found that there was interference of high concentrations of colored dissolved organic 
matter on turbidity estimation and contamination of the signal by bright bottom 
reflectance in shallow water. It was pointed out in this study that "Because of the 
repeated, frequent, and synoptic coverage of estuarine regions provided by MODIS 
satellite data across the globe, and because these data are robust, low cost, and simple to 
use, satellite data from sensors such as MODIS are important complements of traditional 
in situ water quality surveys." It recommended incorporating MODIS in operational 
monitoring of WQ of moderate sized estuaries and of coastal areas. 
Gitelson et al. (2007) developed the algorithms to retrieve chlorophyll concentration in 
turbid waters using the red and infrared range of the spectrum. The algorithms, either 
using two or three spectral bands, applied in the Chesapeake Bay, as a case study in 
turbid estuarine coastal waters, were used to evaluate the performance in estimation of 
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chlorophyll concentration and to assess the accuracy of chlorophyll retrieval. The two 
bands model used SeaWiFS bands and MODIS bands, and the three bands model used 
MERIS bands to estimate chlorophyll concentration. Dual spectroradiometers measured 
subsurface spectral radiance reflectance in visible and near infrared range of the spectrum 
to evaluate the algorithms' performance. It was reported that "the cost associated with 
handheld radiometers and their ease of use offers widespread applications for monitoring 
as the diverse conditions of coastal and inland waters." The proposed algorithms were 
tuned to a specific time in situ data set, so the performance of these algorithms in 
estuaries during other times/seasons and various locations was questioned. 
Kishino et al. (2005) implemented the neural network method in the analysis of the 
Advanced Spaceborne Thermal Emission and Reflectance Radiometer (ASTER) data in 
Tokyo Bay, as a case study in the coastal waters in order to present the effectiveness of 
remote sensing with high spatial resolution to retrieve chlorophyll, total suspended solid 
(TSS), and CDOM. ASTER has three bands in the visible and near-infrared with 15-m 
resolution, so it has advantages for researching small aquatic areas, such as bays and 
lakes. The neural network for estimating TSS, chlorophyll and CDOM was validated 
using simulated data sets and a field data set. The proposed method estimated TSS and 
chlorophyll reasonably accurately, but CDOM estimation was not reliable. 
There are pre-existing products of the water quality parameter such as chlorophyll and 
temperature that are provided by various remote sensing sources. MODIS provides 
chlorophyll and sea surface temperature with various time scales (daily, 8-day, monthly 
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and seasonal) in 4-km or 9km spatial resolution. Chlorophyll algorithms suited to the 
polynomial best fit that relates log-transformed chlorophyll to log-transformed ratios of 
remote-sensing reflectance. SeaWiFS also provides standard product of chlorophyll with 
various time scale (daily, 8-day, monthly and seasonal) in 4-km or 9km spatial resolution. 
Advanced Very High Resolution Radiometer (AVHRR), a radiation-detection image 
carried on the NOAA satellite, provides daily sea surface temperature images with 1-km 
to 1 Okm spatial resolution. 
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1.4 Research Contributions 
To the author's knowledge, this dissertation provides a new paradigm to parameterize 
spatiotemporal estuarine water quality by developing a physical systematic model as a 
reliable, cost effective and time saving tool under a complex estuary environment. The 
physical systematic estuarine water quality model can represent spatial and temporal 
variability of water quality by coupling remote sensing data and in-situ water quality data. 
The physical systematic estuarine water quality model is supported by two core models to 
estimate target water quality systematically; the transfer function models of the physical 
water quality system and an analytical temperature time series model. The new paradigm 
is applied to the James River Estuary to estimate chlorophyll concentration, as a case 
study for parameterization of spatiotemporal water quality using the transfer function 
models of DO and PO4 that are a function of temperature and seasonality. Meso- and 
Macro-scale spatial, temporal and magnitudinal variability of water quality parameter in 
the James River estuary is effectively detected. Furthermore, a relatively rapid 
aggregated view of water quality status in the tidal saline water is provided. 
This dissertation demonstrates the feasibility, reproducibility and applicability of 
spatiotemporal estuarine water quality parameterization model using remote sensing data 
and field measured water quality data in estuaries. The spatiotemporal estuarine water 
quality parameterization model can enhance an existing water quality monitoring and 
assessment program in estuaries managed by municipal agencies and local water quality 
decision makers. The spatiotemporal estuarine water quality parameterization model can 
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be employed as tools to guide management, since the systematic processes of estimation 
of water quality targets are difficult in a complex estuary environment. Over time, the 
model provides appropriate, up-to-date guidance. 
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1.4 Dissertation Outline 
An outline of this dissertation is given below. In Chapter 2, a background description of 
time series analysis and remote sensing is provided. In this chapter, important features 
and major components of time series analysis are described. After these descriptions, 
various methods of time series analysis are discussed in detail. Later in this chapter, 
important features and unique data processes of remote sensing are described. The 
unique reflectance curves of various features on the earth are shown to illustrate the 
signature reflectance fingerprint for those features. To characterize green vegetation that 
contains chlorophyll, the most distinctive spectral behavior under the red and near-
infrared bands are discussed in detail. Various sources of remote sensing data are 
summarized. In Chapter 3, the spatiotemporal estuarine water quality parameterization is 
introduced. This chapter is focused on a framework to characterize the spatiotemporal 
characteristic of estuarine water quality systematically by developing a model. The 
comprehensive model (spatiotemporal estuarine water quality parameterization model), 
its sub-models (nutrient and DO transfer function model and ambient water temperature 
time series model) and the processes of remote sensing data are discussed. The case 
study to which the spatiotemporal estuarine water quality estimation model is applied is 
also described. Chapter 4 describes the development of nutrient and DO transfer function 
models using ambient water temperature and their time dependent characteristics. 
Furthermore, the sensitivity to input variables of the transfer function models are also 
analyzed. Chapter 5 describes development of an ambient water temperature time series 
model. Chapter 6 describes the development of a spatiotemporal estuarine water quality 
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parameterization model by integrating sub-models discussed in the previous two chapters 
and remote sensing data. Conclusions and recommendations are formulated in Chapter 7. 
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CHAPTER 2 
BACKGROUND OF TIME SERIES AND REMOTE SENSING 
2.1 Time Series Analysis 
An overview of time series analysis and various methods in time series analysis are 
discussed in the following two subsections. 
2.1.1 Overview of Time Series Analysis 
A time series is a set of measurements that are taken chronologically. A typical feature 
of a time series is measurements' dependency on adjacent measurements. Time series 
analysis is a time series describing this dependency for purposes which include 
forecasting, simulation, trend assessment and a better understanding of the behavior of 
the system (Box and Jenkins, 1994; Chatfield, 2004; Pankratz, 1983). The most 
distinctive difference between modeling using time series analysis and using other 
process monitoring methods is that time series analysis explains the data taken over time 
using its internal structure such as autocorrelation, trend, and/or seasonality that should 
be considered. The purposes of time series analysis are 1) understanding of the beneath 
forces and structure of the measured data, and control of system, and 2) fitting a model 
and proceeding to forecasting, monitoring, or feedback and feedforward control (Box and 
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Jenkins, 1994; Chatfield, 2004; Pankratz, 1983). Time series analysis applied in many 
problems such as engineering related monitoring (water quality parameters, rainfall, 
temperature, frequency of earthquakes), economic forecasting and demographic analysis. 
Time series modeling is frequently used in water quality monitoring/modeling in order to 
understand and interpret how a natural system is behaving. In-situ water quality data can 
be studied with a stochastic approach that models the dependent structure embedded in 
the time series. Ragavan et al. (2006) reported that "water quality variables change 
continually through time, arise from dynamic processes and consist of random error 
components with stochastic variations in space and time that cannot be modeled or 
explained by normal analytical procedures". 
A discrete time series is a set of measurements that are taken chronologically at equally 
or unequally spaced intervals, and continuous time series is a set of measurements that 
are taken chronologically at every instant of time. A time series is often plotted 
graphically to show a set of measurements taken at different points in time and charted in 
a time series, and to gain insight into many processes. These measurements are usually 
successive and equally spaced in time intervals. 
As in other analyses, it is assumed that the data consist of a systematic pattern which is 
prominent components and white noise (random noise) which is difficult to identify in 
time series analysis. There are four components in time series: seasonal, trend, cyclical 
and irregular component (Box and Jenkins, 1994; Pankratz, 1983). 
1) Seasonal component is short-term fluctuation in measured values, due to 
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different circumstances, which affect results at different times of the year, on 
different quarters of the year and on different days of the month or various time 
frames. 
2) Trend is the underlying long-term movement over time in the value of the data 
measured. This shifting is usually the result of long-term factors such as changes 
in the weather, population, demographic characteristics of the populations and 
technology. 
3) Cyclical component is medium-term changes in results caused by circumstance 
which is repeated in cycles. Cyclical component is often combined with trend 
because it is difficult to differentiate between the two components. 
4) Irregular component is disturbances due to everyday unexpected influences 
such as weather condition, and this component is referred as white noise. 
Most time series analysis methods involve some form of filtering out noise to make the 
pattern more projecting. Among four components, two essential components, trend and 
seasonality, can describe most time series characteristics. Trend represents a general 
systematic linear or nonlinear component that varies over time and does not repeat or at 
least does not repeat within the interval identified by data. Seasonality may have a 
similar nature with trend; however, it repeats itself in systematic intervals over time. The 
basic components of time series may exist in real-world data simultaneously. For 
example, atmospheric temperatures can increase over the years, but they still follow 
consistent seasonal patterns. 
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There are no proven methods to identify trend components in the time series data 
automatically; however, the trend is monotonous that is consistently increasing or 
decreasing that part of data analysis is usually not difficult. If the time series data contain 
considerable noise, then data smoothing is usually preceded to identify trend. Data 
smoothing involves a certain form of local averaging of data such that the nonsystematic 
components of each data compensate each other. The most common method is moving 
average smoothing that substitutes each observation of the series by either the simple or 
weighted average of n surrounding elements, where n is the width of the smoothing 
window (Box and Jenkins, 1994). Median might replace mean. The advantage of median 
smoothing as compared to moving average smoothing is that it might produce less biased 
results by outliers within the smoothing window, so median smoothing usually produces 
smoother or at least more meaningful curves than moving average based on the same 
window width when outliers exist in the data. The disadvantage of median smoothing is 
that it might produce more zigzagged curves than moving average smoothing, and it does 
not allow for weighting in the absence of prominent outliers. In rare cases in time series 
data, the distance weighted least squares smoothing or negative exponentially weighted 
smoothing techniques can be employed if the measurement error is too large to disregard. 
The methods will filter out the noise and modify the data into a smooth curve that is 
relatively less biased by outliers. The second step of trend identification is fitting the 
smoothed data to a function. A linear function can produce adequate approximation for 
many monotonous time series data. If there is a prominent monotonous nonlinear 
component, the data need to be transformed to remove the nonlinearity using a 
logarithmic, exponential, or polynomial function. 
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Seasonal dependency, seasonality, is another basic component of the time series pattern. 
Correlograms, especially autocorrelogram, is commonly used to identify seasonality in 
time series. The autocorrelogram displays the autocorrelation function (ACF) graphically 
and numerically that is a series of correlation coefficients and their standard errors for 
consecutive lags in a specified length of lags. For example, correlational dependency of 
order k between each ith element of the series and the (i-kf1 element and measured by 
autocorrelation, a correlation between the two terms; k is usually called the lag. If the 
measurement error is acceptable, seasonality can be visually examined in the series as a 
pattern that repeats every k elements. The difference of two standard errors for each lag 
is usually marked in autocorrelograms, even though in many cases the size of 
autocorrelation is of more interest than its reliability because highly significant 
autocorrelations are interested typically. During examining autocorrelograms, it is 
necessary to consider that autocorrelations for consecutive lags are formally dependent. 
For example, if the first observation is closely related to the second, and the second to the 
third, then the first element must also be somewhat related to the third one. This serial 
relation implies that the pattern of consequential dependencies can be modified 
considerably after removing the first order autocorrelation (i.e., after differencing the 
series with a lag of 1). In addition to ACF, the partial autocorrelation function (PACF), 
an extension of autocorrelation, is another useful method to examine consequential 
dependencies. PACF is to examine the dependence on the intermediate observations 
those within the lag is removed. The partial autocorrelation assemble to autocorrelation, 
except that when calculating it, the autocorrelations with all the elements within the lag 
are partially out (Box and Jenkins, 1994). When a lag of 1 is specified and there are no 
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intermediate observations within the lag, then the partial autocorrelation is defined as 
same form with to autocorrelation. The partial autocorrelation provides a clear picture of 
consequential dependencies for each lags that is not interfered by other consequential 
dependencies. Consequential dependency for a particular lag of k can be removed by 
differencing the series, that is replacing each ith element of the series into its difference 
from the (i-k)th element. Two reasons for those transformations are as follows. First, it is 
necessary to seek the hidden nature of seasonality in the series. Eliminating some of the 
autocorrelations change other autocorrelations because of the independency of 
autocorrelations for consecutive lags. It might remove autocorrelations or make some 
other seasonalities more prominent. Second, the reason for removing seasonality is to 
convert the series stationary that is necessary for autoregressive integrated moving 
average (ARIMA) and other methods. 
An assumption frequently used in time series analysis is that the data are stationary. A 
stationary process has the statistical properties that the mean, variance and 
autocorrelation structure do not change over time. Nonstationary data can be transformed 
to stationary data that has a time series with constant location and scale by using trend 
analysis and seasonality analysis discussed the previous paragraphs. Concise summary of 
the methods of transforming nonstationary time series data to stationary data is restated 
as follows; 
1) The data can be differentiated with previous values to create a new time series 
data. The differenced data will contain one or more less number of data that the 
original data. 
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2) The time series data with trend can be fitted to some type of curve to the data 
and then model the residuals to form the fit. A simple fit such as a straight line is 
typically used because the purpose of the fit is to remove long term trend. 
3) The time series data with non-constant variance can be stabilized by taking the 
logarithm or square root of the series. For the negative data, a proper constant to 
convert the entire data positive can be added before applying the transformation. 
Later, this constant can be subtracted from the model to obtain estimated valued 
and forecasts. 
2.1.2 Methods in Time Series Analysis 
There are several methods to conduct time series models: decomposition methods (trend, 
seasonal, residual), frequency domain methods, time domain methods such as 
autoregressive (AR) models, moving average models (MA), autoregressive moving 
average models (ARMA), autoregressive integrated moving average models (ARIMA, 
Box-Jenkins methods). 
Decomposition Methods 
Decomposition methods decompose time series into a trend, seasonality and residual 
component. Smoothing, exponential smoothing, weighted least squares are examples of 
these methods. 
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Frequency Domain Methods 
Frequency domain methods are to analyze the series in the frequency domain. A 
sinusoidal type data set can be analyzed by these methods. 
Autoregressive Model 
In an autoregressive (AR) model, a current measurement of a time series is expressed by 
how directly it depends upon one or more previous (time-lagged) measurements in 
addition to a white noise term. The AR model is simply a linear regression of the current 
value of the series against one or more previous values of the series. A white noise at is 
assumed normally distributed with mean zero and variance a2. 
at*(0,o
2) (2.1) 
The individual measurements of a time series are denoted at equally spaced times 
t, t-1, t-2 , ... by zt, zt_j, zt_2, ... The deviations from ju denoted by 
zt, zt_]t zt_2, .... 
zt=zt-ju (2.2) 
The time series zt is stationary, and then the parameter pt, is the mean. For a 
nonstationary series, ju is just the reference level. Then the autoregressive model of order 
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p is expressed as 
h = 01*t-l + fah-2 +••• + tpZf-p + at (2-3) 








the autoregressive model also can be expressed as 
zt = </>,Bzt + (t>2B
2z2 +••• + <l>pB
pzt + at (2.6) 
and the economical form of the autoregressive model is as follows 
0(B)zt=at (2.7) 
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Moving Average Model 
In a moving average (MA) model, how a current measurement of a time series is 
described depends upon one or more previous white noise measurements in addition to a 
current white noise term that cannot be accounted for by the AR. The MA model is 
conceptually a linear regression of the current value of the series against the white noise 
of one or more previous values of the series. The distinction of the MA is that the white 
noise is propagated to future values of the time series. Generating the MA estimates is 
more complex than with AR models because the white noise terms are not measurable. 
Iterative non-linear fitting procedures need to be used in place of linear least squares. 
MA models also give a less obvious interpretation than AR models. A white noise at is 
assumed normally distributed with mean zero and variance a (Eq. 2.1). Then the 
moving average model of order q is expressed as 
zt=at- 0,at_j - e2at_2 6qat_q (2.8) 








the moving average model also can be expressed as 
z,=at- 9,Bat - 62B
2at 6 B
qat (2.11) 
and the economical form of the autoregressive model is as follows 
zt=0(B)at (2.12) 
Autoregressive Moving Average 
The autoregressive moving average (ARMA) model is the mixed model of autoregressive 
and moving average model, and it gives more flexibility in finding better model fitting to 
original time series. The Autoregressive moving average (ARMA) model is defined as 
z, = h^t-i + fah-2 +••• + </>pZt~p +
at~ eiat-i ~ e2at-2 0qat-q (
2 - 1 3 > 
and it also expressed as 
<f>(B)zt=6(B)at (2.14) 
57 
It is reported that in practice, it is frequently true that adequate representation of actually 
occurring stationary time series can be obtained with autoregressive, moving average, or 
autoregressive moving average models, in which p and q are not greater than 2 and often 
less than 2 (Box and Jenkins , 1994). 
Auto Regressive Integrated Moving Average Model 
The autoregressive integrated moving average (ARIMA) model was popularized by Box 
and Jenkins (1976), and the ARIMA model is often referred to as the Box-Jenkins model. 
Box and Jenkins combined the autoregressive model and the moving average model that 
made the ARIMA model powerful. Although both the autoregressive and moving 
average models were already known, Box and Jenkins contributed to development of a 
systematic methodology for identifying and estimating models that could couple both 
models. As shown by Box and Jenkins in their 1976 book, Time Series Analysis: 
Forecasting and Control, models for time series data can have many forms and represent 
different stochastic processes. When modeling variations in the level of a process, three 
broad classes of practical importance are the autoregressive (AR) models, the integrated 
(I) models, and the moving average (MA) models. The ARIMA procedure analyzes and 
forecasts equally spaced univariate time series data, transfer function data, and 
intervention data using ARIMA or ARM A model. An ARIMA model forecasts a value 
in a response time series as a linear combination of its own previous values, white noises. 
It provides a powerful tool to handle stationary and nonstationary time series. It also 
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provides a comprehensive and flexible tool for univariate time series model identification, 
parameter estimation, and forecasting. 
The ARIMA model assumes that the time series is stationary. In practice, many time 
series in water quality exhibit nonstationarity such as fluctuation with time. Box and 
Jenkins recommend differencing non-stationary series one or more times to achieve 
stationarity. Some formulations transform the series by subtracting the mean of the series 
from each data point. This produces a series with a mean of zero. The general ARIMA 
model is formatted to handle all the following terms: autoregressive terms, moving 
average terms, difference terms, seasonal autoregressive terms and seasonal moving 
average terms. However, only the necessary terms should be included in the model. 
ARIMA models are flexible due to incorporation of autoregressive and moving average 
terms, however developing a proper ARIMA model generally requires more experience 
and prior-knowledge than commonly used statistical methods such as regression. 
Furthermore, an ARIMA model requires at least a moderately long series for effective 
building of the model. Chatfield (2004) recommended at least 50 measurements, and 
many others recommended at least 100 measurements. 
A generalized autoregressive operator <p(B) of d unit roots can be expressed 
cp(B) = <j,(B)(l-B)d (2.15) 
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V is a backward difference operator and it can be written 
Vzt=zt-z[_I=(l-B)zt (2.19) 
It is written that homogeneous nonstationary behavior can sometimes be represented by a 
model that calls for cth difference of the process to be stationary. In practice, d is usually 
0,1, or at most 2 (Box and Jenkins, 1994). 
An ARIMA model of order (p, d, q) can be written 
W, = </>,Wt_j + <t>2Wt_2 +••• + <t>pWt-p +
at~ Qlat-1 - e2^t-2 9qat-q (2-20) 
The general ARIMA model is a summation of the stationary ARMA model d times. 
Box-Jenkins strategy for time series modeling follows the three steps: identification, 
estimation and diagnostic checking, and forecasting (Box-Jenkins, 1994). Three steps of 
conducting Box-Jenkins model (ARIMA) discussed in this section follows SAS® 
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ARIMA model development procedure. The procedures of stationary ARIMA model 
development are shown in Figure 2.1 schematically. 
1) Identification: in this stage, a response time series is specified to identify more 
appropriate ARIMA model to fit to the data. The input time series needs to be 
stationary, having a constant mean, variance, and autocorrelation over time, to 
develop ARIMA model. As discussed earlier, Box and Jenkins recommend the 
differencing approach to make the series stationary. In addition to it, fitting a 
curve and subtracting the fitted values from the original series can also be used for 
conducting Box-Jenkins models. The frequency needed to be differenced to 
achieve stationarity of the series is referred to the d. The time series plot of the 
original series and autocorrelogram should be examined to decide the proper 
order of differencing. Moderate trend in the series such as apparent upward or 
downward slope typically require first order non-seasonal (lag of one) 
differencing. More significant trends typically require second order non seasonal 
differencing (lag of 2). Seasonal patterns require respective seasonal differencing. 
For many series, the period of repeating pattern is known and a single seasonality 
term is enough. For instance, for monthly data, commonly either a seasonal AR 
with twelve term differencing or a seasonal MA with twelve term differencing is 
used. For Box-Jenkins models, the order of the seasonal terms in the model 
specification to the ARIMA estimation stage is included to eliminate seasonality 
before fitting the model instead of explicit seasonality elimination. It might be 
useful to apply a seasonal difference to the series and reproduce ACF and PACF 
plots. Furthermore, it supports the identification of the non-seasonal component 
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of the model in the ARIMA identification stage. The seasonal differencing might 
eliminate most or all of the seasonality effect. When the autocorrelation decline 
gradually at longer lags, first order differencing is typically selected. One 
important fact to keep under consideration is that not all time series require 
differencing. Some time series might require few or no orders of differencing. If 
the series is over differenced, the differentiated series produce less stable 
coefficient estimates. After addressing stationarity and seasonality, the order of 
the AR (p) and MR (q) terms should be identified. The primary tools for selecting 
the order are again ACF and PACF plots. ACF plot and PACF plot can be 
compared to the theoretical behavior of these plots if the order is known. It is not 
a straightforward process, and in some cases, it requires not only experience but 
also a well-conducted experimentation with alternative models as well as the 
technical parameters of ARIMA. However, in many cases empirical time series 
patterns can be sufficiently approximated using one of the five basic models that 
can be identified based on the shape of ACF and PACF. The following brief 
summary is based on practical recommendations of Pankratz (1983). 
I. One autoregressive parameter (p=l): ACF - exponential decay; PACF -
spike at lag 1, no correlation for other lags. 
II. Two autoregressive parameters (p=2): ACF - a sine-wave shape pattern 
or a set of exponential decays; PACF - spikes at lags 1 and 2, no 
correlation for other lags. 
III. One moving average parameter (q=l): ACF - spike at lag 1, no 
correlation for other lags; PACF - damps out exponentially. 
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MI. Two moving average parameters (q=2): ACF - spikes at lags 1 and 2, 
no correlation for other lags; PACF - a sine-wave shape pattern or a set of 
exponential decays. 
V. One autoregressive and one moving average parameter (p=l, q=l): 
ACF - exponential decay starting at lag 1; PACF - exponential decay 
starting at lag 1. 
The order of autoregressive (p) and moving average (q) parameters should be 
determined to produce an effective but still parsimonious model of the process. 
Parsimonious refers that it has the fewest parameters and greatest number of 
degrees of freedom among all models that fit the data. 
2) Estimation: Estimating the parameters for the ARIMA models is often related 
with solving a complex nonlinear estimation problem. Therefore, the parameter 
estimation is typically remained to a fast performing quality software program 
that fits ARIMA models. Various computer algorithms and commercial statistical 
software programs such as SAS/ETS® can be found for ARIMA estimation. The 
main approaches to fitting ARIMA models are least squares and maximum 
likelihood estimation. 
3) Diagnostic checks: This stage is to ensure that the key modeling assumptions 
are satisfied. That is, the white noise term at is assumed to follow the 
assumptions for a stationary univariate process. The residuals should be white 
noise when they are distributed normally with a constant mean and variance. In 
other words, if the residuals are systematically distributed across the series or they 
contain serial dependency, the ARIMA model is not adequate. The analysis of 
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ARIMA residuals constitutes an important test of the model. The estimation stage 
assumes that the residuals are not autocorrelated and that they are normally 
distributed. If the selected ARIMA model is appropriate for the series, the 
residuals should satisfy these assumptions. If these assumptions are not satisfied, 
it is needed to fit a more appropriate model as going back to the model 
identification step and trying to develop a better model. 
4) Forecasting: At this stage, the future time series is forecasted and confidence 
intervals for the forecasted series can be provided by the preceding ESTIMATE 
statement. 












if residuals are not white noise 
Figure 2.1 Schematics of Stationary Auto Regressive Integrated Moving Average 
(ARIMA) Model Development 
2.2 Remote Sensing 
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An overview of remote sensing and sources of remote sensing data are discussed in the 
following two subsections. 
2.2.1 Overview of Remote Sensing 
The early definition of remote sensing is the term currently used by a number of scientists 
for the study of remote features (earth, lunar, and planetary surfaces and atmospheres, 
stellar and galactic phenomena, etc.) from great distances. The broad definition of 
remote sensing is that it denotes the joint effects of employing modern sensors, data-
processing equipment, information theory and processing methodology, communications 
theory and devices, space and air-borne vehicles, and large-systems theory and practice 
for the purposes of carrying out aerial or space surveys of the earth's surface (National 
Academy of Sciences, 1970). Another definition of remote sensing is the science and art 
of obtaining information about a feature, area, or phenomenon through analyses of data 
acquired by a sensor that is not in direct contact with the target of investigation (Richie 
and Rango, 1996). Campbell (2002) redefined remote sensing with modification of 
various concepts of remote sensing. "Remote sensing is the practice of deriving 
information about the earth's land and water surface using images acquired from an 
overhead perspective, using electromagnetic radiation in one or more regions of the 
electromagnetic spectrum, reflected or emitted from the earth's surface". The 
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electromagnetic spectrum, the visible light in the electromagnetic spectrum and the 
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Figure 2.2 Electromagnetic Spectrum 
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Figure 2.4 Infrared Radiation in Electromagnetic Spectrum 
Remote sensing data consist of multiple interrelated processes, and the outline of the 
remote sensing processes is shown in Figure 2.6. When solar energy reaches physical 
features, five types of interaction are possible; transmitted, absorbed, reflected, scattered 
and emitted. The physical features are the objects on the earth's surface to observe such 
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as water, land, buildings and vegetation. Transmitted solar energy is the energy passed 
through with a change in velocity as determined by the index of refraction for the two 
media. Absorbed solar energy is the energy is given up to the physical feature through 
electron or molecular reactions. Reflected solar energy is the energy is returned 
unchanged with the angle of incidence equal to the angle of reflection. Reflectance is the 
ratio of reflected energy to that incident on a body. The wavelength reflected, not 
absorbed, determines the color of an object. Scattered solar energy is the energy changes 
its direction of energy propagation randomly. Rayleigh and Mie scatter are the two most 
important types of scatter in the atmosphere. Emitted solar energy is the re-emitted 
energy of initially absorbed energy. It usually has longer wavelengths and heats up the 
physical features. The physical features are remotely sensed that are formed as an 
instrument views the features by recording reflected or emitted electromagnetic radiation 
from the land surface. An instrument on various satellites enables one to convert the raw 
solar energy collected by the sensor to absolute units of radiance. Radiance refers to the 
flux of energy, primarily irradiant or incident energy, per solid angle leaving a unit 
surface area in a given direction. Radiance corresponds to brightness in a given direction 
toward the sensor and is often confused with reflectance, which is the ratio of reflected 
versus total power energy. Radiance is what is measured at the sensor and is somewhat 
dependent on reflectance. 
The different bands of various satellite instruments (sensors) data are used to discriminate 
between earth surface features through the development of spectral signatures. For any 
given features, the amount of emitted and reflected radiation varies by wavelength. 
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These variations are used to establish the signature reflectance fingerprint for that 
material. The basic premise of using spectral signatures is that similar objects or classes 
of objects will have similar interactive properties with electrmagnetic radiation at any 
given wavelength. Conversely, different objects will have different interactive properties. 
A plot of the collective interactive mechanisms (scattering, emittance, reflectance, and 
absorption) at wavelengths on the electromagnetic spectrum should, according to the 
basic premise, result in a unique curve, or spectral signature, that is diagnostic of the 
object or class of objects. A signature on such a graph can be defined as reflectance as a 
function of wavelength. Four such signatures are illustrated in Figure 2.5. 
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Figure 2.5 Reflectance of Various Features on the Earth 
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The remote sensing data are pictorial images; however, the images are stored in different 
digital forms that present information as numerical arrays that can be displayed and 
analyzed by computer. Meaningful use of the data needs analysis and interpretation to 
transform the data to information that can be used to apply problems in practice. For 
example, useful information about water quality, hydrology, land use, geology, and 
vegetation can be extracted by transforming of sensed data designed to disclose specific 
information from raw remote sensing image. The analyzed and interpreted data can be 
correlated with other data to disclose an interesting problem in application, such as water 
quality (monitoring) mapping, land use mapping and vegetation mapping. 
1 
Physical Features on Earth's Surface 
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Figure 2.6 Outlines of Remote Sensing Processes 
For more detailed explanation of remote sensing processes, chlorophyll is used as an 
example. Solar energy that reaches the earth is consisted of various radiation such as in 
the visible portion of the spectrum (red, green and blue band) and in the outside portion 
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of the visible spectrum (infrared and microwave). The radiation from the sun passes 
through the earth's atmosphere to reach the water's surface. Some of the radiation is 
absorbed and scattered before it reaches the water's surface. For example, blue light is 
easily scattered by the atmosphere than red light. The rest of the radiation reaches a 
water surface, and of the radiation reaching the chlorophyll on the water's surface, the 
infrared radiation will be reflected. Infrared radiation has longer wavelength than visible 
spectrum. The green band of the spectrum is reflected by a different portion of the 
chlorophyll, while blue and red light will be absorbed for use in photosynthesis. The 
absorption of red band and reflection of near infrared band is the most distinctive spectral 
characteristic of chlorophyll (Campbell, 2002; Liew et al, 1999;). The reflected solar 
energy from chlorophyll in water surface passes through atmosphere once again to reach 
a satellite sensor. This phenomenon is specifically named attenuation. Therefore, the 
returned energy recorded by sensor is different than solar energy before passing through 
the atmosphere. Some of the blue light was scattered by the atmosphere, and reaches the 
sensor without being reflected by any features on earth's surface. Red, green, blue and 
infrared have been reflected from chlorophyll, but these light returned to the sensor 
partially that differ from the portion that were blocked by the chlorophyll. The sensor 
stores these returned lights in different colors as an image with digital number. This 
image represents an examined portion of water that contains chlorophyll, but it must be 
interpreted to have practical meaning. The image storing data can be transformed into 
information through the process of image interpretation. In this stage, implicit and 
explicit knowledge is important because remote sensing images have unique 
characteristics of image presentation, unfamiliar scales and resolution, overhead view 
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from aircraft or satellite, and use of several portions of the electromagnetic spectrum. To 
interpret remote sensing image, the image needs to be correlated with other information 
such as in situ measurement of water quality. 
The water quality parameters can be quantified using remote sensing techniques. The 
application of remote sensing technique in water quality monitoring began in the 1970s 
and this early application utilized the visible and infrared segments of the electromagnetic 
spectrum. Morel and Gordon (1980) discussed three general techniques to develop 
relationship between reflectance and the concentration of substances in water: an 
empirical method, semi-empirical method and an analytical method. The measured 
reflectance is additive or exponential form of the target water quality parameter with 
empirically derived coefficients. The general equation of the empirical and semi-
empirical method is: 
Y=A+BX or Y = ABX (2.21) 
where 
Y is the measured reflectance, X is the target water quality parameter, and A 
and B are empirical coefficients. 
A statistical relationship is developed between measured spectral reflectance and in situ 
water quality parameter in the empirical method. In semi-empirical method, the spectral 
characteristic of water quality parameter is utilized in statistical analysis to aid the 
selection of best wavelength. The application of the empirical and semi-empirical 
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method is limited to the condition for the data that were collected because the relationship 
of empirical characteristic is used. The method should be used to estimate water quality 
parameters with similar conditions. In the analytical method, optical properties of water 
quality parameters are used to model spectral characteristics of water interested. 
Yang et al. (1996) developed a water monitoring model of chlorophyll a, Secchi depth 
and phosphorus using remote sensing data and in situ measurement. In this example, 
chlorophyll a model will be only discussed. Yang et al. (1996) used Satellite Pour 
l'Observation de la Terre (SPOT) data to develop a chlorophyll a monitoring model using 
a case study in the Ta-Chia River in Taiwan. The Ta-Chia River was extracted from 
SPOT image, and two SPOT bands, red and near infrared, are selected among 
multispectral SPOT bands because the bands are most suitable for the spectral 
characteristics of chlorophyll a. As mentioned earlier, there is clear inverse correlation of 
chlorophyll a in two bands; chlorophyll a reflects positively in the near infrared band 
while it absorbs the red band. A regression model was developed using the bands ratio to 
estimate chlorophyll a concentration in the river and the model was calibrated by in situ 
data. 
The water quality data acquisition by using remote sensing techniques is clearly 
distinguished from conventional data acquisition. Remote sensing has significant 
advantages comparing to conventional water quality data collection. However, it obtains 
the data indirectly using the electromagnetic spectrum. It is required that remote sensing 
data should be transformed to intended water quality data by using certain method before 
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using remote sensing data. 
Remote sensing uses the observed electromagnetic spectrum from surface object to 
signature the surface feature and its properties. Remote sensing includes aerial 
photography and satellite data, but only satellite data will be considered as remote 
sensing data in this dissertation. Over the decades modern remote sensing has been 
extended by using the/a satellite system. Various sensors can provide different 
information of properties of the earth surface by using unique reflection of solar radiation 
from objects in the earth surface. Schultz and Engman (2000) has written that 
" measurements of the reflected solar radiation give information on albedo, thermal 
sensors measure surface temperature and microwave sensors measure the dielectric 
properties and hence, the moisture content, of surface soil or snow." 
2.2.2 Sources of Remote Sensing Data 
Moderate-resolution Imaging Spectroradiometer (MODIS) 
Moderate-resolution Imaging Spectroradiometer (MODIS) is a payload scientific 
instrument launched into the earth's orbit by National Aeronautics and Space 
Administration (NASA) in 1999 on board the Terra (EOS AM) Satellite, and in 2002 on 
board the Aqua (EOS PM) satellite. The Earth Observing System (EOS) is a program of 
NASA comprising a series of artificial satellite missions and scientific instruments in the 
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earth orbit designed for long-term global observations of the land surface, biosphere, 
atmosphere, and oceans of the earth. The satellite component of the program was 
launched in 1997. The instruments record data in 36 spectral bands whose wavelenthgth 
ranges from 0.4 urn to 14.4 (am. The spatial resolutions of MODIS vary as follows: two 
bands at 250 m, five bands at 500 m and twenty nine bands at 1 km. The temporal 
resolution of the sensor isone to two days to cover the entire earth. The MODIS bands 
and their application are discussed in detail in Table 2.1. The MODIS bands are 
originally designed to produce observations in macro-scale global dynamics including 
variations in the earth's cloud cover, radiation budget and processes occurring in the 
oceans, on land, and in the lower atmosphere. 
The name Terra, the flagship of EOS, originates from the Latin word for the earth. The 
satellite was lunched from Vandenberg Air Force Base on December 18, 1999 aboard an 
Atlas HAS vehicle and began collecting data on February 24, 2000. Terra is a multi-
national NASA scientific research satellite to descending node in a near polar and sun-
synchronous orbit around the earth, meaning it scans across the entire earth's surface. A 
polar orbit is an orbit in which a satellite passes above or nearly above both poles of the 
earthbeing orbited on each revolution. It has an inclination of 90 degree or at least very 
close to a right angle to the equator. With the special exception of a polar 
geosynchronous orbit, a satellite in a polar orbit past over the equator at a different 
longitude on their predestinate orbits. Polar orbits are typically considered for earth-
mapping, earth observation, weather observation and military application such as 
reconnaissance satellites. The disadvantage of polar orbit is that it cannot observe a 
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particular point on the earth's surface stationarily from a satellite in a polar orbit. A sun-
synchronous orbit as compared to a polar orbit is a geocentric orbit that includes altitude 
and inclination. With such a combination, it can observe a feature on that orbit that 
passes over any particular point of the earth's surface at the same local solar time. The 
surface illumination angle is almost constant every time, in such a way that satellite can 
image the earth's surface in visible or infrared wavelengths. For instance, a satellite in 
sun-synchronous orbit might pass over the equator twelve times daily each time at 
approximately 3:00 p.m. local time. This happens by having the orbital plane of the orbit 
rotate approximately one degree eastward daily, to keep pace with the earth's revolution 
around the sun. 
The name Aqua originates from the Latin word for water. The satellite was launched 
from Vandenberg Air Force Base on May 4, 2002 aboard a Boeing Delta II rocket. It is 
the second major component of EOS following on Terra launched in 1999 and followed 
by Aura launched in 2004. Aqua is a multi-national NASA scientific research satellite to 
ascending node in a polar and Sun-synchronous orbit around the earth. It is designed to 
research the precipitation, evaporation and circulation of water. 
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Land Remote Sensing Satellite (Landsat) 
The Land Remote Sensing Satellite (Landsat) is a series of earth-observing satellites 
jointly managed by NASA and the U.S. Geological Survey (USGS). Since 1972, the 
Landsat Satellite series began to collect information about land surface features of the 
earth. Two Landsat satellites, Landsat 5 launched in 1984 and Landsat 7 launched in 
1999, are currently on active service. The sensed data from the Landsat satellite have 
been used for various researches related to land cover condition monitoring, geological 
and mineralogical exploration, urban growth, and cartography. Globally covered data 
from Landsat is available and the data are provided by the USGS at the cost of 
reproduction. 
Landsat 7 is the most recent satellite of the Landsat program to descending node in near-
polar and sun-synchronous satellite, and it was launched on April 12, 1999. With an 
altitude 705km (438 mi), inclination 98.2 degree and swath width 185km (115mi), it 
takesl6 days of repeat cycle with equational crossing time approximately 10:00 a.m. 
local time. The main goal of Landsat 7 is to refresh the global archive of its images, 
producung up-to-date and cloud free images. The Landsat Program is managed by 
NASA, and USGS aggregates and distributes Landsat 7 data. The NASA World Wind 
project allows 3-dimensional images from Landsat 7 and other sources to be freely 
navigated and viewed from any angle. The lifetime of Landsat 7 is five years, and the 
satellite was designed to collect and transmit up to 532 images daily. The main 
instrument on board Landsat 7 is the Enhanced Thematic Mapper Plus (ETM+), 
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replicates the capabilities of the Thematic Mapper (TM) instruments on Landsat 4 and 5. 
Main features of ETM+ are a pnachromatic band with 15m spatial resolution, full 
aperture, 5 percent absolute radiometic calibration, a thermal infrared channel with 60m 
spatial resolution and an on-board data recorder. The Landsat 7 ETM+ bands and their 
application are discussed in detail in Table 2.2. 
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Satellite Pour l'Observation de la Terre (SPOT) 
Satellite Pour l'Observation de la Terre (SPOT) is a high temporal/spatial resolution, 
optical imaging earth observing satellite program, and it runs by SPOT Image based in 
Toulouse, France. The SPOT orbit is polar and sun-synchronous. The orbit has an 
altitude of 832 kilometers, and inclination of 98.2 degree. It is part of the CNES (Centre 
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national d'etudes spatiales) that is the French space agency in the 1970s. The SPOT was 
developed by corporation partnership with the SSTC (Belgian scientific, technical and 
cultural services) and the Swedish National Space Board (SNSB). The main goals of the 
SPOT are to improve the understanding and management of the earth by exploring the 
earth's resources, observing and forecasting various phenomena such as climatology, 
oceanography, natural phenomena and monitoring human activities. The SPOT system is 
an assemblage of a series of satellites and ground facilities for satellite control, 
programming, image production and distribution. The SPOT satellites can image the 
whole earth in a day because of its constellation of satellites. Above 40 degree north and 
south latitude any point can be observed daily, while approximately 250km-wide strip 
between the two adjacent SPOT satellite orbits remains inaccessible on any given day at 
the equator. The stereo pairs of the SPOT image on the same day can be captured in 
tandem mode by using two of the three satellites in a 26 day repeat cycle. The SPOT 
satellites' optical imaging observation instruments can observe oblique views up to 
angles of 27 degrees from the satellite's vertical axis by modifying the direction of each 
optical instrument's entry mirror. These oblique observations are managed remotely by 
the ground facilities, so a specific point of interest that is not vertical to the satellite-
Using this mode, the 26 day of temporal resolution is shortened to 4 to5 days in the 
temperate zones. 
SPOT 1 was launched with Ariane 2 on February 22, 1986, and it transmitted the first 
image with a spatial resolution of 10 or 20m after two days. SPOT 2 followed SPOT 1 in 
the orbit four years later and SPOT 3 followed in 1993. These satellites' instruments are 
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equivalent including two identical High Resolution Visible (HRV) imaging instruments 
that can be operated individually or simultaneously. There are two spectral modes; 
panchromatic and multispectral. The panchromatic band has a resolution of 10m, and the 
3 multispectral bands have resolutions of 20m. The repeating temporal interval is 1 to 4 
days based on the latitude and an image swath is 3600km2. The orbit of SPOT 1 was 
lowered in 2003, it will gradually lose altitude and evenually break up in the atmosphere. 
The recorders on SPOT 2 do not function anymore, however it still produces high quality 
observations and images. SPOT 3 is not functioning anymore due to stabilization system 
failiure. SPOT 4, launched on March 24, 1998, features major upgrades comparing to the 
SPOT satellites precedent. The HRV imaging instruments was upgraded as a high-
resolution visible and infrared (HRVIR) instrument. HRVIR has one more band at mid-
infrared wavelengths (MIR, 1.58-1.75 um) that are capable for vegetation surveys, 
geological reconnaissance, and snow cover survey with a 20m spatial resolution. The 
HRVIR imaging instruments can change their modes to provide independent image 
coverage for increasing the potential number of images. Furthermore, their lifetime was 
extended from 3 to 5 years, and their telescopes and recording capacities were improved. 
SPOT 5, launched on May 3, 2002, has high resolution geometric (HRG) imaging 
instruments. SPOT 5 includes two high resolution geometrical (HRG) instruments that 
were improved from the HRVIR. Repeating temporal interval is 2 to 3 days based on the 
latitude and an image swath is 3600km2. They provide a higher resolution of 2.5 to 5m 
in panchromatic mode, 10 or 20m in multispectral mode. In addition to HRG, SPOT 5 
also carries a high resolution stereo (HRS) imaging instrument that is operating in 
panchromatic mode. The HRS can provide stereoscopic images almost simultaneously to 
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map relief because it points forward and backward of the satellite. The SPOT 5 HRS 
bands and their application are discussed in detail in Table 2.3. 
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Sea-viewing Wide Field-of-view Sensor 
SeaWiFS stands for Sea-viewing Wide Field-of-view Sensor. It is the only scientific 
instrument on SeaStar (GeoEye's OrbView-2) satellite. The SeaStar satellite, launched 
on August 1, 1997, was initiated by Orbital Sciences Corporation, and it carries the 
SeaWiFS instrument. The SeaStar satellite maintains 705 km circular, noon, sun-
synchronous orbit, and a revisite time is one day. The instrument has been specifically 
designed to monitor ocean characteristics such as chlorophyll concentration and water 
clarity. The sensor resolution is 1.1 km local area coverage (LAC), 4.5 km global area 
coverage (GAC). The SeaWiFS bands and their application are discussed in detail in 
Table 2.4. 
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SeaWiFS has scanning mechanisms to operate an off-axis folded telescope and a rotating 
half-angle mirror that is phase-synchronized with, and rotating at half the speed of, the 
folded telescope. The rotating scanning telescope, assembled with the half-angle scan 
mirror arrangement, gives a design configuration that allows a minimum level of 
polarization to be obtained, without field-of-view rotation, over the maximum scan angle 
requirement of 58.3 degree. The absence of field-of-view rotation permits the use of 
multichannel, time-delay and integration (TDI) processing in each of the eight spectral 
bands to achieve the required Signal-to-Noise Ratio (SNR). This feature makes the 
instruments smaller and lighter with a relatively small sensor collecting aperture. 
Emmited radiation is stored by the folded telescope and reflected onto the rotating half-
angle mirror. The stored radiation is then sent through dichroic beam splitters to 
differenciate the radiation into four wavelength intervals. Individual wavelength interval 
encompasses two each of the eight SeaWiFS spectral bands. SeaWiFS provides 
contiguous scan coverage at nadir from a 705 km orbital altitude with the spatial 
resolution of 1.13 km. The sensor can tilt up to 20 degree to avoid reflection from the sea 
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surface. The tiling capability of SeaWiFS is important at equatorial latitudes where glint 
from reflection makes water colour ambiguous. When the whole scanner is tilted, rather 
than partial tilting of the optical train, gurantees that the calibration, polarization, and 
angular scanning characteristics will be same for all tilting positions. Therefore, the 
ground processing will be simplified. The SeaWiFS scene-scan interval is 180 degrees 
from the normal earth oriented position. 
Advanced Very High Resolution Radiometer 
Advanced Very High Resolution Radiometer (AVHRR) is a radiation-detection imager 
that is carried on polar-orbiting NOAA satellite. This scanning radiometer can be used 
for remotely determining cloud cover and the surface temperature, and it uses six 
detectors that collect different bands of radiation wavelengths. The AVHRR bands and 
their application are discussed in detail in Table 2.5. 
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The first AVHRR, launched in October 1978, has four channels of radiometer, carried on 
TIROS-N. AVHRR/2, launched in June 1981, has five channel instruments that were 
deduced from AVHRR/1 and it was carried on NOAA-7, AVHRR/3, launched in May 
1998, is the latest instrument that has six channels and it was carried on NOAA-15. 
Currently, NOAA is operating five polar orbiters; NOAA-12, NOAA-14, NOAA-15, 
NOAA-16 and NOAA-17. NOAA-12, NOAA-14 and NOAA-15 continue transmitting 
data as stand-by satellites and NOAA-16 and NOAA-17 are classified as the operational 
satellites, AVHRR is also on boarded two polar-orbiting geostationary satellites known 
as Advanced Television Infrared Observation Satellite (TIROS-N), managed by NOAA. 
The orbits are circular, with an altitude between 830 km (morning orbit) and 870 km 
(afternoon orbit), and are sun synchronous. One satellite passes over the equator at 7:30 
a.m. local time, the other at 1:40 p.m. local time. The circular orbit allows uniform data 
acquisition by the satellite and efficient management of the satellite by the NOAA 
Command and Data Acquisition (CDA) stations. The satellites guarantee that data for 
any region of the earth are less than six hours old due to an operation of a pair satellite. 
The polar orbiters can monitor the entire earth, tracking atmospheric conditions, 
producing atmospheric data and producing cloud images. They also track weather 
conditions that gradually affect the weather and climate of the nation. The satellites 
produce visible and infrared radiometer collection that is used for radiation measurements, 
temperature profiles and imaging purposes. Three infrared bands are typically used as 
sources to identify the heat radiation of terrestrial heat and heat from water surfaces. 
Multispectral bands provide data to identify the environmental parameters of hydrology, 
meteorology and oceanography as comparing different bands. The ultraviolet sensors in 
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polar orbit are used to measure ozone levels in the atmosphere and are able to identify the 
ozone hole over Antarctica in fall. These satellites provide more than 16,000 global 
observations in a day and the massive data add valuable information for forecasting 
models, especially for remote areas, where conventional data are insufficient. 
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CHAPTER 3 
SPATIOTEMPORAL ESTUARINE WATER QUALITY 
PARAMETERIZATION 
3.1 Description of Spatiotemporal Estuarine Water Quality Parameterization 
Polluting substances may lead to deterioration of water quality such as eutrophication that 
affects most freshwater and estuarine ecosystems in the world (Dekker et al, 1995). The 
substances affecting water quality come from either point or nonpoint sources. Point 
sources contribute pollutants that can be traced to a single source, such as a pipe or a 
ditch (Ritchie and Schiebe, 2000; Thomann and Mueller, 1987). Nonpoint substances are 
more diffusive and associated with the landscape and its response to water movement and 
land use (Ritchie and Schiebe, 2000; Thomann and Mueller, 1987). Increased 
anthropogenic sources of point and nonpoint substances from urbanized, industrialized 
and agricultural activity intensive watershed directly affect the existing water quality. 
Especially, the substances from nonpoint source are a major concern of water quality 
management problem. It has been reported that "in the United States, off-site 
downstream deterioration of water quality has been estimated to cost billions of dollars 
per year. Timing, amount, and sources of pollutant transfer to water bodies are generally 
not fully understood by water resource managers responsible for developing strategies to 
control the pollutants (Ritchie and Schiebe, 2000)." 
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Monitoring and assessing the quality of water bodies such as estuaries is essential for 
preserving and restoring water quality. Conventional water quality monitoring for 
measuring parameters of water quality involves in situ measurement and/or laboratory 
array. Although the conventional method provides accurate measurements at a given 
point and time, it usually requires considerable time and resources. In addition, it does 
not provide spatially and temporally varied information of water quality that is necessary 
for effective and accurate monitoring, assessing and managing of water quality. Remote 
sensing can be a more effective tool to provide water quality data because it can provide 
less expensive and more frequent synoptic coverage compared to conventional ways. 
Numerous substances associated with water quality in estuaries such as chlorophyll, 
nutrients, turbidity, suspended sediments, dissolved organic matter (DOM) and chemicals 
can alter the energy spectra of reflected solar and/or emitted thermal radiation from water 
surface. The altered spectral signals from water surfaces are measurable by satellite 
sensors. The measured signals that contain information about the surrogate properties are 
used in mathematical modeling and analysis to infer the presence and concentration of 
substances in water. 
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3.2 Problem Description 
In this dissertation, a major objective is to develop a reliable, cost effective and time 
saving systematic method to estimate historical and future water quality parameters with 
time and space in estuary environment while the data represent in-situ characteristics. 
This problem involves developing a systematic framework to parameterize 
spatiotemporal estuarine water quality by coupling in-situ measurements that characterize 
physical water quality, and remote sensing data that provides a powerful tool for 
spatiotemporal representation of water quality. Yu et al. (2006, 2007a and 2007b) 
presented the effectiveness of coupling two sources of data (temperature and Moderate-
resolution Imaging Spectroradiometer (MODIS) data) in spatiotemporal representation of 
chlorophyll concentration in the James River estuary and also the capabilities as an 
alternative estuarine water quality monitoring tool. In this dissertation, more contributing 
components to physical estuarine water quality in addition to temperature are found to 
develop the spatiotemporal estuarine water quality parameterization model. The model 
development problem involves identifying contributing components to system, 
developing the transfer function models of the contributing components, developing a 
temperature time series model, and selecting most appropriate remote sensing data to 
estimate spatiotemporal estuarine chlorophyll concentration with less cost, time and 
resources. The model will provide an alternative tool for monitoring water quality, and 
support decision-making processes in estuaries with time and space by providing 
temporally and spatially distributed estimation of water quality. During developing the 
model, the system components that contribute to physical water quality are identified and 
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the components are modeled using time-dependent characteristics of water quality and 
interrelationship of water quality parameters with ambient water temperature. 
Furthermore, the feasibility, reproducibility and applicability of the spatiotemporal 
estuarine water quality parameterization model that employs physical system components 
and remote sensing data can be demonstrated. The components include water quality 
parameters and their time-dependent characteristics, and the each component incorporates 
with others directly or indirectly. A target water quality parameter, chlorophyll, is 
estimated by integrating the physical model of major nutrients and dissolved oxygen 
(DO), and remote sensing data. The physical models are transfer function models that 
use ambient water temperature and time-dependent characteristics of the nutrients and 
DO. The analytical model of temperature time series is developed. The time-
dependency of water quality parameters is characterized as seasonality-driven factor. 
Multiyear MODIS data is also acquired, preprocessed and analyzed. 
Figure 3.1 presents the framework of spatiotemporal estuarine water quality 
parameterization, ordered from spatiotemporal estuarine water quality parameterization 
model to its sub-components. The spatiotemporal estuarine water quality 
parameterization model integrates two major components: transfer function models and 
remote sensing data. The spatiotemporal estuarine water quality model is verified with 
either field measurements or remote sensing-based water quality estimations. In this 
dissertation, chlorophyll concentration is estimated using in-situ measurements and 
MODIS data. The transfer function model is developed using most contributing and 
relative parameters such as DO and nutrients to a target water quality parameter. The 
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transfer function model employs ambient water temperature and time-dependency of the 
parameter of the transfer function model. The ambient water temperature time series is 
developed to provide temperature systematically. Temperature provided from the time 
series model can be used as input of the transfer function model when in-situ 
measurements are not available. Time-dependency is extracted by identifying the 
parameter's seasonality and quantifying it numerically. The sensitivity of input 
parameters of the transfer function model is analyzed also. 
Among various sources of remote sensing sources, MODIS is selected because of its 
moderate spatial resolution, almost daily updated frequency, broad coverage and no cost 
for acquisition of the data. 
Post Verification of the Model using 
RS-based WQ Estimation/Field Measurement 
Spatiotemporal Estuarine WQ Estimation Model 
RS Data 
MODIS 
(Red & NIR) 
Transfer Function Models for 
WQ Parameter A, B, etc. 
Temperature & Temperature & Temperature & 
Time-dependency Time-dependency Time-dependency 
of A of B of ... 
Temperature Time Series (ARIMA) & 
Seasonal Factor Estimation for A, B and etc. 
Figure 3.1 Framework of Spatiotemporal Estuarine Water Quality (WQ) Parameterization 
Model 
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3.2.1 Transfer Function Model 
Ambient water temperature and time are common factors in water quality parameters. 
The interactions of various water quality parameters and ambient water temperature over 
time domain are shown in Figure 3.2. Physical and chemical water quality parameters 


















Figure 3.2 Interactions of Water Quality Parameters and Ambient Water Temperature 
over Time Domain 
Ambient water temperature is included in the final model as transfer functions 
representing DO and the degree of ambient water kinetic nutrient conversion. Water 
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temperature is related to ambient water quality parameters such as DO, algae growth, 
photosynthesis, water clarity, light penetration and nutrient fate. Furthermore, it is one of 
the basic parameters in water quality monitoring, so it is relatively easy to obtain the 
extensive long-term temperature data record in many locations. The ambient water 
temperature time series model is developed to provide historical missing data and 
forecasting data and to account for an underlying structure of data such as seasonality, 
trend and autocorrelation. In-situ statistical characteristics of ambient water temperature 
such as mean, variance, median, seasonality and its cycle, trend and autocorrelation will 
be identified. 
A time-dependent characteristic is usually described as temporal (weekly, monthly, 
quarterly or seasonal) fluctuation. Many water quality parameters display seasonality 
(periodic fluctuations). For example, DO reaches a peak in winter season and declines 
until reaching a minimum in summer season. Another example, water temperature, is 
highest in the summer season and lowest in the winter season. The two examples also 
present important cross-correlation between DO and temperature over time. Using a 
negative correlation of the two parameters, one parameter can be expressed by another 
parameter as transferring its correlated behavior to the other. This seasonal fluctuation 
can be converted to a numerical value, and the value is included to the final model as one 
of the transfer functions representing time-varied fluctuation. 
It was reported that the most common causes of impairment of designated uses of estuary 
in U.S. are nutrients in recent 10 years (U.S.EPA, 1998; U.S.EPA, 2000; U.S.EPA, 2002; 
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ATTAINS). To develop a transfer function model, principal nutrients that affect a target 
water quality parameter concentration significantly should be identified. DO is selected 
because it is essential and the most commonly used parameter in water quality. To select 
a nutrient for developing a transfer function model, potential (candidate) parameters of a 
transfer function model are closely examined based on various criteria: relation with 
target water quality parameter, correlation with temperature, the ease of obtaining data, 
number of data and the length of data. 
3.2.2 Water Temperature Time Series Model 
ARIMA (Box-Jenkins) approach is used to develop the water temperature time series 
model. The water temperature time series model can be used for the following purposes; 
1) It can provide missing and/or unmeasured historical data with desired temporal 
resolution instead of providing discrete point data. 
2) It can provide future data with desired temporal and spatial resolution instead 
of providing discrete point data. 
3) It can be a supplementary tool to support a water quality assessment plan by 
providing segment-wide continuous variation of water quality parameters with 
specific time. For example, Virginia Department of Environmental Quality (VA 
DEQ) planned for the assessment of chlorophyll criteria in James River and water 
clarity criteria in 2006. The coupled model of the water temperature time series 
model and the water quality estimation model can produce a complete view of 
93 
water quality parameters in specific time. 
4) It can represent site-specific characteristics and seasonal variation by using 
estimates that come from tributary-specific generated design time span 
temperature data. 
5) It can be used with other water quality parameters other than chlorophyll that 
are the target parameters in this dissertation. 
The development of the ambient water temperature time series model involves extensive 
use of in Statistical Analysis Software (SAS®), and it proceeds as follows; 
1) Data collection and fundamental statistics 
In-situ temperature is closely examined based on statistical tests in addition to 
identifying data source, number and period of data. 
2) Frequency conversion and interpolation of missing values 
The EXPAND procedure in SAS® collapses time series data into finer sampling 
intervals or aggregates time series data into wider sampling intervals. It also 
interpolates missing values in time series. When the data are converted to a 
higher frequency series, it should be done with caution. "Note that interpolating 
values of a time series does not add real information to the data as the 
interpolation process is not the same process that generated the other 
(nonmissing) values in the series. While time series interpolation can sometimes 
be useful, great care is needed in analyzing time series containing interpolated 
values." (SAS/ETS User's Guide, 1999) 
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3) Spectral Analysis 
The SPECTRA procedure in SAS® performs a spectral analysis of temperature 
time series, and it also can be used to look for periodicities or cyclical patterns in 
data. 
The SPECTRA procedure produces estimates of the spectral densities of a 
multivariate time series. Estimates of the spectral densities of a multivariate time 
series are produced using a finite Fourier transform to obtain periodograms. The 
periodogram ordinates are smoothed by a moving average to produce estimated 
spectral densities. The SPECTRA procedure can also test whether or not the data 
are white noise. 
4) ARIMA Procedure 
ARIMA model development follows identification, estimation, diagnostic check 
and forecasting procedure. The forecasted ambient water temperature by using 
developed time series model is compared with in-situ data for verification 
purposes. 
3.2.3 Remote Sensing Data 
Among various sources of remote sensing data, MODIS is selected because of its 
moderate spatial resolution, almost daily updated frequency, broad coverage and no cost 
for acquisition of the data. 
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The schematic of MODIS data acquisition is presented in Figure 3.3. 
MODIS Surface Reflectance (SR) Data 
X 
Reprojection (MRT) Subsetting (MRT) 




Masking out the Lower James River 
I 
Join MODIS Data & WQ Data 
(Red, NIR, Temperature and Chlophyll) 
Figure 3.3 Schematic of MODIS data acquisition 
The MODIS data is processed as follows: 
1) Data selection 
Among many MODIS data products, one is selected based on the spatial and 
temporal resolution. The selected MODIS data product is pre-screened by 
corresponding cloudiness and local weather condition per in-situ monitoring event. 
2) Data reprojection and conversion 
MODIS data are in a special Hierarchical Data Format - Earth Observing System 
(HDF-EOS) format that is not commonly recognized by standard Geographic 
Information System (GIS) software, its default projection, and sinusoidal 
projection. Therefore, acquired MODIS data were resampled using a nearest-
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neighbor technique in MODIS reprojection tool (MRT) and mapped to a standard 
geographic projection with a WGS84 datum that is equivalent to NAD83. 
3) Creating study area subset 
After being converted, reprojected and subsetted, MODIS data is processed to 
create an isolated (masked) image of study area using density slicing, digitizing 
and extraction in ERDAS IMAGINE software. 
4) Join the MODIS data with in-situ data is shown in Figure 3.4. 
Spatiotemporal Concurrency 
MODIS band 





MODIS & WQ Data Set 
Figure 3.4 Joining MODIS data with in-situ Water Quality Data 
The benefit and limitation of using remote sensing data in estimation of water quality in 
an estuary is as follows: 
Benefits 
1) Remote sensing imagery form an up-to-date and frequent source of water 
97 
quality information, as well as long-term time series of historical data that can be 
used to monitor spatiotemporal pattern of water quality. 
2) Unlike conventional water quality sampling, relatively rapid regional-scale 
assessments of water quality can be conducted semiautomatically. 
3) Powerful and relatively inexpensive information can be obtained in large scale. 
Limitations 
1) Cloud and haze cover can severely limit access to high-quality imagery during 
certain seasons and even can preclude image acquisition. 
2) Mixed pixel (boundary effect) and reflected light at the bottom. 
3.2.4 Spatiotemporal Estuarine Water Quality Parameterization Model 
It is a well-established fact in estuary water quality input-response systems that nutrient 
overloading and particles from highly urbanized areas and/or heavy agricultural practices 
alter ecological environment of estuaries such as encouraging algal growth. There are 
three major components that affect the growth of the phytoplankton: temperature, 
nutrients, and solar radiation (Peavy et al., 1985; Thomann and Mueller, 1987). The 
growth rate of phytoplankton increases exponentially as temperature increases under the 
condition of optimal available light and abundant nutrients. 
Figure 3.5 shows the framework of spatiotemporal estuarine water quality 
98 
parameterization, ordered from spatiotemporal estuarine water quality estimation model 
to its sub-models. The spatiotemporal estuarine water quality model integrates two major 
components: transfer function models and remote sensing data. After developing the 
spatiotemporal estuarine water quality model using the transfer function models that are 
functions of water temperature and seasonal factor, and remote sensing data (MODIS), 
the model can be post-verified using either remote sensing-based water quality estimation 
or field measurements (Figure 3.1). 
Spatiotemporal Estuarine WQ Estimation Model 
RS Data 
MODIS 
(Red & NIR) 
Transfer Function Models for 










Temperature Time Series (ARIMA) & 
Seasonal Factor Estimation for A, B and etc. 
Figure3.5 Overview of Spatiotemporal Estuarine Water Quality Model 
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3.3 Case Study 
The framework of the spatiotemporal estuarine water quality parameterization is applied 
to a case study involving the mesohaline segment in the James River estuary, Virginia to 
develop the spatiotemporal estuarine chlorophyll parameterization model. In this 
application, an economical and reliable estuarine chlorophyll estimation 
modeling/monitoring method is to be developed to parameterize spatiotemporal estuarine 
chlorophyll that produces comparative reliability and requires less resources and time 
compared to conventional or remote sensing-based water quality modeling/monitoring 
methods. The framework includes principal nutrient transfer function model 
development, seasonal factor derivation, temperature time series model development and 
MODIS data processes to support spatiotemporal representation of water quality in an 
estuary. 
General information about the James River Watershed was reported in Dauer et a/.'s 
reports (2003 and 2005) that were submitted to the Chesapeake Bay Program. The James 
River Watershed is located in the central part of Virginia, and the lowest part of 
Chesapeake Bay watershed. The entire Chesapeake Bay watershed and the James River 
Estuary are shown in Figure 3.6. It is the largest river basin in Virginia and is consists of 
many subwatersheds, which are the above the fall line (AFL) Upper James, AFL North of 
Hopewell, AFL Piedmont, AFL Richmond, AFL Swift Creek, AFL Upper Chickahominy, 
Appomattox, Lower Chickahominy, Upper Tidal James, Middle Tidal James, Lower 
Tidal James, Nansemond, and Elizabeth River/Hampton Roads. The James River begins 
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in the Alleghany Mountains and flows in a southeasterly direction for 366.93 km (228 
miles) to the Fall Line at Richmond and another 179 km (111 miles) to Hampton Roads 
where it enters the Chesapeake Bay main stem. Major tributaries to the James River are 
Craig Creek, Maury River, Tye River, Rockfish River, Slate River, Rivanna River, Willis 
Creek, Appomattox River, Chickahominy River, Pagan River, Nansemond River, and the 
Elizabeth River. 
Figure 3.6 Chesapeake Bay (CB) and the James River Estuary 
The James River Estuary is the lowest tributary in the Chesapeake Bay, and the lowest 
Chesapeake Bay Program (CBP) segments. There are four tidal water segments: the 
James River Tidal Fresh (JMSTF, the Upper James River), the James River Oligohaline 
(JMSOH, the Middle James River), the James River Mesohaline (JMSMH, the Lower 
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James River), the James River Polyhaline (JMSPH, the Mouth of the James River). 
JMSTF includes everything from the headwaters to the upper boundary with the James 
River Oligohaline segment, and it includes the mouth of the Appomattox River. The 
range of salinity in the JMSTF is 0 to 0.5 ppt and total surface area is 103.08 km2 (39.80 
mi2). JMSTF adjoins JMSOH at a boundary extending from 0.48 km (0.3 mi) 
downstream of Sloop Point on the south shore to Tettington on the north shore. JMSOH 
includes Hog Island, Surry Nuclear Power Plant, Jamestown Island, and the mouth of the 
Chickahominy River. The range of salinity in the JMSOH is 0.5 to 5 ppt and total surface 
area is 127.74 km2 (49.32 mi2). JMSOH adjoins JMSMH at the upper boundary of the 
mesohaline segment near Carter's Grove Home, about 2.01 km (1.25 mi) southeast of 
Grove Creek on the north shoreline to 1.13 km (0.7 mi) north of Hunnicut Creek, south of 
Hog Island on the southern. JMSMH includes the Warwick, Pagan, and Nansemond 
rivers, Lawnes, Chuckatuck, and Skiffes creeks, Mulberry Island (Fort Eustis), and the 
sewage waste and water treatment plant east of Carters Grove. The range of salinity in the 
JMSMH is 5 to 18 ppt and total surface area is 304.25 km2 (117.47 mi2). JMSMH 
adjoins JMSPH at a boundary extending from Newport News Point just south of Lincoln 
Park on the north shore, to the US Army Disposal Area at Craney Island on the south 
shore. The JMSPH segment covers the mouth of the river adjoining the Chesapeake Bay 
(CB) main stem. The upper boundary is approximately in the area of the Monitor 
Merrimac Bridge Tunnel. The lower boundary stretches from north of Old Point Comfort 
on the north shore, to the end of Willoughby Spit on the south shore. It adjoins the mouth 
of the Elizabeth River on the south shore. The range of salinity in the JMSPH is 18 to 30 
ppt and total surface area is 76.56 km2 (29.56 mi2). 
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The study area is the JMSMH segment in the James River in Virginia, which 
encompasses one of Chesapeake Bay segments that was designated by the EPA 
Chesapeake Bay Program Office (U.S.EPA 2003 and U.S. EPA 2005). The JMSMH 
coordinates geo-reference and narrative description is presented in the Table 3.1 (U.S. 
EPA 2005). The study area and its vicinities are shown in Figure 3.7, and the JMSMH is 
shown in Figure 3.8. 












Northwest conrner of Craney Island Disposal Area 
Newport News Point, just south of Lincoln Park 
Near Carters Grove Home, 2.01km (1.25 mi) southest of Grove Creek 
1.13 km (0.7 mi) north of Hunnicut Creek, south of Hog Island 
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Figure 3.7. Lower James River Estuary Figure 3.8. JMSMH 
The JMSMH segment is surrounded by two subwatersheds in the James River 
Watershed: the lower tidal James and Nansemond subwatersheds. The two 
subwatersheds of the JMSMH are delineated in Figure 3.10, and streams in the watershed 
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are also presented in the same figure. Complementary bathymetry in the JMSMH 
watershed is presented in Figure 3.10. The total subwatershed area in JMSMH is 1366 
km2 (527.42 mi2) and the total JMSMH surface area is 304.25 km2 (117.47 mi2) with the 
salinity range between 5 and 18 ppt. The land use of lower tidal James, Nansemond 
subwatershed and total of two subwatersheds (JMSMH subwatershed) in km2 are 
presented in Table 3.2. The impervious surfaces of lower tidal James, Nansemond 
subwatershed and JMSMH subwatershed are 14, 10 and 24 in km , and 3.80, 2.50 and 
1.76 in percentages of total area in each subwatershed, respectively. The population of 
lower tidal James, Nansemond subwatershed and JMSMH subwatershed are 166367, 
49578 and 215945 for the year 2000, and population density per km2 between three 
subwatersheds is 207, 89 and 158.55, respectively. The percentages of the individual 
land use in each subwatershed are presented in Figure 3.11. The percentages of the 
individual land use in JMSMH subwatershed are also compared with the James River 
watershed and Chesapeake Bay Watershed in Figure 3.12. The impervious surfaces of 
JMSMH subwatershed, the James River and Chesapeake Bay watershed are 24, 511 and 
3026 in km2, and 1.76, 1.90 and 1.80 in percentages of total area in each 
subwatershed/watershed, respectively. The populations of JMSMH subwatershed, the 
James River and Chesapeake Bay watershed are 215945, 2522583 and 15594241 for the 
year 2000, and population density per km2 between subwatershed/watershed is 158.55, 93 
and 91 respectively. 
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• Lower Tidal James • Nansemond • JMSMH 
Figure 3.11 Percentages of the Individual Land Use in the Lower Tidal James, 
Nansemond and JMSMH Subwatershed 
Developed Agriculture Forested Wet Land Barren Open water 
I JMSMH E3 James River 0 Chesapeake Bay 
Figure 3.12 Percentages of the Individual Land Use in the JMSMH Subwatershed, James 
River and Chesapeake Bay Watershed. 
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CHAPTER 4 
DEVELOPMENT OF TRANSFER FUNCTION MODELS AND 
SENSITIVITY ANALYSIS 
4.1 Nutrient Transfer Function Models 
In this chapter, the nutrients' transfer function models are developed. Various nutrients 
that affect chlorophyll concentration are investigated. The data sources of nutrients are 
introduced, and the characteristics of each nutrient are tested statistically. The seasonal 
factors of nutrients are derived, and the procedures of the seasonal factor derivation are 
explained in detail. 
4.1.1 In-situ Nutrient Monitoring Data 
In-situ nutrient monitoring data of orthophosphate (PO4), total phosphorous (TP), total 
nitrogen (TN) and ambient water temperature (TEMP) are obtained from four Virginia 
Department of Environmental Quality (VADEQ) Chesapeake Bay monitoring stations in 
the Chesapeake Bay Program water quality database. The Chesapeake Bay Program 
water quality database is an integration of data for 19 parameters from 49 mainstem and 
approximately 150 tributary stations for Maryland, Virginia, and the District of Columbia 
with several state agencies and universities sharing in the sampling and analysis of these 
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data. The detailed information of the data sources is presented in the Table 4.1. 











































The locations of four stations in the James River Estuary Mesohaline (JMSMH) 
watershed are shown in Figure 4.1. The stations are also shown over the bathymetry to 
present the depth of the stations (VADEQ5.2: -89m, VADEQ5.2N: -11m, VADEQ5.2S: -
8m and VADEQ5.3: -52 m). Nutrients are measured in mg/L, and temperature is 
measured in °C. The total number of observations of PO4, TP, TN and temperature are 
1086, 1158, 911 and 2585, respectively. Three nutrients and temperature are thoroughly 
examined using various criteria to select nutrients that can be used for developing the 
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Figure 4.1 Water Quality Monitoring Stations and Bathymetry in the James River Estuary 
Mesohaline (JMSMH) Watershed 
Univariate Analysis 
Univariate analysis is performed to examine principal statistics of the water quality 
parameters (PO4, TP, TN and temperature) using Unix-based Statistical Analysis System 
(SAS®) hosted in the Old Dominion University HPC SMP cluster. SAS® hosted in the 
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Old Dominion University HPC SMP cluster is used for all further statistical analysis and 
modeling in this dissertation. The results of univariate analysis of the water quality 
parameters are presented in Appendix A (A-l, A-2, A-3 and A-4). 
Univariate Analysis can provide the following (Base SAS® 9.1,3 Procedures Guide, 
2006): 
1) Descriptive statistics based on moments 
2) Calculation of median, mode, range, and quantiles 
3) Estimation of location and scale 
4) Confidence limits 
5) Extreme observations and extreme values 
6) Frequency tables 
7) Plot the data distribution 
8) Test for location and normality 
9) Goodness-of-fit tests for fitted parametric and nonparametric distributions. 
10) Histograms and optionally superimposes density curves for fitted continuous 
distributions (beta, exponential, gamma, lognormal, and Weibull) and for kernel 
density estimates 
11) Quantile-quantile plots and probability plots for various theoretical 
distributions and optionally superimposes a reference line that corresponds to the 
specified or estimated location and scale parameters for the theoretical 
distribution 
12) One-way and two-way comparative histograms, comparative quantile-quantile 
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plots, and comparative probability plots 
13) Output data sets with requested statistics, histogram intervals, and parameters 
of the fitted distributions. 
The summary of central tendency and dispersion of the water quality parameters is shown 
in Table 4.2. MAX means a maximum observation, and MIN means a minimum 
observation in each data set of the water quality parameters. All nutrients skew to the 
right such that their modes (peaks) of mounted-shape histogram are located on the left 
side of mean and median. Temperature data skew to the left such that their modes 
(peaks) of mounted shape histogram are located on the right side of mean and median. 










































The dispersion of the water quality parameters is examined and summarized to identify 
the existence of extreme outliers in Table 4.3. Qi and Q3 refer first (25 percent) and third 
(75 percent) quartile, and interquartile range (IQR) is the distance between Q3 and Qi. 
Extreme outliers over an upper bound (Qj+3IQR) can be identified by adding three times 
of IQR to Q3. Extreme outliers in a lower bound (Q1-3 IQR) can be identified by 
I l l 
subtracting three times of IQR to Qi. There are no extreme outliers in the observed PO4 
and temperature data to the both bounds. The data sets of TP and TN contain extreme 
observations to the upper bounds. MAX of TP (0.384 mg/L) is lager than the upper 
bound, 0.190 mg/L. MAX of TN (2.330 mg/L) is lager than the upper bound, 1.659 
mg/L. 



































Test a Hypothesis for Normality 
(1)P04 
Ho (null hypothesis): The random sample, PO4 came from a normally distributed 
population. 
Ha (alternative hypothesis): The random sample, PO4 did not come from a 
normally distributed population. 
Shapiro-Wilk D-statistic: /?(W<0.954649) < 0.0001 at the significance level of 5 percent 
(a=0.05). Kolmogorov-Smirnov D-statistic: p(D>0.08821) < 0.0100 at the significance 
level of 5 percent (ct=0.05). 
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The p-values of Shapiro-Wilk W-statistic and Kolmogorov-Smirnov D-statistic for 
normality test can be found in A-l. p-value is the probability of observing a sample 
statistic as extreme as the test statistic, assuming the null hypothesis is true. In other 
words, the smallest level of significance that leads to a rejection of null hypothesis with a 
given sample. As the p-value becomes smaller, the evidence against null hypothesis is 
more strengthened. It can also provide the level of assurance in the decision on either 
rejecting or not rejecting at a given level of confidence, a in comparison to the binomial 
test statistics result. The level of confidence used in a normality test is 95 percent (a 
=0.05), and p-value is compared with a specified a, 0.05. Shapiro-Wilk W-statistic is 
valid for sample size equal or greater than 3 and equal or less than 2000 (Royston, 1982). 
When the sample size is greater than 2000, p-value using Kolmogorov-Smirnov D-
statistic needs to be used. The number of observations (n) of PO4 is less than 2000 
(«=1089), and the p-value of Shapiro-Wilk W-statistic is used to test normality. Thep-
value is less than a, 0.05. There is insufficient evidence indicating that the random 
observation PO4 came from a normally distributed population. However, the number of 
observations, n, is sufficiently large («=1089); therefore, the central limit theorem can be 
applied to perform further statistical analysis. 
Montgomery et al. (2003) have illustrated the central limit theorem as follows: "The 
simplest form of the central limit theorem states that the sum of n independently 
distributed random variables will tend to be normally distributed as n becomes large. It is 
a necessary and sufficient condition that none of the variances of the individual random 
variables are large in comparison to their sum. There are more general forms of the 
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central theorem that allow finite variances and correlated random variables, and there is a 
multivariate version of the theorem." 
If random sample, x has a normal distribution, then it will be normally distributed, bell-
shaped with mean, ju and standard deviation ofcr (Eq. 4.1). 
X*IND{JU, a) (4.1) 
If samples of n measurements are repeatedly picked from a population with finite mean, 
/j and standard deviation of-r=-, then relative frequency histogram for sample means 
(x) will be approximately normally distributed, bell-shaped with mean, ju and standard 
deviation of-^= (Eq. 4.2). 
x*IND 
< 7 ^ 
•yjn 
(4.2) 
For larger datasets, the central limit theorem suggests that the statistical test (such as t-
test) will produce valid results even in the face of non-normally distributed data. The 
approximation becomes more precise and realistic as the number of the random samples, 
n increases. Daston (1995) pointed out that "there was a shift from a probability theory 
focusing on the individual man towards a probability of mass phenomena". It is also 
stated that "In many cases of practical interest, if «>30, the normal approximation will be 
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satisfactory regardless of the shape of the population. If «<30, the central limit theorem 
will work if the distribution of the population is not severely nonnormal." (Montgomery 
et al, 2003). 
(2)TP 
Ho'- The random sample, TP came from a normally distributed population. 
Ha: The random sample, TP did not come from a normally distributed population. 
Shapiro-Wilk W-statistic: p(W< 0.850943) < 0.0001 at the significance level of 5 percent 
(a=0.05). Kolmogorov-Smirnov D-statistic: p(D> 0.134055) < 0.0100 at the significance 
level of 5 percent (ct=0.05). 
The p-value for Shapiro-Wilk W-statistic and Kolmogorov-Smirnov D-statistic can be 
found in A-2. The number of observations («) of TP is less than 2000 {n-\ 132), and the 
p-value for Shapiro-Wilk W-statistic is used to test normality. The p-value is less than a, 
0.05. There is insufficient evidence to indicate that the random observation TP came 
from a normally distributed population. However, the number of observations, n, is 
sufficiently large (n=l 132); therefore, the central limit theorem can be applied to perform 
further statistical analysis. 
(3)TN 
Ho: The random sample, TN came from a normally distributed population. 
Ha: The random sample, TN did not come from a normally distributed population. 
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Shapiro-Wilk W-statistic: p(W< 0.859844) < 0.0001 at the significance level of 5 percent 
(ct=0.05). Kolmogorov-Smirnov D-statistic: p(D> 0.106174) < 0.0100 at the significance 
level of 5 percent (a=0.05). 
The p-value for Shapiro-Wilk W-statistic and Kolmogorov-Smirnov D-statistic can be 
found in A-3. The number of observation (n) of TN is less than 2000 (n=911), and the p-
value for Shapiro-Wilk W-statistic is used to test normality. The p-value is less than a, 
0.05. There is insufficient evidence to indicate that the random observation TN came 
from a normally distributed population. However, the number of observations, n, is 
sufficiently large («=911); therefore, central limit theorem can be applied to perform 
further statistical analysis. 
(4) Temperature 
Ho'. The random sample, temperature came from a normally distributed population. 
Ha: The random sample, temperature did not come from a normally distributed 
population. 
Kolmogorov-Smirnov D-statistic: /?(D>0.093534) < 0.0100 at the significance level of 5 
percent (a=0.05). 
The p-values of Kolmogorov-Smirnov D-statistic to test for normality can be found in A-
4. Shapiro-Wilk W-statistic is only valid for sample size equal or less than 2000. The 
sample size of temperature is greater than 2000 («=2,585), p-value using Kolmogorov-
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Smirnov D-statistic should be used. The p-value is less than a, 0.05. There is 
insufficient evidence to indicate that the random observation temperature came from a 
normally distributed population. However, the number of observations, n, is sufficiently 
large (n=2,585); therefore, central limit theorem can be applied to perform further 
statistical analysis. 
Plots of Nutrients over Time and Temperature 
The time series plots of PO4, TP and TN are presented in Figure 4.2, 4.4 and 4.6 
respectively to examine time-dependent behavior of the water quality parameters. Date is 
in MMDDYY format: first two digits refer month, next two digits refer day and last two 
digits refer year. Observed PO4, TP and TN are referred to as P04_0bs., TPObs. and 
TNObs. respectively. In addition to the time series plots, the nutrients are plotted 
against ambient water temperature (TEMPObs.) in Figure 4.3, 4.5 and 4.7 to identify 
correlation between nutrients and temperature. After the thorough investigation of time 
series plots of nutrients, it is found that all nutrients present the certain level of 
seasonality. PO4 presents seasonal variation most distinctively while TP and TN present 
somewhat ambiguous seasonal variation with many randomly occurred spikes. 
Furthermore, PO4 presents the most identifiable trend over increasing or decreasing 
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Figure 4.7 Variation of Observed TN (TNObs.) with Observed Temperature 
(TEMP_Obs.) 
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Figures 4.8, 4.9 and 4.10 illustrate the time-dependent characteristics and the correlation 
with temperature of nutrients synchronously. Figure 4.8 supports the previous findings 
that PO4 has stronger seasonality with trend over temperature than other two nutrients. 
PO4 has a similar yearly seasonal-pattern (shape) with temperature, but its pattern is a 
little skewed right and delayed to a later date. 





Figure 4.9 Time Series Plot of Observed Temperature (TEMPObs.) and Observed TP 
(TPObs.) 
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Figure 4.10 Time Series Plot of Observed Temperature (TEMPObs.) and Observed TN 
(TN__Obs.) 
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4.1.2 Derivation of Numerical Seasonal-Factor 
Spectral Analysis 
Spectral analysis is performed to detect seasonality/periodicity in the time series sets of 
nutrients using SAS®. Spectral analysis is a statistical analysis to identify seasonality or 
periodicity, in transformed time series. A periodogram is a graphical data analysis 
method for examining frequency-domain model of an equi-spaced time series by 
providing an estimate of the spectral density of a time series. It is based on an 
assumption that a time series is consistent with sine and cosine functions with different 
frequencies. Peaks in a periodogram of time series indicate dominant periods 
(frequencies) for underlying periodic series. A finite Fourier transform is used to produce 
a periodogram in the analysis using SAS®. Mathematical formulation of a periodogram 
of a time series can be found in Box and Jenkins (1994). 
The Fourier series model is as follows: 
zt = ao + Z (aicit + Pisu ) + et (4.3) 
i=l 
where 
cit = cos(27ftt) 
sit = sin(27fit) 
th I i 
fi is the i harmonic of the fundamental frequency —: fx\= — 
n n 
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t is time subscript, t=l,2,...,n 
q is number of frequencies in the Fourier series: q = — if n is even; q =——if 
n is odd 
a0 is the least squares estimates of the coefficient 
a, is the least squares estimates of the cosine coefficients 
Pt is the least squares estimates of the sine coefficients 
The least squares estimates of the coefficients will be 
a0=~z (4.4) 
•6 / = / 
ai=^ZjZ<c>f i = l,2, — ,q (4.5) 
n n 
bi=-Ysztsit< i = l,2, —.q (4.6) 
z t=l 
n-1 
The periodogram consists of the q = values (n is odd), and the intensity at 
frequency^, I(ft)\s expressed as follows: 
I(ft) = fa+lH
2) i = U.-.q (4.7) 
n 
The periodogram consists of the q = — values (n is even), and (4.4), (4.5), (4.6), and (4.7) 
can be used for i = 1,2, •••,q-l. I(f ) is defined as follows: 
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White noise test using Fisher's Kappa statistic and Kolmogorov-Smimov statistic is 
performed to test whether or not the data are white noise. Fisher's Kappa is the ratio of 
the largest periodogram ordinate to the average of all the ordinates, and it is designed to 
detect one sinusoidal component embedded in white noise. Fisher's Kappa of a time 
series data is compared with critical values for Fisher's Kappa statistic. Kolmogorov-
Smirnov Statistic is the ratio of the sum of periodogram ordinates from first frequency to 
/ frequency to the sum of all periodogram ordinates for individual frequency. Fisher's 
Kappa works better for a single sinusoidal embedded in white noise while Kolmogorov-
Smirnov Statistic may easily detect more general departures from the white-noise 
hypothesis over the entire range of frequencies. Kolmogorov-Smirnov Statistic can be 
compared with critical value when m is less than 30. If m is equal or greater than 30, it 
can be approximated with Equation (4.11): 
1-36 
at a, 0.05 (4.11) 4m — 1 
where 
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m=— if n is even; m = if n is odd 
2 2 
Observations in time series data should be ordered, eqi-spaced to perform spectral 
analysis using SAS®. The time series data of the water quality parameters is averaged by 
month with chronological order using the EXPAND procedure in SAS®. The monthly 
expanded and averaged nutrients are referred to as MEPO4, METP and METN. The 
summaries of the white noise test of nutrients are presented in Figures 4.11, 4.13 and 4.15. 
In the summaries, MAX(P(*)) refers the maximum periodogram ordinate, and 
SUM(P(*)) refers the sum of the periodogram ordinates. The plots of periodogram with 
period of month are shown in Figures 4.12, 4.14 and 4.16. 
(1) Monthly Expanded and Averaged P04 (MEP04) White Noise Test. 
HQ\ The random sample MEPO4 is Gaussian white noise. 
Ha: The random sample MEPO4 contains an added deterministic periodic 
component of unspecified frequency. 
Fisher's Kappa statistic is 47.734 that is larger than critical value at a, 0.05. 
When m is 100, critical value is 7.378 at a, 0.05. When m is 150, critical value is 7.832 
at a, 0.05. p-value for Kolmogorov-Smirnov test is less than 0.05 at a, 0.05. Both white 
noise test supports that random sample MEPO4 contains an added deterministic periodic 
component of unspecified frequency. After inspection of Figure 4.12, it is found that an 
annual periodic seasonality (12.25 month) is the most dominant in the MEPO4 data. 
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(2) Monthly Expanded and Averaged TP (METP) White Noise Test. 
Ho'. The random sample METP is Gaussian white noise. 
Ha: The random sample METP contains an added deterministic periodic 
component of unspecified frequency. 
Fisher's Kappa statistic is 15.302 which is larger than critical value at a, 0.05. 
p-value for Kolmogorov-Smirnov test is less than 0.05 at a, 0.05. Both white noise tests 
support that random sample METP contains an added deterministic periodic component 
of unspecified frequency. After inspection of Figure 4.14, it is found that a semi-annual 
periodic seasonality (6.02 month) is identified; however, the periodogram is multi-modal. 
It does not present distinctive peak like MEPO4. 
(3) Monthly Expanded and Averaged TN (METN) White Noise Test. 
HQ. The random sample METN is Gaussian white noise. 
Ha\ The random sample METN contains an added deterministic periodic 
component of unspecified frequency. 
Fisher's Kappa statistic is 24.100 which is larger than the critical value at a, 0.05. 
p-value for Kolmogorov-Smirnov test is less than 0.05 at a, 0.05. Both white noise tests 
support that random sample METN contains an added deterministic periodic component 
of unspecified frequency. After inspection of Figure 4.16, it is found that there is no 
noticeable peak in the periodogram even though there are some small peaks. 
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After careful investigation of the nutrients (PO4, TP, TN) using various statistical analysis, 
PO4 is recognized as the most relevant nutrient to be transfer functioned using seasonality 
(time-dependent characteristics) and temperature. The PO4 transfer function model is 
developed as a nutrient transfer function model in this dissertation. 







Fisher's Kappa: M*MAX(P(*))/SUM(P(*>) 
Kappa 41.731(32 
Bartletfs Kolmogorou-Smirnou Statistic: 
Maximum absolute difference of the standardized 
partial sums of the periodogram and the CDF of a 
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Figure 4.12 Plot of Monthly Expanded and Averaged P04 (MEPO4) Periodogram with 
Period (month) 







Fisher's Kappa: M*MflX(P(*))/SUM(P(*)) 
Kappa 15.30216 
Bartlett's Kolmogorog-Smirnou Statistic: 
Maximum absolute difference of the standardized 
partial suns of the periodogram and the CDF of a 






Figure 4.13 Summary of White Noise Test for Monthly Expanded and Averaged TP 
(METP) 
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Figure 4.14 Plot of Monthly Expanded and Averaged TP (METP) Periodogram by Period 
(month) 







Fisher-s Kappa: M*MfiX(P(*))/SUM(P(*)) 
Kappa 24.18037 
Bartlett's Kolmogorou-Smirnou Statistic: 
Maximum absolute difference of the standardized 
partial sums of the periodogran and the CDF of a 






Figure 4.15 Summary of White Noise Test for Monthly Expanded and Averaged TN 
(METN) 
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To identify and estimate seasonal components in the presence or absence of trend in PO4, 
the X-l 1 method in SAS® is used. For X-l 1 analysis, PO4 data should be either quarterly 
or monthly time series with chronological order, and monthly expanded and averaged 
PO4 (MEPO4) is used. The standard X-l 1 method also requires a minimum of three years 
of observations. Three test results to identify the presence of seasonality can be found in 
Appendix B (B-l): stable seasonality test; moving seasonality test; and combined test for 
the presence of identifiable seasonality. A one-way analysis of variance using month (in 
this dissertation) is computed to identify stable seasonality. A two-way analysis of 
variance using months and years are computed to identify seasonality when seasonality is 
evolving or moving. A combined test for the presence of identifiable seasonality is the 
two tests previously described, along with the extra test for the stable seasonality to 
detect identifiable seasonality. The estimated seasonal factor can be found also in B-l: 
seasonal factor by month and year; month-averaged seasonal factor. 
(1) Stable Seasonality Test 
H0: There is no month effect in MEPO4 data (The variances at different months 
are same). 
Ha: There is at least one month that present month effect in MEPO4 data (One or 
more variances at different months are different). 
/?(F>101.16) < 0.0001. p-value is less than 0.05. There are one or more variances of 
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MEPO4 that are different from others. 
(2) Moving Seasonality Test 
Ho: There is no effect due to years after accounting for variation due to months. 
Ha\ There is at least one year that present year effect after accounting for variation 
due to months in MEPO4 data (One or more variances at different years after 
accounting for variation due to months are different.) 
/?(F>1.66)=0.0493. p-value is slightly less than 0.05, but it is very close to a. There is 
effect due to years (such as trend) after accounting for variation due to months 
(seasonality). However, the significance level presented in B-l in both the moving and 
stable seasonality test is only approximated. MEPO4 data might not contain (yearly) 
trend while it presents definite seasonality. 
(3) A combined test for the presence of identifiable seasonality results that MEPO4 data 
presents identifiable seasonality. 
All three tests support the presence of seasonality in MEPO4 data. The averaged seasonal 
factor by month during the period from April 1987 to August 2007 is normalized by the 
maximum monthly-averaged seasonal factor by month (195.288 in October). The 
normalized seasonality factor is used as a numerical value of PO4 that presents monthly 
seasonality. Monthly averaged seasonal factor is named for SFPO4, and the normalized 
value of it is named for NSF_ P04. SF_P04 and NSF_P04 are presented in the Table 4.4. 
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The variations of NSF_P04 with NSFTEMP are shown in the Figure 4.17. 
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Figure 4.17 Variations of Normalized Monthly Averaged Seasonal Factor of Temperature 
(NSFTEMP) and Normalized Monthly Averaged Seasonal Factor of P04 (NSF_P04) 
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4.1.3 Nutrient Transfer Function Model 
General linear models are developed for the PO4 transfer function model (PO4 TFM) 
using temperature and the normalized monthly averaged seasonal factor of PO4 
(NSFPO4) using the case study in the James River Estuary Mesohaline (JMSMH). Two 
possible models are considered. The first model only considers month effect. This 
model is developed for the entire period from April 1987 to August 2007, and it is named 
as PO4 TFMEP (PO4 TFMEntire Period). The second model considers both month 
effect and a trend that is discussed in seasonality analysis. This model is developed in 
two periods (Period l:April 1987 to December 1994; Period 2:January 1995 to August 
2007), and the models are named for P04 TFM_P1 (P04 TFM_Period 1) and P04 
TFMP2 (PO4 TFM_Period 2). During general linear model development, factorial 
multicolinearities among dependent and independent variables (temperature and 
NSFPO4) were analyzed in different linearization scales (exponential and logarithmic) 
to develop different regression models. The developed PO4 transfer function models, 
their validities and quality are presented in Tables 4.5 and 4.6 in detail. Estimated PO4 
using the models are named for P04_Est. 
PO4 Transfer Function Model without Considering Trend 
Figure 4.18 represents observed PO4 (P04_Obs.) and estimated PO4 (P04_Est.) using PO4 
transfer function model developed using the data in Entire Period (PO4 TFMEP) as a 
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function of temperature. Figure 4.19 presents time Series of P04_Obs. and P04_Est. 
using P04 TFM_EP. Figure 4.20 presents time Series of P04_Obs. and +/- 95% 
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Figure 4.18 Observed P04 (P04_0bs.) and Estimated P04 (P04_Est.) using the P04 
Transfer Function Model Developed for the Entire Period (P04 TFMEP) as a Function 
of Temperature (TEMP) 
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Figure 4.19 Time Series of Observed P04 (P04_0bs.) and Estimated P04 (P04_Est.) 
using the P04 Transfer Function Model Developed for the Entire Period (P04 TFMEP) 
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Figure 4.20 Time Series of Observed P04 (P04_Obs.) and +/- 95% C.L. of Estimated 
PO4 (P04_Est.) using the PO4 Transfer Function Model Developed for the Entire Period 
(P04 TFMEP) 
PO4 Transfer Function Model with Considering Trend 
Trend can be found in Figure 4.21, and three periods can be identified (1987 to 1992, 
1993 to 1994, and 1995 to 2007). The period from 1993 to 1994 is an intermediate 
period between the 1st and 3rd periods, and it is included in the 1st period. PO4 transfer 
function models are developed for the two periods (Period 1: April 1987 to December 
1994; Period 2: January 1995 to August 2007). Figure 4.22 represents observed P04 
(P04_Obs.) and estimated P04 (P04_Est.) using the P04 transfer function model 
developed for the period 1 (P04 TFMP1) and period 2 (P04 TFM_P2) as a function of 
temperature. Figure 4.23 presents time Series of P04_Obs. and P04_Est. using P04 
TFM_P1 and P04 TFM_P2. Figure 4.24 presents time Series of P04_Obs. and +/- 95% 
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Figure 4.22 Observed P04 (P04_Obs.) and Estimated P04 (P04_Est.) using the P04 
Transfer Function Model Developed for the period 1 (P04 TFM_P1) and period 2 (P04 
TFMP2) as a Function of Temperature (TEMP) 
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Figure 4.23 Time Series of Observed P04 (P04_Obs.) and Estimated P04 (P04_Est.) 
using the P04 Transfer Function Model Developed for the period 1 (P04 TFM_P1) and 
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Figure 4.24 Time Series of Observed P04 (P04_0bs.) and +/- 95% C.L. of Estimated 
P04 (P04_Est.) using the P04 Transfer Function Model Developed for the period 1 (P04 
TFM_P1) and period 2 (P04 TFM_P2) 
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PO4 Transfer Function Models and Validation 
Model validity is tested using F-test based on p-value at a, 0.05 
HQ: All regressors (/3t-0) are zero. 
Ha: One or more (j3t *0) are not zero. 
F value indicates the level of fit of the proposed model. Approximately, if the value of 
the F value is greater than 20, it would usually indicate a good fit. 
r̂  , MSR 
F value = (4.12) 
MSE 
where 
MSR is mean square sum of regression 
MSE is mean square sum for error 
Mallow's C(p) is used to compare various regression models with different independent 
variables sets, and it support to avoid collinearity and over-fitting in the models that are 
caused by including too many variables in the models. 
SSED 
Mallow' sC(p) = —f- -n + 2p (4.13) 
where 
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SSEP is sum of squared error with p repressors 
S2 is residual mean after regression completed 
n is sample size 
Root of mean square sum for error (RMSE = yJMSE) is the standard deviation of the 
white noise (random error) term accounted in the model. Adjusted R (Adj. R ) is a 
measure of how much the proposed transfer function model can account observed PCVs 
variability. 

















Table 4.6 Quality of P04 Transfer Function Models (P04 TFM) 


























After thorough inspection of Tables 4.5 and 4.6, and Figures 4.18 to 4.24, the models 
developed in two separated period (PO4 TFMP1 and PO4 TFMP2) are selected for PO4 
transfer function model. The final PO4 transfer function models are as follows: 
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During Period 1 (April 1987 to December 1994) 
PO4=0.00U7(TEMPxNSF_PO4) + 0.01227{e
NSF-p°4) (4.14) 
During Period 2 (January 1995 to September 2007) 
P04 = 0.00128(TEMP*NSF _PO4) + 0.00638{e
NSF -p°4) (4.15) 
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4.2 Dissolved Oxygen Transfer Function Model 
In this section, the DO transfer function model is developed. The data sources of DO are 
introduced, and the characteristics of observed DO are tested statistically. The seasonal 
factor of DO is derived, and the procedures of the seasonal- factor derivation are 
explained in detail. 
4.2.1 In-situ Dissolved Oxygen Monitoring Data 
In-situ DO monitoring data and ambient water temperature are obtained from two 
sources; l)Hampton Road Sanitation District (HRSD) Chlorophyll Monitoring and 
Assessment Program (CMAP) Lower James River Region, and 2) four Virginia 
Department of Environmental Quality (VADEQ) Chesapeake Bay monitoring stations 
that monitored nutrients. CMAP that is conducted by HRSD, Virginia Beach, Virginia is 
to provide a more spatially intensive monitoring program to properly assess chlorophyll a 
criteria in addition to the existing monitoring program conducted by DEQ and 
Chesapeake Bay Program. The detailed information of the data sources is presented in 
Table 4.7. The locations of four VADEQ water quality monitoring stations are shown in 
Figure 4.1, and the sampling track of HRSD CMAP in the James River Estuary 
Mesohaline (JMSMH) is shown in Figure 4.25. The total number of observations of DO 
and temperature are 418335 and 441920, respectively. Two water quality parameters are 
closely examined to identify their characteristics that are used for developing the DO 
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transfer function model. 




































Figure 4.25 Virginia Department of Environmental Quality (VADEQ) Water Quality 
Monitoring Stations and the Sampling Track of Hampton Road Sanitation District 
(HRSD) Chlorophyll Monitoring and Assessment Program (CMAP) in the James River 
Estuary Mesohaline (JMSMH) 
Univariate Analysis 
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Univariate Analysis is performed to examine principle statistics of DO and temperature 
using SAS®. The summaries of Univariate Analysis of DO and temperature are shown in 
Appendix A (A-5 and A-6). 
The summary of central tendency and dispersion of DO and temperature is shown in 
Table 4.8. DO observations skew to the right such that its modes (peaks) of mounted 
shape histogram are located on the left side of mean and median. Temperature skews to 
the left such that its modes (peaks) of mounted shape histogram are located on the right 
side of mean and median. The dispersion of DO and temperature are examined and 
summarized to identify the existence of extreme outliers in Table 4.9. There are no 
extreme outliers in the observed temperature data set to both bounds. The data set of DO 
contains extreme observations to the upper bound. The upper bound of DO, 15.03 mg/L 
is less than MAX, 21.83 mg/L. For further analysis, the DO data set that the extreme 
outliers are removed is used. 
















































Test a Hypothesis for Normality 
(l)DO 
Ho'. The random sample, DO comes from the normally distributed population. 
Ha: The random sample, DO does not come from the normally distributed 
population. 
Kolmogorov-Smirnov D-statistic: p(D>0.154655) < 0.0100 at the significance level of 5 
percent (a=0.05). 
The p-values of Kolmogorov-Smirnov D-statistic to test for normality can be found in A-
5. The p-value is less than a, 0.05. There is insufficient evidence indicating that the 
random observation, DO comes from a normally distributed population. However, the 
number of observations, n, is sufficiently large («=418,335); therefore, CLT can be 
applied to perform further statistical analysis. 
(2) Temperature 
Ho: The random sample, temperature comes from the normally distributed 
population. 
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Ha: The random sample, temperature does not come from the normally distributed 
population. 
Kolmogorov-Smirnov D-statistic: p(D>0.125722) < 0.0100 at the significance level of 5 
percent (et=0.05). 
The p-values of Kolmogorov-Smirnov D-statistic to test for normality can be found in A-
6. The p-value is less than a, 0.05. There is insufficient evidence indicating that the 
random observation, temperature comes from a normally distributed population. 
However, the number of observations, n, is sufficiently large («=441,920); therefore, 
central limit theorem can be applied to perform further statistical analysis. 
Plot of DO over Time and Temperature 
Observed DO is plotted with temperature in Figure 4.26, and time series plots of 
observed DO and observed temperature are presented in Figure 4.27 to examine time-
dependent behavior of them. Date is in format of month, day and year order with two 
digits each (MMDDYY). Observed DO and temperature are referred to as DOObs. and 
TEMPObs. In addition to the time series plot, DOObs. is plotted with TEMPObs. in 
Figure 4.28 to present its relationship with TEMPObs. that will be one of the 
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TEMP Obs. DO Obs. 
Figure 4.28 Time Series Plot of Observed Temperature (TEMPObs.) and Observed DO 
(DO-Obs.) 
4.2.2 Derivation of Numerical Seasonal-Factor 
DO and temperature data are expanded to monthly time series with chronological order. 
Monthly expanded and averaged DO and temperature are referred to herein as MEDO 
and METEMP. 
Monthly Expanded and Averaged DO and Temperature Spectral Analysis 
(1) Monthly Expanded and Averaged DO (MEDO) White Noise Test 
HQ\ The random sample MEDO is Gaussian white noise. 
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Ha\ The random sample MEDO contains an added deterministic periodic 
component of unspecified frequency. 
Fisher's Kappa statistic is 54.643; that is larger than critical value at a, 0.05. 
When m is 100, critical value is 7.378 at a, 0.05. When m is 150, critical value is 7.832 at 
a, 0.05. p-value for Kolmogorov-Smirnov test is less than 0.05 at a, 0.05. Both white 
noise tests support that random sample MEDO contains an added deterministic periodic 
component of unspecified frequency. After inspection of Figure 4.30, it is found that an 
annual periodic seasonality (11.76 month) is the most dominant in the MEDO data. 
(2) Monthly Expanded and Averaged Temperature (METEMP) White Noise Test. 
H0: The random sample METEMP is Gaussian white noise. 
Ha\ The random sample METEMP contains an added deterministic periodic 
component of unspecified frequency. 
Fisher's Kappa statistic is 62.98432 which is larger than critical value at a, 0.05. 
When m is 100, critical value is 7.378 at a, 0.05. When m is 150, critical value is 7.832 at 
a, 0.05. p-value for Kolmogorov-Smirnov test is less than 0.05 at a, 0.05. Both white 
noise tests support that random sample METEMP contains an added deterministic 
periodic component of unspecified frequency. After inspection of Figure 4.32, it is found 
that an annual periodic seasonality (11.76 month) is the most dominant in the METEMP 






Fisher's Kappa: M*MAX(P(*))/SUM(P(*)) 
Kappa 53.64317 
Bartletfs Kolmogorou-Smirnou Statistic: 
Maximum absolute difference of the standardized 
partial sums of the periodogram and the CDF of a 
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Figure 4.30 Plot of Monthly Expanded and Averaged DO (MEDO) Periodogram by 
Period (month) 







Fisher-s Kappa: M*MAX(P(*))/SUM(P(*)) 
Kappa 62.98432 
Bartletfs Kolmogorou-Smirnou Statistic: 
Maximum absolute difference of the standardized 
partial sums of the periodogran and the CDF of a 
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Figure 4.32 Plot of Monthly Expanded and Averaged Temperature (METEMP) 
Periodogram by Period (month) 
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DO and Temperature Seasonality Analysis 
To identify and estimate seasonal components in the presence or absence of trend in DO 
and temperature, X-ll method in SAS® is used. Monthly expanded and averaged DO 
(MEDO) and monthly expanded and averaged temperature (METEMP) are used for X-ll 
analysis. Three test results to identify the presence of seasonality can be found in 
Appendix B (B-2 and B-3): stable seasonality test, moving seasonality test, and combined 
test for the presence of identifiable seasonality. The estimated seasonal factor can be 
found also in B-2 and B-3: seasonal factor by month and year and month-averaged 
seasonal factor. 
(1) Monthly Expanded and Averaged DO (MEDO) Seasonality Test 
Stable seasonality is tested by testing the following hypothesis. 
Ho: There is no month effect in MEDO data (The variances at different months 
are same). 
Ha: There is at least one month that present month effect in MEDO data (One or 
more variances at different months are different). 
j3(F>230.98) < 0.0001. p-value is less than 0.05. There are one or more variances of 
monthly DO that are different from others. 
Moving seasonality test is tested by testing the following hypothesis. 
Ho: There is no effect due to years after accounting for variation due to months. 
Ha: There is at least one year that present year effect after accounting for variation 
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due to months in MEDO data (One or more variances at different years after 
accounting for variation due to months are different.) 
/?(F>1.21)=0.2554. p-value is greater than 0.05 and there is at least one year that present 
year effect (such as trend) after accounting for variation due to months (seasonality). 
A combined test for the presence of identifiable seasonality indicates that MEDO data 
presents identifiable seasonality. 
(2) Monthly Expanded and Averaged Temperature (METEMP) Seasonality Test 
Stable seasonality is tested by testing the following hypothesis. 
Ho'. There is no month effect in METEMP data (The variances at different months 
are same). 
Ha: There is at least one month that present month effect in METEMP data (One 
or more variances at different months are different). 
/?(F>710.31) < 0.0001. p-value is less than 0.05. There are one or more variances of 
monthly temperature that are different from others. 
Moving seasonality test is tested by testing the following hypothesis. 
Ho: There is no effect due to years after accounting for variation due to months. 
Ha: There is at least one year that present year effect after accounting for variation 
due to months in METEMP data (One or more variances at different years after 
accounting for variation due to months are different.) 
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£>(F>1.26)=0.2164. p-value is greater than 0.05 and there is no effect due to years after 
accounting for variation due to months (seasonality). 
A combined test for the presence of identifiable seasonality indicates that METEMP data 
presents identifiable seasonality. 
All three tests support the presence of seasonality in monthly expanded and averaged DO 
(MEDO) and monthly expanded and averaged temperature (METEMP). The averaged 
seasonal factor by month during the period from April 1987 to October 2007 is 
normalized by the maximum averaged seasonal factor by month (140.583 in February for 
DO and 166.623 in August for temperature). The normalized factor is used as a 
seasonality of DO and temperature that present numerical value of each month's 
seasonality. Seasonal factors averaged by months are named as SF_DO and SFTEMP, 
and normalized values of them are abbreviated to NSFDO and NSF_ TEMP. The 
summary of SFDO and NSFJDO can be found is Table 4.10 and variation of NSF_DO 
can be found in Figure 4.33. The summary of SF_TEMP and NSF_TEMP can be found 
is Table 4.11 and variation of NSFTEMP can be found in Figure 4.34. 
Table 4.10 Summary of Seasonal Factor of DO (SFDO) and Normalized Seasonal 
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Figure 4.33 Variation of Normalized Seasonal Factor of DO (NSFDO) 
Table 4.11 Summary of Seasonal Factor of Temperature (SFTEMP) and Normalized 
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Figure 4.34 Variation of Variation of Normalized Seasonal Factor of Temperature 
(NSF_TEMP) 
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4.2.3 Dissolved Oxygen Transfer Function Model 
General linear models are developed for DO transfer function model using temperature 
and normalized seasonal factor of DO for the James River Estuary Mesohaline (JMSMH). 
During general linear model development, factorial multicolinearities among dependant 
and independent variables (Temperature, NSFDO and MODIS bands) are analyzed in 
different linearization scales (exponential and logarithmic) to develop different regression 
models. DO is converted to natural logarithm form (InDO). Two possible models are 
developed; each model considers the different behavior of InDO as a function of season. 
The first model is developed for all seasons (Spring, Fall, Winter), and it is named DO 
TFMAS (DO Transfer Function ModelAll Season). The second model is developed 
for three seasons separately. Spring season is from March to June, and the model in this 
season is named as DO TFMSS (DO Transfer Function ModelSpring Season). Fall 
season is from July to October, and the model in this season is named as DO TFM_FS 
(DO Transfer Function ModelFall Season). Winter season is from November to 
February, and the model in this season is named as DO TFMWS (DO Transfer Function 
ModelWinter Season). These three seasons are shown in Figure 4.35; it presents 
monthly variability of normalized seasonal factor of temperature (NSFTEMP) and 
normalized seasonal factor of DO (NSFDO). During general linear model development, 
factorial multicolinearities among the dependent and independent variables (temperature 
and NSFDO) were analyzed in different linearization scales (exponential and 
logarithmic) to develop different regression models. Dependent variable, DO is 
converted to logarithms to the base of e (InDO) to develop transfer function models. The 
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DO TFM_AS, DO TFMSS, DO TFMFS, DO TFM_WS are presented in Tables 4.12 
and 4.13 in detail. Figures 4.36 and 4.37 compare estimated InDO (/raDOEst.) using DO 
TFM_AS and using three separate models (DO TFM_SS, DO TFM_FS and DO 
TFM_WS) with observed InDO (lnDO_Obs.). 
-n--- NSF TEMP 1987-2007 —&—NSF DO_1987-2007 
Figure 4.35 Variability of Normalized Seasonal Factor of Temperature (NSFTEMP) and 
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Figure 4.36 Time Series Plot of Observed /«DO (/«DO_Obs.) and Estimated /«DO (InDO 
Est.) using DO Transfer Function Model Developed by using for All Season (DO 
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Figure 4.37 Observed lnDO (/«DO_Obs.) and Estimated lnDO (lnDO _Est.) using DO 
Transfer Function Model Developed by using for All Season (DO TFMAS) and using 
for Three Seasons (DO TFM_SS, DO TFM_FS and DO TFM_WS)as a Function of 
Temperature (TEMP) 
Table 4.12 DO Transfer Function Model 
DO TFM AS 
DOTFM SS 






























Table 4.13 Quality of DO Transfer Function Model 
DO TFM AS 
DOTFM SS 
DOTFM FS 




























After close inspection of Tables 4.12 and 4.13 and Figures 4.36 and 4.37, the models 
developed in three seasons (DO TFM_SS, DO TFMFS and DO TFMWS) are selected 
for DO transfer function model. The final DO transfer function models are as follows: 
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During Spring Season (March to June) 
In DOSpHng = -0.25282TEMP + 0.00363TEMP
2 + 0.05 687 (TEMP x NSE _ DO) 
+ 0.89829 ln(TEMP x NSF _ DO) +1.98603 NSF _DO-3.09267 In NSF _ DO 
During Fall Season (July to October) 
In D0Fall = -0.4 7835TEMP+0.00361TEMP
2 + 0.54265(TEMP x NSF _ DO) 
-7.00376 In NSF DO 
(4.16) 
(4.17) 
During Winter Season (November to February) 
lnDOWinter=-0.03634TEMP+2.65348NSF_DO-2.24238lnNSF_DO (4.18) 
160 
4.3 Sensitivity Analysis 
Sensitivity analysis enables an understanding of the way that the developed transfer 
function models of PO4 and DO respond to the input (normalized seasonal factors of PO4 
and DO, and temperature), the importance of variables and the effects of errors in inputs 
on computed outputs. The most important variables of transfer function models and the 
physical variables are most likely related to transfer function models. It can simulate the 
response of DO or PO4 corresponding to the changes of inputs such as temperature or 
long-term seasonality factor. Sensitivity analysis can provide valuable information about 
developing transfer function models model to describe the process of DO and P04, and to 
understand the sensitivity of the process to variation in the key model input variables. 
Sensitivity is the rate of change in one variable or parameter with respect to change in 
another. There are three forms of sensitivity: absolute, relative, and deviation sensitivity. 
Those sensitivities can be used depends on the intended use. 
0 = f(Fj,F2r-,Fn) (4.19) 
where 
O is a model output (DO or PO4 Concentrations). 
Ft are variables (TEMP, NSF_DO, NSFJPO4). 
The changes in O resulting from change in Ft, is given by the Taylor series: 
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f(Fi+AFi,Fj^i) = O0 +^AF( + —$&} + - (4-20) 
If the higher terms of Equation 4.20 are sufficiently small, then it can be reduced to 
f(Ft + AFt.FN#) = O0 + ̂ AF, (4.21) 
where 
O0 is the value of O at specific level of each Fi. 
Fj are variables. 
The general form of absolute sensitivity is derived from Equation 4.19 and 4.21: 
dQ0 _f(Fl+AFt,FflM)-f(F1.F2,-.Fn) 
dFt AFt
 l • } 
It has been reported that "analytical differentiation is not used extensively for evaluating 
the sensitivity of hydrology models because the complexity of most hydrological models 
precludes analytical differentiation" (McCuen, 2003). The mathematical definition of 
absolute sensitivity can be computed as a numerical approximation as follows: 
_. AO0 _ f(Ft +AFi,FJ^i)-f(Fl,F2,-,Fn) 
AF( AF,
 K • } 
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Absolute sensitivity cannot be used for the comparison of parametric sensitivities because 
values computed are not invariant to the dimensions of either input variables or output. It 
only provides qualitative information concerning the influence of parameter variation. 
Relative sensitivity can be calculated as dividing absolute sensitivity by input variables to 
numerator and model output to denominator. It provides an estimate of the relative 
change in DO or PO4 with respect to a relative change in temperature or normalized 
seasonal factors because it is invariant to the dimensions of input and output. The 
magnitude of relative sensitivity suggests the importance of input variables, and its sign 
suggests positive or negative correlation with output. The numerical approximation of 
relative sensitivity is as follows: 
R = a (424) 
Deviation sensitivity can quantify the sensitivity as the change in the output, and its 




ft (4.25) 1 
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4.3.1 PO4 Sensitivity Analysis 






i J PO. 
(4.26) 
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The relative sensitivity of PO4 to normalized seasonal factor of PO4 (NSF_ PO4) is 
expressed as follows: 







The relative sensitivity of PO4 for the temperature and normalized seasonal factor of PO4 
(NSF_ PO4) as a function of temperature in Period 1 and Period 2 is presented in Figure 
4.38 and as a function of time (DATE) in Figure 4.39. After inspection of Figures 4.38 
and 4.39, the relative sensitivity of PO4 indicates that the NSFPO4 has a significantly 
greater relative influence on variation of the estimated PO4 (PC>4_Est.) than temperature 
in both periods. In period 2, the influence of temperature to the relative sensitivity of PO4 
is increased compared to that during period 1. 
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The deviation sensitivity of PO4 to temperature is expressed as follows: 
UTEMP 




The deviation sensitivity of PO4 to normalized seasonal factor of PO4 (NSF_ PO4) is 
expressed as follows: 
DPO4 
UNSF _PQ4 
f AlnPQ4 ^ 
ANSF_P04i 
NSF_P04i (4.29) 
The deviation sensitivity plots of PO4 for the temperature and normalized seasonal factor 
of PO4 (NSF_ PO4) as a function of temperature in Period 1 and Period 2 are presented in 
Figure 4.40 and as a function of time in Figure 4.41. After inspection of Figures 4.40 and 
4.41, the deviation sensitivity of PO4 indicate that the normalized seasonal factor of PO4 
(NSF_ PO4) can make a greater change in PO4 concentration than temperature in both 
periods. In period 1, normalized seasonal factor of PO4 (NSF_ PO4) can change 
estimated PO4 (P04_Est.) numerically greater than in period 2 while temperature retains 
its ability to change PC>4_Est. 
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Figure 4.38 Relative Sensitivity Plots of PO4 for the Temperature (TEMP) and 
Normalized Seasonal Factor of P04 (NSF_ PO4) as a function of Temperature (TEMP) in 
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Figure 4.39 Relative Sensitivity Plots of PO4 for the Temperature (TEMP) and 
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Figure 4.40 Deviation Sensitivity of P04 for the Temperature (TEMP) and Normalized 
Seasonal Factor of P04 (NSF_ P04) as a function of Temperature (TEMP) in Period 1 
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Figure 4.41 Deviation Sensitivity Plots of PO4 for the Temperature (TEMP) and 
Normalized Seasonal Factor of PO4 (NSF_ PO4) as a function of Time in Period 1 and 
Period 2 
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4.3.2 DO Sensitivity Analysis 
Sensitivity analysis of DO in spring and fall is performed. The details are explained in 
this section. 









The relative sensitivity of InDO to normalized seasonal factor of DO (NSFDO) is 
expressed as follows: 
nlnDO 
KNSF DO 






The relative sensitivity of InDO for the temperature and normalized seasonal factor of 
DO (NSFDO) as a function of temperature in spring and fall is presented in Figure 4.42. 
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The deviation sensitivity of InDO to normalized seasonal factor of DO (NSFDO) is 
expressed as follows: 
nlnDO 
^NSF DO 
( AlnDO ^ 
ANSF_DOt) 
NSF_DOi (4.33) 
The deviation sensitivity of /«DO for the temperature and normalized seasonal factor of 
DO (NSFDO) as a function of temperature in spring and fall are presented in Figure 
4.43. 
After inspection of Figure 4.42, the relative sensitivity of InDO indicates that the 
temperature has slightly greater relative influence on variation of the estimated /«DO 
(/«DO_Est.) than normalized seasonal factor of DO (NSFDO) in spring season. In the 
fall season, the influence of normalized seasonal factor of DO (NSFDO) is greater than 
temperature to the relative sensitivity of estimated InDO (InDOEst.) except in 
temperatures between 22°C and 23 °C. These results agree with the results after 
inspection of deviation sensitivities (Figure 4.43). 
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Figure 4.42 Relative Sensitivity Plots of DO for the Temperature (TEMP) and 
Normalized Seasonal Factor of DO (NSF_ DO) as a function of Temperature (TEMP) in 
Spring Season and Fall Season 
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Figure 4.43 Deviation Sensitivity of DO for the Temperature (TEMP) and Normalized 
Seasonal Factor of DO (NSF_ DO) as a function of Temperature (TEMP) in Spring 
Season and Fall Season 
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CHAPTER 5 
REMOTE SENSING DATA PROCESSING AND DEVELOPMENT 
OF AMBIENT WATER TEMPERATURE TIME SERIES MODEL 
5.1 MODIS Data 
In the following subsections, the remote sensing data source and the selection of the data 
are introduced. The data processing procedures of the data are explained in detail. 
5.1.1 Data Selection 
Two seasons, spring (March, April and May) and fall (July, August and September) for 
the year 2005 and 2006 of MODIS Terra surface reflectance data are obtained from the 
MODIS website (http://edcimswww.cr.usgs.gov/pub/imswelcome/). Among various 
MODIS Terra surface reflectance data, version 4 of the MODIS/Terra Surface 
Reflectance Daily L2G Global 250m SIN Grid product, MOD09GQK, is selected. 
It is stated on the MODIS website that "The MOD09GQK is computed from bands l(red 
band) and 2 (near infrared band (NIR) band) to provide an estimate of the surface spectral 
reflectance for each band as it would be measured at ground level without interruption by 
atmospheric scattering or absorption. The MODIS surface reflectance products such as 
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MOD09GQK are processed to remove the effect of gases, aerosols, and thin cirrus clouds 
by applying various atmospheric correction algorithms during the MODIS surface 
reflectance product generation. The MODIS surface reflectance daily products such as 
MOD09GQK use the best observations during 24 hours (daily) that is determined by 
overall pixel quality and observational coverage, and they are integrated geographically 
according to corresponding 250m pointer files (MODPTQKM). MOD09GQK is in 
validated stage 1, means MOD09GQK accuracy has been estimated using a small number 
of independent measurements obtained from selected locations and time periods and 
ground-truth as of January 1 2003. MOD09GQK uncertainties are well defined over a 
range of representative conditions and it is ready for use in scientific publications." 
MOD09GQK contains data for the two MODIS bands with 250m spatial resolution, and 
the characteristics of the two bands are stated in Table 5.1. Its data type is 16-bit signed 
integer that has a theoretical range of values between -32768 and +32768, but the 
documented data range of values are between -100 and +16000 with a fill value of -
28672. To convert these values to a valid reflectance data range, each cell's value should 
be divided by 10000, and the divided values have to be stored with a float data type of 
IEEE 4 byte real. MOD09GQK is segmented into tiles (10°xl0° or 1200x1200 km at the 
equator). The summary of MODGQK bands is presented in Table 5.1. 
Table 5.1 MODGQK Bands and the Bands' Specification 
Band Name 
Band 1 (Red) 
Band 2 (NIR) 
Spectral Range (um) 
0.620-0.670 
0.841-0.876 




16-bit signed integer 
16-bit signed integer 
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MODIS data are in a hierarchical data format-Earth Observing System (HDF-EOS) 
format with sinusoidal projection. HDF is the standard data format for all NASA EOS 
data products. HDF is a multi-object file format developed at the National Center for 
Supercomputing Applications (NCSA) at the University of Illinois. 
A total of 59 MODIS images that are corresponding to field water quality monitoring 
events in spring and fall over the year 2005 and 2006 were pre-screened by 
corresponding cloudiness and local weather condition per MODIS image. Consequently, 
24 images were selected for this dissertation - fourteen images in spring season and ten 
images in fall season. The dates of the selected images are shown in Table 5.2 with 
MMDDYY format. 



























5.1.2 Data Reprojection and Conversion 
MODIS data are in a special HDF-EOS format that is not commonly recognized by 
standard GIS software, and its default projection, sinusoidal projection is equally not 
common one. Therefore, acquired MODIS data were resampled using a nearest-neighbor 
technique and mapped to a standard geographic projection with a WGS84 datum that is 
equivalent to NAD83 by using MODIS Reprojection Tool (MRT) from EOS, NASA. 
The processed MODIS images were then converted to GeoTIFF format using MRT. 
While the data were re-projected, the imageries were also subsetted with the coordinate 
of 36.7N~37.33N, 76.25W~76.96W, and MRT are shown in Figure 5.1. 
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Figure 5.1 Data Format Conversion, Reprojection and Subsetting using MRT 
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5.1.3 Creating Tidal James River Estuary Subset 
Density Slicing using NIR Band (Band 2) 
After being converted, reprojected and subsetted, MODIS data were brought into ERDAS 
IMAGINE 8.3 as a GeoTIFF or an image file to create an isolated image of the lower 
reach of the James River that includes JMSOH, JMSMH and JMSPH delineated by a 
water boundary. Using the NIR band (band 2) in May 11, 2005 imagery, the area of 
interest representing saline portion of the James River was delineated and isolated into a 
subset based on the pixel value. The NIR band in May 11, 2005 imagery was selected 
because it had the best land and water boundary distinction among imagery datasets 
based on visual comparison. 
Initially, the boundary of the lower reach of the James River and existing structures in the 
reach were identified using detect edge tool in ERDAS, and they are shown in Figure 5.2. 
The upper left box shows the original NIR band in May 11, 2005 imagery, and left box 
shows the edge enhanced image of the original NIR band. The lower right box shows the 
magnified view of the inquire box in the edge enhanced image on the left. Three 
structures are identified; James River Bridge, Merrimac Memorial Bridge-Tunnel (1-664) 
and Hampton Roads Bridge-Tunnel (1-64). There is no structure in the area in which the 
inquire box is placed; however, it appears to be something other than water. It might be 
caused by the lower water depth comparing to surrounding water. 
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Figure 5.2 Edge Detection and the Existing Structures 
The density slicing process isolated the water and land images for a selective one-
dimensional classification. The continuous gray scale of the image is sliced into a series 
of classifications based on ranges of brightness values. This slicing takes place using the 
raster attribute editor in IMAGINE 8.3. All pixels within a slice considered the same 
information class in this case separating water from land. The density slicing procedure 
is shown in Figure 5.3. The area which is colored with black on the left in Figure 5.3 is 
water, and then the water is highlighted into solid grey to slice the water (saline portion 
of the lower James River Estuary) only on the right in Figure 5.3. Zero pixel value is 
assigned to land (grey colored area) while water keeps its pixel value. An example of the 
pixel values of water and land are shown in Figure 5.4. Pixels near coastal line were not 
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included in the isolated subset due to mixed pixel conditions that could introduce 
additional bias and noise to the support model. Two additional areas were dropped from 
the isolated lower James River image due to high elevation of river bottom comparing to 
other area and an existing structure (Hampton Roads Bridge-Tunnel); one in the JMSMH 
(location: 37.12N, 76.25W, area: 3.06 km2) and one in the JMSPH that is near the 
Hampton Bridge Tunnel (location: 36.98N, 76.30W, area: 1.34 km2). 
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Figure 5.4 Pixel Values of Water vs. Land 
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Digitizing 
The density sliced water area is digitized using area of interest (AOI) tool in ERDAS. As 
successful digitizing of a grey region in Figure 5.4, the subset of water is prepared that is 
shown in Figure 5.5. 
Figure 5.5 Subset of Lower James River Estuary 
Extraction of the Study Areas 
The tidal portion of the James River Estuary is extracted using the digitized lower James 
River estuary subset from the each MODIS image using spatial analysis tools in ArcGIS. 
In Figures 5.6 and 5.7, the MODIS image before extracting and after extracting of the 
lower James River estuary is shown as an example. All MODIS images are extracted by 
following same procedures. The summarized procedures are as follows: 
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1) Extracting by using Mask in Extraction in spatial analysis tools 
2) Add MODIS band 1 first and then band 2 in input raster 
3) Add the lower James River estuary subset in feature mask data 
4) Name output raster 
Figure 5.6 MODIS Image before Extracting Lower James River Estuary 
in March 15, 2005 
Figure 5.7 MODIS Image after Extracting Lower James River Estuary in March 15, 2005 
Four false color compositions of extracted images are presented in Figure 5.8 as 
182 
examples, and they are ordered clockwise. MODIS band 2 is in red, and band 1 is in 
green and blue (RGB: Band2, Bandl, Band 1). Figure 5.8 provides qualitative 
representation of the changes of constituents such as chlorophyll and turbidity occurring 
matters in water. Obviously, the most constituents in water occur in March 16, 2006, 
then March 24, 2006 and the fewest constituents occur in April 20, 2006 among the four 
dates. 
Figure 5.8 False Color Composition of MODIS Band 1 and Band 2 
(RGB: Band2, Bandl, Band 1) 
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5.1.4 Join the MODIS Data with In-situ Water Quality Data 
The extracted MODIS data is joined with In-situ water quality data. To convert MODIS 
bands' values to a valid reflectance data range, each cell values should be divided by 
10000, and the divided values have to be stored with a float data type of IEEE 4 byte real. 
The procedures are as follows: 
1) Sample in Extraction in spatial analysis tools 
2) Add the extracted bandl and band 2 
3) Add same date of in-situ water quality data in select point feature section 
4) Name output 
5) Add X,Y data in Spatial Analysis Tools 
6) Join same date of in-situ water quality data and the geo-referenced MODIS 
data 
(7) Using field calculator, divide MODIS band 1 and band 2 by 10000 
Figure 5.9 Join the MODIS Data with In-situ water quality Data 
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5.2 Ambient Water Temperature Time Series Model 
The ambient water temperature time series model is developed. The data sources of 
temperature are introduced, and the characteristics of temperature are tested statistically. 
The seasonal factor of temperature is derived, and the procedures of the seasonal factor 
derivation are explained in detail. 
5.2.1 In-situ Ambient Water Temperature Monitoring Data 
In-situ ambient water temperature is obtained from two sources: l)Hampton Road 
Sanitation District (HRSD) Chlorophyll Monitoring and Assessment Program (CMAP) 
Lower James River Region, and 2) four Virginia Department of Environmental Quality 
(VADEQ) Chesapeake Bay monitoring stations that are monitored nutrients and DO also 
in the Chesapeake Bay Program water quality database. The detailed information of the 
data sources are presented in Table 5.3. The location of four stations and the sampling 
track of HRSD CMAP in the James River Estuary Mesohaline (JMSMH) are shown in 
Figure 4.25. The total number of observations of temperature is 441920. Temperature in 
JMSMH is closely examined to identify its characteristics that are used for developing 
the temperature time series model. 
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Ambient water temperature for the period from April 1984 to September 2007 at number 
water quality monitoring station from historical water quality data set in Chesapeake Bay 
Program. The temperature time series was converted to SAS® data set. Time series of 
original temperature data are shown in Figure 5.10. Trend of the original series appear to 
be slightly increasing. However, this needs to be tested and confirmed through 
descriptive analysis and trend modeling. 
Univariate Analysis 
Univariate analysis is performed to examine principle statistics of temperature using 
Unix-based Statistical Analysis System (SAS®) hosted in the Old Dominion University 
HPC SMP cluster. The summary of univariate procedure of temperature is shown in 
Figure 5.9. 
The summary of central tendency and dispersion of temperature is shown in Table 5.4. 
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Temperature observations skew to left so that its modes (peaks) of mounted shape 
histogram locate the right side of mean and median. The dispersion of temperature is 
examined and summarized to identify the existence of extreme outliers in Table 5.4. 
There are no extreme outliers in the observed temperature (TEMPObs.) data set to both 
bounds. 






























Test a Hypothesis for Normality 
(1) Temperature 
Ho'. The random sample, temperature comes from the normally distributed 
population. 
Ha: The random sample, temperature does not come from the normally distributed 
population. 
Kolmogorov-Smirnov D-statistic: jp(D>0.125722) < 0.0100 at the significance level of 5 
percent (a=0.05). 
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The p-values of Kolmogorov-Smirnov D-statistic to test for normality can be found in A-
6. The p-value is less than a, 0.05. There is insufficient evidence indicating that the 
random observation temperature comes from a normally distributed population. 
However, the number of observation, n, is sufficiently large («=441,920); therefore, 
central limit theorem can be applied to perform further statistical analysis. 
Plot of Temperature over Time 
Time series plot of temperature is presented in Figure 5.10 to examine time-dependent 
behavior of it. Date is in format of month, day and year order with two digits each 
(MMDDYY). Observed temperature is named for TEMPObs. and weekly expanded 
temperature is named for WETEMP. Time series plot of TEMPObs. and WETEMP are 





Figure 5.10 Time Series Plot of Observed Temperature (TEMPObs.) 
D TEMP Obs. • "WETEMP 
Figure 5.11 Time Series Plot of Observed Temperature (TEMPObs.) and Weekly 
Expanded Temperature (WETEMP) 
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Temperature Spectral Analysis 
(1) Weekly Expanded Temperature (WETEMP) White Noise Test. 
HQ\ The random sample weekly expanded temperature is Gaussian white noise. 
Ha: The random sample weekly expanded temperature contains an added 
deterministic periodic component of unspecified frequency. 
Fisher's Kappa statistic is 445.8 that is larger than critical value at a, 0.05. 
When m is 500, critical value is 9.123 at a, 0.05. When m is 700, critical value is 9.473 
at a, 0.05. p-value for Kolmogorov-Smirnov test is less than 0.05 at a, 0.05. Both 
white noise tests support that random sample WETEMP contains an added deterministic 
periodic component of unspecified frequency. After inspection of Figure 5.13, it is found 
that an annual periodic seasonality (51.3 week) is the most dominant in the WETEMP 
data. 







Fisher"s Kappa: M*MftX(P(*))/SUM(P(*)) 
Kappa 445.75*18 
Bartlett's Kolmogorou-Smirnou Statistic: 
Maximum absolute difference of the standardized 
partial sums of the periodogram and the CDF of a 
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Figure 5.13 Plot of Weekly Expanded Temperature (WETEMP) Periodogram 
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Temperature Seasonality Analysis 
To identify and estimate seasonal components in the presence or absence of trend in 
temperature, X-ll method in SAS® is used. Temperature data is expanded to monthly 
time series with chronological order, and it is named for METEMP. Figure 5.14 presents 
three test results to identify the presence of seasonality: stable seasonality test; moving 
seasonality test; and combined test for the presence of identifiable seasonality. The 
estimated seasonal factor can be found also in Figure 5.14: seasonal factor by month and 
year; month-averaged seasonal factor. 
(1) Monthly Expanded Temperature (METEMP) Seasonality Test 
Stable seasonality is tested by testing the following hypothesis. 
Ho'. There is no month effect in monthly expanded temperature data (The 
variances at different months are same). 
Ha\ There is at least one month that present month effect in monthly expanded 
temperature data (One or more variances at different months are different). 
p(F>710.31) < 0.0001. p-value is less than 0.05. There are one or more variances of 
monthly TEMP that are different from others. 
Moving seasonality test is tested by testing the following hypothesis. 
HQ: There is no effect due to years after accounting for variation due to months. 
Ha: There is at least one year that present year effect after accounting for variation 
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due to months in monthly expanded temperature data (One or more variances at 
different years after accounting for variation due to months are different.) 
/?(F>1.26)=0.2164. p-value is greater than 0.05, and there is no effect due to years after 
accounting for variation due to months. 
A combined test for the presence of identifiable seasonality indicates that monthly 
expanded temperature data presents identifiable seasonality. 
All three tests support the presence of seasonality in monthly expanded temperature data. 
The averaged seasonal factor by month during the period from April 1987 to October 
2007 is normalized by the maximum averaged seasonal factor by month (166.623 in 
August). The normalized factor is used as a seasonality of temperature (TEMP) that 
present numerical value of each month's seasonality. Seasonal factors averaged by 
months are abbreviated to SF_TEMP, and normalized values are abbreviated to NSF_ 
TEMP. The summary of SFTEMP and NSF_TEMP can be found in Table 5.5, and 
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The X11 Procedure 
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Figure 5.14 X-l 1 of Monthly Expanded Temperature (METEMP) in mg/L 
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Figure 5.15 Variation of Normalized Seasonal Factor of Temperature (NSFTEMP) 
5.2.2 Temperature Time Series Model from 1987 to 2006 
The temperature time series model is developed by following the ARIMA procedure 
using SAS®. Weekly expanded temperature (WETEMP) and moving averaged-
WETEMP from 1987 to 2006 are used for developing the temperature ARIMA model. 
Temperature data in 2007 is not included, and it is used for verification for proposed 
temperature time series model. Moving averaged-WETEMP is averaged with current 
WETEMP and WETEMPs in a specified period, and it is named for 
WETEMP_MA(Specified Period). For example, WETEMPMA1 means that the 
average weekly expanded temperature of current week weekly expanded temperature, 
and 1 week prior weekly expanded temperature replaces the current weekly expanded 
temperature for the ARIMA development procedure. The procedures of ARIMA model 
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development using SAS® are explained well in the SAS/ETS User's Guide, 1999 as 
follows: "Using the IDENTIFICATION statement, original data is read, differencing the 
data if necessary, and computed autocorrelations, inverse autocorrelations, partial 
autocorrelations, and cross correlations. Stationary test is performed to determine if 
differencing is necessary. The analysis of the IDENTIFY statement output usually 
suggest one or more ARIMA model that could be fit. Options also are available to test 
for stationary and tentative ARMA order identification. Estimation and Diagnostic 
Checking Stage: In this stage, the ESTIMATE is used to specify the ARIMA model to fit 
to the variable specified in the IDENTIFY stage. And the parameters of the model are 
estimated. Diagnostic statistics are also provided to support if the model is appropriate or 
not. Significant test for parameter estimates provides ideas about necessarity of terms in 
the model. Goodness-of-fit statistics help in comparing this model to others. Test for 
white noise residuals means if the residual time series contains additional information 
that might be utilized by a more complex model. The OUTLIER statement checks if the 
current model includes for all the variation in the series. If the diagnostic tests indicate 
problems with the model, another model should be tested as repeating the estimation and 
diagnostic check. FORECAST statement is used to forecast values of the selected time 
series model and to generate confidential interval for the forecasts." (SAS/ETS User's 
Guide, 1999) 
Initially, the temperature time series model is developed using weekly expanded 
temperature (WETEMP) and moving averaged-weekly expanded temperature with lag # 
(WETEMP_MA#) in entire months in a year (January to December); however, none of 
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the proposed models satisfy the autocorrelation check of residuals in a diagnostic 
checking stage. The temperature time series model presented in this dissertation is the 
model using WETEMP and WETEMP_MA# from March to December, and the number 
of weeks in a year is 44 weeks instead of 52 weeks. Furthermore, WETEMP using the 
WETEMP time series model forecasts WETEMP from March to December. 
First, temperature time series model is developed using WETEMP from March to 
December in 1987 to 2006; however, none of the proposed models satisfy the 
autocorrelation check of residuals in a diagnostic checking stage. The temperature time 
series model is presented in the following section is the model using moving averaged 
temperature with lag 1 of weekly expanded temperature (WETEMPMA1) from March 
to December in 1987 to 2006. White noise test and spectral analysis are redone using 
WETEMP_MA1 data set that covers from March to December. 
Moving Averaged-Weekly Expanded Temperature with Lag 1 (WETEMPJVIA1) 
White Noise Test (from March to December) 
HQ: The random sample WETEMPMA1 is Gaussian white noise. 
Ha: The random sample WETEMPMA1 contains an added deterministic 
periodic component of unspecified frequency. 
Fisher's Kappa statistic is 376.89 that is larger than critical value at a, 0.05. 
197 
When m is 400, critical value is 8.889 at a, 0.05. When m is 500, critical value is 9.123 
at a, 0.05. p-value for the Kolmogorov-Smimov test is less than 0.05 at a, 0.05. Both 
white noise tests support the idea that random sample WETEMP_MA1 contains an added 
deterministic periodic component of unspecified frequency. After inspection of Figure 
5.17, it is found that an annual periodic seasonality (43.7 month) is the most dominant in 
theWETEMP MAI data. 
The SPECTRA Procedure 




Fisher"s Kappa: (M-1)*Max(P(*))/Sum(P(*)) 
Kappa 376.8856 
Bartlett's Kolmogorou-Smirnou Statistic: 
Maximum absolute difference of the standardized 
partial sums of the periodogram and the CDF of a 





Figure 5.16 White Noise Test for Moving Averaged-Weekly Expanded Temperature with 
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Figure 5.17 Plot of Moving Averaged-Weekly Expanded Temperature with Lag 1 
(WETEMPMA1) Periodogram (from March to December) 
Identification 
Autocorrelation of moving averaged-weekly expanded temperature with Lag 1 
(WETEMP_MA1) is presented in Figure 5.18, and identifiable yearly seasonality that 
should be treated can be found in Figure 5.18. Autocorrelation check for white noise is 
presented in Figure 5.19, and the result presents the existence of correlation should be 
considered at a, 0.05. Argument Dickey-Fuller Unit Root Tests are performed to assure 
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Figure 5.18 Autocorrelation before Differentiation with Lag 43 
To handle seasonality and trend, WETEMPMA1 is differentiated with lag 43, and it is 
named for WETEMP_MA1(43). Autocorrelation check for white noise after 
differentiation with lag 43 is presented in Figure 5.21, and the result presents the 
existence of correlation should be considered at a, 0.05. Argument Dickey-Fuller Unit 
Root Tests after differentiation with lag 43 are performed to assure stationarity, and the 
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Figure 5.19 Autocorrelation Check for White Noise before Differentiation with Lag 43 
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Figure 5.22 Argument Dickey-Fuller Unit Root Tests after Differentiation with Lag 43 
Estimation and Diagnostic Checking Stage 
Two ARIMA models using the differentiated value with lag 43 of the moving averaged 
with lag l of weekly expanded temperature (WETEMPJVlAl(43)) are developed to 
estimate parameters. The orders of two models are as follows: 
1) ARIMA (P=(l)(43), Q=(2)): Autoregressive order, P is lag l and lag 43. 
Moving average order, Q is lag l and lag 2. This model is seasonal ARMA model, 
and the model is presented in Eq. 5.1. The validity of the parameters is shown in 
Figure 5.23, and they are all valid at a, 0.05. 
2) ARIMA (P=4): Autoregressive order, P is from lag 1 to lag 4. This model is 
seasonal AR model and the model is presented in Eq. 5.2. The validity of the 
parameters is shown in Figure 5.25, and they are all valid at a, 0.05. 
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The results of autocorrelation check for residual using two models are shown in Figures 
5.24 and 5.26, and there is no further correlation left in residuals at a, 0.05. ARIMA 
(P=(l)(43), Q=(2) can explain all periodic correlation up to over a year (48 weeks). 
ARIMA (P=4) can explain all periodic correlation up to 42 weeks. 
(1-B«)WETEMP_MA^ J ' t ^ ^ ^ J j , a, (1-0.6951 IB1)(1 + 0.3 5289 B43 ) (5.1) 
i43 (1 - B" )WETEMP_MAlt = 
1 




































Figure 5.23 Conditional Least Squares Estimation ARIMA(P=(l)(43),Q=2) 
using the Differentiated Value with Lag 43 of the Moving Averaged-Weekly Expanded 
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Figure 5.24 Autocorrelation Check for Residuals ARIMA(P=(1)(43),Q=2) using 




































Figure 5.25 Conditional Least Squares Estimation ARIMA(P=4) 
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Figure 5.26 Autocorrelation Check for Residuals ARIMA(P=4) 
using WETEMP_MA1(43) (March to December in 1987 to 2006) 
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year 2007, and it is plotted with WETEMP in 2007 to verify the quality of the models. 
The time series plot of WETEMP and forecasted WETEMP using ARIMA (P=(l)(43), 
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Figure 5.27 Time Series Plot of Weekly Expanded Temperature (WETEMP) and 
Forecasted Weekly Expanded Temperature using ARIMA(P=(1)(43),Q=2) and 
ARIMA(P=4) in 2007 
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5.2.3 Temperature Time Series Model from 1987 to 2007 
The reliabilities of temperature time series models are shown in section 5.2.2 and 
temperature time series models are updated to include 2007 temperature data. The 
temperature time series model is developed using weekly expanded temperature 
(WETEMP) from March to December in 1987 to 2007; however none of the proposed 
models satisfy the autocorrelation check of residuals in a diagnostic checking stage. The 
temperature time series model presented in the following section is the model using 
moving averaged temperature with lag 1 of weekly expanded temperature 
(WETEMP_MA1) from March to December in 1987 to 2007. The white noise test and 
spectral analysis are redone using WETEMPMA1 data set that covers March to 
December. 
Identification 
Autocorrelation of moving averaged temperature with lag 1 (WETEMPMA1) is 
presented in Figure 5.28, and identifiable yearly seasonality that should be treated can be 
found in that figure as well. Autocorrelation check for white noise is presented in Figure 
5.29, and the result presents the existence of correlation should be considered at a, 0.05. 
Argument Dickey-Fuller Unit Root Tests are performed to assure stationarity, and the 
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Figure 5.28 Autocorrelation before Differentiation with Lag 43 
To handle seasonality and trend, the moving averaged-weekly expanded temperature with 
lag 1 (WETEMPJV1A1) is differentiated with lag 43, and it is named for the 
differentiated value with lag 43 of the moving averaged-weekly expanded temperature 
with lag 1 (WETEMP_MA1(43)). Autocorrelation check for white noise after 
differentiation with lag 43 is presented in Figure 5.31, and the result presents the 
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existence of correlation should be considered at a, 0.05. Argument Dickey-Fuller Unit 
Root Tests after differentiation with lag 43 are performed to assure stationarity, and the 
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Figure 5.32 Argument Dickey-Fuller Unit Root Tests after Differentiation with Lag 43 
Estimation and Diagnostic Checking Stage 
Two ARIMA models using WETEMP_MA1(43) are developed to estimate parameters. 
The orders of two models are as follows: 
1) ARIMA (P=(l)(43), Q=(2)): Autoregressive order, P is lag 1 and lag 43. 
Moving average order, Q is lag 1 and lag 2. This model is seasonal ARMA model 
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and the model is presented in Eq. 5.3. The validity of the parameters is shown in 
the Figure 5.33, and they are all valid at a, 0.05. 
2) ARIMA (P=4): Autoregressive order, P is from lag 1 to lag 4. This model is 
seasonal AR model and the model is presented in Eq. 5.4. The validity of the 
parameters is shown in the Figure 5.35, and they are all valid at a, 0.05. 
The results of autocorrelation check for residual using the two models shown in Figures 
5.34 and 5.36, and there are no further correlations left in residuals at a, 0.05. ARIMA 
(P=(l)(43), Q=(2) can explain all periodic correlation up to over a year (48 weeks). 
ARIMA (P=4) can explain all periodic correlation up to 42 weeks. 
(1-B43)WETEMP MAlt= 0^^+0.17846B
2 ) 
(1-0.68883B1 )(1 + 0.3521B43) (5.3) 
(1 - B43 )WETEMP_MAlt = 
1 
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Figure 5.33 Conditional Least Squares Estimation ARIMA(P=(1)(43),Q=2) 
the Differentiated Value with Lag 43 of the Moving Averaged-Weekly Expanded 

























































































Figure 5.34 Autocorrelation Check for Residuals ARIMA(P=(1)(43),Q=2) 
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Figure 5.35 Conditional Least Squares Estimation ARIMA(P=4) 
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Figure 5.36 Autocorrelation Check for Residuals ARIMA(P=4) 
using WETEMP_MA1(43) (March to December in 1987 to 2007) 
Forecast 
Weekly expanded temperature (WETEMP) using two proposed models is forecasted for 
year 2008. The time series plot of WETEMP and forecasted WETEMP using ARIMA 
(P=(l)(43), Q=(2)) and ARIMA (P=4) is presented in Figure 5.37. 
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Figure 5.37 Time Series Plot of Weekly Expanded Temperature (WETEMP) and 
Forecasted Weekly Expanded Temperature using ARIMA(P=(1)(43),Q=2) and 
ARIMA(P=4) in 2008 
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CHAPTER 6 
SPATIOTEMORAL ESTUARINE CHLOROPHYLL 
PARAMETERIZATION MODEL 
6.1 In-situ Chlorophyll Monitoring Data 
Continuous track monitoring data of chlorophyll concentration and ambient water 
temperature in the James River Estuary Mesohaline (JMSMH) was monitored 
periodically in spring and fall in 2005, 2006 and 2007 under the Hampton Road 
Sanitation District (HRSD) Chlorophyll Monitoring and Assessment Program (CMAP) in 
the Lower James River Region by the Hampton Roads Sanitation District (HRSD) in 
Virginia Beach, Virginia. Spring season is from March to May, and fall season is from 
July to September. Weekly monitored- chlorophyll concentration and temperature have 
been monitored in JMSMH by using multi-sensor water quality probes over an eighteen 
month period during 2005, 2006 and 2007. The summary of HRSD CMAP chlorophyll 
and temperature monitoring data is shown in Table 6.1. Sampling tracks of HRSD 
CMAP over JMSMH are shown in Figure 6.1, and the total sampling track length is 
162.9 km. 
There were five quality assurance stations in JMSMH, and chlorophyll samples were 
collected in replicates from these stations. The measured chlorophyll concentrations 
from multi-sensor water quality probes were first verified and corrected with empirical 
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HRSD regressional relationships previously developed with instrumental readings of 
chlorophyll to laboratory extracted chlorophyll a concentration. In this dissertation, 
chlorophyll is not converted to chlorophyll a using the regression model developed by 
HRSD, and it is used only after removing errors in reading of instruments to do further 
analysis. Chlorophyll concentration is in |jg/L and temperature is in °C. 
Time series plots of chlorophyll using three data sets (including both seasons of spring 
and fall, spring season only and fall season only) are presented in Figure 6.2. 
Chlorophyll is either averaged or median over time (dates), and they are named as AChl 
and MChl respectively. The distinctive peak concentrations of average chlorophyll and 
median chlorophyll are marked as a triangle (a triangle with a lighter color line is average 
chlorophyll; a triangle with a darker color line is median chlorophyll). It is found that the 
concentration in spring is higher and algae blooms in this season occur more frequently 
than in fall. Also, Figure 6.2 provides the information that high concentration of 
chlorophyll occurs prevalently in JMSMH or locally occurs. For example, chlorophyll in 
spring is high at both peaks in March 06, 2006 and March 16, 2006; however, their 
prevalence over JMSMH might be different. In March 06, 2006, average chlorophyll and 
median chlorophyll are very high (exceeding an upper bound of extreme outliers (23.5 
|jg/L)), and the difference between average chlorophyll and median chlorophyll is not 
high. It is found that high chlorophyll concentration occurs in JMSMH extensively. 
Compared to this, the average chlorophyll and median chlorophyll in March 16, 2006 
exceeds the upper bound of extreme outliers, but the average is much higher than median 
chlorophyll. It might indicate that the extremely high concentration of chlorophyll can be 
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found locally even though the chlorophyll is higher than other dates. 
Average chlorophyll and median chlorophyll are plotted with temperature in Figure 6.3, 
and their peak concentrations are marked the same way in Figure 6.2. More frequent 
algae blooms and higher concentration in spring can be also identified in Figure 6.3. The 
peak average chlorophyll (AChl) and median chlorophyll (MChl) occur around 7 °C. 
High chlorophyll can be identified around 7 to 8 °C and around 11 to 13 °C. 
Table 6.1 Summary of Hampton Road Sanitation District (HRSD) Chlorophyll 
Monitoring and Assessment Program (CMAP) Chlorophyll and Temperature (TEMP) 
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Fall (July to September) 
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2005 to 2007 
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Figure 6.2 Time Series Plots of Average and Median Chlorophyll (AChl, MChl) in 
Spring and Fall from 2005 to 2007 
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Figure 6.3 Average and Median Chlorophyll (AChl, MChl) with Temperature (TEMP) in Spring 
and Fall from 2005 to 2007 
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In this research study, 24 monitoring events are selected among 59 monitoring events in 
2005 and 2006 (14 events in spring season and 10 events in fall season). The summary of 
selected HRSD CMAP chlorophyll and temperature monitoring data is shown in Table 
6.2. Time series plots of chlorophyll using three data sets (including both seasons of 
spring and fall, spring season only and fall season only) are presented in Figure 6.4. The 
peak concentrations of average chlorophyll and median chlorophyll are marked the same 
way in Figure 6.2. It is found that the concentration in spring is higher and algae blooms 
occur more frequently than in fall. Also, Figure 6.4 supports the finding in March 16, 
2006 using Figure 6.2 that the average chlorophyll (AChl) and median chlorophyll 
(MChl) is high, but average chlorophyll was much higher than median chlorophyll in 
March 16, 2006. It might indicate that the extremely high concentration of chlorophyll 
can be found locally even though the chlorophyll is higher than other dates. Average 
chlorophyll and median chlorophyll are plotted with temperature in Figure 6.5, and more 
frequent algae blooms and higher concentrations can be also found in Figure 6.5. The 
peak Average chlorophyll (AChl) and median chlorophyll (MChl) occur around 7 to 8 °C 
and around 12 to 13 °C. 
Table 6.2 Summary of Selected Hampton Road Sanitation District (HRSD) Chlorophyll 
Monitoring and Assessment Program (CMAP) Chlorophyll and Temperature (TEMP) 
Monitoring Data in the James River Estuary Mesohaline (JMSMH) 
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Figure 6.4 Time Series Plots of Average and Median Chlorophyll (AChl, MChl) in 
Spring and Fall from 2005 to 2006 
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Figure 6.5 Average and Median Chlorophyll (AChl, MChl) with Temperature (TEMP) in Spring 
and Fall from 2005 to 2006 
6.1.1 Univariate Analysis 
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Univariate analysis is performed to examine principal statistics of chlorophyll using 
SAS®. The summaries of univariate procedure of chlorophyll in two seasons together 
and each season are shown in Appendix C (C-l, C-4 and C-7). 
The summary of central tendency and dispersion of chlorophyll is shown in Table 6.3. 
Temperature observations skew to the right such that their modes (peaks) of mounted 
shape histogram are located on the left side of mean and median. The dispersion of 
chlorophyll is examined and summarized to identify the existence of extreme outliers in 
Table 6.3. There are extreme outliers in the observed chlorophyll (Chl_Obs.) data set to 
the upper bound. 
Table 6.3 Summary of Central Tendency and Dispersion of Chlorophyll (Chi) 
Chi in Spring & Fall 
Chi in Spring 
Chi in Fall 
Chi in Spring & Fall 
Chi in Spring 






















































Test a Hypothesis for Normality 
(1) Chlorophyll in Spring and Fall 
HQ: The random sample, chlorophyll comes from the normally distributed 
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population. 
Ha'- The random sample, chlorophyll does not come from the normally distributed 
population. 
Kolmogorov-Smirnov D-statistic: p(D>0.346854) < 0.0100 at the significance level of 5 
percent (a=0.05). 
The p-values of Kolmogorov-Smirnov D-statistic to test for normality can be found in C-
1. The p-value is less than a, 0.05. There is insufficient evidence indicating that the 
random observation, chlorophyll comes from a normally distributed population. 
However, the number of observations, n, is sufficiently large (n=l05,545); therefore, the 
central limit theorem can be applied to perform further statistical analysis. 
(2) Chlorophyll in Spring 
Ho'. The random sample, chlorophyll comes from the normally distributed 
population. 
Ha: The random sample, chlorophyll does not come from the normally distributed 
population. 
Kolmogorov-Smirnov D-statistic: /?(D>0.33842) < 0.0100 at the significance level of 5 
percent (a=0.05). 
The p-values of Kolmogorov-Smirnov D-statistic to test for normality can be found in C-
223 
4. The p-value is less than a, 0.05. There is insufficient evidence indicating that the 
random observation, chlorophyll comes from a normally distributed population. 
However, the number of observations, n, is sufficiently large («=65,206); therefore, the 
central limit theorem can be applied to perform further statistical analysis. 
(3) Chlorophyll in Fall 
Ho: The random sample, chlorophyll comes from the normally distributed 
population. 
Ha: The random sample, chlorophyll does not come from the normally distributed 
population. 
Kolmogorov-Smirnov D-statistic: /?(D>0.273372) < 0.0100 at the significance level of 5 
percent (a=0.05). 
The p-values of Kolmogorov-Smirnov D-statistic to test for normality can be found in C-
7. The p-value is less than a, 0.05. There is insufficient evidence indicating that the 
random observation, chlorophyll comes from a normally distributed population. 
However, the number of observations, n, is sufficiently large (n=40,339); therefore, the 
central limit theorem can be applied to perform further statistical analysis. 
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6.1.2 Chlorophyll Spectral Analysis 
Monthly Expanded Median Chlorophyll White Noise Test. 
The median of monthly expanded chlorophyll is named MEMChl. 
Ho: The random sample, monthly expanded median chlorophyll, is Gaussian 
white noise. 
Ha: The random sample, monthly expanded median chlorophyll, contains an 
added deterministic periodic component of unspecified frequency. 
Fisher's Kappa statistic is 8.184; that is larger than the critical value at a, 0.05. 
When m is 100, critical value is 7.378 at a, 0.05. When m is 150, critical value is 7.832 
at a , 0.05. p-value for Kolmogorov-Smirnov test is less than 0.05 at a, 0.05. Both 
white noise tests support that random sample, monthly expanded median chlorophyll, 
contains an added deterministic periodic component of unspecified frequency. After 
inspection of Figure 6.7, a semi-annual (6.02 months) and annual (11.76 months) periodic 
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Figure 6.7 Plot of Monthly Expanded Median Chlorophyll Periodogram by Month 
6.1.3 Chlorophyll Seasonality Analysis 
To identify and estimate seasonal components in the presence or absence of trend in 
chlorophyll, the X-ll method in SAS® is used. Monthly expanded median chlorophyll 
(MEMChl) is used for this analysis. Three test results to identify the presence of 
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seasonality are presented in Appendix B (B-4): stable seasonality test; moving 
seasonality test; and combined test for the presence of identifiable seasonality. The 
estimated seasonal factor can be found also in Appendix B-4: seasonal factor by month 
and year, and month-averaged seasonal factor. 
Chlorophyll Seasonality Test 
Stable seasonality is tested by testing the following hypothesis. 
Ho'. There is no month effect in monthly expanded median chlorophyll data (The 
variances at different months are same). 
Ha: There is at least one month that present month effect in monthly expanded 
median chlorophyll data (One or more variances at different months are 
different). 
/?(F>8.54) < 0.0001. p-value is less than 0.05. There are one or more variances of 
monthly chlorophyll that are different from others. 
Moving seasonality test is tested by testing the following hypothesis. 
HQ: There is no effect due to years after accounting for variation due to months. 
Ha: There is at least one year that present year effect after accounting for variation 
due to months in monthly expanded median chlorophyll data (One or more 
variances at different years after accounting for variation due to months are 
different.) 
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/?(F>1.33)=0.1741. p-value is greater than 0.05 and there is at least one year that present 
year effect (such as trend) after accounting for variation due to months (seasonality). 
A combined test for the presence of identifiable seasonality results that monthly 
expanded median chlorophyll data presents identifiable seasonality. 
All three tests support the presence of seasonality in monthly expanded median 
chlorophyll (MEMChl) data. The averaged seasonal factor by month during the period 
from April 1987 to October 2007 is normalized by the maximum averaged seasonal 
factor by month (210.172 in March). The normalized factor is used as a seasonality of 
chlorophyll that presents the numerical value of each month's seasonality. Seasonal 
factors averaged by months using monthly expanded median chlorophyll are abbreviated 
to SF_MCHL and normalized values of them are abbreviated to NSF_ MCHL. The 
summary of SFMCHL and NSFMCHL can be found in Table 6.4. The variation of 
NSF_MCHL with NSF_TEMP, NSF_P04 and NSF_DO can be found in Figure 6.8. 
Table 6.4 Summary of Seasonal Factor and Normalized Seasonal Factor of Median 
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6.2 Spatiotemporal Estuarine Chlorophyll Parameterization Model 
General linear models are developed for the spatiotemporal estuarine chlorophyll 
parameterization model using two transfer function models (PO4 transfer function model 
and DO transfer function model), ambient water temperature (TEMP), normalized 
seasonal factors of water quality parameters (NSFParameter) and MODIS bands (red 
and NIR bands) for the case study in the James River Estuary Mesohaline (JMSMH). 
Spatiotemporal estuarine chlorophyll parameterization model is abbreviated to SPE Chi 
PM, and it is developed in two seasons, spring and fall. As stated in section 6.1, 24 
monitoring events are selected in 2005 and 2006 to develop the models. There are 14 
events in spring and 10 events in fall, and the details of selected events are shown in 
Table 6.2. 
During general linear model development, factorial multicolinearities among dependent 
and independent variables (DO, P04, Temperature, NSFParameters, and MODIS bands) 
are analyzed in different linearization scales (exponential and logarithmic) to develop 
different regression models. Chlorophyll is converted to natural logarithm form 
(//tChlorophyll). Observed and estimated /^Chlorophyll is named /«Chl_Obs. and 
/«Chl_Est. respectively. Their averages are named A/nChlObs. and A/nChl_Est, and 
their medians are named M/nChl Obs. and M/nChl Est. The /nChl Est. that are 
produced by using different models is named ZnChlEst.Model Name. And the average 
of it is named A/«Chl_Est._Model Name, and the median of it is named 
M/«Chl_Est._Model Name. The proposed models, spatiotemporal estuarine chlorophyll 
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parameterization model (STE Chi PM) are compared with the models using other 
approaches based on the following criteria: 1) model validity, 2) statistical quality, 3) 
time series plot of observed chlorophyll and estimated chlorophyll, 4) the variation of 
observed chlorophyll and estimated chlorophyll with temperature, 5) spatial and temporal 
representation, and 6) accessibility of the models. 
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6.3 Spatiotemporal Estuarine Chlorophyll Parameterization Model in Spring 
Spatiotemporal estuarine chlorophyll parameterization models (STE Chi PM) in spring 
are developed. The quality of the STE Chi PM is compared with the models developed 
using different approaches. 
6.3.1 Developing Spatiotemporal Estuarine Chlorophyll Parameterization Model 
STE in Spring 
Spatiotemporal estuarine chlorophyll parameterization model (SPE Chi PM) in spring is 
named SPE Chi PMS, and various models of SPE Chi PMS are distinguished with 
numbers such as SPE Chi PMS1, SPE Chi PMS2 and SPE Chi PMS3. Chi PMS is 
developed using independence variables of DO in spring season, PO4 in period 2 (January 
1995 to September 2007), normalized seasonal factors of water quality parameters 
(NSFParameter) and MODIS bands. The DO transfer function model in spring and PO4 
transfer function model in period 2 are restated in this section; see Eq 6.11 and 6.12. 
Spatiotemporal estuarine chlorophyll parameterization model 1 in spring (SPE Chi 
PMS1) includes both transfer function models (PO4 transfer function model and DO 
transfer function model). Spatiotemporal estuarine chlorophyll parameterization model 2 
in spring (SPE Chi PMS2) includes only DO transfer function model. SPE Chi PMS2 is 
further investigated to improve its quality, and spatiotemporal estuarine chlorophyll 
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parameterization model 3 in spring (SPE Chi PMS3) is then developed so that the model 
includes one more variable in addition to the same variables used in SPE Chi PMS2. 
The proposed models, SPE Chi PMS1, SPE Chi PMS2 and SPE Chi PMS3 are compared 
with the model using the approach presented in the preliminary study (Yu et al., 2007) 
and a model using a conventional approach. The previously proposed approach (Yu et al., 
2007) estimates chlorophyll using temperature, normalized seasonal factors of water 
quality parameters (NSFParameter) and two MODIS bands, and it is named PPS1 in 
spring. A conventional approach estimates chlorophyll concentration by developing an 
empirical model using temperature and DO, and it is named CVS1 in spring. The quality 
of the models is summarized in Table 6.5. Actual models of the five models (SPE Chi 
PMS1, SPE Chi PMS2, SPE Chi PMS3, PPS1 and CVS1) to estimate chlorophyll 
concentration can be found in Eqs. 6.2, 6.4, 6.6, 6.8 and 6.10 respectively. The models 
are applicable in the temperature range between 6°C and 23 °C in spring. 
lnChl_STE Chi PMS1 
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-0.6l644lnBRED-0.14578 
In TEMP 






Chl_STE Chi PMS1 
1.15774DO-0.10823lnPO4-27.48848\ \-0.61644lnBRED+0.14578 
\lnTEMP ) „,, 
= e \ K «°»JJ (62) 
( ,.. D 2\ 





• 0.5 8006 In BRED-0.142001 











InB RED (6 
lnChl_STE Chi PMS3 



















y In BREQ ;J 
(6 
lnChl_PPSl 
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P04 = 0.00128( TEMP x NSF _P04) + 0.00638^
NSF-P°4) (6.11) 
In DO = -0.25282TEMP + 0.00363TEMP2 
+ 0.05687 (TEMP x NSF _D0) +0.89829 ln(TEMPx NSF _D0) 
+1.98603NSF DO-3.09267'InNSF_D0 (6.12) 
6.3.2 Results of Spatiotemporal Estuarine Chlorophyll Parameterization Model in 
Spring 
All five selected models produce small RMSE values and they are all valid at 95% level 
of confidence ( a =0.05). It is found using the spatiotemporal estuarine parameterization 
model 2 in spring (STE Chi PMS2) that only includes DO transfer function model 
produces estimations with smaller RMSE than the spatiotemporal estuarine 
parameterization model 1 in spring (STE Chi PMS1) that includes both DO transfer 
function model and PO4 transfer function model. Temperature varies in wide range (6 °C 
- 2 1 °C) during spring, and DO that is function of temperature also varies widely in this 
range. Inspecting Figure 6.8, it is found that the variability of DO in terms of normalized 
seasonal factor is greater than the variability of PO4 in terms of normalized seasonal 
factor. The performance of STE Chi PMS2 in terms of RMSE is better than STE Chi 
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PMS1 for these reasons. The spatiotemporal estuarine parameterization model 3 in 
spring (STE Chi PMS3) is developed using STE Chi PMS2, and it produces estimations 
with smaller RMSE including the natural logarithms form of DO. All of the 
spatiotemporal estuarine parameterization in spring (STE Chi PMS) models have smaller 
RMSE than the previously proposed model 1 in spring (PPS1); that includes temperature 
and excludes transfer function models. STE Chi PMS2 and STE Chi PM3 produce 
estimations with smaller RMSE than the conventional model 1 in spring (CVS1) that 
includes DO and temperature, and their adjusted R2 are larger. STE Chi PMS models and 
the previously proposed model in spring (PPS) are systematic because temperature, one 
of independent variables, can be provided either from in-situ monitoring or from 
temperature time series model. In contrast, the conventional model in spring (CVS) 
requires in-situ monitoring data of DO and temperature. In addition to this, STE Chi 
PMS models and PPS can provide spatial and temporal estimation by including MODIS 
bands into the models. 
Table 6.5 Quality of/^Chlorophyll (/«Chl) Estimation Models 
Models 
STE Chi PMS 1 
STE Chi PMS2 












































Time series plots of the average of observed /^Chlorophyll (A/nChlObs.) and the 
average of estimated /^Chlorophyll (A/«Chl_Est.) using five models are shown in Figure 
6.9. Time series plots of the median of observed /^Chlorophyll (M/nChlObs.) and the 
median of estimated /^Chlorophyll (M/nChl_Est.) using five models are shown in Figure 
6.10. After thorough inspection of the figures, it is found that the average and median of 
estimated /^Chlorophyll using STE Chi PMS are close to average or median of observed 
/^Chlorophyll more often than CVS1 and PPS1. All five models underestimate at high 
chlorophyll in March 16, 2006 and March 20, 2006, and STE Chi PMS2 and STE Chi 
PMS3 produce estimations most close to observed //^Chlorophyll in the dates. It might be 
caused because the extreme outliers in chlorophyll are not removed, and the dates contain 
extreme outliers. The findings can be also found in Figures 6.11 and 6.12 that are bar 
presentation of observed /^Chlorophyll and estimated /^Chlorophyll using five models in 
terms of average and median. Three STE Chi PMS somewhat underestimate more dates 
among 14 selected dates while PPS1 and CVS1 overestimate more dates among 14 
selected dates in average comparison. The five models overestimate more dates among 
14 selected dates in median comparison, and STE Chi PMS3 produce estimations 
matching to the median of estimated /^Chlorophyll more dates than other models. 
Figure 6.13 presents the average of observed /nChlorophyll and the average of estimated 
/^Chlorophyll with temperature, and it includes three plots; 1) the average of observed 
/nChlorophyll (A/nChlObs.) and the average of estimated /^Chlorophyll (A/nChl_Est.) 
using three STE Chi PMS, 2) A/«Chl_Obs. and A/nChlEst. using CVS1, PPS1 and STE 
Chi PMS3, and 3) A/nChl_Obs. and A/«Chl_Est._STE Chi PMS3 with +/- 95 % 
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Confidence Interval (C.I.)- Figure 6.14 presents the median of observed /^Chlorophyll 
and the median of estimated /^Chlorophyll with temperature, and it includes three plots; 
1) the median of observed /^Chlorophyll (M/nChlObs.) and the median of estimated 
/nChlorophyll (M/wChl_Est.) using three STE Chi PMS, 2) M/«Chl_Obs. and 
M/»Chl_Est. using CVS1, PPS1 and STE Chi PMS3, and 3) M/nChl_Obs. and 
M/nChl_Est._STE Chi PMS3 with +/- 95 % C.I. (dotted line). After thorough inspection 
of the first plot in Figure 6.13 and Figure 6.14, it is found that three STE Chi PMS 
models can present the variability of observed /^Chlorophyll over temperature well. 
Among the three models, STE Chi PMS3 produces estimations that are close to observed 
/nChlorophyll numerically, and STE Chi PMS1 produce good quality estimations at 
temperature less than 7°C. STE Chi PMS2 presents intermediate quality in performance. 
After thorough inspection of the second plot in Figures 6.13 and 6.14, it is found that 
STE Chi PMS3 can present the variability of observed /^Chlorophyll best at temperature 
greater than 8°C while CVS1 presents the variability of observed /^Chlorophyll better at 
temperature less than 8°C. All three models (STE Chi PMS3, CVS1 and PPS1) can 
present the variability of observed /nChlorophyll at temperature, 12.5°C - 19°C, and 
beyond 19°C, STE Chi PMS3 and PPS1 performs better than CVS1. 
STE Chi PM3 that includes MODIS, temperature and only the DO transfer function 
model performs best among five models compared in spring based on the following 
criteria: model validity; statistical quality; time series plot of observed and estimated 
chlorophyll; observed and estimated chlorophyll with temperature; spatiotemporal 
representation; and accessibility of the models. STE Chi PMS3 presents difficulty in 
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estimating extremely high concentrations of chlorophyll; however, it produces 
estimations compatible to observed chlorophyll concentrations that are less than the 
extreme outliers (37(ig/L) in spring. The mean chlorophyll concentration that is 
produced using STE Chi PMS3 after eliminating the extreme outliers in spring is 
7.937|ag/L and the +/- 95% confidence intervals (C.I.) of the mean are 7.977(ig/L and 
7.897|ig/L. The mean, 7.937|ig/L, is compatible with the mean of the observed 
concentrations that are less than the extreme outliers, 7.572|ag/L. Spatially distributed 
estimated chlorophyll concentration using STE Chi PMS3 in April 11, 2005 is shown in 
Appendix-D. 
Figure 6.9 Time Series Plot of Average of Observed /^Chlorophyll (A/«Chl_Obs.) and 




















© © © © © 
W 4- 4- 4 . ' i l 
h- © h- N> © 
'it y» M ce w 
© © 9 © © 

















































H MlnChI_Obs. D MlnChl_Est._CVSl X MlnChl_Est._PPSl 
A MlnChl Est. STE Chi PMS1 O MlnChl Est. STE Chi PMS2 O MlnChl Est. STE Chi PMS3 
Figure 6.10 Time Series Plot of Median of Observed /^Chlorophyll (M/nChlObs.) and 
Median of Estimated /^Chlorophyll (M/nChl_Est.) in Spring 
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Figure 6.11 Average of Observed /^Chlorophyll (A/raChlObs.) vs. Average of Estimated 
/nChlorophyll (A/nChlEst.) in Each Date in Spring 
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Figure 6.12 Median of Observed /nChlorophyll (M/nChl_Obs.) vs. Median of Estimated 
/^Chlorophyll (M/nChlEst.) in Each Date in Spring 
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1. AlnChl_Obs. vs. AlnChl_Est_(STE Chi PMS1, 2, 3) 
2. AlnChl_Obs. vs. AlnChl_Est_(STE Chi PMS3; CV1; PPS1) 
6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 
TEMP ('C) 
23 






















Figure 6.13 A/nChlObs. vs. A/«Chl_Est. with Temperature in Spring 
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Figure 6.14 M/nChl_0bs. vs. M/«ChlJEst. with Temperature in Spring 
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6.4 Spatiotemporal Estuarine Chlorophyll Parameterization Model in Fall 
Spatiotemporal estuarine chlorophyll parameterization models (STE Chi PM) in fall are 
developed. The quality of the STE Chi PM is compared with the models developed using 
different approaches. 
6.4.1 Developing Spatiotemporal Estuarine Chlorophyll Parameterization Model in 
Fall 
The spatiotemporal estuarine chlorophyll parameterization model (SPE Chi PM) in fall is 
named SPE Chi PMF, and various models of SPE Chi PMF are distinguished with 
numbers such as SPE Chi PMF1 and SPE Chi PMF2. SPE Chi PMF is developed using 
independence variables of DO in fall season, PO4 in period 2, normalized seasonal factors 
of water quality parameters (NSFParameter) and MODIS bands. The PO4 transfer 
function models in period 2 and DO transfer function model in fall are presented in Eqs. 
6.11 and 6.22. Spatiotemporal estuarine chlorophyll parameterization model 1 in fall 
(SPE Chi PMF1) includes both transfer function models (PO4 transfer function model and 
DO transfer function model), and spatiotemporal estuarine chlorophyll parameterization 
model 2 in fall (SPE Chi PMS2) includes only P04 transfer function models. The 
proposed models, SPE Chi PMF1 and SPE Chi PMF2 are compared with the model using 
the approach presented in the preliminary study (Yu et ah, 2007) and a model using a 
conventional approach. The previously proposed approach estimates chlorophyll using 
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temperature, normalized seasonal factor of water quality parameters (NSFParameter) 
and two MODIS bands, and it is named as PPF1 in fall. A conventional approach 
estimates chlorophyll concentration by developing an empirical model using temperature 
and DO, and it is named as CVF1 in fall. The quality of the models is summarized in 
Table 6.6. The actual models for the four models (SPE Chi PMF1, SPE Chi PMF2, PPF1 
and CVF1) to estimate chlorophyll concentration can be found in Eq. 6.14, 6.16, 6.18 and 
6.20 respectively. The proposed model is applicable in the temperature range between 
2rCand32°Cinfall. 
lnChl_STEChl PMF1 
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lnChl_PPFl 




+ 0.05708 In BNIR 
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= 2.72456InTEMP - 0.00119TEMP2 + 1.32681DO - 8.0408lnDO (6.19) 
Chl_CVFl 
_ (2.72456lnTEMP-0.00U9TEMP2+l,32681DO-8.0408lnDo) ^ 20) 
where 
InDO = -0.47835TEMP+0.00361TEMP2 +0.54265(TEMPxNSF _DO) 
-7.00376 In NSF _DO (6.22) 
6.4.2 Results of Spatiotemporal Estuarine Chlorophyll Parameterization model in 
Fall 
All four selected models produce small RMSE values and they are all valid at 95% level 
of confidence ( a =0.05). It is found that Spatiotemporal estuarine chlorophyll 
parameterization model 2 in fall (STE Chi PMF2) that only includes PO4 transfer 
function model produces estimations with smaller RMSE than Spatiotemporal estuarine 
chlorophyll parameterization model 1 in fall (STE Chi PMF1) that includes both DO 
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transfer function model and P04 transfer function model, but the difference of RMSE 
between the two models is small. Temperature varies in a narrower range (24 °C - 33 °C) 
during fall, and DO that is the function of temperature does not vary much as in spring in 
this range. When inspecting Figure 6.8, it is found that the variability of PO4 in terms of 
normalized seasonal factor is greater than the variability of DO in terms of normalized 
seasonal factor. The performance of STE Chi PMF2 in terms of RMSE is better than STE 
Chi PMF1 because of these reasons; however, the difference of RMSE between the two 
models is small. The conventional model 1 in fall (CVF1) has smaller RMSE than STE 
Chi PMF1, STE Chi PMF2 and the previously proposed model 1 in fall (PPF1); however, 
the RMSE of STE Chi PMF2 is close to CVSl's. All four models' adjusted R2 are larger 
than 0.9. Spatiotemporal estuarine chlorophyll parameterization model in fall (STE Chi 
PMF) models and the previously proposed model in fall (PPF) are systematic because 
temperature, one of independent variables, can be provided either from in-situ monitoring 
or from temperature time series model. In contrast, the conventional model in fall (CVF) 
model requires in-situ monitoring data of DO and temperature. In addition to this, STE 
Chi PMF models and PPF can provide spatial and temporal estimation by including 
MODIS bands into the models. 
Table 6.6 Quality of /^Chlorophyll (/nChl) Estimation Models 
Models 
STE Chi PMF1 






































Time series plots of average of observed /nChlorophyll and average of estimated 
/nChlorophyll using four models are shown in Figure 6.15. Time series plots of median 
of observed /nChlorophyll and median of estimated /nChlorophyll using four models are 
shown in Figure 6.16. After thorough inspection of these figures, it is found that the 
average of estimated /nChlorophyll using STE Chi PMF and PPF are close to average of 
observed /nChlorophyll more often than CVF1. It is also found that median of estimated 
/nChlorophyll using STE Chi PMF2 are close to median of observed /nChlorophyll more 
often than the rest of models. All four models underestimate at high chlorophyll in 
August 16, 2006, and STE Chi PMF1 and STE Chi PMF2 produce estimations most 
close to observed /nChlorophyll on that date. It might be caused by the fact that the 
extreme outliers in chlorophyll are not removed, and the date contains extreme outliers. 
All four models do not present underestimating or overestimating trend in average and 
median comparison in fall. The findings can be also found in Figures 6.17 and 6.18, 
graphical representations of observed /nChlorophyll and estimated /nChlorophyll using 
the four models in terms of average and median. 
Figure 6.19 presents the average of observed /nChlorophyll and average of estimated 
/nChlorophyll with temperature, and it includes three plots: 1) average of observed 
/nChlorophyll (A/nChlObs.) and average of estimated /nChlorophyll (A/nChlEst.) 
using two STE Chi PMF, 2) A/nChlObs. and A/nChl_Est. using CVF1, PPF1 and STE 
Chi PMF2, and 3) A/nChl_Obs. and A/nChl_Est._STE Chi PMF2 with +/- 95 % C.I. 
Figure 6.20 presents the median of observed /nChlorophyll and median of estimated 
/nChlorophyll with temperature, and it includes three plots: 1) median of observed 
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/nChlorophyll (M/nChl_Obs.) and median of estimated /nChlorophyll (M/nChlJEst.) 
using two STE Chi PMF, 2) M/nChl_Obs. and M/nChl_Est. using CVF1, PPF1 and STE 
Chi PMF2, and 3) M/nChl_Obs. and M/nChl_Est._STE Chi PMF2 with +/- 95 % C.I. 
(dotted line). After thorough inspection of the first plot in Figure 6.19 and Figure 6.20, it 
is found that two spatiotemporal estuarine chlorophyll parameterization models in fall 
(STE Chi PMF) can present the variability of observed /nChlorophyll over temperature 
well. Among two STE Chi PMF, STE Chi PMS2 produces estimations that are closer to 
observed /nChlorophyll numerically. After thorough inspection of the second plot in 
Figures 6.19 and 6.20, it is found that STE Chi PMF2 and PPF1 can present the 
variability of observed /nChlorophyll better at temperature less than 31°C while CVS1 
presents the slightly increasing but plat variability with temperature. STE Chi PMF can 
estimate observed /nChlorophyll at temperature, 25°C - 28°C well, and the models 
underestimate high observed /nChlorophyll at temperature, around 28°C - 29°C. CVF1 
overestimates low observed /nChlorophyll at temperature, 25°C - 28°C, and the model 
underestimates high observed /nChlorophyll at temperature, around 28°C - 29°C. All 
four models present similar performance on estimation of observed /nChlorophyll at a 
temperature range of 29°C - 31°C. 
STE Chi PF2 that includes MODSI, temperature and only the PO4 transfer function 
model performs best among four presented models in fall based on the following criteria: 
model validity; statistical quality; time series plot of observed and estimated chlorophyll; 
observed and estimated chlorophyll with temperature; spatiotemporal representation; and 
accessibility of the models. STE Chi PMF2 presents difficulty to estimate extremely high 
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concentrations of chlorophyll; however, they produce estimations compatible to observed 
chlorophyll concentrations that are less than the extreme outliers (22^g/L) in fall. The 
mean chlorophyll concentration that is produced by the best proposed model after 
eliminating the extreme outliers in fall is 5.520|u,g/L and the +/- 95% confidence intervals 
(C.I.) of the mean are 5.538|j,g/L and 5.502^g/L. The mean, 5.520|j,g/L, is compatible 
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Figure 6.15 Plot of Average of Observed /^Chlorophyll (A/nChl_Obs.) and Average of 

















5 r c 









j ^ n ,ii 

































A MlnChl Est STE Chi PMF1 
O MlnChl_Est_CVFl 
O MlnChl Est STE Chi PMF2 
X MlnChl Est PPF1 
Figure 6.16 Time Series Plot of Median of Observed /^Chlorophyll (M/nChlObs.) and 
Median of Estimated /^Chlorophyll (M/nChlEst.) in Fall 
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Figure 6.17 Average of Observed /^Chlorophyll (A/nChlObs.) vs. Average of Estimated 
//^Chlorophyll (A/nChlEst.) in Each Date in Each Date in Fall 
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Figure 6.18 Median of Observed /^Chlorophyll (M/nChl_Obs.) vs. Median of Estimated 
/^Chlorophyll (M/«Chl_Est.) in Each Date in Each Date in Fall 
1. Alnchl_Obs. vs. MlnChl_Est._(STE Chi PMF1, 2) 
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Figure 6.19 A/nChl_Obs. vs. A/«Chl_Est. with TEMP in Fall 
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Figure 6.20 M/raChlObs. vs. M/nChl_Est. with TEMP in Fall 
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CHAPTER 7 
CONCLUSIONS AND RECOMMENDATIONS 
A new paradigm in a water quality monitoring approach to parameterize spatiotemporal 
estuarine water quality with sustainable reliability, less resources and time saving has 
been developed in this dissertation. A key underpinning of this paradigm of the 
spatiotemporal estuarine water quality parameterization is various water quality 
parameters' interrelationship with ambient water temperature as a common factor, their 
time dependent characteristics, and spatiotemporal characteristics of remote sensing. 
The objectives of this dissertation are to 1) provide an alternative tool for monitoring 
water quality, and support decision-making processes in estuaries with time and space as 
providing temporally and spatially distributed water quality data, 2) identify system 
components contributing to physical water quality using time-dependant characteristics 
of water quality and interrelationship of water quality parameters with ambient water 
temperature, and 3) demonstrate the feasibility, reproducibility and applicability of the 
spatiotemporal estuarine water quality parameterization model that uses remote sensing 
data and physical system components. 
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The estuarine water quality parameterization model (STE Chi PM) monitors chlorophyll 
concentration using remote sensing (MODIS), DO and PO4 transfer function models and 
ambient water temperature in spring and fall in the James River Estuary Mesohaline 
segment in Virginia. The two core models of the estuarine water quality 
parameterization model (STE Chi PM) are the transfer function models of DO and PO4, 
and temperature time series model, and the models provide input data within a system. 
The proposed model is applicable in the temperature range between 6°C and 23 °C in 
spring and in the temperature range between 21°C and 32°C in fall. The optimal 
operational temperature range of the proposed model is between 19°C to 25°C based on 
the relative sensitivity analysis of DO transfer function model. 
The spatiotemporal estuarine water quality parameterization models (STE Chi PMs) are 
compared with the models using other approaches based on the following criteria: model 
validity; statistical quality; time series plot of observed and estimated chlorophyll; 
observed and estimated chlorophyll with temperature; spatiotemporal representation; and 
accessibility of the models. The results indicate that the spatiotemporal estuarine water 
quality parameterization models (STE Chi PMs) perform better than other approaches, 
and they provide compatible chlorophyll estimations to observed chlorophyll at less cost 
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and time. The results show that the spatiotemporal estuarine water quality 
parameterization models (STE Chi PMs) present the variability of chlorophyll 
concentration better over time and temperature than other approaches. The 
spatiotemporal estuarine water quality parameterization model 3 in spring (STE Chi 
PMS3) that includes MODIS, temperature and only the DO transfer function model 
performs best among the five models compared in spring. The spatiotemporal estuarine 
water quality parameterization model 2 in fall (STE Chi PMF2) that includes MODIS, 
temperature and only the PO4 transfer function model performs best among the four 
models compared in fall. The results also support the idea that the transfer function 
models can be successfully applied to estimate chlorophyll instead of using monitored 
water quality data directly. It is also found that the estuarine water quality 
parameterization model (STE Chi PM) and other approaches have difficulties estimating 
an extremely high concentration of chlorophyll. However, they produce estimations 
compatible to observed chlorophyll concentrations that are less than the extreme outliers 
in each season. The mean chlorophyll concentration that is produced using STE Chi 
PMS3 is 7.937ug/L and the +/- 95% confidence intervals of the mean are 7.977|ig/L and 
7.897|j,g/L after eliminating the extreme outliers (37|ag/L) in spring. The mean, 
7.937ug/L, is compatible with the mean of the observed concentrations that are less than 
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the extreme outliers, 7.572ng/L. The mean chlorophyll concentration that is produced 
using STE Chi PMF2 is 5.520^g/L and the +/- 95% confidence intervals of the mean are 
5.538(j,g/L and 5.502(xg/L after eliminating the extreme outliers (22ug/L) in fall. The 
mean, 5.520ug/L, is compatible with the mean of the observed concentrations that are 
less than the extreme outliers, 6.117(ULg/L. 
This dissertation demonstrates the feasibility, reproducibility and applicability of the 
paradigm in spatiotemporal estuarine water quality parameterization using remote 
sensing data and field measured water quality data in estuaries. The spatiotemporal 
estuarine water quality parameterization model can enhance an existing water quality 
monitoring and assessment program in estuaries that are managed by municipal agencies 
and local water quality decision makers. The spatiotemporal estuarine water quality 
parameterization model can be employed as a tool to guide management, since a 
systematic process of estimation water quality targets is difficult in a complex estuary. 
Over time, the model provides appropriate, up-to-date guidance. Careful consideration 
is necessary when applying transfer function models and seasonal spatiotemporal 
estuarine water quality parameterization models to the different estuaries directly. 
Although the models appear feasible with significant potential, direct implementation of 
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the model requires a site-specific quality assurance/ quality control (QA/QC) check. 
Recommended future research includes the following: 
1) The proposed approach can be expanded to different salinity regimes such as 
oligohaline and polyhaline regions to investigate tidal influence on chlorophyll 
concentration. 
2) The estuarine water quality parameterization model (STE Chi PM) can be 
enhanced to estimate extreme concentration of chlorophyll by characterizing 
the conditions in which extreme events occur so the proposed model can be 
served as eutrophication alarming and monitoring model. 
3) Nitrogen and iron transfer function model can be developed. Nitrogen can be 
a controlling nutrient in estuary environment, and iron is often responsible for a 
red tide problem in estuary. 
4) The compatibility of using other remote sensing sources (such as LandSat and 
AVHRR) into the proposed models that use Moderate-resolution Imaging 
Spectroradiometer (MODIS) data can be studied. MODIS data provides the 
data with moderate spatial resolution, so other remote sensing data with higher 
spatial resolution can differentiate spatial estimation in the proposed models 
261 
better. 
5) Transfer function models and temperature time series model can be divided 
into two segments to present in-situ characteristics better. The study area, 
the James River Estuary Mesohaline (JMSMH) includes the largest watershed, 
and it is the longest segment in the saline portion of the James River Estuary (2 
to 3 times longer than the James River Estuary Oligohaline and James River 
Estuary Polyhaline). 
6) Seasonal factors can be updated to remove long-term trend such as using 
recent 10 years data. 
7) In this dissertation, extra atmospheric correction was not used for remote 
sensing data (MODIS) data, although the extra atmospheric correction might 
improve the quality of remote sensing data. In future research, MODIS version 5 
instead of version 4, which is currently used in this dissertation, can be used. 
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APPENDIX A 
UNIVARIATE ANALYSIS FOR DEVELOPING TRANSFER FUNCTION 
MODLES 
A-l Result of Univariate Analysis of PO4 

















































Pr > |t| <.0001 
Pr >= |M| <.0001 
Pr >= |S| <.0001 
Tests for Normality 
Test —Statistic 
Shapiro-Wilk U 0.954649 
Kolmogorov-Smirnov D 0.08821 
Cramer-von Mises W-Sq 1.66851 




































































Std Deviation 0.03232 
Uariance 0.00104 
Range 0.36510 































Pr < W <0.0001 
Pr > D <0.0100 
Pr > W-Sq <0.0050 
Pr > R-Sq <0.0050 
























A-3 Result of Univariate Analysis of TN 












































Tests for Location: Mu0=0 
-Statistic- p Ualue-
Pr > | t | <.0001 
Pr >= |M| <.0001 






















Pr < W <0.0001 
Pr > D <0.0100 
Pr > W-Sq <0.0050 
Pr > ft-Sq <0.0050 

























A-4 Result of Univariate Analysis of Temperature (TEMP) for Developing P04 
Transfer Function Model 
































Std Deuiation 7.70849 
Uariance 59.42080 
Range 27.60000 





Tests for Location: Mu0=0 
-Statistic- p Ualue-
t 113.8618 Pr > | t | <.0001 
M 1292.5 Pr >= |M| <.0001 
S 1671203 Pr >= |S | <.0001 













































































































Tests for Location: Mu0=0 
-Statistic- p Ualue-
















































































A-6 Result of Univariate Analysis of Temperature (TEMP) for Developing DO 

































Std Deuiation 6.77231 
Uariance 45.86425 
Range 30.83000 





Tests For Location: MuO-0 
-Statistic- p Ualue-
t 2078.654 Pr > |t| <-0001 
M 220960 Pr >= |M| <.0001 
S 4.882E10 Pr >= |S| <.0001 





























































B-l Result of X-ll Analysis of Monthly Expanded P 0 4 (MEPO4) 
Stable Seasonality Test 
Sun of Mean 












Probability of a Larger F is < 0.0001 
















Probability of a Larger F is 0.0493 
Combined Test for the Presence of Identifiable Seasonality: 






















5 7 . 4 2 8 








5 5 . 8 7 1 
5 3 . 6 5 0 
5 3 . 7 6 5 




5 1 . 7 7 4 
48 .497 
45 .523 






4 1 . 3 3 1 
37 .342 
3 1 . 6 3 0 
26 .746 
23 .416 
2 2 . 4 6 4 
22 .806 
3 6 . 8 5 0 
36 .607 
35 .346 
3 3 . 8 6 0 
3 2 . 1 4 4 
31 .912 
3 2 . 4 3 0 






















3 9 . 8 1 1 




3 6 . 2 1 0 
33 .117 
ME 
D18 F i n a l Seasonal Fac tors 
M8V JUN JUL DUG 
60 .523 
61 .029 





8 1 . 5 1 9 
77 .755 
7 0 . 7 8 1 
65 .759 
6 3 . 3 6 4 
6 2 . 2 4 0 
63 .557 
61 .986 
6 0 . 6 9 0 
55 .429 
52 .833 
8 5 . 2 7 6 
86 .625 
8 9 . 8 2 1 
90 .977 
90 .588 

























9 6 . 0 0 1 
92.931 
9 3 . 1 4 4 
94 .656 
9 5 . 8 7 2 
97 .155 
96 .617 




































1 8 2 . 0 1 0 
1 8 2 . 9 7 0 
182 .718 
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Seasonal Adjustment of - MEP04 
D10 F i n a l Seasonal Fac tors 

































1 6 9 . 8 0 0 
164 .876 
161 .867 










































9 9 . 8 8 1 
9 9 . 9 7 1 
100 .186 


















7 3 . 9 3 4 
74 .826 
23 .947 
2 4 . 3 6 4 
2 4 . 3 0 0 
22 .363 
2 1 . 1 5 0 
2 1 . 0 1 0 
30 .085 4 9 . 6 3 1 84 .745 9 3 . 3 0 0 150 .609 185 .983 209 .577 157 .216 120 .910 9 9 . 9 8 1 
28 .189 49 .785 8 3 . 3 1 4 88 .289 151 .119 190 .237 210 .342 155 .648 124 .152 100 .044 
27 .848 49 .157 8 0 . 4 1 6 86 .606 152 .792 . . . . 64 .619 
Aug 62 .665 3 6 . 2 8 4 31 .896 38 .958 64 .682 87 .649 98 .143 145 .319 175 .171 195 .288 153 .851 108 .616 
B-2 Result of X-ll Analysis of Monthly Expanded DO (MEDO) 
Stable Seasonality Test 
Sun of Mean 














Probability of a Larger F is < 8.8001 
















Probability of a Larger F is 0.2554 
Combined Test for the Presence of Identifiable Seasonality: 




















1 2 6 . 9 6 8 
126 .487 
1 2 5 . 7 7 1 
1 2 5 . 8 4 1 
1 2 4 . 4 9 8 
1 2 4 . 8 0 7 
1 2 5 . 8 2 9 
1 2 6 . 9 5 2 
1 2 7 . 3 8 5 
127 .644 
1 2 8 . 1 8 6 
128 .239 
1 2 9 . 2 1 2 
1 3 8 . 6 5 3 
132 .458 
1 3 2 . 9 9 4 
133 .708 
1 3 4 . 5 3 1 
1 3 5 . 6 6 4 
137 .373 
1 3 9 . 7 5 4 
141 .632 
1 4 2 . 3 8 3 
141 .625 
1 3 9 . 4 7 2 
1 3 7 . 1 3 9 
134 .476 
1 3 4 . 8 8 6 
135 .283 
1 3 8 . 5 4 2 
1 4 2 . 4 9 6 
147 .137 




1 3 8 . 2 8 1 
136 .653 
1 3 5 . 6 3 5 
135 .305 
1 3 5 . 5 4 2 
136 .758 
137 .784 
1 3 8 . 2 4 8 
136 .341 
1 3 4 . 8 1 4 

























D10 F i n a l Seasonal Fac tors 








9 2 . 6 9 1 










8 8 . 7 9 1 
8 0 . 9 3 1 
8 1 . 3 5 0 
81 .675 
8 2 . 8 7 8 
8 2 . 4 1 0 
8 2 . 5 5 7 
8 2 . 7 6 6 
8 2 . 8 1 5 
8 3 . 8 0 9 
8 2 . 7 1 8 
8 2 . 2 0 8 
8 1 . 2 7 8 
8 0 . 0 4 0 
7 8 . 5 9 4 
7 7 . 1 4 8 
7 6 . 4 4 6 
75 .676 







7 0 . 5 2 0 
78 .782 
71 .037 











6 6 . 8 1 9 
66 .822 
6 6 . 9 1 4 
6 7 . 4 6 2 
67 .992 
6 8 . 4 9 8 
6 8 . 6 3 8 
6 9 . 3 4 8 
7 8 . 2 2 3 
71 .575 









7 1 . 1 0 1 
7 1 . 3 9 6 
7 1 . 9 8 5 
7 2 . 6 4 6 
7 3 . 3 3 5 
7 3 . 5 6 4 
7 3 . 5 9 9 
7 3 . 6 2 5 
7 3 . 8 6 4 
7 3 . 7 3 2 
7 3 . 8 3 3 
73 .575 
7 3 . 4 4 2 
72 .683 
7 1 . 6 9 1 
70 .703 
7 0 . 4 5 7 
71 .117 
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Seasonal Adjustment of - MEDO 
D18 F i n a l Seasonal Fac tors 
NAV JUN JUL AUG 
OCT 
86 .456 
8 6 . 2 5 1 
85 .665 
85 .059 
8 4 . 3 1 9 
8 3 . 5 2 1 
8 2 . 4 3 6 
81 .452 
8 0 . 9 9 1 
8 1 . 3 5 0 
81 .912 




7 8 . 7 2 9 





9 8 . 2 9 0 
98 .029 
9 8 . 0 2 2 
9 8 . 2 9 6 
9 8 . 5 7 5 
9 9 . 0 0 9 
9 9 . 2 1 6 
9 9 . 6 3 1 
99 .396 





























































9 9 . 7 5 0 
9 9 . 8 4 8 
99 .949 
: 3 8 Thursday, October 2 . 2888 131 
2805 1 3 4 . 0 3 8 1 4 5 . 9 4 2 
2886 133 .979 142 .942 
2807 1 3 3 . 1 7 3 141 .451 








9 8 . 9 9 1 
7 5 . 4 9 9 
75 .237 





7 1 . 1 8 4 
7 1 . 5 2 8 
7 2 . 4 1 2 
73 .636 
74 .349 
OCT NOU DEC Bug 
7 8 . 9 3 4 97 .105 187 .289 1 8 8 . 0 6 0 
79 .053 9 7 . 3 1 4 1 8 7 . 8 1 0 1 8 8 . 1 8 1 
7 9 . 8 8 3 . . 99 .625 
Avg 1 2 8 . 8 9 6 1 4 8 . 4 9 1 135 .534 1 1 3 . 6 5 1 93 .419 8 8 . 0 2 6 73 .857 78 .852 72 .702 8 1 . 8 3 4 9 8 . 2 3 9 112 .329 
B-3 Result of X-ll Analysis of Monthly Expanded Temperature (METEMP) 
Stable Seasonality Test 
Sun of Mean 












Probability of a Larger F is < 0.8001 
















Probability of a Larger F is B.216U 
Combined Test for the Presence of Identifiable Seasonality: 
Identifiable seasonality present 
010 Final Seasonal Factors 



















1 3 . 5 0 1 
1 3 . 6 4 1 
H I . 2 6 7 






4 4 . 8 4 1 
44 .792 
4 5 . 1 8 1 
45 .508 




3 1 . 8 3 4 
32 .117 
3 2 . 6 2 4 
32 .922 
3 3 . 0 2 1 
3 2 . 2 9 2 
31 .059 
29 .636 
2 8 . 9 4 0 
2 8 . 6 2 9 
2 8 . 8 0 1 
2 8 . 8 8 1 
2 8 . 8 5 1 
28 .397 
27 .788 
















































6 9 . 5 3 0 








































1 3 4 . 7 0 1 
135 .191 









1 6 5 . 2 8 6 
163 .735 
1 6 2 . 2 4 4 
1 6 0 . 4 8 3 
159 .776 
158 .586 












1 6 6 . 6 3 1 
168 .424 
168 .685 








1 5 2 . 5 4 1 
152 .951 
153 .727 












1 5 4 . 2 2 0 
153 .248 
FROM APRIL, 1987 TO SEPTEMBER, 2007 
118 .445 




1 2 7 . 8 6 0 
130 .505 
134 .313 












9 3 . 5 3 2 
94 .156 
94 .977 
9 5 . 0 8 6 
9 4 . 2 1 0 
9 2 . 0 2 1 
89 .957 
88 .033 
8 7 . 2 3 4 
8 7 . 0 4 6 
8 7 . 7 2 1 
88 .947 
90 .278 
9 0 . 9 2 0 
90 .715 
9 0 . 3 2 2 
89 .717 
6 1 . 6 5 4 






6 5 . 2 5 4 
6 6 . 8 3 7 
67 .643 
6 8 . 2 1 0 
68 .889 
69 .992 
7 0 . 3 1 4 
69 .989 
68 .997 
6 7 . 0 5 0 
64 .943 
119 .804 
9 9 . 9 7 4 
99 .959 
1 0 0 . 0 1 0 
100 .854 






9 9 . 9 5 2 




9 9 . 9 3 7 
9 9 . 8 7 0 
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Seasonal Adjustment of - METEMP 
010 F i n a l Seasonal Fac tors 




3 8 . 1 0 4 
3 7 . 2 6 0 
3 7 . 0 1 4 
27 .758 
28 .049 
2 8 . 1 8 4 
4 5 . 5 3 1 
4 6 . 4 0 4 























Aoq 4 2 . 9 7 4 2 9 . 7 3 0 4 2 . 7 5 1 73 .486 105 .807 135 .246 1 6 1 . 4 0 6 166 .623 155 .241 130 .851 9 0 . 7 6 0 6 5 . 2 5 0 
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UNIVARIATE ANALYSIS FOR DEVELOPING Chlorophyll 
PARAMETERIZATION MODEL 

























Basic S t a t i s t i c a l Measures 
























Pr > |t| <. 
Pr >= |M| <, 











Pr > D <0.0100 
Pr > W-Sq <0.0050 
Pr > fl-Sq <0.0050 
























































Std Deviation 7.39330 
Uariance 54.66088 
Range 27.63000 













Pr > |t| 
Pr >= |M| 













































































































Tests for Location: Mu0=0 
-Statistic- p Ualue-
t 945.6155 Pr > | t | <.0001 
M 54492 Pr >= |M| <.0001 
S 2.9694E9 Pr >= |S | <.0001 
Tests for Normality 
Test —Statistic 
Kolmogorou-Smirnov D 0.127182 
Cramer-won Mises W-Sq 509.0913 
Anderson-Darling A-Sq 3241.47 
p Ualue 
Pr > D <0.0100 
Pr > W-Sq <0.0050 
Pr > A-Sq <0.0050 

















































































Pr > |t| 
Pr >= I Ml 



















Pr > D 
Pr > W-Sq 






























































Std Deviation 3.77331 
Uariance 11.23812 
Range 15.81000 













Pr > |t| 
Pr >= |M| 













t i s t i c 
0.B71311 
9 6 . 9 0 7 9 3 


































1 3 . 8 7 




5 . 1 0 
282 































Std Deviation 3.57854 
Uariance 12.80597 
Range 21.69000 













Pr > | 
Pr >= 
Pr >= 
t | <.0001 
|M| <.0001 
| S | <.0001 













p va i 
Pr > D 
Pr > W-Sq 







































































































Pr > D 
Pr > W-Sq 





























































Std Deuiation 2.82136 
Uariance 4.88591 
Range 8.85888 
















| t | <.8881 
|M| <.8881 
|S| <.8801 
Tests for Normality 
Test —Statistic— 
Kolmogorou-Smirnou D 8.894672 
Cramer-uon Mises W-Sq 122.9183 
Anderson-Darling ft-Sq 727.649 
p Ualue 
Pr > D <8.eiee 
Pr > W-Sq <e.885e 
Pr > fl-Sq <8.8858 
























































Std Deviation 0.92895 
Uariance 0.86295 
Range 14.03000 













Pr > | 
Pr >= 
Pr >= 
t | <.0001 
|M| <.0001 
|S | <.0001 













p g a i 
Pr > D 
Pr > W-Sq 





Quantiles (Definition 5) 


























SPATIAL PRESENTATION OF STE Chi PM 
D-l Spatially Distributed Estimated Chlorophyll Concentration using 
Spatiotemporal Estuarine Chlorophyll Parameterization Model 3 in Spring 
(STE Chi PMS3) in April 11,2005 
STREAMS 
Watersheds 
STE Chi PMS3 (mi 
< VALUE > 
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