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Abstract
We study asymptotic properties of the moments Mk(λ) of compound Pois-
son random variable
∑N
j=1Wj . These moments can be regarded as a weighted
version of Bell polynomials. We consider a limiting transition when the number
of the moment k infinitely increases at the same time as the mean value λ of
the Poisson random variable N tends to infinity and find an explicit expression
for the rate function in dependence of the ratio k/λ. This rate function is ex-
pressed in terms of the exponential generating function of the moments of Wj .
We illustrate the general theorem by three particular cases corresponding to the
normal, gamma and Bernoulli distributions of the weights Wj . We apply our
results to the study of the concentration properties of weighted vertex degree
of large random graphs. Finally, as a by-product of the main theorem, we de-
termine an asymptotic behavior of the number of even partitions in comparison
with the asymptotic properties of the Bell numbers.
1 Introduction
Compound Poisson probability distribution has been intensively used in a large num-
ber of applications [20]. Recent interest to the properties of Poisson and compound
Poisson laws is partly related with certain problems of random matrices and random
graphs theories. In particular, when regarding the random graphs of Erdo˝s-Re´nyi
type that have n vertices and the edge probability p/n, the probability distribu-
tion of the vertex degree di is asymptotically close the Poisson one [5]. Indeed, the
∗MSC: 05C80, 11C08, 60B20, 60F05
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adjacency matrix A(n,p) of such random graph is determined by a family of jointly
independent Bernoulli random variables {aij , 1 ≤ i < j ≤ n} and
di =
∑
j=1,...,n, j 6=i
aij , aij = aji. (1.1)
In paper [14], we considered the maximal vertex degree of random graphs dmax =
maxi=1,...,n di in the limit when n and p tend to infinity simultaneously. We have
studied the concentration properties of dmax with the help of high moments of ran-
dom variables di. These moments are close to the moments of Poisson random
variables and are given by the Bell polynomials of one variable [6, 15].
In random matrix theory, the weighted versions of adjacency matrices of random
graphs are also under consideration (see, for example, [12]). The matrix elements
of these matrices are given by aijwij, where {wij , 1 ≤ i < j ≤ n} are independent
random variables also independent from random variables aij . In this case analogous
to di random variable is given by the sum
D
(n,p)
i =
∑
j=1,...,n, j 6=i
aijwij (1.1)
that can be regarded as a weighted vertex degree of a random graph. The probability
distribution of D
(n,ρ)
i converges as n→∞ to a random variable that has a compound
Poisson distribution. Let us formulate the problem we consider in the present paper.
We consider a family of random variables
X(λ)n =
n∑
j=1
a
(n,λ)
j W
(n)
j , (1.2)
where A(λ)n = {a(n,λ)i , 1 ≤ i ≤ n} are jointly independent random variables such that
a
(n,λ)
j =
{
1, with probability λ/n,
0, with probability 1− λ/n , 1 ≤ j ≤ n, λ > 0. (1.3)
and Wn = {W (n)j , 1 ≤ j ≤ n} have the same probability distribution for all n such
that the moments
Ew
(
W
(n)
j
)l
= Vl, l ∈ N
exist, where Ew is the mathematical expectation with respect to the measure gen-
erated by the family Wn. We assume that the families A(λ)n and W are mutually
independent and denote by E
(n,λ)
a the mathematical expectation generated by the
2
family A(λ)n . In what follows, we omit the superscripts n and λ in E(n,λ)a when no
confusion can arise.
We are interested in the asymptotic behavior of the moments
M(n,λ)k = Ea Ew
(
X(λ)n
)k
,
in the limit when n, k and λ tend to infinity at the same time. Our main interest
will be related with the case when λ is either of the order of k or grows faster than
k, and k tends to infinity much slower than n. This is again related with the random
matrix theory and the concentration estimates (see, for example [14]).
The following technical statement can also be interesting by itself.
Lemma 1.1. If k = o(n), then for any given λ > 0
M(n,λ)k =Mk(λ)(1 +O(k2/n)), n→∞, (1.4)
where
Mk(λ) = k!
k∑
(l1,l2,...,lk)∗
k∏
i=1
(λVi)
li
(i!)li li!
(1.5)
and the sum with respect to (l1, l2, . . . , lk)
∗ is performed over all values li ≥ 0 such
that l1 + 2l2 + · · ·+ klk = k.
Remark. In (1.4), the term O(k2/n) represents asymptotic expression that does
not depend on λ; this means that asymptotic equality (1.4) holds also in the limit
when λ tends to infinity as a function of k or n.
We prove Lemma 1.1 in Section 5. The moments (1.5) are known to be the
moments of the compound Poisson distribution, more precisely, the moments of the
random variable
Υ =
N∑
j=1
Wj ,
where N follows the Poisson law P(λ) independent from W [15]. In the case when
the weights W
(n)
j are all equal to 1, relation (1.5) determines the one-variable Bell
polynomials [6],
M
(Vi=1)
k (x) = Bk(x) = k!
k∑
(l1,l2,...,lk)∗
k∏
i=1
xli
(i!)li li!
, x ∈ R. (1.6)
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If x = 1, then the right-hand side of (1.6) coincides with the k-th Bell number,
Bk(1) = B
(k),
B(k) =
k∑
(l1,l2,...,lk)∗
B
(k)
l1,l2,...,lk
, B
(k)
l1,l2,...,lk
=
k!
(1!)l1 l1! (2!)l2 l2! · · · (k!)lk lk!
(see papers [1, 2] and also [4, 22]). The Bell number B(k) counts the number of
all possible partitions pi(k) of the set of k elements into subsets (blocks). Then li
represents the number of blocks of size i and the sum l1 + · · · + lk = |pi(k)| is the
total number of blocks in the partition pi(k). According to this, we can say that
polynomials Mk(x) (1.5) represent a generalization of Bk(x) that can be referred
as to the Bell polynomials of weighted partitions or simply as to the weighted Bell
polynomials.
We see that the question about asymptotic behavior of M(n,x)k can be reduced
to the study of the moments Mk(x) in the asymptotic regime n→∞, k = o(n).
Asymptotic properties of the Bell numbers B(k) have been studied during last
decades (see [10, 17, 23] and monograph [10]), while interest to the asymptotic
properties of Bell polynomials represents more recent area of researches [8, 9, 24]. Up
to our knowledge, asymptotic properties of the weighted version of Bell polynomials
Mk(x) (1.5) have not been yet studied. Let us formulate our main result.
Theorem 1.1. Assume that Vk ≥ 0, k ∈ N and there exists finite or infinite
u0 > 0 such that
H(u) =
∞∑
k=0
Vk
k!
uk < +∞ for all u ∈ I0 = [0, u0). (1.7)
A. For any χ > 0 and (xk)k∈N such that xk/k → χ as k →∞, there exists limiting
function Ψ(χ) such that
Ψ(χ) = lim
k→∞
1
k
ln
(
Mk(x)
xk
)
=
H(u)− 1
uH ′(u)
− 1 + lnH ′(u), (1.8)
where u is given by a solution of the following Lambert-type equation
uH ′(u) =
1
χ
, u > 0. (1.9)
Moreover, if xk = χk, χ > 0 for all k ∈ N, then
Mk(xk) =
1√
1 + χu2H ′′(u)
(
xkH
′(u) exp
{
H(u)− 1
uH ′(u)
− 1
})k
(1 + o(1)), (1.10)
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where u is given by (1.9).
B. If (xk)k∈N is such that xk/k = χk →∞ as k →∞, then
Mk(xk) =


(
xkV1
(
1 + o(1)
))k
, k →∞, if V1 6= 0,(√
xkkV2
e
(
1 + o(1)
))k
, k →∞, if V1 = 0.
(1.11)
Remark 1. If the probability distribution of W is such that V2k+1 = 0 for all
k ∈ N, then relations (1.8) and (1.10) are valid for the sequence of even moments
{M2k(xk)}k∈N only. In particular, the second part of (1.11) reads as follows,
M2k(xk) =
(
2kxkV2
e
(1 + o(1))
)k
, 1≪ k ≪ xk. (1.12)
Remark 2. We show that in some particular cases of probability distribution of
W , Theorem 1.1 is valid also in the asymptotic regime when xk/k = χk → 0 as
k →∞ (see Section 3, subsection 3 for more details).
Remark 3. Theorem 1.1 generalizes our previous results about asymptotic be-
havior of the moments Mk(x) in the case of Vl = 1, l ∈ N (1.6). Indeed, we have
H(u) = eu and then (1.8) can be rewritten in the form
ψ(χ) = lim
k→∞
1
k
ln
(
M
(Vi=1)
k (x)
xk
)
= exp
{
u− 1 + 1
u
− 1
ueu
}
, (1.13)
where u is determined by the Lambert equation [7]
ueu =
1
χ
, χ > 0. (1.14)
The right-hand side of (1.13) coincides with the expression obtained in [14] for the
limiting expression
ψ(χ) = lim
k→∞
1
k
ln
(
Bk(xk)
xk
)
, xk/k → χ. (1.14)
Let us formulate two important versions of Theorem 1.1. The first one concerns
the case of centered weights Wˆ =W − EW .
Corollary 1.1. Let
Mˆ(n,λ)k = EaEw
(
Xˆ(λ)n
)k
,
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where
Xˆ
(λ)
k =
n∑
j=1
a
(n,λ)
j Wˆ
(n)
j , Wˆ
(n) =W (n) − EwW (n). (1.16)
Then for any given λ > 0
Mˆ(n,λ)k = Mˆk(λ)(1 +O(k2/n)), n→∞, k = o(n), (1.17)
where
Mˆk(λ) = k!
k∑
(l1,l2,...,lk)∗
k∏
i=1
(λVˆi)
li
(i!)li li!
, Vˆi = Ew
(
Wˆ (n)
)k
, (1.18)
and relations (1.8), (1.9) and (1.10) hold for the sequence of moments {Mˆk(x)}k∈N
with H(u) replaced by
Hˆ(u) = e−uV1H(u). (1.19)
The case of centered random variables represents a particular case of the one
considered in Lemma 1.1 and Theorem 1.1, so the proof of Corollary 1.1 does not
require any additional reasoning or computation. Let us note that relation (1.11)
takes the following form that follows from relations (1.9) and (1.10) rewritten for
Mˆk(x),
Mˆk(xk) =


√
xkk(V2 − V 21 )
e
(
1 + o(1)
)
k
, k →∞, xk/k →∞. (1.20)
The second version of Theorem 1.1 is related with the moments of centered
random variables X˜ = X − EaEwX = X − λV1.
Theorem 1.2. Let
M˜(n,λ)k = EaEw
(
X(λ)n − λV1
)k
.
Then for any given λ > 0
M˜(n,λ)k = M˜k(λ)(1 +O(k2/n)), n→∞, k = o(n), (1.21)
where M˜k(λ) are the moments of centered compound Poisson distribution, and re-
lations (1.8), (1.9) and (1.10) hold for the sequence of moments {M˜k(x)}k∈N with
H(u) replaced by
H˜(u) = H(u)− uV1. (1.22)
While moments M˜k(λ) are hard to be expressed in the form related with weighted
partitions like (1.5) or (1.18), Theorem 1.2 can be proved by the same method as
that used for the proof of Theorem 1.1.
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Results given by relations (1.11) and (1.20) are not surprising because in the
limit x/k → ∞ the main contribution to Mk(x) comes from the terms with the
maximal power of x. If V1 > 0, then there is one such term that corresponds to the
case when all of the blocks are of the size 1. If V1 = 0, then the leading contribution
to Mk(x) is given by the partitions such that all blocks are of the size 2. Regarding
the even moments, M2k(xk), we observe that there are (2k)!/(2
kk!) such partitions
and each partition has the weight (xkV2)
k. By simple use of the Stirling formula for
(2k)! and k!, we get the leading term of the second relation of (1.11). This reasoning
explains also the form of relations (1.12) and (1.20).
Finally, let us point out that the probability distribution ofW plays an important
role in the leading terms of the asymptotic expressions (1.8) and (1.10) determined in
the case when the parameter x is proportional to the moment’s number k. However,
asymptotic expressions (1.11) and (1.20) obtained in the limiting transition 1≪ k ≪
x depend on two first moments V1 and V2 of W only. Thus the weighted partitions
exhibit here a kind of universality of the leading terms of asymptotic expression for
their Bell polynomials.
The paper is organized as follows. We prove Theorem 1.1 in Section 2. There we
comment also on the proof of Theorem 1.2. In Section 3, we consider three particular
cases of probability distribution of random variables W given by the normal Gaus-
sian distribution, gamma distribution and centered Bernoulli distribution. Also, we
consider two examples of weight moments {Vl}l∈N interesting from the combinatorial
point of view. In Section 4, we apply the results of Theorem 1.2 to the estimates of
the deviation probabilities of the maximum of random variables D
(n,ρ)
i (1.1). Section
5 contains the proofs of auxiliary statements and a supplementary part related with
even partitions.
2 Proof of Theorem 1.1
We prove Theorem 1.1 with the help of the method proposed in [23] to study the
asymptotic behavior of the Bell numbers B(k) and then modified in [14] in appli-
cations to the case of Bell polynomials Bk(x) (1.6). This method is based on the
observation that the local limit theorem is valid for an auxiliary random variable Z
such that the probability P (Z = k) is proportional to ukBk/k!. The idea to use the
local limit theorem in order to get the asymptotic properties of combinatorial items
dates back to the works by E. A. Bender (see [3] and also [10, 11]). In particular,
the local limit theorems has been used in the studies of the limiting behavior of
the Stirling numbers Skr , 1 ≤ r ≤ k as k, r → ∞. Further use of this technique
developed in [3] and other papers would require proofs of more statements such as
the log-concavity of the sequence Mk(x). Therefore we prefer to stay within the
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frameworks of the stochastic version of the method outlined in [23].
2.1 Auxiliary random variables and Central Limit Theorem
Let us introduce a random variable Z(x,u) that takes values in N such that
P (Z(x,u) = j) = p
(x,u)
j =Mj(x)
uj
j!G(x, u)
, j ∈ N, u > 0, (2.1)
where
G(x, u) =
∞∑
j=0
Mj(x)
uj
j!
= exp
{
x
(
H(u)− 1)} . (2.2)
The last equality of (2.2) can be obtained with the help of the standard combinatorial
arguments.
Generating function of probability distribution (2.1) determined by Fx,u(τ) =∑∞
j=0 p
(x,u)
j τ
j takes the form
Fx,u(τ) =
G(x, τu)
G(x, u)
(2.3)
and elementary calculations show that
EZ(x,u) = xuH ′(u) and V ar(Z(x,u)) = x
(
uH ′(u) + u2H ′′(u)
)
. (2.4)
The main idea of the method is to use (2.1) in its inverse form,
Mk(x) =
k!G(x, u)
uk
P (Z(x,u) = k) (2.5)
and to get the asymptotic expression for P (Z(x,u) = k) for large x and k; this
asymptotic expression can be obtained with the help of the local limit theorem for
the values of k close to infinitely increasing EZ(x,u) in the limit V ar(Z(x,u))→∞.
To perform this program, we introduce an infinite sequence of reals (xN , uN )N∈N
such that the following conditions are verified,
xN →∞ and V ar(Z(xN ,uN ))→∞, as N →∞. (2.6)
We denote this limiting transition (2.6) by (x, u)N →∞. Let us point out that (1.9)
together with (2.4) imply that EZ(xN ,uN ) →∞ in the limit (2.6).
We will be interested in the asymptotic behavior of Mk(x) in two particular
cases: the first case is when xN is of the order kN = EZ
(xN ,uN ), and therefore
uN → u ∈ I;
kN
xN
= uNH
′(uN )→ 1
χ
, uN → u˙ ∈ (0, u0), N →∞; (2.7)
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we denote the limiting transition (2.6) such that (uN )N∈N verifies the last condition
of (2.7) by (x, u)N→˙∞. The second case is when xN grows faster than kN asN →∞,
then
kN
xN
= uNH
′(uN )→ 0 and therefore uN → u¨ = 0, N →∞. (2.8)
We denote the limiting transition (2.6) with (uN )N∈N satisfying the last condition
of (2.8) by (x, u)N→¨∞.
In what follows, we denote σ
(xN ,uN )
Z =
√
V ar(Z(xN ,uN )) and omit subscripts N
in (xN , uN ) as well as superscripts (x, u) everywhere when no confusion can arise.
Lemma 2.1. Let ΦYN (t) = E exp{−itYN}, where
YN =
(
Z(xN ,uN ) − EZ(xN ,uN )
)
/σZ .
For any given t ∈ R
ΦYN (t)→ exp{−t2/2} as (x, u)N →∞
and thus Z(xN ,uN ) is asymptotically normal. Moreover, if the sequence of naturals
(kN )N∈N is such that
kN − EZ(xN ,uN ) = O (σZ) , (x, u)N →∞,
then relation
P (Z = kN )− 1√
2piσZ
exp
{
−
(
kN − EZ(x,u)
)2
2σ2Z
}
= o(σ−1Z )
holds in the limit (x, u)N →∞. Finally, for any sequence of naturals (k˜N )N∈N such
that
k˜N − EZ(xN ,uN ) = o (σZ) , (x, u)N →∞, (2.9)
the following asymptotic relation
P (Z = k˜N ) =
1√
2piσZ
(1 + o(1)) (2.10)
holds in the limiting transition (x, u)N →∞ (2.6).
Proof. Relations (2.1) and (2.2) imply that
ΦY (t) = exp{−itEZ/σZ}F (eit/σZ ),
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where
F (eit/σZ ) =
G(x, ueit/σZ )
G(x, u)
= exp
{
x
(
H
(
ueit/σZ
)−H(u))} . (2.11)
Taking into account (1.8), we conclude that the series H(z) =
∑
k≥0 Vk z
k/k!
converges uniformly in the open disk B(0, u0) = {z ∈ C : |z| < u0} and therefore
the following analog of the Taylor expansion holds,
H(z) =
2∑
j=0
H(j)(u)
j!
(z − u)j +R2(z, u), (2.12)
where
|R2(z, u)| ≤ h0(u, r0)
(|z − u|/r0)3
1− |z − u|/r0 , h0(u, r0) = maxs∈C: |s−u|=r0 |H(s)| (2.13)
with r0 = (u0 − u)/2 if u0 <∞ and r0 = 1 if u0 = +∞ (see Section 4 for details).
Regarding the right-hand side of (2.12) with z = ueit/σZ we conclude that
H(ueit/σZ )−H(u) = uH ′(u)
(
eit/σZ − 1
)
+
u2H ′′(u)
2
(
eit/σZ − 1
)2
+R2(ue
it/σZ , u)
= uH ′(u)
it
σZ
− t
2
2σ2Z
(
uH ′(u) + u2H ′′(u)
)
+R2(ue
it/σZ , u) + S2(u, t). (2.14)
It is easy to see that
xNS2(uN , t) = xN
(
2uNH
′(uN ) + u
2
NH
′′(uN )
)
O
(
t3
σ3Z
)
= O
(
t3
σZ
)
, (x, u)N →∞.
(2.15)
Substituting (2.14) into (2.11) and using (2.4), we obtain equality
ΦYN (t) = exp
{
− t
2
2
+ xN
(
R2(uNe
it/σZ , uN ) + S2(uN , t)
)}
. (2.16)
Let us study (2.16) first in the limit (2.6), (2.7) when uN → u˙ > 0. There exists
N1 such that
1− |uN
(
eit/σZ − 1) |
r0
≥ 1
2
for all N > N1
and therefore there exists N2 ≥ N1 such that for all N > N2,
|xNR2(uNeit/σZ , uN )| ≤ 2xNH(uN )u
3
N |t|3
σ3Z
=
2H(uN )u
2
N |t|3
σZ
(
H ′(uN ) + uNH ′′(uN )
) . (2.17)
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Taking into account convergence uN → u˙ 6= 0, we deduce from (2.15) and (2.17)
that (2.16) takes the form
ΦYN (t) = exp
{
− t
2
2
+O
(
t3
σZ
)}
, (x, u)N →∞, uN → u˙. (2.18)
Let us study (2.16) in the limit (2.6), (2.8) when uN → u¨ = 0. It is not hard to
see that in this case the upper estimate (2.17) implies equality
|xNR2(uNeit/σZ , uN )| = o
(
t3
σZ
)
, (x, u)N →∞, uN → 0
and therefore
ΦYN (t) = exp
{
− t
2
2
+O
(
t3
σZ
)}
, (x, u)N →∞, uN → 0.
Combining this result with (2.18), we can conclude that for any given real t
ΦYN (t) = exp
{
− t
2
2
+O
(
t3
σZ
)}
, (x, u)N →∞. (2.19)
This equality proves the first part of Lemma 2.1 stating the asymptotic normality
of Z(xN ,uN ) in the limit (x, u)N →∞ (2.6).
Let us prove the second part of Lemma 2.1 given by equalities (2.9) and (2.10).
To do this, we follow the arguments developed by T. Tao in [21] for the proof of the
Local Limit Theorem for sums of independent random variables.
Taking the mathematical expectation of the both parts of equality
IZ=k(ω) =
1
2pi
∫ pi
−pi
eiyZe−iykdy,
we get by the Fubini’s theorem that
P (Z = k) =
1
2pi
∫ pi
−pi
E
(
eiy(Z−EZ)
)
e−iy(k−EZ) dy
=
1
2piσZ
∫ piσZ
−piσZ
ΦY (t) e
it(k−EZ)/σZ dt, (2.20)
where Y = (Z − EZ)/σZ . The key point of the proof is to show that the following
difference vanishes,
DN =
∫ piσZ
−piσZ
ΦY (t) e
it(k−EZ)/σZ dt−
∫ piσZ
−piσZ
eit(k−EZ)/σZ−t
2/2 dt = o(1) (2.21)
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as N tends to infinity. Following [K], we split DN into two parts and consider first
the difference
D
(1)
N =
∫
|t|≤yN
(
ΦY (t)− e−t2/2
)
e−it(k−EZ)/σZ dt.
It follows from (2.18) that if yN = σ
1/8
Z , then
|D(1)N | ≤
∫
|t|≤yN
e−t
2/2| exp
{
O
(
t3
σZ
)
− 1
}
| dt = O
(
y4N
σZ
)
= o(1), (x, u)N →∞.
(2.22)
Regarding the second part of the integral (2.20), we can write that
|D(2)N | ≤
∫
yN<|t|≤piσZ
|ΦY (t)| dt +
∫
yN<|t|≤piσZ
e−t
2/2 dt (2.23)
To estimate the first integral from the right-hand side of (2.23), we use definitions
(1.7) and (2.1) together with relations (2.2) and (2.11) and write that
|ΦY (t)| = | exp
{
xN
∞∑
k=0
Vk
k!
ukN
(
cos(kt/σZ)− 1) + i sin(kt/σZ)
)} |
= exp
{
xN
2∑
k=1
ukN
Vk
k!
(
cos
(
kt
σZ
)
− 1
)
+ xNT3(xN , uN , t)
}
, (2.24)
where the remaining term
T3(xN , uN , t) =
∞∑
k=3
Vk
k!
ukN
(
cos
(
kt
σZ
)
− 1
)
is negative, T3(xN , uN , t) ≤ 0 for all t ∈ [−piσZ , piσZ ].
Taking into account elementary inequalities
cos
(
jt
σZ
)
≤ 1− j
2t2
32σ2Z
≤ 1− j
2y2N
32σ2Z
, ∀t : yN ≤ |t| ≤ piσZ , j = 1, 2,
we deduce from (2.24) that
∆N =
∫
yN<|t|≤piσZ
|ΦY (t)| dt ≤ 2piσZ exp
{
−xNuN (V1 + 4uNV2)y
2
N
32σ2Z
}
.
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Remembering definition (2.4) of σ2Z and the value yN = σ
1/8
Z , we conclude that
∆N ≤ 2piσZ exp
{
− V1 + 4uNV2
32(H ′(uN ) + uNH ′′(uN ))
σ
1/4
Z
}
= 2piσZ exp{−ANσ1/4Z }.
(2.25)
It is clear that in the limiting transition (2.6), (2.7) when xN →∞ and uN → u˙ as
N →∞, we get ∆n = o(1), (x, u)N→˙∞.
Let us consider the limiting transition (x, u)N → ∞ (2.6), (2.8). If V1 6= 0,
then limn→∞AN = 1/32 and if V1 = 0, then limN→∞AN = 1/8. Then ∆N =
o(1), (x, u)N→¨∞. Returning to (2.23), we conclude that
|D(2)N | = o(1), (x, u)N →∞. (2.26)
Combining (2.22) with (2.26), we get (2.21). Relations (2.8) and (2.10) follow
from the classical identity∫ piσZ
−piσZ
eit(k−EZ)/σZ−t
2/2 dt =
1√
2pi
e−(k−EZ)
2/(2σ2Z ) (2.27)
and an elementary estimate
|
∫
|t|>piσZ
e−t
2/2+iαtdt| ≤
∫
|t|>piσZ
e−t
2/2dt = o(1), α ∈ R, N →∞. (2.28)
Now (2.9) and (2.10) follow from (2.20), (2.27) and (2.28). Lemma 2.1 is proved. 
2.2 Proof of Theorem 1.1
To prove Theorem 1.1, we consider the main result of Lemma 2.1 given by (2.10)
with slightly changed limiting transition. Namely, we consider k as an independent
variable that tends to infinity and for a given sequence {χk}k∈N, we determine
sequence {xk}k∈N such that xk = χkk, k ∈ N. Then we determine {uk}k∈N by
equality
ukH
′(uk) =
k
xk
=
1
χk
, k ∈ N. (2.29)
Then clearly (2.9) holds because k = EZ(xk,uk) and the limiting transition k → ∞
is equivalent to (2.6). This observation means that we can use (2.10) that together
with (2.5) implies asymptotic equality
Mk(xk) =
k!
uk
√
2piσ
(k)
Z
exp
{
xk
(
H(u)− 1)} (1 + o(1)), k →∞, (2.30)
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where u = uk and σ
(k)
Z =
√
xkuk (H ′(uk) + ukH ′′(uk)).
Using the Stirling formula
k! =
√
2pik
(
k
e
)k
(1 + o(1)), k →∞ (2.31)
and taking into account that
exp
{
xk
(
H(uk)− 1
)}
= exp
{
k
ukH ′(uk)
(
H(uk)− 1
)}
=
(
exp
{
H(uk)− 1
ukH ′(uk)
})k
,
we can transform relation (2.30) into the following asymptotic equality
Mk(x) =
(
k
uk
exp
{
H(uk)− 1
ukH ′(uk)
− 1
})k√ k
xkuk(H ′(uk) + ukH ′′(uk))
(1+o(1)), k →∞.
If χk = χ > 0 for all k ∈ N, then limk→∞ uk = u and it follows from (2.29) and the
last asymptotic relation that
Mk(xk) =
(
xkH
′(u) exp
{
H(u)− 1
uH ′(u)
− 1
}
(1 + o(1))
)k
, k →∞, (2.32)
where u is determined by relation (1.9) that obviously follows from (2.29). This
proves relation (1.8).
Let us consider the case when xk = χk, k ∈ N for χ > 0. We denote the limiting
transition xk → ∞, k → ∞ by (x, k)χ → ∞. In this limit, uk = u determined by
(1.9) and (2.31) takes the following form,
Mk(xk) =
1√
1 + χu2H ′′(u)
(
k
u
exp
{
H(u)− 1
uH ′(u)
− 1
})k
(1 + o(1)), (x, k)χ →∞
(2.33)
or, in equivalent form,
Mk(xk) =
1√
1 + χu2H ′′(u)
(
xkH
′(u) exp
{
H(u)− 1
uH ′(u)
− 1
})k
(1+o(1)), (x, k)χ →∞.
(2.34)
Then (1.10) follows. The first part of Theorem 1.1 is proved.
Let us consider the limiting transition given by 1≪ k ≪ xk. In this case χk →∞
as k →∞ and it follows from (2.29) that uk = o(1) and
H(uk)− 1− ukH ′(uk) = −u
2
kV2
2
+ o(u2k), k →∞.
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If V1 6= 0, then (2.31) implies equality
Mk(x) =
(
xV1(1 + o(1)
)k
, 1≪ k ≪ x. (2.35)
If V1 = 0, then H
′(uk) = V2uk(1 + o(1)) and relation (2.29) implies equality
uk =
√
k
xkV2
(1 + o(1)), k →∞.
Taking into account that
H(uk)− 1− ukH ′(uk) = −V2u
2
k
2
(1 + o(1)), k →∞, uk → 0,
we deduce from (2.31) asymptotic relation
Mk(x) =
(√
xkV2
e
(
1 + o(1)
))k
, 1≪ k ≪ x. (2.36)
Relations (2.35) and (2.36) prove the second part of Theorem 1.1 given by (1.11).
Theorem 1.1 is proved. 
Let us comment on the proof of Theorem 1.2. According to the definition of the
moments M˜(n,λ)k , wa can write that
M˜(n,λ)k = EaEw
(
X(λ)n − λV1
)k
=
k∑
r=0
(
k
r
)
M(n,λ)r (−λV1)k−r .
Using relation (1.4) of Lemma 1.1, we conclude that
M˜(n,λ)k =
k∑
r=0
(
k
r
)
Mr(λ) (−λV1)k−r (1 +O(k2/n)),
where Mr(λ) represents the r-th moment of the compound Poisson distribution,
Mr(λ) = EΥ
r = E
(
N∑
i=1
Wi
)r
.
Then
M˜(n,λ)k = M˜k(λ)(1 +O(k2/n)),
where M˜k(λ) are the moments of the centered compound Poisson distribution. This
proves relation (1.21).
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Now we can repeat the proof of Theorem 1.1 by introducing auxiliary random
variables Z˜(x,u) such that
P (Z˜(x,u) = j) = M˜j(x)
uj
j!G˜(x, u)
, j ∈ N, G˜(x, u) =
∞∑
j=0
M˜j(x)
uj
j!
.
It remains to observe that
G˜(x, u) =
∞∑
j=0
uj
j!
E (Υ− xV1)k = Eeu(Υ−xV1) = exp
{
x
(
H(u)− xuV1 − 1
)}
and (1.22) follows. It is clear that in the proof of Theorem 1.1, all the statements re-
lated with H(u) can be repeated for H˜(u) = H(u)−uV1. This observation completes
the proof of Theorem 1.2. 
3 Weighted Bell polynomials
In this section we briefly consider three important particular cases of the probability
distribution of random variablesW : the Gaussian (normal) distribution, the gamma
distribution, and a centered version of the Bernoulli distribution. We complete this
section with consideration of exponential-type distributions of W in relations with
a number of combinatorial identities.
3.1 Centered Gaussian distribution
Assuming Wj ∼ N (0, V2), we get
Vj = EW
l
j =
{
0, if l = 2k + 1,
V k2 (2k − 1)!!, if l = 2k
, (3.1)
and H(u) = EeuWj = eV2u
2/2. We denote by M
(N )
2k (x) the moments (1.5) with the
weights (3.1).
The auxiliary random variable Z(x,u) is determined by relations
P (Z(x,u) = 2j) =M2j(x)
u2j
(2j)!G(x, u)
, j = 0, 1, 2, . . . , u > 0, (3.2)
where
G(x, u) =
∞∑
j=0
M2j(x)
u2j
(2j)!
= exp
{
x
(
eV2u
2/2 − 1)} . (3.3)
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It follows from (3.2) that
M2k(x) =
(2k)!
u2k
G(x, u)P (Z(x,u) = 2k) (3.4)
and we use the local limit theorem of Lemma 2.1 given by (2.10) in the form
P (Z(x,u) = 2k) =
1√
2piσZ
(1 + o(1)), (x, u)→∞ (3.5)
where x and u are such that
2k = EZ = xV2u
2eV2u
2/2 →∞.
Taking into account that σ2Z = xV2u
2(2 + V2u
2)eV2u
2/2, we deduce from (3.3), (3.4)
and (3.5) that in the limit k → ∞ such that x = χk, the following asymptotic
equality holds,
M
(N )
2k (x) =
√
x
2(1 + β)
(
2k2AV2
β
)k
(1 + o(1)), (x, u)χ →∞. (3.6)
where β > 0 is determined by the Lambert equation
βeβ =
1
χ
(3.7)
and A = exp{(eβ − 1)/(βeβ) − 2}. In (3.6), we have used the Stirling formula
(2.31). Relation (3.6) can be certainly deduced from relation (1.8) of Theorem 1.1,
we presented more details here because definition (3.2) is different from (2.1).
In the case when 1 ≪ k ≪ xk, we have χ → ∞ and (3.7) implies that β → 0.
Then A→ 1/e and β = k/x(1 + o(1)) and therefore relation (3.6) takes the form
M
(N )
2k (x) =
(
2kxV2
e
(
1 + o(1)
))k
, 1≪ k ≪ x (3.8)
that coincides with (1.12). This confirms once more our heuristic observation that
in the case of centered probability distribution of the weights W , the leading con-
tribution to M2k(x) is given by the partitions of 2k elements into blocks of size 2.
3.2 Gamma distribution
Assuming that W follows the gamma distribution with density
f (m,θ)(x) =
xm−1 e−x/θ
θmΓ(m)
, x > 0, m > 0, θ > 0,
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where Γ(m) =
∫∞
0 x
m−1e−xdx, it is not hard to see by elementary computations
that (1.7) holds and
H(u) =
1
(1− θu)m , 0 ≤ u < 1/θ. (3.9)
We denote by M
(Γ)
k (x) the moments (1.5) with the weights Vj =
∫∞
0 x
jf (m,θ)(x)dx.
Let us consider random variables Z(x,u) such that
P (Z(x,u) = k) =M
(Γ)
k (x)
uk
k!G(x, u)
= Sk(x)
uk
G(x, u)
(3.10)
with
G(x, u) = exp {x(H(u)− 1)} = exp{x ((1− θu)−m − 1)}
and
EZ =
mθxu
(1− θu)m+1 and σ
2
Z =
mθxu
(1− θu)m+1 + xu
2m(m+ 1)θ
2
(1− θu)m+2 .
If x, k →∞ and x = χk, then by Theorem 1.1 we have
Sk(x) =
1√
2pik
√
1 + (m+ 1)θu/(1 − θu)
exp{x(1− θu)−m − 1)}
uk
(
1 + o(1)
)
,
where u verifies equation
umθ
(1− uθ)m+1 =
1
χ
=
k
x
. (3.11)
Then we get in this limit (x, k)χ →∞ that
Sk(x) =
1√
2pikuk
√
1− θu
1 +mθu
(
exp
{
1− θu
mθu
(
1− (1− θu)m)})k (1 + o(1)). (3.12)
Then the moments
M
(Γ)
k (x) = k!Sk(x)
have the following expression
M
(Γ)
k (x) =
√
1− θu
1 +mθu
(
k
eu
exp
{
1− θu
mθu
(
1− (1− θu)m)})k (1+o(1)), (x, k)χ →∞,
(3.13)
with u determined by (3.11)
If 1≪ k ≪ x, then it follows from (3.11) that u→ 0 and
u =
k
mθx
(1 + o(1)).
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and we get asymptotic equality,
Sk(x) =
1√
2pik
(
mθex
k
(
1 + o(1)
))k
, 1≪ k ≪ x. (3.14)
Remembering that Mk(x) = k!Sk(x), we deduce from (3.14) with the help of the
Stirling formula (2.31) that
M
(Γ)
k (x) = (mθx(1 + o(1)))
k , 1≪ k ≪ x. (3.15)
This relation coincides with the first equality of (1.11) because for gamma distribu-
tion V1 = EW = mθ.
3.3 Centered Bernoulli distribution
Let us consider the case when independent random variablesW
(n)
j =Wj (1.1) follow
the centered Bernoulli probability distribution,
Wj =
{
1, with probability 1/2,
−1, with probability 1/2 , j ∈ N. (3.16)
We denote by M
(B)
2k the even moments that correspond to the moments (1.5) with
V2j = 1 and V2j+1 = 0. We have clearly H(u) = Ee
uW = ch(u) and the probability
distribution of the auxiliary random variable Z(x,u) (2.1) is such that
EZ = xush(u) and V ar(Z) = xu(sh(u) + uch(u)).
Theorem 1.1 is true and it follows from relation (2.33) that in the limit k, x → ∞
such that x = χk, χ > 0
M
(B)
2k (x) =
√
2
2 + χu2ch(u)
(
2kA′
u
)2k
(1 + o(1)), (3.17)
where u > 0 is determined by equation
ush(u) =
2
χ
(3.18)
and A′ = exp {(ch(u)− 1)/(ush(u))− 1}.
In the limit 1 ≪ k ≪ xk, we have u → 0 and it follows from (3.18) that
u2 = 2/χ(1 + o(1)). Then A′ → −1/2 and (3.17) takes the form
M
(B)
2k (xk) =
(
2kx
e
(1 + o(1))
)k
(3.19).
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that coincides with (1.12).
It is interesting to point out that while we have formulated Theorem 1.1 for two
asymptotic regimes, x/k = Const and x/k →∞ as k →∞, we can prove that the
local limit theorem in the case of Bernoulli centered weights (3.16) holds also in the
third asymptotic regime determined by relations
k →∞ and xk/k → 0 (3.20)
under some additional restrictions on the sequence (xk)k∈N (see Lemma 5.1 of Section
5). Then Theorem 1.1 also holds in this asymptotic regime. It follows from (3.20)
that χ → ∞ as k → ∞. It is not hard to see that in this case the asymptotic
expansion of the solution of (3.18) coincides with the asymptotic expansion of the
solution of Lambert equation (1.14) that is given by the following relation [7],
u = ln
(
2
χ
)
− ln ln
(
2
χ
)
+O
(
ln ln
(
2
χ
)
/ ln
(
2
χ
))
, χ→ 0. (3.21)
Since u→∞, then A′ → −1 and (3.17) together with (3.21) that
M
(B)
2k (x) =
(
2k
e(ln(2k)− lnx)(1 + o(1))
)2k
, x = o(k), k →∞. (3.22)
This relation, taken with x = 1, coincides with the first terms of the asymptotic
expression for Bell numbers B(2k) (1.6) in the limit k →∞ known since 50-s [17].
3.4 Exponential law and combinatorial identities
If Wj follow the exponential distribution, then Vk = k!, k ∈ N and
HS(u) =
∞∑
k=0
Vk
uk
k!
=
1
1− u, u ∈ [0, 1).
In this case the moments (1.5) take the following form
Mk(x) = k!
∑
(l1,...,lk)=k
xl1+···+lk
l1! . . . lk!
= k!S
(E)
k (x), (3.23)
where S
(E)
k (x) is a particular case of Sk(x) = S
(Γ)
k (x) determined in (3.10).
It follows from (3.12) with m = 1 and θ = 1 that if k →∞ and x = χk, then
S
(E)
k (x) =
1√
2pik
√
1− u
1 + u
( e
ueu
)k (
1 + o(1)
)
, k →∞, (3.24)
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where u is such that
u
(1− u)2 =
1
χ
, (3.25)
and thus u =
2+χ−
√
χ(4+χ)
2 .
If k = o(x) and χ → ∞, then it follows from (3.25) that u = k/x + 3/2 + o(1)
and then (3.24) leads to the following expression (cf. (3.14)),
S
(E)
k (x) =
1√
2pik
(xe
k
(
1 + o(1)
))k
, 1≪ k ≪ x. (3.26)
Asymptotic expressions (3.24) and (3.26) are also interesting because of the
combinatorial aspect of polynomials S
(E)
k (x) that due to (1.5) can be written in
the form
S
(E)
k (x) =
∑
(l1,...,lk)=k
xl1+···+lk
l1! . . . lk!
. (3.27)
Using the following combinatorial identity ,
∑
(l1,...,lp)=p
p!
l1! . . . lp!
=
(
k − 1
p− 1
)
, (3.28)
it is not hard to show that
S
(E)
k (x) =
k∑
p=1
xp
p!
(
k − 1
p− 1
)
. (3.29)
We refer the reader to the monograph [18, p. 183] for the proof of identities (3.28)
and (3.29). Thus by results (3.24) and (3.26), we get the asymptotic behavior of
these polynomials (3.29) that have an explicit expression for their coefficient, but
not for S
(E)
k (x) themselves.
Let us complete this section with a combinatorial illustration of our technique.
in application to one more combinatorial identity. This illustration is related with
with polynomials (1.5) having the factorial weight moments
Vk = (k − 1)!, k ∈ N. (3.30)
Then
H(u) =
∞∑
k=0
Vk
uk
k!
= 1− ln(1− u).
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Relation (1.5) in this case can be rewritten in the form Mk(x) = k!Tk(x), where
Tk(x) =
k∑
(l1,l2,...,lk)∗
k∏
i=1
xli
ili li!
. (3.31)
Introducing auxiliary random variables Z(x,u) such that P (Z(x,u) = k) = Tk(x)u
k/G(x, u)
with
G(x, u) = exp {x(H(u)− 1)} = 1
(1− u)x , u ∈ [0, 1),
and
EZ(x,u) = x
u
1− u and σ
2
Z =
xu
1− u +
xu2
(1− u)2 ,
we observe that Theorem 1.1 holds and therefore
Tk(x) =
1√
2piσZ
G(x, u)
uk
(1 + o(1)), (x, k)χ →∞,
where u = 1/(1 + χ) = k/(k + x). Then
Tk(x) =
√
x√
2pik(x+ k)
(
1 +
x
k
)k (
1 +
k
x
)x
(1 + o(1)), (x, k)χ →∞. (3.32)
Taking into account the following identity (see, for example, [18, p. 183]),
Tk(x) =
∑
(l1,...,lk)∗
xl1+···+lk
l1! · · · lk! 1l1 · · · klk =
x(x+ 1) · · · (x+ k − 1)
k!
, (3.33)
we see that (3.32) can be obtained from (3.33) by simple use of the Stirling formula
(2.31) in the case of non-integer x.
4 Concentration of the weighted vertex degree
Let us apply the results of Theorem 1.2 to the studies of probability of deviations
of the vertex degrees of weighted random graphs. Namely, we consider the random
variable
Dmax = max
i=1,...,n
D
(n,ρ)
i ,
whereD
(n,ρ)
i is determined by (1.1) for real symmetric matrices A
(n,ρ) whose elements
above the main diagonal are given by random variables aijwij such thatA = {aij , 1 ≤
i < j ≤ n} is a family of jointly independent Bernoulli random variables,
aij =
{
1, with probability ρ/n,
0, with probability 1− ρ/n , 1 ≤ i < j ≤ n, ρ > 0. (4.1)
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and random variables {wij , 1 ≤ i < j ≤ n} are independent of the family A. We
assume that Aii = 0 and that wij have the same probability distribution such that
the function
E exp {uw12} = H(u) =
∞∑
k=0
Vk
uk
k!
exists for all u ∈ [0, u0) with finite or infinite u0. It is clear that D(n,ρ)i have the
same probability distribution with the mean value ρV1(n− 1)/n. We denote
D˜
(n,ρ)
i = D
(n,ρ)
i −
n− 1
n
ρV1 and D˜
(n,ρ)
max = max
i=1,...,n
D˜
(n,ρ)
i .
We denote H˜(u) = H(u)− uV1.
Theorem 4.1. If ρn = κ lnn, then for any s verifying inequality
s > H˜ ′(u) exp
{
H˜(u)− 1
uH˜ ′(u)
− 1
2
}
, (4.2)
where u is determined by equation
uH˜ ′(u) =
1
κ
, (4.3)
the following convergence holds,
lim
n→∞
P
(
|D
(n,ρn)
max
ρn
− V1| > s
)
= 0. (4.4)
If ρn = κn lnn and κn infinitely increases as n→∞, then
lim
n→∞
|D(n,ρn)max − ρnV1|
ρn
= 0 with probability 1. (4.5)
Moreover, for any sequence (sn)n∈N verifying condition
sn >
√
eV2
κn
+
V1
n
, (4.6)
the following relation holds,
P
(
lim sup
n→∞
|D
(n,ρn)
max
ρn
− V1| ≥ sn
)
= 0. (4.7)
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The probabilities of large deviations of compound Poisson process have been
earlier studied in [16] (see also [13] for the relations with the Erdo˝s-Re´nyi limit
theorem). However, it should be noted that results of [16] are related with one-sided
deviations of the sums of random number of independent identically distributed
random variables, while our estimates are obtained for the probabilities of two-sided
deviations.
Proof of Theorem 4.1. In what follows, we omit the superscripts n and ρ when
no confusion can arise. Elementary computations show that
|Dmax − ρV1| ≥ |D˜max| − ρV1
n
and therefore
P
( |Dmax − V1ρ|
ρ
≥ s
)
≤ P
(
|D˜max|
ρ
≥ s′
)
, s′ = s− V1
n
.
We can write that
P
(
|D˜max| ≥ s′ρn
)
= P
(
∪i=1
{
|D˜i| ≥ s′ρn
})
≤ nP
(
|D˜1| ≥ s′ρn
)
and that
P
(
|D˜1| ≥ s′ρn
)
≤ M˜2k(ρn)(
s′ρn
)2k .
Taking k = lnn, we deduce from the previous upper bounds, Theorem 1.2 and
relation (1.8) that
P
(
|D˜max| ≥ s′ρn
)
≤ n
(
1
s′
H˜ ′(u) exp
{
H˜(u)− 1
uH˜ ′(u)
− 1
})2k
= exp
{
2 lnn
(
1
2
− ln s′ + ln H˜ ′(u) + H˜(u)− 1
uH˜ ′(u)
− 1
)}
, (4.8)
where u is determined by equation (4.3). It is not hard to see that condition (4.2)
together with the upper bound (4.8) implies (4.4).
If ρn = κn lnn and κn → ∞, we can choose again k = lnn and then relation
(4.3) implies that u = o(1), (H˜(u)− 1)/(uH˜ ′(u)) = 1/2 + o(1), and
H˜ ′(u) = uV2(1 + o(1)) =
√
kV2
ρn
(1 + o(1)) =
√
V2
κn
(1 + o(1)), n→∞.
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It follows from these computations and relation (4.8) that for any s > 0 there exists
n0 such that the following series converges,∑
n≥n0
P
(
|D˜(n,ρn)max | ≥ sρn
)
< +∞. (4.9)
Then by the Borel-Cantelli lemma, relation (4.5) holds.
If s′ = s′n >
√
eV2/κn, then (4.9) holds with s replaced by s
′
n and this shows
that (4.7) is true whenever (4.6) is verified.
5 Auxiliary statements
This section contains the proofs of auxiliary statements and a supplementary mate-
rial.
5.1 Proof of Lemma 1.1
To study the moments M(n,ρ)k = EaEw
(∑n
j=1 ajWj
)k
, it is natural to represent the
multiple sum of the right-hand side of this equality as a sum over the classes of equiv-
alence C, each class associated with a partition of the set of variables {j1, j2, . . . , jk}
into blocks such that the variables belonging to each block take the same value from
{1, 2, . . . , n}. Then we get relation
M(n,ρ)k =
n∑
j1=1
· · ·
n∑
jk=1
Ea (aj1 · · · ajk) Ew (Wj1 · · ·Wjk) =
∑
C
k∏
i=1
(
ρVi
n
)li
Rn(C),
(5.1)
where li denotes the number of blocks of cardinality i in C, 1 ≤ i ≤ n,
Rn(C) = n(n− 1) · · · (n− |C|+ 1) = n|C|
|C|−1∏
i=1
(
1− i
n
)
, k ≤ n.
and |C| = l1 + · · ·+ lk ≤ k.
Elementary computation shows that if |C| = o(n), then
log
|C|−1∏
i=1
(
1− i
n
)
= −|C|(|C| − 1)
2n
+O
( |C|3
n2
)
, n→∞
and
n−|C|Rn(C) = exp
{
−|C|
2
2n
(1 + o(1))
}
, n→∞.
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This relation shows that equality (5.1) implies that
M(n,ρ)k =
∑
C
k∏
i=1
(ρVi)
li (1 +O(k2/n)), n→∞, k = o(n).
The last relation and the fact that the total number of classes C with given (l1, l2, . . . , lk)
is equal to B
(k)
l1,l2,...,lk
imply (1.4) and (1.5).
5.2 Analogs of the Taylor expansion
In this subsection we prove relations (2.12) and (2.13). The series
H(z) =
∞∑
k=0
Vk
zk
k!
converges for any z from the open ball B(0, u0) and therefore H(z) is holomorphe
in B(0, u0). This means that for any u ∈ [0, u0), the Cauchy fromula is true
H(k)(u) =
k!
2pii
∫
C
H(s)
(s− u)k+1ds, s = u+ re
iφ, r ≤ u0 − u
2
(5.2)
and that for any z ∈ B(0, u0),
H(z) =
∞∑
j=0
H(j)
(z − u)j
j!
=
2∑
j=0
H(j)
(z − u)j
j!
+R2(z, u),
where
R2(z, u) =
∞∑
j=3
H(j)
(z − u)j
j!
.
It follows from (5.2) that
|H(j)(u)| ≤ j!h0(u, r)
rk
, h0(u, r) = max
s: |s−u|=r
|H(s)|.
Therefore we can write that
|R2(z, u)| ≤
∞∑
j=3
h0(u, r)|(z − u)|j
rj
= h0(u, r)
|z − u|3
r3 (1− |z − u|/r) .
This proves relations (2.12) and (2.13).
26
5.3 Local limit theorem in the case of centered Bernoulli weights
Let us prove the following statement that shows that Theorem 1.1 is valid also in
the asymptotic regime such that k →∞ and x/k → 0.
Lemma 5.1. Let Z(x,u) be a random variable with the probability distribution
P (Z(x,u) = 2j) =M2j(x)
u2j
(2j)! exp{x(ch(u)− 1))} , k = 0, 1, 2, . . . (5.6)
Then for a sequence (xk)k∈N such that xk/k → 0 and xk ≫ k exp{−k1/16} as k →∞
and uk verifies equality
uk sh(uk) =
2k
xk
, (5.7)
the following asymptotic equality holds,
P (Z(xk,uk) = 2k) =
1√
2piσZ
(1 + o(1)), (5.8)
where σZ =
√
xkuk(sh(uk) + uk ch(uk).
Proof of Lemma 4.1. It is not hard to see that all that we need is to estimate the
first integral of the right-hand side of inequality (2.23) with yN = σ
1/8
Z . It follows
from the definition (2.11) and equality G(x, u) = exp
{
x
(
ch(u)− 1)} that
|Φ(t)| = exp {x (ch(u cos(t/σ)) cos(u sin(t/σ)) − ch(u))} , σ = σZ . (5.9)
Then
|Φ(t)| ≤ exp {x (ch(u cos(t/σ)) − ch(u))} . (5.10)
It is easy to see that
cos(t/σZ) ≤ 1− t
2
8σ2Z
≤ 1− y
2
N
8σ2Z
= 1− δ, ∀t : yN ≤ |t| ≤ piσZ . (5.11)
We can write that
ch(u)− ch(u(1− δ)) ≥ uδsh((u(1 − δ)).
It follows from (5.10) that u = uk → ∞ as k → ∞. Since δ → 0, there exists
sufficiently large U ′ such that
e−u(1−δ) ≤ 1/2, ∀u > U ′
and then
sh(u(1− δ)) ≥ ch(u(1 − δ))
4
, ∀u > U ′.
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Then we deduce from (5.11)) that for all u > U ′
|Φ(t)| ≤ exp
{
−xuch(u)δ
8
}
= exp
{
− xuch(u)y
2
N
64 (xush(u) + xu2ch(u))
}
≤ exp
{
− y
2
N
128u
}
.
Finally, taking into account that yN ≤ (xu2ch(u))1/16, we conclude that for suffi-
ciently large u,
∫
yN≤|t|≤piσZ
|Φ(t)|dt ≤ 2piσZ exp
{
−(xu
2ch(u))1/8
128u
}
≤ 16xu2eu exp
{
−(xe
u)1/8
256u3/4
}
.
The last expression vanishes in the limit (x, u) → ∞ provided, say (xeu)1/8 ≫ u2
as u infinitely increases. Taken into account equality u = ln(2k/x)(1 + o(1)), is not
hard to see that
xk ≫ 2k exp
{
−k1/16
}
, k →∞. (5.13)
is sufficient. Lemma 5.1 is proved. 
Let us note that in this proof, we have hardly used the explicit form of |Φ(t)| (5.9)
as well as the property (5.11). In the general case of H(u) considered in Theorem
1.1, the lack of these two features makes the study of the asymptotic regime k →∞,
x = o(k) rather difficult.
5.4 Even partitions and modified Bell numbers
If W has the centered Bernoulli probability distribution (3.16), then the even mo-
ments (1.5) take the following form,
M
(B)
2k (x) =
2k∑
(l2,l4,...,l2k)∗
xl2+l4+···+l2kBˆ2k(l2, l4, . . . , l2k),
where
Bˆ2k(l2, l4, . . . , l2k) =
(2k)!
(2!)l2 l2! (4!)l4 l4! · · · ((2k)!)l2k l2k!
and the sum runs over l2i ≥ 0 such that 2l2 + 4l4 + · · · + 2kl2k = 2k. Then
M
(B)
2k (1) = Bˆ
(2k) =
2k∑
(l2,l4,...,l2k)∗
Bˆ2k(l2, l4, . . . , l2k),
represents the number of all possible partitions of a set of 2k elements into subsets
of even cardinality. It is not hard to see that the sequence {Bˆ(2k)}k∈N verifies the
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following recurrence,
Bˆ(2k+2) = 1 + Bˆ(2k) +
k∑
l=1
(
2k
2l − 1
)
Bˆ(2k+2−2l), Bˆ(0) = 1, Bˆ(2) = 1. (5.14)
It follows from (5.14)) that Bˆ(4) = 4, Bˆ(6) = 25, Bˆ(8) = 262 and Bˆ(10) = 3991. For
more information about this sequence of modified Bell numbers, see [18].
It follows from (3.22) that
M
(B)
2k (1) =
(
2k
e ln(2k)
(1 + o(1))
)2k
, k →∞ (5.15)
that coincides with the leading terms of the asymptotic expression for the Bell
numbers B(2k) as k → ∞ [17] known from 50’s. This means that restriction for
the blocks to be pair does not change the asymptotic behavior of the total number
of possible partitions of 2k elements. The same concerns the asymptotic behavior
of Bell polynomials B2k(x) (1.6) in comparaison with that of M
(B)
2k (x) in the limit
k →∞ such that x = o(k). This is not the case in the asymptotic regimes k →∞,
xk = χk and 1≪ k ≪ xk considered in Theorem 1.1.
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