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has been considered to some extent in the last years. In spite of this, robustness analysis
has not yet entered into routine Bayesian analysis, mainly because of the inadequate devel-
opment of numerical algorithms and related software. When the prior belongs to a class
deﬁned in terms of the so called generalized moment conditions, it has been shown that
the problem can be reduced to one of linear semi-inﬁnite programming (LSIP). A new
way of performing such a reduction is presented here aimed at providing proper scaling
of the functions deﬁning the problem and keeping into account their possible unbounded-
ness. An algorithm for solving LSIP problems under rather mild assumptions, as required by
the typical presence of indicator functions in the generalized moment conditions, has been
previously developed by the author and its applicability to Bayesian robustness is dis-
cussed here. The algorithm, called accelerated central cutting plane (ACCP) algorithm, is
also numerically illustrated by an example.
 2008 Elsevier Inc. All rights reserved.1. Introduction
Robustness is an important issue in Bayesian analysis, being concerned with the sensitivity of the analysis itself to the
assumptions of the model adopted, in particular to the prior distribution which is usually difﬁcult to assess in practice.
The state of the art up to 2000 is reviewed in Rios Insua and Ruggeri [19]; in particular, in Berger et al. [1] an overview of
the robust Bayesian approach is presented; this latter is usually subdivided into the global robustness approach, in which the
class of all priors compatible with the elicited prior information is considered, and the local robustness approach, where the
interest is in the rate of change in inferences with respect to changes in the prior.
Most contributions to the subject are of theoretical nature and not much work has been done about effective algorithms.
In the case of global robustness, an important link with the possibility of providing effective algorithms is available in the
case of classes of priors deﬁned by generalized moment conditions. Indeed in this case the problem of analyzing Bayesian
robustness can be reduced to a problem of Linear Semi-inﬁnite Programming (LSIP).
Generalized moment classes have been considered in connection with robustness ﬁrst by Betrò et al. [10] and Goutis [18],
then by Betrò and Guglielmi [6], Dall’Aglio [13], Smith[21], Betrò et al. [9], Betrò and Guglielmi [7], Betrò and Guglielmi [8],
Betrò et al. [4], Betrò et al. [5]. In the last two papers a rather general nonparametric framework is considered. Its speciﬁca-
tion for the ordinary parametric setting is outlined in Section 2.
The key connection between Bayesian robustness and LSIP is the possibility of transforming the nonlinear optimization
problem over a space of probabilities implied by the former, into a linear one over a space of ﬁnite measures. The transfor-
mation adopted so far (see e.g. Betrò et al. [5]) leads to the requirement that the likelihood function is bounded from above,
which might not be true not only in theory but also in practice, due to the typical peaky nature of likelihood functions. To
cope with this drawback, a new transformation automatically scaling the likelihood is introduced in Section 3.. All rights reserved.
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introduced, called accelerated central cutting plane (ACCP) algorithm, which gives signiﬁcant advantages in terms of speed of
convergence over its ancestor, the well known central cutting plane (CCP) algorithm ﬁrst proposed by Elzinga and Moore
[14], while mantaining its convergence property without any regularity condition. In robustness problems, it is frequent
to specify the constraints through indicator functions, so that the absence of regularity requirements is an attractive feature
of algorithms. Moreover, as the algorithm imposes some extra boundedness conditions not required by the theoretical for-
mulation of the LSIP problem, it is shown that this latter can be modiﬁed in a way that provides all the boundedness require-
ments without altering the solution. The ACCP algorithm is presented in Section 4.
Finally, Section 5 illustrates the application of the ACCP algorithm to global robustness problems through an example.
2. Generalized moment conditions and LSIP formulation of robustness problems
Let H be a subset of a ﬁnite-dimensional Euclidean space and P be the space of all probability measures on ðH;BÞ where
B is the usual Borel r-algebra; let l be a nonnegative, not everywhere null, measurable function over H, and let C be a non-
empty subset of P such thatC ¼ p 2 P :
Z
H
Hþi dp < þ1;
Z
H
Hidp 6 ai; i ¼ 1; . . . ;m
 
; ð1Þwhere Hi are measurable functions deﬁned over H, H
þ
i ¼maxð0;HiÞ and ai; i ¼ 1; . . . ;m, are ﬁxed real constants. In the fol-
lowing the integration domain will be omitted when coinciding with H. Inequalities deﬁning (1) are called generalized mo-
ment conditions.
We consider the problem of determiningS ¼ sup
p2Cþ
R
gldpR
ldp
ð2Þwhere Cþ ¼ C \ fp : 0 < R ldp < 1g and g : H! R is a given measurable function such that for some p 2 Cþ it isR
minð0; gÞldp > 1, so that (2) is well deﬁned.
The above problem is formulated in a general way. Typically, in Bayesian robustness, the integral in the right-hand side of
(2) is the posterior expectation of a function g of the parameter h, p is the prior distribution of h, l ¼ lðh; xÞ; x 2 X, X being the
sample space, is the likelihood function, and the generalized moment conditions deﬁne a set of priors compatible with prior
belief about h. However, the theory outlined in the following applies to any problem which can be formulated as (2), regard-
less of the meaning of the function l (provided it is nonnegative) and of the probability p.
Instances of generalized moment conditions useful in Bayesian robustness analysis include, as the simplest case,
HiðhÞ ¼ hi, but we might considerHiðhÞ ¼
Z
Ki
lðh; xÞdx;for some measurable subset Ki of X, so thatZ
HiðhÞpðdhÞ ¼
Z
Ki
mpðxÞdx;where mpðxÞ ¼
R
H lðh; xÞpðdhÞ, and consequently deal with bounds on the marginal probabilities of the data; bounds on con-
ditional marginal probabilitiesPðX1 2 Aijx2Þ 6 ai
can be considered as well as they can be written in the form:Z
Ai
mpðx1; x2Þdx1  ai
Z
X
mpðx1; x2Þdx1 6 0;wherempðx1; x2Þ ¼
R
lðh; x1; x2ÞpðdhÞ. On the other hand, restrictions ofP in (1) to a class of -contaminated priors or to a class
of mixture priors can be accomplished within a suitable new generalized moment class. Indeed, in the ﬁrst case, if
p ¼ ð1 Þp0 þ q; q 2 P, then for a generic function f it holds:Z
f dp ¼
Z
fð1 ÞI0 þ fgdq;where I0 ¼
R
f dp0, so that we still deal with constraints of the form (1) and with a functional as in (2). More generally, if
pðdhÞ ¼ R pðdhjaÞqðdaÞ, q 2 P, then we have for any function fZ
f ðhÞpðdhÞ ¼
Z Z
f ðhÞpðdhjaÞ
 
pðdaÞ
B. Betrò / International Journal of Approximate Reasoning 50 (2009) 279–288 281and therefore generalized moment conditions are preserved too. We remark that, according to Khintchine’s Theorem, the
class of unimodal priors p in R is a particular mixture class, so that a condition of unimodality can be formulated as a general-
ized moment condition.
It can be also observed that, in the context of imprecise probabilities, the problem of computing posterior upper expec-
tations, when imprecision in prior probability assessments is modeled through a ﬁnite collection of lower expectations, can
just be formulated as problem (2), see e.g. Cozman[12].
Solving (2) requires the optimization of an objective functional which is not linear in p. However it is possible to build up
a problem equivalent to (2) in which the objective functional is linear. A way to achieve this goal is to consider the following
map from P intoM, the set of ﬁnite non null measures on H:mðAÞ ¼
R
A dpR
ldp
; A 2 B; ð3Þaccordingly, deﬁning fiðhÞ ¼ HiðhÞ  ai; i ¼ 1; . . . ;m, (2) is transformed intoS ¼ sup
m2M1
Z
gldm
M1 ¼ m 2M :
Z
fþi dm < þ1;
Z
fidm 6 0; i ¼ 1; . . . ;m;
Z
ldm ¼ 1
 
: ð4ÞConversely, if m 2M1, then dp ¼ dm=mðHÞ deﬁnes a probability measure p such that
R
ldp ¼ 1=mðHÞ > 0 and < 1,R
fþi dp < þ1,
R
fidp 6 0, i.e. p is in the class Cþ; therefore, problem (4) is equivalent to problem (2). Problem (4) is now a
linear optimization problem over a space of ﬁnite measures.
The above transformation approach has been ﬁrst proposed for Bayesian analyis in Betrò and Guglielmi [6], but in frac-
tional programming literature it is known since the 1960s as Charnes–Cooper method [11] or, in a variant of it, as White–
Snow algorithm ([23,22]). In the present context this latter is equivalent to considering instead of m as in (3), the posterior
measure mðAÞ ¼ RA ldp= R ldp, which however has the drawback of introducing division by zero where l vanishes.
According to Betrò et al. [5], Theorem 4.1, observing thatM1–; iff Cþ–;, the following result holds:
Theorem 1. Under the following conditions (A1)–(A7),
(A1) l is a non negative continuous function; for i ¼ 1; . . . ;m, fi is lower semi-continuous;
(A2) g is upper semi-continuous;
(A3) for i ¼ 1; . . . ;m, there exists Ci 2 R such that fi P Ci; without loss of generality it can be assumed Ci < 0, as necessary forM1
being non-empty;
(A4) l is bounded from above;
(A5) gl is bounded from above by some constant G; without loss of generality it can be assumed GP 0;
(A6) there exist ~b0 2 R; ~b1; . . . ; ~bmþ1 P 0 such that~b0lðhÞ þ
Xm
1
~bifiðhÞ  ~bmþ1gðhÞlðhÞ > 1 for any h 2 H;(A7) for any  > 0 there exist a compact K#H; b0 2 R; bi P 0; i ¼ 1; . . . ;mþ 1 with jb0j þ
Pmþ1
1 b

i 6 B; B > 0; such thatb0lðhÞ þ
Xm
1
bi fiðhÞ  bmþ1gðhÞlðhÞ > 1= for any h 2 KC ;if Cþ–0 thensup
m2M1
Z
gldm ¼ inf b0 : b0 2 R; b1; . . . ; bm P 0; b0lðhÞ þ
Xm
i¼1
bifiðhÞP gðhÞlðhÞ; h 2 H
( )Moreover the supremum is attained.
Condition (A6) is known as Slater condition (SC) in linear semi-inﬁnite programming. It is useful to prove that if a SC
holds, then its coefﬁcients can be assumed to be positive. Indeed if ~b0 2 R, ~b 2 Rmþ1þ are the coefﬁcients of the SC, then it is1 6 ~b0lðhÞ þ
Xm
i¼1
~bifiðhÞ  ~bmþ1gðhÞlðhÞ
6 ~b00lðhÞ þ
Xm
i¼1
~bifiðhÞ  ~bmþ1gðhÞlðhÞfor any ~b00 > 0; ~b
0
0 P ~b0, so that ~b0 can be assumed positive. Deﬁning I0 ¼ fi : 1 6 i 6 mþ 1; ~bi ¼ 0g and Cmþ1 ¼ G 6 0 then,
denoting gðhÞlðhÞ by fmþ1ðhÞ, it is
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X
iRI0
~bifiðhÞand, multiplying both sides by ð1Pi2I0biCiÞ > 0 for arbitrary bi > 0; i 2 I0,
1 6 ~b00lðhÞ þ
X
iRI0
~b0ifiðhÞ þ
X
i2I0
biCi
6 ~b00lðhÞ þ
X
iRI0
~b0ifiðhÞ þ
X
i2I0
bifiðhÞ;where ~b0i ¼ ~bið1
P
i2I0biCiÞ > 0 for i ¼ 0 and iP 1; i R I0.
Henceforth, (A6) can be rewritten as
(A60) there exist ~b0; ~b1; . . . ; ~bm > 0; g > 0 such that,~b0lðhÞ þ
Xm
1
~bifiðhÞP gðhÞlðhÞ þ g for any h 2 H;which is indeed a Strong Slater Condition (SSC) (see e.g. [17, p. 128]).
It is also worth noticing that (A6) is equivalent to the following more intuitive condition:
(A600) there exist  > 0 and ~b1; . . . ; ~bmþ1 P 0 such thatXm
1
~bifiðhÞ  ~bmþ1gðhÞlðhÞ > 1 if lðhÞ 6 :Indeed, when lðhÞ > , for ~b0 positive and large enough it is~b0lðhÞ þ
Xm
1
~bifiðhÞ  ~bmþ1gðhÞlðhÞ > ~b0þ
Xm
1
~biCi  ~bmþ1GP 1;when lðhÞ 6 , then by (A600)~b0lðhÞ þ
Xm
1
~bifiðhÞ  ~bmþ1gðhÞlðhÞ >
Xm
1
~bifiðhÞ  ~bmþ1gðhÞlðhÞ > 1:On the other hand, if ~b0lðhÞ þ
Pm
1
~bifiðhÞ  ~bmþ1gðhÞlðhÞ > 1 for any h 2 H, as ~b0 can be assumed > 0, for any  such that
1 ~b0 > 0, it is
Pm
1
~bifiðhÞ  ~bmþ1gðhÞlðhÞ > 1 ~b0 when lðhÞ 6  and (A600) is true after division of the ~bi’s by 1 ~b0.
(A600) has the nice interpretation that it requires that in the regions where the likelihood l is small (close to 0) some fi or
gl must be positive and away from 0.
For what concerns condition (A7), it is trivially satisﬁed when H is compact, otherwise it essentially requires that some fi
or gl diverge to þ1 outside compact subsets of H.
In the case of H compact, also conditions (A3)–(A5) are satisﬁed as a consequence of the semicontinuity, so that Theorem
1 holds under (A1), (A2) and (A6) only.
Theorem 1 gives a complete solution to Problem (2), but in practice a non trivial difﬁculty is the presence of the function l
which is typically highly peaked and therefore cause of numerical instabilities.
To overcome this difﬁculty, a new transformation is developed in the next Section.3. A new scaled LSIP formulation
When l is a likelihood function, it tends to assume extremely large, if not unbounded, or extremely small values, so that it
is useful to introduce a transformation which provides in an automatic way a suitably scaled LSIP formulation. This can be
achieved in the following way: consider the map deﬁned, for some a > 0, bydl ¼ ðaþ lÞdpR
ldp
; ð5Þlet p 2 Cþ; then, as R dp ¼ 1, it is lðHÞ ¼ R dl ¼ a= R ldpþ 1 so that, having assumed R ldp > 0, l is a ﬁnite measure. More-
over, deﬁning L ¼ l=ðaþ lÞ and Fi ¼ fi=ðaþ lÞ, it is immediately seen thatZ
Ldl ¼ 1;
Z
Fþi dl < 1 and
Z
Fi dl 6 0; i ¼ 1; . . . ;m: ð6ÞConversely, given a ﬁnite measure l s.t. conditions (6) hold, then by
R
Ldl ¼ 1 it follows that lðHÞ > 1 so thatR ðaþ lÞ1 dl > 0; therefore, the probability measure p deﬁned bydp ¼ 1
aþ l
  Z
1
aþ ldl
 1
dlis well deﬁned and belongs to Cþ, as p is such that
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R
dp ¼ 1;
(ii)
R
ldp ¼ R Ldl=ðR ðaþ lÞ1 dlÞ ¼ 1= R ðaþ lÞ1 dl; as already seen it is R ðaþ lÞ1 dl > 0, while R ðaþ lÞ1 dl < a1lðHÞ <
þ1, so that the condition 0 < R ldp < þ1 holds true;
(iii)
R
fþi dp < 1 and
R
fidp 6 0:
Under the map (5), problem (2) is now transformed intoS ¼ sup
l2M1
Z
gLdl
M1 ¼ l 2M :
Z
Fþi dl < 1;
Z
Fidl 6 0; i ¼ 1; . . . ;m;
Z
Ldl ¼ 1
 
:
ð7ÞIt is immediately seen that problem (7) has the same formal structure of problem (4). Therefore the following Corollary holds
Corollary 1. If Cþ–; and conditions (A1)–(A7) hold with l replaced by L and fi replaced by Fi, i ¼ 1; . . . ;m, thensup
l2M1
Z
gLdl ¼ inf b0 : b0 2 R; b1; . . . ; bm P 0; b0LðhÞ þ
Xm
i¼1
biFiðhÞP gðhÞLðhÞ; h 2 H
( )
:Moreover the supremum is attained by some measure l 2M1.
We discuss now the requirements to l, fi; i ¼ 1 . . . ;m, and g imposed by (A1)–(A7) when applied to L and Fi; we list such
requirements as (H1)–(H6). Observe that L is bounded from above by deﬁnition, so that (A4) has no corresponding condition
and l can be unbounded.
(H1) l is continuous. For i ¼ 1 . . .m f i is lower semi-continuous.
Indeed L is continuous if and only if l is continuous and Fi is lower semi-continuous iff fi is lower semi-continuous.(H2) g is upper semi-continuous.
(H3) fi P Ciðaþ lÞ;Ci < 0.Since l is not required to be bounded from above, now the requirement that fi is bounded from below can be relaxed.
(H4) gl 6 Mðaþ lÞ, for some M > 0.As before, this implies that g can be large only where l is small.
(H5) there exist ~b0 2 R; ~b1; . . . ; ~bmþ1 P 0 such that~b0lðhÞ þ
Xm
1
~bifiðhÞ  ~bmþ1gðhÞlðhÞ > 1 for any h 2 H:Indeed, (A6) applied to L; Fi implies the existence of ~b0 2 R; ~b1; . . ., ~bmþ1 P 0 such that
~b0lðhÞ þ
Xm
1
~bifiðhÞ  ~bmþ1gðhÞlðhÞ > aþ lðhÞ > a; for any h 2 H;
so that (H5) follows by trivial redeﬁnition of the bi’s. On the other hand, if (H5) holds, then there exist
~b0 2 R; ~b1; . . . ; ~bmþ1 P 0 such that
~b0LðhÞ þ
Xm
1
~biFiðhÞ  ~bmþ1gðhÞLðhÞ > 1=ðaþ lðhÞÞ for any h 2 H:
Then, when lðhÞ < 1, it is ~b0LðhÞ þ
Pm
1
~biFiðhÞ  ~bmþ1gðhÞLðhÞ > 1=ðaþ 1Þ, while when lðhÞP 1, ~b0 can be assumed in
(H5) positive and large enough so that
~b0LðhÞ þ
Xm
1
~biFiðhÞ  ~bmþ1gðhÞLðhÞP
~b0
ðaþ 1Þ þ
Xm
1
~biCi  ~bmþ1M > 1;
therefore, (A6) holds true for L; Fi and g after multiplication of the bi’s by aþ 1.
(H6) for any  > 0 there exist a compact K#H; b0 2 R; bi P 0; i ¼ 1; . . . ;mþ 1 with jb0j þ
Pmþ1
1 b

i 6 B; B > 0, such thatb0lðhÞ þ
Xm
1
bi fiðhÞ  bmþ1gðhÞlðhÞ > ðaþ lðhÞÞ= for any h 2 KC :
If l is bounded on KC (and hence by the continuity on the whole H) then (H6) is immediately seen to be equivalent to the
simpler (A7).
In general, a sufﬁcient condition for (H6) is
gðhÞminðlðhÞ;1Þ > 1= for any h 2 KC ;
indeed, if lðhÞ > 1 then gðhÞminðlðhÞ;1Þ ¼ gðhÞ so that
284 B. Betrò / International Journal of Approximate Reasoning 50 (2009) 279–288ðaþ 1ÞgðhÞlðhÞ > ðaþ 1ÞlðhÞ= > ðaþ lðhÞÞ=;
if lðhÞ 6 1 then
ðaþ lðhÞÞ= 6 ðaþ 1Þ= < ðaþ 1ÞgðhÞlðhÞ;
so that (H6) is true with bi ¼ 0; i ¼ 0; . . . ;m and bmþ1 ¼ aþ 1.
Since (H5) is just (A6), it can be expected that (H5) is equivalent to (A60) and (A600) without any reformulation of the latter
ones. Indeed, this is the case as shown hereafter. We report here (A60) and (A600) as (H50) and (H500).
(H50) there exist ~b0; ~b1; . . . ; ~bm > 0; g > 0 such that~b0lðhÞ þ
Xm
1
~bifiðhÞP gðhÞlðhÞ þ g for any h 2 H:
(H50) implies (H5) being a special case of it. On the other hand, as (H5) is equivalent to (A6) and hence to (A60)
applied to L; Fi, it is true that there exist ~b0; ~b1; . . . ; ~bm > 0; g > 0 such that for any h 2 H it is
~b0lðhÞ þ
Xm
1
~bifiðhÞP gðhÞlðhÞ þ gðaþ lðhÞÞP gðhÞlðhÞ þ ga
which gives (H50) after division by ga.
(H500) there exist  > 0; ~b1; . . . ; ~bmþ1 P 0 such thatXm
1
~bifiðhÞ  ~bmþ1gðhÞlðhÞ > 1 if lðhÞ 6 :
Equivalence of (H5) and (H500) is immediately obtained applying (A600) to L; Fi and observing that if lðhÞ 6  then
a 6 aþ lðhÞ 6 aþ .Summing up, the following Corollary holds:
Corollary 2. If Cþ–; and conditions (H1)–(H6) hold, thensupl2M1
Z
gLdl ¼ inf b0 : b0 2 R; b1; . . . ; bm P 0; b0LðhÞ þ
Xm
i¼1
biFiðhÞP gðhÞLðhÞ; h 2 H
( )
: ð8ÞMoreover the supremum is attained by some measure l 2M1. (H5) can be replaced by (H50) or (H500).4. The ACCP algorithm for LSIP
Equality (8) provides now the link between prior robustness under generalized moment conditions and LSIP, which is
concerned with optimization problems stated as, under standard notation,ðPÞ I ¼ inf c0x; x 2 Rn
a0ðyÞxP bðyÞ; y 2 Y ;where Y is an arbitrary inﬁnite index set.
This enables the numerical treatment of robustness analysis by means of algorithms developed for LSIP, which has been
widely considered in the optimization literature in the last two decades (see e.g. [17 and 20], for comprehensive surveys on
LSIP).
In Betrò [2] a modiﬁcation of the central cutting plane algorithm by Elzinga and Moore [14], called accelerated central cut-
ting plane (ACCP) algorithm, was introduced with the aim of achieving accelerated convergence. A feature of the ACCP algo-
rithm, which makes it attractive for applications to robustness analysis, is its applicability under mild conditions (no
regularity condition is required on the functions deﬁning the constraints) and the fact that it produces a convergent se-
quence of points which is interior to the feasible region (so that the inﬁmum can be approximated from above rather than
from below as in the other methods), preventing also the typical numerical instability of cutting planes algorithms due to the
fact that cuts tend to be parallel near optimal points.
The basic structure of the ACCP algorithm is reported here, referring to Betrò [2] for a detailed description.
Let Y0  Y , Y0 ﬁnite, be such that the ﬁnite subproblem of ðPÞ obtained replacing A ¼ fx 2 Rn : a0ðyÞxP bðyÞ; y 2 Yg by
A0 ¼ fx 2 Rn : a0ðyÞxP bðyÞ; y 2 Y0g has non-empty bounded level sets (which implies I > 1).
Let U0 P I be given (e.g. U0 ¼ c0z0, where z0 is a feasible point of ðPÞ), and P 0, h > 0, f > 0 be chosen. Set r ¼ 0, L0 ¼ 1,
s0 ¼ U0  h, r ¼ 0.
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ðQrÞ sup q; q 2 Rþ
c0xþ kckq 6 sr
a0ðyÞx kaðyÞkqP bðyÞ; y 2 Yr :
If ðQrÞ has no solution, then set r ¼ 0, Lr ¼ sr and go to Step 4.
Otherwise, let ðxr; qrÞ be an optimal solution and go to Step 2.
Step 2 Compute sr ¼ infy2Ysðy; xrÞ, where sðy; xÞ is the slack function a0ðyÞx bðyÞ.
If sr P 0, then set Yrþ1 ¼ Yr , Lrþ1 ¼ Lr , Urþ1 ¼ c0xr , replace r by r þ 1, set r ¼ 0 and
– if Lr ¼ 1, then set sr ¼ Ur  h and go to Step 1;
– if Lr > 1, then go to Step 4.
If sr < 0, then let yr be such that sðyr ; xrÞ < 0, set Lrþ1 ¼ Lr , Urþ1 ¼ Ur , Yrþ1 ¼ Yr [ fyrg;
– if r ¼ 0 set srþ1 ¼ sr  f if Lr ¼ 1 or srþ1 ¼ ðLr þ srÞ=2 otherwise, srþ1 ¼ sr , r ¼ 1;
– if r ¼ 1 set srþ1 ¼ sr , r ¼ 0;Step 3 replace r by r þ 1 and go to Step 1.
Step 4 If Ur  Lr 6  then stop (I 2 ½Lr ;Ur);
otherwise set sr ¼ ðLr þ UrÞ=2 and go to Step 1.
In Step 1, the center and the radius of a maximal sphere inscribed in a polytope determined by the intersection of a level
set of c0x with Ar ¼ fx 2 Rn : a0ðyÞxP bðyÞ; y 2 Yrg are looked for. This intersection may be empty; howeverbAr ¼ fx 2 Ar : c0x 6 Urg is compact and non-empty.
The sequences fUrg and fLrg are respectively non-increasing and non-decreasing, with I 2 ½Lr ;Ur , so that the stopping cri-
terion in Step 4 allows to control the accuracy to which I is approximated.
The values sr for which ðQrÞ has a solution are bounded from below by inffc0x : x 2 A0g > 1 by the assumption about Y0.
The role of the switch r is to avoid sr ¼ srþ1 when both ðQrÞ and ðQrþ1Þ are feasible, which might cause inﬁnite looping in
case sr ¼ I.
The following convergence Theorem holds (see Theorems 1 and 2 in [2]):
Theorem 2. If supy2YkaðyÞk < þ1 and if a point x^ exists such that a0ðyÞx^P bðyÞ þ g for any y and some g > 0 (i.e. a Strong Slater
Condition holds) then the ACCP algorithm with  ¼ 0 yieldslim
r!þ1
Lr ¼ I ¼ lim
r!þ1
Ur ;so that the ACCP algorithm terminates in a ﬁnite number of steps when  > 0. Moreover, assuming U0 > I and  ¼ 0, then the ACCP
algorithm produces a sequence zs; sP 1, of points in A which is either ﬁnite and its last element is an optimal solution of ðPÞ or its
accumulation points are optimal solutions of ðPÞ.
Theorem 3 in Betrò [2] shows that convergence of the ACCP algorithm is faster than convergence of the original central
cutting plane one. This superior behavior of the ACCP algorithm has been conﬁrmed in a series of test problems of variuos
degrees of difﬁculty (see Section 5 in [2]).
In order to apply the ACCP algorithm to the LSIP problem stated by equality (8), it is needed to ensure that
(i) a SSC holds;
this is true by (H50), equivalent to (A6) applied to L and the Fi’s.(ii) The functions L and Fi in (8) are bounded.
Observe that L is bounded by deﬁnition, but the Fi’s are only required to be bounded from below. A way to reformulate
the LSIP problem so that all the boundedness requirements are achieved has been suggested in Betrò [3], exploiting
(H50). However, the approach has the drawback that the coefﬁcients ~bi must be explicitly assessed. A simpler approach
is proposed hereafter.
Let some of the Fi’s be unbounded from above. Deﬁning
FðhÞ ¼ maxf1; F1ðhÞ; . . . ; FmðhÞg
then the LSIP problem in (8) is equivalent to the one
inf b0 : b0 2 R; b1; . . . ; bm P 0; b0eLðhÞ þXm
1
bieF iðhÞP gðhÞeLðhÞ; h 2 H
( )
ð9Þ
where eL ¼ L=F, eF i ¼ Fi=F. Now eL 6 L 6 1 and eF i 6 1; i ¼ 1; . . . ;m; moreover, the eF i’s are bounded from below by the same
Ci as in (H3).
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follows that for any h such that FðhÞ < 1=g it is
~sðhÞ ¼ ~b0eLðhÞ þXm
i¼1
~bieF iðhÞ  ~bmþ1gðhÞeLðhÞP 1=FðhÞ > g;
while, assuming the positivity of all the ~bi’s, for any h such that FðhÞP 1=g it is
~sðhÞP
X
16i6m
FiðhÞ¼FðhÞ
~bi þ
X
16i6m
FiðhÞ<FðhÞ
~bi
Ci
FðhÞ 
~bmþ1
M
FðhÞ
P min
16i6m
~bi þ g
Xm
i¼1
~biCi  g~bmþ1M
P min
16i6m
~bi=2 > 0 for sufficiently small g;
so that ~sðhÞPminðg;min16i6m~bi=2Þ, which completes the proof.
Notice that division by FðhÞ destroys the semicontinuity properties of the function involved, which is unessential for the
convergence of the ACCP algorithm but is essential for the theory leading to the LSIP formulation. Therefore it is not pos-
sible to incorporate directly division by FðhÞ in the scaling transformation of Section 3.
(iii) There exists a suitable ﬁnite subset H0  H such that the corresponding ﬁnite subproblem of ðPÞ has non-empty bounded
level sets. This is the case when there exists a probability measure p0 such that
R
ldp0 > 0 and
R
fi dp0 < 0, i ¼ 1; . . . ;m.
Indeed, according to Corollary 9.3.1 in Goberna and López [17], as restated by Corollary 3 in Betrò and Guglielmi [8], a ﬁnite
subproblemof ðPÞwithnon-emptybounded level sets exists iff thevectorwithmþ 1 components ð1;0; . . . ;0Þbelongs to the
interior of the set Y ¼ fy0; y1; . . . ; ym :
R
Ldl ¼ y0;
R
Fidl 6 yi; i ¼ 1; . . . ;m; for some measure l with ﬁnite support}. Let
U ¼maxi
R
fi dp0 < 0, and l0 be the image of p0 under (5), so that
R
Ldl0 ¼ 1 and
R
Fi dl0 ¼
R
fi dp0
R ðaþ lÞ1 dl0 6
U
R ðaþ lÞ1 dl0 6 U0, where U0 ¼ Ul0ðHÞ=a < 0. As p0 can be always assumed to have ﬁnite support (see the argument in
[5, p. 728]) l0 can be assumed to have ﬁnite support too. Now, for any y0 P 1=2, ly0 ¼ y0l0 is such that
R
Ldly0 ¼ y0 andR
Fidly0 6 yi ¼ U
0y0 6 U0=2 < 0, so that ð1;0; . . . ;0Þ 2 ð12 ;þ1Þ  ðU0;þ1Þm  Y .
5. An example
We consider the classical example of Bayesian analysis for failure data of 10 pumps in a nuclear plant reported in Gaver
and O’Muircheartaigh[15].
Let Xi; i ¼ 1; . . . ;10 be the number of failures of the pump i during the observation period ti of the pump. The observed
values xi and the respective ti are reported in Table 1.
Xi is assumed to be distributed according to a Poisson distribution with mean kiti, where ki is the expected number of
failures per unit of time. The pumps are assumed to work independently, so that X ¼ ðX1; . . . ;X10Þ has densityTable 1
Failure
Pump
Failures
Periodf ðxjkÞ ¼
Y10
i¼1
eki ti ðkitiÞxi=xi!:The rates ki are assumed to be independent realizations from a gamma distributionpðkjh1; h2Þ ¼
Y10
i¼1
1
Cðh1Þ h
h1
2 k
h11
i e
h2ki :Let h ¼ ðh1; h2Þ and pðdhÞ be the prior distribution of h. Then, the posterior density of k ispðkjxÞ ¼ f ðxjkÞ
R
pðkjhÞpðdhÞR
f ðxjkÞpðkjhÞdkpðdhÞ ;and hence, for a given function of k, say gðkÞ, it isEðgðkÞjxÞ ¼
R
gðkÞf ðxjkÞpðkjhÞdkpðdhÞR
f ðxjkÞpðkjhÞdkpðdhÞ : ð10Þdata in the nuclear plant test case
1 2 3 4 5 6 7 8 9 10
5 1 5 14 3 19 1 1 4 22
94.32 15.72 62.88 125.76 5.24 31.44 1.05 1.05 2.10 10.48
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R
g1ðhÞlðhÞpðdhÞR
lðhÞpðdhÞ ; ð11ÞwherelðhÞ ¼
Z
f ðxjkÞpðkjhÞdk
g1ðhÞ ¼
R
gðkÞf ðxjkÞpðkjhÞdk
lðhÞ:Assuming gðkÞ ¼Piki, after standard computations, we obtain
lðhÞ / h10h12
Y10
i¼1
Cðh1 þ xiÞ
Cðh1Þðh2 þ tiÞh1þxi
; g1ðhÞ ¼
X10
i¼1
h1 þ xi
h2 þ ti : ð12ÞNotice that knowledge of the proportionality constant in (12) is not needed as it cancels out in (11), so that in the sequel the
right-hand side of the proportion will be referred to as lðhÞ.
In order to apply Corollary 2, we assume h1 2 ½1:2;1:8 and h2 2 ½0;5, so that H ¼ ½1:2;1:8  ½0;5 is compact. Hence we
need only to verify assumptions (H1), (H2), (H5) (or (H50) or (H500)).
We need now to consider some constraints. Suppose that prior information, rather then being reﬂected into an explicit
form for p, is expressed through the marginal probability of no failure of one of the pumps, say pump 1, in a period of length
t as a function of t:p0ðtÞ ¼ PðX1ðtÞ ¼ 0Þ ¼
Z
PðX1ðtÞ ¼ 0jkÞpðkjhÞpðdhÞ ¼
Z
ekt
1
Cðh1Þ h
h1
2 k
h11 eh2kdkpðdhÞ ¼
Z
h2
h2 þ t
 h1
pðdhÞ:where X1ðtÞ represents the number of failures during a period of length t for the pump 1.
Let us assume that lower bounds for p0ðtÞ are elicited at m values of t, p0ðt0i ÞP ai; i ¼ 1; . . . ;m. Then,
fiðhÞ ¼ ½h2=ðh2 þ t0i Þh1 þ ai; i ¼ 1; . . . ;m.
Since fiðhÞ > 0 at points h with h2 ¼ 0, the only points in H at which lðhÞ ¼ 0, then (H50) holds. (H1) and (H2) (with g re-
placed by g1) obviously hold too.
Suppose that m ¼ 6, t01 ¼ 0:001; t02 ¼ 0:01; t03 ¼ 0:1; t04 ¼ 0:5; t05 ¼ 1; t06 ¼ 3 and a1 ¼ :4; a2 ¼ :25; a3 ¼ :10; a4 ¼ :04; a5 ¼
:02; a6 ¼ :01:
The following results were obtained running on a system with a 2400MHz Opteron CPU, a C++ implementation of the
ACCP algorithm developed relying upon open source software both for solving the LP problem in Step 1 (GLPK package from
www.gnu.org) and for the optimization in Step 2 (the Proﬁl package at www.ti3.tu-harburg.de which implements an interval
analysis approach to global optimization). The code is available from the author on request.
The accuracy parameter in Step 4 was set to  ¼ 0:0005; actually relative accuracy rather than absolute accuracy was con-
sidered. The other algorithm parameters were set as follows: U0 ¼ 20, h ¼ 1, f ¼ 0:5.
In a ﬁrst application of the ACCP algorithm, h1 was held ﬁxed to 1.52, as in Gelfand and Smith[16]. We remark that in this
case the above conditions on p0ðtÞ deﬁne a generalized moment class which the Gamma(0.1,1) belongs to, as it can be seen
by numerical integration.
The parameter a in (5) was chosen as the average of the values of l evaluated, omitting the factors depending on h1 which
are now constants, at the initial set Y0 ¼ f0;5=10; . . . ;45=10g, i.e. a ¼ 7:961 10124.
Maximizing (11) with respect to p, the value 11:06 was obtained in less than 1 second. Notice that the maximum of g1 in
(11) over fh1 ¼ 1:52; h2 2 ½0;5g can be evaluated as 11.64, so that bounding effect of the constraints is limited although not
negligeable.
Minimization (obtained by changing the sign of g1) led to a value of 4:54 which corresponds to the minimum of g1 over
fh1 ¼ 1:52; h2 2 ½0;5g, so that in this case the constraints have no effect at all. The computing time was still less than 1
second.
In a second run, the original bidimensional space H ¼ ½1:2;1:8  ½0;5 was considered.
The parameter a in (5) was still chosen as the average of the values of l evaluated at the initial set Y0, where Y0 was given
by 20 uniform random points in H, which yielded a ¼ 3:608 1064.
Maximization of (11) with respect to p gave now the value 11.42, still lower than the maximum of g1 overHwhich is now
equal to 12.42. The computing time was around 16 s.
The minimum of (11) was evaluated as 4.30 which is still equal to the minimum of g1 over H. The computing time was
around 7 s.
We observe that when the bidimensional space is considered, computing times become much higher than in the unidi-
mensional case. This is due to the nature of the global algorithm adopted in Step 2, which is intriguing for its capacity to
provide exact boundings of optimal solutions, but on the other hand suffers from the so called ‘‘curse of dimensionality” typ-
ical of deterministic global optimization algorithms.
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investigation.
It must be also observed that without the scaling introduced by the parameter a, severe numerical instabilities of the
ACCP algorithm were observed due to the extremely small values of the function l.
6. Conclusions
A framework for the numerical treatment of Bayesian robustness analysis has been presented in the case the prior dis-
tribution is assumed to be within a generalized moment class. It has been shown that the link with LSIP problems discloses
the possibility of designing effective algorithms and an instance of this possibility has been exhibited presenting the ACCP
algorithm. Although the example worked out was intended only as an illustration of the applicability of this latter without
any claim of conclusive demonstration of its effectiveness, there is some evidence that the approach can contribute to the
availability of software enabling practitioners to routinely perform robustness analysis of Bayesian procedures. It can be ob-
served that, since the LSIP formulation enables an easy characterization of the probability measure p in Cþ at which S in (2)
is reached (see [5], Eq. (14) and (15)), then it is also possibile to identify inequalities in (1) which, being not strict at p, actu-
ally do not convey useful prior information and hence are to be replaced by other ones if a smaller S is required. On the other
hand, it is clear that when more inequalities are considered as a consequence of additional prior elicitation, then the previ-
uosly obtained value of S represents an upper bound for the new one, so that it can be used as U0 in a new run of the ACCP
algorithm. This opens the door to an interactive use of the approach presented here, as it is important for the effectiveness of
the robust Bayesian analysis.
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