Extracting matched details of the PANchromatic (PAN) image and injecting them into the MultiSpectral (MS) images, is very crucial in pansharpening. In this paper, a new pansharpening method based on Joint Local Low Rank Decomposition (JLLRD) and Hierarchical Geometric Filtering (HGF) is proposed. First, a cascaded geometric filtering is performed on the PAN and MS images, to extract their multiscale directional details. Then a joint local low rank decomposition is developed to deduce low-rank and sparse components for injection. Finally, an adaptive injection rule based on spectral correlation coefficient, is designed to further reduce spectral distortion of the fused images. Several experiments are taken to investigate the performance of the proposed JLLRD-HGF method, and the results show that it can extract more accurate injection details and produce less spectral and spatial distortions than its counterparts.
I. INTRODUCTION
Pansharpening technology aims to fuse high spatial resolution PANchromatic (PAN) image with MultiSpectral (MS) images, to obtain High spatial resolution MS (HMS) images. Nowadays, many pansharpening methods have been developed, which can be categorized as three groups [1] : 1) Component Substitution (CS) [2] , [3] , 2) Amélioration de la Résolution Spatiale par Injection de Structures (ARSIS) [4] , [5] , and 3) Sparse Representation (SR) [6] , [7] , [30] based methods. CS methods assume that some components of MS images can be substituted by the histogram-matched PAN image to obtain the HMS images. Thus some popular transforms are used for substitution, such as Intensity-Hue-Saturation (IHS), Principal Component Analysis (PCA) and Gram-Schmidt (GS). Although they are of simple principle and easy implementation, the substitution often cause The associate editor coordinating the review of this manuscript and approving it for publication was Xin Luo. remarkable spatial and spectral distortions in the fused images. The key idea of ARSIS-based methods is that the missing details of MS images can be recovered from high frequency components of PAN image. In the past few years, some multi-resolution transforms are explored, such as Discrete Wavelet Transform (DWT), ''ά trous'' Wavelet Transform (ATWT), Nonsubsampled Contourlet Transform (NSCT), to extract details of PAN image and then inject them into those of MS images. Compared with CS methods, ARSIS method can better preserve spatial information. In [8] , a weighting matrix is calculated for spatial details injection into each band of the MS image. In [9] , multi-scale guided filter is used to extract more details for the subsequent injection.
Recently SR-based method has shown its effectiveness in pansharpening [10] - [12] . It explores various representation models, such as ComPressed Sensing (CPS) [10] , SparseFI (SFI) [6] , Low-rank and Sparse Decomposition (LSD) [11] , to derive HMS images by some dictionaries and sparse optimization algorithms. Although SR-based methods can obtain image structure and details from the dictionaries [12] , they are difficult to implement because the dictionary construction needs lots of raw HMS images. In [11] , GoDec is applied to the MS images to acquire low-rank entries (spatial information) and sparse entries (spectral information). Then PCA is applied to the low-rank entries and the PAN image for pansharpening. Based on it, a context-based decision model is proposed to infer the missing high frequency details from the PAN image [13] . In very recent years, deep neural networks are also explored to establish more accurate representation model for pansharpening [14] , [15] .
Although several works have been developed to explore the low-rank structure of source images to recover higher quality HMS images, they suffer from some limitations as to three aspects,
A. IGNORANCE OF MULTI-SCALE CHARACTERISTIC OF IMAGES
Recent developments in image processing have witnessed great success of multi-scale analysis [16] , [17] . It is well known that remote sensing images cover larger regions and include many types of land covers or objects. Consequently, the multi-scale and geometric singularities are abundant in the image, such as edges, contours and textures of objects. These singularities can be captured by advanced multi-scale analysis tools and thus used to enhance the performance of pansharpening [18] . However, the available low-rank based methods only take the temporal structure of images into account, so the structural exploration is only performed on the pixels. However, making an analysis on the multi-scale details of images, we will find that they also have the lowrank characteristics. Consequently exploring the multi-scale characteristic of images in the low-rank pansharpening methods can help to improve the fusion results.
B. IGNORANCE OF LOCAL LOW-RANK STRUCTURE OF IMAGES
The available low-rank pansharpening methods make a global structural exploration, because each band of MS images is rearranged as a vector to formulate a data matrix for decomposition in these methods. However, for the limited spectral resolution of MS images, their adjacent bands are not strongly correlated. Consequently, the decomposed sparse component of the formulated matrix is not very sparse if an accurate approximation is desired, which will bring some unwanted artifacts in the fused HMS images.
C. TOO RIGID ASSUMPTION ON THE SPARSE AND LOW-RANK COMPONENTS
In the available low-rank based pansharpening methods, the low-rank entries are considered as spatial information and the sparse entries are considered as spectral information of HMS images. However, it is too rigid an assumption that maybe invalid in some cases. The subsequent injection will also degrade the fused images.
In this paper, we address these issues and propose a new pansharpening method based on Joint Local Low Rank Decomposition (JLLRD) and Hierarchical Geometric Filtering (HGF). First, a cascaded geometric filtering is designed to derive a set of multi-scale directional features from the PAN image and MS images respectively, which can capture the most salient structure of the PAN image at each scale. Second, a local low-rank decomposition is proposed and performed on the multi-scale directional features of the PAN image, by dividing geometrical details into local patches and rearranging them as a data matrix and performing a low-rank and sparse decomposition. Moreover, an optimized algorithm for JLLRD is advanced for multiple directional features. The decomposed components contain intrinsic geometrical information and significant features of HMS images, and used for the further injection. Third, injection gains are calculated from the Spectral Correlation Coefficient (SCC) between the PAN image and MS images, by which the decomposed entries are injected into the directional features. Finally, HMS images are obtained by an inverse filtering on the synthetic components. By combining JLLRD with HGF, the proposed JLLRD-HGF method can extract matched details, so reducing the spatial and spectral distortions in the fused HMS images.
Compared with the available methods, the contributions of our work are three-fold: 1) A new JLLRD model and its optimization algorithm are proposed, to filter out more accurate spatial details of the PAN image, and then inject them into MS images. 2) The low-rank structure of images is explored in the multi-scale geometric bands instead of the temporal domain, to identify more reliable injection components from the decomposed low-rank and sparse components.
3) An adaptive injection gain is designed from SCC to reduce the spectral distortions in the fused images. By comparing the performance of JLLRD-HGF with that of several related and popular pansharpening methods, we can find that JLLRD-HGF is superior to its counterparts.
The paper is organized as follows. In Section II, we detail our proposed JLLRD and HGF methods. Then simulation results are presented and discussed in Section III. Finally, conclusions are drawn in Section IV.
II. JOINT LOCAL LOW RANK DECOMPOSITION (JLLRD) AND HIERARCHICAL GEOMETRIC FILTERING(HGF) FOR PANSHARPENING
The flowchart of JLLRD-HGF is demonstrated in Fig.1 .
In our method, HGF is first implemented on the PAN image and MS images respectively. Then, the geometric subbands of PAN image are partitioned into patches and reformulated as a series of geometric matrixes. Each geometric matrix can be decomposed by a Local Low Rank Decomposition (LLRD) to extract some details for injection. In our method, the relation of multi-scale coefficients is explored to jointly solve the low rank and sparse entries of matrixes. Thus, a joint local low-rank decomposition is conducted on multiple geometric matrixes to infer more reasonable injection components. Next, these components are injected into the corresponding subbands of the MS images. Finally, HMS images are reconstructed by an inverse transform of HGF.
A. HIERARCHICAL GEOMETRIC FILTERING
Multi-scale Geometric Analysis (MGA) is a recently developed tool in harmonic analysis, which has proved to be able to efficiently capture the multi-resolution and multi-direction singularities of high-dimensional data. Different with Laplacian Pyramid (LP) and Discrete Wavelet Transform (DWT), MGA has proved to be more efficient in representing images with very few elements.
Nowadays many MGA tools have been proposed, such as Ridgelet, Curvelet and Contourlet [19] . However, the decomposition level and the number of directional filters should be pre-defined when using these tools, which is not flexible enough to implement in practical applications. In our method, a flexible multi-scale geometric approximation model, HGF, is proposed via a cascaded error approximation, as shown in Fig.2 .
Given an image of size N 1 × N 2 , first a NonSubsampled Pyramid (NSP) and redundant NonSubsampled Directional Filter Bank (NSDFB) are performed on the image, where NSP and NSDFB will decompose the image into a low-pass and 2 l (l ∈ Z ) directional components respectively. Second, the filtered components are used to formulate the first level approximation. Then the error is iteratively approximated by this cascaded filtering. The filtered components by NSP and NSDFB at the j th scale are denoted as I L(i) and I D(i,j) ∈ N 1 ×N 2 (i = 1, 2, . . . , J ; j = 1, 2, . . . , 2 d j ) respectively, where 2 d j is the number of directions at the j th scale and J is the maximum level. L(i) denotes the i th level and D(i, j) stands for thej th direction in the i th level. Because this cascaded filtering can capture the intrinsic and hierarchical geometric features of images, we refer it as Hierarchical Geometric Filtering (HGF) in the paper. Different with NSCT, HGF provides a cascaded error approximation which iteratively calculates the multi-scale components and errors, to well represent images, so achieving more accurate representation of images. Moreover, HGF decomposes an image into multiple components at different scales and directions. These components have the shift-invariant and anisotropy properties, and can reveal the most salient feature of images, so is helpful for image fusion.
B. JOINT LOCAL LOW RANK DECOMPOSITON
Although several low-rank methods have been advanced for pansharpening, they only explore the low-rank structure in the temporal domain. Consequently, the fusion is only performed on the separate elements in the image. However, local spatial correlation also exists in images [20] , which can be explored to construct a new decomposition.
In this section, we first extract local patches from the PAN image and advance a JLLRD method. For each filtered multiscale component I L(i) , I D(i,j) ∈ N 1 ×N 2 (i = 1, 2, . . . , J ; j = 1, 2, . . . , 2 d j ) of the high spatial resolution PAN image, we divide them into n 1 × n 2 patches and vectorize them to formulate geometric matrixes PAN
Then a series of geometric matrixes can be constructed for the subsequent JLLRD. Taking PAN L(i) patch as an example, our goal is to decompose it into a low-rank component A
patch and a sparse componentE
In order to determine A L(i) patch and E L(i) patch , we cast some constraints on them to formulate an optimization problem,
where λ is the regularization parameter. Unfortunately, (2) is a well-known NP-hard problem. So in our work an alternative objective is used, where the l 0 -norm (|| · || 0 ) in (2) is relaxed to the l 1 -norm (|| · || 1 , which denotes the sum of the absolute values of all elements in a matrix) and the rank(.) is replaced by the nuclear norm || · || * (sum of the singular values of a matrix).
As soon as the objective function becomes convex, we use an Inexact Augmented Lagrange multipliers (IALM) algorithm [21] to solve (3) . Similarly, PAN
patch . Because the multi-scale subbands of images are closely related [9] , in our method we jointly solve this low rank decomposition problem by constraining the nonzero coefficients of A D(i,j) patch (j = 1, 2, . . . 2 d j ) to the same position. In our method, the common low-rank component is denoted as A D(i) patch . In order to solve the sparse and low-rank components, we formulate this joint optimization problem as, patch are alternatively solved. According to IALM algorithm, an intermediate variable T is introduced, to reformulate (4) as,
Then the variables are updated alternatively to optimize (5), by first transforming the constrained optimization problem in (5) to an unconstrained optimization problem in (6),
where Y 1 , Y 2 are Lagrangian multipliers; µ > 0 is the penalty factor. For E
patch , the subfunction can be simplified as,
Then, E
patch can be updated by soft-thresholding shrinkage operator in turn. The subfunction of A D(i) patch is:
Thus A
patch can be analytically updated. The subfunction of T can be written as,
This iterative optimization of multiple variables will repeat until the convergence. As soon as the low-rank and sparse components are calculated according to the above iteration, they are rearranged as images for injection. Fig.3 shows the decomposed results of two PAN images came from the Geo-Eye and QuickBird satellites. From the results we can observe that the decomposed sparse components contain remarkable details.
C. SCC ADAPTIVE GAIN FOR IMAGE FUSION
Through the low-rank and sparse decomposition of the multi-scale direction features of the PAN image, the sparse matrixes, which contains intrinsic geometrical structures information and significant feature of the PAN image, are used for injection. For the low-frequency features, in our work an adaptive injection rule is designed for the sparse matrix to reduce the spectral distortion of the fused images:
where MS
is the low-frequency feature of the LMS images; E L(i) patch (i = 1, . . . , J ) is a sparse matrix, which can be obtained by low-rank and sparse decomposition of the PAN image. This low-rank and sparse decomposition can not only reduce some redundant information of the PAN image but also maintain details of the PAN image. Then the SCC k between down-sampling PAN image and the k th band of the MS images [22] , is calculated, 
where MS D(i,j) k is the directional features of the MS images. Finally, the fused images is reconstructed recursively from the last level to the first level through an inverse HGF. By the injection of sparse component of directional features, the fused results can not only reduce some redundant information but also maintain details of the PAN image.
III. EXPERIMENTAL RESULTS

A. EXPERIMANTAL DATASETS
To evaluate the performance of JLLRD-HGF, several datasets from GeoEye and QuickBird satellites are used for a comparison. The GeoEye dataset contains three pairs of images, as shown in Fig.4 . The spatial resolution of MS images and PAN image is 4.0m and 1.0m respectively. The Quick-Bird dataset contains two pairs of PAN and MS images, which has the resolution of 0.61m and 2.44 m respectively, as shown in Fig.5 . The sizes of the MS and PAN images are 256 * 256 and 1024 * 1024 respectively.
In the test, we compare JLLRD-HGF with some baseline methods that proved to be efficient in pansharpening (such as GIHS [1] , PCA [1] and AWLP [5] ), and some popular methods that present state-of-the-art results (such as CPS [10] , SFI [6] and PNN [16] ). Moreover, some related work are also included (such as NSCT [23] , PCA-NSCT [24] and LSD [11] ).
Moreover, we separately investigate the performance of JLLRD and HGF in our method. We denote the JLLRD as the pansharpening method on the image pixels, and denote JLLRD-HGF as the combination of JLLRD with HGF. For the proposed method, the subbands of PAN images are partitioned into patches with size 5 × 5 and overlapping one pixel between patches. The parameters are set as J = 2, d 1 = 2, d 2 = 2, µ = 10 −6 in our method. We choose the parameters of the comparative methods according to the suggestion in the literatures. To assess the quality of the fused images, six image quality guidelines are employed: Root Mean Squared Error (RMSE) [26] , Correlation Coefficient (CC), Spectral Angel Mapper (SAM) [27] , Universal Image Quality Index (UIQI), quaternion theory-based quality index (Q4) [28] and Erreur Relative Global Adimensionnelle de Synthèse (ERGAS) [29] .
B. INVESTIGATION ON THE PARAMETER
The sparse matrix can capture different intrinsic geometrical structures and significant feature of the PAN image for different λ. In this test, we first investigate the influence of λ on the fusion results. We apply the low-rank and sparse decomposition, and use the injection model of low frequency in section III, to obtain the fusion results. The average SAM, ERGAS, Q4 of the fused images of the two satellites by our method is plotted in Fig.6 . From the results we can see that our method can present stable results if we fix λ in the range of [0.004, 0.014]. Thus in the following tests, we set it as 0.01.
C. COMPARISONS ON THE GEOEYE DATASET
In this experiment, the performance of JLLRD-HGF is investigated on the GeoEye dataset. The fusion results of Figs. 4(a) and (b) are depicted in Fig.7 . The HMS images are displayed in Fig.7(a) , and the fusion images by GIHS [1] , PCA [1] , AWLP [5] , NSCT [23] , PCA-NSCT [24] , CPS [10] , SparseFI [6] , LSD [11] , PNN [16] and our proposed JLLRD, JLLRD-HGF methods are shown in Figs.7(b) -(h), respectively. From Fig.7 we can observe that GIHS and PCA will produce some unnatural colors in the fused images, and the spatial resolution of the fused images is not very high.
Similar results can be found in the fusion results of AWLP, and there are also some blurring areas in the fusion results of NSCT and PCA-NSCT. For CPS, SFI and LSD methods, they can achieve relative better results as to the spatial enhancement than the traditional methods, but the colors of the fusion images has remarkable distortions. However, in the fusion result of our methods (JLLRD and JLLRD-HGF), better spectral fidelity can be found. From Fig.7(k) we can observe that the proposed JLLRD can achieve better fusion results than the comparative methods, in terms of less Fig.4(a) and Fig.4(b) by GIHS, PCA, AWLP, NSCT, PCA-NSCT, CPS, SFI, LDS, PNN and our methods. .4(a) and FIG.4(b) . Fig.4(c) and Fig.4(d) .
spectral and spatial distortions. Moreover, when HGF is used in JLLRD, spatial details are enhanced and the fused image has fewer artifacts.
In order to make a quantitative evaluation of different methods, the corresponding numerical measure of their fused images for Fig.4(a) and Fig.4(b) are calculated to report in Table I . From the table we can see that our proposed JLLRD-HGF method can provide the best values in terms of most of the guidelines, including RMSE, CC, SAM, UIQI and ERGAS. Fig.8 gives the fusion results of Figs.4(c) and (d) in the GeoEye satellite dataset. It can be observed that the fused images by GIHS have some spectral distortions, while the contrast of the fused images of PCA is relatively low. Some blurred regions are remarkable at some places of the fused images of AWLP. Besides, the spatial distortions are obvious in the fusion results of PCA-NSCT. CPS suffers from spectral distortions in the vegetation area. For SFI and LSD methods, the spatial details of some building are blurry.
Considering both the spatial and spectral information, we can observe that the proposed JLLRD and JLLRD-HGF can achieve better results than the comparative methods, especially in the regions containing trees. The corresponding numerical results of the fused images in Fig.8 are reported in Table II , which is coincident with the visual results. Because these metrics evaluate the fused images from different aspects, the guidelines are not strictly consistent for evaluating the quality of fused images. From the table we can see that JLLRD-HGF present the best values in terms of RMSE, CC, UIQI and ERGAS. Remarkable improvements over baseline and popular methods can be observed in the table. For SAM and Q4, the performance of JLLRD-HGF also approach the best values in the table.
The fusion results of different methods on the Figs.4(e) and (f) in the GeoEye dataset are depicted in Fig.9 . The reference HMS images are displayed in Fig.9(a) , and the fusion images by GIHS, PCA, AWLP, NSCT, PCA-NSCT, CPS, SFI, LSD, PNN and our proposed JLLRD, JLLRD-HGF methods are shown in Figs.9(b)-(l) respectively. From Fig.9 we can observe that the proposed method can achieve relative better fusion results than the comparative methods, as to the spatial resolution and colors.
The numerical measures of the fused images are also calculated. In most of the cases, JLLRD-HGF can present the best result among the comparative methods. Since the results are similar to that of Table I and Table II , the numerical results are not shown here.
D. COMPARISONS ON THE QUICKBIRD DATASET
In this experiment, the proposed method is compared with by GIHS [1] , PCA [1] , AWLP [5] , NSCT [23] , PCA-NSCT [24] , CPS [10] , SFI [6] , LSD [11] , PNN [16] methods on the QuickBird dataset. The fusion images of Figs.5(a) and (b) are shown in Fig.10 . From Fig.10 we can observe that the JLLRD and JLLRD-HGF can obtain relative better fusion results than the comparative methods. When HGF is employed in JLLRD, higher resolution images can be obtained.
The corresponding numerical results of the fused images are reported in Table III . From it we can see that our proposed method can provide the best values in terms of all the guidelines, including RMSE, CC, SAM, UIQI, Q4 and ERGAS.
The fusion results of real Figs.5(c) and (d) are depicted in Fig.11 . From it we can see that the proposed method can achieve better fusion results than the comparative methods. The reference HMS images are displayed in Fig.11(a) , and the fusion images by GIHS, PCA, AWLP, NSCT, PCA-NSCT, CPS, SFI, LSD, PNN and our proposed JLLRD, JLLRD-HGF methods are shown in Figs.11(b)-(l) , respectively.
The corresponding numerical measures of the fusion images by different methods are reported in Table IV . From it we can see that the proposed method can achieve better fusion results than the comparative methods in terms of most of the guidelines, including RMSE, CC, UIQI, Q4 and ERGAS.
E. FUSION RESULTS ON REAL DATASET
In this section we use a real dataset that has not the groundtruth to evaluate our proposed method. The dataset contains two pairs MS and PAN images collected from the GeoEye and QuickBird satellites respectively. For the lack of a reference image to evaluate the fusion results, we subsample both the MS and the PAN images by a factor of 4 using MTF filter [25] . Different methods are used for pansharpening and the fusion results on are compared for more comprehensive analysis of the proposed method. Because CPS cannot fuse images in this real dataset, CPS is not compared in this section. In most of cases in the above experiments, PCA-NSCT outperforms NSCT, so only PCA-NSCT is considered for a comparison in this section. D λ , D S and QNR are employed to assess the fusion results objectively. Fig.s12(a) and (b) plot the original MS images and PAN image from the Geoeye satellite, and Fig. 2(c)-(k) give the fused images by GIHS, PCA, AWLP, PCA-NSCT, SFI, LSD, PNN, JLLRD and JLLRD-HGF respectively. From Fig. 12 we can see that the spatial details in the fusion images of all methods are enhanced, but some spatial information is enhanced unduly, such as the results in Fig.12 (c)-(f). For the results of SFI and LSD, some spectral distortions can be found. In the fused images of JLLRD and JLLRD-HGF, the spectral information is well preserved.
The numerical values of several indexes are listed in Table V , and the values show that the proposed method can achieve better fusion results in QNR. The fusion results of different methods on the real Quick-Bird images are shown in Fig. 13. Fig.s13 (a) and (b) plot the original MS images and PAN image from the QuickBird satellite, and Fig.13 (c)-(k) give the fused images by GIHS, PCA, AWLP, PCA-NSCT, SFI, LSD, PNN, JLLRD and JLLRD-HGF respectively. It can be found from Fig.13 that some spectral distortions are produced in the results of GIHS, PCA and LSD. For the spatial information, AWLP produces better performance but some spatial effects can be found in the results of PCA-NSCT and SFI. For the proposed method, spatial and spectral information is preserved well. The numerical values are reported in Table VI . It can be observed that the proposed method produces the best result for all indexes.
F. RUNNING TIME
In this section the average consuming time of the proposed method and the compared approaches are compared on the above used datasets and the sizes of MS and Pan images are 64 × 64 × 4 and 256 × 256, respectively. The run time of all methods are reported in Table VII , in which the time is measured in seconds. We conduct the experiments in MATLAB R2016b on a computer with Intel Core i7-6700 CPU/3.4 GHz/16G. From Table VII we can see that CPS takes the longest time for fusion due to the involved sparse optimization. Owing to containing iteration optimization, the proposed method also needs more time to obtain the fusion results when compared with the traditional methods, such as GIHS, PCA and AWLP. But SFI is more time-consuming than the proposed method.
IV. CONCLUSION
In this paper, we proposed a novel pansharpening method based on a joint local low rank decomposition of the multiscale directional features. Some experiments are tested on several GeoEye dataset and Quickbird datasets. Compared with other related methods, the visual and several quality metrics have shown that the results of our proposed method have less spectral distortion and higher fusion quality.
