Abstract: For dealing with dynamical instability in predictions, numerical models should be provided with accurate initial values on the attractor of the dynamical system they generate. A discrete control scheme is presented to this end for trailing variables of an evolutive system of ordinary di erential equations. The In uence Sampling (IS) scheme adapts sample values of the trailing variables to input values of the determining variables in the attractor. The optimal IS scheme has a ordable cost for large systems. In discrete data assimilation runs conducted with the Lorenz 1963 equations and a nonautonomous perturbation of the Lorenz equations whose dynamics shows on-o intermittency the optimal IS was compared to the straightforward insertion method and the Ensemble Kalman Filter (EnKF). With these unstable systems the optimal IS increases by one order of magnitude the maximum spacing between insertion times that the insertion method can handle and performs comparably to the EnKF when the EnKF converges. While the EnKF converges for sample sizes greater than or equal to 10, the optimal IS scheme does so from sample size 1. This occurs because the optimal IS scheme stabilizes the individual paths of the Lorenz 1963 equations within data assimilation processes.
Introduction
When predicting the state of an evolutive system, one aims to estimate its trajectory with great con dence for a given time. A major stumbling block in predictions is dynamical instability. According to Majda in [1] , p. 923, "successful predictions in climate change science are hampered by the fact that the actual dynamics is a turbulent large-dimensional system with positive Lyapunov exponents on essentially all spatiotemporal scales, as veri ed in our common experience with weather, storms, and gazing at the turbulent surface of the ocean". As a matter of fact instability is in the nature of most nonlinear processes toward equilibrium of environmental systems involving water and air and, along with model error, is responsible for the loss of the information that data provide.
In order to increase the predictability of environmental systems, which nowadays is of great economical and social interest, numerical models should be provided with accurate initial values on the attractor of the dynamical system generated by the evolutive system. In this paper the In uence Sampling (IS) scheme is presented to this end. The IS is a sampling scheme for trailing variables of an evolutive system of ordinary di erential equations (ode) with a global attractor and determining variables on it [2, 3] . It adapts sample values of the trailing variables to reference values of the determining variables. The reference solution is supposed to lie in the attractor. In meteorology, the Empirical Orthogonal Function [4] , Bred Vector [5] and Singular Vector [6] schemes, are widely used methods. Distinctly from the IS, these methods disperse the sample set of state values throughout local unstable spaces, in a practical way of sampling from a proposal density [7] .
In robust statistics [8] an empirical in uence function measures the sensitivity of an estimator to perturbations of the sample values [9] . In Sec. 2 two short-time empirical in uence functions are derived for the sensitivity of the ow of a group of variables of an evolutive system of ode to perturbations of the initial values of the remaining variables. These are the integral terms of the in uence formula 2.18, whose derivation is inspired by the dimension reduction formalism presented in [10] whereby the reduced model shows up perturbed by noise and memory terms instead of in uence functions. When applied to trailing variables of ode systems with determining variables on the attractor the in uence formula provides a control method for these variables. This is the IS scheme. In Sec. 3 the IS scheme is presented. In Sec. 4 the IS scheme is compared to the insertion method [11, 12] and the Ensemble Kalman Filter [13] in discrete data assimilation runs conducted with the L63 and L63+ systems of ode, the latter being a nonautonomous perturbation of the L63 equations with sine functions. In Sec. 5 the main results are described. In Sec. A a proof that Dyson's splitted action formula holds for A = a · ∂x and B = b · ∂x, where a and b are twice continuously di erentiable vector elds in R n , is presented.
Empirical influence functions for the flow of a group of variables
In this section two short-time empirical in uence functions are derived for the sensitivity of the ow of a group of variables of an evolutive system of ode to perturbations of the initial values of the remaining variables.
Considered is a nonlinear autonomous evolutive system of ode
with vector state variable X ∈ R n , n > , where C (R n ) is the space of twice continuously di erentiable vector elds in R n . Let Φ(t, x) be the dynamics of Eq. 2.1 with Φ(t , x) = x, domain Ω and associated ow map Φ t .
Following the notation of [10] , let e (t−t )L be the solution operator of
with e L u = u , where ∂x stands for the partial derivative with respect to x and · for the scalar product in R n .
Let Γ(t, x) be the dynamics of
with Γ(t , x) = x and associated ow map Γ t .
From the method of characteristics for the linear transport equation [14] , one has
for any u ∈ C (R n ). Therefore
where Eq. 2.5 was employed in step two with u = f . As such
Let the operator L be split into L = A + B with 
Dyson's formula [10, 15] 
A proof that 2.10 holds for A = a · ∂x and B = b · ∂x, where a and b are twice continuously di erentiable vector elds in R n , is presented in Appendix A.
One has (e (t−t )A Ax)(x) = (e (t−t )A (f ( · ,x ),ˆ ))(x) = (f (Ψ(t,x),x ),ˆ ).
Therefore Eq. 2.11 may be written
Then B = L − A may be written
whereby Eq. 2.12 reads 
The tilde variables then satisfy
which, upon usingΦ(t , x) =x andΦ(t , (x,x )) =x, integrates out with respect to time intõ
whereĨ is the identity matrix of appropriate size.
Finally, upon relabelingx into c andx intox one obtains
Eq. 2.18 is the in uence formula for the tilde variables. Its integral terms are empirical in uence functions for the sensitivity of the ow of the tilde variables with respect to perturbations in the initial values of the hat variables. One can note from 2.19 that when the group of hat variables is void the in uence functions reduce to null vectors and the in uence formula to Φ(t, x) = Φ(t, x). The formula holds for nonautonomous systems of ode as one can readily check by turning time into a tilde variable in such systems, applying the above, then turning time back into a parameter.
Discrete control of trailing variables
Hereafter a group of variables of an evolutive system of ode is said to be determining of a group of the remaining variables if whenever the determining values of any two solutions on the attractor of the dynamical system generated by the ode system coincide for all times then also the trailing values coincide for all times [2] . In this section a good use is made of the in uence formula 2.18 into a discrete control scheme for trailing variables of an evolutive system of ode with a global attractor of its dynamical system and variables that are determining on it.
Let
which, upon using 2.19, may be written
to rst order in dx(t), the in uence formula 2.18 then reads
to rst order in dx(t).
The above equality says that perturbingx intox + dx while keepingx xed has the left hand side e ect in the tilde variables. When the hat variables are determining on the attractor and c is drawn from a state value in it, perturbingx into c should changex to a value that conforms with c in the attractor. According to the in uence formulax + dx is this value. As such a good use can be made of the in uence formula into a discrete control scheme for trailing variables, the In uence Sampling (IS) scheme, whose perturbation step reads as follows. 
IS P S (ISPS)

. If con dence on c is large, replacex by c.
When con dence on c is large, replacingx by c leaves the hat and tilde values in better agreement. In this case the state stays longer on track between perturbation times, which can be made more sparse.
Data assimilation with the IS scheme
In this section the IS scheme is compared to the insertion method and the Ensemble Kalman Filter (EnKF [13] ) in discrete data assimilation runs conducted with the L63 [16] and L63+ systems of ode, which read
The L63 dynamics is chaotic for σ = , ρ = , β = / [16] . The study of chaos nds applications in elds like neuroscience, atmospheric science, electronic engineering and laser engineering to name a few. The L63+ dynamics shows on-o intermittency for σ = , (Fig. 4.1 ). On-o intermittency is found in chaotic systems with a driving source [17, 18] . The onset of clouds, e.g., may be described as intermittent bursts of tropospheric wind driven by solar heating. In our experiment, these parameter values are used for drawing the reference trajectory in the data assimilation process. The values used for drawing the controlled trajectories in the process are uniformly sampled from σ ∈ [ − . ,
In a rst set of preliminary experiments it was observed that when the value of X in a controlled trajectory is replaced by the value of X in a reference trajectory in every time step upon integrating the L63 or L63+ equations, the distance between the values of X and X in the reference and controlled trajectories tends to zero (Fig. 4.2) . A necessary condition for this to happen is that the Lyapunov exponents of the (X , X ) subsystem with a driving X be negative. This was shown to be the case for L63 in [19] . The condition may not be su cient because for some systems replacing the value of X in every time step may not be a good scheme for testing determining variables. But one can actually prove that X is an asymptotically determining variable of L63 and L63+ (Titi, unpublished work). It is conjectured that X is also determining on the attractor. The hat variable is thus assigned to X in the ISPS. To set the IS scheme in data assimilation mode c is provided with large con dence values in the ISPS (and Step 4 is executed after all iterations of the previous steps are executed in the ISPS). For neatness of results these are taken to be the exact values of X in the reference trajectory at perturbation times. In a second set of preliminary experiments the value of X in a controlled trajectory was replaced by the value of X in a reference trajectory every few number of time steps upon integrating the L63 or L63+ equations. This is the insertion method explored in [12] . The ISPS must be iterated through steps 1-3 an optimal number of times n that depends on the maximum spacing between insertion times that the insertion method can handle, that is such that the distance between the values of X and X in the reference and controlled trajectories still decays to a minimum value in this method. In the experiments this spacing was found to be . for L63 and . for L63+ (Fig. 4.3) . Figure 4 .4 shows the optimal n is such that nϵ = T , where ϵ = t − t is the length of in uence value set in the ISPS and T is the maximum spacing between insertion times in the insertion method. The cost of the optimal IS scheme then reads as follows:
Cost of optimal IS. If MC is the cost of integrating the equations through ϵ time units, then the cost of one iteration of steps 1-3 of the ISPS taken with length of in uence ϵ is smaller than 2MC since the cost of Step 1 is MC and the cost of Step 2 is smaller than MC. If the spacing between perturbation times in the IS scheme is T = mϵ time units, then the optimal IS scheme increases the cost of integrating the equations by the factor ( n + m)/m, or else by the factor
In a nal set of preliminary experiments the max and mean k-plots of the insertion and perturbation (i.e. ISPS) analyses were assessed. These plots are de ned as follows. Let (
and (x (ω), x (ω), x (ω)) be initial reference and sample state values in the attractor of the dynamical system generated by L63 or L63+ for di erent sample values of the equation parameters and let (X (ϵ, ω), X (ϵ, ω)) with ϵ = t − t denote the sample values of (X , X ) obtained by solving the L63 or L63+ equations after making the insertion or applying the optimal ISPS analysis at the initial time. De ne
where ω is a xed value of ω and · is the 2-norm. The value of k at ϵ measures how contracted (k < ) or stretched (k > ) is the posterior state of the analysis, at time ϵ, relative to prior. The max k-plots (max over ω) of the insertion analysis obtained for L63 and L63+ with sample size 50 are shown in Fig. 4 .5. Both plots are sensitive to the sample size and values of the initial state and the equation parameters, but regardless the size and values employed it is obtained that max k is smaller than 1 for su ciently small ϵ. Since the sample values of (x , x ) change along data assimilation runs one expects the best choice of length of in uence in runs with L63 and L63+ to be a few time steps dt. The plots obtained with large sample sizes, say 10000, lead to the same conclusion. Alternatively one can derive an upper bound for max k as a function of ϵ from the evolution equation for the square of the numerator of 4.2 and examine the set of values of ϵ for which this bound is smaller than 1. This was done in [12] , where it is concluded that ϵ should be smaller than 0.000129 (Corollary 2.6). The mean k-plots (mean over ω) of the insertion and perturbation analyses obtained for L63 and L63+ with sample size 50 are shown in Figs. 4.6 and 4.7. One sees the maximum ϵ such that mean k of the insertion analysis is smaller than 1 is about the value of T for L63 and L63+ while the maximum ϵ such that mean k of the perturbation analysis is smaller than 1 is about the maximum spacing between perturbations that the IS scheme can handle for L63 and in a given time interval for L63+.
In Fig. 4 .8 the IS scheme is compared to the insertion method and the EnKF. The statistical nature of the EnKF makes it impracticle for solo use with large systems. With such systems a suboptimal Kalman lter (e.g. the ETKF [20] ) or a nudging scheme [21, 22] could be used along with the IS scheme instead, to provide the analysis of determining variables for the ISPS. In the three runs of Fig. 4 .8 the spacing between analysis times was set to . . The reference trajectory was placed in the attractor of L63 (resp. L63+) by setting its initial value (x , y , z ) after integrating the L63 (resp. L63+) equations for a while. The initial values for the controlled trajectories were then uniformly sampled from a neighborhood of (x , y , z ), say from [x − , x + ] × [y − , y + ] × [z − , z + ], with sample size 50. In the ISPS the integral term of Step 2 was calculated using twice the RK4 method [23] with dt = − in each step of the integration: once to provide approximate values of Φ t (x, c) in the step, then to provide from these an approximation for the integral over the step. Between perturbation/insertion times the equations were integrated using the RK4 method with dt = − in both methods. In Fig. 4 .8 the mean error pro les of X and X tend to zero in runs with the IS scheme (middle frames) while they oscillate above some value in runs with the insertion method (bottom frames): in data assimilation runs with L63 and L63+ the optimal IS scheme increases the maximum spacing between insertion times of the insertion method by one order of magnitude. In such runs the smaller the length of in uence value adopted in the ISPS the better the optimal IS output. In Fig. 4 .8 the mean error pro les of X and X also tend to zero in runs with the EnKF method (top frames). The optimal IS scheme and the EnKF perform comparably when the EnKF converges. The EnKF converges for sample sizes greater than or equal to 10, while the optimal IS scheme does so from sample size 1. This occurs because the optimal IS scheme stabilizes the individual paths of L63 within data assimilation processes.
Conclusion
Two short-time empirical in uence functions were derived for the sensitivity of the ow of a group of variables of an evolutive system of ode to perturbations of the initial values of the remaining variables. These are the integral terms of the in uence formula 2.18. Then a good use was made of the in uence formula into a sampling scheme for trailing variables of an evolutive system of ode with a global attractor of its dynamical system and variables that are determining on it. This is the In uence Sampling (IS) scheme, a discrete control method that adapts sample values of the trailing variables to input values of the determining variables drawn from the attractor. The IS analysis inserts the input values and perturbs the trailing variables through the IS Perturbation
Step (ISPS), described in Sec. 3. The ISPS must be iterated through steps 1-3 an optimal number of times n such that nϵ = T , where ϵ is the length of in uence and T is the maximum spacing between insertion times that the insertion method can handle. The cost of the optimal IS scheme is given by 4.1. To set ϵ in the ISPS the max k-plot of the insertion analysis was drawn, where k measures how contracted (k < ) or stretched (k > ) is the posterior state relative to prior (see Eq. 4.2). According to plots obtained with di erent sample size and values of the initial state and equation parameters, max k of L63 and L63+ is smaller than 1 at its global minimum, and reaches it at some value of ϵ close to − . Since − is the size of dt adopted in runs, ϵ was set to a few dt. One can nd T , on the other hand, from the mean k-plot of the insertion analysis. For L63 it is the maximum ϵ such that mean k is smaller than 1 while for L63+ it is the smallest such ϵ obtained over di erent time intervals. In both cases this is about 0.1 time units. Similarly, the maximum spacing between perturbation times that the IS scheme can handle may be found from the mean k-plot of the perturbation analysis. For both systems it was found to be about 0.6 time units.
In discrete data assimilation runs conducted with the Lorenz 1963 equations and a nonautonomous perturbation of the Lorenz equations whose dynamics shows on-o intermittency the IS scheme was compared to the insertion method and the Ensemble Kalman Filter (EnKF [13] ). With these unstable systems the optimal IS scheme increases by one order of magnitude the maximum spacing between insertion times that the insertion method can handle and performs comparably to the EnKF when the EnKF converges. The EnKF converges for sample sizes greater than or equal to 10, while the optimal IS scheme does so from sample size 1. This occurs because the optimal IS scheme stabilizes the individual paths of the Lorenz 1963 equations within data assimilation processes. Due to its statistical nature, the EnKF is impracticle for solo use with large systems. With such systems a suboptimal Kalman lter (e.g. the ETKF [20] ) or a nudging scheme [21, 22] could be used along with the IS scheme instead, to provide the analysis of determining variables for the ISPS. and n = . /ϵ (middle left), b) ϵ = . and n = .
/ϵ (middle right).
