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Abstract We consider the problem of how best to structure
and control a distributed computer system containing many pro-
cessors. The performance trade-offs associated with different tree
structures are evaluated approximately by applying appropriate
queueing models. It is shown that, for a given set of parameters
and job distribution policy, there is an optimal tree structure that
minimizes the overall average response time. This is obtained
numerically through comparison of average response times. A
simple heuristic policy is shown to perform well under certain
conditions.
Keywords: Optimal tree structures, Grid computing, Heuristic
policies, Network optimization.
I. INTRODUCTION
The context for this work is a network consisting of large
clusters of resources (servers) offering services to a large
community of users. Incoming service requests (jobs) do not
have to be executed on a particular server but may be sent
anywhere; their destination is transparent to the user. That is
the general idea behind the Computing Grid.
Within such provision of services, it is important that the
clusters and their controllers are configured in an efficient
manner. Conceptually, the nodes in the network are divided
into ‘masters’, who make routing decisions, and ‘servers’, who
execute jobs. In practice, a master and a server may be co-
located on one processor; in that case some of the latter’s
processing capacity is used for purposes of control and some
for serving jobs.
A simple and convenient network structure that accommo-
dates these different types of nodes is the tree. The non-leaf
nodes are masters who distribute jobs among nodes under
their control; the leaf nodes are servers. Other, more complex
organizations are possible, but we shall restrict our attention
to trees for reasons of clarity and tractability.
There are performance trade-offs between different tree
configurations. They arise from the fact that the average pro-
cessing time of a job at a master node is roughly proportional
to the number of nodes under the latter’s immediate control.
Those nodes (they may be either masters or servers), will be
referred to as the master’s dependents. That proportionality is
due to the nature of the processing carried out by a master:
it must check the state of its dependents (an example of a
query mechanism can be found in the Condor system [7]).
Hence, the ‘flatter’ the tree, the more dependents a master node
has, the longer its average processing times. Nodes with many
dependents can easily become bottlenecks when demand is
high; their queues grow long, leading to large response times.
The bottleneck problem can be alleviated or avoided by
making the tree ‘taller’, introducing more master nodes,
with fewer dependents per master. However, the consequent
speeding up of processing times must then be set against an
increase in the number of times a job has to be processed,
plus additional transfer delays.
The evaluation of the above trade-offs is the subject of the
present paper.
The problem of load balancing across a network of available
resources has been discussed in distributed systems literature
for more than two decades. A comprehensive discussion of
diffusion techniques for dynamic load balancing can be found
in [3]. The objective of load balancing is to enable each
available resource to perform an even share of the network
load. Work is quantified in terms of tasks, each of which
require an amount of processing time to be completed. Tasks
may be reallocated from one processor to another, balancing
the load across multiple machines. The aim is to minimize the
overall execution time, using specified load balancing algo-
rithms. A description of customized load balancing strategies
for a network of workstations is given by Zaki et al [4]. Hine
and Holzer [5] also study a number of scheduling algorithms
for load balancing. Most recently, Houle et al [6] consider
algorithms for static load balancing on trees, assuming that
the total load is fixed.
In all of these studies, the network configuration is treated
as fixed and immutable.
We focus on the ‘dual’ problem: given the overall rate
of demand, how should the network be configured in order
to optimize its performance? This problem does not appear
to have been studied before. It is interesting because re-
cent developments in Grid technology have made it possible
to reconfigure the underlying tree structure dynamically. To
simplify the analysis, we shall assume that the necessity
for reconfiguration occurs rarely. That is, the load remains
reasonably constant for a sufficiently long period to allow the
system to reach steady-state. Also, since reconfigurations are
rare, their cost will be ignored.
The performance measure used as an optimization criterion
is the average response time, i.e. the interval between the
arrival of a job into the system and the completion of its
service. That interval may include waiting and processing at
one or more master nodes, transfer delays between nodes, and
waiting and processing at a server node. Different policies for
distributing jobs among the nodes in the tree (both master and
server) will be examined. For some of them, the analytical
evaluation of average response times is approximate.
The model assumptions are described in section 2. The
computation of the optimal tree structure is described in
section 3; this relies on the evaluation and comparison of all
possible configurations. Section 4 describes a simple heuristic
which can be used instead of a full search. Section 5 presents
2some numerical results, while section 6 contains a summary
and conclusions.
II. THE MODEL
The network consists of a number of master nodes, arranged
in a tree with m levels, and a total of N server nodes. At one
extreme, when m = 1, a single master node controls all N
servers. At the other extreme, the master nodes form a binary
tree, each controlling either 2 master nodes, or 2 or 3 servers
(there is no point having a node with just 1 dependent).
Jobs arrive into the master node at the root of the tree
according to a Poisson process with rate λ. Whether arriving
at the root, or at a master node at level i in the tree, jobs join
an unbounded queue and are processed in FIFO order. The
processing times for masters at level i who have ni dependents
are distributed exponentially with mean 1/µi(ni), where
µi(ni) =
ci
ni
. (1)
Here ci is a constant of proportionality which may depend on
the level. The constant ci reflects the difficulty of querying
dependents at level i; also, if a master node is physically
co-located on a processor that is used to serve jobs, it takes
into account the fraction of processing capacity available for
purposes of control.
If the dependents of a master node are other masters, jobs
are routed to one of them; the transfer from level i to level
i + 1 is assumed to be an independent random variable with
mean Ti (i = 1, 2, . . . ,m − 1). That is, the average transfer
time does not depend on the number of jobs which are in
transit.
On the other hand, if the dependents of a master form
a (presumably local) sub-cluster of server nodes, they share
a common queue. Processing times at server nodes are dis-
tributed exponentially with mean 1/ν.
An example of a tree structure with three levels of master
nodes (m = 3) is illustrated in figure 1.
The total average response time, W , in a network with m
levels of master nodes is given by
W =
m∑
i=1
Wi +
m−1∑
i=1
Ti + Sm , (2)
where Wi, i = 1, 2, . . . ,m, is the average sojourn time at a
master node at level i, Ti is the average transfer time from
level i to level i + 1, and Sm is the average sojourn time at a
service sub-cluster at level m (sojourn times include waiting
and processing).
Master nodes may use different routing policies to distribute
jobs among dependent master nodes. Three such policies are
considered.
1. Uniform random routing: each dependent master is
equally likely to be chosen as a destination for a job,
regardless of previous decisions.
2. Shortest queue routing: send the job to the master whose
queue is currently shortest.
3. Cyclic routing: if there are n dependent masters and the
last job was sent to master j, send the next job to master
(j + 1) mod n.
All three policies aim to balance the load; the arrival rate
at a dependent master is 1/nth of the arrival rate at the parent
(if there are n dependents). However, the traffic processes are
different, and those differences have performance implications.
Under policy 1, if the arrival process at the parent master
is Poisson, then so is the arrival process at each of the de-
pendents. Hence, all master nodes behave like M/M/1 queues,
and a service sub-cluster containing n servers behaves like an
M/M/n queue. That is the only model where the total average
response time in a network with m > 1 can be determined
exactly.
Policy 2 is more efficient, but also more difficult to imple-
ment, since it requires queue size information about depen-
dents. Moreover, it is very difficult to analyze. Although there
are some numerical algorithms that may be applicable when
the number of dependents is small (e.g., see [1]), simulation
appears to be the only feasible evaluation tool in a general
network setting.
Policy 3 is a good compromise in terms of both performance
and analytical tractability. Simulation results (section 5) show
that, for reasonable loads, cyclic routing is almost as efficient
as the shortest queue policy. Average response times under
cyclic routing can be estimated quite simply, by making a
single approximating assumption: that the departure process
from the parent node is Poisson (section 3). For those reasons,
most of the numerical results in section 5 are obtained for
networks with cyclic routing at master nodes.
III. COMPUTATION OF THE OPTIMAL TREE STRUCTURE
Consider a master node at level i, with ni dependents and
ni−1 siblings, including itself (i.e., its parent node has ni−1
dependents; if i = 1, then ni−1 = 1). Assume that the
departure process from the parent node is Poisson (this may
or may not be an approximation).
If the job distribution policy at the parent node is uniform
random routing, then this node behaves like an M/M/1 queue
with service rate µi(ni), given by (1), and arrival rate λi,
obtained from λi = λi−1/ni−1 (with λ1 = λ). The average
sojourn time, Wi, is equal to
Wi =
1
µi(ni)(1− ρi)
, (3)
where ρi = λi/µi(ni) is the offered load.
The other case where a simple solution exists for Wi is
when the parent node employs the cyclic routing policy. Then
there are exactly ni−1 − 1 departures from the parent node
between consecutive arrivals at this node. In other words, the
interarrival interval is the sum of ni−1 i.i.d. random variables
distributed exponentially with parameter λi−1. Hence, this
node behaves like a GI/M/1 queue with an Erlang interarrival
distribution (parameters λi−1 and ni−1), and service rate
µi(ni). The solution is (see [2])
Wi =
1
µi(ni)(1− σi)
, (4)
where σi is the unique root of
σi =
(
λi−1
λi−1 + µi(ni)− µi(ni)σi
)ni−1
, (5)
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Fig. 1. A tree with three levels of master nodes
in the range 0 < σi < 1. This equation is solved iteratively.
A service sub-cluster whose master node is at level m, and
which consists of n servers, is modelled as an M/M/n queue
with arrival rate λm and service rate ν. The offered load is
equal to ρ = λm/ν. The average sojourn time, Sm, is given
by
Sm =
1
λm

n−1∑
j=1
ρj
(j − 1)!
+
ρn(n2 − nρ + ρ)
(n− 1)!(n− ρ)2

 p0 , (6)
where
p0 =

n−1∑
j=0
ρj
j!
+
ρn
(n− 1)!(n− ρ)


−1
.
Since the external arrival rate into the network is λ, and
there is a total of N service nodes available, each with service
rate ν, the condition λ < Nν is necessary for stability.
However, it is not sufficient. Each master node and each
service sub-cluster must be stable, and those conditions depend
on the structure of the tree. For example, if a single master
node controls all N servers, i.e. m = 1, then, in addition to the
condition λ < Nν, we must have ρ1 = λ/µ1 = λN/c1 < 1,
or λ < c1/N . When both inequalities are satisfied, the average
response time is equal to
W = W1 + S1 , (7)
with W1 and S1 given by (3) and (6), respectively.
If the condition λ < c1/N does not hold, a single master
node will be overloaded, but a two-level tree may be stable.
Introduce a second network layer of k1 master nodes, assign-
ing N/k1 servers to each master (if k1 is not a factor of N ,
make the sub-clusters as equal as possible). The master at level
1 is now stable if λ < c1/k1, while those at level 2 (assuming
that the load is split equally) are stable if λ/k1 < c2k1/N .
Thus, the feasible 2-level network configurations are the ones
that satisfy √
λN
c2
< k1 <
c1
λ
. (8)
Within that range, some configurations are better than
others. The average response time is given by
W = W1 + T1 + W2 + S2 , (9)
where W1, W2, and S2 are obtained from (3), (4) (assuming
cyclic routing), and(6), respectively, with n1 = k1 and n2 =
N/k1. This metric can be minimized with respect to k1.
The optimal value of k1 is easily and quickly computed
numerically. Some results are shown in section 5.
Note that, as long as both the job stream and the server
nodes are split equally among the sub-clusters, the traffic
intensity at each sub-cluster is λ/(Nν), regardless of k1. This
is true also for trees with multiple levels of master nodes.
As λ increases, the range of possible values for k1 given
in (8) diminishes and eventually there will be no acceptable
value of k1. The 2-level network will be saturated but, as long
as the server capacity is sufficient (λ < Nν), a configuration
with 3 levels of master nodes may be able to cope with the
demand. Assign k1 nodes to level 2; each of them controls
4k2 masters at level 3, each of which is in turn responsible for
N/(k1k2) servers.
The requirement that all master nodes are stable restricts
the possible configurations. For each value of k1 in the range
2 ≤ k1 < c1/λ, k2 must satisfy the inequalities
1
k1
√
λN
c3
< k2 <
c2k1
λ
. (10)
Again, for each feasible pair (k1, k2), one can evaluate the
corresponding average response time
W = W1 + T1 + W2 + T2 + W3 + S3 . (11)
These values are compared to find the minimum response time,
and hence the optimal network configuration for m = 3.
This process can be generalized for the computation of
optimal values for k1, k2, . . . , km−1 for a system with m levels
of master nodes. The feasible values for k1 are 2 ≤ k1 < c1/λ,
and those for kr (r = 2, 3, . . . ,m − 1) must satisfy the
inequalities
1∏r−1
j=1 kj
√
λN
cr+1
< kr <
cr
∏r−1
j=1 kj
λ
. (12)
IV. A SIMPLE HEURISTIC
Although evaluating and comparing all feasible configura-
tions in an m-level network is not difficult, it may be a time-
consuming task when the number of feasible possibilities is
large. It is therefore useful to offer a simple heuristic con-
figuration rule which, although possibly sub-optimal, provides
acceptable solutions. The idea is to (a) restrict consideration
to trees where all master node levels except the last are binary,
and (b) choose the configuration of the last master node level
so as to minimize the total load on the master nodes visited
by a job traversing the tree.
Step (a) consists in finding the smallest m > 1, such that
kr = 2 for r < m− 1 and there are integers that satisfy (12)
for r = m− 1.
Consider, for example, the case where the range (8) is non-
empty, i.e. m = 2 (the set of binary levels is empty). Now,
for a given k1, the total load, ρ(k1), of the level 1 master and
a level 2 master is equal to
ρ(k1) =
λk1
c1
+
λN
c2k1
2 . (13)
This total load may be minimized with respect to k1 (the load
at the service sub-cluster is not included because it does not
depend on k1). Differentiating (13) and equating to zero yields
k1 =
3
√
2Nc1
c2
. (14)
Choosing the nearest integer to the right-hand side of (14) as
the value for k1 matches the numerically obtained optimum
quite closely, particularly when the network is heavily loaded.
If step (a) produces m > 2, then the master nodes in levels
1, . . . ,m−1 form a binary tree, while each node in level m−1
has km−1 dependents. The load of nodes at levels 1, . . . ,m−2
does not depend on km−1. The total load of a level m − 1
master and a level m master, ρ(km−1), is given by:
ρ(km−1) =
λkm−1
2m−2cm−1
+
λN
(2m−2km−1)2cm
. (15)
Minimizing his total load with respect to km−1 leads to
km−1 =
3
√
Ncm−1
2m−3cm
. (16)
An attractive feature of this heuristic is that it does not
depend on the arrival rate λ; the configuration is determined
only by the master node processing parameters ci. The trees
constructed by the heuristic contain at least 2 levels of master
nodes. The optimal configuration may not belong to that class,
but the experiments in next section show that the loss in
performance incurred by using the heuristic is not large.
V. NUMERICAL AND SIMULATION RESULTS
Before proceeding with the numerical comparison of differ-
ent configurations, the quality of the approximations employed
is evaluated by simulation. The first experiment compares
three routing policies among master nodes: uniform random,
shortest queue and cyclic. The simulated configuration consists
of 2 levels of master nodes (m = 2), with 3 nodes at level
2, each controlling a sub-cluster of 32 servers (a total of 100
nodes). The network parameters are c1 = 50, c2 = 100, T1 =
0.001 and ν = 0.05.
The simulation results are shown in figure 2. The perfor-
mance measure, i.e. the average response time of a job, is
plotted against the total offered load, λ/(Nν); the latter is
varied by increasing λ. The figure confirms that both the short-
est queue and cyclic policies perform significantly better than
random routing; moreover, the difference between the former
two is small under normal loading conditions (the two graphs
begin to diverge only when the offered load exceeds 0.9).
Hence, the more easily implementable and analyzable cyclic
routing policy may be used as a reasonable approximation to
the shortest queue policy.
The next two experiments evaluate the approximation in-
troduced by assuming that, under the cyclic routing policy,
the departures from each master node are Poisson. Figure 3
compares the simulated total average response times with those
computed using the GI/M/1 model (with Erlang interarrival
intervals) for master nodes at levels higher than 1, and the
M/M/n model at service sub-clusters. The network parameters
are m = 2, N = 100, ci = 100, Ti = 0.001 (i = 1, 2)
and ν = 0.1. There are k1 = 5 master nodes at level 2
and hence each service sub-cluster contains 20 servers. The
average response times are plotted against the offered load,
λ/(Nν), as λ increases.
A similar experiment is illustrated in Figure 4 for a network
with three levels and twice as many service nodes: m = 3,
N = 200, ci = 100, Ti = 0.001, ν = 0.1 There are 2 master
nodes at level 2 and 5 master nodes at level 3. Again, each
service sub-cluster contains 20 servers.
Both sets of results demonstrate good agreement between
the simulated and approximated performance measures, except
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Fig. 3. Comparison of theory and simulation: m = 2
N = 100, k1 = 5, ci = 100, Ti = 0.001, ν = 0.1
in very heavily loaded systems. It is to be expected that each
additional level of master nodes would make the approxima-
tion less accurate in heavy traffic. These results indicate that
the approximations tend to be pessimistic; they overestimate
the average response times. This is not really surprising, since
the cyclic routing policy tends to make both the arrival and
the departure processes more regular (in the sense of having a
lower variance) than the Poisson process with the same mean.
Hence, the assumption that the departure process is Poisson
tends to overestimate the variance.
From now on, the numerical approximation of the cyclic
routing policy is used to evaluate and compare the performance
of different network configurations, and to examine the quality
of the simple configuration heuristic.
Figure 5 shows the effect of varying the number of master
nodes in a system with N = 100, c1 = c2 = 100, T1 = 0.001,
λ = 8 and ν = 0.1. This system is reasonably heavily loaded,
with an offered load of 0.8. A ‘flat’ structure with m = 1 is
not feasible, since c1 < λN . Introducing a second level of
master nodes, the possible values for k1 are 3 ≤ k1 ≤ 12,
according to (8). The average response time is plotted against
these values of k1. The optimal configuration is the one for
which k1 = 4. It performs considerably better than the ‘poor’
configurations with k1 = 3 or k1 = 12. The heuristic (14)
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N = 200, ci = 100, Ti = 0.001, λ = 8, ν = 0.1, load= 0.8
suggests k1 = 6; its performance is only slightly worse than
the optimum.
Still in the context of networks with 2 levels of master
nodes, figures 6 and 7 compare the optimal value of k1 with
that provided by the heuristic (14). In figure 6, the load is fixed
at 0.8. The parameters are ν = 0.1, T1 = 0.01, c1 = c2 = 100.
The number of servers N increases, with the arrival rate λ
increasing in proportion in order to to keep the load constant.
The heuristic is observed to predict a consistently higher value
for k1 than the optimum at this load. However, the difference in
average response times between the heuristic and the optimal
configurations is minimal.
In figure 7, the number of servers is fixed at N = 100, and
the load increases with λ. Here c1 = c2 = 100, while the other
parameters are the same as before. The heuristic yields k1 = 5,
which is observed to under-estimate the optimum k1 when the
load is low, and over-estimate it when the load is high. Again,
the difference in performance between the heuristic and the
optimal configurations is very small.
The next set of experiments concern a system with 3 levels
of master nodes (m = 3) as shown in figure 1. Now both
k1 and k2 may be varied in order to minimize the average
response time. The number of service nodes is fixed, N = 200,
as is their service rate, ν = 0.1; the average transfer times
70
5
10
15
20
50 100 150 200 250 300
k
1
Number of servers
simple heuristic 


 
 
   
 
optimal +
+ + +
+ +
+ + +
+ +
+ +
Fig. 6. Optimal and heuristic configurations: m = 2
ci = 100, Ti = 0.001, ν = 0.1, load=0.8
0
5
10
15
20
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
k
1
Offered load
simple heuristic 
       
optimal +
+
+
+ +
+
+
+ +
Fig. 7. Optimal and heuristic configurations: m = 2
N = 100, ci = 100, Ti = 0.001, ν = 0.1
between levels are equal, T1 = T2 = 0.001.
Figure 8 shows the average response times for different
configurations, when the master node processing parameters
are the same at all levels, ci = 100 (i = 1, 2, 3). The arrival
rate is λ = 16, i.e. the offered load is 0.8. A single level
structure (m = 1) is not feasible, since c1 < λN . The only
feasible 2-level tree is the one with 6 master nodes at level
2, as indicated by (8). However, the performance of that tree
is worse than several of the configurations for m = 3. The
optimal 3-level configuration is (k1 = 2, k2 = 4), although
the configurations (k1 = 3, k2 = 3) and (k1 = 2, k2 = 5) are
almost as good. The tree suggested by the heuristic (16) is the
latter one: (k1 = 2, k2 = 5).
In figure 9, processing at levels 1 and 2 is faster, with c1 =
c2 = 200, while that at level 3 is slower, c3 = 50. The arrival
rate is lower, λ = 12, giving an offered load of 60%. This
system has a wider range of possible configurations. Again,
an m = 1 structure is not feasible, but there are several 2-level
configurations that are allowed by (8): 7 ≤ k1 ≤ 16. However,
once again it is best is to add another level of master nodes
and consider 3-level trees. The optimal configuration is (k1 =
2, k2 = 7). There are other trees, e.g. (k1 = 3, k2 = 4, 5, 6)
or (k1 = 2, k2 = 6, 8, 9, 10), which are almost as good. The
heuristic (16) produces one of the latter: (k1 = 2, k2 = 9).
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Thus, both examples illustrated in figures 9 and 8 show that,
even though feasible network configurations exist with only 2
levels of master nodes, better performance may be obtained
by 3-level trees.
Since the heuristic allocation provided by (16) does not
depend on the offered load, it is interesting to examine whether
that allocation remains good at different loads. This is done
in table 1, where the heuristic and optimal allocations are
compared at offered loads varying from 0.2 to 0.9. The
network has 200 service nodes and 3 levels of master nodes,
with slower processing at levels 1 and 2 (c1 = c2 = 50), and
faster processing at level 3 (c3 = 100).
In this example, the heuristic configuration not only per-
forms well over a wide range of loads; it in fact becomes
optimal when the load reaches or exceeds 60%.
VI. CONCLUSIONS
This paper has demonstrated that the topological structure of
a service network has a significant effect on its performance.
For a given set of parameters, the optimal structure can be
obtained numerically, using existing analytical results which
apply to either random or cyclic routing policies.
9load 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
optimal
k1 3 3 3 3 2 2 2 2
k2 5 5 5 5 4 4 4 4
heuristic
k1 2 2 2 2 2 2 2 2
k2 4 4 4 4 4 4 4 4
TABLE I
OPTIMAL AND HEURISTIC CONFIGURATIONS: m = 3, N = 200
c1 = c2 = 50, c3 = 100, Ti = 0.001, ν = 0.1
A simple heuristic which avoids the necessity of searching
through all feasible configurations is also derived.
In reality, one may wish to reconfigure the network dynam-
ically, in response to changing demand. Here it was assumed
that such reconfigurations are rare, but if they are not, then
their cost should be taken into account. That would mean
solving a much more complex dynamic optimization problem;
it is a topic of future research.
Another useful generalization would be to consider asym-
metric configurations, with different parameters on different
branches of the tree. That would not require different analytical
tools, but would mean a big increase in the size of the search
space.
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