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Resumen 
La imagen de los robots encerrados entre barreras físicas para proteger a las personas de posibles 
riesgos está comenzando a cambiar a medida que la legislación establece el marco de diseño de 
entornos colaborativos y el avance de las tecnologías permite implementar esos diseños. 
El cambio de paradigma en el campo de la fabricación, caracterizado por una tendencia a lotes de 
fabricación más cortos y la personalización masiva, hace inviable en la mayoría de los casos la 
automatización de los procesos productivos. Es en ese ámbito donde la robótica colaborativa puede 
jugar un papel relevante en la productividad de nuestras empresas, en particular de las pequeñas y 
medianas empresas. 
Las aplicaciones de robótica colaborativa implican cambios importantes en la forma en la que las 
personas y los robots interaccionamos. El robot deja de ser una máquina que repite con precisión 
una tarea programada para convertirse en el ayudante que facilita el trabajo del trabajador, con el 
que interacciona de forma natural, que es capaz de adaptarse a las condiciones cambiantes del 
entorno y lleva a cabo sus tareas de forma segura para las personas. 
La presente memoria presenta una revisión sobre la actividad de investigación aplicada que se ha 
realizado en el contexto de diferentes proyectos de investigación en las tres áreas mencionadas. 
En el campo de la interacción se presenta la aplicación de tecnologías semánticas que permiten 
combinar de forma eficiente y robusta diferentes canales de comunicación, así como el desarrollo de 
sistemas que permiten identificar diferentes categorías de gestos, en particular el gesto de apuntar. 
Se presenta la labor de diseño de estrategias y arquitecturas de seguridad desarrolladas en varias 
proyectos y dos aproximaciones diferentes para la implementación del método de colaboración 
‘Speed and separation monitoring’ (SSM). Se presentan igualmente diferentes experimentos 
llevados a cabo con potenciales usuarios de la robótica colaborativa al objeto de validar los diseños 
y estudiar la actitud de las personas y el nivel de confianza ante esta nueva forma de entender la 
robótica. 
Por último se describe la contribución en el campo de la percepción, basada en la visión artificial, 
para conseguir que los robots sean capaces de caracterizar y adaptarse al entorno. 
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Laburpena 
 
Inguruko pertsonen segurtasuna bermatzea ahalbidetzeko barrera artean hertsirik dauden roboten 
irudia aldatzen hasi da legediak ezarritako diseinu marko kolaboratiboak eta diseinu hauek 
bermatzen dituzten teknologiek aurrera egin duten heinean.  
Fabrikazio munduak bizi duen paradigma aldaketak, hau da, pertsonalizazio masiboa eta 
fabrikazio lote laburragoak ezaugarritzat dituen paradigma aldaketak, ezinezkoa egiten du, kasu 
gehienetan behintzat, produkzio prozesuen guztizko automatizazioa. Esparru horretan, hain zuzen, 
joka lezake berebiziko papera robotika kolaboratiboak gure enpresen produktibitatean, batez ere 
enpresa ertain eta txikietan. 
Robotika kolaboratiboaren aplikazioek pertsonen eta roboten  artean ematen den  interakzioan 
aldaketak suposatzen ditu. Robotak aurrez programatutako eginkizuna zehaztasunez errepikatzen 
duen makina izateari utzi eta langileari lana errazten dion laguntzailea bihurtzen da, interakzioa era 
naturalean gauzatzeko gai dena, inguruko baldintza aldagarrietara egokitzeko gai dena eta bere 
eginbeharrak inguruko pertsonekiko segurtasuna bermatuz betetzen dituena.  
Ondoren aurkeztuko den memoriak aurrez aipatu diren hiru esparruen inguruan aurkeztu eta egin 
diren proiektu eta ikerketen berri ematea du helburu.  
Interakzioaren arloan teknologia semantikoen aplikazioak aurkezten dira, zeinak komunikazio 
kanal ezberdinen arteko konbinazio eraginkor eta sendoak bermatzen dituzten. Era berean, keinu 
mota diferenteak identifikatzea ahalbidetzen dituzten sistemen garapena azalduko da, bereziki 
seinalatzeko erabiltzen den keinuaren ingurukoak.  
Proiektu desberdinetan aurkeztutako segurtasunaren inguruko estrategia eta arkitekturen diseinu 
lana aurkeztuko da, baita ‘Speed and separation monitoring’ (SSM) kolaborazio metodoaren 
inplementaziorako bi hurbilketa desberdin ere. Bestalde, robotika ulertzeko forma berri honen 
inguruan pertsonek daukaten jarrera eta konfiantza maila zein den eta diseinu hauek balioztatzeko 
helburuarekin, robotika kolaboratiboaren erabiltzaile potentzialekin egindako esperimentazio lanak 
ere aurkeztuko dira. 
Bukatzeko, pertzepzioaren esparruan egindako ekarpena azalduko da, ikusmen artifizialean 
oinarritutakoa, robotak ingurua identifikatzeko eta egoera horretara egokitzeko gai izan daitezen.  
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1. INTRODUCCIÓN 
 
omienzo la redacción de este documento la semana en la que me acaban de notificar la 
aceptación definitiva de los dos artículos que completan el conjunto de las publicaciones que 
se incluyen en este trabajo, ‘Natural Multimodal Communication for Human-Robot Collaboration’ 
y ‘Human Robot collaboration in Industrial applications: safety, interaction and trust’. Los dos artículos 
recogen las tres líneas de trabajo fundamentales de mi actividad investigadora: la interacción 
persona-máquina, la seguridad y la robótica colaborativa como marco en el que se integran las 
anteriores. 
Esta larga carrera de 30 años, desarrollada íntegramente como investigador en IK4-TEKNIKER, 
comenzó con el desarrollo de varias células de fabricación flexible (FMS) en las que aparecieron los 
primeros robots en mi vida y son el punto de partida de la evolución que está viviendo la robótica: 
 Los robots eran elementos ‘flexiblemente inflexibles’ que por un lado permitían realizar la 
carga y descarga de piezas diferentes en máquina (flexible) pero necesitaban que el entorno 
fuera estructurado, con una mínima incertidumbre en el posicionamiento, tanto de las 
piezas como de las máquinas o utillajes con los que interacciona (inflexible). 
 Los robots eran elementos seguros, sí, pero a costa de encerrarlos en jaulas a las que los 
operarios sólo podían acceder a través de puertas cuya apertura era detectada por los 
sensores de enclavamiento correspondientes que hacían caer los motores de los robots. 
 La interacción con el robot se limitaba a la utilización de un ‘teach-pendant’ durante la fase 
de programación (grabación de puntos y ajuste de programas), inicialización y 
mantenimiento del sistema.  La interacción suponía navegar a través de los menús del 
dispositivo, usando el teclado o, en el mejor de los casos, el ‘joystick’ incorporado al 
dispositivo.  
Al final de la década de los noventa, apareció un concepto que iba a cambiar el rumbo de mi trabajo 
de forma definitiva: la ‘Inteligencia Ambiental’ (AMI), un entorno capaz de reconocer y responder a 
la presencia de las personas de una forma constante, no intrusiva y a menudo invisible. Ese 
concepto se recogía en el documento [1] en el que se identificaban algunas de las características de 
AMI: (1) facilitar el contacto con las personas, (2) ayudar a mejorar las condiciones de trabajo, (3) 
inspirar confianza y (4) fácil de usar y controlable por personas ‘ordinarias’.  
IK4-TEKNIIKER realizó un esfuerzo en el desarrollo de las tecnologías que posibilitaban esa visión 
de futuro en el campo de la interacción y la facilidad de uso, enfocándolo fundamentalmente al 
entorno de trabajo. Tras varios proyectos de investigación básica llevados a cabo a nivel nacional 
(AMIn, AMIGUNE, CONTEXTO) y fundamentalmente el proyecto wearIT@work, en los que 
desarrollamos conceptos interesantes de interacción basados en gestos, aplicación de la metodología 
de ‘User Centered Design’ (UCD), tecnología de agentes y computación llevable, decidí aplicar 
dichos conceptos en el campo de la robótica para contribuir a crear entornos robóticos que 
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permitieran una interacción natural y segura con las personas y abordar aplicaciones en entornos no 
estructurados en los que realmente se explotara la flexibilidad de los robots. 
El esfuerzo de estos años se ha materializado en una exitosa participación en proyectos europeos en 
el campo de la robótica, unas veces como colaboradores y aportando nuestro conocimiento (X-ACT 
[2], ROBOPARTNER [3], SMERobotics, ECHORD [4], ECHORD++ [5], AUTOWARE [6], 
MANUWORK [7]) y EUROC [8]), otras liderando, además, los consorcios internacionales 
(ROBOFOOT [9], MAINBOT [10], FOURBYTHREE [11] y CRO-INSPECT [12]). 
Los objetivos de esta actividad investigadora han ido encaminados a crear entornos robóticos 
inteligentes caracterizados por: 
Objetivo 1: Interacción 
Permitir una interacción natural entre la persona y el robot. 
La fusión mediante tecnologías semánticas de la información obtenida a través de diferentes canales 
de interacción, voz, texto y gestos, permite que las personas interaccionemos con los robots de 
forma natural y robusta en entornos que presentan condiciones de contorno adversas (ruido, 
iluminación no controlada). 
La aportación fundamental ha sido: 
 Utilización de tecnología semántica para la interacción natural sensible al contexto. 
 Reconocimiento de gestos mediante la utilización de sensores llevables y sistemas de visión. 
Esas aportaciones han sido validadas en diferentes entornos: interpretación del lenguaje de signos 
para personas sordas, monitorización postural como elemento de la comunicación no verbal y 
nuevas formas de interacción con los medios productivos en entornos de fabricación. 
Objetivo 2: Seguridad 
Diseñar e implementar estrategias de seguridad que garanticen una colaboración segura entre la 
persona y el robot. 
La eliminación de las barreras físicas utilizadas tradicionalmente como salvaguarda de la seguridad 
en la utilización de robots es uno de los objetivos fundamentales para conseguir un entorno 
colaborativo. 
Para ello es necesario diseñar una estrategia que permita cumplir con los requisitos definidos en las 
directivas y normas de seguridad vigentes, desarrollar las tecnologías necesarias para que la 
implementación de dichas estrategias no suponga una merma en la eficiencia de los robots y 
conseguir un nivel de confianza adecuado en las personas que deben trabajar junto a los robots sin 
barreras. 
Las aportaciones fundamentales han sido: 
 Diseño de estrategias de control que permiten la colaboración entre personas y robots en 
ausencia de barreras físicas de protección. 
 Desarrollo de la tecnología necesaria para la implementación eficiente del modo de 
colaboración ‘Speed and separation monitoring’ definido en las normas ISO-10218-1:2011 
[13], ISO-2018-2:2011 [14] y la especificación técnica ISO/TS 15066:2016 [15]. Esos desarrollos 
han culminado con la solicitud de la patente ‘METODO, SISTEMA Y PROGRAMA 
INFORMATICO DE DETECCION DE PROXIMIDAD’ en la Oficina Española de Patentes y 
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Marcas. 
Los resultados obtenidos han sido validados mediante diferentes experimentos con trabajadores y 
usuarios ocasionales de robots en ferias y entornos de fabricación. 
Objetivo 3: Flexibilidad 
Posibilitar que los robots puedan adaptar su comportamiento a las condiciones cambiantes y 
entornos no completamente estructurados. 
La tecnología posibilitadora fundamental es la aplicación de la visión para caracterizar dicho 
entorno y la generación y control de trayectorias de forma dinámica, ‘visual servoing’. 
Las aportaciones fundamentales han sido: 
 Diseño de una estrategia de control que facilite la integración de diferentes tecnologías y de 
respuesta a diseños de robot modulares. 
 Desarrollo de algoritmos de percepción y control para la identificación de la pose de objetos. 
Los resultados han sido implementados y validados en diferentes proyectos posibilitando el 
desarrollo de aplicaciones robóticas en entornos no estructurados. 
Esta memoria se organiza en dos Secciones fundamentales: una primera que comprende los 
capítulos 2, 3 y 4, en los que se proporciona una visión general de la problemática abordada, los 
proyectos en los que se ha abordado dicha problemática y un resumen de las aportaciones más 
relevantes, finalizando con el capítulo 5 en el que se recogen las conclusiones y propuestas de 
investigación futura. En la Sección II se recogen las publicaciones y patentes que refrendan dichas 
contribuciones. 
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1.1. IK4- TEKNIKER 
IK4-TEKNIKER es un centro tecnológico, constituido jurídicamente como Fundación sin ánimo de 
lucro, que pertenece a la Alianza Tecnológica IK4. Fundado en el año 1981, cuenta en la actualidad 
con más de 270 personas en plantilla y sus ingresos totales rondan los 24 M€. 
Tecnológicamente se define como especializado en “Manufacturing” y su actividad se puede 
enmarcar en 4 grandes Líneas de generación de conocimiento: fabricación avanzada, ingeniería de 
producto, ingeniería de superficies y tecnologías de la información y las comunicaciones. 
Este conjunto de actividades se orientan a proporcionar soluciones tecnológicas a las empresas. 
Dichas soluciones se engloban en 7 grandes paquetes: sistemas mecatrónicos, mantenimiento 
industrial, automatización y robótica industrial, superficies multifuncionales, medición e 
inspección, dispositivos sensores e innovación e inteligencia competitiva. 
Para terminar, y dado el carácter horizontal y tecnológico del planteamiento de su oferta, IK4-
TEKNIKER sirve a un amplio grupo de sectores de actividad: máquina-herramienta y fabricación, 
energías renovables, aeronáutica y espacio, industria de la ciencia, biomedicina, automoción, 
infraestructuras y e-salud y tecnología social.  
IK4-Tekniker tiene un estrecho vínculo con las asociaciones industriales locales y es miembro de 
varias plataformas como EFFRA, euRobotics o HISPAROB, que cuentan entre sus objetivos la 
promoción de la robótica y la excelencia en la fabricación. 
1.2. Unidad de Sistemas Autónomos e Inteligente 
El objetivo de la Unidad de Sistemas Autónomos e Inteligentes (SAI) es el desarrollo de sistemas 
con una elevada inteligencia y autonomía en diferentes ámbitos. Para lograrlo investiga en las 
siguientes líneas: 
 Robótica. En el marco de los proyectos que se describen en el capítulo 2 se desarrollan 
tecnologías para dotar de inteligencia a los robots y mejorar su navegación, generación de 
trayectorias y la capacidad de manipulación. 
 Interacción persona-máquina. Incorporando el reconocimiento de gestos (basado en 
sensores inerciales y visión) y la utilización de tecnologías semánticas fundamentalmente en 
aplicaciones robóticas. 
 Visión artificial. Dando soporte a las líneas anteriores y para aplicaciones de control de 
calidad. 
Desde la Unidad se lidera la Línea de Especialización en Robótica de IK4-TEKNIKER, definiendo y 
coordinando las actividades de otros grupos de investigación en este campo. 
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2. DESCRIPCIÓN GENERAL DE LOS PROYECTOS 
DE INVESTIGACIÓN 
 
a actividad investigadora se ha desarrollado en el contexto de proyectos de investigación 
europeos que se resumen en este capítulo. A lo largo del documento y en las propias 
publicaciones que se incluyen en este trabajo se hace referencia a las contribuciones  más 
importantes ligadas a cada uno de los proyectos. 
2.1. Proyectos Europeos coordinados 
Se presentan en esta sección aquellos proyectos en los que el autor de este trabajo desarrolla o ha 
desarrollado la labor de coordinador. 
2.1.1. ROBOFOOT 
ROBOFOOT (FP7-2010-NMP-ICT-FoF): Smart robotics for high added value footwear industry [9] 
El objetivo del proyecto fue la introducción de la robótica en el sector del calzado, caracterizado por 
un uso extensivo de mano de obra. Se abordaron diferentes operaciones que exigían la aplicación de 
tecnologías de control de fuerza y visión. 
El trabajo desarrollado por TEKNIKER se centró en la aplicación de la visión artificial para la 
identificación de la posición del calzado en la manovía y como fuente de información para la 
identificación de defectos superficiales originados en distintas fases del proceso productivo. 
En la Figura 1 se muestra uno de los procesos implementados, consistente en el empaquetado de los 
zapatos para el que se desarrollaron algoritmos de identificación de la posición del zapato y 
estrategias de manipulación, así como el desarrollo de una pinza multifunción 
L 
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Figura 1: Robot manipulando zapatos en la tarea de empaquetado 
 
EL objetivo industrial fue contribuir a que la producción del calzado vuelva a Europa y el proyecto 
fue nominado por la Comisión Europea como uno de los  mejores proyectos en robótica1.  
2.1.2. MAINBOT 
Mainbot (FP7-NMP): Mobile robots for inspection and maintenance activities in extensive industrial 
plants [10]. 
En el proyecto Mainbot, se desarrollaron un conjunto de tecnologías para la implementación de 
robots móviles y autónomos capaces de llevar a cabo tareas de inspección en plantas extensas. El 
proyecto se centró en tres aspectos fundamentales: 
 Autonomía. Desarrollando las capacidades ligadas a la navegación autónoma del robot en 
un entorno no estructurado o semi-estructurado. 
 Percepción para inspección y navegación. El objetivo fue dotar a las plataformas de las 
capacidades de percepción necesarias para la medición, detección y reconocimiento de fallos 
en la instalación, integrando la información térmica y visión con las capacidades de 
manipulación y movilidad de la plataforma. 
 Desarrollo mecatrónico de plataformas capaces de moverse en grandes espacios o de trepar 
estructuras verticales como las torres de concentración solar. 
Se utilizaron dos tipos de plataformas móviles: una para superficie (la mostrada en la Figura 2) y una 
segunda para movimientos en vertical.  
                                                     
1 http://europa.eu/rapid/press-release_MEMO-13-11047_en.htm 
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Figura 2: Plataforma manipuladora móvil utilizada en el proyecto MAINBOT 
2.1.3. FOURBYTHREE 
FOURBYTHREE (H2020-FoF-2014): Highly customizable robotic solutions for effective and safe 
human robot collaboration in manufacturing applications [11]. 
Proyecto para el desarrollo de robots colaborativos mediante un concepto modular que permita a 
un usuario final o integrador disponer de todos los componentes hardware y software necesarios 
para el desarrollo de aquella configuración del robot que mejor se adecúe a sus necesidades. En la 
Figura 3 se muestra un ejemplo de robot fabricado con los componentes desarrollados en el proyecto. 
 
Figura 3: Uno de los prototipos de robot desarrollado a partir de los módulos desarrollados en FourByThree 
IK4-TEKNIKER, además de coordinar el proyecto, se centra en el diseño y desarrollo de la 
arquitectura de control, herramientas de simulación y programación y el desarrollo de los 
componentes de control basado en visión. 
2.2. Otros Proyectos Europeos 
2.2.1. X-ACT 
X-ACT (FP7-2012-NMP-ICT-FoF): Expert cooperative robots for highly skilled operations for the 
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factory of the future [2]. 
El proyecto parte de la utilización de robots bimanipuladores (ver Figura 4) para el desarrollo de 
aplicaciones colaborativas. 
IK4-TEKNIKER se ha centrado en el desarrollo de la arquitectura de seguridad y las tecnologías 
necesarias para el escenario de desensamblado de pequeño electrodoméstico. 
 
 
Figura 4: Layout utilizado en los proyectos X-ACT y SMERobotics. 
2.2.2. SMERobotics 
SMERobotics (FP7-ICT-2011-7): The European Robotics Initiative for Strengthening the 
Competitiveness of SMEs in Manufacturing by integrating aspects of cognitive systems [16]. 
IK4-TEKNIKER desarrolló el demostrador FLEXAS: Aeronautic components assembly using 
flexible dual-arm robotic in close collaboration with human operators. 
En este demostrador se siguió avanzando en las desarrollos del proyecto X-ACT, pero centrados en 
la aplicación de ensamblado de componentes aeronáuticos. 
2.2.3. ECHORD 
ECHORD (FP7-ICT-2007-3): European Clearing House for Open Robotics Development [4]. 
IK4-TEKNIKER tomó parte en el experimento EASYPRO: Accurate Manual Guided Robot 
Programming. 
En el experimento se desarrolló un sistema de programación por demostración utilizando un 
guiado manual y tecnología de visión artificial para caracterizar la trayectoria a seguir por el robot. 
2.2.4. ECHORD++ 
ECHORD ++ (FP7-ICT-2011-9): European Clearing House for Open Robotics Development Plus 
Plus [5]. 
IK4-TEKNIKER tomó parte en el experimento DEBUR: Automated robotic system for laser 
deburring of complex 3D shape parts. 
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En el experimento se desarrolló una solución robótica para el rebabado de piezas de inyección de 
aluminio mediante un robot y tecnología láser. La caracterización de la rebaba a eliminar y la 
identificación de la pieza en el espacio fueron dos de los retos tecnológicos. 
2.2.5. ROBO-PARTNER 
Robo-Partner (FP7-2013-NMP-ICT-FOF(RTD)): Seamless Human-Robot Cooperation for Intelligent, 
Flexible and Safe Operations in the Assembly Factories of the Future [3]. 
Robo-Partner fue un proyecto cuyo objetivo principal fue la generación de las tecnologías necesarias 
para la integración de robots industriales en entornos de trabajo colaborativos, para que puedan 
realizar tareas complejas con un elevado grado de autonomía y capacidad de colaboración. 
Las tecnologías clave que se desarrollaron en este proyecto fueron: 
 La percepción de los robots. Utilizando sensores y sistemas sensoriales capaces de 
identificar objetos, personas y reconocer el entorno complejo. 
 La interacción persona-robot desarrollando tecnologías que permiten interactuar de forma 
natural incluyendo la voz, gestos, sistemas hápticos y realidad aumentada. 
 La seguridad, un aspecto fundamental a la hora de garantizar la colaboración persona robot 
en un entorno sin barreras, cumpliendo con los requisitos marcados por la normativa. 
Como resultado del proyecto se han desarrollado varios prototipos  con aplicaciones en diversos 
ámbitos como la intra-logística (ver la Figura 5), el montaje de electrodomésticos y el montaje en el 
ámbito de la automoción. 
 
Figura 5: Robot para el manipulado de piezas de grandes dimensiiones 
2.2.6. EUROC-1 
EUROC (FP7-2013-NMP-ICT-FOF): European Robotics Challenges 
IK4-TEKNIKER está participando en el Challenge-1 con el proyecto PIROS: Cooperative, safe and 
reconfigurable robotic companion for CNC pallets load/unload stations [17]. 
La labor de IK4-TEKNIKER en este proyecto se centra en la utilización de gestos para interaccionar 
con el robot y la identificación de la posición de piezas dispuestas aleatoriamente en un contenedor 
(`bin picking’) tal y como se muestra en la Figura 6, así como la generación de las trayectorias libres 
de colisiones del robot. 
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Figura 6: Piezas a identificar y extraer del contenedor por el robot 
2.2.7. EUROC-2 
EUROC (FP7-2013-NMP-ICT-FOF): European Robotics Challenges 
IK4-TEKNIKER está participando en el Challenge-2 con el proyecto FLECOOP: Flexible robotized 
unitary picking in collaborative environments for order preparation in Distribution Centers [18]. 
El proyecto FLECOOP pretende mejorar un aspecto crítico de la cadena de suministro de los 
Centros de Distribución, la fase final de preparación de pedidos. 
La idea principal consiste en ofrecer un enfoque híbrido, en el que los robots y las personas 
comparten el mismo espacio de trabajo, combinando una alta automatización con la flexibilidad 
humana y la seguridad necesaria. En la Figura 7 se muestra parte del prototipo desarrollado. 
El proyecto aborda dos problemas clásicos, el “bin picking” y el “bin packing”. En el primero, 
objetos de diferente tamaño y forma deben ser identificados y cogidos por un robot (manipulador 
móvil). En el segundo, los objetos deben ser empaquetados en un número finito de contenedores. 
En este contexto se abordan los siguientes retos técnicos e industriales: 
 Segmentación en tiempo real de objetos en contenedores utilizando visión 2D-3D. 
 Monitorización del entorno de trabajo para garantizar un comportamiento seguro del robot. 
 Implementación de un flujo de trabajo colaborativo. 
 Manipulación móvil para operaciones de “pick” y “place”. 
 
Figura 7: Robot colaborativo en la aplicación de logística propuesta en FLECOOP 
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2.2.8. CRO-INSPECT 
CRO-INSPECT (H2020-CS2-CFP02-2015-01): Collaborative Robotic Solutions for Advanced 
Inspection of complex Composite Parts [12]. 
El proyecto CRO-INSPECT tiene como objetivo proporcionar una solución de inspección para 
piezas composites de aeronáutica, utilizando robots colaborativos que asistan a los operarios de 
forma eficiente y flexible. La solución se basa en tecnologías robóticas y de inspección mediante 
ultrasonidos, proporcionando un procedimiento de inspección sistemático y de alta trazabilidad. 
Los objetivos técnicos son: 
 La introducción de técnicas de inspección con control adaptativo mediante el uso de robots. 
 La implementación de funciones robóticas asistivas como el guiado manual, compensación 
de la carga del sistema de inspección, posicionamiento preciso en puntos de interés. 
 La implementación de mecanismos de seguridad de acuerdo a la normativa ISO 10218. 
 Desarrollo de nuevas tecnologías de ultrasonidos, como las ondas guiadas. 
2.2.9. AUTOWARE 
AUTOWARE (H2020-FOF-2016): Wireless autonomous, reliable and resilient production operation 
architecture for cognitive manufacturing [6] 
IK4-TEKNIKER implementa el escenario donde se validan las tecnologías para el desarrollo de los 
sistemas ciberfísicos. IK4-TEKNIKER dispone de un escenario en el taller donde las tecnologías 
relacionadas con Industria 4.0 se pueden validar. Concretamente se trata de una celda con un bi-
manipulador robótico para montaje colaborativo que se integra con una plataforma móvil que 
realiza actividades de logística de apoyo. 
Este escenario permitirá aproximar las tecnologías relacionadas con los sistemas ciber-físicos 
(comunicaciones, computación en la nube, etc.) y la robótica a la industria, mostrando el potencial 
de estas tecnologías en la mejora de los procesos. El escenario de IK4-TEKNIKER corresponde a la 
robótica flexible, colaborativa y autónoma. 
2.2.10. A4BLUE 
A4BLUE (H2020-FOF-2016): Adaptive Automation in Assembly For BLUE collar workers 
satisfaction in Evolvable context [19]. 
A4BLUE propone el desarrollo y evaluación de una nueva generación de espacios de trabajo 
sostenibles y adaptables que permitan responder a los requisitos de procesos de fabricación donde 
se introducen mecanismos de automatización. Se trata de ofrecer herramientas que permitan 
adaptar los sistemas automatizados a los trabajadores mediante interfaces personalizados y 
funciones de asistencia basadas en la información contextual. 
2.2.11. MANUWORK 
MANUWORK (H2020-FOF-2016): Balancing Human and Automation Levels for the Manufacturing 
Workplaces of the Future [20] 
Bajo el mismo programa de investigación que A4BLUE, en MANUWORK IK4-TEKNIKER es 
responsable de definir las guías de diseño de entornos robóticos colaborativos y desarrollar el 
escenario en el que un robot colaborativo ayude a desarrollar su actividad laboral y aumentar el 
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grado de satisfacción en el puesto de trabajo a personas con discapacidad intelectual. 
2.3. Otros proyectos 
En el pasado se ha contribuido en otros proyectos tanto a nivel nacional como internacional en la 
línea de investigación de la Inteligencia Ambiental (AmI). 
El más relevante fue wearIT@work (FP6-2003-IST-2): Empowering the mobile worker by wearable 
computing [21]. En este proyecto, en el que participaban 36 empresas, universidades y centros de 
investigación, IK4-TEKNIKER fue responsable de la definición e implementación de la metodología 
‘User center Design’ en el proyecto. Además desarrollamos el escenario de Producción junto a la 
empresa Skoda, en una de cuyas plantas se validó una solución basada en tecnología llevable para 
reducir el tiempo de acceso de los trabajadores a un nuevo puesto en la línea y facilitar las labores 
de inspección al final de línea. En la Figura 8 se muestran algunas de las tecnologías testeadas, tales 
como las gafas de realidad aumentada, reconocimiento de voz o sensores para captar señales 
mioeléctricas.  
 
Figura 8: Testeando tecnología llevable para reducir el tiempo de aprendizaje de una tarea 
En los proyectos AMIn, AMIGUNE, AMIROB y CONTEXTO, desarrollados a nivel local, IK4-
TEKNIKER exploró el concepto de Inteligencia Ambiental y su aplicación en el entorno de 
fabricación, centrándose en el desarrollo de agentes software, la caracterización del contexto y 
facilitar la interacción persona máquina. 
Junto con la empresa ADUR, se desarrolló un proyecto de investigación para explorar el uso de 
trajes sensorizados para identificar y corregir la postura de las personas durante la comunicación no 
verbal. 
Finalmente en ROBAUCO (CONSORCIADO 2007-2009), NOA (KUTXA 2006-2009) y KTBOT 
(KUTXA 2010-2013) se trabajó en el desarrollo de aplicaciones de robótica móvil, desarrollando 
tecnología para mejorar la navegación y autonomía de las plataformas y conseguir una interacción 
natural entre robot y persona. 
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3. OBJETO DE LA INVESTIGACIÓN 
 
omo ya se ha explicado en la introducción, los tres hilos conductores de la investigación han 
sido la Interacción persona-máquina, la Percepción como elemento necesario para dotar de 
Flexibilidad a los robots y la Seguridad en la colaboración persona robot.  
La popularización del término Robótica Colaborativa, con sus distintas interpretaciones, algunas de 
ellas lejos de la realidad actual y probablemente no realizable a medio plazo, ha dado lugar a 
numerosos estudios sobre el impacto en la economía y el empleo [22], [23], [24]. La interpretación 
periodística siembra el temor en la opinión pública con titulares como ‘Los robots destruirán puestos de 
trabajo y bajarán sueldos, según un nuevo estudio’ [25] o surgen polémicas como la necesidad de que los 
robots paguen impuestos por los trabajos que eliminan [26].  
El debate está abierto y no es objeto de este trabajo entrar en esos aspectos, por otro lado 
apasionantes, sino ahondar en los retos tecnológicos que impactan en el despliegue de los robots en 
los entornos productivos, en particular la interacción, la flexibilidad y la seguridad. 
En el cuadro de la Figura 4 se resumen las características fundamentales de los COBOT o robot 
colaborativos: 
  
Figura  9:: Características de un robot colaborativo 
El nicho de aplicación de los robots colaborativos está definido por las características de los procesos 
productivos representados en la Figura 10: la cantidad de referencias a gestionar, el volumen a 
producir de cada una de esas referencias, la necesidad de toma de decisiones para la ejecución de la 
tarea y el nivel de estructuración del entorno tal y como se representa en la Figura 10, en la que la 
robótica avanzada engloba tanto la robótica colaborativa como aquella robótica que comporte 
algunos características singulares como la capacidad de adaptarse al entorno de una forma 
C 
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inteligente (flexibilidad). 
 
Figura 10: Nicho de aplicación de la robótica avanzada 
3.1.  Interacción persona-robot 
En la actualidad se pueden observar dos líneas de actividad en el campo de la interacción persona 
computador (HCI) con el objetivo de superar el paradigma WIMP (Windows, Icons, Menus, 
Pointer) [27]. Por un lado, con los avances en las tecnologías lingüísticas y explotando las 
capacidades del aprendizaje automático, los interfaces basados en lenguaje natural están 
alcanzando, gracias a las tecnologías semánticas [28], niveles de madurez suficientes para liberar al 
usuario de la necesidad de usar mecanismos WIMP y posibilitar la multitarea. 
Por otro lado, se observa un interés creciente en la creación de interfaces de usuario físicos (tales 
como los interfaces ‘tangibles’ [29], computadores deformables [30], [31], y la ‘fisicalización’ de la 
información [32]) que explotan las propiedades físicas del propio interface. De esta forma las 
interfaces se convierten en objetos en el espacio 3D del usuario, jugando un papel similar a los 
robots en el campo de la interacción persona-robot, HRC. 
Si consideramos la interacción desde el punto de vista de la robótica industrial,  tradicionalmente no 
ha existido un espacio común para la interacción física, ya que ambos actores, robot y persona, 
estaban separados por motivos de seguridad [33]. La interacción entre ambos se limitaba a la fase de 
programación en la que el interface seguía el paradigma WIMP. Con los desarrollos en las 
tecnologías de percepción, es posible implementar entornos en los que las personas y los robots 
convivan en el mismo espacio físico y la ‘socialización’ se convierte en un elemento importante 
tanto para la seguridad como para la productividad.  
Uno de los retos en el campo de la interacción persona-robot es dotar a la persona de la percepción 
del entorno (‘situational awareness’), es decir, del estado del robot, cómo interpreta éste el contexto 
colaborativo e información que anticipe las acciones futuras [34]. En una relación de colaboración el 
robot debe mantener informada a la persona al objeto de reducir su necesidad de mantener un 
estado de vigilancia ante situaciones inesperadas y de riesgo. 
En un entorno de colaboración persona-robot existen diferentes factores que afectan a la experiencia 
de usuario, ‘User experience (UX)’, tales como la eficiencia y efectividad de la colaboración, la 
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seguridad y la percepción de seguridad, el flujo de la interacción, ergonomía y aspectos estéticos. 
Movimientos imprevistos están en la raíz de la mayoría de los accidentes con robots [35], [36]. 
Incluso en aquellos robots diseñados como intrínsecamente seguros, la experiencia enseña que los 
usuarios con menor experiencia tienden a una sobre-vigilancia sobre las acciones del robot, lo que 
supone una pérdida de productividad en el operario por exceso de vigilancia o supervisión frente al 
objetivo de liberarlo de actividades y permitir un trabajo colaborativo [37]. En la práctica existe un 
grado de incertidumbre tanto para el robot como para la persona: para la persona existe la 
incertidumbre de que el robot vaya a ejecutar las acciones previstas, mientras que en el robot existe 
un grado de incertidumbre relacionado con la ambigüedad de las instrucciones del usuario y la 
incertidumbre ligada a los propios algoritmos utilizados en la toma de decisiones [38], [39]. 
Ese efecto negativo sobre la experiencia de usuario debido a la incertidumbre puede verse reducido 
si el interface mantiene al usuario informado de lo que sucede en el sistema (robot y entorno) y le 
permite cancelar o modificar las acciones, proporcionando por lo tanto un elevado grado de control 
al usuario [40]. 
3.1.1. Reconocimiento de gestos 
El reconocimiento de gestos ha sido objeto de interés para muchos investigadores, en el afán de 
trasladar este medio de interacción natural entre personas al campo de la interacción persona-
máquina. Algunos de esos desarrollos comienzan a materializarse en aplicaciones reales como el 
sistema de reconocimiento de gestos incluido en algunos vehículos de nueva generación. 
Existen dos aproximaciones diferentes para la identificación de gestos en función de la tecnología 
sensorial en la que se basan: 
 Utilización de sensores portables, ‘vestibles’ o llevables. Proporcionan información sobre la 
posición y movimientos de diferentes partes del cuerpo humano. Su ventaja fundamental es 
la ausencia de oclusiones que sufren los sistemas basados en visión. Sin embargo exigen que 
la persona porte los dispositivos que deben ser alimentados eléctricamente y necesitan 
comunicarse con un dispositivo exterior donde se realiza el procesamiento de la 
información. 
Los sensores utilizados incluyen acelerómetros y giróscopos como los utilizados en los 
productos comerciales desarrollados por XSENS [41] o sensores EMG (‘electromiografía’) 
incluidos en el producto MyO [42]. 
[43] presentan un guante sensorizado para capturar los movimientos de la mano aplicado a 
la teleoperación de robots. Una aproximación en línea con ésta pero aplicada en el 
reconocimiento de signos es propuesto en [44] y [45]. 
 Utilización de un sistema de visión. Es la tecnología que mayor interés despierta 
actualmente, en particular desde la aparición en el mercado de cámaras RGB-D de bajo 
costo que proporcionan información 3D del entorno.  
Una revisión del uso de imágenes de profundidad para el seguimiento de la mano y el 
reconocimiento de gestos está disponible en [46] donde se analizan 37 publicaciones en ese 
campo. Por ejemplo en [47] se presenta un trabajo en el que los autores utilizan una cámara 
Kinect para la identificación dinámica de los gestos realizados con una mano. 
3.1.2. Tecnologías semánticas 
La capacidad de entender semánticamente el lenguaje hablado es aún limitado y sigue siendo un 
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reto para la interacción con las máquinas [48]. La importancia de mejorar la interacción natural con 
los robots queda patente en [49] utilizando un robot de servicio desempeñando la labor de guía en 
un museo como elemento de validación. Pero también existen ejemplos en entornos industriales, 
como en [50] que presenta un sistema que combina la mirada, botones virtuales y voz. 
La combinación de diferentes canales de comunicación es abordada en varios trabajos. Por ejemplo 
en [51] se utiliza audio y video (expresiones faciales) para reconocer el estado emocional de una 
persona; en [52] se utilizan un conjunto de tres sensores inerciales y ocho de fuerza para estimar el 
modelo cinemático y dinámico de los pasos de una persona al andar. En [53] los autores presentan 
su propuesta de fusión de diferentes canales de comunicación (voz y reconocimiento de gestos 
basado en Hidden Markov Models) usando SVM.  
3.2. Seguridad 
La Seguridad es la condición necesaria para la implementación de un entorno colaborativo. 
Tradicionalmente los robots se han confinado en espacios protegidos por barreras físicas que 
impedían un posible contacto con las personas. En el mejor de los casos se utilizan medidas de 
protección como barreras opto-eléctricas o alfombras sensibles a la presión que permiten eliminar 
dichas barreras físicas pero no permiten la colaboración con las personas. 
Afortunadamente en 20112 se publican las normas ISO 10218-1:2011 [13] e ISO 10218-2:2011 [14] que 
establecen el marco regulatorio para la implantación de un entorno colaborativo y posteriormente la 
especificación técnica ISO/TS 15066:2016 [15] que proporciona guías para su implementación. 
Básicamente dicha normativa define 4 modos de colaboración: 
 Safety-rated monitored stop. 
Si no hay nadie en la zona de trabajo colaborativo el robot puede trabajar autónomamente, 
pero si una persona entre en dicho espacio el robot debe pararse y garantizar que la parada 
es segura (con los motores energizados pero con sistema de monitorización certificado que 
asegura que el robot no se mueve). Un movimiento detectado por dicha monitorización 
debe dar lugar a una parada en categoría 0. 
En este modo es posible que un operario y el robot entren en contacto, por ejemplo para 
cargar o descargar piezas de la pinza del robot o labores de verificación. 
 Hand guiding 
Es posible, bajo ciertas condiciones, mover el robot con la mano, bien actuando sobre el 
propio robot o mediante un dispositivo de mano. Esas condiciones son: 
o Previo al contacto el robot debe de estar en el modo ‘Safety-rated monitored stop’ 
o El dispositivo de guiado debe cumplir las especificaciones de seguridad e incluir 
una seta de emergencia y un mecanismo de habilitación 
o El operario debe tener una buena visibilidad del entorno de trabajo 
o En caso de dejar de actuar el dispositivo de habilitación (‘hombre muerto’) el robot 
debe entrar en el modo ‘Safety-rated monitored stop’ 
 Speed and separation monitoring 
El robot es capaz de mantener una separación segura con respecto al operario en todo 
                                                     
2 Una primera versión se publicó en 2006 
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momento. Esa separación depende de la velocidad del robot y la persona, alcance de la 
persona y tiempos de reacción y parada, debiendo establecerse durante el análisis de riesgo 
de acuerdo a [54], que únicamente considera velocidades normales de la persona (no incluye 
saltos, correr, caídas, etc.). 
 Power and force limiting 
En este método se permite el contacto físico entre persona y robot, tanto de forma accidental 
como voluntaria. El robot debe estar diseñado específicamente para proporcionar esta 
funcionalidad, bien por un diseño intrínsecamente seguro o por medio de un sistema de 
control seguro. Tal y como se especifica en [15], se debe evaluar durante el proceso de 
Análisis de riesgos cuales son los límites de los valores de fuerza admisibles analizando el 
riesgo de contactos cuasi-estáticos y permanentes e identificando las partes del cuerpo humano 
susceptibles de recibir dichos contactos. 
Los dos últimos métodos son los más relevantes para conseguir una colaboración real entre persona 
y robot ya que permiten que el robot esté en movimiento en la proximidad de la persona. Ya en el 
año 2.003, Ikuta [55] propuso clasificar las estrategias de seguridad en (1) estrategia pre-contacto y 
(2) estrategia post-contacto, tal y como se refleja en la Figura 11. La primera intenta reducir el riesgo 
de colisión y de los efectos negativos de la misma antes de que suceda, mientras que la segunda 
tiene como objetivo reducir el daño una vez que la colisión ha sucedido. 
 
Figura 11: Clasificación de estrategias de seguridad [55] 
En [56] se presenta una completa revisión de métricas usadas para medir la probabilidad y grado de 
severidad de colisiones aplicadas a diferentes sistemas autónomos e inteligentes, incluidos brazos 
robóticos. 
Esos dos métodos han dado lugar a diferentes trabajos de investigación y algunos productos 
comerciales que se recogen en las revisiones del estado del arte de las publicaciones incluidas como 
soporte de este trabajo. Se recogen aquí los aspectos más relevantes. 
3.2.1. Speed and separation monitoring (SSM) 
SSM es el método más habitual de implementación de modos de colaboración segura.  
Desde el punto de vista de control, existen dos alternativas de comportamiento: ajuste de la 
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trayectoria del robot alrededor del punto de colisión potencial (evitación de obstáculos activa) y 
ajuste de la velocidad del robot en su trayectoria a la espera de que la situación de potencial riesgo 
desaparezca. 
La evitación de obstáculos activa, a su vez, puede afrontar dos tipos de problemáticas en función de 
que los obstáculos sean estáticos o móviles. Los algoritmos más extendidos se basan en el concepto 
de campos de potencial (potential fields) [57]: el algoritmo define un destino objetivo y establece 
mecanismos de repulsión/expulsión con los objetos presentes en el espacio de trabajo. Si la distancia 
con respecto al destino se incrementa, la fuerza de atracción aumenta; si por el contrario la distancia 
con respecto a un objeto se reduce, una fuerza radial lo empuja alejándolo del objeto. 
Una alternativa relacionada con los campos de potencial se basa en el concepto de fuerzas virtuales 
[58] en las que el controlador cuantifica la distancia entre el robot y los objetos como fuerzas 
simuladas que intervienen en el lazo de control del robot. En estos algoritmos se intenta mantener la 
adherencia a la trayectoria preestablecida. 
En el caso de obstáculos móviles (y las personas pueden asimilarse como tales) el sistema de 
seguridad debe trazar la posición del obstáculo alrededor del robot. Tanto los métodos basados en 
campos de potencial como en los basados en fuerzas virtuales han sido extendidos para abordar 
estas situaciones [59]. 
Sin embargo el ajuste de velocidad es el mecanismo más común en soluciones aplicadas en entornos 
reales ya que son más previsibles en los resultados proporcionados desde el punto de seguridad 
aún a costa de una incertidumbre en el tiempo de operación del brazo robótico, dependiente de que 
el obstáculo desaparezca de su trayectoria. 
Para implementar estos métodos es necesario disponer de sensores externos (ópticos y de 
proximidad fundamentalmente) que permitan estimar uno o ambos parámetros (velocidad y 
distancia).  
Dejando a un lado las barreras opto-electrónicas tradicionalmente usadas en diferentes aplicaciones 
robóticas (escáneres laser de seguridad y cortinas ópticas de seguridad fundamentalmente) existe 
un creciente interés por la utilización de sistemas basados en Vision Artificial para determinar la 
distancia entre persona y robot. 
Consisten en una o varias cámaras dispuestas en el entorno del robot ( [60], [61], [62]) que permiten 
monitorizar la presencia de un ser humano en sus cercanías y disparar una parada o establecer una 
reducción de velocidad cuando la distancia esté por debajo de un umbral. 
La gran mayoría de esos sistemas únicamente miden la distancia con respecto a una coordenada 
representativa del robot, por ejemplo el tool flange; otros, sin embargo, tienen en cuenta toda la 
cinemática del robot. 
Únicamente un sensor comercial en el mercado basado en un sistema de visión dispone del 
certificado de seguridad necesario para su uso en un entorno real. Se trata del SafetyEye de la 
empresa PILZ [63] que utiliza un sistema de visión estéreo que permite definir diferentes 
volúmenes alrededor del robot. La cámara es capaz de detectar la presencia de cualquier objeto en 
esos volúmenes, representados en la Figura 12, (no distingue si es una persona o un objeto) y 
proporcionar dos tipos de señales en función de la configuración del volumen. El sistema es sensible 
a determinadas condiciones lumínicas y no proporciona información al operario de la distancia 
relativa al robot, en consecuencia, violaciones involuntarias de las áreas de seguridad merman la 
eficiencia de los sistemas robóticos que se ven obligados a bajar su velocidad e incluso detener su 
movimiento ante dichas circunstancias. 
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Figura 12: Configuración de zonas en el sistema SafetyEYE. [63] 
El Fraunhofer IFF ha desarrollado un ingenioso sistema basado en un sistema de proyección y 
cámaras 2D que da respuesta a ese problema [64]. El sistema recibe la posición de los joints del robot 
en cada momento y conocida la cinemática del robot proyecta un patrón a su alrededor. Si una 
persona interrumpe dicho patrón el sistema de visión capta la circunstancia y se genera una señal 
de alarma. El funcionamiento se muestra en la Figura 13. 
 
Figura 13: Sistema de proyección para monitorizar un espacio alrededor del robot  
Los sensores de proximidad capacitivos permiten la monitorización de la distancia con respecto al 
robot en un rango de trabajo más corto, apropiado para actividades reales de colaboración, donde 
otros mecanismos antes descritos no son viables. Dichos sensores se pueden utilizar para detectar la 
colisión [65] una vez esta sucede, ofreciendo información de la zona en la que se produce y 
reduciendo el tiempo de respuesta del robot; o bien para detectar la proximidad de la persona con 
respecto al robot, permitiendo implementar el modo de SSM. Este es el caso del sistema APAS [66], 
consistente en una piel con sensores capacitivos que permiten detectar la proximidad de una 
persona generando una señal que el robot puede utilizar para ajustar la velocidad o trayectoria. La 
piel se fabrica a medida para cada robot. 
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3.2.2. Force and power limiting 
La reducción de daños en caso de colisión se puede realizar mediante un diseño intrínsecamente 
seguro y mediante una adecuada estrategia de control. Existen en el mercado diferentes robots que 
implementan estos mecanismos y son los considerados robots intrínsecamente seguros. Este es el 
caso de KUKA iiwa [67] que incluye unos sensores de par en cada uno de los siete ‘joints’ del brazo 
que le permiten estimar un sobreesfuerzo en caso de contacto con algún elemento exterior; 
Universal Robot [68] por su parte estima ese sobreesfuerzo a partir de la intensidad consumida por 
cada uno de los motores, siendo el límite de sensibilidad 5N, sin embargo dependiendo de la 
herramienta manipulada y la tarea, la fuerza de contacto puede ser difícil de estimar con precisión. 
Los robots Baxter y Sawyer desarrollados por Rethink [69] utilizan actuadores del tipo Serial Elastic, 
que además de permitir medir la fuerza en caso de contacto, absorben parte de la energía de dicho 
contacto mediante el elemento elástico dispuesto en serie.  
Una de las líneas de investigación con mayor impacto en este modo de colaboración es la 
determinación de los límites que definen un daño ‘admisible’. Para ello se trabaja en el modelado de 
la dinámica del robot y del cuerpo humano que permita establecer dichos límites y en consecuencia 
considerarlos en el diseño del robot, así como en la determinación de dichos valores mediante el 
ensayo con seres humanos [70], [71], [72] o [73]. El resultado de esos y otros estudios han sido 
recogidos en las tablas de la especificación técnica ISO/TS 15066:2016 [15] que pueden utilizarse 
como referencia en el análisis de riesgo. 
3.2.3. Colaboración persona-robot y percepción de seguridad 
Los factores que afectan a la confianza (‘trust’) durante la interacción persona robot han sido 
estudiados en diferentes trabajos, en particular cuando se desarrolla en aplicaciones militares. En 
[74] se evalúan y cuantifican diferentes factores y se concluye que los factores ligados al 
comportamiento del robot son los más relevantes, por delante de los factores ambientales, 
mientras que los factores ligados a la persona son relegados al tercer puesto. 
En [75] y [76] se explica cómo afectan a la confianza el tipo y tamaño del robot, la proximidad 
y el comportamiento del robot. Según [77] la confianza se ve afectada de forma dinámica por 
diferentes factores relacionados con el propio robot, el entorno y la naturaleza y características de 
los miembros del equipo de trabajo. Finalmente en [78, 79] utilizan herramientas de simulación 
del comportamiento de un ser humano y un robot para medir la confianza durante una jornada 
laboral en un entorno de fabricación. Utilizan modelos de fatiga muscular  para simular la 
actividad humana y tres modelos de control del robot (control manual por parte del operario, 
modo autónomo y colaborativo). En ese entorno de simulación el modo colaborativo da lugar a 
una mayor confianza y una moderada carga de trabajo. 
3.3. Flexibilidad / percepción 
La capacidad de los robots para realizar múltiples tareas se ha explotado tradicionalmente usando 
los mecanismos de programación y creando entornos estructurados en los que el robot sólo necesita 
hacer pequeños ajustes al comportamiento (trayectoria) especificado en el programa.  
Sin embargo, la creciente tendencia hacia lotes de producción reducidos e incluso unitarios, el 
número de variantes en los productos (‘mass-customization)’ y la aparición de entornos colaborativos 
demanda una mayor capacidad de adaptación que sólo puede conseguirse mediante la 
introducción de sistemas de percepción y algoritmos de control que exploten la información que 
proporcionan dichos sistemas. 
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La visión artificial es la tecnología más relevante para dotar a los robots de niveles de percepción 
adecuados y es objeto de interés en la identificación de la pose 6DOF de objetos [80]. Las 
aproximaciones utilizadas por los equipos de investigación incluyen el uso del color y modelos 
geométricos [81], observándose un creciente interés en el uso de nubes de puntos adquiridas en 
tiempo real [82]. 
Numerosos autores han abordado el problema del ‘visual servoing’ tal y como se recoge en las 
publicaciones que acompañan a este trabajo, por lo que aquí sólo citaremos algunos de los más 
relevantes. [83] propone una sistema basado en estéreo-visión para el guiado de un brazo 
manipulador que no dispone de información a priori de la distancia relativa con respecto a un 
objeto. Por su parte Nomura et al. [84] utilizan un filtro de Kalman híbrido para el seguimiento de 
un objeto desplazándose sobre una cintra transportadora e implementando control visual en 2D y 
3D. 
Utilizando dos robots manipuladores, [85] proponen un sistema para el seguimiento de objetos 
implementando filtros de Kalman extendidos para abordar el problema de las oclusiones originadas 
cuando intervienen ambos brazos. Finalmente en [86] y [87] se propone el uso de filtros de 
partículas para el seguimiento de objetos basado en la información 3D de sus bordes, permitiendo 
una detección más robusta que afronta los problemas de ruido en la imagen adquirida. 
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4. CONTRIBUCIONES 
 
N esta sección se resumen las contribuciones a los campos de actividad analizados en el 
capítulo anterior. 
4.1. Interacción persona-robot 
Las contribuciones en este campo se enmarcan fundamentalmente en la actividad desarrollada en 
los proyectos FourByThree (2.1.3) y EUROC-PIROS (2.2.6) en los que se plantea conseguir un grado 
de naturalidad en la interacción mediante el uso y combinación de diferentes mecanismos, como la 
voz, los gestos y la interacción física. 
4.1.1. Tecnologías semánticas 
La contribución consiste en un interpretador semántico que es capaz de combinar comandos de voz 
y gestos realizados por una persona y generar un comando entendible por el robot con un elevado 
grado de confianza. 
Las tecnologías semánticas se utilizan para obtener una fusión coherente de las fuentes de 
información complementarias que llegan de forma simultánea desde el usuario hacia el robot. 
Los seres humanos utilizamos diferentes canales de comunicación para interrelacionarnos entre 
nosotros., pero la voz y la visión son sin duda los más relevantes. 
Mediante el sentido de la vista capturamos información que nos permite interpretar el estado de 
ánimo y filtrar la información que nos puedan proporcionar otros canales como el verbal (por 
ejemplo interpretando un gesto de la cara como expresión de duda o asombro en el hablante), pero 
es además el canal por el que podemos interpretar gestos explícitos por parte de nuestro 
interlocutor. 
En la interacción entre personas combinamos ambos canales, voz y gestos, de una forma natural. La 
información que proporcionan ambos canales puede ser: 
 Complementaria. Uno de los canales ofrece información que permite desambiguar la del 
otro. Un ejemplo puede ser: El operario dice ‘Coge esa pieza’ mientras señala con la mano/dedo el 
objeto a coger. 
o Ninguno de los canales proporciona información suficiente para que el robot ejecute 
una acción 
o Combinando ambos el robot es capaz de entender el comando 
 Redundante. Ambos canales ofrecen una misma información (salvo error en su 
interpretación). Por ejemplo: El operario dice ‘Para’ mientras levanta la palma de la mano (gesto 
E 
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universalmente aceptado como equivalente a una orden de detenerse) 
o Cualquiera de los dos canales ofrece información suficiente para que el robot ejecute 
la acción 
o Si ambos canales ofrecen información contradictoria (por un error en el usuario o 
por un error en la interpretación de la voz o del gesto) será necesario definir un 
heurístico que resuelva la contradicción. 
En el caso de entornos industriales la información redundante permite desarrollar una interacción 
natural incluso cuando las condiciones ambientales disminuyen el grado de confianza de la 
interpretación de cada uno de los canales: la voz en entornos ruidosos o los gestos en condiciones de 
luminosidad inadecuadas. 
Dicha contribución se refleja en la arquitectura de la Figura 14: 
 
Figura 14: Arquitectura del sistema multimodal basado en tecnología semántica 
 Knowledge Manager 
Gestiona las acciones que son ejecutables por el robot. Utiliza una ontología para modelizar 
el entorno, las capacidades del robot y las relaciones entre los elementos del modelo 
(entendido como un motor de reglas). El uso de ontologías en la nube permite reutilizar los 
desarrollos sin necesidad de reprogramar la lógica y compartir el conocimiento entre 
diferentes robots conectados en la nube. 
 Voice Interpreter 
Recibe como input un comando de voz  y genera un comando para el robot. Ese proceso se 
desglosa en tres etapas: (1) transcripción a texto (es posible utilizar un sistema comercial, en 
nuestro caso la Google Speech API (GoogleApi) [88]); (2) extracción de los elementos clave 
del texto basado en reglas; (3) correspondencia entre los elementos claves y las acciones 
admisibles para el robot. 
La extracción de los elementos clave se consigue utilizando técnicas de NLP (Natural 
Language Processing). Se utilizan reglas basadas en información morfo-sintáctica que se 
obtiene mediante la herramienta Freeling [89]. Para definir las reglas se aplica el análisis 
morfosintáctico y de dependencias a una base de ejemplos de instrucciones proporcionado 
por diferentes personas. Previamente y de forma manual se identifican los patrones 
morfosintácticos más habituales y se implementan en forma de reglas para la extracción 
automática de los elementos clave: elementos que indican acciones, objetos y lugares, 
términos relacionados con gestos (aquí, allí, etc.).  
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La correspondencia entre palabras clave y posibles acciones/elementos/objetos se realiza a 
partir de la base de conocimiento (Knowledge Base) de la que se extraen las tareas posibles 
mediante el lenguaje de consulta semántica SPARQL [90] y finalmente se lleva a cabo la 
desambiguación y la comprobación de coherencia utilizando la información 
destino/elemento mediante inferencia/razonamiento en OWL. El resultado final es un 
conjunto de posibles comandos y la identificación de la posible necesidad de fusionar con 
información proveniente del intérprete de gestos. 
 Gesture Interpreter 
Identifica el gesto a partir de la nube de puntos proporcionada por un sensor 3D (láser o 
sistema de visión RGB-D). Ver la sección 4.1.2. 
 Fusion Engine 
El motor de fusión se encarga de combinar el resultado del intérprete de voz y el intérprete 
de gestos para obtener el comando final a enviar al controlador del robot, bien en forma de 
acción directa (‘parar’ o ‘reanudar’) o ejecución de un programa (se ha diseñado el sistema 
de forma que acciones complejas como ‘atornillar un tornillo’ se asocien a un programa de 
robot). 
El proceso de fusión se representa en la Figura 15 
 
Figura 15: Lógica del Engine Fusion 
Detalles de la implementación y el proceso de validación están disponibles en el artículo [91]. 
4.1.2. Interacción basada en gestos 
Desde el punto de vista de interacción los gestos los podemos clasificar en dos categorías: 
 Gestos que tienen un significado por sí mismo, fundamentalmente asociados a acciones 
como parar o reanudar. 
 Gestos que complementan un comando de voz, ligados al concepto de apuntar y que son 
utilizados para indicar una dirección de movimiento, el objeto sobre el que ejecutar una 
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acción, etc. 
En esta sección se resume la contribución en el campo del reconocimiento del gesto de apuntar, 
validado en diferentes proyectos (EUROC-PIROS y FourByThree) y descrito en detalle en [91]. Se 
adelanta también el trabajo en curso para el análisis de gestos denotando acciones con significado 
propio. 
4.1.2.1. Identificación del gesto de apuntar 
El gesto de apuntar juega un papel muy importante en la interacción natural ya que complementa al 
canal de la voz. Efectivamente, expresiones como ‘vete allí’ o ‘coge esa pieza’ únicamente son 
entendibles por el robot si se proporciona información que resuelva la indefinición de los conceptos 
‘allí’ o ‘esa’. De igual manera que los seres humanos resolvemos esa problemática mediante la 
ejecución del gesto de apuntar, la contribución aquí descrita tiene como objeto identificar el gesto de 
apuntar y estimar las coordenadas x, y, z del punto señalado. 
En la contribución se parte de la nube de puntos adquirida por un sensor 3D que en la 
implementación que se describe consiste en una cámara RGB-D. Dicho sensor, referenciado con 
respecto a la base del robot, se debe colocar de tal forma que su campo de visión abarque la zona a 
apuntar y la zona del tronco superior de la persona que realiza el gesto. En la Figura 16 se muestra la 
información proporcionada por la cámara RGB-D como nube de puntos e imagen de profundidad. 
 
Figura 16: Gesto de apuntar, nube de puntos e imagen de profundidad 
A partir de la nube de puntos se deben resolver dos problemas:  
 Identificación del gesto de apuntar 
En un entorno colaborativo el trabajador desempeña su labor junto al robot, llevando a cabo 
diferentes actividades que suponen movimientos de sus manos. Es necesario discriminar 
dichos movimientos del propio gesto de apuntar. El algoritmo de identificación se dispara 
por eventos exteriores (una solicitud del robot que desea resolver una tarea para la que 
desconoce el destino o, más habitualmente, como resultado de un comando de voz que 
necesita ser completado con la información del gesto, por ejemplo ‘coge esa pieza’). 
El algoritmo define dos regiones de interés en forma ortoédrica. La primera de ellas define el 
espacio de búsqueda del antebrazo del operario, y la segunda el espacio de búsqueda del 
punto en el espacio al que se está apuntando. La nube de puntos correspondiente al brazo 
del operario es segmentada y aislada de la nube de puntos original. Teniendo en cuenta la 
forma natural del antebrazo, asimilable a una forma cilíndrica, se aplica un best-fit de esta 
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forma geométrica básica a dicha nube de puntos. El eje principal de dicho cilindro 
representa la línea en el espacio que se utilizará en la identificación de la zona apuntada. 
Para un mejor resultado en este ajuste, no se toma en cuenta la mano del operario. 
 Identificación de la zona apuntada 
De forma iterativa se generan regiones de interés de forma cúbicas a lo largo de la línea del 
eje del brazo comenzando por aquellos puntos de la línea más alejados del brazo a partir del 
cual se ha estimado la línea, dentro del espacio de trabajo definido. Se identifican los puntos 
de la nube original que se encuentran contenidos en cada uno de los clúster definidos 
iterativamente, estableciéndose como criterio de intersección la presencia de Na puntos de la 
nube de puntos original en dicho cubo. Se toma como intersección el centroide del cubo.  
El punto de origen de la línea se encuentra contenido en el centro del eje principal del 
cilindro estimado a partir del antebrazo del usuario. Por lo tanto, se establece una distancia 
euclídea mínima del punto de intersección respecto a este punto de origen de la línea, 
dependiendo de la aplicación. 
Una vez seleccionado un punto de intersección, se vuelve a repetir el proceso Nb veces con 
nuevas nubes de puntos, con lo que se obtienen Nb puntos de intersección. Para que el gesto 
sea estable y no confundirlo con un movimiento no controlado de la mano se realiza un 
filtrado espacial: se toma el primer punto de intersección como centroide de un cubo de 
dimensiones configurables. Si Nc puntos de intersección identificados están contenidos en el 
cubo se considera un gesto válido y las coordenadas del último punto se devuelven como 
resultado; en caso contrario se descarta la primera nube de puntos del conjunto tratado, se 
incorpora una nueva nube de puntos y se repite el proceso. 
 
Figura 17: Punto de intersección en el gesto de apuntar 
Una segunda versión del algoritmo asume que el punto destino se encuentra sobre una superficie 
plana (válido en un gran número de casos). Se resuelve matemáticamente la intersección recta -
plano, teniendo en cuenta la ecuación de la recta estimada a partir de la modelización del cilindro 
del antebrazo y la superficie objetivo definida matemáticamente como un plano. Este plano se 
define a partir de los puntos de la nube dentro de la región de interés. 
Esta segunda aproximación consigue un mejor comportamiento en tiempo de cómputo, pero está 
limitada a aquellos casos en los que la asunción de la existencia de un plano es válida. 
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El sistema ha sido validado en el contexto del proyecto EUROC-PIROS. Dentro de su fase Freestyle, 
se planteó un caso de uso ligado con las células de fabricación flexible (FMS). En dichos procesos se 
utilizan pallets en los que se cargan piezas que deben ser mecanizadas. Con la introducción de 
robótica colaborativa se plantean varias aplicaciones en las que el gesto de apuntar cobra sentido, 
por ejemplo el operario indica al robot en qué destino debe colocar una pieza, o sobre cual debe 
realizar una operación de inspección. 
Para la evaluación se utilizó un pallet con 12 posibles posiciones en cada una de las cuales se 
disponía de un pequeño utillaje de amarre. Las doce posiciones se dispusieron en cuatro filas 
(etiquetadas del 1 a 4) y tres columnas (etiquetadas como A, B, C). El operario debía señalar una de 
esas posiciones (A3, B4, etc.) a instancias del evaluador, el sistema de detección de gestos detectarlo 
y el robot se debía moverse hasta dicha posición. 
  
Figura 18: Proceso de evaluación en el contexto del proyecto EUROC-PIROS 
En el procedimiento de evaluación el operario (una persona ajena a nuestro equipo que ejercía el 
papel de evaluador externo) indicaba de forma aleatoria una celda y una persona realizaba el gesto 
de apuntar a dicha celda. Se realizaron dos rondas y en cada una se apuntó a las doce casillas. Se 
evaluaron dos parámetros: 
 Precisión: identificación correcta del destino. Las 24 celdas fueron detectadas correctamente. 
 Tiempo de identificación. Siendo el gesto de apuntar un elemento de interacción se debe 
tener en cuenta que de acuerdo a [92] tiempos de reacción del sistema por debajo de 0,1 
segundos son percibidos como una respuesta inmediata por el usuario de un interface y que 
hasta 1 segundo se consideran aceptables y no es necesario dar un feedback adicional. 
El resultado obtenido fue de 0,49 segundos con una desviación estándar de 0,11 segundos, 
por lo que se considera válido para obtener una interacción natural. 
4.1.2.2. Detección de gestos 
Para la detección de gestos no ligados con el acto de apuntar un destino, se está desarrollando un 
sistema que a partir de la nube de puntos identifica las coordenadas de las diferentes partes del 
cuerpo humano (un modelo simplificado) y estima el gesto realizado.  
Utilizando esta aproximación, es posible definir múltiples tipos de gestos, generando un vector 
numérico que los define, siguiendo los siguientes pasos: 
 Se toma como origen de referencia las coordenadas 3D del torso del usuario. La utilización 
del torso como punto de referencia invariante para el cálculo de las distancias relativas de 
las articulaciones hace este cálculo robusto frente a la variación de posición del operario 
respecto al origen de coordenadas de la cámara. 
 Se calculan las coordenadas relativas de las diferentes articulaciones del esqueleto del 
usuario respecto a la posición del torso. En concreto para la definición de gestos se utilizan 
el torso, cuello, cabeza, hombros, codos y manos. 
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 Con dichas coordenadas se crea un vector que define el gesto. 
Es posible definir un gesto teniendo en cuenta la posición global del esqueleto del usuario, en cuyo 
caso el vector tendrá 24 componentes numéricas (8 puntos del esqueleto * 3 componentes cada uno), 
o solamente cada una de las partes del cuerpo, izquierda o derecha, en cuyo caso, el vector de 
definición del gesto tendrá 15 componentes (5 puntos del esqueleto * 3 componentes cada uno). 
Para la detección de los gestos se ha utilizado una aproximación basada en Machine Learning. La 
utilización de esta aproximación viene motivada fundamentalmente por dos razones: 
 La variabilidad en la ejecución de los gestos: (1) una misma persona no siempre realiza un 
gesto exactamente igual y (2) el sistema debe ser válido para su utilización con distintas 
personas. 
 El sistema debe posibilitar la definición de nuevos gestos de forma sencilla y sin 
modificación de código.  
El algoritmo utilizado es KNN (K-Nearest Neighbours), al no requerir un proceso de entrenamiento 
previo. 
El sistema está estructurado en dos módulos:  
 Módulo de aprendizaje.  
Para cada uno de los gestos se crea un fichero en el que los diferentes vectores de definición 
de dicho gesto son almacenados, de esta forma se pueden definir un número N de gestos 
diferentes. 
 Módulo de detección de gestos en tiempo real. 
En la inicialización del sistema, los diferentes ficheros de definición de gestos son cargados 
en la memoria del sistema creando la base de datos de vectores de definición de gestos.  
En tiempo real, se monitoriza el cuerpo del operario con una cámara RGB-D y se extraen las 
coordenadas de sus articulaciones respecto al torso, al igual que en la etapa de 
entrenamiento. 
Finalmente se aplica el algoritmo KNN con este vector y se identifica el gesto. 
Al igual que en el caso del gesto de apuntar, se realiza un filtrado temporal para establecer que 
efectivamente se ha detectado un gesto y no un movimiento casual del operario. 
4.1.3. Estudios experimentales sobre diferentes formas de interacción en un entorno de robótica 
colaborativa 
4.1.3.1. Experimentación en condiciones de laboratorio en IK4-TEKNIKER 
Como parte de la validación de las estrategias de seguridad y diferentes formas de interacción en un 
entorno colaborativo implementadas en el proyecto X-ACT se diseñó y llevó a cabo el siguiente 
experimento (presentado en el workshop ‘Safety for Human-Robot Interaction in Industrial 
Settings‘, Congreso IROS 2015 celebrado el 2 Octubre 2015 en Hamburgo, Alemania) 
Objetivo: analizar la aceptación de las diferentes formas de interacción propuestas (voz, gestos, 
implícita y botonería) 
Participantes: Se reclutaron 17 personas pertenecientes a la plantilla de IK4-TEKNIKER con las 
siguientes características: (1) la participación fue voluntaria, (2) ninguna formaba parte del grupo de 
investigación en robótica (3) el 82% tenían experiencia de más de seis años como operarios de 
máquina, instalación de sistemas de automatización o diseño de sistemas productivos, (4) tres de los 
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participantes formaban parte del comité de Salud y Seguridad Laboral (5) once de los participantes 
habían conocido accidentes de trabajo en su entorno. 
Organización del experimento: Cada participante participó en dos sesiones individuales separadas 
en el tiempo una semana aproximadamente, con el objeto de evaluar el efecto de recuerdo y la 
evolución de la confianza en el sistema.  
En cada sesión el participante debía llevar a cabo un conjunto de actividades que implicaban la 
necesidad de trabajar en la cercanía del robot sin barrera física. Al final de cada sesión el 
participante rellenaba un cuestionario con preguntas cerradas (usando una escala de Lieker de 5) y 
abiertas. 
Trabajo colaborativo: Se diseñó una tarea sencilla que simulaba una actividad real en un entorno 
de colaboración persona-robot. 
 El robot bimanipulador movía una caja (ver la Figura 19) describiendo un movimiento 
circular con el operario fuera de la zona de trabajo del robot. 
 Cuando se necesitaba la intervención del operario, el robot posicionaba la caja en una 
posición colaborativa (con los brazos hacia adelante) y solicitaba la presencia del operario 
(con un mensaje en un monitor situado en la base del robot). 
 Una vez en la zona colaborativa, el operario debía atornillar un tornillo en cada uno de las 
tres caras accesibles, pero con la condición de que el atornillado se debía ejecutar sobre la 
cara vertical frontal, por lo que tras cada acción de atornillado debía solicitar al robot que 
girara la caja para poder proceder con la siguiente cara. 
 Una vez finalizada la operación el operario abandonaba la zona de trabajo y el robot 
reanudaba el movimiento circular. 
 La misma secuencia se debía repetir para desatornillar los tres tornillos. 
 El operario debía utilizar cuatro formas de interacción: 
o Un pulsador. Cada vez que se pulsaba el robot giraba la caja presentando una nueva 
cara para atornillar. Con la última pulsación el operario señalaba el fin de la 
actividad colaborativa (ver la Figura 20). 
o Comandos de voz. Se implementaron dos comandos: ‘girar’ y ‘fin’. 
o Gestos. Dos simples gestos: levantando una mano para indicar que el robot debía 
girar, levantando las dos manos para indicar el fin de la actividad  (ver la Figura 20). 
o Interacción implícita. Es decir, el robot identificaba la finalización de las acciones del 
operario y ejecutaba el movimiento sin necesidad de un comando explícito por parte 
del operario. 
Dado que el objetivo del experimento no era validar las tecnologías de interacción, se utilizó 
la técnica de Mago de Oz: uno de los dos técnicos que tomaban parte en el experimento 
simulaba el comportamiento esperado (la interpretación de la voz, el reconocimiento de 
gestos o la interacción implícita) 
 Una vez el operario fuera de la zona colaborativa, se solicitaba de forma aleatoria que 
entrara en la zona de trabajo del robot (se habían dispuesto tres objetos sobre la mesa de 
trabajo en la zona colaborativa; el experimentador solicitaba al trabajador que trajera una de 
esas piezas). El operario podía proceder de cualquiera de las siguientes formas: 
o Utilizar la llave de bloqueo: con ella se ordenaba la parada del robot y se entraba en 
la zona colaborativa con la garantía de que el robot estaba parado  
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o Confiar en que el sistema de monitorización y el método SSM funcionaba 
correctamente y entrar en la zona de movimientos del robot. Éste se paraba una vez 
que el operario alcanzaba la zona de seguridad 
 
 
Figura 19: Elementos utilizados para la simulación de una actividad colaborativa 
Resultados: Se resumen los datos obtenidos en los cuestionarios y como fruto de la observación 
durante el experimento. 
 Todos los sistemas de seguridad implementados (SafetyEYE, seguimiento de personas 
mediante los láseres, llave de bloqueo) contribuyen de forma similar a la percepción de 
seguridad. 
 Ninguno de los participantes se sintió inseguro: once completamente seguros y seis seguros. 
Esto explica la respuesta a la pregunta ‘¿Aceptarías trabajar en el futuro en un entorno robótico 
sin barreras físicas?: únicamente uno de los participantes no aceptaría trabajar sin barreras 
físicas. 
 La demarcación de la zona colaborativa de forma visible (se pintó una raya en su perímetro) 
se valoró positivamente por la mayoría de los participantes. 
 El uso de la llave de bloqueo para entrar en la zona de trabajo del robot era una forma de 
evaluar la confianza en la estrategia SSM implementada. Sólo 3 de los participantes 
respondieron que siempre la utilizarían. 
 Hubo unanimidad en la conveniencia de disponer de una Seta de Seguridad en la zona 
colaborativa: para once debería ser obligatorio, para siete sería conveniente. 
 La posición de trabajo con los brazos del robot extendido se consideró positivamente por la 
mayoría de los participantes. 
 La velocidad del robot se consideró muy lenta durante la operación de giro que se llevaba a 
cabo en presencia del operario. 
 Preguntados sobre la posibilidad de que el robot cambiara de trayectoria en lugar de reducir 
la velocidad en presencia del operario, todos los participantes optaron por esta última 
alternativa. 
 Al final de la segunda sesión el 53% de los participantes afirmaron que su percepción de 
seguridad había mejorado. 
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Figura 20: Un participante usando el pulsador y gestos para comandar el robot 
El resultado del experimento demostraba un grado de confianza muy elevado y una buena 
disposición para trabajar en entornos colaborativos una vez que las medidas de seguridad 
adecuadas fueran implementadas y explicadas a los potenciales usuarios. Los resultados han 
servido de guía para la implementación de la estrategia de seguridad en el proyecto FourByThree. 
4.1.3.2. Experimentación en la Bienal de Máquina Herramienta y feria Technishow 
En el marco del proyecto FourByThree se ha podido llevar a cabo un conjunto de experimentos en 
entornos fuera de laboratorio que han permitido que un número significativo de personas ajenas al 
proyecto y al propio IK4-TEKNIKER hayan tenido la oportunidad de testear los desarrollos y 
expresar su percepción sobre diferentes aspectos ligados a la robótica colaborativa y en particular 
sobre los conceptos de seguridad e interacción. 
Dicha experimentación se ha realizado en dos ferias industriales en las que los visitantes han sido 
invitados a participar en el experimento, testear de primera mano las tecnologías y finalmente 
responder a un cuestionario para expresar sus opiniones. En conjunto 115 personas se ofrecieron 
voluntarias para participar en la experimentación. 
 TECHNISHOW 
Es una feria industrial que se celebra anualmente en Utrecht en la que, en colaboración con 
un socio del proyecto FourByThree, se llevó a cabo un experimento con un robot Universal 
Robot y diferentes tecnologías: reconocimiento de gestos, detección de proximidad, guiado 
manual y detección de colisión. En la Figura 21 se muestran algunos de los participantes 
durante el experimento. 
 BIEMH 
En la Bienal de Máquina Herramienta se dispuso de un entorno experimental en el stand de 
IK4-TEKNIKER. En él, los participantes pudieron testear el sistema de detección de 
proximidad, interacción mediante gestos e interacción física con un robot KUKA iiwa. 
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Figura 21: Experimento en Technishow (izquierda) y BIEMH (derecha) 
Una descripción detallada de ambos experimentos y el análisis de los resultados obtenidos se 
encuentra disponible en los artículos [91] y [93]. 
Desde el punto de vista de interacción los resultados más relevantes fueron: 
 El sistema de reconocimiento del gesto de apuntar fue positivamente valorado en ambos 
estudios, tal y como se muestra en la Figura 22. Sin embargo es digno de señalar la mejora en 
la percepción del tiempo de respuesta en el estudio llevado a cabo en la feria BIEMH. La 
razón, además de pequeñas mejoras en el algoritmo, reside en el hecho de que se incluyera 
un mecanismo visual que se activaba para avisar al participante de que podía realizar el 
gesto y se desactivaba al reconocer el gesto.  
 
Figura 22: Valoración del reconocimiento del gesto de apuntar 
 La fuerza necesaria para mover manualmente el robot (sólo se validó en la feria Technishow 
con el robot UR10) se consideró en el límite de lo aceptable, aunque el mecanismo de 
interacción se consideró útil y fácil de utilizar. 
 La interacción física (un pequeño golpe en el robot) fue la peor valorada con un 8% de 
participantes afirmando que no era natural. Dado que es un mecanismo que no necesita una 
sensorización adicional (se pueden usar la capacidad de medir fuerza, propia de los robots 
colaborativos) se considera que es una opción que se debe poner a disposición del usuario. 
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4.2. Seguridad 
4.2.1. Seguimiento de personas 
En el proyecto X-ACT [2] se ha desarrollado un sistema para la monitorización de personas 
alrededor del robot basado en la información proporcionada por dos láseres dispuestos a diferentes 
alturas. La información obtenida es utilizada para modificar la velocidad del robot e implementar el 
método de colaboración SSM. 
El sistema ha sido desarrollado según el esquema de la Figura 23. 
 
Figura 23: Elementos del sistema de seguimiento de personas 
 Módulo de análisis de los datos proporcionados por los sensores Laser 
Este módulo recibe los datos proporcionados por dos escáneres laser y los analiza para 
identificar la presencia de cualquier obstáculo. Para ello, los datos son comparados con un 
patrón del entorno previamente registrado en el que se caracteriza cualquier elemento 
estático (dado que el entorno industrial real es cambiante, ese patrón puede actualizarse en 
cualquier momento a demanda del usuario). Las coordenadas de aquellos obstáculos 
detectados son enviadas al módulo de seguimiento de objetivo.  
 Módulo de seguimiento de múltiples objetivos 
A partir de la información proporcionada por el módulo anterior, implementa un algoritmo 
de seguimiento de múltiples objetivos basado en los algoritmos Sequential Monte Carlo 
filtering y Joint Probabilistic Data Association. Este filtro probabilístico permite integrar 
múltiples fuentes de información (en este caso los dos sensores laser) en problemas de 
seguimiento de múltiples objetivos (personas alrededor del robot). La idea principal es la de 
analizar la probabilidad de que cada observación (detección del módulo previo) pertenezca 
a un objetivo, obteniendo como resultado la asociación observación-objetivo más verosímil. 
Esto permite tratar tanto el ruido de los sensores como el problema de las múltiples 
detecciones de un mismo objetivo de forma sencilla y minuciosa gracias al acercamiento 
probabilístico del filtro. Como resultado, este segundo módulo obtiene la posición y 
velocidad de las personas alrededor del robot que son enviadas al Módulo de seguridad. 
 Módulo de seguridad 
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Genera los comandos necesarios para modificar la velocidad del robot a partir de la 
información de posición y velocidad de cada uno de los obstáculos detectados  
La información de posición de cada obstáculo y la velocidad de ajuste del robot son mostradas en 
un monitor presente en la zona colaborativa, tal y como se muestra en la Figura 24 en la que el punto 
rojo representa la persona identificada sobre la que se realiza el seguimiento. 
 
Figura 24: Entorno de visualización del sistema de seguimiento  
Detalles de los algoritmos implementados y el proceso de validación llevado a cabo están 
disponibles en el artículo [94]. 
4.2.2. Detección de proximidad 
El objetivo de esta actividad ha sido el desarrollo de un sistema que permita implementar el método 
de SSM, monitorizando todo el volumen alrededor del robot y calculando la mínima distancia entre 
el obstáculo y el robot, considerando toda su geometría. Da respuesta a las limitaciones de otros 
sistemas como el de proyección antes descrito (sólo trabaja en un plano, el de la mesa, y la mínima 
distancia es entre la proyección del brazo robot y la línea proyectada) o el SafetyEYE que impide 
monitorizar la zona de trabajo del robot propiamente dicha (se debe configurar como no 
monitorizada). Permite, por lo tanto, monitorizar la distancia para rangos de acción cortos, propios 
de las actividades reales de colaboración en las que se supone que el trabajador y el robot se 
encuentran trabajando ‘codo con codo’. 
Los elementos fundamentales del sistema desarrollado se muestran en la Figura 25: 
 Utiliza una nube de puntos obtenida mediante uno o varios sensores. En los proyectos 
ligados a esta contribución se han utilizado sensores Laser 3D (que nos permiten disponer 
de una nube de puntos densa en un volumen de trabajo grande, requerimiento del proyecto 
ROBOPARTNER) y cámaras RGB-D (para aplicaciones con robos colaborativos de menor 
tamaño). 
 Zona de detección. Es el volumen en el que se desea llevar a cabo la monitorización de la 
distancia. 
 El modelo geométrico de colisión del robot (‘robot’s collision geometry’) definido por un 
conjunto de cubos que representan un modelo simplificado del robot. 
 Información en tiempo real de la posición del robot.  
 Modelo Octomap 3D: el modelo de ocupación 3D utilizado para representar obstáculos y el 
espacio libre en el volumen monitorizado.  
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Figura 25: Elementos fundamentales del sistema de detección de proximidad 
En la Figura 26 se muestran los componentes fundamentales del sistema: 
 
Figura 26: Componentes del sistema de monitorización de proximidad 
 Point cloud filters 
Se aplican diferentes filtros a la nube de puntos original proporcionada por el sensor. Cada 
filtro es implementado como un nodo de ROS que se subscribe a un topic para recibir la 
nube de puntos y publica en otro topic la nube una vez filtrada. 
o XYZ Axis. Este filtro elimina aquellos puntos de la nube que se encuentran fuera de 
las dimensiones del volumen de detección definido por el usuario. 
o Robot: Elimina los puntos de la nube correspondientes al robot, que de otra forma 
podrían ser considerados obstáculos. 
o Size: Elimina los clúster de puntos por debajo de un tamaño, eliminando de esta 
forma posibles ruidos en la señal. 
 Octomap server 
Este nodo es el encargado de mantener una representación volumétrica del entorno 
mediante un mapa de rejillas tridimensional. Se basa en Octrees y utiliza estimaciones 
probabilísticas de ocupación, representando explícitamente tanto el espacio ocupado como 
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el espacio libre y desconocido con un formato binario compacto. 
 Octomap reset 
El nodo limpia el mapa 3D con una frecuencia configurable. Utilizando el Octomap server y 
el Octomap reset es posible mantener actualizado un mapa 3D del volumen a monitorizar.  
 Proximity detector 
Es el nodo que computa la distancia entre el robot y posibles obstáculos. Carga el modelo 
geométrico de colisión del robot y en cada ciclo solicita al Octomap server el modelo más 
reciente de mapa. Con esa información y haciendo uso de la librería Flexible Collision 
Library [95], se computa la distancia mínima entre el robot y el obstáculo. 
El sistema se ha desarrollado y validado en los proyectos FourByThree [11] y ROBOPARTNER [3], 
dando lugar a la solicitud de patente P201730325 con el título ‘MÉTODO, SISTEMA Y 
PROGRAMA INFORMÁTICO DE DETECCIÓN DE PROXIMIDAD’ (sección 8.1). 
4.2.3. Estrategias y Arquitectura de seguridad 
La contribución ha consistido en el diseño una estrategia de seguridad alrededor del robot 
bimanipulador COMAU-RML basado en el método SSM, ya que se trata de un robot industrial que 
no implementa un control de fuerza. Se ha llevado a cabo en el proyecto X-ACT e incluye los 
siguientes elementos (ver esquema en Figura 27): 
 SafetyEye. Es un sensor de seguridad basado en tecnología de estereovisión [63] que 
permite definir diferentes volúmenes alrededor del robot. Cada uno dichos volúmenes se 
asocia a una de las dos categorías posibles (aviso y alarma) o la categoría de no monitorado. 
El sensor SafetyEye, pese a ser un sensor certificado para su uso en aplicaciones de robótica 
colaborativa, tiene las siguientes limitaciones: (1) por su principio de funcionamiento, debe 
definirse un volumen que envuelve al robot en el que el sensor no actúa, en consecuencia 
cualquier persona que en un momento determinado se encuentre en dicha zona no podrá 
ser monitorizado; (2) únicamente permite conocer la presencia de un elemento intruso en 
alguno de los volúmenes definidos, pero no su velocidad ni su trayectoria. 
 Dos láseres situados en la base de la zona de colaboración. Permiten solventar las dos 
limitaciones anteriores, monitorizando en dos planos situados a distintas alturas la 
presencia de una persona, utilizando la aproximación descrita en la sección 4.2.1.  
 
Figura 27: SSM método implementado en X-ACT 
 42 Capítulo 4 
Esa implementación del método SSM forma parte de la estrategia global en la que se incluyen 
además otros elementos: 
 Se define el área colaborativa de forma que el robot trabaje en ella con los brazos extendidos 
(pero alejados de posibles singularidades), asumiendo que un operario se sentirá más 
seguro sabiendo que el robot no va a mover los brazos hacia adelante (hacia el operario). Esa 
posición se muestra en la Figura 28. 
 Se definen regiones de interferencia en el robot de forma que los movimientos del robot se 
confinan, bien en esa zona o bien fuera de la misma. En la Figura 28 se ha representado dicho 
volumen. 
 Una llave de bloqueo en la zona exterior no monitorizada, permite acceder a la zona 
colaborativa de forma segura. Es de uso voluntario. 
 
Figura 28: Robot en posición de colaboración y zona de interferencia 
La segunda contribución en este ámbito corresponde al diseño de la arquitectura de seguridad en el 
proyecto FourByThree [11] que como se describe en [93] se basa en cuatro pilares fundamentales: 
 Diseño intrínsecamente seguro, eliminando bordes, reduciendo los riesgos de atrapamiento, 
etc. 
 Utilización de actuadores serie-elásticos (serial elastic) que permiten medir la fuerza y el par 
y proporcionan una medida redundante tanto de la posición como el par que es estimado 
utilizando dos fuentes de información diferentes: medida de la corriente de los motores y la 
deformación del muelle. Se comparan la señal de los sensores de posición a ambos lados del 
motor y la transmisión y en caso de divergencia se genera una señal de alarma. 
 Los sistemas externos de monitorización del entorno que permiten implementar el modo de 
colaboración SSM, detectando una posible violación de la zona de seguridad. 
o Se implementa el sistema de proyección descrito en [64] y optimizado en el contexto 
del proyecto. 
o El sistema de detección de proximidad descrito en la sección 4.2.2. 
 Sistema de control dinámico de la rigidez (variable stiffness) que permite ajustar los valores 
de la misma en función de diferentes factores, como la presencia de un operario o la tarea 
que se está ejecutando. 
En la Figura 29 se presenta dicha arquitectura. 
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Figura 29: Arquitectura de seguridad implementada en FourByThree 
4.2.4. Estudios experimentales sobre Confianza en un entorno de robótica colaborativa 
La implementación de mecanismos y arquitecturas de seguridad conforme a la norma es una 
condición necesaria pero no suficiente para conseguir que los seres humanos acepten trabajar junto 
a un robot sin ninguna barrera física que los separe. 
En el contexto de los proyectos X-ACT [2] y FourByThree [11] hemos desarrollado un conjunto de 
experimentos encaminados al estudio del nivel de aceptación por parte de los usuarios de las 
estrategias de seguridad propuestas. 
4.2.4.1. Experimentación en condiciones de laboratorio en IK4-TEKNIKER 
Utilizando el procedimiento descrito en la sección 4.1.3.1 y de forma simultánea a la 
experimentación en los aspectos relacionados con la interacción, se planteó un segundo objetivo: 
Objetivo: analizar cómo perciben los trabajadores la estrategia de seguridad implementada que 
permite trabajar junto a un robot sin barreras físicas. 
Resultados: Se resumen los datos obtenidos en los cuestionarios y fruto de la observación durante el 
experimento. 
 Los participantes debían identificar su sistema de interacción preferido 
o Pulsador: siete participantes lo seleccionaron en primer lugar y seis en segundo. 
Ninguno dudó en la forma de usarlo. 
o Voz: cuatro en primera opción y tres como segunda. 
o Gestos: cuatro como opción preferida y cinco como segunda opción. 
o Interacción implícita: fue la peor valorada ya que el 53% de los participantes 
dudaron de que el robot hubiera interpretado la acción a realizar 
Aunque cinco participantes consideraban interesante la posibilidad de disponer de todos los 
sistemas simultáneamente; el resto lo consideraba una posible fuente de confusión 
 El 53% consideraban interesante disponer de información sobre la acción a ejecutar en la 
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pantalla situada en la zona de trabajo, si bien el 64% afirmaron que siguieron las 
instrucciones en todo momento. El 83% afirmaron que la información en el monitor 
ayudaba a realizar la actividad de forma segura. 
 El sonido (un ‘beep’ que cambiaba de frecuencia a medida que la distancia con respecto al 
robot decrecía) no se consideró intrusiva. 
 El 59% de los participantes prefirieron usar un número limitado de comandos de voz en 
lugar de usar lenguaje natural, uno prefirió lenguaje natural y para el resto (seis) era 
indiferente 
 Ninguno de los participantes se sintió ridículo realizando gestos pero la mayoría (trece) 
mostraron dudas sobre la posibilidad de confundir los gestos a realizar (en efecto dos 
dudaron durante la primera sesión y cuatro durante la segunda), en particular si el número 
de comandos fuera más extenso (hasta 20 comandos). En el mismo sentido, sólo seis 
participantes consideraron posible ‘recordar’ más de 20 comandos 
El resultado final más significativo fue que el 100% de los participantes consideraron el sistema fácil 
de usar (35% fácil y el 65% muy fácil). Estos resultados han sido tomados como referencia para 
implementar los mecanismos de interacción en el proyecto FourByThree. 
4.2.4.2. Experimentación en la Bienal de Máquina Herramienta y feria Technishow 
Tal y como se describe en la sección 4.1.3.2 se ha podido llevar a cabo una experimentación fuera de 
laboratorio, en el marco de dos ferias industriales en las que los visitantes han sido invitados a 
participar en el experimento, testear de primera mano las tecnologías y finalmente responder a un 
cuestionario para expresar sus opiniones. En conjunto 115 personas se ofrecieron voluntarias para 
participar en la experimentación. 
Una descripción detallada de ambos experimentos y el análisis de los resultados obtenidos se 
encuentra disponible en el artículo [93]. 
Desde el punto de vista de seguridad la conclusión más relevante (ver Figura 30) es que las personas 
perciben el entorno colaborativo seguro que les lleva a admitir la posibilidad de trabajar junto a un 
robot colaborativo sin barreras físicas de separación. 
 
Figura 30: Percepción de seguridad en la experimentación 
 45 Capítulo 4 
4.3. Flexibilidad y percepción 
La contribución en el campo de la flexibilidad y la percepción se centra en dos aspectos 
fundamentalmente:  
 Aplicación de la visión artificial para el control de movimientos de brazos robóticos 
 Arquitecturas de control y tecnologías para la modularidad y flexibilidad 
También se incluye una contribución en la inspección de defectos mediante técnicas visuales. 
4.3.1. Aplicación de la visión artificial para el control de movimientos de brazos robóticos 
Las aplicaciones de robótica colaborativa se caracterizan por la necesidad de que el robot se adapte a 
las condiciones cambiantes en el entorno, el carácter no necesariamente estructurado del mismo y la 
incertidumbre en el comportamiento de las personas. La visión artificial ofrece la posibilidad de 
abordar esa problemática de forma eficiente. 
La contribución en esta línea ha permitido desarrollar soluciones para el control y generación de 
trayectorias a partir de la identificación de la posición de un objeto en el espacio (visual servoing), 
siendo por lo tanto extensibles a aplicaciones de robótica industrial avanzada. 
Los proyectos que han permitido estos desarrollos son ROBOFOOT, EUROC-PIROS, EUROC-
RSAII, MAINBOT y FOURBYTHREE. 
Las publicaciones relacionadas se incluyen en el apartado de anexos (7.3, 7.4, 7.13, 7.17, 7.20 y 7.22 
fundamentalmente). 
En [96] y [97] se presenta una solución look-and-move de visual servoing para la gestión de la 
incertidumbre en la posición de zapatos en una línea de producción. Uno de los objetivos del 
proyecto ROBOFOOT era la introducción de la robótica en el sector de la fabricación del calzado 
introduciendo las mínimas modificaciones en la línea productiva y conviviendo con procesos 
manuales (tal y como se ejecutan en la actualidad). Por ello debía hacerse frente a la necesidad de 
manipular zapatos que venían simplemente apoyados en la cadena de producción (manovía en el 
argot del sector), tal y como se muestra en la Figura 31. 
  
Figura 31: Zapatos apoyados en la manovía (izquierda) y configuración del sistema de visión y pinza (derecha) 
Para mejorar la estimación de la posición del zapato, basada en la extracción de características 
significativas del mismo a partir de la imagen de una cámara embarcada en el robot, se ha usado un 
filtro de partículas. Este filtro bayesiano permite realizar una estimación precisa de la posición del 
objetivo (el zapato en este caso) a partir de una secuencia de imágenes. Para ello se obtienen N 
vectores de características, cada uno de ellos correspondiente a un análisis de imagen. Esos vectores 
representan una ‘observación’ que alimenta al filtro de partículas que contiene múltiples hipótesis 
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de la posición del zapato. Una vez que el filtro ha sido alimentado por una serie de observaciones, 
es posible estimar la posición más probable o verosímil del zapato. El uso de este algoritmo permite 
el manejo de múltiples hipótesis de forma sencilla, permitiendo evitar los problemas asociados al 
ruido de sensores. Como resultado, el filtro de partículas proporciona la pose del zapato que será 
utilizada para generar el movimiento del robot. 
En [98] se describe un sistema de tracking de un objetivo a partir de las imágenes obtenidas por un 
sistema de visión termográfica implementando un algoritmo basado en filtro de partículas. El 
sistema permite que un robot manipulador desplazándose por un terreno con irregularidades 
pueda realizar la inspección de 90 km de tubo colector en una planta termo-solar. 
En [97] se presenta una aproximación basada en nubes de puntos para la estimación de la posición 
espacial de un objeto. En esa contribución se describe con detalle el proceso que consiste 
básicamente en una reducción del ruido en la nube de puntos, un filtrado espacial para reducir el 
campo de búsqueda, una clusterización de los puntos usando ‘K-d tree’ [99] y aplicación del 
algoritmo ‘Iterative Closest Point’ para obtener la correspondencia con el modelo CAD de la pieza y 
finalmente estimar la posición espacial del objeto. La Figura 32 presenta el modelo de CAD original, 
su transformación en nube de puntos y el resultado del best-fit con la nube real. 
 
Figura 32: Modelo CAD, nube de puntos extraídos del CAD y best fit con la nube real 
Finalmente, en el contexto de EUROC-PIROS se utiliza esta misma aproximación para la 
identificación de la posición espacial de una puerta de automóvil sobre la que el robot debe insertar 
un componente. En esta contribución [100] se incluye el proceso de reconstrucción de nubes de 
puntos parciales como paso previo a la aplicación del algoritmo de estimación de la posición. 
4.3.2. Inspección de defectos mediante técnicas visuales 
Las publicaciones relacionadas se incluyen en el apartado de anexos (7.2, 7.4, 7.12, 7.18 
fundamentalmente). 
En MAINBOT se desarrolló un Sistema de identificación de defectos en las instalaciones de una 
planta termosolar. El trabajo se centró en el análisis de imágenes termográficas para el análisis de la 
rotura de espejos y la detección de pérdidas de vacío y fugas en los tubos portadores del líquido 
termoportador. Para la detección de pérdidas de vacío, se desarrolló y validó un método que 
partiendo de la imagen termográfica, en la que cada pixel proporciona una información de 
temperatura, se normalizan dichos valores a la escala de grises y a continuación se identifica la línea 
correspondiente al colector. Sobre esta línea es posible identificar los cambios de temperatura y 
asociarlos con una pérdida de vacío. 
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4.3.3. Arquitecturas de control y tecnologías para la modularidad y flexibilidad 
En este apartado se resumen las contribuciones en el diseño de una arquitectura de control que 
permite dotar a los robots de la flexibilidad. El trabajo se ha desarrollado fundamentalmente en el 
contexto del proyecto FourByThree y en menor medida en Mainbot. 
En el proyecto Mainbot, la arquitectura debe dar respuesta a las necesidades de robots de servicio 
para el mantenimiento de plantas industriales extensas. Dadas las características de la problemática 
ha sido necesario diseñar dos tipologías de robots:  
 Una plataforma móvil sobre ruedas con un brazo manipulador con capacidad de navegar 
por una planta de aproximadamente 400 hectáreas. El brazo es capaz de manipular varios 
sensores (reflectómetro y cámara termográfica) para llevar a cabo la inspección de diferentes 
parámetros, como pérdida de vacío, rotura de espejos y suciedad de los espejos [101]. 
 Un robot trepador con capacidad de ‘escalar’ sobre una torre termosolar ejecutando labores 
de inspección mediante visión y corrientes inducidas [102]. 
El diseño de la arquitectura [103], desarrollada sobre ROS, ha permitido diseñar misiones de 
inspección para dos tipologías diferentes de robot, simplificando su desarrollo y la integración con 
los sistemas de gestión del mantenimiento de la planta. 
A partir de esa experiencia, los esfuerzos y la contribución han ido encaminados al desarrollo de 
una arquitectura de control para robots modulares y aplicaciones de robótica colaborativa en el 
contexto del proyecto FourByThree tal y como se recoge en diferentes publicaciones. Los resultados 
de dicha contribución se recogerán en una publicación en preparación y se adelantan en esta 
sección. 
La arquitectura, basada en ROS, consta de los componentes de la Figura 33 que se resumen a 
continuación. 
 
Figura 33: Arquitectura de control para robots modulares en aplicaciones colaborativas 
 Low level 
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Incluye aquellos componentes cercanos al hardware de control del robot y está distribuida 
en la plataforma electrónica embebida en los propios actuadores y el sistema de control 
desarrollado en ROS. En este nivel se implementan aquellos servicios y funcionalidades más 
exigentes en términos de respuesta temporal (el control de impedancia y el guiado manual). 
 Medium level 
Es el corazón de la arquitectura e incluye los módulos que permiten llevar a cabo la 
planificación y control de trayectorias, gestión y despacho de acciones para el brazo robótico 
y gestión y ejecución de programas. 
Es de destacar que se ha definido un lenguaje de programación, a semejanza de los robots 
industriales convencionales, con el ánimo de que en un futuro pueda ser adoptado por la 
comunidad robótica trabajando sobre ROS y ROS Industrial. Frente a los lenguajes de 
programación propietarios, el lenguaje se ha desarrollado con carácter ‘universal’ y abierto, 
pudiendo ser utilizable con otras plataformas robóticas, incluidas las comerciales siempre y 
cuando se disponga de un driver de ROS adecuado. En la Figura 34 se presenta la gestión de 
programas en la arquitectura y en la Figura 35 un ejemplo del lenguaje propuesto en su 
entorno de uso. 
 
Figura 34: Gestión de programas en la arquitectura 
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Figura 35: Ejemplo de programa ‘universal’ 
 High level 
Se incluyen a este nivel el resto de componentes que permiten crear un entorno colaborativo, 
fundamentalmente los relacionados con la interacción, ergonomía, planificación dinámica e 
interface de usuario.  
Cualquier nuevo componente desarrollado por terceros puede incorporarse de forma sencilla en 
esta arquitectura que, por otro lado, permite el control de diferentes cinemáticas como las definidas 
en el proyecto FourByThree, donde se han desarrollado robots de 4, 5 y 6 grados de libertad que 
comparten dicha arquitectura. 
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5. CONCLUSIONES Y TRABAJO FUTURO 
 
n este trabajo se han presentado diferentes contribuciones encaminadas a facilitar el desarrollo 
de soluciones robóticas colaborativas fáciles de usar, flexibles y seguras. 
Fáciles de usar mediante la utilización de tecnologías semánticas que permiten combinar dos 
mecanismos de interacción, los gestos y la voz, para dotar de la robustez necesaria para posibilitar 
su aplicación en entornos industriales (información redundante) y complementarse para resolver 
ambigüedades en determinadas ocasiones. La contribución incluye, además, el desarrollo de la 
tecnología necesaria para el reconocimiento de gestos.  
La seguridad es una condición necesaria para la creación de entornos colaborativos y exige el 
desarrollo de tecnologías que posibiliten la implementación de los modos de colaboración definidos 
por la normativa existente. La contribución se ha centrado en la definición de arquitecturas y 
estrategias de seguridad, así como en el desarrollo de tecnologías que permiten implementar el 
modo SSM: el seguimiento de personas y la monitorización de proximidad. Además se ha 
experimentado con potenciales usuarios de la robótica colaborativa para conocer el grado de 
aceptación de las diferentes tecnologías desarrolladas, tanto para la seguridad como para la 
interacción. El resultado de esa experimentación ha servido, también, para adaptar ciertos 
desarrollos. 
Sin embargo, sabemos que conseguir que un robot sea fácil de usar y seguro es condición necesaria 
pero no suficiente para facilitar el desarrollo de la robótica colaborativa en entornos industriales. 
Efectivamente, no podemos olvidar que un robot debe realizar el trabajo encomendado de forma 
eficiente y, para ello, debe saber adaptarse a las condiciones cambiantes del entorno (flexibilidad). 
La contribución aquí descrita se ha centrado en dos aspectos: 
 La utilización de la visión artificial para potenciar las capacidades perceptivas de los robots, 
en particular para posibilitar que puedan identificar la posición de elementos en su entorno 
con los que tiene que interaccionar, así como para determinar su estado. 
 El desarrollo de arquitecturas de control para el desarrollo de aplicaciones colaborativas. 
Todos esos desarrollos se han logrado en el ámbito de proyectos de investigación y deben ser 
refrendados en condiciones de uso real.  
 En el campo de la seguridad, la gran barrera es la certificación de los sistemas. El primer 
paso ha sido la presentación de una patente que permita proteger los desarrollos realizados 
y se deberá proceder a analizar de estrategia para conseguir su certificación.  
 En el campo de la interacción, los desarrollos pueden ser aplicados para diferentes robots 
comerciales. Su validación dependerá en gran medida del avance real de las aplicaciones 
colaborativas en el mercado. 
 En el caso de las tecnologías ligadas a la flexibilida, el proceso de validación industrial está 
en curso con varios proyectos de trasferencia industrial fundamentalmente en aplicaciones 
E 
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de ‘bin-picking’. 
La robótica colaborativa sigue ofreciendo retos que deberán ser abordados en el futuro. Las líneas 
de investigación abiertas van encaminadas a dar respuesta a algunos de esos retos: 
 Interacción. 
En la implementación actual la identificación de los patrones morfosintácticos más 
habituales se realiza manualmente a partir de una base de datos de ejemplos. El objetivo es 
que dichas reglas puedan extraerse de forma automática aplicando técnicas de aprendizaje 
automático. 
El reconocimiento de gestos aquí presentado es válido únicamente para gestos estáticos, 
pero no para aquellos que exigen un movimiento para dotarlos de significado. Esa 
problemática será abordada en próximos proyectos. 
Por último debemos seguir trabajando en el concepto del robot como interface, es decir 
posibilitar utilizar ‘la piel’ del robot como elemento de comuncación, tanto de entrada (piel 
sensible) como de salida (permitiendo utilizarlo como sistema de visualización). 
 Seguridad 
Un área de actividad interesante es la creación de metodologías que permitan facilitar el 
proceso de análisis de riesgos que, siendo obligatorios, dificultan el despliegue de robots 
colaborativos como elementos de producción flexibles (no podemos olvidar que en el 
análisis de riesgos se debe especificar la tarea a realizar por el robot, lo que entra en 
contradicción con la flexibilidad que se les exige). 
El sistema de detección de proximidad exige nuevos desarrollos para conseguir que conviva 
con condiciones del entorno físico cambiante, es decir que permita adaptar de forma 
dinámica el mapa 3D del modelo de dicho entorno. 
Un aspecto interesante es el desarrollo de tecnologías no intrusivas que permitan conocer el 
estado de la persona y sus intenciones, que además de mejorar la estrategia de seguridad, 
adaptando el comportamiento del robot, puede ser explotado para mejorar la interacción 
persona-robot. 
 Percepción 
El trabajo a corto plazo se centra en mejorar el tratamiento de nubes de puntos que permita 
explotar las capacidades de los nuevos sensores en el mercado, desarrollando algoritmos 
con tiempos de respuesta propios de aplicaciones industriales. Igualmente interesante es el 
desarrollo de tecnologías que permitan realizar medidas de forma robusta y rápida a partir 
de las nubes de puntos para aplicaciones metrológicas y de control de calidad. 
Finalmente la utilización de las tecnologías de ‘deep learning’ abre un abanico de 
posibilidades para aplicaciones de detección de defectos. 
Pero además es necesario seguir trabajando en los aspectos de divulgación de la tecnología no sólo 
en el ámbito académico y de la investigación sino contribuyendo a acercarlo al público en general, a 
las empresas y el mundo laboral.  
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6. RESUMEN PUBLICACIONES Y PATENTES 
 
n esta sección se presentan las publicaciones, eventos organizados y patentes que dan soporte 
a este trabajo. Se resaltan en negrita aquellas directamente relacionados con el presente 
trabajo.  
El resto de los trabajos publicados no se incluyen en este documento ya que son, o bien resultados 
parciales, o resultado de otras actividades realizadas en proyectos que no están directamente 
relacionadas con los trabajos de investigación presentados en esta memoria. 
6.1. Resumen de las publicaciones incluidas en esta memoria 
Revistas 
Iñaki Maurtua, Izaskun Fernández, Alberto Tellaeche, Johan Kildal, Aitor Ibarguren, Basilio 
Sierra. Natural Multimodal Communication for Human-Robot Collaboration. International 
Journal of Advanced Robotic Systems. 2017 [91] 
 
Iñaki Maurtua, Aitor Ibarguren, Johan Kildal, Loreto Susperregi, Basilio Sierra. Human Robot 
collaboration in Industrial applications: safety, interaction and trust. International Journal of 
Advanced Robotic Systems. 2017 [93]. 
 
Aitor Ibarguren, Iñaki Maurtua, Miguel Angel Pérez, Basilio Sierra: Multiple target tracking 
based on particle filtering for safety in industrial robotic cells. Robotics and Autonomous 
Systems 72: 105-113 (2015) [94] 
 
Torsten Felsch, Gunnar Strauss, Carmen Perez, José M. Rego, Iñaki Maurtua, Loreto Susperregi, 
Jorge R. Rodríguez: Robotized Inspection of Vertical Structures of a Solar Power Plant Using 
NDT Techniques. Robotics 4(2): 103-119 (2015) [102] 
 
Aitor Ibarguren, José María Martínez-Otzeta, Iñaki Maurtua: Particle Filtering for Industrial 
6DOF Visual Servoing. Journal of Intelligent and Robotic Systems 74(3-4): 689-696 (2014) [104] 
 
Aitor Ibarguren, Jorge Molina, Loreto Susperregi, Iñaki Maurtua: Thermal Tracking in Mobile 
Robots for Leak Inspection Activities. Sensors 13(10): 13560-13574 (2013) [98] 
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Aitor Ibarguren, Iñaki Maurtua, Basilio Sierra: Layered Architecture for Real-Time Sign 
Recognition. The Computer Journal. 53(8): 1169-1183 (2010) [45] 
 
Aitor Ibarguren, Iñaki Maurtua, Basilio Sierra: Layered architecture for real time sign recognition: 
Hand gesture and movement. Engineering Applications of Artificial Intelligence, 23(7): 1216-1228 
(2010) [44] 
 
Capítulos en Libros 
Iñaki Maurtua. Wearable Technology in Automotive Industry: from Training to Real Production, 
Human-Computer Interaction, Chapter 4, Inaki Maurtua (Ed.), InTech, (2009) DOI: 10.5772/7742. 
Available from: https://www.intechopen.com/books/human-computer-interaction/wearable-
technology-in-automotive-industry-from-training-to-real-production [105] 
 
Maurtua I., Unceta M., Pérez M.A. (2007) Experimenting Wearable Solutions for Workers’ 
Training in Manufacturing. In: Jacko J.A. (eds) Human-Computer Interaction. HCI Applications 
and Services. HCI 2007. Lecture Notes in Computer Science, vol 4553 (663-671). Springer, Berlin, 
Heidelberg [106] 
 
Editor de libros 
Human Machine Interaction - Getting Closer. Edited by Maurtua Inaki, ISBN 978-953-307-890-8, 
270 pages, Publisher: InTech, Chapters published January 25, 2012 [107] 
 
Human-Computer Interaction, Edited by Inaki Maurtua, ISBN 978-953-307-022-3, 570 pages, 
Publisher: InTech, Chapters published December 01, 2009 [108] 
 
Congresos 
Johan Kildal, Koray Tahiroglu, Juan Carlos Vasquez, Iñaki Maurtua. Studying Human-Robot 
Collaboration in an Artistic Creative Processes. 2017 Conference on Human-Robot Interaction 
(HRI2017), ReHRI’17 – International Workshop on reproducible HRI experiments: scientific 
endeavors, benchmarking and standardization. 2017, Viena [109] 
 
Iñaki Maurtua, Izaskun Fernández, Johan Kildal, Loreto Susperregi, Alberto Tellaeche, Aitor 
Ibarguren:  Enhancing safe human-robot collaboration through natural multimodal 
communication. ETFA 2016: 1-8 [110] 
 
Iñaki Maurtua, Nicola Pedrocchi, Andrea Orlandini, Jose de Gea Fernandez, Christian Vogel, 
Aaron Geenen, Kaspar Althoefer, Ali Shafti: FourByThree: Imagine humans and robots working 
hand in hand. ETFA 2016: 1-8 [111] 
 
Iñaki Maurtua, Loreto Susperregi, Ander Ansuategui, Ane Fernández, Aitor Ibarguren, Jorge 
Molina, Carlos Tubio, Cristobal Villasante, Torsten Felsch, Carmen Pérez, Jorge R. Rodriguez, 
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and Meftah Ghrissi: Non-destructive inspection in industrial equipment using robotic mobile 
manipulation, AIP Conference Proceedings 1734, 130013 (2016) [101] 
 
Alberto Tellaeche, Iñaki Maurtua, Aitor Ibarguren: Use of machine vision in collaborative 
robotics: An industrial case. ETFA 2016: 1-6 [100] 
 
Iñaki Maurtua, Izaskun Fernandez, Johan Kildal, Loreto Susperregi, Alberto Tellaeche, Aitor 
Ibarguren: Interacting with collaborative robots in industrial environments: A semantic 
approach. ICAPS 2016 Workshop on "Planning, Scheduling and Dependability in Safe Human-
Robot Interactions", 2016, Londres. [112] 
 
Revisiting the end user’s perspective in collaborative human-robot interaction: Proceedings of 
the 19th International Conference on CLAWAR 2016. In book: Advances in Cooperative 
Robotics, pp.196-204 [113] 
 
Alberto Tellaeche, Iñaki Maurtua, Aitor Ibarguren: Human robot interaction in industrial 
robotics. Examples from research centers to industry. ETFA 2015: 1-6 [114] 
 
Alberto Tellaeche, Iñaki Maurtua: 6DOF pose estimation of objects for robotic manipulation. A 
review of different options. ETFA 2014: 1-8 [97] 
 
Iñaki Maurtua, Loreto Susperregi, Ane Fernández, Carlos Tubio, Torsten Felsch, Carmen Pérez, 
Jorge R. Rodriguez, and Meftah Ghrissi: MAINBOT – Mobile Robots for Inspection and 
Maintenance in Extensive Industrial Plants. Energy Procedia, Volume 49, Pages 1-2532 (2014), 
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