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Resumo
Desenvolveu-se um co´digo nume´rico baseado em Algoritmos Gene´ticos e esquemas de
ana´lise modal baseados no Me´todo dos Elementos Finitos, visando a s´ıntese de dispos-
itivos fotoˆnicos. A primeira aplicac¸a˜o diz respeito a` s´ıntese de perfis de fibras o´pticas
com dispersa˜o deslocada cuja curva de dispersa˜o croma´tica na faixa de interesse fosse o
mais plana poss´ıvel e pro´xima de zero. Tal comportamento e´ importante para aumen-
tar a taxa de transmissa˜o da fibra. Treˆs diferentes perfis foram otimizados utilizando o
programa desenvolvido e os resultados se mostraram superiores a perfis anteriormente
publicados. Uma segunda aplicac¸a˜o foi a s´ıntese de um polarizador passivo. Esse tipo
de polarizador garante a rotac¸a˜o de modos TE e TM sem a necessidade de um dis-
positivo ativo ou anisotro´pico. E´ necessa´rio que o guia que compo˜e o polarizador seja
altamente assime´trico para que a taxa de conversa˜o TE/TM seja alta. Ale´m disso, e´
importante obter dispositivos curtos, capazes de realizar tal conversa˜o em um compri-
mento pequeno, favorecendo a miniaturizac¸a˜o e, portanto, sua posterior integrac¸a˜o. Os
resultados foram bastante encorajadores, superando os resultados ate´ enta˜o publicados.
Abstract
We developed a numerical code based on Genetic Algorithm and modal analysis scheme
based on Finite Element Method to optimize photonic devices. The first application of
our program was in dispersion-flattened fiber synthesis. Those fibers should have a shift
dispersion curve in such a way that the chromatic dispersion in the desired band be as
flat as possible. This behavior is important to increase the transmission rate. Three
different profiles were tried and the results are superior than the previous published
ones. A second application was the passive polarization converter. This converter
can guarantee a TE/TM mode rotation without an active device or anisotropic media.
It is necessary that the converter’s waveguide be as asymmetric as possible, so the
TE/TM conversion rate can be high. On the other hand, it is important to obtain
short devices, so that the integration can be facilitated. Once more, the results were
excellent, overcoming the ones published until now.
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Cap´ıtulo 1
Introduc¸a˜o
Atualmente, as ide´ias de Darwin e Mendel de que a vida em suas diversas formas
evolui por selec¸a˜o natural e adaptac¸a˜o controlada pela sobreviveˆncia dos indiv´ıduos
ja´ esta˜o amplamente divulgadas. Com isso, surge a ide´ia de se tentar implementar
em computadores os operadores utilizados pela natureza e aplica´-los a problemas de
otimizac¸a˜o em engenharia.
Na u´ltima de´cada, a popularizac¸a˜o de Algoritmos Gene´ticos (AG) em diversas
a´reas do conhecimento mostrou-se cada vez mais maior. Problemas que se encontravam
sem soluc¸a˜o na a´rea de otimizac¸a˜o, de reconhecimento de padro˜es e de controle robo´tico,
entre outros, foram resolvidos com resultados surpreendemente bons pela aplicac¸a˜o de
AG. Parece cada vez mais claro que os AG se tornara˜o parte importante dentro das
ferramentas computacionais [1].
Na a´rea de eletromagnetismo, AG ganham cada vez mais espac¸o. Desde o
comec¸o da de´cada de 90 eles sa˜o utilizados na s´ıntese de antenas. Recentemente, foram
aplicados a problemas de s´ıntese de filtros, de espalhamento inverso e amplificadores
[2]. Atualmente, va´rias confereˆncias internacionais da a´rea dedicam pelo menos uma
sessa˜o aos AG. Tambe´m chegaram a ser utilizados em redes de comunicac¸o˜es o´pticas.
A s´ıntese de dispositivos fotoˆnicos, no entanto, na˜o havia ate´ hoje recebido a mesma
atenc¸a˜o.
O enfoque principal deste trabalho na˜o e´, no entanto, em AG. Os AG utilizados
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sa˜o bastante simples, sem qualquer operador sofisticado. A intenc¸a˜o do trabalho e´ no
desenvolvimento de ferramentas de s´ıntese de dispositivos fotoˆnicos.
Este trabalho apresenta a aplicac¸a˜o ine´dita de AG em dois diferentes problemas
de s´ıntese de dispositivos fotoˆnicos. Para cada caso, utilizamos um programa de ana´lise
distinto desenvolvido anteriormente pelo grupo de pesquisa coordenado pelo Prof. Hugo
Herna´ndez-Figueroa.
Esta dissertac¸a˜o esta´ dividida da seguinte forma:
O segundo cap´ıtulo apresenta como AG podem facilmente ser implementados. Nele,
os operadores simples de um AG esta˜o ilustrados e um problema bastante simples
e´ resolvido por meio de AG. Tambe´m sa˜o feitas comparac¸o˜es entre os diferentes
tipos de operadores e suas limitac¸o˜es.
O terceiro cap´ıtulo mostra uma aplicac¸a˜o ine´dita de AG para a s´ıntese de perfis com
dispersa˜o plana. O objetivo principal e´ o de sintetizar perfis de ı´ndice de refrac¸a˜o
cuja curva de dispersa˜o na faixa de interesse seja a mais plana poss´ıvel. Para
este caso, utilizou-se um programa de ana´lise baseado em elementos finitos unidi-
mensionais, desenvolvido previamente pelo grupo. A resoluc¸a˜o desse problema e´
importante para se obter altas taxas de transmissa˜o na fibra o´ptica. Este rendeu
tambe´m a primeira publicac¸a˜o relevante deste trabalho.
O quarto cap´ıtulo mostra uma outra aplicac¸a˜o, tambe´m ine´dita, com dificuldade de
soluc¸a˜o mais elevada. Nele, utilizou-se essencialmente o mesmo AG, mas passou-se
a utilizar um co´digo de ana´lise baseado em elementos finitos vetoriais, pois ambas
as componentes de campo sa˜o necessa´rias. Neste cap´ıtulo, polarizadores passivos,
sem a necessidade de anisotropia ou componentes ativos, foram sintetizados. Os re-
sultados tambe´m se mostraram promissores e em breve sera˜o submetidos a revistas
especializadas.
A conclusa˜o apresenta sugesto˜es para futuros trabalhos e faz um resumo da im-
portaˆncia do me´todo desenvolvido e suas limitac¸o˜es.
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Os apeˆndices mostram alguns to´picos estudados que foram importantes para o desen-
volvimento da dissertac¸a˜o e os arquivos utilizados na ana´lise.
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Cap´ıtulo 2
Algoritmos Gene´ticos
2.1 Revisa˜o Bibliogra´fica
Ainda que as ide´ias por tra´s dos Algoritmos Gene´ticos (AG) datem do final da
de´cada de 50 [3], os AG como conhecemos hoje foram criados por John Holland nos
anos 60 e desenvolvidos por seu grupo de pesquisa ate´ meados dos anos 70 [4].
Ao contra´rio da abordagem ate´ enta˜o utilizada de se usar AG para resolver pro-
blemas espec´ıficos, Holland passou a estudar formalmente os fenoˆmenos de adaptac¸a˜o,
naturais ou artificiais, com o propo´sito de incorporar estes mecanismos de adaptac¸a˜o
a ambientes computacionais. Ele apresentou os AG como uma abstrac¸a˜o da evoluc¸a˜o
biolo´gica, tendo como inovac¸o˜es significativas a utilizac¸a˜o conjunta de operadores de re-
combinac¸a˜o, inversa˜o e mutac¸a˜o e de um nu´mero elevado de indiv´ıduos em cada gerac¸a˜o
[5].
Um dos alunos de Holland, David Goldberg, que inicialmente se mostrava in-
teressado em resolver problemas de encanamento de ga´s natural, passou a ser, depois
de sua tese de doutorado, um dos grandes responsa´veis pela popularizac¸a˜o dos AG. Em
1989, apo´s uma se´rie de simulac¸o˜es, ele publicou um livro, cujo prefa´cio e´ do pro´prio
Holland, que ate´ hoje ainda e´ uma das principais refereˆncias, especialmente para a
comunidade envolvida com problemas de eletromagnetismo [1].
Na a´rea de eletromagnetismo, os AG foram inicialmente utilizados com sucesso
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no comec¸o da de´cada de 90 [6]. Em antenas, onde os co´digos de ana´lise, por serem
mais antigos, ja´ estavam suficientemente testados, comec¸am a aparecer os primeiros
artigos nessa mesma e´poca [7]. A partir de enta˜o, inu´meros trabalhos foram publicados,
dentre os quais treˆs se destacam por apresentar uma abordagem geral das aplicac¸o˜es
de AG em eletromagnetismo [8]-[10]. Nesses trabalhos, sa˜o apresentados de forma
abrangente os mais diversos usos de AG, bem como exemplos e resultados. A teoria
ba´sica, desenvolvida em [1] tambe´m e´ apresentada nesses trabalhos.
Apenas no final da de´cada 90 os principais trabalhos de AG em eletromag-
netismo foram compilados em um livro e editado por dois dos principais autores dessa
a´rea na de´cada, Eric Michielssen e Yahya Rahmat-Samii [2]. Ainda que apresente
aplicac¸o˜es como filtros e espalhamento inverso, a maior parte do livro e´ de fato voltada
para aplicac¸o˜es em antenas.
Na a´rea de s´ıntese de perfis e dispositivos fotoˆnicos, o primeiro trabalho so´ foi
apresentado em 2001 [11],[12]. Isto deveu-se a` complexidade dos me´todos nume´ricos
dispon´ıveis para o´ptica. Apenas com um programa de ana´lise confia´vel seria poss´ıvel
a utilizac¸a˜o de AG. Durante a de´cada de 90, enquanto florescia a pesquisa em AG
para antenas, o foco de pesquisa na a´rea de me´todos nume´ricos em o´ptica ainda era
em ferramentas de ana´lise confia´veis. Apenas quando um programa suficientemente
robusto fosse desenvolvido seria poss´ıvel se aplicar AG. Este problema so´ foi resolvido
em 1999 [13].
2.2 Inspirac¸a˜o Biolo´gica
A compreensa˜o de como mecanismos evolutivos e gene´ticos atuavam na na-
tureza de forma a beneficiar os mais adaptados so´ comec¸ou a ser elucidada quando
Gregor Mendel, em 1866, atacou o problema por meio do cruzamento de ervilhas. Ele
concentrou-se em poucas caracter´ısticas contrastantes, como cor e textura, desenvolveu
um programa controlado de cruzamentos e sugeriu que os fenoˆmenos observados fossem
devidos ao que hoje conhecemos por genes.
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Essa foi, sem du´vida, a explicac¸a˜o mais pro´xima da realidade dada ate´ enta˜o.
Faltava ainda explicar como esses genes atuavam. No entanto, o trabalho de Mendel
foi esquecido e apenas em 1900, apo´s sua morte, e´ que ele foi resgatado. Curiosamente,
ele foi usado por criacionistas— cr´ıticos da evoluc¸a˜o, que acreditam na criac¸a˜o divina
dos seres vivos— para combater a Teoria da Selec¸a˜o Natural, apresentada por Charles
Darwin em 1859 [14].
O que Darwin propoˆs em sua teoria foi que a evoluc¸a˜o, nesta e´poca ja´ ampla-
mente divulgada dentro da comunidade cient´ıfica mas ainda sem explicac¸a˜o convincente,
atuava atrave´s da selec¸a˜o natural. Este processo, aliado a` diversidade gene´tica, elimi-
nava da populac¸a˜o os indiv´ıduos menos adaptados, favorecendo aqueles mais adaptados
a um determinado ambiente. O trabalho de Darwin pode ser resumido da seguinte
forma [5]:
1) Os filhos tendem a ser em maior nu´mero que os pais.
2) O nu´mero de indiv´ıduos de uma espe´cie de uma gerac¸a˜o para outra permanece
constante.
3) Dos ı´tens acima, conclui-se que havera´ competic¸a˜o pela sobreviveˆncia.
4) Dentro de uma mesma espe´cie, os indiv´ıduos apresentam pequenas diferenc¸as,
muitas delas presentes nos respectivos pais.
5) O princ´ıpio da selec¸a˜o natural indica que os indiv´ıduos cujas variac¸o˜es se adaptaram
melhor ao ambiente tera˜o mais chances de sobreviver e se reproduzir.
Em 1930, um grupo de renomados cientistas da a´rea de evoluc¸a˜o e gene´tica pro-
moveu o que se conhece por S´ıntese Moderna, que pela primeira vez reuniu as ide´ias de
Darwin e Mendel para uma explicac¸a˜o mais completa do processo evolutivo. Ao aceitar
que caracter´ısticas gene´ticas poderiam ser herdadas e propagadas e que a mutac¸a˜o
poderiam acrescentar a variabilidade ao sistema, assim como a reproduc¸a˜o sexuada, a
variabilidade necessa´ria para a selec¸a˜o natural atuar estava explicada [15].
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A selec¸a˜o natural e´, portanto, o mecanismo para a preservac¸a˜o de pequenas
variac¸o˜es gene´ticas nos organismos, responsa´veis por sua maior adaptabilidade. Ela e´
altamente probabil´ıstica e atua essencialmente sobre o indiv´ıduo, ainda que sua resul-
tante possa se manifestar na espe´cie. E a espe´cie e´ o beneficia´rio final de todo processo
evolutivo.
Este u´ltimo fator, de ser a espe´cie o principal beneficia´rio do processo ainda
que este atue sobre os indiv´ıduos, foi a principal inspirac¸a˜o para o uso do princ´ıpio
da selec¸a˜o natural em problemas que na˜o estariam, a princ´ıpio, relacionados com a
Biologia, sendo a ”espe´cie”o dispositivo desejado. A aplicac¸a˜o de um processo evolutivo
resultaria em dispositivos ”melhor adaptados”, ou seja, de desempenho elevado, mesmo
que a princ´ıpio se tenha apenas dispositivos de desempenho baixo e/ou me´dio.
2.3 Por que Algoritmos Gene´ticos?
A escolha do me´todo de otimizac¸a˜o mais adequado para cada problema depende
fortemente do seu tipo. Para problemas lineares com restric¸o˜es lineares, programac¸a˜o
linear parece o mais adequado. Se o problema puder ser decomposto em diferentes
esta´gios, o mais adequado seria programac¸a˜o dinaˆmica. Para problemas na˜o-lineares
com restric¸o˜es lineares ou na˜o lineares, o melhor seria a escolha de um me´todo de
otimizac¸a˜o na˜o-linear. Outros me´todos tambe´m surgiram recentemente na a´rea da
Pesquisa Operacional (PO), tais como Busca Tabu e Simulated Annealing. Por que
enta˜o se escolher AG?
Para a PO de forma geral, ainda que para determinados tipos de problemas os
AG sejam menos eficientes que me´todos espec´ıficos, eles sa˜o amplamente utilizados por
sua: 1)versatilidade; 2)robustez; 3)simplicidade; 4)eficieˆncia.
1) Versatilidade: AG sa˜o capazes de lidar com diferentes tipos de problemas sem
grandes mudanc¸as no programa principal. Para o programa, e´ transparente a
forma como e´ calculada a func¸a˜o custo (func¸a˜o fitness). Como na˜o necessita de in-
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formac¸o˜es adicionais da func¸a˜o, pode facilmente ser usado para diferentes func¸o˜es.
2) Robustez: Ainda que apresentem uma taxa de convergeˆncia apenas boa, pois na˜o
se pode garantir a obtenc¸a˜o do ma´ximo, sa˜o normalmente robustos o bastante para
convergirem para a regia˜o de ma´ximo.
3) Simplicidade: A relativa simplicidade, comparada com os demais me´todos de otimi-
zac¸a˜o, tambe´m foi uma das grandes responsa´veis pela escolha de AG em diferentes
a´reas. Tanto a simplicidade de entendimento do processo quanto de programac¸a˜o
devem ser destacadas.
4) Eficieˆncia: Os resultados, obviamente, tambe´m fazem parte das caracter´ısticas im-
portantes. De nada adiantaria as demais caracter´ısticas se os resultados na˜o fossem
animadores. E eles sa˜o! Com AG usando apenas os operadores ba´sicos, problemas
de complexidade me´dia podem ser resolvidos.
Para problemas de eletromagnetismo, podemos ainda acrescentar uma carac-
ter´ıstica que torna os AG ainda mais eficiente: AG na˜o fazem exigeˆncia de derivadas,
continuidade ou qualquer informac¸a˜o adicional da func¸a˜o. Em problemas de eletromag-
netismo, fazer qualquer exigeˆncia no que diz respeito a natureza da func¸a˜o restringiria
bastante a capacidade de busca. Por outro lado, me´todos tradicionais, como Newton,
Gradiente e Gradiente-Conjugado, na˜o so´ fazem exigeˆncias pesadas (derivadas de ate´
terceira ordem cont´ınuas) em relac¸a˜o a` func¸a˜o quanto sera˜o ta˜o mais eficientes quanto
melhor se comportar a func¸a˜o, no que diz respeito a`s suas derivadas de primeira, segunda
e terceira ordem.
Ale´m de normalmente na˜o apresentarem continuidade nas derivadas de mais alta
ordem, as func¸o˜es que se trabalha em eletromagnetismo apresentariam um alto custo
computacional para aqueles que necessitassem do ca´lculo de suas derivadas. Ainda que
isso fosse feito, outro problema que se apresentaria seria a impossibilidade de se aplicar
o mesmo programa a outro problema, uma vez que o programa estaria baseado em
derivadas da func¸a˜o.
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2.4 Terminologia
Como AG se utilizam de uma terminologia importada da Biologia, especial-
mente da a´rea de Evoluc¸a˜o, e´ importante se definir os principais termos, a serem uti-
lizados daqui por diante.
Genes: Paraˆmetros a serem otimizados. Assim como na evoluc¸a˜o natural, formam o
bloco ba´sico de uma otimizac¸a˜o por meio de AG. No caso de codificac¸a˜o bina´ria
(mais comum), os genes sa˜o formados por alelos (bits).
Cromossomo: Uma soluc¸a˜o poss´ıvel do problema. E´ formado por um conjunto de
genes. Em cada um estara˜o representados todos os paraˆmetros a serem otimizados.
Populac¸a˜o Inicial: Um conjunto finito de cromossomos. A partir desta populac¸a˜o
os AG tentara˜o evoluir para uma melhor soluc¸a˜o do problema. Normalmente, as
melhores soluc¸o˜es desta populac¸a˜o inicial ainda se encontram muito longe de uma
soluc¸a˜o razoa´vel.
Gerac¸o˜es: Populac¸o˜es consecutivas de cromossomos. A partir da populac¸a˜o inicial, su-
cessivas gerac¸o˜es de cromossomos sera˜o geradas, analisadas, cruzadas e propagadas
ou descartadas.
Pais: A partir da populac¸a˜o inicial, pares de cromossomos (pais) sera˜o escolhidos. Suas
caracter´ısticas sera˜o combinadas gerando novos cromossomos filhos.
Filhos: A partir dos pais e atrave´s do processo de cruzamento gene´tico, uma populac¸a˜o
de filhos e´ gerada, substituindo os pais na pro´xima gerac¸a˜o.
Cruzamento: Tendo sido escolhidos os dois pais, ha´ uma mistura em seus co´digos
gene´ticos. Na forma mais comum, cruzamento simples, sorteia-se um ponto qual-
quer no cromossomo e troca-se os genes a partir daquele ponto, gerando assim dois
filhos.
Mutac¸a˜o: De forma aleato´ria, escolhe-se um gene e se altera alguma caracter´ıstica sua.
Para representac¸a˜o bina´ria do cromossomo, inverte-se o valor do bit. Obviamente,
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a probabilidade associada a este operador e´ baixa, do contra´rio ter´ıamos uma
procura essencialmente aleato´ria.
Func¸a˜o de adaptac¸a˜o (custo): E´ a func¸a˜o objetivo, que define o foco da otimizac¸a˜o.
Cada indiv´ıduo na populac¸a˜o deve possuir um valor de func¸a˜o de adaptac¸a˜o (tam-
be´m conhecida na literatura por func¸a˜o fitness). Essa func¸a˜o sera´ a responsa´vel
pela ligac¸a˜o entre o problema f´ısico e o Algoritmo Gene´tico.
2.5 Algoritmos Gene´ticos Simples
Um Algoritmo Gene´tico simples pode ser dividido em representac¸a˜o, inicial-
izac¸a˜o, reproduc¸a˜o e renovac¸a˜o.
A) Representac¸a˜o: Para que se possa confinar em um computador o problema
f´ısico que se atacara´, define-se como a estrutura deve ser representada na forma de um
co´digo que o AG possa trabalhar. Devera˜o estar representadas todas as soluc¸o˜es que
possam ser interessantes no processo de busca, ou pelo menos toda a regia˜o de interesse.
Obviamente, mais de um tipo de representac¸a˜o e´ poss´ıvel, com nu´meros inteiros, reais
ou bina´rios. O AG mais simples utiliza codificac¸a˜o bina´ria (2.1). Nela, a nossa varia´vel
x ira´ assumir valores entre xmin e xmax. Utilizando o mesmo princ´ıpio para as demais
varia´veis, tem-se uma se´rie de bits X representando toda a estrutura f´ısica.
x = xmin +
xmax − xmin
2Nx − 1
Nx−1∑
j=0
bxj 2
j (2.1)
onde bxj sa˜o os Nx bits que descrevem x com j = 0, . . . , Nx − 1. Outras codificac¸o˜es
tambe´m sa˜o poss´ıveis, como co´digo de Gray e espac¸amento na˜o-uniforme, mas apresen-
tariam uma complexidade maior para serem implementadas.
Finalmente, deve-se buscar a transformac¸a˜o em uma func¸a˜o matema´tica do
objetivo de otimizac¸a˜o. Por exemplo, se desejamos minimizar uma determinada car-
acter´ıstica C(X), deve-se enta˜o maximizar −|C(X)|. Seu ma´ximo ocorrera´ quando a
caracter´ıstica estiver ausente (C(X) = 0). Para se maximizar um segundo objetivo
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C ′(X), simplesmente acrescenta-se este a` func¸a˜o. Pode ocorrer ainda, e normalmente
ocorre, que os valores de C(X) e C ′(X) sejam de ordem de grandeza distintas, ou que
um deles deva ter uma importaˆncia maior. Supondo C(X) muito menor que C ′(X)
e com importaˆncia relativa alta, tem-se que multiplica´-lo por um fator f . O ajuste
de f deve ser feito praticamente de forma manual. Assim, pode-se ter a func¸a˜o (2.2)
representando uma poss´ıvel func¸a˜o custo.
F (X) = f × | − C(X)|+ C ′(X) (2.2)
B) Inicializac¸a˜o: E´ feita preenchendo-se um nu´mero predeterminado de paraˆme-
tros, normalmente de forma aleato´ria. Estes sa˜o os genes e seu conjunto formara´ um
cromossomo. A cada cromossomo dessa populac¸a˜o inicial sera´ associado um valor de
aptida˜o. O conjunto destes cromossomos formara´ enta˜o a populac¸a˜o inicial. Foi obser-
vado que para se manter uma diversidade populacional razoa´vel, se deveria trabalhar
com uma populac¸a˜o inicial de dimenso˜es da mesma ordem de grandeza que o nu´mero
de genes (bits) [1],[9].
C) Reproduc¸a˜o: Comec¸a pela selec¸a˜o dos pais. Existem va´rias formas de sele-
ciona´-los, mas a mais comum e´ a conhecida por sorteio por roleta. Neste, cada indiv´ıduo
e´ representado na roleta por uma a´rea proporcional a` sua aptida˜o, enquanto a a´rea total
da roleta representa a soma de todas as aptido˜es. Um nu´mero aleato´rio entre 0 e a soma
das aptido˜es, representando uma rodada na roleta, e´ sorteado. O pai equivalente a este
nu´mero e´ enta˜o selecionado para o cruzamento. Ainda que este processo seja aleato´rio,
ele ira´ privilegiar aqueles indiv´ıduos que possuem maior aptida˜o, pois ocupara˜o uma
a´rea maior da roleta. A Fig. 2.1 ilustra este processo.
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Figura 2.1: Selec¸a˜o proporcional representada por uma roleta com a´reas proporcionais a`s suas aptido˜es
relativas
Esta forma, ainda que amplamente utilizada, na˜o e´ utilizada neste trabalho,
pois, ao utiliza´-la, mede-se apenas a aptida˜o relativa dos indiv´ıduos. O que podera´
acontecer, e normalmente acontece, e´ que, se o melhor da primeira gerac¸a˜o for muito
superior aos demais, o algoritmo ira´ convergir para regio˜es muito pro´ximas a`quele, ainda
que ele na˜o seja uma boa soluc¸a˜o para o problema. A pressa˜o seletiva nesse caso e´ muito
alta. Uma forma de se diminuir esta pressa˜o e´ o que se conhece por selec¸a˜o por torneio.
Na selec¸a˜o por torneio, sorteia-se de forma aleato´ria um certo nu´mero (nor-
malmente um par) de indiv´ıduos e se compara suas aptido˜es. O ”vencedor”e´ enta˜o
armazenado enquanto o ”perdedor”e´ recolocado na populac¸a˜o. Repete-se o processo
para que se tenha dois ”vencedores”. Estes sera˜o enta˜o cruzados. Este processo ainda
mante´m a aleatoriedade, parte importante em AG, mas na˜o privilegia tanto o mais
adaptado, pois ele devera´ ser sorteado aleatoriamente. A Fig. 2.2 ilustra este processo.
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Figura 2.2: Selec¸a˜o por torneio, onde os vencedores de cada torneio sera˜o selecionados
Ainda na reproduc¸a˜o, deve-se misturar de alguma forma o co´digo gene´tico dos
dois pais escolhidos. O tipo de cruzamento depende do tipo de representac¸a˜o adotada.
A mais simples de todas adota uma codificac¸a˜o bina´ria, onde uma sequ¨eˆncia de bits
representa um gene. O cruzamento mais simples troca, a partir de um ponto qualquer do
cromossomo, o co´digo gene´tico dos pais. Assim, as informac¸o˜es gene´ticas dos indiv´ıduos
mais adaptados se propagara˜o. A Fig. 2.3 ilustra este processo.
Finalmente, o processo de mutac¸a˜o altera um gene de forma aleato´ria. A chance
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     Pai 2       Pai 1 Filho1 Filho2
              Cruzamento
Figura 2.3: Cruzamento do tipo simples, em um u´nico ponto, gerando dois filhos
de ocorrer este evento e´ bastante pequena. Este operador e´ responsa´vel apenas pelo
acre´scimo de um pequeno ru´ıdo ao sistema, na tentativa de evitar que ele fique preso a
um ma´ximo local. A chance de que uma mutac¸a˜o ocorra normalmente esta´ entre 0,01
e 0,07. A Fig. 2.4 mostra esquematicamente este processo.
Gen  mutante
         Gene Mutante
Figura 2.4: Mutac¸a˜o aleato´ria atuando em um dos genes.
D) Renovac¸a˜o: Consiste em, uma vez gerados os filhos pelo processo de re-
produc¸a˜o, estes ira˜o assumir o lugar dos pais na nova gerac¸a˜o. A forma como e´ feita
a renovac¸a˜o pode variar, especialmente no que diz respeito a` porcentagem de pais a
ser eliminada. Os AG mais simples eliminam 100% dos pais, na˜o havendo assim super-
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posic¸a˜o entre as gerac¸o˜es. AG mais eficientes usam, no entanto uma taxa de renovac¸a˜o
que varia de 30 a 70%.
Outro ponto bastante importante na etapa de renovac¸a˜o e´ conhecido por elitismo.
Para que na˜o se perca durante o processo boas soluc¸o˜es, uma vez que em AG sempre
teremos envolvida uma certa aleatoriedade, a pior soluc¸a˜o de uma gerac¸a˜o e´ automati-
camente substitu´ıda pela melhor soluc¸a˜o da gerac¸a˜o anterior.
O processo completo de um AG simples e´ ilustrado na Fig. 2.5.
Figura 2.5: Diagrama de blocos de um otimizador gene´tico simples
2.6 Simulac¸a˜o de um Algoritmo Gene´tico Simples
A seguir, ilustra-se como um AG simples pode solucionar problemas onde te´cnicas
tradicionais teriam uma certa dificuldade, pois a func¸a˜o apresenta uma se´rie de ma´ximos
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e mı´nimos espalhados. Ainda que a func¸a˜o escolhida seja aparentemente simples, vamos
ilustrar por que te´cnicas tradicionais falhariam. Seja a func¸a˜o
f(x) = xsen(10pix) + 2 (2.3)
definida no intervalo [−1, 2], cujo gra´fico e´ mostrado na Fig. 2.6
i
j
O
Figura 2.6: Gra´fico da func¸a˜o xsen(10 pi x)+2
Ainda que parec¸a simples, esta func¸a˜o apresenta uma se´rie de ma´ximos e mı´nimos
locais que poderiam dificultar um programa de otimizac¸a˜o baseado em derivadas. Es-
tas te´cnicas tradicionais poderiam apontar um ma´ximo local como sendo global por
na˜o conseguir identificar que tipo de ma´ximo foi atingido. A func¸a˜o em questa˜o na˜o
e´ nem convexa nem coˆncava, exigeˆncias comuns em programac¸a˜o na˜o-linear. AG bas-
tante simples, como os descritos na sec¸a˜o anterior, apresentam um desempenho bastante
razoa´vel.
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Nesta simulac¸a˜o, foram utilizados os seguintes valores: tamanho da populac¸a˜o-
30 indiv´ıduos; nu´mero ma´ximo de gerac¸o˜es- 15; nu´mero de bits (alelos)= 16; cruzamento
simples tipo roleta. A transformac¸a˜o de nu´mero real para co´digo bina´rio foi feita de
acordo com a equac¸a˜o
x = −1 + 3(
i=alelos∑
i=0
2i)/(alelos− 1) (2.4)
O ma´ximo da func¸a˜o (2.3) no intervalo estabelecido e´ obtido em x = 1, 85059 e
seu valor e´ f(x) = 3, 850271. A Fig. 2.7 mostra a evoluc¸a˜o do programa na obtenc¸a˜o
deste ma´ximo, sem o uso de elitismo. Tanto o valor me´dio quanto o valor ma´ximo da
populac¸a˜o sa˜o mostrados. Deve ser notado que da primeira para a segunda gerac¸a˜o ha´
uma queda na qualidade do melhor indiv´ıduo. Tal queda so´ e´ recuperada a partir da
de´cima gerac¸a˜o.
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Figura 2.7: Evoluc¸a˜o do melhor e da me´dia da populac¸a˜o para a Equac¸a˜o (2.3) sem o uso de elitismo.
O uso de elitismo e´, portanto, altamente recomendado. No exemplo anterior
seria poupado o tempo relativo a dez gerac¸o˜es, o que, para problemas como os que
sera˜o apresentados, e´ um tempo bastante significativo. Ale´m disso, a presenc¸a do
melhor indiv´ıduo na populac¸a˜o aumenta as chances de obtenc¸a˜o de um indiv´ıduo ainda
melhor. Para o mesmo problema, a Fig. 2.8 ilustra a evoluc¸a˜o do melhor e da me´dia
dos indiv´ıduos utilizando-se elitismo. Pode-se observar que na˜o ha´ queda na qualidade
do melhor enquanto a me´dia da populac¸a˜o apresenta uma melhora mais significativa
que a mostrada sem elitismo na Fig. 2.7.
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Figura 2.8: Evoluc¸a˜o do melhor e da me´dia da populac¸a˜o para a Equac¸a˜o (2.3) com o uso de elitismo.
O nu´mero de indiv´ıduos calculados, 450, (indiv´ıduos por gerac¸a˜o × nu´mero
de gerac¸o˜es) ainda que parec¸a alto, e´ uma pequena parcela do total poss´ıvel. O total
de poss´ıveis soluc¸o˜es e´ 2alelos que, para 16 alelos, daria 65536 poss´ıveis soluc¸o˜es. Ao
trabalharmos com um nu´mero maior de alelos (bits), deveremos aumentar o nu´mero
de indiv´ıduos por gerac¸a˜o e/ou o nu´mero de gerac¸o˜es. Este e´ um compromisso a ser
adotado: para se aumentar a precisa˜o, deveremos utilizar mais bits por varia´vel. Mas
aumentando-se o nu´mero de bits, teremos que aumentar a populac¸a˜o e/ou gerac¸o˜es, o
que tornara´ o programa mais lento. Normalmente, o tamanho da populac¸a˜o e´ da mesma
ordem de grandeza do nu´mero de bits do cromossomo, a fim de se manter a diversidade
[1], [2].
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2.7 Conclusa˜o
Os AG sa˜o ferramentas de otimizac¸a˜o bastante simples, com caracter´ısticas mar-
cantes de versatilidade e eficieˆncia. Sua aplicac¸a˜o na˜o envolve conhecimentos matema´ti-
cos avanc¸ados, como te´cnicas na˜o-lineares, tampouco exige grande experieˆncia em pro-
gramac¸a˜o. Os principais cuidados dizem respeito a` escolha da func¸a˜o custo e a` codi-
ficac¸a˜o adotada. Esta u´ltima escolha ira´ definir a velocidade e a precisa˜o do programa,
enquanto a primeira definira´ a interface do Algoritmo Gene´tico com o problema esco-
lhido.
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Cap´ıtulo 3
Perfis com Curva de Dispersa˜o
Plana
3.1 Revisa˜o Bibliogra´fica
Ainda que fibras o´pticas monomodo tenham sido largamente usadas em redes
de transmissa˜o de dados, um de seus principais efeitos limitadores e´, sem du´vida, a
dispersa˜o croma´tica, de agora em diante chamada simplesmente de dispersa˜o, D. Para
diminuir o impacto deste efeito na degradac¸a˜o do sinal, e consequ¨entemente na taxa
de transmissa˜o, e´ desejado que na faixa de interesse a dispersa˜o seja o mais plana
poss´ıvel, com seu valor pro´ximo mas ligeiramente diferente de zero, da ordem de 0,1 a
0,4 ps/km.nm [16].
O interesse por perfis de dispersa˜o plana comec¸ou a aparecer ainda na de´cada
de 80. Alguns trabalhos passaram a buscar estruturas cuja dispersa˜o seja zero na
frequ¨eˆncia de interesse. Etzkorn et al. [17] propo˜e, em 1984, um perfil, conhecido
ainda hoje por perfil W. Este perfil, ilustrado na Fig. 3.1, apresenta boas condic¸o˜es de
guiamento e, para uma boa escolha das dimenso˜es e dos ı´ndices, apresenta dispersa˜o
zero. No trabalho de Etzkorn, estas dimenso˜es sa˜o projetadas para apresentar dispersa˜o
zero em 1, 55µm e 1, 3µm, por serem estas as janelas de operac¸a˜o da fibra.
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r(   m)µ
n(r)
Figura 3.1: Perfil de ı´ndice de refrac¸a˜o W
A partir deste trabalho, a busca passou a ser na˜o por estruturas que apresen-
tassem dispersa˜o zero em apenas uma u´nica frequ¨eˆncia, mas que possu´ıssem dispersa˜o
plana em toda a faixa de interesse. Nessa linha, o trabalho de Chung et al. apresenta os
primeiros resultados [18], utilizando um perfil de ı´ndice triangular mostrado na Fig. 3.2.
Neste trabalho, ha´ uma ana´lise do comportamento das curvas de dispersa˜o de acordo
com a variac¸a˜o de paraˆmetros tais como dimensa˜o do nu´cleo, da casca e ı´ndices.
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Figura 3.2: Perfil de ı´ndice de refrac¸a˜o triangular.
Perfis de dispersa˜o plana continuaram despertando interesse, mas curvas sufi-
cientemente planas permaneceram ausentes. Em 1996, Survaiya et al. obteˆm um perfil
teo´rico que poderia apresentar um comportamento de dispersa˜o plana em toda faixa
de 1350 − 1590µm [19]. Neste trabalho, os autores utilizam o Me´todo dos Elementos
Finitos (FEM) para fazer a ana´lise de um perfil descrito como Linear Chirp. Este perfil
e´ dado pela equac¸a˜o
η =

(1−∆(1− e−αrcos2piNr2
a2
)), r < a
(1−∆), r ≥ a
Este perfil e´ esquematizado na Fig. 3.3. O controle dos paraˆmetros desta func¸a˜o
tais como frequ¨eˆncia de oscilac¸a˜o N e atenuac¸a˜o α sa˜o, para a presente tecnologia, ainda
muito sofisticados. Ainda que apresente um desempenho teo´rico bom, este perfil e´ de
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dif´ıcil confecc¸a˜o pra´tica.
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Figura 3.3: Perfil de ı´ndice de refrac¸a˜o Linear Chirp
As treˆs abordagens descritas anteriormente, ainda que apresentem bons resul-
tados do ponto de vista da dispersa˜o, cometem o mesmo equ´ıvoco quando atribuem
aos valores encontrados o ro´tulo de o´timo sem que qualquer otimizac¸a˜o efetiva tenha
sido realizada. Ao contra´rio, o que normalmente e´ feito nestas situac¸o˜es e´ se variar um
dos paraˆmetros, fixando-se as demais varia´veis. Outra possibilidade, como em [18], e´
manter a proporc¸a˜o entre as varia´veis fixa. Assim, ainda que se altere todas as varia´veis
ao mesmo tempo, suas relac¸o˜es se manteˆm.
Nenhum destes me´todos, no entanto, parece ser efetivo, dada a caracter´ıstica
na˜o-linear dos problemas enfrentados. Em nenhum dos trabalhos publicados na a´rea se
utilizou uma ferramenta de otimizac¸a˜o. A explicac¸a˜o e´ que mesmo uma ana´lise de um
guia o´ptico na˜o e´ tarefa simples e necessita de me´todos confia´veis. Apenas de posse de
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tal me´todo se poderia tentar otimizar estruturas. Como o grupo de estudo ja´ possu´ıa
me´todos bem testados e consolidados, o desdobramento natural seria o desenvolvimento
de ferramentas de s´ıntese.
3.2 Elementos Finitos Unidimensionais
Para a ana´lise das estruturas propostas, utilizou-se um programa de ana´lise
baseado em elementos finitos unidimensionais, desenvolvido pelo grupo [13]. Este pro-
grama se baseia na formulac¸a˜o descrita a seguir.
Os modos linearmente polarizados LP0m em uma fibra de guiamento fraco com
perfil de ı´ndice de refrac¸a˜o arbitra´rio n(r) sa˜o governados pela equac¸a˜o
∂2φ
∂r2
+
1
r
∂φ
∂r
+ [k20n
2(r)− β2]φ = 0 (3.1)
onde φ representa o campo ele´trico modal, β e´ a constante de propagac¸a˜o efetiva tambe´m
chamada de ı´ndice de refrac¸a˜o efetivo, k0 e´ o nu´mero de onda no espac¸o livre enquanto
r e´ a distaˆncia do centro da fibra definida sobre o domı´nio truncado dado pelo intervalo
[0, a].
Dividindo-se o domı´nio 0 ≤ r ≤ a em um certo nu´mero de elementos de linha
Lagrangianos, cada elemento φ e´ definido como φ = {N}T{φ}e onde os componentes
do vetor {φ}e sa˜o os valores do campo φ definido nos pontos nodais correspondentes. O
vetor {N}T conte´m as func¸o˜es de forma enquanto T significa que o vetor e´ transposto.
Utilizando-se o Me´todo dos Elementos Finitos baseado no me´todo de Galerkin em (3.1)
chega-se a` seguinte equac¸a˜o matricial
[A]{φ} = β2[B]{φ} (3.2)
onde [A] e [B] sa˜o matrizes dadas em [29]. A equac¸a˜o (3.2) e´ resolvida pelo me´todo de
iterac¸a˜o no sub-espac¸o. Para este caso, elementos quadra´ticos de segunda ordem foram
usados, resultando em matrizes pentadiagonais [13].
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Deve ser notado que o perfil do ı´ndice de refrac¸a˜o n(r, λ0) de uma fibra o´ptica
pode ser escrito como n(r, λ0) = η(r, λ0)ns(λ0), onde ns(λ0) e´ o ı´ndice de refrac¸a˜o da
s´ılica pura SiO2 e η(r, λ0) e´ o ı´ndice de refrac¸a˜o normalizado. Assumindo que η seja
uma func¸a˜o apenas da coordenada radial, ou seja, n(r, λ0) = η(r)ns(λ0), as constantes
de Sellmeier para o ı´ndice de refrac¸a˜o da s´ılica pura ns(λ0), dado em [17], pode ser
levado em conta, e, portanto, a dispersa˜o material e´ diretamente inclu´ıda nos ca´lculos.
Uma vez obtido o valor de β pela equac¸a˜o 3.2 dentro da faixa desejada, a
dispersa˜o croma´tica da fibra pode ser computada utilizando a expressa˜o
D = −λ0
c
∂2β
∂λ20
(3.3)
Para mais detalhes da obtenc¸a˜o das matrizes, da formulac¸a˜o e da precisa˜o do
programa, consultar [13].
3.3 Algoritmos Gene´ticos na S´ıntese de Perfis de Dispersa˜o
Plana
Para usar o algoritmo gene´tico descrito no Cap´ıtulo 2, foram utilizados os va-
lores apresentados na Tabela 3.1. O nu´mero de execuc¸o˜es refere-se a quantas vezes o
programa foi utilizado para a obtenc¸a˜o do valor o´timo.
Tabela 3.1: Paraˆmetros usados nos AG para o problema de dispersa˜o.
Tam. da Nu´m. de probab. de probab. de Tam. do Nu´m. de
Populac¸a˜o gerac¸o˜es de cruzamento mutac¸a˜o cromossomo (bits) execuc¸o˜es
40 25 0,9 0,02 20 3 a 5
O AG descrito no Cap´ıtulo 2 foi utilizado na s´ıntese de perfis de dispersa˜o plana.
O co´digo de AG foi desenvolvido em linguagem C, enquanto o de ana´lise da fibra foi
desenvolvido em FORTRAN. Para estabelecer uma conexa˜o entre os dois, utilizou-se
um compilador GNU para UNIX. Sua principal vantagem e´ a capacidade de lidar bem
com ambas as linguagens.
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Primeiramente, transformou-se o programa de ana´lise [13] em uma subrotina a
ser chamada pelo programa de otimizac¸a˜o. No UNIX, a linha de comando e´ g77 -c
analise.f. Assim, uma subrotina analise.o era gerada. Ale´m disso, o que antes era lido
de um arquivo passou a ser diretamente atribu´ıdo dentro do programa. A subrotina era
enta˜o compilada junto com o programa principal em linguagem C atrave´s do comando
g++ -o GA.out GA.cpp analise.o -lg2c -lm. As duas u´ltimas bibliotecas devem
ser acrescentadas para que o programa possa usar determinadas func¸o˜es matema´ticas
nelas dispon´ıveis. Uma vez estabelecida a interface entre os diferentes co´digos, passamos
a otimizac¸a˜o de fato.
O primeiro passo foi o de se estabelecer quais seriam as varia´veis para cada
perfil, como seria feita a codificac¸a˜o dessas varia´veis para transforma´-las em co´digo
bina´rio e finalmente qual seria a func¸a˜o custo mais adequada.
Seja η , por exemplo, o valor do ı´ndice de refrac¸a˜o do nu´cleo do perfil escolhido
para ser otimizado possuindo valores entre ηmin e ηmax. Assim, podemos decodificar η
da seguinte forma
η = ηmin +
ηmax − ηmin
2Nx − 1
Nx−1∑
j=0
bxj 2
j (3.4)
onde bxj , j = 0, . . . , Nx−1 sa˜o osNx bits que ira˜o descrever a varia´vel η. Da mesma forma
para os demais paraˆmetros da fibra. Ao final teremos uma se´rie de bits representando
um perfil de ı´ndice de refrac¸a˜o.
Para validar o me´todo descrito, procuramos extrair dos trabalhos publicados
qual seria a func¸a˜o matema´tica que melhor descreveria a busca feita pelos autores. Em
[17], por exemplo, se buscava dispersa˜o zero nos comprimentos de onda 1.3 e 1.55µm.
Seguindo os passos descritos no Cap´ıtulo 2 para a obtenc¸a˜o da equac¸a˜o (2.2) no sentido
de estabelecer as func¸o˜es custo, associamos enta˜o a seguinte func¸a˜o ao perfil p
F (p) = −|D(p, 1, 3µm)| − |D(p, 1, 55µm)| − |
λ=1,55µm∑
λ=1,3µm
D(p, λ)| (3.5)
onde D(p, λ) representa o valor da dispersa˜o do perfil p no comprimento de onda λ.
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O u´ltimo termo foi introduzido posteriormente para se obter um perfil de dis-
persa˜o zero dentro da faixa de interesse. Apenas com os dois primeiros termos, obtive-
mos curvas de dispersa˜o zero nos comprimentos 1, 3 e 1, 55µm mas com um comporta-
mento bastante irregular dentro da faixa.
Para a comparac¸a˜o com [18] e [19], a func¸a˜o deveria levar em conta na˜o apenas o
valor da dispersa˜o, mas o de sua derivada, pois estar´ıamos buscando curvas de dispersa˜o
planas. Ale´m disso, atualmente ja´ pode ser deseja´vel um valor de dispersa˜o diferente
de zero dentro da faixa de interesse, para compensar efeitos na˜o-lineares de propagac¸a˜o
dentro da fibra. Com estes objetivos, a func¸a˜o estabelecida foi
F (p) = (
λ=λmax∑
λ=λmin
−|Dmax −D(p, λ)|)− |∂D(p, λ0)
∂λ
| (3.6)
onde Dmax e´ o valor ma´ximo de dispersa˜o desejado, λ0 o ponto onde esta dispersa˜o
sera´ obtida e λmin e λmax os valores do intervalo de comprimentos de onda desejados.
Os valores adotados foram λmin = 1, 5µm, λmax = 1, 6µm, λ0 = 1, 55µm e Dmax =
0, 2ps/km.nm.
Ainda que possa parecer simples, esta func¸a˜o apresenta dois objetivos distintos.
O primeiro deles e´ o de estabelecer dispersa˜o pro´xima de Dmax enquanto o outro ira´
buscar este valor ma´ximo em λ0. Na a´rea de otimizac¸a˜o, um dos to´picos de maior
complexidade diz respeito exatamente a` otimizac¸a˜o multiobjetivo. Este caso e´ de uma
simplicidade me´dia, pois os objetivos para este problema na˜o sa˜o conflitantes, como
normalmente ocorre. Ainda assim, a soluc¸a˜o deste problema atrave´s de te´cnicas na˜o-
lineares seria certamente de complexidade elevada. Por outro lado, AG conseguem lidar
de forma bastante simples com tal restric¸a˜o.
Outra importante etapa foi a escolha das varia´veis. A Fig. 3.4 mostra como
foram escolhidas as varia´veis para este caso. Na Tabela 3.2 sa˜o mostrados os valores
dos intervalos utilizados na busca. Estes foram, inicialmente, baseados no intervalo de
busca para a obtenc¸a˜o do o´timo em [17].
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Figura 3.4: Varia´veis do perfil W.
Tabela 3.2: Valores ma´ximos e mı´nimos das varia´veis mostradas na Fig. 3.4.
η2 η3 η4 l1(µm) l2(µm) l3(µm)
Valor mı´n. 0,9930 0,9975 0,9950 4,0 8,0 16,0
Valor ma´x. 0,9945 0,9990 0,9970 4,4 8,5 16,5
Para o perfil triangular, comec¸ou-se com duas camadas externas ao nu´cleo, com
base nos valores publicados em [18]. Como os primeiros resultados apontavam para um
valor cada vez menor da largura da camada intermedia´ria, resolveu-se, enta˜o, retira´-la
para trabalhar com apenas uma camada. Assim, o perfil mostrado na Fig. 3.2 passou
a ser o mostrado na Fig. 3.5, que tambe´m ilustra as varia´veis escolhidas. Os intervalos
referentes a estas varia´veis sa˜o mostrados na Tabela 3.3
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Figura 3.5: Varia´veis do perfil triangular.
Tabela 3.3: Valores ma´ximos e mı´nimos das varia´veis mostradas na Fig. 3.5.
η1 η2 η3 l1(µm) l2(µm)
Valor mı´n. 1,003 0,9970 0,999 7,0 l1 + 2, 8
Valor ma´x. 1,004 0,9990 1,001 8,0 l1 + 5, 8
Finalmente, para o perfil Linear Chirp os intervalos sa˜o mostrados na Tabela
3.4. Desta vez, baseamo-nos nos intervalos onde foram feitos os mapeamentos em [19].
Tabela 3.4: Valores ma´ximos e mı´nimos das varia´veis referentes a` Fig. 3.3.
N ∆ α a(µm)
Valor mı´n. 0,0 0,001 0,0 6,5
Valor ma´x. 2,0 0,015 0,2 7,5
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3.4 Resultados
3.4.1 Perfil W
A curva de dispersa˜o referente ao perfil W o´timo, usando-se o esquema descrito,
e´ mostrada na Fig. 3.6. Nossa curva o´tima corresponde aos valores η1 = 1, 0, η2 =
0, 9944, η3 = 0, 9983, η4 = 0, 9960, l1 = 4, 106µm, l2 = 8, 133µm e l3 = 14, 60µm. Pela
curva, fica claro que o resultado satisfaz (3.5). Partimos de [17] e conseguimos resultados
melhores tanto no que diz respeito a` constaˆncia quanto a` dispersa˜o zero em 1, 3µm e
1, 55µm.
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Figura 3.6: Curvas de dispersa˜o (D) o´timas, publicada em [17] e utilizando AG.
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3.4.2 Ana´lise de Sensibilidade
Para demonstrar a dificuldade da busca por um perfil o´timo, mostraremos a
seguir como a variac¸a˜o mı´nima de uma varia´vel pode alterar significativamente o com-
portamento do guia. A partir do perfil W o´timo, fizemos uma pequena alterac¸a˜o nos
valores do ı´ndice e largura do nu´cleo. Tal alterac¸a˜o e´ correspondente a` mudanc¸a de
um u´nico bit, o menos significativo, em cada uma dessas varia´veis. A Fig. 3.7 mostra
esquematicamente o que foi feito.
r(   m)µ
n(r)
Figura 3.7: Ilustrac¸a˜o esquema´tica da variac¸a˜o a partir do perfil o´timo
O resultado dessa pequena alterac¸a˜o, que esta´ no limite da tecnologia dispon´ıvel
para construc¸a˜o, e´ mostrado na Fig. 3.8. Como fica claro pela ana´lise da figura, o
comportamento do perfil deixou de ser aceita´vel para taxas de transmissa˜o elevadas.
Por outro lado, devemos ressaltar a dificuldade que se teria para obter o resultado o´timo
manualmente, dada a sensibilidade do problema. Os resultados obtidos atrave´s de AG
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sa˜o, neste caso, bem superiores aos publicados ate´ enta˜o.
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Figura 3.8: Curvas de dispersa˜o (D) do perfil o´timo e de um resultado vizinho
3.4.3 Perfil Triangular
A curva referente ao perfil triangular o´timo e´ mostrada na Fig. 3.9. Neste
caso, foi omitida uma comparac¸a˜o com qualquer perfil publicado em [18] por nenhum
dos perfis apresentados pelo autor ser referenciado como o´timo. Apenas uma ana´lise
da variac¸a˜o de alguns paraˆmetros e´ apresentada. Ale´m disso, ao contra´rio de nosso
trabalho, nenhuma faixa de frequ¨eˆncia e´ estabelecida. Ainda assim, o resultado esta´
dentro das restric¸o˜es impostas em (3.6).
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Figura 3.9: Curva de dispersa˜o (D) para o perfil triangular o´timo.
3.4.4 Perfil Linear Chirp
Finalmente, a curva de dispersa˜o para o perfil Linear Chirp o´timo e´ mostrado na
Fig. 3.10. Os paraˆmetros o´timos para este perfil sa˜o a = 7, 0 mum,∆ = 0, 01565, α =
0, 11613 e N = 1, 87742. Infelizmente, o o´timo obtido em [19] parece ser impreciso.
A curva o´tima mostrada em [19] e´ similar a` nossa curva o´tima, mas, ao simularmos
sua estrutura em nosso co´digo, o que se obte´m depois de atingida a convergeˆncia e´ a
linha assinalada como GA o´timo mostrada na Fig. 3.10. Esta conclusa˜o baseia-se no
nu´mero de elementos utilizados em [19], 40-50, bem como no tipo de elemento, linear,
que dificilmente resultariam em simulac¸o˜es precisas.
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Figura 3.10: Curva de dispersa˜o (D) para o melhor resultado por Algoritmo Gene´tico e para [19]
Por outro lado, em [19] o o´timo e´ obtido atrave´s de um mapeamento de Dmax
por α e N e na˜o atrave´s de um esquema de otimizac¸a˜o sistema´tico e geral como o
apresentado aqui.
3.5 Conclusa˜o
Este cap´ıtulo apresentou uma primeira aplicac¸a˜o de AG com Elementos Finitos.
O problema escolhido na˜o e´ de complexidade elevada e um AG razoavelmente simples,
sem operadores sofisticados, conseguiu resultados excelentes. Os perfis o´timos foram
obtidos depois de um tempo computacional razoa´vel: quarenta minutos em uma estac¸a˜o
SUN ULTRA 5, 250Mhz, HD 4.3GB e 128Mb RAM para malhas de 400 elementos
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quadra´ticos. A maior contribuic¸a˜o e´, sem du´vida, a originalidade, pois na˜o se havia
tentado algo semelhante ate´ enta˜o.
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Cap´ıtulo 4
Polarizador Passivo
4.1 Revisa˜o Bibliogra´fica
O uso de polarizadores passivos comec¸ou efetivamente no in´ıcio da de´cada de 90.
Ate´ enta˜o, o que se observava na literatura eram conversores que usavam o efeito eletro-
o´ptico [20]. Estes eram ainda ativos, pois necessitavam de uma alimentac¸a˜o externa.
Por outro lado, polarizadores passivos passaram a figurar entre as alternativas. Esta
nova abordagem tem como principal vantagem a necessidade menor de processamento,
uma vez que apenas sec¸o˜es de guias de onda precisariam ser desenvolvidas.
Cada um dos polarizadores passivos reportados ate´ enta˜o usa uma te´cnica
pro´pria para obter o isolamento desejado. Shani et al. [21] usa um carregamento as-
sime´trico de sec¸o˜es de guias enquanto Heidrich et al. [22] obte´m seu isolamento atrave´s
da superposic¸a˜o de camadas em diferentes n´ıveis de substrato. Desta forma, ambos
possuem polarizadores da ordem de 3 mm de comprimento e de 3 a 6 dB de perda.
A partir de enta˜o, a corrida principal no que diz respeito aos polarizadores
passivos passou a ser a busca de estruturas que apresentariam o menor comprimento e
a menor perda poss´ıvel, aliados a` alta taxa de conversa˜o. Em 1995, um novo tipo de
estrutura foi proposto por Van der Tol et al. [23]. Nesta, o que originalmente fora um
guia retangular, passou a ser um guia cortado em apenas um dos lados. Esta assimetria
na˜o so´ favorecia o aparecimento de modos h´ıbridos como acentuava sua caracter´ıstica.
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Ao se justapor va´rias dessas sec¸o˜es, com o lado cortado voltado alternadamente para a
direita e para a esquerda, o que se obte´m e´ uma estrutura de na˜o mais que 900 µm e
de 0,25 dB de perda.
Logo em seguida, Tzolov e Fontaine chamaram a atenc¸a˜o para a possibilidade
de se realizar a conversa˜o com um dispositivo de uma u´nica secc¸a˜o, diminuindo sen-
sivelmente as perdas por junc¸a˜o. Eles apresentaram uma simulac¸a˜o teo´rica de como
isso poderia ser implementado [24], mas ainda apresentavam uma certa inviabilidade,
por necessitar de camadas de diferentes ı´ndices de refrac¸a˜o aliadas a um corte lateral.
Mas o impacto causado por essa publicac¸a˜o foi razoavelmente alto. Diversos
autores procuraram melhorar ainda mais este resultado. Rahman et al. [25] apresentou
seus primeiros resultados baseados na estrutura sugerida por Van der Tol no ano de
2000. Neste trabalho, afirma-se obter uma estrutura de tamanho 400 µm. A ana´lise
de perdas na˜o foi feita neste trabalho. Ao inve´s disso, os autores mostraram como, ao
se variar determinados paraˆmetros da estrutura, tais como largura e tipo de corte, a
raza˜o entre os ma´ximos dos campos na˜o-dominante e dominante variavam. Desta forma,
quanto maior a raza˜o, mais h´ıbrido seria o modo e mais eficiente seria a polarizac¸a˜o.
No final deste mesmo ano, Huang et al apresentou o primeiro dispositivo pra´tico
baseado nas ide´ias de Van der Tol e Tzolov [26]. Este dispositivo apresentava um
tamanho razoa´vel (700 µm), mas ja´ era bem menor do que todos constru´ıdos ate´ enta˜o.
Ale´m disso, por apresentar uma u´nica secc¸a˜o, as perdas eram razoavelmente baixas.
Por fim, a mais recente publicac¸a˜o ate´ o momento [27] faz uma ana´lise um pouco
mais completa, especialmente no que diz respeito a` variac¸a˜o de diferenc¸as de constan-
tes de propagac¸a˜o, que resultaram em diferentes comprimentos e diferentes razo˜es de
campo na˜o-dominante/dominante, e em diferentes fatores de acoplamento. Sa˜o variados
paraˆmetros como aˆngulo de corte, largura, altura e ı´ndices de refrac¸a˜o. E´ feita, ainda,
uma explicac¸a˜o mais detalhada de como sa˜o usados os me´todos nume´ricos, sutilezas a
respeito da estrutura (condic¸o˜es de guiamento) e perdas por junc¸a˜o.
Ainda que tal abordagem seja importante, ela e´ limitada por na˜o se utilizar
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de uma ferramenta de otimizac¸a˜o. Este tipo de abordagem, onde simplesmente fixa-
se os paraˆmetros e se varia um deles tem se mostrado ineficiente quando comparado
com ferramentas de otimizac¸a˜o, especialmente com algoritmos gene´ticos (AG) [2]-[12].
Assim, delimitaremos as varia´veis a serem utilizadas a partir das utilizadas nos artigos
e aplicaremos AG para este problema tambe´m.
4.2 Teoria de Polarizadores Passivos
Para o estudo de polarizadores passivos, baseou-se na estrutura proposta em
[27]. Tal estrutura permite uma rotac¸a˜o dos campos ele´trico e magne´tico de forma a
obter um isolamento entre a entrada e a sa´ıda do guia. Ao se trabalhar com a estrutura
mostrada em Fig. 4.1 lida-se essencialmente com dois modos altamente h´ıbridos. Nesta
figura, o efeito do corte no campo ele´trico e´ ilustrado. O comprimento Lpi e´ mostrado
na direc¸a˜o z. Para simplificar o estudo, apenas a geometria em corte do polarizador
sera´ estudada daqui em diante, como mostra a Fig. 4.2.
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Figura 4.1: Efeito do corte no campo ele´trico em um polarizador passivo.
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Figura 4.2: Geometria em corte do Polarizador
Estes modos devem possuir campos dominantes de amplitudes parecidas, para
que o acoplamento seja o mais eficiente poss´ıvel. Por outro lado, eles devem ser alta-
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mente h´ıbridos, para que seja poss´ıvel a transfereˆncia de poteˆncia de uma polarizac¸a˜o
para outra.
O campo
−→
H , em qualquer ponto de coordenada z no guia, pode enta˜o ser dado
por
−→
H = c0
−→
H0e
−jβ0z + c1
−→
H1e
−jβ1z
−→
H = e−jβ0z(c0
−→
H0 + c1
−→
H1e
j∆βz) (4.1)
onde
−→
H0 = (h0xxˆ+ h0yyˆ)
−→
H1 = (h1xxˆ+ h1yyˆ) (4.2)
onde h0x, h0y, h1x e h1y sa˜o os valores ma´ximos (mo´dulos) das componentes x e y do
primeiro e do segundo modo, respectivamente, e β0 e β1 sa˜o as constantes de propagac¸a˜o
dos modos 0 e 1, respectivamente.
Assim, introduzindo um modo TE puro, ao ingressar no guia, ele ira´ excitar
ambos os modos,
−→
H0 e
−→
H1. Podemos enta˜o aproximar este modo TE puro, na entrada
do guia (z = 0), por uma combinac¸a˜o dos modos do guia. Por se tratar de um modo
TE, a componente x do campo deve ser igual a zero, enquanto a poteˆncia normalizada
deve estar toda concentrada na componente y. A aproximac¸a˜o sera´ tanto melhor quanto
mais pro´xima de zero for a componente x. Fazendo enta˜o z = 0 na Equac¸a˜o (4.1) e
utilizando (4.2), chegamos a
c0h0x + c1h1x = 0
c0h0y + c1h1y = 1 (4.3)
Com a poteˆncia normalizada igual a 1, sua soluc¸a˜o e´
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c1 = h0x/(h1yh0x − h1xh0y)
c0 = −h1x/(h1yh0x − h1xh0y) (4.4)
Pela primeira Equac¸a˜o de (4.3) pode-se determinar a poteˆncia normalizada
acoplada Pac a` componente x. Como h0x e h1x possuem sinais iguais , a poteˆncia
sera´ ma´xima na componente x quando tivermos
c0h0x = −c1h1x (4.5)
uma vez que c0 e c1 teˆm sinais opostos.
Para tal situac¸a˜o, deveremos ter, na equac¸a˜o (4.1), e−j∆βz = −1. Para que isto
acontec¸a, faz-se necessa´rio um defasamento de pi, de forma que uma componente Hxˆ
praticamente pura ira´ aparecer na sa´ıda do guia. Este defasamento e´ dado por Lpi,
conforme (4.6).
Lpi =
pi
β0 − β1 (4.6)
Neste ponto, podemos determinar a poteˆncia acoplada na componente x. Como
normalizamos a poteˆncia em y na entrada como sendo 1, basta determinar quanto de
poteˆncia tera´ na componente x, a raza˜o sera´ o valor procurado. Substituindo-se (4.4)
em (4.5) obtemos que a componente x sera´
Hxˆ =
−2h1xh0x
h1yh0x − h1xh0y
Pac = |Hxˆ|2 (4.7)
A` distaˆncia Lpi o campo que na entrada era puramente TE tera´ sido prati-
camente todo convertido para TM. Obviamente, a componente ele´trica na˜o tera´ sido
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completamente anulada, pois tanto a amplitude dos campos na˜o-dominantes na˜o sera´
igual como o perfil de campo tambe´m na˜o o sera´.
A ana´lise dos dispositivos foi feita utilizando-se um programa baseado em Ele-
mentos Finitos Vetorial [28]. Para este problema, e´ indispensa´vel o uso de um programa
vetorial, pois precisamos conhecer ambas as componentes, Hx e Hy, para estabelecer os
valores da distaˆncia de acoplamento e taxa de conversa˜o. Tambe´m foram utilizados ma-
lhadores desenvolvidos pelo grupo para a gerac¸a˜o da malha e determinac¸a˜o das regio˜es
de fronteira. Os arquivos de entrada utilizados para a gerac¸a˜o de uma malha de 8000
elementos lineares sa˜o mostrados no Apeˆndice B. A formulac¸a˜o utilizada para o ca´lculo
do campo
−→
H , na qual o programa e´ baseado, e´ apresentada no Apeˆndice A.
4.3 Algoritmos Gene´ticos em Polarizadores Passivos
O AG utilizado para a s´ıntese de polarizadores passivos foi essencialmente
o mesmo descrito nos Cap´ıtulos 2 e 3. A Tabela 4.1 mostra os valores utilizados.
Comparando-se com os valores da Tabela 3.1, observa-se um nu´mero menor tanto de
tamanho de populac¸a˜o quanto de gerac¸o˜es. Isto deve-se ao elevado tempo de ana´lise
destas estruturas, cerca de treˆs minutos cada, que na˜o permitiu um nu´mero grande de
ana´lises.
Tabela 4.1: Paraˆmetros usados nos AG para o problema de polarizadores passivos.
Tam. da Nu´m. de probab. de probab. de Tam. do Nu´m. de
Populac¸a˜o gerac¸o˜es de cruzamento mutac¸a˜o cromossomo (bits) execuc¸o˜es
20 20 0,9 0,02 16 1 a 3
Foram necessa´rias pequenas mudanc¸as, pois determinadas estruturas na˜o apre-
sentavam condic¸o˜es de guiamento, sendo portanto imposs´ıvel estabelecer a func¸a˜o custo
para essas estruturas. Para as estruturas que na˜o apresentavam guiamento, estipulou-
se um valor F (p) = −100. A renovac¸a˜o da populac¸a˜o foi exatamente no lugar das
estruturas sem guiamento, de forma a elimina´-las progressivamente da populac¸a˜o. Na
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primeira gerac¸a˜o, houve uma renovac¸a˜o de 30%. A partir da´ı a taxa de renovac¸a˜o uti-
lizada foi de 50%, agora trabalhando praticamente com todas as estruturas em condic¸a˜o
de guiamento. Utilizamos tambe´m elitismo e selec¸a˜o por torneio.
A func¸a˜o custo utilizada deveria levar em conta tanto a superposic¸a˜o dos cam-
pos Hx e Hy, quanto o comprimento de acoplamento Lpi. A superposic¸a˜o pode ser
medida indiretamente por uma raza˜o de acoplamento h0x/h0y. Este valor de acopla-
mento, quando pro´ximo de 1, resulta em uma conversa˜o alta, de aproximadamente
100%, enquanto um comprimento Lpi pequeno aumenta a possibilidade de integrac¸a˜o
do dispositivo. Inicialmente, foi tentada uma func¸a˜o custo que levasse em conta ambos
os objetivos. A func¸a˜o (4.8) ilustra nossa primeira tentativa.
F (p) = 1000×∆β − |1− h0x/h0y| (4.8)
onde h0x e h0y sa˜o os valores ma´ximos das componentes x e y do primeiro modo.
Assim como no problema de curva de dispersa˜o plana, este tambe´m trata de
um problema multiobjetivo, pois estaremos buscando comprimento pequeno associado
a alta taxa de conversa˜o. Este problema, no entanto, apresenta uma dificuldade que
o anterior na˜o apresentava, pois os objetivos para este caso sa˜o conflitantes, ou seja,
para aumentarmos a conversa˜o, normalmente estar´ıamos aumentando tambe´m o com-
primento, o que na˜o seria desejado. Mais uma vez, AG conseguem lidar de forma mais
do que satisfato´ria com o novo desafio.
Primeiramente, os valores permitidos para cada varia´vel referente a` Fig. 4.2 sa˜o
mostrados na Tabela 4.2.
Tabela 4.2: Intervalos de busca das varia´veis mostradas na Fig. 4.2
W (µm) ng ns θ h(µm)
Valor Mı´n. 1,6 3,35 3,24 40o 1,0
Valor Ma´x. 2,4 3,425 3,26 55o 1,35
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4.4 Resultados
Nossos primeiros resultados foram W = 1, 64µm, ng = 3, 425, ns = 3, 24, h =
1, 0µm e θ = 52o para um comprimento de onda de λ = 1, 55µm. Para este perfil,
obteve-se uma conversa˜o de 97% para um comprimento de 170 µm. Uma ana´lise cuida-
dosa deste resultado, no entanto, mostra que ele pode ser melhorado. Comparando estes
resultados com os valores permitidos na Tabela 4.2 nota-se que a u´nica varia´vel que na˜o
esta´ no extremo do intervalo e´ θ. Isto sugere fortemente que os intervalos escolhidos,
baseados em [27], na˜o cobrem de forma adequada o espac¸o de busca.
Mais uma vez, AG se mostraram fundamentais. A conclusa˜o acima dificilmente
seria obtida sem uma boa ferramenta de otimizac¸a˜o. A etapa seguinte foi enta˜o de se
deslocar os intervalos nas direc¸o˜es apontadas pelo primeiro resultado. A Tabela 4.3
mostra os novos intervalos escolhidos.
Tabela 4.3: Novos limites para os intervalos, baseados no primeiro resultado
W (µm) ng ns θ h(µm)
Valor Mı´n. 1,2 3,38 3,22 40o 0,8
Valor Ma´x. 1,8 3,455 3,24 55o 1,15
Com estes novos intervalos, no entanto, a soluc¸a˜o comec¸ou a se tornar muito
ruim, pois o programa alcanc¸ava facilmente altos valores de ∆β em detrimento da raza˜o
de campo na˜o-dominante/dominante. A func¸a˜o custo definida em (4.8) na˜o estava
mais funcionando corretamente. Tentamos enta˜o uma nova func¸a˜o custo, diminuindo a
relevaˆncia de ∆β em (4.8). A nova func¸a˜o custo passou a ser
F (p) = 200×∆β − |1− h0x/h0y| (4.9)
Com os novos intervalos e a nova func¸a˜o custo, obtivemos uma estrutura com
comprimento menor que 90 µm para uma polarizac¸a˜o de 99%. O resultado final foi
W = 1, 4µm, ng = 3, 44, ns = 3, 235, h = 0, 8µm e θ = 46
o.
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Um ponto importante e´ que se obtive o melhor valor com um aumento na
diferenc¸a ∆n = ng − ns e, de acordo com [26], isto poderia resultar em mais de um
modo propagante. Nossa ana´lise mostrou que, para a estrutura apresentada, isto na˜o
ocorreria, devido provavelmente a`s pequenas dimenso˜es.
Finalmente, a Fig. 4.3 e a Fig. 4.4 mostram a superposic¸a˜o das componentes
x e y, linhas cont´ınuas e pontilhadas, respectivamente, do primeiro modo e do segundo
modo.
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Figura 4.3: Superposic¸a˜o de x (linha cont´ınua) e y (linha pontilhada), componentes do primeiro modo
da estrutura. Paraˆmetros: W= 1,4 µ m, h = 0,8 µ m, θ = 46o, ng = 3, 44 e ns = 3, 235.
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Figura 4.4: Superposic¸a˜o de x (linha cont´ınua) e y (linha pontilhada), componentes do segundo modo
da estrutura. Paraˆmetros: W= 1,4 µ m, h= 0,8 µ m, θ = 46o, ng = 3, 44 e ns = 3, 235.
A conversa˜o de uma onda TE para uma onda TM pode ser estimada pela
superposic¸a˜o das componentes x e y de cada modo. A conversa˜o sera´ tanto melhor
quanto menor for a componente x do campo residual, dado pela soma das componentes
x de cada modo, ponderada pelos respectivos coeficientes c0 e c1, dados por (4.5). A Fig.
4.5 mostra o campo residual na entrada do guia, utilizando a aproximac¸a˜o dada por
(4.1)-(4.3). O valor ma´ximo deste campo residual e´ de apenas 0, 03 do valor ma´ximo
da componente y, dada pela soma das componentes y dos modos, ponderada pelos
respectivos coeficientes. Este valor e´ razoavelmente baixo, o que valida a aproximac¸a˜o
feita para o ca´lculo da poteˆncia.
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Figura 4.5: Campo residual dado pela soma das componentes x do primeiro e segundo modos. Sua
amplitude e´ de apenas 0, 03 do valor da soma das componentes y. Paraˆmetros: W= 1,4 µ m, h= 0,8
µ m, θ = 46o, ng = 3, 44 e ns = 3, 235.
Por fim, resta calcular que percentual da poteˆncia passou da componente y
para a componente x, ao percorrer o comprimento Lpi. Utilizando-se (4.7), temos que
Pac = 98%.
4.4.1 Ana´lise de Sensibilidade
Assim como feito no Cap´ıtulo 3, e´ importante conhecer o comportamento da
estrutura quando alteramos ligeiramente suas varia´veis, pois a confecc¸a˜o pra´tica dificil-
mente sera´ exatamente igual a` estrutura simulada. Neste sentido, fizemos uma ana´lise
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de como a alterac¸a˜o do aˆngulo, a mais sens´ıvel das varia´veis e de menor precisa˜o para
construc¸a˜o, alteraria o comportamento do guia. As Figs. 4.6 e 4.7 mostram o compor-
tamento do dispositivo.
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Figura 4.6: Comportamento da raza˜o Hx/Hy com a variac¸a˜o do aˆngulo para a estrutura W=1,4 µ m,
h= 0,8 µ m, ng = 3, 44 e ns = 3, 235.
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Figura 4.7: Comportamento do comprimento de acoplamento com a variac¸a˜o do aˆngulo para a estrutura
W=1,4 µ m, h= 0,8 µ m, ng = 3, 44 e ns = 3, 235.
A ana´lise de sensibilidade da estrutura mostra que, para a presente tecnologia,
ela certamente apresentaria um comportamento bastante razoa´vel, pois a precisa˜o para
construc¸a˜o, de acordo com [26], dispon´ıvel atualmente, e´ de ±2o. Dentro dessa faixa
de variac¸a˜o, tanto o comprimento de acoplamento quanto a raza˜o Hx/Hy pouco se
alterariam, mantendo essencialmente o mesmo desempenho. Para as demais varia´veis,
a precisa˜o atualmente dispon´ıvel para construc¸a˜o e´ suficientemente alta e a estrutura
na˜o apresenta desvios significativos no comportamento.
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4.5 Fabricac¸a˜o (MOCVD)
O processo de fabricac¸a˜o do dispositivo descrito em [26], conhecido por me´todo
orgaˆnometa´lico de deposic¸a˜o de vapor qu´ımico (MOCVD), e´ um dos mais utilizados
no crescimento epitaxial de camadas de alta qualidade de va´rios tipos de materiais
semicondutores. Um crescimento deste tipo consiste em isolar uma certa camada (layer)
e sobrepor as camadas do material desejado.
MOCVD se estabeleceu como uma importante tecnologia de crescimento epi-
taxial por algumas razo˜es ba´sicas. Primeiramente, todos os constituintes do processo
sa˜o em forma de vapor, o que permite um controle preciso de paraˆmetros do sistema,
tais como taxa de fluxo de ga´s e presso˜es dos mesmos. A reac¸a˜o de piro´lise e´ relativa-
mente insens´ıvel a` temperatura de crescimento, permitindo uma decomposic¸a˜o eficiente
das camadas e interfaces abruptas entre as mesmas. O controle por computador da
troca de gases permite a s´ıntese de estruturas complexas, com mu´ltiplas camadas. Fi-
nalmente, o me´todo permite uma produc¸a˜o em larga escala de forma mais simples que
os demais me´todos de crescimento.
4.5.1 Reac¸o˜es Qu´ımicas Ba´sicas
Na discussa˜o das reac¸o˜es ba´sicas usadas em um MOCVD, vamos nos limitar
a`s reac¸o˜es contendo apenas compostos organometa´licos. A mais comum das reac¸o˜es
usadas em camadas de MOCVD e´
RnM +XHn ⇒MX + nRH (4.10)
onde R e´ um radical orgaˆnico, M e´ um componente da camada semicondutora, X e´ o
outro componente H e´ o hidrogeˆnio e n e´ um inteiro qualquer.
Uma outra alternativa e´ a substituic¸a˜o do composto organometa´lico por uma
fonte de hidrogeˆnio. Assim, somente compostos organometa´licos sa˜o usados como fonte.
Assim, ao inve´s da equac¸a˜o (4.10) ter´ıamos
RnM +R
′
mX ⇒H2 mR′H + nRH (4.11)
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onde R e R′ sa˜o os radicais orgaˆnicos e M e X sa˜o os componentes semicondutores
do composto. O termo H2 indica que esta reac¸a˜o se da´ em um meio redutor. Como
exemplo destas reac¸o˜es temos
(CH3)3Ga+ (CH3)3As⇒H2 GaAs+ 6CH4 (4.12)
e
(1− x)(CH3)3In+ x(CH3)3Ga+ (CH3)3Sb⇒H2 In1−xGaxSb+ 6CH4 (4.13)
O crescimento de compostos como AlGaAs e GaAs, utilizados em [26], se da´
essencialmente da forma descrita em (4.10). A´tomos livres de Ga sa˜o formados a partir
da piro´lise de TMGa e mole´culas de As4 a partir da piro´lise de AsH3.
4.5.2 Precisa˜o
Um dos maiores atrativos do MOCVD e´ sua habilidade de automaticamente
sobrepor um grande nu´mero de camadas muito finas com interfaces abruptas em uma
grande a´rea de substrato. A qualidade do processo permitiu, em [26], uma precisa˜o de
0.1 µm na altura do dispositivo, 0.2 µm na largura e ±2o no aˆngulo. Para mais detalhes
sobre o processo de fabricac¸a˜o atrave´s de MOCVD, consultar [32].
4.6 Conclusa˜o
Durante o processo de otimizac¸a˜o utilizamos 4000 elementos lineares para anal-
isar cada estrutura. Isto resultou em 4 horas para se chegar ao resultado final em um
PC Pentium 800Mhz 256M RAM. Utilizou-se o compilador GNU, Linux. Para analisar
a estrutura o´tima, utilizamos 8000 elementos lineares.
Nosso resultado final e´ menor que um terc¸o do melhor resultado apresentado ate´
hoje e com o mesmo percentual de conversa˜o. Os trabalhos apresentados ate´ hoje procu-
ravam por dispositivos de bom desempenho atrave´s de me´todos bastante simplo´rios,
assim como o ocorrido com a s´ıntese de perfis de dispersa˜o plana. Para este problema,
AG mostraram mais uma vez serem altamente eficientes.
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Cap´ıtulo 5
Conclusa˜o
Pelo menos desde meados da de´cada de 90, os AG deixaram de ser uma te´cnica
promissora para se tornar uma realidade em diversos campos do conhecimento. O pre-
sente trabalho procurou apresenta´-los de forma a ressaltar sua versatilidade— dois pro-
blemas completamente distintos foram atacados— sem deixar de mostrar sua eficieˆncia,
atrave´s dos resultados obtidos. Esperamos trazer para a comunidade envolvida com
problemas de s´ıntese de dispositivos fotoˆnicos os conceitos ba´sicos de AG.
A necessidade de uma apresentac¸a˜o clara de como AG podem ser implementa-
dos, quais suas principais vantagens e limitac¸o˜es e, principalmente, sua eficieˆncia em
problemas de eletromagnetismo, em particular de guias o´pticos, era necessa´ria ja´ ha´
algum tempo. Esta abordagem foi feita no Cap´ıtulo 2, com a qual pudemos detalhar
como aplicar AG em problemas de eletromagnetismo nos Cap´ıtulos 3 e 4.
A interpretac¸a˜o da sa´ıda do programa, quer dizer, para onde esta estava apon-
tando, tambe´m foi significativa, pois sem uma boa ana´lise desses dados dificilmente
ter´ıamos chegado a tais resultados. Isto quer dizer que uma boa ferramenta de otimizac¸a˜o,
como AG, pode ta˜o somente auxiliar um projetista mas dificilmente podera´ realizar
s´ıntese de dispositivos por ela mesma. Continua sendo fundamental a presenc¸a de
profissionais da a´rea durante o processo para se obter bons projetos.
Desenvolveu-se um co´digo de AG flex´ıvel o bastante para lidar com problemas
bastante distintos. A comparac¸a˜o dos resultados com os ja´ publicados na literatura
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acrescenta a` flexibilidade do programa seu elevado desempenho. Em cada problema,
diferentes func¸o˜es custo e codificac¸a˜o tiveram que ser adotadas, com resultados enco-
rajadores em ambos. Este co´digo esta´ a` disposic¸a˜o nas linguagens C e FORTRAN
para futuros trabalhos do grupo de pesquisa coordenado pelo Prof. Hugo Herna´ndez-
Figueroa (hugo@dmo.fee.unicamp.br).
Em ambos os problemas, partimos de um co´digo de ana´lise de estrutura de-
senvolvido anteriormente pelo grupo. Isto e´ importante por dar continuidade ao tra-
balho ja´ desenvolvido. Acrescentamos um co´digo de otimizac¸a˜o a` ja´ vasta biblioteca
computacional do grupo. Uma interface mais amiga´vel com o usua´rio pode ser desen-
volvida por alunos de iniciac¸a˜o cient´ıfica e/ou mestrado enquanto novas aplicac¸o˜es e
aperfeic¸oamento do co´digo pode ser feita por alunos de mestrado e/ou doutorado.
Para etapas futuras, faz parte dos planos do grupo uma ana´lise mais detalhada
do dispositivo desenvolvido no Cap´ıtulo 4. Neste sentido, passar´ıamos de uma ana´lise
esta´tica (modal) para uma ana´lise dinaˆmica, de como seria a propagac¸a˜o dos campos
nessa estrutura. Um programa baseado em propagac¸a˜o de feixe de luz (BPM), ja´ em
fase final de teste, sera´ usado para este fim.
Para outros trabalhos, sugerimos ainda a confecc¸a˜o pra´tica das estruturas pro-
jetadas aqui. Estas estruturas se mostraram, pelo menos na simulac¸a˜o, bem melhores
que as publicadas e/ou comercializadas ate´ hoje. Sua confecc¸a˜o, seguida de testes em
laborato´rios, poderia resultar em dispositivos de alto interesse para a indu´stria.
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Apeˆndice A
Formulac¸a˜o Elementos Finitos
Vetorial 2D
A formulac¸a˜o por elementos finitos vetorial 2D parte da equac¸a˜o de Helmhotz
∇× (−1 · ∇ × −→H )− k20−→H = 0 (A.1)
 =
 t 0
0 zz
⇒ k = −1 =
 kt 0
0 kzz
 kt = −1t kzz = −1zz
Vamos utilizar o fato do divergente do campo magne´tico ser zero (A.2) para
eliminar soluc¸o˜es espu´rias que apareceriam na soluc¸a˜o nume´rica mas que na˜o fazem
parte da soluc¸a˜o f´ısica.
∇ · −→H = 0 (A.2)
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Assume-se que podemos decompor o campo
−→
H em suas componentes transversal
e longitudinal na forma
−→
H = (
−→
Ht +
−→
Hz)e
−jγk0z. De (A.2) temos
∇ · (−→Ht +−→Hz)e−jγk0z + (−→Ht +−→Hz) · ∇e−jγk0z = 0
∇ = ∇t + ∂zaˆz
O campo transversal
−→
H t(x, y) e o axial
−→
H z(x, y) sa˜o func¸o˜es de x e y.
∇t−→H te−jγk0z − jγk0(−→Ht +−→Hz)e−jγk0zaˆz = 0
∇t−→H t − jγk0−→H z = 0
De onde
−→
H z =
∇t−→H t
jγk0
(A.3)
Para o ca´lculo de ∇×(k ·∇×−→H ) precisamos primeiro de ∇×−→H . Neste sentido,
procedemos da seguinte forma
∇×−→H =
= ∇× (−→Ht +−→Hz)e−jγk0z =
= ∇e−jγk0z × (−→Ht +−→Hz) + e−jγk0z∇× (−→Ht +−→Hz) =
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= e−jγk0z[−jγk0aˆz ×−→Ht +∇t ×−→Ht +∇t ×−→Hz]
Escrevendo
−→
Ft = −jγk0aˆz ×−→Ht +∇t ×−→Hz −→Fz = ∇t ×−→Ht
chegamos que
∇×−→H = e−jγk0z(−→Ft +−→Fz)
Continuando o desenvolvimento,
k · ∇ × −→H = e−jγk0z[kt · −→Ft + kzz−→Fz]
e finalmente
∇× [k · ∇ × −→H ] =
= ∇e−jγk0z × (kt · −→Ft + kzz−→Fz) + e−jγk0z∇× (kt · −→Ft + kzz−→Fz) =
= e−jγk0z[−jγk0aˆz × kt · −→Ft +∇t × kt · −→Ft +∇t × kzz−→Fz]
A primeira e a terceira parcelas sa˜o componentes transversais e a segunda axial.
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∇× [k · ∇ × −→H ]transversal =
−γ2k20aˆz × [kt · (aˆz ×−→Ht)] +∇t × (kzz∇t ×−→Ht)− aˆz × [kt · ∇t × (aˆz∇t−→Ht)]
Podemos enta˜o reescrever a equac¸a˜o (A.1) na forma
∇t× kzz∇t×−→Ht− aˆz × [kt · ∇t× (aˆz∇t · −→Ht)]− k20−→Ht = γ2[(k20aˆz)× kt · (aˆz ×−→Ht)] (A.4)
A.1 Me´todo de Galerkin
Pela formulac¸a˜o de Galerkin, iremos obter uma equac¸a˜o para cada termo de
(A.4)
∇t × kzz∇t ×−→Ht (A.5)
aˆz × [kt · ∇t × (aˆz∇t · −→Ht)] (A.6)
k20
−→
Ht (A.7)
γ2[(k20aˆz)× kt · (aˆz ×−→Ht)] (A.8)
O campo
−→
Ht sera´ aproximado pela soma das componentes x e y de cada ele-
mento, com
−→
ψ a func¸a˜o de forma escolhida.
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−→
Ht =
∑
i
(hxiaˆx + hyiaˆy)ψi =
∑
i
(hxi
−→
ψ xi + hyi
−→
ψ yi)
−→
ψ xi = ψiaˆx
−→
ψ yi = ψiaˆy
Para a soluc¸a˜o da parcela (A.5), utilizaremos a propriedade
∇t · (−→F ×−→G) = −→G · ∇t ×−→F −−→F · ∇t ×−→G
∫
s
∇t · (−→F ×−→G) =
∮ −→
F ×−→G · nˆdl
onde
−→
F = kzz∇t ×−→ψ vj −→G = −→ψ ui :
Assim
∇t × (kzz∇t ×−→Ht) =
∫
∇t × (kzz∇t ×−→ψ vj) · −→ψ ui
Utilizando a propriedade do produto escalar triplo (A.9)
[
−→
A ×−→B · −→C = −→C ×−→A · −→B = −→B ×−→C · −→A ] (A.9)
temos que
∫
kzz∇t ×−→ψ vj · ∇t ×−→ψ ui +
∮
kzz∇t ×−→ψ vj ×−→ψ ui · nˆ =
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=∫
kzz∇t ×−→ψ vj · ∇t ×−→ψ ui +
∮
kzz∇t ×−→ψ vj · −→ψ ui × nˆ
Para (A.6), temos
aˆz × [kt · ∇t × (aˆz∇t · −→Ht)] =
∫
aˆz × [kt · ∇t × aˆz∇t · −→ψ vj] · −→ψ ui
Usando a propriedade do produto escalar triplo (A.9)e fazendo
−→
A = aˆz × −→ψ ui
e
−→
B = ∇t × aˆz∇t · −→ψ vj chegamos a
−→
A · (kt · −→B ) =
=
−→
A · (
∑
j
k1jBj,
∑
j
k2jBj, . . . ,
∑
j
knjBj) =
=
∑
i
∑
j
kijAiBj =
=
∑
j
Bj(
∑
i
kijAi) =
= (kt
T
) · −→A · −→B
Assim ∫
(kt
T · aˆz ×−→ψ ui) · (∇t × aˆz∇t · −→ψ vi)
Usando as Equac¸o˜es (A.1) e (A.2) chegamos a
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∫
(aˆz∇t · −→ψ vj) · (∇t × kt
T · aˆz ×−→ψ ui) +
∮
(aˆz∇t · −→ψ vj)× (kt
T · aˆz ×−→ψ ui) · nˆ
Em (A.7) temos simplesmente que
k20
−→
Ht = −k20
∫ −→
ψ vj
−→
ψ ui
E finalmente (A.8) obtemos
γ2[(k20aˆz)× kt · (aˆz ×−→Ht)] = k20
∫
−aˆz × kt · (aˆz ×−→ψ vj) · −→ψ ui
Utilizando mais uma vez a propriedade do produto escalar triplo (A.9) temos
k20
∫
kt · (aˆz ×−→ψ vj) · (aˆz ×−→ψ ui)
Para mais detalhes da formalac¸a˜o e para uma descric¸a˜o detalhada da construc¸a˜o
das matrizes referentes ao problema, consultar [30] e [31].
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Apeˆndice B
Arquivos de Entrada para o
Programa de Ana´lise Vetorial 2D
(Anibal)
Para a utilizac¸a˜o do programa de ana´lise de elementos finitos 2D, sa˜o necessa´rios
treˆs arquivos de entrada. A seguir, os valores que devem ser utilizados para a obtenc¸a˜o
dos resultados apresentados no Cap´ıtulo 4. Para obter acesso ao programa, contactar
Prof. Hugo Figueroa (hugo@dmo.fee.unicamp.br) ou pelo enderec¸o
Hugo E. Herna´ndez-Figueroa
UNICAMP-FEEC-DMO
P.O. BOX 6101
Av Albert Einstein No 400
13083-970 Campinas - SP, BRASIL
B.1 Arquivo de Entrada para o Malhador Hm
** H M . I **
* inim ** iaut ** n ** nmx **
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1 1 20000 28000
* a1 ** x1 ** y1 ** d1x ** d1y **
1.0 -0.3 4.15 1.5 2.0
* a2 ** x2 ** y2 ** d2x ** d2y **
1.0 1.7 4.15 1.5 2.0
* a3 ** x3 ** y3 ** d3x ** d3y **
1.0 -0.3 4.45 1.5 2.0
* a4 ** x4 ** y4 ** d4x ** d4y **
1.0 1.7 4.45 1.5 2.0
* a5 ** x5 ** y5 ** d5x ** d5y **
0.0 0.6 4.7 0.6 0.65
* a6 ** x6 ** y6 ** d6x ** d6y **
0.0 -0.7 4.7 0.6 0.65
* a7 ** x7 ** y7 ** d7x ** d7y **
15.0 0.7 4.50 0.95 0.85
* a8 ** x8 ** y8 ** d8x ** d8y **
0.0 0.0 4.0 0.5 0.2
* a9 ** x9 ** y9 ** d9x ** d9y **
0. 0.0 0.0 1.5 1.5
* a10 ** x10 ** y10 ** d10x ** d10y **
0. 0.0 3.0 1.5 1.5
* inim=1: (malha retangular automatica) nx ** ny ** delta **
5 5 1.E-7
* xb (boundary coordinates: microns) **
-10.0 0.0 0.7726 1.4 10.0
* xd (divisions) **
1 1 1 1
* yb (boundary coordinates: microns) **
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-5.0 4.0 4.1 4.9 10.0
* xd (divisions) **
2 1 1 2
B.2 Arquivo de Entrada para o Programa de Delimitac¸a˜o de
Fronteiras Bops
** B O P S . I **
* nbx ** nbxb ** delta ** ie ** xp1
4 1 1.D-6 3 0.7726
* bx(boxes): ver. left right, hor. bot. top / 1:elec.,-1:mag.,0:inf. **
1 -10.0 10.0 -5.0 10.0
1.0000 0.00 0.00
0.0000 0.00 0.00
0.0000 0.00 0.00
1.0000 0.00 0.00
1.0000 0.00 0.00 1 1 1 1
2 0.0 1.4 4.1 4.9
11.8336 0.00 0.00
0.00000 0.00 0.00
0.00000 0.00 0.00
11.8336 0.00 0.00
11.8336 0.00 0.00 1 1 0 1
3 -10.0 10.0 4.0 4.1
11.8336 0.00 0.00
0.00000 0.00 0.00
0.00000 0.00 0.00
11.8336 0.00 0.00
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11.8336 0.00 0.00 0 0 0 1
4 -10.0 10.0 -5.0 4.0
10.465225 0.00 0.00
0.00000 0.00 0.00
0.00000 0.00 0.00
10.465225 0.00 0.00
10.465225 0.00 0.00 0 0 0 1
* aa ** bb ** hh ** vv ** oa ** ob ** sc **
-2.0 -1.0 10.0 20.0 2.0 1.0 24.0
B.3 Arquivo de Entrada para o Programa de Ana´lise Modal
Anibal
** A N I B A L . I **
* Pot ** nei ** nmax ********** x0 ** y0 ** imd ** delta ** xp1
1.0E-9 2 2 0.0 4.0 1 1.D-7 0.7726
* isig ** sigma ** tol ** kf **
2 (10.95,0.0) 1.E-8 200
* infinit ** itr ** tole ** itf **
0 50 1.E-10 1
* iout [1:k0 / 2:f(GHz) ** nint ** idir(1:up/-1:down) ** to **
1 0 1 1.D-30
* kmin ** kmax **** or **** fmin ** fmax **
4.053668 4.053668 1.0 20.00
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