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MULTILINEAR FOURIER MULTIPLIERS WITH MINIMAL
SOBOLEV REGULARITY, I
LOUKAS GRAFAKOS AND HANH VAN NGUYEN
Abstract. We find optimal conditions on m-linear Fourier multipliers to give
rise to bounded operators from a product of Hardy spaces Hpj , 0 < pj ≤ 1,
to Lebesgue spaces Lp. The conditions we obtain are necessary and sufficient
for boundedness and are expressed in terms of L2-based Sobolev spaces. Our
results extend those obtained in the linear case (m = 1) by Caldero´n and
Torchinsky [1] and in the bilinear case (m = 2) by Miyachi and Tomita [14].
We also prove a coordinate-type Ho¨rmander integral condition which we use
to obtain certain extreme cases.
1. Introduction
Let σ be a bounded function on Rn.We denote by Tσ the linear Fourier multiplier
operator, whose action on Schwartz functions is given by
Tσ(f)(x) =
∫
Rn
σ(ξ)f̂ (ξ)e2πixξdξ. (1.1)
Mikhlin’s [16] classical result states that the Tσ admits an L
p-bounded extension
for 1 < p <∞, whenever ∣∣∂αξ σ(ξ)∣∣ ≤ Cα|ξ|−|α|, ξ 6= 0 (1.2)
for all multi-indices α with |α| ≤ [n2 ]+1. This result was refined by Ho¨rmander [13]
who proved that (1.2) can be replaced by the Sobolev-norm condition
sup
j∈Z
∥∥∥σ(2j(·))ψ̂∥∥∥
W s
<∞, (1.3)
for some s > n2 , where ψ̂ is a smooth function supported in
1
2 ≤ |ξ| ≤ 2 that satisfies∑
j∈Z
ψ̂(2−jξ) = 1
for all ξ 6= 0. Here ‖g‖W s = ‖(I −∆)s/2g‖L2, where I is the identity operator and
∆ =
∑n
j=1 ∂
2
j , is the Laplacian on R
n.
Caldero´n and Torchinsky [1] showed that the Fourier multiplier operator in (1.1)
admits a bounded extension from the Hardy space Hp to Hp with 0 < p ≤ 1 if
sup
t>0
∥∥∥σ(t·)ψ̂∥∥∥
W s
<∞
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and s > np− n2 . Here the index s = np− n2 is critical in the sense that the boundedness
of Tσ on H
p does not hold if s ≤ np − n2 . This was pointed out later by Miyachi
and Tomita [14].
The bilinear counterpart of the Fourier multiplier theory has been rather similar
in the formulation of results, but substantially more complicated in its proofs. The
theory of multilinear operators, and in particular that of multilinear multiplier
operators, originated in the work of Coifman and Meyer [2], [3], [4] and resurfaced
in the work of Grafakos and Torres [12]. Multilinear Fourier multipliers are bounded
functions σ on Rmn = Rn×· · ·×Rn associated with the m-linear Fourier multiplier
operator
Tσ(f1, . . . , fm)(x) =
∫
Rmn
e2πix·(ξ1+···+ξm)σ(ξ1, . . . , ξm)f̂1(ξ1) · · · f̂m(ξm) d~ξ, (1.4)
where fj are in the Schwartz space of R
n and d~ξ = dξ1 · · · dξm.
Tomita [18] obtained Lp1×· · ·×Lpm → Lp boundedness (1 < p1, . . . , pm, p <∞)
for multilinear multiplier operators under a condition analogous to (1.3). Grafakos
and Si [11] extended Tomita’s results to the case p ≤ 1 by using Lr-based Sobolev
norms for σ with 1 < r ≤ 2. Fujita and Tomita [5] provided weighted extensions of
these results but also noticed that the Sobolev space W s in (1.3) can be replaced
by a product-type Sobolev space W (s1,...,sm) when p > 2. Grafakos, Miyachi, and
Tomita [9] extended the range of p in [5] to p > 1 and obtained boundedness even
in the endpoint case where all but one indices pj are equal to infinity. Miyachi
and Tomita [14] provided extensions of the Caldero´n and Torchinsky results [1] for
Hardy spaces in the bilinear case; it is noteworthy that in [14] it was pointed out
that the conditions on the indices are sharp, even in the linear case, i.e., in the
Caldero´n and Torchinsky theorem.
Following this stream of work, we are interested in finding conditions analogous
to those in [14] in the multilinear setting, i.e., when m ≥ 3. Our work is inspired
by that of Caldero´n and Torchinsky [1], Grafakos and Kalton [8], and certainly
of Miyachi and Tomita [14]. As in [14], we find necessary and sufficient conditions
(which coincide with those in [14]) that imply boundedness for multilinear multiplier
operators on a products of Hardy spaces. One important aspect of this work is an
appropriate regularization of the multilinear multiplier operator which allows the
interchange of its action with infinite sums of Hpj atoms (see Section 3). In this
article we restrict attention to the case where the domain is a product of Hardy
spaces. We study the case where the domain is a mix of Lebesgue and Hardy spaces
in a subsequent article.
We introduce the Sobolev spaces that will be used throughout this paper. First,
for x ∈ Rn we set 〈x〉 = √1 + |x|2. For s1, . . . , sm > 0, we denote by W (s1,...,sm)
the Sobolev space (of product type) consisting all functions f on Rmn such that
‖f‖W (s1,...,sm) :=
(∫
Rmn
∣∣∣f̂(y1, . . . , ym) 〈y1〉s1 · · · 〈ym〉sm∣∣∣2 dy1 · · · dym) 12 <∞.
Notice that W (s1,...,sm) is a subspace of L2.
Let ψ be a smooth function on Rmn whose Fourier transform ψ̂ is supported in
1
2 ≤ |ξ| ≤ 2 and satisfies ∑
j∈Z
ψ̂(2−jξ) = 1, ξ 6= 0.
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For 0 < p < ∞ we denote by Hp the Lebesgue space Lp if p > 1 and the Hardy
space Hp if p ≤ 1. The following is the main result of this paper.
Theorem 1.1. Let n2 < s1, . . . , sm <∞, 0 < p1, . . . , pm ≤ 1, 0 < p <∞ such that
1
p1
+ · · ·+ 1
pm
=
1
p
,
and that ∑
k∈J
(sk
n
− 1
pk
)
> −1
2
(1.5)
for every subset J ⊂ {1, 2, . . . ,m} . If the function σ defined on Rmn satisfies
A := sup
j∈Z
∥∥∥σ(2j ·)ψ̂∥∥∥
W (s1 ,...,sm)
<∞, (1.6)
then Tσ is bounded from H
p1 × · · · ×Hpm −→ Lp with constant at most a multiple
of A. Moreover, the set of 2m − 1 conditions (1.5) is optimal.
Remark 1.2. Conditions (1.5) imply that si >
n
2 whenever 0 < pi ≤ 1 for all
1 ≤ i ≤ m. Moreover, the condition in (1.6) is sufficient to guarantee that σ ∈
L∞(Rmn). Indeed, suppose that σ is a function on Rmn that satisfies (1.6). It is
easy to see that ψ̂(12x) + ψ̂(x) + ψ̂(2x) = 1 for all 1 ≤ x ≤ 2. Now we want to
verify that
∣∣σ(2kx)∣∣ is uniformly bounded in k for a.e. 1 ≤ |x| ≤ 2. Applying the
Cauchy-Schwarz inequality and using the conditions si >
n
2 , we have∣∣σ(2kx)∣∣
=
∣∣∣∣∣∣
∑
|l|≤1
σ(2kx)ψ̂(2lx)
∣∣∣∣∣∣
≤
∑
|l|≤1
∣∣∣∣∫
Rmn
(
σ(2k−l·)ψ̂)∨(ξ)e2l+1πixξdξ∣∣∣∣
≤
∑
|l|≤1
∫
Rmn
m∏
i=1
(1 + |ξi|2)−
si
2
∣∣∣∣∣
m∏
i=1
(1 + |ξi|2)
si
2
(
σ(2k−l·)ψ̂)∨(ξ1, . . . , ξm)
∣∣∣∣∣dξ1 · · · dξm
≤
∑
|l|≤1
C(s1, . . . , sm, n) ‖σk−l‖W (s1,...,sm) ≤ 3C(s1, . . . , sm, n) sup
j∈Z
‖σj‖W (s1,...,sm) ,
for almost all x satisfying 1 ≤ |x| ≤ 2. Thus
‖σ‖L∞(Rmn) ≤ 3C(s1, . . . , sm, n) sup
j∈Z
‖σj‖W (s1,...,sm) <∞.
The structure of this paper is as follows: Section 2 contains preliminaries and
known results. In Section 3, we regularize the multiplier to be able to work with
a nicer operator and thus facilitate the passage of infinite sums in and out the
operator in the proof of the main result given in Section 4. In section 5, we construct
examples to justify the minimality of conditions (1.5) claimed in the main theorem.
Section 6 will present some results about the boundedness of our operator in the
extreme cases where we need the Coordinate-type Ho¨rmander integral conditions.
The last section contains the detail proof of some technical lemmas using through
the paper.
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2. Preliminaries and known results
Now fix 0 < p < ∞ and a Schwartz function Φ with Φ̂(0) 6= 0. Then the Hardy
space Hp contains all tempered distributions f on Rn such that
‖f‖Hp :=
∥∥∥∥ sup
0<t<∞
|Φt ∗ f |
∥∥∥∥
Lp
<∞.
It is well known that the definition of the Hardy space does not depend on the choice
of the function Φ. Note that Hp = Lp for all p > 1. When 0 < p ≤ 1, one of nice
features of Hardy spaces is the atomic decomposition. More precisely, any function
f ∈ Hp (0 < p ≤ 1) can be decomposed as f =∑k λkak, where ak’s are L∞-atoms
for Hp supported in cubes Qk such that ‖ak‖L∞ ≤ |Qk|−
1
p and
∫
xγak(x)dx = 0
for all |γ| ≤ ⌊n( 1p − 1)⌋+ 1, and the coefficients λk satisfy
∑
k |λk|p ≤ 2p ‖f‖pHp .
We also use notation A . B to demonstrate that A ≤ CB for some constant
C > 0, and A ≈ B if A . B and B . A simultaneously.
The following two lemmas are essentially contained in [14] modulo some minor
modifications.
Lemma 2.1 ([14]). Let k, l be positive integers, si > 0 for 1 ≤ i ≤ k + l, and
let 1 < ρ < ∞. Assume that σ is a function defined on Rkn × Rln, supported in{
(x, y) ∈ Rkn × Rln : |x|2 + |y|2 ≤ 4}, where we denote x = (x1, . . . , xk), y =
(y1, . . . , yl) with xi, yj ∈ Rn, and set K = σ∨, the inverse Fourier transform of σ.
Then there exists a constant C > 0 such that
‖〈y1〉s1 · · · 〈yl〉sl K(x, y)‖L∞(Rln,dy) ≤ C ‖〈y1〉s1 · · · 〈yl〉sl K(x, y)‖Lρ(Rln,dy)
for all x ∈ Rkn.
Proof. Take ϕ a Schwartz function on Rln such that ϕ̂(y) = 1 for all y ∈ Rln,
|y| ≤ 2. Then we have σ(x, y) = σ(x, y)ϕ̂(y). Using the inverse Fourier transform
we have
K(x, y) =
(
K ∗ (δ0 ⊗ ϕ)
)
(x, y) =
∫
Rkn×Rln
K(x− u, y − v)δ0(u)ϕ(v)dudv
=
∫
Rln
K(x, y − v)ϕ(v)dv,
where δ0 is the Dirac distribution. Therefore,
〈y1〉s1 · · · 〈yl〉sl |K(x, y)|
= 〈y1〉s1 · · · 〈yl〉sl
∣∣∣∣∫
Rln
K(x1, . . . , xk, y1 − v1, . . . , yl − vl)ϕ(v)dv
∣∣∣∣
.
∫
Rln
( l∏
j=1
〈yj − vj〉sj
)
|K(x1, . . . , xk, y1 − v1, . . . , yl − vl)| 〈v1〉s1 · · · 〈vl〉sl |ϕ(v)|dv
≤C1 ‖〈y1〉s1 · · · 〈yl〉sl K(x, y)‖Lρ(Rln,dy) ‖〈v1〉s1 · · · 〈vl〉sl |ϕ(v)|‖Lρ′ (Rln,dv)
≤C2 ‖〈y1〉s1 · · · 〈yl〉sl K(x, y)‖Lρ(Rln,dy) ,
where we used Ho¨lder’s inequality in the second to last line. 
Lemma 2.2 ([14]). Let si >
n
2 for 1 ≤ i ≤ m, and let ζ̂ be a smooth function which
is supported in an annulus centered at zero. Suppose that Φ is a smooth function
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away from zero that satisfies the estimates∣∣∂αξ Φ(ξ)∣∣ ≤ Cα|ξ|−|α|
for all ξ ∈ Rmn, x 6= 0 and for all multi-indices α. Then there exists a constant C
such that
sup
j∈Z
∥∥∥σ(2j(·))Φ(2j(·))ζ̂ ∥∥∥
W (s1,...,sm)
≤ C sup
j∈Z
∥∥∥σ(2j(·))ψ̂ ∥∥∥
W (s1,...,sm)
.
Adapting the Caldero´n and Torchinsky interpolation techniques in the multi-
linear setting (for details on this we refer to [9, p. 318]) allows us to interpolate
between two endpoint estimates for multilinear multiplier operators from a product
of some Hardy spaces to Lebesgue spaces.
Theorem 2.3 ([9]). Let 0 < pi, pi,k ≤ ∞ and si,k > n2 for i = 1, 2 and 1 ≤ k ≤ m.
For 0 < θ < 1, set 1p =
1−θ
p1
+ θp2 ,
1
pk
= 1−θp1,k +
θ
p2,k
, and sk = (1 − θ)s1,k + θs2,k.
Assume that the multilinear operator Tσ defined in (1.4) satisfies the estimates
‖Tσ‖Hpi,1×···×Hpi,m−→Lpi ≤ Ci sup
j∈Z
∥∥∥σ(2j ·)ψ̂∥∥∥
W (si,1,...,si,m)
, (i = 1, 2).
Then
‖Tσ‖Hp1×···×Hpm−→Lp ≤ C sup
j∈Z
∥∥∥σ(2j ·)ψ̂∥∥∥
W (s1,...,sm)
.
The following result is due to Fujita and Tomita [5] for 2 < p < ∞, while the
extension to p > 1 and the endpoint case where all but one indices are equal to
infinity is due to Grafakos, Miyachi and Tomita [9].
Theorem 2.4 ([5, 9]). Let 1 < p1, . . . , pm ≤ ∞, 1 < p <∞ and 1p1 + · · ·+ 1pm = 1p .
If σ satisfies (1.6), then the multilinear multiplier operator Tσ is bounded from
Lp1 × · · · × Lpm −→ Lp with constant at most a multiple of A.
Finally, we will need the following lemma from [8].
Lemma 2.5 ([8, Lemma 2.1]). Let 0 < p ≤ 1 and let
(
fQ
)
Q∈J
be a family of
nonnegative integrable functions with supp(fQ) ⊂ Q for all Q ∈ J , where J is a
family of finite or countable cubes in Rn. Then we have∥∥∥∥∥∥
∑
Q∈J
fQ
∥∥∥∥∥∥
Lp
.
∥∥∥∥∥∥
∑
Q∈J
( 1
|Q|
∫
Q
fQ(x)dx
)
χQ∗
∥∥∥∥∥∥
Lp
,
with the implicit constant depending only on p.
3. Regularization the multiplier
In this section, we show that the operator defined in (1.1) with enough smooth-
ness of the multiplier can be approximated by a family of very nice operators.
Theorem 3.1. Let σ be a function on Rmn and si >
n
2 for 1 ≤ i ≤ m satisfying
(1.6). Then there exists a family of functions
(
σǫ
)
0<ǫ< 12
such that Kǫ :=
(
σǫ
)∨
is
smooth and compactly supported for every 0 < ǫ < 12 ; also
sup
0<ǫ< 12
sup
j∈Z
∥∥∥σǫ(2j ·)ψ̂∥∥∥
W (s1,...,sm)
. sup
j∈Z
∥∥∥σ(2j ·)ψ̂∥∥∥
W (s1,...,sm)
, (3.1)
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and
lim
ǫ→0
‖Tǫ(f1, . . . , fm)− Tσ(f1, . . . , fm)‖L2 = 0 (3.2)
for all functions fi ∈ L2m, 1 ≤ i ≤ m, where Tǫ are multilinear singular integral
operators of convolution type associated to Kǫ.
The following lemma, whose proof will be given in the last section, is the first
step in constructing such a family of functions σǫ as stated in Theorem 3.1.
Lemma 3.2. Let ϕ be a Schwartz function. Suppose σ is a function on Rmn
satisfying (1.6) for si >
n
2 . Then we have
sup
ǫ>0
sup
j∈Z
∥∥∥[(ϕǫ ∗ σ)(2j ·)]ψ̂∥∥∥
W (s1,...,sm)
. sup
j∈Z
∥∥∥σ(2j ·)ψ̂∥∥∥
W (s1,...,sm)
where ϕǫ(x1, . . . , xm) = ǫ
−mnϕ(ǫ−1x1, . . . , ǫ−1xm) for all xi ∈ Rn, 1 ≤ i ≤ m.
We now start the proof of Theorem 3.1.
Proof of Theorem 3.1. Fix 0 < ǫ < 12 . Choose a smooth function ϕ such that ϕ̂
is supported in the unit ball and ϕ̂(0) = 1. Denote by σǫ = ϕǫ ∗
(
σφǫ
)
, where
φǫ = θ(ǫ−1·)− θ(ǫ·), and θ is a smooth function satisfying θ(x) = 0 for all |x| ≤ 1
and θ(x) = 1 for all |x| ≥ 2. We note that these functions are suitable regularized
versions of the multiplier in Theorem 3.1. Indeed, let Kǫ =
(
σǫ
)∨
=
(
σφǫ)∨ϕ̂(ǫ(·));
then, Kǫ are smooth functions with compact support for all 0 < ǫ < 12 .
Using the fact that
|∂αφǫ(ξ)| ≤ Cα,θ |ξ|−α , ξ 6= 0, 0 < ǫ < 1
2
.
Lemma 3.2 applied to the function σφǫ combined with Lemma 2.2 gives
sup
0<ǫ< 12
sup
j∈Z
∥∥∥σǫ(2j ·)ψ̂∥∥∥
W (s1,...,sm)
. sup
0<ǫ< 12
sup
j∈Z
∥∥∥σ(2j ·)φǫ(2j ·)ψ̂∥∥∥
W (s1,...,sm)
. sup
j∈Z
∥∥∥σ(2j ·)ψ̂∥∥∥
W (s1,...,sm)
,
which yields (3.1). Thus, we are left with establishing (3.2). For ǫ > 0, now recall
Tǫ(f1, . . . , fm)(x) =
∫
Kǫ(x− y1, . . . , x− ym)f1(y1) · · · fm(ym)dy
=
∫
σǫ(ξ1, . . . , ξm)f̂1(ξ1) · · · f̂m(ξm)e2πix(ξ1+···+ξm)dξ.
Involve estimate (3.1) with Theorem 2.4, we can see that Tσ and Tǫ are uniformly
bounded from L2m × · · · × L2m −→ L2 for all 0 < ǫ < 12 . By density, it suffices to
verify (3.2) for all functions in the Schwartz class.
Now fix Schwartz functions fi, for 1 ≤ i ≤ m. The Fourier transform of
Tσ(f1, . . . , fm) can be written by∫
Rn(m−1)
σ
(
ξ1, . . . , ξm−1, ξ −
m−1∑
l=1
ξl
)
f̂1(ξ1)· · ·f̂m−1(ξm−1)f̂m
(
ξ −
m−1∑
l=1
ξl
)
dξ1· · ·dξm−1.
Similarly, the Fourier transform of Tǫ(f1, . . . , fm) is∫
Rn(m−1)
σǫ
(
ξ1, . . . , ξm−1, ξ −
m−1∑
l=1
ξl
)
f̂1(ξ1)· · ·f̂m−1(ξm−1)f̂m
(
ξ −
m−1∑
l=1
ξl
)
dξ1· · ·dξm−1.
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We now claim that σǫ converges pointwise to σ. Take this claim for granted, we
have (
Tǫ(f1, . . . , fm)
)
(̂ξ) −→
(
Tσ(f1, . . . , fm)
)
(̂ξ), ǫ→ 0
for a.e. ξ ∈ Rn. Notice that
‖Tǫ(f1, . . . , fm)− Tσ(f1, . . . , fm)‖L2 =
∥∥∥(Tǫ(f1, . . . , fm))̂− (Tσ(f1, . . . , fm))̂∥∥∥
L2
.
Since ‖σǫ‖L∞ . ‖σ‖L∞ < ∞ for all ǫ > 0, Lebesgue’s dominated convergence
theorem implies that(
Tǫ(f1, . . . , fm)
)̂−→ (Tσ(f1, . . . , fm))̂ as ǫ→ 0
in L2, and this establishes (3.2).
It remains to prove the above claim about pointwise convergence of σǫ as ǫ→ 0.
For each k ∈ Z, we want to show that σǫ(x) −→ σ(x) for a.e. 2k ≤ |x| ≤ 2k+1.
Indeed, let 0 < ǫ < min
{
22k−2, 2−|k|−2
}
be an arbitrarily small positive number.
Then we have
|σǫ(x) − σ(x)| ≤
∫
|y|≤√ǫ
|ϕǫ(y)||σ(x− y)| sup
2k≤|x|≤2k+1
|φǫ(x− y)− 1|dy
+
∫
|y|≤√ǫ
|ϕǫ(y)||σ(x − y)− σ(x)|dy
+
∫
|y|>√ǫ
|ϕǫ(y)||σ(x − y)φǫ(x− y)− σ(x)|dy.
The first integral vanishes since φǫ(x) = 1 for all 2ǫ ≤ |x| ≤ 1ǫ . To estimate the
second integral, we denote
Ψ̂(x) =
∑
|j|≤2
ψ̂(2−jx).
Then Ψ̂(x) = 1 for all 14 ≤ |x| ≤ 4. Therefore we have
Ψ̂(2−k(x− y)) = Ψ̂(2−kx) = 1
for all 2k ≤ |x| ≤ 2k+1 and |y| ≤ 2k−1. Now set σj(x) = σ(2jx)ψ̂(x) and estimate∫
|y|≤√ǫ
|ϕǫ(y)||σ(x− y)− σ(x)|dy
=
∫
|y|≤√ǫ
|ϕǫ(y)|
∣∣∣σ(x − y)Ψ̂(2−k(x− y))− σ(x)Ψ̂(2−kx)∣∣∣dy
≤ ‖ϕ‖L1 sup
|y|≤√ǫ
∥∥∥σ(· − y)Ψ̂(2−k(· − y))− σΨ̂(2−k·)∥∥∥
L∞
≤ ‖ϕ‖L1
k+2∑
j=k−2
sup
|y|≤√ǫ
∥∥σj(· − 2−jy)− σj∥∥L∞
= ‖ϕ‖L1
k+2∑
j=k−2
sup
|y|≤2−j√ǫ
‖σj(· − y)− σj‖L∞ .
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We would like to show
lim
ǫ→0
sup
|y|≤2−j√ǫ
‖σj(· − y)− σj‖L∞ = 0.
The preceding limit apparently converges to 0 as ǫ → 0 because σj ∈ W (s1,...,sm)
for si >
n
2 , 1 ≤ i ≤ m. The last term is majorized by
C ‖σ‖L∞
∫
|y|≥ 1√
ǫ
|ϕ(y)|dy,
which tends to 0 when ǫ→ 0.
Thus σǫ(x) −→ σ(x) as ǫ → 0 for a.e. 2k ≤ |x| ≤ 2k+1. Hence, σǫ converges to
σ pointwise on Rmn. Also ‖σǫ‖L∞(Rmn) . ‖σ‖L∞(Rmn) uniformly for all ǫ > 0. The
proof of Theorem 3.1 is now complete. 
Now fix a Schwartz function K. We denote the multilinear singular integral
operator of convolution type associated with the kernel K by
TK(f1, . . . , fm)(x) =
∫
Rmn
K(x− y1, . . . , x− ym)f1(y1) · · · fm(ym)dy1 · · · dym.
Proposition 3.3. Let K be a smooth function on Rmn with compact support. Then
we have ∥∥TK∥∥
Hp1×···×Hpm−→Lp ≤ CK <∞
for all 0 < p1, . . . , pm, p <∞ and 1
p
=
1
p1
+ · · ·+ 1
pm
, where TK is the multilinear
singular integral operator of convolution type associated with the kernel K.
Proof. The boundedness of the operator TK can be deduced from [6, Lemma 4.2],
which provides the estimate (for some sufficiently large integer N)∣∣TK(f1, . . . , fm)(x)∣∣ . m∏
i=1
MN(fi)(x), (3.3)
for all fi ∈ L2 ∩Hpi , in which
MN (f)(x) = sup
ϕ∈FN
sup
t>0
sup
y∈B(x,t)
|(ϕt ∗ f)(y)|
is the grand maximal function with respect to N, and
FN :=
ϕ ∈ S(Rn) :
∫
Rn
(1 + |x|)N
∑
|α|≤N+1
|∂αϕ(x)|dx ≤ 1
 .
Taking Lp norm, applying Holder’s inequality to (3.3), and using the quasi-norm
equivalence of some maximal functions [7, Theorem 6.4.4] give us∥∥TK(f1, . . . , fm)∥∥Lp . m∏
i=1
‖MN(fi)‖Lpi ≤ CK
m∏
i=1
‖fi‖Hpi .

Working with smooth kernels K with compact support comes handy when work-
ing with infinite sums of atoms, since we are able to freely interchange the action
of TK with infinite sums of atoms. Precisely, a consequence of the boundedness of
TK , given in Proposition 3.3, is the following result.
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Proposition 3.4. Let 0 < p1, . . . , pm ≤ 1 and 0 < p <∞ be numbers such that
1
p
=
1
p1
+ · · ·+ 1
pm
,
and let K be a smooth function with compact support. Then for every fi ∈ Hpi
with atomic representation fi =
∑
ki
λi,kiai,ki , where ai,ki are L
∞-atoms for Hpi
and
∑
ki
|λi,ki |pi ≤ 2pi ‖fi‖piHpi for 1 ≤ i ≤ m. Then
TK(f1, . . . , fm)(x) =
∑
k1
· · ·
∑
km
λ1,k1 · · ·λm,kmTK(a1,k1 , . . . , am,km)(x)
for a.e. x ∈ Rn.
Proof. For any positive integers N1, . . . , Nm we have∥∥∥∥∥TK(f1, . . . , fm)−
N1∑
k1=1
· · ·
Nm∑
km=1
λ1,k1 · · ·λm,kmTK(a1,k1 , . . . , am,km)
∥∥∥∥∥
Lp
≤ CK
m∑
i=1
∥∥∥∥∥fi −
Ni∑
ki=1
λi,kiai,ki
∥∥∥∥∥
Hpi
∏
l 6=i
‖fl‖Hpl ,
so passing to the limit, we obtain
TK(f1, . . . , fm)(x) =
∞∑
k1=1
· · ·
∞∑
km=1
λ1,k1 · · ·λm,kmTK(a1,k1 , . . . , am,km)(x)
for a.e. x ∈ Rn. 
4. The proof of the main result
In this section, we prove the main theorem. To do so, we first consider the case
where σ is smooth such that its Fourier’s transform is compactly supported, then,
by regularization, we can improve the result for any multiplier σ in general.
We now start proving Theorem 1.1.
Proof of the main theorem. By regularization, we may assume that the inverse Fourier
transform of σ is smooth and compactly supported. If this case is established, then
Theorem 3.1 yields the existence of a family of multilinear multiplier operators(
Tǫ
)
0<ǫ< 12
associated with a family of multipliers
(
σǫ
)
0<ǫ< 12
such that Kǫ =
(
σǫ
)∨
are smooth functions with compact supports for all 0 < ǫ < 12 , and that (3.1), (3.2)
hold. Fix fi ∈ Hpi ∩ L2m, (1 ≤ i ≤ m). The L2 convergence in (3.2) implies that
we can find a sequence of positive numbers
(
ǫk
)
k
convergent to 0 such that
lim
k→∞
Tǫk(f1, . . . , fm)(x) = Tσ(f1, . . . , fm)(x)
for a.e. x ∈ Rn. Fatou’s lemma connecting with (3.1) gives us
‖Tσ(f1, . . . , fm)‖Lp ≤ lim infk→∞ ‖Tǫk(f1, . . . , fm)‖Lp
. sup
0<ǫ< 12
‖Tǫ(f1, . . . , fm)‖Lp
. sup
0<ǫ< 12
sup
j∈Z
∥∥∥σǫ(2j·)ψ̂ ∥∥∥
W (s1,...,sm)
‖f1‖Hp1 · · · ‖fm‖Hpm
. sup
j∈Z
∥∥∥σ(2j ·)ψ̂ ∥∥∥
W (s1 ,...,sm)
‖f1‖Hp1 · · · ‖fm‖Hpm ,
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thus establishing the claimed estimate for a general multiplier σ.
In view of this deduction, we suppose σ∨ is smooth and compactly supported.
The aim is to show that
‖Tσ(f1, . . . , fm)‖Lp . sup
j∈Z
∥∥∥σ(2j ·)ψ̂ ∥∥∥
W (s1,...,sm)
‖f1‖Hp1 · · · ‖fm‖Hpm . (4.1)
Fix functions fi ∈ Hpi . Using atomic representations for Hpi -functions, write
fi =
∑
ki∈Z
λi,kiai,ki , (1 ≤ i ≤ m),
where ai,ki are L
∞-atoms for Hpi satisfying
supp(ai,ki) ⊂ Qi,ki , ‖ai,ki‖L∞ ≤ |Qi,ki |−
1
pi ,
∫
Qi,ki
xαai,ki(x)dx = 0
for all |α| large enough, and ∑ki |λi,ki |pi ≤ 2pi ‖fi‖piHpi .
For the cube Q, denote by Q∗ the dilation of the cube Q with factor 2
√
n. Since
K = σ∨ is smooth and compactly supported, Proposition 3.4 yields that
Tσ(f1, . . . , fm)(x) =
∑
k1
· · ·
∑
km
λ1,k1 . . . λm,kmTσ(a1,k1 , . . . , am,km)(x)
for a.e. x ∈ Rn. Now we can split Tσ(f1, . . . , fm) into two parts and estimate
|Tσ(f1, . . . , fm)(x)| ≤ G1(x) +G2(x),
where
G1(x) =
∑
k1
· · ·
∑
km
|λ1,k1 | . . . |λm,km ||Tσ(a1,k1 , . . . , am,km)|χQ∗1,k1∩...∩Q∗m,km (x)
and
G2(x) =
∑
k1
· · ·
∑
km
|λ1,k1 | . . . |λm,km ||Tσ(a1,k1 , . . . , am,km)|χ(Q∗1,k1∩...∩Q∗m,km )c(x).
First we estimate the Lp-norm of G1, in which we repeat the arguments in [8] for the
sake of completeness. Without loss of generality, suppose Q∗1,k1 ∩ . . . ∩ Q∗m,km 6= ∅
and Q1,k1 has the smallest length among Q1,k1 , . . . , Qm,km . Since Q
∗
i,ki
have the
non-empty intersection, we can pick a cube Rk1,...,km such that
Q∗1,k1 ∩ . . . ∩Q∗m,km ⊂ Rk1,...,km ⊂ R∗k1,...,km ⊂ Q♯1,k1 ∩ . . . ∩Q
♯
m,km
and |Q1,k1 | . |Rk1,...,km |, where the implicit constant depends only on n and Q♯i,ki
denotes for a suitable dilation of Qi,ki . For sj > n/2, it was showed in [9] that
‖Tσ‖L2×L∞×···×L∞→L2 . A.
Therefore, by the Cauchy-Schwarz inequality we have∫
Rk1,...,km
|Tσ(a1,k1 , . . . , am,km)(x)|dx ≤‖Tσ(a1,k1 , . . . , am,km)‖L2 |Rk1,...,km |
1
2
.A|Rk1,...,km |
1
2 ‖a1,k1‖L2
m∏
i=2
‖ai,ki‖L∞
.A|Rk1,...,km |
1
2 |Q1,k1 |
1
2
m∏
i=1
|Qi,ki |−
1
pi
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.A|Rk1,...,km |
m∏
i=1
|Qi,ki |−
1
pi .
The last inequality implies that
1
|Rk1,...,km |
∫
Rk1,...,km
|Tσ(a1,k1 , . . . , am,km)(x)|dx . A
m∏
i=1
|Qi,ki |−
1
pi .
Now the trivial estimate
G1(x) ≤
∑
k1
· · ·
∑
km
|λ1,k1 | . . . |λm,km ||Tσ(a1,k1 , . . . , am,km)|χRk1,...,km (x)
combines with Lemma 2.5 to have
‖G1‖Lp ≤
∥∥∥∥∥∑
k1
· · ·
∑
km
|λ1,k1 | . . . |λm,km ||Tσ(a1,k1 , . . . , am,km)|χRk1,...,km
∥∥∥∥∥
Lp
. A
∥∥∥∥∥∑
k1
· · ·
∑
km
|λ1,k1 | . . . |λm,km |
( m∏
i=1
|Qi,ki |−
1
pi
)
χR∗k1,...,km
∥∥∥∥∥
Lp
≤ A
∥∥∥∥∥∑
k1
· · ·
∑
km
|λ1,k1 | . . . |λm,km |
m∏
i=1
(
|Qi,ki |−
1
pi χQ♯i,ki
)∥∥∥∥∥
Lp
= A
∥∥∥∥∥
m∏
i=1
(∑
ki
|λi,ki ||Qi,ki |−
1
pi χQ♯
i,ki
)∥∥∥∥∥
Lp
≤ A
m∏
i=1
∥∥∥∥∥∑
ki
|λi,ki ||Qi,ki |−
1
pi χQ♯i,ki
∥∥∥∥∥
Lpi
. A
m∏
i=1
‖fi‖Hpi .
Thus
‖G1‖Lp . A ‖f1‖Hp1 · · · ‖fm‖Hpm . (4.2)
Now for the harder part, G2(x), we first restrict x ∈ (∩i/∈JQ∗i,ki) \ (∪i∈JQ∗i,ki) for
some nonempty subset J ⊂ {1, 2, . . . ,m} . To continues our progress, we will need
the following lemma whose proof will be given in the last section.
Lemma 4.1 (The key lemma). Let si > n/2, 0 < pi, p ≤ 1 be numbers and σ be
a function satisfying (1.5) and (1.6). Suppose ai are atoms supported in the cube
Qi, (i = 1, . . . ,m) such that
‖ai‖L∞ ≤ |Qi|−
1
pi ,
∫
Qi
xαai(x)dx = 0,
for all |α| ≤ Ni with Ni =
[
n( 1pi − 1)
]
. Fix a non-empty subset J0 ⊂ {1, . . . ,m} .
Then there exist positive functions b1, . . . , bm such that
|Tσ(a1, . . . , am)(x)| . Ab1(x) · · · bm(x) (4.3)
for all x ∈ (∩i/∈J0Q∗i ) \ (∪i∈J0Q∗i ), and ‖bi‖Lpi . 1, 1 ≤ i ≤ m.
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Lemma 4.1 guarantees the existence of positive functions bJ1,k1 , . . . , b
J
m,km
de-
pending on Q1,k1 , . . . , Qm,km respectively, such that
|Tσ(a1,k1 , . . . , am,km)| . AbJ1,k1 · · · bJm,km (4.4)
for all x ∈ (∩i/∈JQ∗i,ki) \ (∪i∈JQ∗i,ki) and
∥∥∥bJi,ki∥∥∥Lpi . 1. Now set
bi,ki =
∑
∅6=J⊂{1,2,...,m}
bJi,ki .
Then
|Tσ(a1,k1 , . . . , am,km)|χ(Q∗1,k1∩...∩Q∗m,km )c . Ab1,k1 · · · bm,km (4.5)
and ‖bi,ki‖Lpi . 1. Estimate (4.5) yields
G2(x) . A
m∏
i=1
(∑
ki
|λi,ki |bi,ki(x)
)
.
Then apply Ho¨lder’s inequality to deduce that
‖G2‖Lp . A ‖f1‖Hp1 · · · ‖fm‖Hpm . (4.6)
Combining (4.2) and (4.6) yields (4.1) as needed. The proof of Theorem 1.1 is now
complete. 
5. Minimality of conditions
In this section we will show that conditions (1.5) and si >
n
2 are minimal in
general that guarantee boundedness for multilinear multiplier operators. We fix a
smooth function ψ whose Fourier transform is supported in {2− 34 ≤ |ξ| ≤ 2 34 }, it
satisfies ψ̂(ξ) = 1 for all 2−
1
4 ≤ |ξ| ≤ 2 14 , and for some nonzero constant c∑
j∈Z
ψ̂(2−jξ) = c, ξ 6= 0.
Now we have the following theorem:
Theorem 5.1. Let 0 < pi ≤ ∞, 0 < p < ∞, and si > 0 for 1 ≤ i ≤ m. Suppose
that the estimate
‖Tσ(f1, . . . , fm)‖Lp . sup
j∈Z
∥∥∥σ(2j ·)ψ̂∥∥∥
W (s1,...,sm)
m∏
i=1
‖fi‖Hpi
holds for all fi ∈ Hpi and σ ∈ W (s1,...,sm). The following conditions are then
necessary:
si ≥ n
2
, ∀1 ≤ i ≤ m, (5.1)
and ∑
i∈J
(si
n
− 1
pi
)
≥ −1
2
(5.2)
for every subset J ⊂ {1, . . . ,m} .
The following lemma is obvious by changing variables, so its proof is omitted.
MULTILINEAR FOURIER MULTIPLIERS WITH MINIMAL REGULARITY, I 13
Lemma 5.2. Let ϕ be a nontrivial Schwartz function and s > 0. Then∫
|ϕ(ǫy)|2(1 + |y|2)sdy ≈ ǫ−n−s
for all 0 < ǫ ≤ 1.
Proof of Theorem 5.1. We show first the necessary conditions (5.1) for 1 ≤ i ≤ m.
Without loss of generality, we will show s1 ≥ n2 . To establish this inequality, we need
to construct some functions σǫ, (0 < ǫ ≪ 1), and fi ∈ Hpi such that ‖fi‖Hpi = 1
for all 1 ≤ i ≤ m, and ‖Tσǫ(f1, . . . , fm)‖Lp ≈ 1, and further that
sup
j∈Z
∥∥∥σǫ(2j·)ψ̂∥∥∥
W (s1,...,sm)
. ǫ
n
2−s1 .
Once these functions are constructed, one may have
1 ≈ ‖Tσǫ(f1, . . . , fm)‖Lp . sup
j∈Z
∥∥∥σǫ(2j ·)ψ̂∥∥∥
W (s1,...,sm)
m∏
i=1
‖fi‖Hpi . ǫ
n
2−s1
for all 0 < ǫ≪ 1. Therefore we get s1 ≥ n2 .
Let ϕ be a nontrivial Schwartz function such that ϕ̂ is supported in the unit ball,
and let φ2 = · · · = φm−1 be Schwartz functions whose Fourier transforms, φ̂2, is
supported in an annulus 117m ≤ |ξ| ≤ 113m , and identical to 1 on 116m ≤ |ξ| ≤ 114m .
Similarly, fix a Schwartz function φm with φ̂m ⊂
{
ξ ∈ Rn : 1213 ≤ |ξ| ≤ 1413
}
and
φ̂m ≡ 1 on an annulus 2526 ≤ |ξ| ≤ 2726 . Take a, b ∈ Rn with |a| = 115m and |b| = 1.
For 0 < ǫ < 1240m , set
σǫ(ξ1, . . . , ξm) = ϕ̂
(ξ1 − a
ǫ
)
φ̂2(ξ2) · · · φ̂m(ξm).
It is easy to check that suppσǫ ⊂
{
2−
1
4 ≤ |ξ| ≤ 2 14
}
; hence, σǫ(2j ·)ψ̂ = σǫ for
j = 0 and σǫ(2j ·)ψ̂ = 0 for j 6= 0. This directly implies that
sup
j∈Z
∥∥∥σǫ(2j·)ψ̂∥∥∥
W (s1,...,sm)
= ‖σǫ‖W (s1,...,sm) .
Taking the inverse Fourier transform of σǫ gives
(σǫ)∨(x1, . . . , xm) = ǫne2πia·x1ϕ(ǫx1)φ2(x2) · · ·φm(xm).
Now apply Lemma 5.2 to have
‖σǫ‖W (s1,...,sm) . ǫ
n
2−s1 .
Thus
sup
j∈Z
∥∥∥σǫ(2j·)ψ̂∥∥∥
W (s1,...,sm)
. ǫ
n
2−s1 .
Now choose f̂i(ξ) = ǫ
n
pi
−n
ϕ̂( ξ−aǫ ) for 1 ≤ i ≤ m − 1, and f̂m(ξ) = ǫ
n
pm
−nϕ̂( ξ−bǫ ).
Then we will show that these functions are what we needed to construct.
In the following estimates, we will use the fact, its proof can be done by using
the Littlewood-Paley characterization for Hardy spaces, that if f is a function
whose Fourier transform is supported in a fixed annulus centered at the origin,
then ‖f‖Hp ≈ ‖f‖Lp for 0 < p <∞.
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Indeed, using the above fact and checking that each f̂i is supported in an annulus
centered at zero and not depending on ǫ allow us to estimate Hp-norms via Lp-
norms. Namely
‖fi‖Hpi ≈ ‖fi‖Lpi = 1, (1 ≤ i ≤ m).
Thus, we are left with showing that ‖Tσ(f1, . . . , fm)‖Lp ≈ 1. Notice that φ̂i(ξ) = 1
on the support of f̂i for 2 ≤ i ≤ m. Therefore,
Tσǫ(f1, . . . , fm)(x) =
(
ϕ̂
( · − a
ǫ
)
ǫ
n
p1
−nϕ̂
( · − a
ǫ
))∨
(x)
(
φ̂2f̂2
)∨
(x) · · ·
(
φ̂mf̂m
)∨
(x)
=
(
ϕ̂
( · − a
ǫ
)
ǫ
n
p1
−n
ϕ̂
( · − a
ǫ
))∨
(x)
(
f̂2
)∨
(x) · · ·
(
f̂m
)∨
(x)
= ǫ
n
p1
+···+ npm e2πi[(m−1)a+b]·x(ϕ ∗ ϕ)(ǫx)[ϕ(ǫx)]m−1
= ǫ
n
p e2πi[(m−1)a+b]·x(ϕ ∗ ϕ)(ǫx)[ϕ(ǫx)]m−1 ,
which obviously gives ‖Tσǫ(f1, . . . , fm)‖Lp ≈ 1. So far, we have proved that s1 ≥ n2 ;
hence, by symmetry, we have si ≥ n2 for all 1 ≤ i ≤ m.
It now remains to show (5.2). By symmetry, we just only need to prove that
r∑
i=1
(si
n
− 1
pi
)
≥ −1
2
(5.3)
for some fixed 1 ≤ r ≤ m. To achieve our goal, we construct a multiplier σǫ such
that
sup
j∈Z
∥∥∥σǫ(2j ·)ψ̂∥∥∥
W (s1,...,sm)
. ǫ
n
2−s1−···−sr
for 0 < ǫ≪ 1 and functions fi satisfying ‖fi‖Hpi ≈ 1 for 1 ≤ i ≤ m and
‖Tσǫ(f1, . . . , fm)‖Lp ≈ ǫn−
n
p1
−···− npr .
Then inequalities
ǫ
n− np1−···−
n
pr ≈ ‖Tσǫ(f1, . . . , fm)‖Lp
≤ sup
j∈Z
∥∥∥σǫ(2j ·)ψ̂∥∥∥
W (s1,...,sm)
m∏
i=1
‖fi‖Hpi
. ǫ
n
2−s1−···−sr ,
for all small positive numbers ǫ yield the claim (5.3).
We construct functions that give us enough ingredients to establish the multiplier
σǫ and functions fi, (1 ≤ i ≤ m), as mentioned above. Take two smooth functions
ϕ, φ such that ϕ(0) 6= 0, ϕ̂ is supported in {ξ ∈ Rn : |ξ| ≤ 119mr} and ϕ̂(x) = 1
for all |ξ| ≤ 130mr , and that φ̂ is supported in an annulus 123m ≤ |ξ| ≤ 119m and
φ̂(ξ) = 1 for all 122m ≤ |ξ| ≤ 120m . Fix a, b ∈ Rn such that |a| = r−
1
2 , |b| = 121m .
For 0 < ǫ < 1462m , define
σǫ(ξ1, . . . , ξm)
= ϕ̂
( 1
rǫ
r∑
i=1
(ξi − a)
)
ϕ̂
(1
r
r∑
i=1
(ξi − ξ2)
)
· · · ϕ̂
(1
r
r∑
i=1
(ξi − ξr)
)
φ̂(ξr+1) · · · φ̂(ξm).
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Once again, we have suppσǫ ⊂ {ξ ∈ Rn : 2− 14 ≤ |ξ| ≤ 2 14 }, which, as in the
previous case, implies that
sup
j∈Z
∥∥∥σǫ(2j·)ψ̂∥∥∥
W (s1,...,sm)
= ‖σǫ‖W (s1,...,sm) .
By changing variables, we can obtain the inverse Fourier transform of σǫ as follows
(σǫ)∨(x1, . . . , xm)
= re
2πia·
r∑
i=1
xi
ǫnϕ
(
ǫ
r∑
i=1
xi
)
ϕ(x1 − x2) · · ·ϕ(x1 − xr)φ(xr+1) · · ·φ(xm).
Taking Sobolev norm deduces
‖σǫ‖W (s1,...,sm) = Cǫn
(∫
Rnr
∣∣∣∣∣ϕ(ǫ
r∑
i=1
xi
) r∏
i=2
ϕ(x1 − xi)
∣∣∣∣∣
2 r∏
i=1
(1+|xi|2)sidx1 · · · dxr
) 1
2
,
where C = r ‖φ‖W sr+1 · · · ‖φ‖W sm .
Next, we show that∫
Rnr
∣∣∣∣∣ϕ(ǫ
r∑
i=1
xi
)
ϕ(x1 − x2) · · ·ϕ(x1 − xr)
∣∣∣∣∣
2 r∏
i=1
(1 + |xi|2)sidx1 · · · dxr
. ǫ−n−2(s1+···+sr).
(5.4)
In fact, changing variables in the above integral together with Lemma 5.2 yields∫
Rnr
∣∣∣∣∣ϕ(ǫ
r∑
i=1
xi
)
ϕ(x1 − x2) · · ·ϕ(x1 − xr)
∣∣∣∣∣
2 r∏
i=1
(1 + |xi|2)sidx1 · · · dxr
=
1
r
∫
Rnr
|ϕ(ǫy1)ϕ(y2) · · ·ϕ(yr)|2
(
1 +
1
r2
∣∣∣ r∑
i=1
yi
∣∣∣2)s1
r∏
k=2
(
1 +
∣∣∣− yk + 1
r
r∑
i=1
yi
∣∣∣2)sk dy1 · · · dyr
.
∫
Rnr
|ϕ(ǫy1)ϕ(y2) · · ·ϕ(yr)|2
r∏
i=1
(
1 + |yi|2
)s1+···+sr
dy1 · · · dyr
.
∫
Rnr
|ϕ(ǫy1)|2
(
1 + |y1|2
)s1+···+sr
dy1
. ǫ−n−2s1−···−2sr ,
where the implicit constants do not depend on ǫ. Inequality (5.4) gives us the
estimate
sup
j∈Z
∥∥∥σǫ(2j ·)ψ̂∥∥∥
W (s1,...,sm)
= ‖σǫ‖W (s1,...,sm) . ǫ
n
2−s1−···−sr .
To construct functions fi, we fix a smooth function ζ such that ζ̂ is supported in{
ξ ∈ Rn : |ξ − a| ≤ 13m
}
and is identical to 1 on
{
ξ ∈ Rn : |ξ − a| ≤ 319m
}
. Now
set f1 = · · · = fr = ζ and f̂i(ξ) = ǫ
n
pi
−n
ϕ̂
(
ξ−b
ǫ
)
for r + 1 ≤ i ≤ m. It is clear that
‖fi‖Hpi ≈ ‖fi‖Lpi ≈ 1, 1 ≤ i ≤ m.
16 GRAFAKOS AND NGUYEN
Moreover, f̂1(ξ1) · · · f̂r(ξr) = 1 on the support of the function
ϕ̂
( 1
rǫ
r∑
i=1
(ξi − a)
)
ϕ̂
(1
r
r∑
i=1
(ξi − ξ2)
)
· · · ϕ̂
(1
r
r∑
i=1
(ξi − ξr)
)
and also φ̂(ξ) = 1 on the support of the functions f̂i for all r+1 ≤ i ≤ m. Therefore
we have
Tσǫ(f1, . . . , fm)(x) = re
2πi
(
ra+(m−r)b
)
·xǫnϕ(ǫrx)
[
ϕ(0)
]r−1
ǫ
n
pr+1
+···+ npm [ϕ(ǫx)]m−r.
Take Lp-norm, we get
‖Tσǫ(f1, . . . , fm)‖Lp ≈ ǫn−
n
p1
−···− npr ,
which is the last thing we want to obtain for our construction. Notice that the
above argument also works for pi =∞. 
6. Endpoint estimates
In this section we consider two endpoint estimates for multilinear singular inte-
gral operators. In the first case all indices are equal to infinity and in the second
case one index is 1 and the others are equal to infinity.
For x ∈ Rn and 1 ≤ k ≤ m, define
Γkx = {(y1, . . . , ym) ∈ Rmn : |yk| > 2|x|} .
We say that a locally integrable function K(y1, . . . , ym) on R
mn \ {0} satisfies a
coordinate-type Ho¨rmander condition if for some finite constant A we have
m∑
k=1
∫
Γkx
| K(y1, . . . , yk−1, x− yk, yk+1, . . . , ym)−K(y1, . . . , ym) | d~y ≤ A (6.1)
for all x ∈ Rn. Another type of (bi)-linear Ho¨rmander condition of geometric nature
appeared in Pe´rez and Torres [17].
Denote by Λp = {(p,∞, . . . ,∞), (∞, p,∞, . . . ,∞), . . . , (∞, . . . ,∞, p)} the set of
allm-tuples with (m−1) entries equal to infinity and only one entry equal to p. The
following result provides a version of the classical multilinear Caldero´n-Zygmund
theorem in which the kernel satisfies a coordinate-type Ho¨rmander condition under
the initial assumption that the operator is bounded on Lebesgue spaces with indices
in Λ2. We denote by L
∞
c the space of all compactly supported bounded functions.
Theorem 6.1. Suppose that an m-linear singular integral operator of convolution
type T with kernel K is bounded from Lq1 × · · · × Lqm to L2 with norm at most
B for all (q1, . . . , qm) ∈ Λ2. If K satisfies the coordinate-type Ho¨rmander condition
(6.1), then
‖T (f1, . . . , fm)‖BMO . (A+B)‖f1‖L∞ · · · ‖fm‖L∞ (6.2)
for all fj in L
∞
c . Moreover, T has a bounded extension which satisfies
‖T (f1, . . . , fm)‖L1,∞ . (A+B)‖fi‖L1
m∏
i=1
k 6=i
‖fk‖L∞ (6.3)
for all 1 ≤ i ≤ m, fi ∈ L1, and fk ∈ L∞c for k 6= i.
MULTILINEAR FOURIER MULTIPLIERS WITH MINIMAL REGULARITY, I 17
Proof. Fix a cube Q. To prove (6.2) we show that there exists a constant CQ such
that
1
|Q|
∫
Q
| T (f1, . . . , fm)(x) − CQ | dx . (A+B)‖f1‖L∞ · · · ‖fm‖L∞ . (6.4)
We decompose each function fj = f
0
j +f
1
j , where f
0
j = fjχQ∗ and f
1
j = fjχ(Q∗)c .
Let F be the set of the 2m sequences of length m consisting of zeros and ones. We
claim that for each sequence ~k = (k1, . . . , km) in F there is a constant C~k such that
1
|Q|
∫
Q
|T (fk11 , . . . , fkmm )(x)− C~k| dx . (A+B)‖f1‖L∞ · · · ‖fm‖L∞ . (6.5)
Assuming the validity of the preceding claim we obtain (6.4) with CQ =
∑
~k∈F C~k.
Next, we want to establish (6.5) for each ~k ∈ F. If ~k = (k1, . . . , km) has at least
one zero entry we pick C~k = 0. Without loss of generality, we may assume that
k1 = 0. Since T maps L
2 × L∞ · · · × L∞ to L2, we have
1
|Q|
∫
Q
|T (fk11 , . . . , fkmm )(x)| dx ≤
(
1
|Q|
∫
Q
|T (fk11 , . . . , fkmm )(x)|2 dx
) 1
2
≤
(
1
|Q|
∫
Rn
|T (fk11 , . . . , fkmm )(x)|2 dx
) 1
2
≤ B |Q|− 12 ‖f01 ‖L2‖fk22 ‖L∞ · · · ‖fkmm ‖L∞
≤ B |Q|− 12 |Q∗| 12 ‖f1‖L∞ · · · ‖fm‖L∞
. B‖f1‖L∞ · · · ‖fm‖L∞ .
Now suppose that ~k = (1, . . . , 1). Set C~k = T (f
k1
1 , . . . , f
km
m )(xQ), where xQ is
the center of the cube Q. Then we have
1
|Q|
∫
Q
|T (f11 , . . . , f1m)(x) − C~k|dx
≤ 1|Q|
∫
Q
∫
Rnm
|K(x−y1, . . . , x−ym)−K(xQ−y1, . . . , xQ−ym)|
m∏
i=1
|f1i (yi)|d~ydx
≤
m∏
i=1
‖fi‖L∞
|Q|
∫
Q
m∑
k=1
∫
Γkx−xQ
|K(y1, . . . , (x−xQ)−yk, . . . , ym)−K(y1, . . . , ym)|d~ydx
. A‖f1‖L∞ · · · ‖fm‖L∞ .
This completes the proof of (6.2) and we are left with establishing (6.3). Fix
λ > 0. It is enough to show that
|{x ∈ Rn : |T (f1, . . . , fm)(x)| > 2λ}| . (A+B) 1
λ
‖f1‖L1 ‖f2‖L∞ · · · ‖fm‖L∞ .
By scaling, we may assume that ‖f1‖L1 = ‖f2‖L∞ = · · · = ‖fm‖L∞ = 1. Let δ
be a positive number chosen later and let f1 = g1 + b1 be the Caldero´n-Zygmund
decomposition at height δλ, and b1 =
∑
j b1,j , where b1,j are functions supported
in the (pairwise disjoint) cubes Qj such that
supp(b1,j) ⊂ Qj,
∫
b1,k(x)dx = 0,
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‖b1,j‖L1 ≤ 2n+1δλ|Qj |,
∑
j
|Qj | ≤ 1
δλ
,
‖g1‖L∞ ≤ 2nδλ, ‖g1‖L1 ≤ 1.
Now we can estimate
|{x ∈ Rn : |T (f1, . . . , fm)(x)| > 2λ}| ≤|{x ∈ Rn : |T (g1, . . . , fm)(x)| > λ}|
+ |{x ∈ Rn : |T (b1, . . . , fm)(x)| > λ}|.
Since T maps L2 × L∞ × · · · × L∞, the first part can be controlled by
|{x ∈ Rn : |T (g1, . . . , fm)(x)| > λ}| ≤ 1
λ2
∫
Rn
|T (g1, f2, . . . , fm)(x)|2dx
≤B
2
λ2
‖g1‖2L2 ‖f2‖2L∞ · · · ‖fm‖2L∞
≤2
nB2δ
λ2
.
To estimate the second part, we set G = ∪jQ∗j . Then we have
|{x ∈ Rn : |T (b1, . . . , fm)(x)| > λ}| ≤|G|+ |{x ∈ Gc : |T (b1, . . . , fm)(x)| > λ}|
≤|G|+ 1
λ
∑
j
∫(
Q∗j
)c |T (b1,j, . . . , fm)(x)|dx.
Notice that
|G| ≤
∑
j
|Q∗j | .
∑
j
|Qj| ≤ 1
δλ
.
Denote by cj the center of the cube Qj. Invoking condition (6.1) yields∫
(Q∗j )
c
|T (b1,j, . . . , fm)(x)|dx
≤
∫
(Q∗j )
c
∣∣∣∣ ∫ K(x− y1, . . . , x− ym)b1j(y1)f2(y2) · · · fm(ym)d~ydx∣∣∣∣
≤
∫
(Q∗j )
c
∣∣∣∣ ∫ [K(x−y1, y2, . . . , ym)−K(x−cj, y2, . . . , ym)]b1j(y1) m∏
i=2
fi(x−yi)d~ydx
∣∣∣∣
≤
m∏
i=2
‖fi‖L∞
∫
(Q∗j )
c
∫ ∣∣K(x− y1, y2 . . . , ym)−K(x− cj , y2, . . . , ym)∣∣|b1j(y1)|d~ydx
≤
∫
Qj
{∫
Γ1y1−cj
∣∣K(y1 − z1, z2 . . . , zm)−K(z1, z2, . . . , zm)∣∣d~z} |b1j(y1)|dy1
≤A ‖b1,j‖L1 .
Therefore
1
λ
∑
j
∫
(Q∗j )
c
|T (b1,j, . . . , fm)(x)|dx ≤A
λ
∑
j
‖b1,j‖L1 ≤
2n+1A
λ
.
Choosing δ = B−1 and combining the preceding inequalities we obtain
|{x ∈ Rn : |T (f1, . . . , fm)(x)| > 2λ}| ≤ 1
λ
(2nB +B + 2n+1A) ≤ 2n+1(A+B) 1
λ
,
which yields (6.3). 
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This result allows us to obtain intermediate estimates between the results in [5]
(in which 2 < pj <∞ and 2 < p <∞) and the results in [9] (in which 1 < pj ≤ ∞
and 1 < p ≤ 2).
Corollary 6.2. Let 1 < pj ≤ ∞ and 1 < p <∞ satisfy 1/p1 + · · ·+ 1/pm = 1/p.
Assume that (1.6) holds for a function σ on Rmn where si > n/2 for all i. Then
the multilinear Fourier multiplier operator Tσ maps L
p1 × · · · × Lpm to Lp
Proof. Note that Sobolev condition (1.6) for σ implies Hormander condition (6.1)
for K = σ∨. The proof of this implication is standard in the linear case and in
the m-linear case it follows by freezing all but one variable (in the bilinear case
it is contained in [14]). We are now able to apply Theorem 6.1 to Tσ, and hence
Corollary 6.3 follows. Interpolating between (6.2) and (6.3) yields that Tσ maps
Lp × L∞ × · · · × L∞ to Lp for all 1 < p < ∞. By symmetry, we deduce that Tσ
is bounded from Lq1 × · · · × Lqm to Lp for all (q1, . . . , qm) ∈ Λp and 1 < p < ∞.
Once again, by interpolation, we have that Tσ maps from L
p1×· · ·Lpm to Lp for all
1 < p1, . . . , pm ≤ ∞ and 1 < p < ∞ such that 1p1 + · · · + 1pm = 1p with norm at
most a multiple of A. 
Corollary 6.3. Let σ be a bounded function on Rmn \ {0} which satisfies (1.6)
with sj > n/2 for all j = 1, . . . ,m. Then we have the estimate
‖Tσ(f1, . . . , fm)‖BMO . A‖f1‖L∞ · · · ‖fm‖L∞ (6.6)
for all functions fj ∈ L∞c .
Proof. As before condition (1.6) for σ implies (6.1) for K = σ∨. Applying Theorem
6.1 to Tσ, Corollary 6.3 follows. 
7. Proofs of some technical lemmas
In this section, we will give the detail proofs of some lemmas that were used in
previous sections.
7.1. The proof of Lemma 3.2. For k ∈ Z, k ≥ 2 denote
Fk =
{
y ∈ Rmn : 2k−1 − 2 ≤ |y| ≤ 2k+1 + 2} .
Fix x = (x1, . . . , xm) ∈ Rmn. Then we have
(ϕǫ ∗ σ)(2jx)ψ̂(x) =
{∫
ǫ−mnϕ
(
ǫ−1y
)
σ(2jx− y)dy
}
ψ̂(x)
=
{∫
ǫ−mn2jmnϕ
(
ǫ−12jy
)
σ(2j(x− y))dy
}
ψ̂(x)
=
∑
k∈Z
{∫
ϕǫ2−j (y)σ(2
j(x − y))ψ̂(2−k(x− y))dy
}
ψ̂(x)
=
∑
k≤−3
{∫
ϕǫ2−j (x − y)σ(2jy)ψ̂(2−ky)dy
}
ψ̂(x) (7.1)
+
∑
|k|≤2
∫
ϕǫ2−j (y)σ(2
j(x− y))ψ̂(2−k(x− y))ψ̂(x)dy (7.2)
+
∑
k≥3
{∫
ϕǫ2−j (x− y)σ(2jy)ψ̂(2−ky)dy
}
ψ̂(x). (7.3)
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The W (s1,...,sm) norm of term (7.2) can be estimated easily by∑
|k|≤2
∫
|ϕǫ2−j (y)|
∥∥∥σ(2j(· − y))ψ̂(2−k(· − y))ψ̂∥∥∥
W (s1,...,sm)
dy
≤
∑
|k|≤2
∫
|ϕǫ2−j (y)|
∥∥∥σ(2j(· − y))ψ̂(2−k(· − y))∥∥∥
W (s1,...,sm)
∥∥∥ψ̂∥∥∥
W (s1,...,sm)
dy
.
∑
|k|≤2
∥∥∥σ(2j+k·)ψ̂∥∥∥
W (s1,...,sm)
∫
|ϕǫ2−j (y)|dy . sup
j∈Z
∥∥∥σ(2j ·)ψ̂∥∥∥
W (s1,...,sm)
,
in which the second last inequality follows from the fact [5, Proposition A.2] that
‖fg‖W (s1,...,sm) . ‖f‖W (s1,...,sm) ‖g‖W (s1,...,sm) ,
when f, g ∈W (s1,...,sm) for s1, . . . , sm > n2 .
Now fix integer numbers li ≥ si and set l = l1 + · · ·+ lm. Since ‖f‖W (s1,...,sm) ≤
‖f‖W l , the W (s1,...,sm) norm of the term in (7.1) is bounded by∑
k≤−3
∥∥∥∥{∫ ϕǫ2−j (· − y)σ(2jy)ψ̂(2−ky)dy}ψ̂ ∥∥∥∥
W l
.
∑
k≤−3
∑
|α|+|β|≤l
∥∥∥∥{∫ (ǫ2−j)−|α|(∂αϕ)ǫ2−j (· − y)σ(2jy)ψ̂(2−ky)dy}∂βψ̂ ∥∥∥∥
L2
=
∑
k≤−3
∑
|α|+|β|≤l
∥∥∥∥∥
{∫
1
4≤|y|≤ 94
(∂αϕ)ǫ2−j (y)
(ǫ2−j)|α|
σ(2j(· − y))ψ̂(2−k(· − y))dy
}
∂βψ̂
∥∥∥∥∥
L2
.
∑
k≤−3
∑
|α|≤l
∫ ( |y|
ǫ2−j
)|α|
|(∂αϕ)ǫ2−j (y)|
∥∥∥σ(2j(· − y))ψ̂(2−k(· − y))∥∥∥
L2
dy
.
∑
k≤−3
2
kn
2
∥∥∥σ(2j+k·)ψ̂∥∥∥
L2
∑
|α|≤l
∫ ( |y|
ǫ2−j
)|α|
|(∂αϕ)ǫ2−j (y)| dy
.
∑
k≤−3
2
kn
2
∥∥∥σ(2j+k·)ψ̂∥∥∥
W s
∑
|α|≤l
∫
|y||α||(∂αϕ)(y)|dy
. sup
j∈Z
∥∥∥σ(2j ·)ψ̂∥∥∥
W (s1,...,sm)
.
Finally, we deal with term (7.3). We have∥∥∥∥∥∥
∑
k≥3
{∫
ϕǫ2−j (· − y)σ(2jy)ψ̂(2−ky)dy
}
ψ̂
∥∥∥∥∥∥
W (s1,...,sm)
≤
∑
k≥3
∥∥∥∥{∫ ϕǫ2−j (· − y)σ(2jy)ψ̂(2−ky)dy}ψ̂ ∥∥∥∥
W l
.
∑
k≥3
∑
|α|+|β|≤l
∥∥∥∥{∫ (ǫ2−j)−|α|(∂αϕ)ǫ2−j (· − y)σ(2jy)ψ̂(2−ky)dy}∂βψ̂∥∥∥∥
L2
=
∑
k≥3
∑
|α|+|β|≤l
∥∥∥∥{∫
Fk
(ǫ2−j)−|α|(∂αϕ)ǫ2−j (y)σ(2j(· − y))ψ̂(2−k(· − y))dy
}
∂βψ̂
∥∥∥∥
L2
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.
∑
k≥3
∑
|α|+|β|≤l
∫
Fk
( |y|
2kǫ2−j
)|α|
|(∂αϕ)ǫ2−j (y)|
∥∥∥σ(2j(· − y))ψ̂(2−k(· − y))∂βψ̂ ∥∥∥
L2
dy
=
∑
k≥3
∑
|α|+|β|≤l
∫
Fk
( |y|
2kǫ2−j
)|α|
|(∂αϕ)ǫ2−j (y)|
∥∥∥σ(2j ·)ψ̂(2−k·)(∂β ψ̂)(·+ y)∥∥∥
L2
dy
≤
∑
k≥3
∑
|α|+|β|≤l
∫
Fk
2
kn
2
( |y|
ǫ2−j
)|α|
|(∂αϕ)ǫ2−j (y)|
∥∥∥σ(2j+k·)ψ̂(∂βψ̂)(2k ·+y)∥∥∥
L2
dy
≤
∑
k≥3
∑
|α|≤l
∫
Fk
2
kn
2
( |y|
ǫ2−j
)|α|
|(∂αϕ)ǫ2−j (y)|
∥∥∥σ(2j+k·)ψ̂∥∥∥
L2(B(−2−ky,21−k))
dy
.
∑
|α|≤l
∑
k≥3
∥∥∥σ(2j+k·)ψ̂ ∥∥∥
L∞
∫
Fk
( |y|
ǫ2−j
)|α|
|(∂αϕ)ǫ2−j (y)|dy
≤
∑
|α|≤l
∑
k≥3
∥∥∥σ(2j+k·)ψ̂ ∥∥∥
W (s1,...,sm)
∫
Fk
( |y|
ǫ2−j
)|α|
|(∂αϕ)ǫ2−j (y)|dy
. sup
k∈Z
∥∥∥σ(2j+k·)ψ̂ ∥∥∥
W (s1,...,sm)
∑
|α|≤l
∑
k≥3
∫
Fk
( |y|
ǫ2−j
)|α|
|(∂αϕ)ǫ2−j (y)|dy
. sup
j∈Z
∥∥∥σ(2j ·)ψ̂ ∥∥∥
W (s1,...,sm)
.
The proof of the lemma is now complete.
7.2. The proof of Lemma 4.1. Before verifying Lemma 4.1, we mention ap-
proaches that were used by other authors. First, with assumption on the kernel
∣∣∂αy0,...,ymK(y0, . . . , ym)∣∣ ≤ A
 m∑
k,l=0
|yk − yl|
−mn−|α|
for all |α| ≤ N, Grafakos and Kalton [8] showed that estimate (4.3) holds for the
corresponding multilinear singular integral operator with
bi(x) =
|Qi|1−
1
pi
+N+1mn(
|x− ci|+ ℓ(Qi)
)n+N+1m .
Miyachi and Tomita [14] constructed functions bi satisfying Lemma 4.1 in the bi-
linear case. We adapt these techniques to prove the key lemma in the multilinear
setting.
Now we start the proof of Lemma 4.1. We may assume that J0 = {1, . . . , r} for
some 1 ≤ r ≤ m. Fix
x ∈
( m⋂
i=r+1
Q∗i
)
\
r⋃
i=1
Q∗i
(when r = m, just fix x ∈ Rn \⋃mi=1Q∗i ). Now we rewrite Tσ(a1, . . . , am)(x) as
Tσ(a1, . . . , am)(x) =
∑
j∈Z
gj(x),
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where
gj(x) =
∫
Rmn
2jmnKj(2
j(x− y1), . . . , 2j(x− ym))a1(y1) · · · am(ym)dy1 · · · dym
with Kj =
(
σ(2j ·)ψ̂ )∨. Let ci be the center of the cube Qi (1 ≤ i ≤ m). For
1 ≤ i ≤ r, since x /∈ Q∗i and yi ∈ Qi, |x− ci| ≈ |x− yi|. Fix 1 ≤ k ≤ r. Using
Lemma 2.1 with si >
n
2 and applying the Cauchy-Schwarz inequality we obtain
r∏
i=1
〈
2j(x− ci)
〉si |gj(x)|
. 2jmn
∫
Q1×···×Qm
r∏
i=1
〈
2j(x − yi)
〉si ∣∣Kj(2j(x− y1), . . . , 2j(x − ym))∣∣ m∏
i=1
‖ai‖L∞ d~y
≤ 2jmn
∫
Q1×···×Qm
r∏
i=1
〈
2j(x − yi)
〉si ∣∣Kj(2j(x− y1), . . . , 2j(x − ym))∣∣ m∏
i=1
|Qi|−
1
pi d~y
≤ 2jrn
m∏
i=1
|Qi|−
1
pi
∫
Q1×···×Qr×R(m−r)n
r∏
i=1
〈
2j(x − yi)
〉si ×
× ∣∣Kj(2j(x − y1), . . . , 2j(x− yr), yr+1, . . . , ym)∣∣dy1 · · · dyrdyr+1 · · · dym
≤ 2jrn
r∏
i=1
|Qi|1−
1
pi
m∏
i=r+1
|Qi|−
1
pi
∫
R(m−r)n
∫
Qk
|Qk|−1
〈
2j(x− yk)
〉sk ×
×
∥∥∥∥∥∥∥
r∏
i=1
i6=k
〈yi〉si Kj(y1, . . . , yk−1, 2j(x− yk), yk+1, . . . , ym)
∥∥∥∥∥∥∥
L∞(dy1···d̂yk···dyr)
dykdyr+1 · · · dym
. 2jrn
r∏
i=1
|Qi|1−
1
pi
m∏
i=r+1
|Qi|−
1
pi
∫
R(m−r)n
∫
Qk
|Qk|−1
〈
2j(x− yk)
〉sk ×
×
∥∥∥∥∥∥∥
r∏
i=1
i6=k
〈yi〉si Kj(y1, . . . , yk−1, 2j(x− yk), yk+1, . . . , ym)
∥∥∥∥∥∥∥
L2(dy1···d̂yk···dyr)
dykdyr+1 · · · dym
. 2jrn
r∏
i=1
|Qi|1−
1
pi
m∏
i=r+1
|Qi|−
1
pi
∫
Qk
|Qk|−1
〈
2j(x− yk)
〉sk ×
×
∥∥∥∥∥∥∥
m∏
i=1
i6=k
〈yi〉si Kj(y1, . . . , yk−1, 2j(x− yk), yk+1, . . . , ym)
∥∥∥∥∥∥∥
L2(dy1···d̂yk···dym)
dyk
= 2jrn
r∏
i=1
|Qi|1−
1
pi h
(k,0)
j (x)
m∏
i=r+1
bi(x) (7.4)
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for all x ∈ (∩mi=r+1Q∗i ) \ (∪ri=1Q∗i ), where
h
(k,0)
j (x) =
1
|Qk|
∫
Qk
〈
2j(x − yk)
〉sk
×
∥∥∥∥∥∥∥
m∏
i=1
i6=k
〈yi〉si Kj(y1, . . . , yk−1, 2j(x − yk), yk+1, . . . , ym)
∥∥∥∥∥∥∥
L2(dy1···d̂yk···dym)
dyk
and bi(x) = |Qi|−
1
pi χQ∗i (x) for r + 1 ≤ i ≤ m. A direct computation gives∥∥∥h(k,0)j ∥∥∥
L2
≤ 2− jn2
∥∥∥σ(2j ·)ψ̂∥∥∥
W (s1,...,sm)
= A2−
jn
2 .
Using the vanishing moment condition of ak and Taylor’s formula, we write
gj(x) = 2
jmn
∑
|α|=Nk
Cα
∫
Rmn
{∫ 1
0
(1 − t)Nk−1
× ∂αykKj
(
2j(x − y1), . . . , 2j(x− ck − t(yk − ck)), . . . , 2j(x− ym)
)
× (2j(yk − ck))αa1(y1) · · · am(ym) dt
}
dy1 · · · dym.
Repeat the preceding argument to obtain
r∏
i=1
〈
2j(x− ci)
〉si |gj(x)| . 2jrn r∏
i=1
|Qi|1−
1
pi h
(k,1)
j (x)
m∏
i=r+1
bi(x) (7.5)
for all x ∈ (∩mi=r+1Q∗i ) \ (∪ri=1Q∗i ), where bi(x) = |Qi|−
1
pi χQ∗i (x) for r + 1 ≤ i ≤ m
and
h
(k,1)
j (x) =
∑
|α|=Nk
∫
Qk
{∫ 1
0
〈
2jxtck,yk
〉sk
×
∥∥∥∥∥∥∥
m∏
i=1
i6=k
〈yi〉si ∂αykKj(y1, . . . , yk−1, 2jxtck,yk , yk+1, . . . , ym)
∥∥∥∥∥∥∥
L2(dy1···d̂yk···dym)
× (2jℓ(Qk))Nk |Qk|−1 dt
}
dyk,
with xtck,yk = x − ck − t(yk − ck). Applying Minkowski’s inequality together with
Lemma 2.2 implies that ∥∥∥h(k,1)j ∥∥∥
L2
≤ A2− jn2 (2jℓ(Qk))Nk .
Combine inequalities (7.4) and (7.5), we get
r∏
i=1
〈
2j(x− ci)
〉si |gj(x)|
≤ 2jrn
r∏
i=1
|Qi|1−
1
pi min
{
h
(k,0)
j (x), h
(k,1)
j (x)
} m∏
i=r+1
bi(x)
(7.6)
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for all 1 ≤ k ≤ r. The inequalities in (7.6) imply that
|gj(x)|
≤ 2jrn
r∏
i=1
|Qi|1−
1
pi
r∏
i=1
〈
2j(x− ci)
〉−si
min
1≤k≤r
{
h
(k,0)
j (x), h
(k,1)
j (x)
} m∏
i=r+1
bi(x)
(7.7)
for all x ∈ (∩mi=r+1Q∗i ) \ (∪ri=1Q∗i ).
Now we need to construct functions ukj (1 ≤ k ≤ r) such that
gj(x) . A
r∏
k=1
ukj (x)
m∏
i=r+1
bi(x)
for all x ∈ (∩mi=r+1Q∗i ) \ (∪ri=1Q∗i ) and that
∥∥∥∑j ukj∥∥∥
Lpk
. 1 for all 1 ≤ k ≤ r.
Then the lemma follows by taking bk =
∑
j u
k
j (1 ≤ k ≤ r) and bi = |Qi|−
1
pi χQ∗i
(r + 1 ≤ i ≤ m).
Indeed, we can choose 0 < λk < min
{
1
2 ,
sk
n − 1pk + 12
}
such that
r∑
k=1
λk =
r − 1
2
.
This is suitable since conditions (1.5) implies that
r∑
k=1
min
{1
2
,
sk
n
− 1
pk
+
1
2
}
>
r − 1
2
.
Set αk =
1
pk
− 12 and βk = 2( 1pk − αk). Then we have
r∑
k=1
αk =
r∑
k=1
1
pk
− 1
2
,
βk > 0 and β1 + · · ·+ βr = 1. Now define
ukj = A
−βk2jn|Qk|1−
1
pk
〈
2j(· − ck)
〉−sk
χ(Q∗k)c min
{
h
(k,0)
j , h
(k,1)
j
}βk
, 1 ≤ k ≤ r.
Then, from (7.7), it is easy to see that
gj(x) . A
r∏
k=1
ukj (x)
m∏
i=r+1
bi(x)
for all x ∈ (∩mi=r+1Q∗i )\(∪ri=1Q∗i ). It remains to check that
∑
j
∫
Rn
∣∣ukj (x)∣∣pkdx . 1.
Since
1
pk
= αk +
βk
2
, setting 1p′k
= 1− 1pk , Ho¨lder’s inequality gives∥∥ukj∥∥Lpk ≤ A−βk2jn|Qk| 1p′k ∥∥∥〈2j(· − ck)〉−sk χ(Q∗k)c∥∥∥L 1αk
∥∥∥∥min{h(k,0)j , h(k,1)j }βk∥∥∥∥
L
2
βk
for all 1 ≤ k ≤ r. Notice that n < skαk , we have∥∥∥〈2j(· − ck)〉−sk χ(Q∗k)c∥∥∥L1/αk . 2−jnαk min{1, (2jℓ(Qk))αkn−sk}
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and ∥∥∥∥(min{h(k,0)j , h(k,1)j })βk∥∥∥∥
L2/βk
≤min
{∥∥∥h(k,0)j ∥∥∥βk
L2
,
∥∥∥h(k,1)j ∥∥∥βk
L2
}
.
(
A2−jn/2min
{
1, (2jℓ(Qk))
Nk
})βk
.
Therefore∥∥ukj∥∥Lpk ≤2jn|Qk|1− 1pk 2− jnpk min{1, (2jℓ(Qk))αkn−sk}min{1, (2jℓ(Qk))Nkβk}
.(2jℓ(Qk))
n− n
pk min
{
1, (2jℓ(Qk))
αkn−sk}min{1, (2jℓ(Qk))Nkβk} .
This inequality is enough to establish what we needed
∑
j∈Z
∫
Rn
∣∣ukj (x)∣∣pkdx . 1.
The proof of Lemma 4.1 is complete.
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