Abstract
Introduction
The classical Variational Inequality Problem is to find a vector such that ˆ( ) , 0 , F x y x y C    
(1.1) The problem (1.1) was first introduced by Hartman and Stampacchia [1] in 1966. The primary goal is to compute the stationary points for nonlinear programs. It is widely used in the study of optimization and equilibrium problems and finding the numerical solution for many practical problems. It has a wide range of applications in engineering, operations research, economics etc. Many practical problems process for seeking better or best alternative solution from a number of possible solutions. However, the analytical optimal solution is difficult to obtain even for relatively simple application problems. Researchers instead study the numerical optimization algorithm arises from almost every field, such as engineering design, systems operation, decision making, and computer science for example [2] [3] [4] .
The equilibrium problem is to find xC  such that 2) The set of solutions of the above inequality is denoted by E P ( ) f . Let ( , ) ( ) , f x y F x y x  , then (1.1) can be regarded as an equilibrium problem. The concept of equilibrium, which has long been connected with maximization or minimization, plays a central role and provides a valuable benchmark against which an existing state of such complex systems can be
Preliminaries
There have been many methods proposed in the literature to study the equilibrium problem, among of which we think the projection method is one of the best ways. We first present the projection ant its equivalent description. 
the set of fixed points of T . If :
T H H  is asymptotically nonexpansive, the () FT is nonempty convex. For solving the equilibrium problem, let us assume that a bifunction F satisfies the following conditions [8] :
fx  is convex and lower semi-continuous. To prove the strong convergence of our algorithm later, the following two lemmas are presented here.
Lemma 1 [9] Let C be a nonempty closed convex subset of H , and let :
. And let 0 r  , and xH  . Then, there exists zC  such that
Further, define a mapping : 
is closed and convex. Lemma 2 [9] Let C be a nonempty closed convex subset of H , and let :
Hybrid iterative algorithm for asymptotically nonexpansive mappings and equilibrium problems
In this section, we introduce a new hybrid iterative algorithm for the fixed point of asymptotically nonexpansive mapping and the solution of an equilibrium problem and analysis the strong convergence of the proposed method. In fact, we prove a strong convergence theorem for finding a common element of the set of zero points of asymptotically nonexpansive mapping and the set of solutions of an equilibrium problem in a Hilbert space.
Let C be a nonempty bounded closed convex subset of a real Hilbert space H , let 
Convergence analysis
In the following, we prove the strong convergence of the proposed method. Theorem The sequence {} n x generated by the above algorithm converges strongly to
, which is a common element of the set of zero points of asymptotically nonexpansive mapping T and the set of solutions of Equilibrium Problem (1.2). Proof. Firstly, n C and n Q are closed and convex for each n  N . Secondly, ( ) 
CQ and there exists a unique element 1 
, we have 
, (3.5) and Condition (A4), we get that ( , ') 0, , we can conclude that {} n x converges strongly to ( ) ( ) 0 ()
F T E P f
Px . The proof is complete.
