Abstract: Offshore wind turbine (OWT) installations are continually expanding as they are considered an efficient mechanism for covering a part of the energy consumption requirements. The assessment of the energy potential of OWTs for specific offshore sites is the key factor that defines their successful implementation, commercialization and sustainability. The data used for this assessment mainly refer to wind speed measurements. However, the data may not present homogeneity due to incomplete or missing entries; this in turn, is attributed to failures of the measuring devices or other factors. This fact may lead to considerable limitations in the OWTs energy potential assessment. This paper presents two novel methodologies to handle the problem of incomplete and missing data. Computational intelligence algorithms are utilized for the filling of the incomplete and missing data in order to build complete wind speed series. Finally, the complete wind speed series are used for assessing the energy potential of an OWT in a specific offshore site. In many real-world metering systems, due to meter failures, incomplete and missing data are frequently observed, leading to the need for robust data handling. The novelty of the paper can be summarized in the following points: (i) a comparison of clustering algorithms for extracting typical wind speed curves is presented for the OWT related literature and (ii) two efficient novel methods for missing and incomplete data are proposed.
Introduction

Motivation and State-of-the-Art
During recent decades, the utilization of wind power has witnessed a growth that is close to 25%, a fact that indicates that wind power is a significant contributor to electricity generation across the globe [1] . This progress is due to both the high wind resource availability and the technology maturity of wind energy compared to other renewable energy resources [2, 3] . Offshore wind installations have become an attractive option due to the enormous energy potential associated with the vast offshore areas. They provide a set of advantages compared to their onshore counterparts including higher productivity per installed unit, less visual impact and noise, an absence of limitations of the onshore geography, and low carbon emissions during their life-cycle to name several [4, 5] . Offshore wind turbines can serve as sole generation units [6, 7] , or can be hybridized with wave energy converters [8] [9] [10] .
Contribution of the Present Paper
Based on the above brief literature survey, it is obvious that the filling problem of incomplete and missing data needs further investigation and experimentation. The basic shortcomings of the literature can be summarized as: (i) Some methods are not examined in high dimensional data, and (ii) some methods correspond to high computational cost. The literature on missing data treatment is mainly focused on medical data. No attention is placed in renewable energy resources such as high-resolution wind speed time series. Also, no potential applications are discussed.
The aim of this paper is to develop methodologies for filling incomplete or missing wind speed data sets. The developed methodologies are applied on a set of real offshore site measurement that serves as the test case in Neos Marmaras, Greece. Part of the data of the test case serves for the validation of the proposed methodologies. The complete time series of the wind speed set are afterwards used for the assessment of the produced power of a specific offshore wind turbine type in the same location.
The objectives of this work can be summarized as follows:
(a) This study is structured around the problem of working with incomplete and/or missing data; since this situation is frequent in renewable energy assessment preliminary studies. Incomplete and missing data pose restrictions on the techno-economic assessment of renewable energy projects. With the present paper, methodologies on investigating methods to overcome the aforementioned restrictions are developed and proposed. Two novel proposed methods for filling missing and incomplete wind speed data are developed, implemented and tested against real measured data that are obtained from a monitoring system installed in Neos Marmaras, Greece. (b) The utilization of clustering algorithms in wind speed data partitioning has not sufficiently examined in the technical literature. Clustering leads to several advantages in time series modeling. In this study, a comparative analysis takes place between four well researched algorithms. By examining the outputs of clustering, useful conclusions can be drawn for the variations and special attributes of the speed data. (c) After the completion of the missing and incomplete data, the energy potential of the specific offshore site is estimated.
To sum up, the paper investigates the usage of computational intelligence algorithms for incomplete and missing wind speed data processing. This processing leads to useful conclusions about the energy potential of a specific region. The aim is to exploit this kind of data for sizing prospective offshore wind generation systems.
Materials and Methods
Clustering can aid the development of a descriptive model of the data, i.e., the initial data set can be represented and described by a reduced set of typical wind speed curves or wind speed profiles. Therefore, it is important to examine various clustering algorithms to provide accurate clustering results. The validation of the algorithms is held with a set of validity indicators that measure the compactness of clusters. Both the incomplete and missing data methods are built on clustering. The rationale of this concept is the speed and reduced complexity. In general, the execution of a common clustering algorithm is fast in modern PC system configurations. Also, the proposed incomplete and missing data filling methods do not rely on the utilization of further data apart from the wind speed curves themselves and also, apart from clustering, they do not require further mathematical techniques such as distribution fitting, statistics, data transformation and others. It should be noted that they authors have not tested other incomplete and data missing methods since the scope of the paper is to present the background of two methods and their applications on a real-world data set. A comparison with other methods, if it is feasible, is a direction for future study.
Description of the Available Data
The wind speed data used in the present paper refer to the period from 28/09/2012 to 23/12/2013, i.e., the period covers 452 days. Among them, 234 and 112 days have complete and incomplete measurements, respectively. The incomplete data refer to partial values, i.e., there are missing data at various periods within the day. In the majority of the days, these periods differ from one day to another. Also, the number/size of missing data usually differs. For the remaining 106 days, no measured data are available, reducing the actual data set to 346 days; these days are described with the term missing. Most of the days with no measured data are placed in the period between 01/09/2013 and 24/12/2013.
The measured wind data are obtained by a Sensor Network for Monitoring the Response (SNMR) deployed on a floating structure operating as a floating breakwater at a water depth of 20 m and located 300 m off the coast of Neos Marmaras, Greece [37, 38] . The weather station is capable for recording the wind speed, air temperature, wind direction, humidity and atmospheric pressure. Part of 
Introduction with Regard to Clustering Process
Clustering is an unsupervised machine learning tool that is suitable for cases where there is no or limited information about the structure of a given data set. The data can be grouped together in homogenous clusters where the data within the same clusters present higher similarity compared to the rest. Through the implementation of clustering algorithms, more insightful and exploitable information about the relationships between the data can be formed, and hence a descriptive model of the data can be built. For the purpose of applying the clustering tool affectively, three conditions should be satisfied [26] : i) suitable representation of the data, ii) robust clustering algorithm and iii) robust clustering validation framework.
Patterns Representation
The proper representation of the data is necessary for the application of the algorithms. In the present paper, the clustering is applied on the daily wind speed curves. We refer to the term "pattern" as a finite vector of wind speed values. Each pattern is indicated as 
Each cluster has a centroid which is the mean of the patterns that belong to the cluster. The centroid is also expressed by a D-dimensional vector [39] : 
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Patterns Representation
The proper representation of the data is necessary for the application of the algorithms. In the present paper, the clustering is applied on the daily wind speed curves. We refer to the term "pattern" as a finite vector of wind speed values. Each pattern is indicated as p m = [p m1 , ..., p mD ]
T , where d = 1, 2, ..., D is the dimension of the sample. The set of the pattern is denoted as P = {p m , m = 1, ..., M}, with M indicating the number of the patterns. Also, we denote the maximum value of P as p max m . Since clustering deals with the similarity of of wind speed curve shapes and not with the wind speed levels, we need to normalize the vectors in the [0,1] range by using the following expression [26] :
with the above equation, all patterns are normalized in the [0,1] scale by the division with the base value, which is the maximum value of the set P, i.e., p max m . The set of the normalized patterns is denoted as X = {x m , m = 1, ..., M}. The clustering process is a mapping of M→ K, where K is the number of clusters and 1 ≤ K ≤ M. Each cluster has a centroid which is the mean of the patterns that belong to the cluster. The centroid is also expressed by a D-dimensional vector [39] :
where M K is the number of vectors that belong to the cluster C k . Equation (2) provides the calculation of the centroid as the mean of the patterns that belong to the same cluster. According to Equation (2), centroids and patterns have the same number of elements. The set of the clusters is denoted as
The output of the clustering process is the extraction of the centroids.
Algorithms Description
After the data representation, the next step is the selection of the clustering algorithm. A suitable algorithm should be fast, simple and efficient. There are many algorithms that have been proposed in the literature, applied to a diverse set of applications. The algorithms can be divided in various categories, i.e., graphic-based, hierarchical, partitional and others [40] . Each category approaches the clustering problem differently. In order to provide a reliable clustering framework for the problem under study, a comparative analysis is held with different types of algorithms. It should be noted that a comparison of algorithms is a common approach in pattern recognition problems within different scientific fields. In the comparative analysis of the present study one algorithm per the most commonly used category is considered: K-means, Unweighted Pair Group Method Centroid (UPGMC), Fuzzy C-Means (FCM) and Self-Organizing Map (SOM) [41, 42] .
Cluster Validation Framework
The algorithm's performance is quantified with various validity indicators. Since the appropriate number of wind speed clusters is not known, the algorithms are executed for variable number of clusters. The value of the validity indicator is checked in each case. The superiority of one algorithm over the others is demonstrated when leading to lower values of the indicator for most or the total number of clusters. The indicators are built upon similarity metrics which are usually expressed in terms of Euclidean distance. In addition, a reliable indicator should provide information about the optimal number of clusters. In this paper, three validity indicators are considered, and are described in the following:
The Mean Square Error or Error Function J, refers to the distance of each pattern from its cluster centroid [39] :
where S k is the subset of X that includes the population of the kth cluster. The Error Function J refers to the total averaged sum of distances between the patterns and the centroids of the clusters that each pattern belongs to. Low values of J correspond to smaller distances and hence, better clustering. The Davies-Bouldin Index (DBI), which relates the mean sum of distances within the cluster with the distances of their centroids [39] : The Scatter Index (SI), which includes the distances between the clusters' members and centroids and the arithmetic mean [39] :
where p is the arithmetic mean of the set X [39] . SI is an expression of the total variance of the clusters.
High SI values refer to high variance of the clusters, i.e., patterns that are distance in the feature space from the arithmetic mean.
Proposed Methodology for Filling Missing Data for Days with Complete Absence of Data
The flow-chart of the methodology of missing data filling is depicted in Figure 2 . It consists of the two main stages, namely the clustering and the completion stages. The daily wind speed series are decomposed using the discrete wavelet transform (DWT). Then, the clustering is applied separately on each wavelet component.
The volatility of the wind speed series is dealt with the Discrete Wavelet Transform (DWT); this transform is used to split up the original series into one low-frequency and some high-frequency subseries in the wavelet domain [43] . These subseries present a better behavior set compared to the original signal and thus, they can aid the performance of the clustering process. DWT provides a filter to the original series. The wavelet transforms are distinguished in Continuous Wavelet Transform (CWT) and DWT. Let f (x) and Φ(x) be the original series and a mother wavelet, respectively. The CWT W(a, b) of f (x) is expressed as [44] :
where, the scale parameter a controls the spread of the wavelet, and the translation factor b determines its central position. The wavelet representation of f (x) with respect to the mother wavelet Φ(x) refers to the set of all wavelet coefficients W(a, b). The wavelet coefficients W(a, b) in (6) represent how well the original signal f (x) and the mother wavelet match. The set of all wavelet coefficients W(a, b) associated to a particular signal, is the wavelet representation of the signal with respect to the mother wavelet. The CWT is accomplished by continuously scaling and translating the mother wavelet. But this concept may lead to increased redundant information. An alternative to this, is to consider certain scale, an approach known as DWT. In the DWT, each coefficient W(m, n) is expressed as [44] :
where T is the length of the signal f (t) and t is the discrete time index. A fast DWT has been proposed in [44] . The scaling and translation parameters are functions of the integer variables m and n (a = 2 m and b = n2 m ). The DWT consists of four filters: decomposition low-pass, decomposition high-pass, reconstruction low-pass, and reconstruction high-pass filters. This approach leads to approximation The DWT consists of four filters: decomposition low-pass, decomposition high-pass, reconstruction low-pass, and reconstruction high-pass filters. This approach leads to approximation (which is the low-frequency representation) and details (the difference between the high-frequency representations) of the original series. The original series is split by successive decompositions into lower resolution components. The process is shown in Figure 3 . The original series is the sum of the low-frequency component A3 and the high-frequency components D1, D2, D3, i.e., f = A3 + D1 + D2 + D3. In our paper, the wavelet function of type Daubencies of order 4 serves as the mother wavelet. (which is the low-frequency representation) and details (the difference between the high-frequency representations) of the original series. The original series is split by successive decompositions into lower resolution components. The process is shown in Figure 3 . The original series is the sum of the low-frequency component A3 and the high-frequency components D1, D2, D3, i.e. = A3+D1+D2+D3. f
In our paper, the wavelet function of type Daubencies of order 4 serves as the mother wavelet. After the decomposition of the wind speed series, one clustering algorithm is selected and applied separately in the four components. The algorithm is executed for a variable number of clusters and their performance is checked by the validity indicators. In this clustering application we are interested in the clustering label of each day of the data set. Recall that in the present data set there are 106 days with complete absence of wind speed measurements. In order to validate the proposed methodology, days with complete data are extracted from the data set to serve as test days. Specifically, 31 days (i.e. two or three days from every month) are selected as test days. The clustering is applied to the rest of the days with no missing data, i.e., 203 days. A description of the method is presented below:
Step1. Set the number of clusters to k. Application of clustering in each component set of the 203 days. The clustering labels of the 203 days are obtained.
Step2. Let n be the number of the day that is missing from the data set. Extract the sequence S of l previous days, i.e. from day n and backwards. This sequence is denoted as:
We obtain a separate sequence for each wavelet component D1, D2, D3 and A3. Step3. Conduct a correlation analysis in order to determine the correlation between the current day and the previous days. The results are shown in Figure 4 . It can be observed that the current day is more correlated with the two previous days. The same conclusion is valid for the wavelet components.
Step4. According to the correlation analysis of Step3, we select l = 2. Search in the whole data set of the same sequences of clusters labels that are similar to the one of the same days. After the decomposition of the wind speed series, one clustering algorithm is selected and applied separately in the four components. The algorithm is executed for a variable number of clusters and their performance is checked by the validity indicators. In this clustering application we are interested in the clustering label of each day of the data set. Recall that in the present data set there are 106 days with complete absence of wind speed measurements. In order to validate the proposed methodology, days with complete data are extracted from the data set to serve as test days. Specifically, 31 days (i.e., two or three days from every month) are selected as test days. The clustering is applied to the rest of the days with no missing data, i.e., 203 days. A description of the method is presented below:
A1 D1
Step2. Let n be the number of the day that is missing from the data set. Extract the sequence S of l previous days, i.e., from day n and backwards. This sequence is denoted as:
We obtain a separate sequence for each wavelet component D1, D2, D3 and A3.
Step3. Conduct a correlation analysis in order to determine the correlation between the current day and the previous days. The results are shown in Figure 4 . It can be observed that the current day is more correlated with the two previous days. The same conclusion is valid for the wavelet components. Step5. Let r be the number of sequences that are similar to those of test day l. Also, we denote as the days with the same sequence similarity. Next, we calculate the Euclidean distances between day n + 1 and all the 1 + .
r n
Note that day n+1 is the next day of the test day n and it is known. We keep the smaller Euclidean distance, i.e.
Then we use the day r n that corresponds to
d n n to fill the missing day n. To clarify this step, we present an illustrative example in Figure 5 . In this example, the test day is denoted as n. The two previous days belong to the 5th and 4th cluster, respectively. Therefore, we search for sequence {4,5} in the whole set. Suppose that two similar sequences found. The next step refers to calculation of Euclidean distance between days n+1 and 1 1 + n , and between days n+1 and 2 1 + . n Let the smaller distance corresponds to 2 1 + . n Next we use the data of 2 n to fill the test day n.
Step6. Application of the inverse DWT to obtain the original wind speed series.
Step7. Calculate the mean absolute range normalized error (MARNE) between days n and r n [45] :
where a m p and f m p are the actual and filled wind speed curve of the l-th day, respectively. MARNE is a percentage error metric. The dominator involves the maximum value of a data set; this approach eliminates the effect of obtaining extremely high values when the dominator receives values close to zero.
Step8. If MARNE is acceptable, terminate the process. Otherwise, increase the number of clusters to k+1 and repeat Step1 to Step8.
Proposed Methodology for Filling Incomplete Data for Days with Partial Absence of Data
The incomplete days refer to days on which a number of measurements are absent during the day. Usually, the incomplete periods differ from day to day. Also, the number of missing data Step4. According to the correlation analysis of Step3, we select l = 2. Search in the whole data set of the same sequences of clusters labels that are similar to the one of the same days.
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Step7. Calculate the mean absolute range normalized error (MARNE) between days n and r n [45] : Step8. If MARNE is acceptable, terminate the process. Otherwise, increase the number of clusters to k+1 and repeat Step1 to Step8.
Proposed Methodology for Filling Incomplete Data for Days with Partial Absence of Data
The incomplete days refer to days on which a number of measurements are absent during the day. Usually, the incomplete periods differ from day to day. Also, the number of missing data In this example, the test day is denoted as n. The two previous days belong to the 5th and 4th cluster, respectively. Therefore, we search for sequence {4,5} in the whole set. Suppose that two similar sequences found. The next step refers to calculation of Euclidean distance between days n + 1 and n 1 + 1, and between days n + 1 and n 2 + 1. Let the smaller distance corresponds to n 2 + 1. Next we use the data of n 2 to fill the test day n.
Step7. Calculate the mean absolute range normalized error (MARNE) between days n and n r [45] :
where p a m and p f m are the actual and filled wind speed curve of the l-th day, respectively. MARNE is a percentage error metric. The dominator involves the maximum value of a data set; this approach eliminates the effect of obtaining extremely high values when the dominator receives values close to zero.
Step8. If MARNE is acceptable, terminate the process. Otherwise, increase the number of clusters to k + 1 and repeat Step1 to Step8.
The incomplete days refer to days on which a number of measurements are absent during the day. Usually, the incomplete periods differ from day to day. Also, the number of missing data between the days is different. In order to fill those periods with measurements, Figure 6 presents two examples of days with incomplete data. After the preliminary dimensionality reduction described in Section 2, the complete days are represented with vector with D = 86400, i.e., each value corresponds to wind speed value per second. The days with incomplete data correspond to D < 86400.
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Step1. Set the number of clusters to k. Application of clustering in the 203 days. The clusters centroid (i.e., the normalized wind speed profiles) days are drawn.
Step4. Select the centroid that corresponds to the smaller Euclidean distance, i.e., the highest similarity.
Step5. Fill the missing values with the corresponding values of the selecting centroid.
Results
Clustering Algorithms Comparison and Wind Speed Profiles
The algorithms differ in terms of execution speed, input parameters requirements and others. A comparative analysis of common algorithms provides the basis for the systematic procedure to group together measurements with similar characteristics. The algorithms are tested on the 234 days with complete data. For the purpose of lowering the complexity of the problem, we transformed the patterns into per minute (D = 1140) and per hour (D = 24) time frames. However, as it will be further shown by the results, similar conclusions are drawn from the comparison of the algorithms if the initial set (D = 86400) is used. Each algorithm is separately applied to the two data sets for a variable number of clusters. There is no a priori information about the possible classes of the specific data. Hence, the clustering problem is purely data driven. This implies that the algorithms will produce results led by the existing similarities between the patterns. The number of clusters is unknown and therefore a series of experiments should take place. Each algorithm is applied for a variable number of clusters, and for every number, the values of the validity indicators are checked. We selected the number of clusters to vary from 2 to 30. To further improve the clustering credibility, a trial-and-error set of experiments should be conducted. These refer to a parametric analysis regarding the proper setting of the algorithm's parameters. Regarding the K-means, the parameters that need to be determined are the maximum number of iterations and the minimum amount of improvement of the objective function between two successive iteration. The maximum number of iterations is set to 500 and the minimum improvement to 10 −6 . The UPGMC is less complex; it needs only the merging stopping criterion between the consecutive merges. Actually, the merging stopping criterion is the number of the clusters that need to be set by the user. FCM needs the same parameters with K-means plus the value of the exponential parameter which controls the fuzziness of membership of each pattern to the clusters. For comparison, the same values with the K-means are selected. After a series of simulation, the fuzziness parameter is set equal to 2.70. The parameters of the SOM are: type of the map (i.e., one or two dimensions), training epochs, initial weights selection, initial neighborhood size and initial learning rate. Moreover, we consider one dimension maps, i.e., {1, K}, where K is the number of clusters. The training epochs equals to 500 and the initial weights are set to random values. Finally, the initial neighborhood size is set equal to two and the initial learning rate is set equal to 0. 10 The algorithms differ in terms of execution speed, input parameters requirements and others. A comparative analysis of common algorithms provides the basis for the systematic procedure to group together measurements with similar characteristics. The algorithms are tested on the 234 days with complete data. For the purpose of lowering the complexity of the problem, we transformed the patterns into per minute (D = 1140) and per hour (D = 24) time frames. However, as it will be further shown by the results, similar conclusions are drawn from the comparison of the algorithms if the initial set (D = 86400) is used. Each algorithm is separately applied to the two data sets for a variable number of clusters. There is no a priori information about the possible classes of the specific data. Hence, the clustering problem is purely data driven. This implies that the algorithms will produce results led by the existing similarities between the patterns. The number of clusters is unknown and therefore a series of experiments should take place. Each algorithm is applied for a variable number of clusters, and for every number, the values of the validity indicators are checked. We selected the number of clusters to vary from 2 to 30. To further improve the clustering credibility, a trial-and-error set of experiments should be conducted. These refer to a parametric analysis regarding the proper setting of the algorithm's parameters. Regarding the K-means, the parameters that need to be determined are the maximum number of iterations and the minimum amount of improvement of the objective function between two successive iteration. The maximum number of iterations is set to 500 and the minimum improvement to 6 
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− . The UPGMC is less complex; it needs only the merging stopping criterion between the consecutive merges. Actually, the merging stopping criterion is the number of the clusters that need to be set by the user. FCM needs the same parameters with K-means plus the value of the exponential parameter which controls the fuzziness of membership of each pattern to the clusters. For comparison, the same values with the K-means are selected. After a series of simulation, the fuzziness parameter is set equal to 2.70. The parameters of the SOM are: type of the map (i.e. one or two dimensions), training epochs, initial weights selection, initial neighborhood size and initial learning rate. Moreover, we consider one dimension maps, i.e., {1, K}, where K is the number of clusters. The training epochs equals to 500 and the initial weights are set to random values. Finally, the initial neighborhood size is set equal to two and the initial learning rate is set equal to 0.10. The comparisons of the algorithms considering the per minute and per hour representations are presented in Figure 7 and Figure 8 , respectively. The J indicator is a measure of cluster compactness. Low values of J refer to clusters that the majority of the patterns are distributed close to the centroid in the D-dimensioned patterns space. As the number of cluster increases, the Euclidean distance between the patterns and the centroids is lowering. K-means and SOM algorithms result in similar performance. The superiority of one algorithm over the others is demonstrated when leading to lower values for the majority number of simulations, i.e., number of clusters. According to J indicator, K-means wins the competition. Using the DBI measure, the UPGMC algorithm in both cases has a distinguished performance. The FCM leads to poor clustering and the K-means and SOM algorithm again have similar operation. The DBI curve has a volatile shape while the number of clusters varies. Again, the hierarchical algorithm UPGMC wins the competition when the clustering is evaluated with the SI measure in both data sets. According to the above analysis, reaching into a safe conclusion about the selection of the algorithm is a relatively difficult task. For instance, the UPGMC algorithm is not suitable for the data sets under study according to the J indicator. However, this is not the case when utilizing the DBI and SI indicators. Consequently, a set of validity indicators should be considered to reach safe conclusions about the algorithm proper selection.
To further explore the algorithms capabilities, the required execution time for clustering the data set with D = 1440 is measured. Table1 shows the required time for 2 to 30 clusters as measured in a 2.20 GHz Pentium® B960 Dual Core™ with 8GB RAM 64-bit system. The third column shows The J indicator is a measure of cluster compactness. Low values of J refer to clusters that the majority of the patterns are distributed close to the centroid in the D-dimensioned patterns space. As the number of cluster increases, the Euclidean distance between the patterns and the centroids is lowering. K-means and SOM algorithms result in similar performance. The superiority of one algorithm over the others is demonstrated when leading to lower values for the majority number of simulations, i.e., number of clusters. According to J indicator, K-means wins the competition. Using the DBI measure, the UPGMC algorithm in both cases has a distinguished performance. The FCM leads to poor clustering and the K-means and SOM algorithm again have similar operation. The DBI curve has a volatile shape while the number of clusters varies. Again, the hierarchical algorithm UPGMC wins the competition when the clustering is evaluated with the SI measure in both data sets. According to the above analysis, reaching into a safe conclusion about the selection of the algorithm is a relatively difficult task. For instance, the UPGMC algorithm is not suitable for the data sets under study according to the J indicator. However, this is not the case when utilizing the DBI and SI indicators. Consequently, a set of validity indicators should be considered to reach safe conclusions about the algorithm proper selection.
To further explore the algorithms capabilities, the required execution time for clustering the data set with D = 1440 is measured. Table 1 shows the required time for 2 to 30 clusters as measured in a 2.20 GHz Pentium®B960 Dual Core™ with 8GB RAM 64-bit system. The third column shows the ratio with respect to the K-means. The importance of execution time will be more distinct in data sets characterized as "Big Data". According to [46] , an appropriate clustering algorithm for Big Data applications should satisfy the "3Vs" criterion, namely volume, variety and velocity. Volume refers to the ability of a clustering algorithm to deal with a large amount of data. Variety refers to the ability of a clustering algorithm to handle different types of data (numerical, categorical and others). Finally, velocity refers to the speed of a clustering algorithm on the Big Data. While offshore wind park installations are continually expanding, the need for collection, warehousing and processing of wind speed data is higher. The velocity of a clustering algorithm is important in big wind speed data sets. According to Figures 7 and 8 and Table 1 , the selection of the UPGMC is proposed. Due to their shape, J and SI indicators can be used to decide the optimal number of clusters by employing the "knee" point detection method [47] . Regarding the J curve of Figure 8 corresponding to K-means, the optimal number of clusters is 9. Thus, the 234 patterns with wind speed values per second are optimally clustered in 9 clusters. Figure 9 displays the wind speed of the set with D = 1440 and the resulting 8 profiles are depicted in Figure 10 . As it can be noticed for the figure, there is a variety of wind speed levels. The diversity of wind speed profiles indicate that the present data set include series that are volatile. Table 2 registers the day type distribution of the 8 clusters. The most populated clusters are #1 and #5 while #7 is the less populated. The #7 profile displays many peaks. Most of the Clusters include days from different seasons of the year. For instance, Cluster#5 contains days from all seasons and almost same number of days from the different months. Moreover Cluster#2 mostly contains fall and winter days and its profile peak is obtained during late evening hours.
For comparison reasons, Figure 11 shows the profiles that are generated by the UPGMC algorithm. Table 3 presents the clusters membership. The inherent operational aspect of UPGMC is it tendency to isolate atypical patterns. This approach of the UPGMC on clustering is useful in applications where the outliers and non-regular data need to be removed from the set and examined separately. According to Table 3 singleton clusters are produced. Particularly, one day of September 2012, one day of July 2013 and two days of August 2013 are treated as atypical patterns. Profile #7 shows quite dissimilar shape from the rest. The wind speed exhibits an increasing trend during that day. This day has been included in Cluster#1 by the K-means algorithm. Also, Profile#8 has a noticeable shape. There are many high peaks during the first morning hours. Afterwards, the wind speed follows to nearly zero levels. The day of Cluster#8 has been included in Cluster#8 by considering the K-means. 
Missing Data Completion
In order to evaluate and examine the efficiency of the proposed method, an initial data set with D = 86400 is involved and examined. K-means and UPGMC algorithms are used in order to cluster the set of the remaining 203 days. Recall that 31 days distributed across the year serve as the test to verify the proposed method. The algorithms are applied separately in the 4 sets corresponding to the D1, D2, D3 and A3 wavelet components. Every wavelet component set corresponds to 203 days. The algorithms are executed for 2 to 30 clusters. Using K-means algorithm and the J indicator, the optimal number of clusters equals to five. This number is kept for each component. The clustering labels are drawn and for each test day a specific sequence label of length equal to two is searched in the whole set. Note that this sequence label may differ among the components. For instance, the test day 09/02/2013 has the following sequences for the D1, D2, D3 and A3 components, respectively: {5,5}, {2,2}, {2,2} and {3,2}. When the matched sequences are obtained per component, the patterns that are selected to fill the missing day are summed to obtain the original wind speed series. Note that the selected days per wavelet component may differ. This signifies that the missing day completion can be done using a day that is obtained by the sum of different day components. Hence, this day is not an actual day of the set, but an artificial series derived from the sum of the wavelet components that correspond to different actual days. 
In order to evaluate and examine the efficiency of the proposed method, an initial data set with D = 86,400 is involved and examined. K-means and UPGMC algorithms are used in order to cluster the set of the remaining 203 days. Recall that 31 days distributed across the year serve as the test to verify the proposed method. The algorithms are applied separately in the 4 sets corresponding to the D1, D2, D3 and A3 wavelet components. Every wavelet component set corresponds to 203 days. The algorithms are executed for 2 to 30 clusters. Using K-means algorithm and the J indicator, the optimal number of clusters equals to five. This number is kept for each component. The clustering labels are drawn and for each test day a specific sequence label of length equal to two is searched in the whole set. Note that this sequence label may differ among the components. For instance, the test day 09/02/2013 has the following sequences for the D1, D2, D3 and A3 components, respectively: {5,5}, {2,2}, {2,2} and {3,2}. When the matched sequences are obtained per component, the patterns that are selected to fill the missing day are summed to obtain the original wind speed series. Note that the selected days per wavelet component may differ. This signifies that the missing day completion can be done using a day that is obtained by the sum of different day components. Hence, this day is not an actual day of the set, but an artificial series derived from the sum of the wavelet components that correspond to different actual days. Table 2 . Number of days and day types per cluster. The clustering was held with the K-means algorithm. As K-means and UPGMC are two different types of algorithm, their results on data partitioning are at least theoretically expected to differ. This is shown in Figures 7 and 8 . Table 4 presents the MARNEs per test day using the two algorithms. As it can be observed, UPGMC leads to lower errors as measured by the MARNE indicator. The last column of the Table presents the improvement that is achieved with the UPGMC over the K-means. According to the results as presented in Table 2 , the K-means produces clusters with many members. Contrary to the UPGMC, K-means cannot isolate atypical patterns. This is the case with the UPGMC, as shown in Table 3 . This is also observed in the results of the missing data completion method. The UPGMC isolates the atypical patterns found in the sets of D1, D2, D3 and A3 components. Then using the Euclidean distance metric, a search is held to identify the most similar pattern with one of day n + 1. Most patterns belong to the same cluster as it again can be observed in Table 3 . Therefore, the search space, i.e., the population of available patterns is larger. Similarly, the number of pattern sequence matches is increased. According to this concept, the increment of the search space proportionally increases the possibility to find a more As K-means and UPGMC are two different types of algorithm, their results on data partitioning are at least theoretically expected to differ. This is shown in Figures 7 and 8 . Table 4 presents the MARNEs per test day using the two algorithms. As it can be observed, UPGMC leads to lower errors as measured by the MARNE indicator. The last column of the Table presents the improvement that is achieved with the UPGMC over the K-means. According to the results as presented in Table 2 , the K-means produces clusters with many members. Contrary to the UPGMC, K-means cannot isolate atypical patterns. This is the case with the UPGMC, as shown in Table 3 . This is also observed in the results of the missing data completion method. The UPGMC isolates the atypical patterns found in the sets of D1, D2, D3 and A3 components. Then using the Euclidean distance metric, a search is held to identify the most similar pattern with one of day n + 1. Most patterns belong to the same cluster as it again can be observed in Table 3 . Therefore, the search space, i.e., the population of available patterns is larger. Similarly, the number of pattern sequence matches is increased. According to this concept, the increment of the search space proportionally increases the possibility to find a more similar pattern with the test day n + 1. Considering the A3 component, the UPGMC creates a cluster with 221 members with label "1", a cluster with five members with label "2", two singletons clusters with labels "3" and "5" and a cluster with six members with label "4". The vast majority of the patterns are gathered in cluster 1. The labels distribution of the K-means is: 49 members in cluster 1, 9 members in cluster 2, 55 members in cluster 3, 15 members in cluster 4 and 106 members in cluster 5. It can be concluded, that the number and types of days differ in the outputs of the two algorithms. According to the findings of Table 4 , the UPGMC leads to improvements that range between 0.05% and 62.28%, and an average value equal to 22.17%. For the case of day 09/10/2012 the two algorithms lead to the same results. Nearly identical results are met in the days 09/03/2013 and 01/04/2013, where the improvement rate is below 1%. Among the 31 days, the improvement is higher than 10% in 19 days. Also, it cannot be observed a distinctive improvement rate tendency among the seasons. High rates are met in December 2012, February 2013, March 2013, May 2013 and July 2013. The UPGMC results in MARNEs that are between 9.14% and 36.37%, with an average that equals to 16.85%, while the K-means results in MARNEs that are between 10.50% and 47.46%, with an average that equals to 22.41%. The lowest MARNE of the UPGMC is met at 15/07/2013. While the lowest MARNE of the K-means is also met at the same test day. The graphical comparison of the two algorithms is presented in Figures 12 and 13 . The figures show the completed and the actual series of several test days. The vertical axis is expressed in per unit (p.u) values. The horizontal axis refers to the time expressed in seconds. The test days are selected in a way to refer to different seasons.
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algorithms is presented in Figure 12 and Figure 13 . It can be noticed that in the majority of the days the UPGMC generates series that follow the trends of the actual series. This is also the case with the K-means algorithm but in a smaller degree. For example, in Figure 12a the series that are obtained in most periods of the day follow the trends of the actual series. Figure 14 shows the absolute range normalized error (ARNE) per second of the day 01/10/2012. The mean value of the error values corresponds to the MARNE indicator. At the beginning the ARNE values range is below the 20% threshold. Next, the errors are increasing. The sudden peak of 74.12% is met on the second 24,644 which is close to 07:00 AM. Totally, there are seven instances with errors higher than 70% that are met nearly close to the specific hour. For the next morning and noon hours the ARNE curve is relatively smooth. Again, low errors are met at night hours. It can be noticed that in the majority of the days the UPGMC generates series that follow the trends of the actual series. This is also the case with the K-means algorithm but in a smaller degree. For example, in Figure 12a the series that are obtained in most periods of the day follow the trends of the actual series. Figure 14 shows the absolute range normalized error (ARNE) per second of the day 01/10/2012. The mean value of the error values corresponds to the MARNE indicator. At the beginning the ARNE values range is below the 20% threshold. Next, the errors are increasing. The sudden peak of 74.12% is met on the second 24,644 which is close to 07:00 AM. Totally, there are seven instances with errors higher than 70% that are met nearly close to the specific hour. For the next morning and noon hours the ARNE curve is relatively smooth. Again, low errors are met at night hours. 
Incomplete Data Completion
The incomplete data completion refers to the filling of the days with sporadic measurements. This approach strengthens the assessment of the energy potential for the given region. Thus, the method developed for this set of simulations is a supporting stage to the energy potential evaluation part. By increasing the amount of data, the assessment becomes more robust. Hence, instead of using only the days with full data, by filling the incomplete days, the available data set for the assessment is increased. Figure 15 
The incomplete data completion refers to the filling of the days with sporadic measurements. This approach strengthens the assessment of the energy potential for the given region. Thus, the method developed for this set of simulations is a supporting stage to the energy potential evaluation part. By increasing the amount of data, the assessment becomes more robust. Hence, instead of using only the days with full data, by filling the incomplete days, the available data set for the assessment is increased. Figure 15 Table 2 , Cluster#1 includes many summer days. The shape of the profile is relatively smooth with no sudden increments of wind velocity. The peak of Profile#1 is met on evening hours.
It should be noted that the proposed method can be used also for the rest measured environmental variables, i.e., temperature and wind direction. This is a different problem since the number of clusters may vary compared to the cluster number used for the speed values due to the different variations and degrees of volatility of the measured temperature and wind direction.
Electronics 2019, 7, x FOR PEER REVIEW 24 of 29 used for the day 19/06/2013. The SNMR system has collected the first 69285 wind speed values. Finally, Profile#1 is used for the summer day 27/07/2013. Here, only the first 27000 values are available. The incomplete series present high similarity with the respective first values of Profile#1 as it can be noticed in Figure 10 . According to Table 2 , Cluster#1 includes many summer days. The shape of the profile is relatively smooth with no sudden increments of wind velocity. The peak of Profile#1 is met on evening hours. It should be noted that the proposed method can be used also for the rest measured environmental variables, i.e., temperature and wind direction. This is a different problem since the number of clusters may vary compared to the cluster number used for the speed values due to the different variations and degrees of volatility of the measured temperature and wind direction. After the completion of the incomplete days, the final wind speed series can be used for several different applications (e.g., short-term energy assessment, preventive maintenance methods, monitoring tools). As a use case example and by interpolating the generated complete wind speed series to the power curve of a wind turbine, the expected short-term generated power is calculated for the period that the data refer to. For the case of the Vestas V112-3MW Offshore wind turbine with Cut-in speed, Cut-out speed and Nominal speed equal to 3 m/s, 25 m/s and 12 m/s, respectively, the calculated annual generated power equals to 3055 ΜWh [48] .
In order to calculate the generated annual power, we need to calculate the wind speed ( ) v H at height H which is the height of the shaft of the wind turbine:
where ( ) v h is the wind speed at height h=3 m where the measurement took place (SNMR system) and a is a constant [49] . For the location under consideration is 0 10 = . . a Moreover in our case H equals to 80 m. The interpolation is held via a first order polynomial. Based on the measured data the wind turbine generates power for 6766 hours, i.e. for the 81.01% of the period that the wind speed data refer to. The hourly generated power series of the selected wind turbine is shown in Figure 16 . After the completion of the incomplete days, the final wind speed series can be used for several different applications (e.g., short-term energy assessment, preventive maintenance methods, monitoring tools). As a use case example and by interpolating the generated complete wind speed series to the power curve of a wind turbine, the expected short-term generated power is calculated for the period that the data refer to. For the case of the Vestas V112-3MW Offshore wind turbine with Cut-in speed, Cut-out speed and Nominal speed equal to 3 m/s, 25 m/s and 12 m/s, respectively, the calculated annual generated power equals to 3055 MWh [48] .
In order to calculate the generated annual power, we need to calculate the wind speed v(H) at height H which is the height of the shaft of the wind turbine:
where v(h) is the wind speed at height h = 3 m where the measurement took place (SNMR system) and a is a constant [49] . For the location under consideration is a = 0.10. Moreover in our case H equals to 80 m. The interpolation is held via a first order polynomial. Based on the measured data the wind turbine generates power for 6766 h, i.e., for the 81.01% of the period that the wind speed data refer to. The hourly generated power series of the selected wind turbine is shown in Figure 16 . After the completion of the incomplete days, the final wind speed series can be used for several different applications (e.g., short-term energy assessment, preventive maintenance methods, monitoring tools). As a use case example and by interpolating the generated complete wind speed series to the power curve of a wind turbine, the expected short-term generated power is calculated for the period that the data refer to. For the case of the Vestas V112-3MW Offshore wind turbine with Cut-in speed, Cut-out speed and Nominal speed equal to 3 m/s, 25 m/s and 12 m/s, respectively, the calculated annual generated power equals to 3055 ΜWh [48] .
where ( ) v h is the wind speed at height h=3 m where the measurement took place (SNMR system) and a is a constant [49] . For the location under consideration is 0 10 = . . a Moreover in our case H equals to 80 m. The interpolation is held via a first order polynomial. Based on the measured data the wind turbine generates power for 6766 hours, i.e. for the 81.01% of the period that the wind speed data refer to. The hourly generated power series of the selected wind turbine is shown in Figure 16 . It should be noted that for the wind energy potential assessment of an offshore site long-term field measurements or satellite data (e.g., MERRA-2) should be used. Moreover, wake effects should be considered appropriately and accounted for the wind farm site design and for the identification of its layout. Also, a turbine type must be selected based on a techno-economical assessment (e.g., LCOE). The present paper deals with a developed novel method for filling missing wind data that can be used by different methods (e.g., the energy assessment of offshore wind turbines).
Discussion
Offshore wind turbine installations are continually gathering research interest since they are considered an efficient mechanism for covering the electrical needs of various isolated loads. The assessment of the energy potential of offshore wind turbines is a key factor that defines their successful implementation, operation and commercialization. The data used refer to many variables, the most being wind speed. However, due to metering failures or other factors the data may not present homogeneity due to incomplete or missing entries. This fact can lead to considerable limitations in the energy potential assessment and further, in the design of offshore wind parks. The present study focuses on the handling of incomplete data. A comparative analysis of clustering algorithms took place for grouping the daily wind speed curves. Each group is characterized by a typical curve. Through the typical curves, a descriptive model of the data is drawn. The main conclusions drawn from the algorithm's application can be summarized in the following:
• A set of validity indicators is required for determining the optimal algorithm. Clustering is application driven. Therefore, there is no universally acclaimed algorithm for all clustering problems.
•
The comparative analysis indicates that UPGMC is more appropriate for wind speed data clustering; FCM and SOM correspond to poor performance.
With respect to execution time, UPGMC requires the less time. SOM corresponds to high execution time and its utilization is not recommended for the problem under study.
The indicator J and SI are appropriate for determining the optimal number of clusters. This number differs among the time scales (second, minute and hour) of wind speed time series. Clustering is the core of the missing data completion techniques. Regarding the completion of days with a complete absence of data, the main conclusions can be summarized in the following: • The K-means leads to increased errors in all days of the test set compared to the UPGMC.
No strong correlation is observed between the seasonality of the day and the completion error.
Regarding the completion of the days with a partial absence of, the main conclusion is that for each day a dedicated comparison among the day and the wind speed profiles is needed. The number of missing elements of each day differs among the days. Accordingly, the dimension of wind speed profiles has to be reduced to fit the dimension of the incomplete day.
This paper contributes to the wind characteristics literature as presented below:
• A set of various clustering algorithms have been compared for the analysis of the wind speed data. Contrary to the existing literature, the patterns for clustering refer to daily wind speed series. Apart from validity indicators, the algorithms have been checked in terms of complexity, i.e., the required execution time.
Two novel techniques of missing data filling have been proposed. The analysis of the present paper can be expanded to the following areas: • Examination of other clustering algorithms for the problem under study.
• Development of new algorithms (i.e., multi-objective optimization) that aim to satisfy two criteria, for example the distances between patterns in the same cluster and the distances between the centroids among the clusters.
The utilization of new indicators for algorithm assessment, both for measuring the clustering error and complexity.
• Examination of other mother wavelets of the DWT.
Implementation of the proposed missing data filling techniques in the variables that are related to the structural health monitoring of offshore installations.
Apart from the energy potential assessment, the missing data filling concept can be regarded in the wind layout farm optimization problem. As the quality of the wind speed patterns holds a critical role with respect to this problem, the scope is to implement the clustering and the missing data methods to derive more accurate wind speed time series by restoring the information lost due to missing values and track periodicities, trends and outliers, through clustering.
Incomplete and missing data provide many limitations for data exploitation. Therefore, a contemporary research topic is the examination of methods to deal with this case. Reduced information on wind speed patterns due to incomplete and missing data lead to challenges in the utilization of WTs and more specifically, in economic dispatch, unit commitment, WT sizing and wind farm layout optimization, generated electricity estimation and forecasting, and the management of the technical risks associated with the integration of WTs in power grids among others. Therefore, generator companies, system operators, regulatory authorities, WT equipment manufacturers and retailers can benefit from the methods presented in the paper. In order to lead to accurate results and information retrieval, data that cover more than one complete year are required. This is due to the need for examining potential trends, seasonalities, cyclic patterns and others. No data transformation or other processing are needed. Apart from wind speed profile extraction, clustering can provide outlier and other abnormalities detection. It should be noted that the methods for data filling are based solely on clustering and do not require further analysis and modeling. Hence, they are comprehensive and easily implemented and applied. The configuration of the PC system used in this paper is discussed in Section 3.1, and in this system the execution time of two methods is less than 30 s. This means that the computational cost is not a prohibitive factor for modern day PC systems. All methods, both clustering and data filling, are implemented in Matlab™ software, and thus, if an interested party plans to adapt the paper's methods, they need to obtain a commercial or academic license to adopt the Matlab™ software. However, all the clustering algorithms used in the paper are also available in freeware software and in many programming languages.
