The assessment of the influence of individual observations on the outcome of the analysis by perturbation has received a lot of attention for situations in which the observations are independent and identically distributed. However, no methods based on minor perturbations for carrying out such assessments are available in the context of multinomial models. A simultaneous perturbation scheme for the cell probabilities is proposed that leads to the definition of some new diagnostic tools for identifying influential observations. It is shown that the diagnostics derived extend and complement those based on the case deletion approach. The new diagnostics are used to explain departures from certain multinomial log-linear model assumptions. These tools are also used to give insights into genetic data for paternity.
Introduction
The problem of identifying influential observations has received attention in recent years. The identification is usually done by introducing some perturbation in the problem formulation, and monitoring how these perturbations change the outcome of the analysis, such as parameter estimates, fitted values and goodness-of-fit measures. In linear and logistic regres-sions, two approaches that have been used to quantify the effect of individual observations on these aspects of the fit are:
1. assessment by deletion (Andrews and Pregibon , 1978; Belsley et al., 1980; Cook, 1977 Cook, , 1979 Cook and Weisberg, 1979; Pregibon, 1981) , 2. assessment by infinitesimal perturbations (Belsley et al., 1980; Pregibon, 1981) .
These approaches involve perturbing some metrics such as log-likelihood by allowing different weights to its components. Case deletion is a special case of the perturbation approach where all the cases are given weight 1, but the case of interest is given 0 weight. These approaches are directly applicable to other exponential family models in which the observations are independent and identically distributed (Tang et al., 2002; Lee and Xu, 2004) . Because of the independence of the components of the metrics from which the diagnostics are constructed, the impact of individual observations can be precisely quantified by merely removing a term from a metric corresponding to the case of interest. However, in multinomial models, the terms in the log-likelihood function corresponding to the cells are not independent. Thus it does not make sense to merely perturb a term in the likelihood function. Suitable perturbation schemes are the simultaneous perturbations of the cell probabilities that take into account their dependence and at the same time and lead to perturbation of the cell observation whose influence is of interest in a unique manner in the estimation process. For example, in the case of the conditional multinomial approach, all the cell probabilities of the usual (unperturbed) multinomial model have been simultaneously modified in a manner that leads to the omission of the contribution of ith cell observation in the likelihood function (see Theorem 1). This approach has successfully been used to construct case "deletion" influence diagnostics analogous to those of the models in which observations are independent. However, no methods based on minor perturbations for quantifying the influence of individual cells on the fit of a multinomial model are available. When perturbing a model, a key requirement is that the parameters of the perturbed model should retain their original meanings and importance, and this is achieved by the proposed scheme.
We propose a simultaneous perturbation scheme for the cell probabilities of a multinomial model that leads to simple perturbation of only the ith cell (the cell whose influence we want to investigate) of the unperturbed multinomial model, in a manner that can be used to evaluate the impact of that cell on the analysis. The advantage of the proposed scheme is that it conserves the dependence of the cell probabilities. The perturbation scheme is constructed by modifying the model of Basu and Basu (1998) who defined a contamination scheme to study particular multinomial models. We use the perturbation to construct new diagnostic tools for identifying influential multinomial observations such as influence curves, average influence function, and Cook's curvature. Further diagnostics based on the likelihood displacement, change in Pearson statistic and change in deviance are also derived. The abilities of these tools in identifying influential observations are evaluated. The importance of one-step estimates in constructing certain diagnostics is emphasized and its shortcomings pointed out. The diagnostic tools derived are shown to effectively identify the influential cases and thus complement the case deletion diagnostics. Similarities between the new method and the conditional approach (Andersen, 1992; Nyangoma, 2000) are stressed and the more specific nature of the new method pointed out. The new diagnostics are used to give insights into the categorical data that are modelled as log-linear and genetic data for paternity. It turns out that these diagnostics are functions of the basic building blocks of the influence diagnostics, as is the case with analogous diagnostics for models in which observations are independent. The critical use of the proposed scheme is the study infinitesimal departures from the usual multinomial model.
In the next section, we review the influence diagnostics for the multinomial models based on case deletion (Andersen, 1992; Nyangoma, 2000) . The perturbation scheme is described in Section 3. We study the likelihood theory for the perturbed model in Section 4. We then derive the diagnostics for influential cells in Section 5. We explain how the diagnostics are derived for log-linear models in Section 6 and give applications of these diagnostics in Section 7. Finally, a discussion of the results is given in Section 8.
The multinomial model and the case deletion diagnostics
We assume that we have m-dimensional categorical data, y, that are sufficiently modelled by the parametric multinomial model
where y ∈ R m is an m×1 vector of the cell responses y i , i =1, . . . , m with the corresponding vector of probabilities ∈ R m , whose elements i are seen as functions i ( ) of a p × 1 unknown parameter vector , where ∈ ⊂ R p and p m − 1, 1 T m y = n, 1 T m = 1, 1 m denotes an m × 1 vector of 1's and the superscript T denotes vector transpose. It is sufficient to assume that is an open subset of R p . To determine the influence of the ith observation on the various aspects of the fit of a multinomial model, Andersen (1992) proposed the use of the conditional multinomial model
in which the ith observation has been "deleted" and the cell probabilities for the remaining cells replaced with j (i) = j / (1 − i ), the conditional probability of observing an individual in cell j given that it is not observed in cell i. 
where the weights r are defined by
This perturbation gives rise to a likelihood function in which the contribution of the ith cell has been annihilated.
Proof.
Note that the part of the conditional likelihood that is relevant in the estimation of parameters (kernel of the likelihood) may be expressed as
where c r is defined by 3 and 4. Thus the parameter estimates in the conditional model are equivalent to the parameter estimates obtained from a multinomial model in which the assumptions about the probabilities of belonging to given cells have been modified by giving similar weights to all cell probabilities but the probability of belonging to the ith cell is given a different weight that annihilates its contribution to the likelihood.
Theorem 1 indicates that model perturbation, if chosen carefully can lead to data perturbation in a manner that can be used to evaluate the influence of individual observations on the fit of a model. This means that model perturbation offers a viable alternative to the usual practice of data perturbation.
It may be important to point out that the perturbation of the assumptions concerning the distribution of the error corresponding to particular observations (model perturbation) has successfully been used in regression to investigate the influence of those observations on the analysis. This is usually achieved by assigning equal weights (often ones) to all the error variances, but the error variance of the case whose influence is to be investigated is usually given a weight that is a reciprocal of some number that lies between zero and one. Thus the perturbation due to conditioning on particular cells follows the usual protocol as those in regression.
The perturbation due to conditioning on particular cells leads to a weighted parameter estimation procedure in which only the contribution of the cell of interest is penalized. This means that the difference between the ML estimates for the conditional model and the unconditional models provide information about the influence of the ith cell on the estimation. Let D be an m × m diagonal matrix with the ith diagonal element i . Define the vector e to have ith element e i . Let F be an m × p derivative matrix of rank p with elements . . . , m, r= 1, . . . , p) and W (i) be a diagonal matrix whose diagonal elements are w jj = 1 if j = i and w ii . Now, suppose {X}( ) denotes an X evaluated at . It can be shown that˜ (i) , the ML estimate of under the conditional model, may be obtained through the iteratively reweighted least squares (IRLS) procedure
where
e is a working variable (Andersen, 1992; Nyangoma, 2000) . Using some results from Rao (1973, pp. 128-129) , it is easy to show that, asymptotically,
The parameter improvement
is just a vector of coefficients from a weighted regression of {z} (Seber and Nyangoma, 2000) can be obtained iteratively from (6) using W (i) = I. By applying (6) once toˆ we obtain an expression for the one-step estimates (Andersen, 1992; Nyangoma, 2000) . How the perturbation induced by conditioning affects the estimation is expressed by the structure of W (i) , in which the only weight that is different from one in the IRLS process is that corresponding to the ith cell. This means that the magnitude of the influence of ith cell on the analysis can be obtained by comparing˜ (i) withˆ (Andersen, 1992; Nyangoma, 2000) . Some important metrics that have been used to measure the differences (distances) between˜ (i) andˆ include the changes in the Pearson residuals, the Pearson goodness-of-fit statistic (Pearson distance), the deviance and the likelihood (the so-called likelihood distance) (Andersen, 1992; Nyangoma, 2000) . Cases resulting in large distances are considered influential. All these diagnostics share the following properties: (1) directly proportional to the standardized residuals,r P i =ê i / ˆ i , (2) inversely proportional to the estimated variance ofr P i , v i = var r P i , and (3) monotonic increasing functions of the leverage,ĥ ii , which is the
and h ii are the basic building blocks for the influence diagnostics for the multinomial models. It is shown that the diagnostics derived from the method proposed in this manuscript are functions of these basic building blocks, a property that is characteristic of the influence diagnostics for models in which the observations are independent (see e.g. Pregibon, 1981) .
The perturbation scheme
In the last section, it was established that the conditional multinomial model is equivalent to an unperturbed model in which the probabilities belonging to a cell has been perturbed in a manner that annihilates the contribution of the ith cell observation to the likelihood function using the scheme defined by 3 and 4. In the IRLS estimation process, that perturbation assigns a fixed weight to the cell under investigation, while the rest of the cells are not weighted. This implies that it cannot be used to study the effect of small modifications to the cell observations. This paper proposes a scheme that can be used to study the influence of a multinomial observation on the analysis by applying small changes to the assumptions about the probability of belonging to that cell. Suppose that the cell probabilities of the unperturbed model (1) are perturbed so that they are instead specified by * j = w j j ,
where w j is defined by
Then j * j = 1, so that the model takes into account the dependence of cell counts. This scheme defines a simultaneous perturbation of the cell probabilities in which w j =h(w), a function of w. In the next section, it is shown that this scheme has many attractive features that makes it suitable for studying the influence of individual cells on estimation. For example, as is the case with the conditional approach, it is shown that it gives rise to an IRLS estimation process in which the weights corresponding to all the cells are ones but that corresponding to the ith cell is i (w) = i / ( i + w), a property that motivates the use of the differences between the ML estimates for the perturbed and unperturbed models in quantifying the influence of the cell of influence on the estimation. This paper focuses on the induced perturbation i (w) and not on w itself. Note that w = 0 corresponds to the null perturbation and gives rise to the unperturbed model (1). As pointed out by a referee, one may define perturbation schemes other than the one studied in this paper. Theorem 2 suggests an equivalent perturbation, which is described by Eqs. (11) and (12). Another alternative perturbation is explored in the discussion section of this paper.
The likelihood theory
On finding the ML estimates for the perturbed multinomial model proposed in the last section, we found it convenient to use the following theorem.
Theorem 2. For every w, the ML estimates of the perturbed multinomial model whose cell probabilities are defined by Eqs. (7) and (8) are equivalent to the ML estimates of an unperturbed multinomial model in which the original model assumptions concerning the probability of belonging to ith cell has been modified to
* i = (1 − w) i + w.
This model is equivalent to a multinomial model in which the ith observation is perturbed by a weight defined by
Proof. Let L( |w) be the likelihood function (1) with the cell probabilities replaced with perturbed probabilities (7). Its log-likelihood is given by
and for every w, the kernel of this log-likelihood is
which may be interpreted as the kernel of the usual multinomial model in which the assumptions concerning the probability of the ith cell membership has been modified to * i or equivalently, it may be interpreted as the usual multinomial model in which the ith cell observation has been perturbed to y * i = ϑ i (w)y i .
Thus unlike the conditional model that deletes the ith cell observation, our scheme penalizes the contribution of this observation by a factor that is a function of w, which is defined by ϑ i (w), with w = 0 representing the null perturbation. This weighting procedure is quite similar to those of regression, meaning that this scheme may be used to study the influence of the ith cell observation on the analysis. Note that the kernel described in Eq. (10) also represents a perturbation of the original model with the cell probabilities defined by
where w j is now defined by
This perturbation is consistent with the perturbation of error variance in regression where only the assumption regarding the distribution of the ith error is modified. So the question that now arises is: Can this perturbation be used to construct diagnostic tools for influential multinomial observations? The results in the rest of this manuscript attempt to answer this question in affirmative. It may be established that Eqs. (3), (4), (7), (8), (11) and (12) describe a family of perturbations for multinomial models that involve modifying the model assumptions about the probability of cell by assigning them weights that are all functions h(w), of w, with the perturbation due to conditioning on certain cells being the identity case of h(w). Thus, this paper unifies the perturbation approaches that are used to study the influence individual cell observations. Since ( |w) is at least twice differentiable with respect to ( , w) and ( |w = 0) = ( ), the log-likelihood for the unperturbed model, our scheme possesses the properties of the general perturbation schemes such as those proposed by Cook (1986) and Escober and Meeker (1992) .
As in the case of the conditional model and in the regression models, a justification for the use the proposed perturbation in assessing the influence of individual multinomial observations, may be deduced from the ML estimation process. It can be shown that the score function for the perturbed model u w is given by
where e w is an m × 1 vector with elements e wj = y j − n * j / √ n and W w (i) is a diagonal matrix with i (w) in the ith diagonal position and 1's elsewhere. The rth element of u w is
For a given value of i , i (w) is a monotonic decreasing function of w. Then the contribution of the ith cell to the magnitude of the components of u w decreases as w approaches 1, denoted by w → 1. The expected Fisher information for the perturbed model is given by
and its (r, s)th element is
Note that as w → 1, → 0 and i (w) → 0, so that the last term in (16) approaches 0 faster than the first, indicating that the contribution of the ith cell on the magnitude of the elements of I w also reduces as w → 1. For a fixed w, the usual regularity conditions (Birch, 1964) hold and the ML estimates for the perturbed model can be obtained uniquely by the method of IRLS, which is defined by
is a working variable for the perturbed model, q (i) is an m × 1 vector with elements q (i)j = 0, j = i and q (i)i = −1. The parameter improvement How our perturbation affects the estimation process may also be deduced from the structure of W w i , in which the only weight that is different from one is that corresponding to the ith cell. This indicates that the differences between the ML estimates for the perturbed and the unperturbed models may also provide information regarding the impact of the ith cell on the fit of a multinomial model. For w = 0, i (0) = 1 and = 1 and (13) and (15) give the corresponding expressions for the unperturbed model and (17) is an iterative method for obtainingˆ . Then the influence of the ith cell observation may be assessed by comparinĝ with˜ i (w).
To be able to construct multinomial analogues of linear regression diagnostics, we make use of the one-step ML estimates
wherer P i is the ith standardized residual (Haberman, 1973) 
is the ith row of D −1/2 F, and the hats indicate evaluation atˆ . The estimate˜ 1 i (w) is obtained by taking the initial value in the iterative scheme (17) as˜ i (0) =ˆ . The standardized residuals are used to diagnose extreme cells, while the diagonal elements of H have been used (Andersen, 1992; Seber and Nyangoma, 2000) as measures of leverages in multinomial models. It is easy to see that˜ 1 i (0)=ˆ . As lim w→1 ˆ + wv i = 1 −ĥ ii , we find that the last two terms on the right-hand side of (18) will be quite large if the perturbed observation is influential as w → 1. This means that˜ 1 i (w) can be partitioned as a sum of the ML estimates for the unperturbed model plus correction term containing diagnostic information about the influence of the ith cell (i.e. a function of the basic building blocks for the influential multinomial observations) and thus have similar characteristics to the one-step estimates for other models such as logistic regression (Pregibon, 1981) , linear regression (Cook and Weisberg, 1982) and survival analysis (Cain and Lange, 1984) . The one-step estimates in those models have been used to define influence curves. Here, we make use of˜ 1 i (w) to derive several diagnostics for influential multinomial observations. We see that the influence of the ith cell on the model may be defined asˆ −˜ 1 i (w). The accuracy of the influence curve can be evaluated by comparing it with the exact differenceˆ −˜ i (w). It is often useful to take w =w, where 0 <w < 1.
Suppose h ˆ is a function of evaluated atˆ , and since
where P denotes probability
follows from (18) that˜ 1 i (w) is an asymptotically biased estimate for when w > 0. Its bias is
which can be large if the ith cell is influential and it is close to zero for small w. This explains why˜ 1 i (w) tends to exaggerate the influence as we will see in the numerical examples in Section 7. We must point out that this property does not however, undermine the use of the one-step estimates as tools for constructing influence diagnostics as demonstrated in the numerical examples in Section 7. However, it may be better to use the adjusted one-step estimates˜ 
which is 0 for large n or when w ≈ 0, but can be large in presence of influential observations, for w > 0. This indicates that if the perturbed model is the true model but one uses the usual multinomial model (unperturbed), the conclusions can be quite erroneous.
Diagnostics for influential observations
In this section, we derive diagnostic tools that may be used to quantify the influence of single cells on the analysis.
The influence curves
We begin by constructing measures of the local influence, which involves monitoring the changes in the parameter estimates when cell probabilities are slightly perturbed through the scheme defined by (7) and (8). Following Cook (1986) and Shi (1997) , we can define the influence function forˆ as
and the right-hand side of (21) is of O P −2 , i (w) will be quite large as w → 1, especially if the perturbed observation is influential. Then i (0) may be seen as the influence onˆ of perturbing cell probabilities through scheme (8) (Hampel et al., 1985; Shi, 1997) . Useful diagnostic tools for identifying influential observations are the values of i (w) evaluated at some pointw, 0 <w < 1 (see e.g. Pregibon, 1981) . Since˜ 1 i (w) is continuously differentiable in 0 w < 1, an application of the mean value theorem (MVT) yieldŝ
This is the local change in coefficients when the ith cell is not given full weight. Motivated by the definition of an influence measure based on sample influence curves for case deletion by (Cook and Weisberg, 1982, p. 110) , we define a measure of influence as
where M is some p × p positive-definite matrix and c is a scalar. Shi (1997, p. 117 ) defined a related measure based on directional perturbation. Note that i (0) is a function ofr P i , and thus it contains similar information to the corresponding expression for the logistic regression (Pregibon, 1981) .
Let i (w) = E [ i (w)] be the average influence function. Then to the order of linear approximation
which contains similar diagnostic information as i (w). Then i (w) may be considered as an influence function in its own right and can be used to construct metrics for influential observations.
Likelihood displacement
A more general way of comparing˜ i (w) andˆ is by their likelihood displacements defined by
where the tildes at the top indicate an evaluation at˜ i (w). The likelihood displacement has proved useful in identifying influential observations for a variety of models (Williams, 1987; Nyangoma, 2000; Fung and Kwan , 1997) . Then following Cook (1986), we define a curvature measure for multinomial models as
where˜ j are the cell probabilities for the unperturbed model evaluated at˜ (w). Replacing W (i) and U + with I and U, respectively, in Eq. (4) of (Nyangoma, 2000) , we find that the observed information for the unperturbed model is 
which is basically the unscaled version of Cook's distance defined in (23), with M replaced withM. Note that, asymptotically, i (w) ∝ ˜ 1 i (w) −ˆ , which justifies the use of i (w) as an influence curve (Cook and Weisberg, 1982, p. 182) and hence the use of CC and CD as metrics for the distance betweenˆ and˜ 1 i (w). This suggests another metric of the form
, which is basically a second-order approximation to the likelihood displacement and may be seen as a version of Cook's original distance for perturbed multinomial models. Note that M/n = I 0 + O P n 1/2 , where O P n −1/2 represents terms that are of order n −1/2 and I 0 = F T D −1 F is the scaled value of the expected Fisher information for the perturbed model evaluated at w = 0. In many applications, it may be enough to use the inner product nÎ 0 instead ofM, in which case LD i is a perturbation version of the unscaled Cook's distance for the case deletion reported in Andersen (1992) . A graph of LD i (w) vs. w is the so-called influence graph. The magnitude of the curvature of such a graph can be used to diagnose the impact of the perturbation on the likelihood. The curvature information can be extracted using methods of local influence (Cook, 1986; Fung and Kwan , 1997) .
Pearson distance
Let e = e 0 , the vector of errors for perturbed model e w , evaluated at w = 0. Then e is a vector of errors for the unperturbed model and the statisticŜ, where S = e D −1 e, is the Pearson goodness-of-fit statistic. Following Lee et al. (2002) , P D = S −Ŝ andŜ have asymptotically independent 2 distributions with p and m − p − 1 degrees of freedoms, respectively, so that, asymptotically
, then two important diagnostics for assessing the impact of perturbation (7) on the fit of a models are
The former will be called the Pearson distance, whereas the latter, the F-distance. It is easy to show that P D i (w) ≈˜ T i (w) nÎ 0 ˜ i (w), thus P D i (w) can be interpreted in much the same way as LD i (w) . Then the one-step approximations of P D i (w) can be expressed as
where D 1 i =ĥ iir 2 P i /pcv i is the Cook's distance for the multinomial models, h * ii =ĥ ii /v i is a monotonic increasing function ofĥ ii called the "potential" (Nyangoma, 2000) 
√ nˆ i /pc and b = nˆ i /pc. Asymptotically, this approximation is equal to the Cook's scalar measure of distance. It is easy to see that LD i (w) ≈ P D i (w). Since lim w→1 ˆ + wv i = 1 −ĥ ii , i (w) can be appreciably large as w → 1 if the perturbed cell is influential. Since P D 1 i (w) is a function of i (w), P i ,r P i , andv i it will be affected by the influential observations in much the same way as these observations affect the case deletion diagnostics. Hence P D 1 i (w) may be described globally by just two summary statistics, namely its curvature evaluated at w = 0 and D 1 i . A similar conclusion was deduced for linear regression models by Critchley (in a discussion of a paper by Cook, 1986) . Fung (1992 Fung ( , 1995 also discussed the two summary statistics in a regression setting for discriminant analysis.
Following Weisberg (1985) an observation resulting in an F D i (w) that is close to 1 when perturbed is asymptotically considered influential.
Diagnostics based on the deviance.
The effect of case-deletion on the deviance for a multinomial model has been studied by (Nyangoma, 2000) . Here, we develop diagnostics based on the deviance that may be used to evaluate the effect of infinitesimal perturbations on the fit of a multinomial model.
Let p h = y h /n, h = 1, . . . , m, be the proportion of the subjects falling in the hth group. Then p h maximizes the unconstrained unperturbed multinomial model. The deviance for the perturbed model is given by 
and D ˜ i (w) = jr Dj is the deviance for the unperturbed model withˆ replaced by˜ i (w). This suggests that the change in the ith deviance residuals,
is a possible measure of the impact of the ith cell on the analysis. The one-step approximation to this change may be obtained by replacing˜
The resulting statistic is similar to an influence diagnostic for the generalized linear models (GLM) (Williams, 1987) . Useful versions of these diagnostics may be obtained by replacing w with w =w, where 0 <w < 1.
An important use of the proposed perturbation scheme is the assessment of departures from the usual multinomial assumptions. These departures may be viewed as a tests of hypotheses problem in which the null hypothesis is H 0 : w = 0, that the unperturbed model adequately models the data, against the alternative H 1 : w > 0, that the perturbed model is the right model. This hypothesis is tested by comparing D ˆ − D w ˜ 1 i ŵ with its null asymptotic 2 p+1 distribution. The following Lemma gives a connection between this statistic and the likelihood distance.
Lemma. The adjusted change in deviancê
whered 1 i is the one-step approximation tod i is asymptotically equivalent to the likelihood distance.
Proof. Find a Taylor series expansion of D ˜ i (w) aboutˆ and substitute it in Eq. (31) to obtainx
The Lemma suggests that the corrected change in deviance,x i (w), may be interpreted as the case perturbation analogue of the Cook's scalar measure of distance (Andersen, 1992) . Index plot of this statistic may be used to identify influential cells. The (1 − )100% confidence interval for after perturbing the model as in (7) is approximated by the set of values w for whichx i (w) < 2 1 ( ). Further diagnostics are the differential values ofx i (w) as w departs from 0.
Perturbation diagnostics for multinomial log-linear models
The tools developed above may be adapted to study the effect of small perturbations of individual cell probabilities of the multinomial log-linear models, e.g. the logit model (Agresti, 1990 p. 313) . For these models, the jth cell probability is
where x T j is the jth row of the model matrix, X, for the multinomial log-linear models. For these models, the expressions for most of the components of the above diagnostics simplify (see e.g. Nyangoma, 2000) . For example, the matrix D −1/2 F, that plays a key role in the construction of diagnostic tools reported in this paper, is given by
The ML estimates of the parameters for perturbed model can be obtained through the IRLS (17) using D −1/2 F defined by (36). For w = 0, (17) is just the IRLS procedure for obtaininĝ , the ML estimate of a Poisson log-linear model. The matrix X is the design matrix of the same Poisson model with the first column omitted. Bothˆ and X may be obtained by fitting the data using the glm object of R, with family specification, Poisson. The vector of Pearson residuals, that also features in most diagnostics presented here, are the residuals from this fit. Thus for log-linear models, many diagnostics are readily computed using the output from the fit of Poisson log-linear models.
Numerical examples

Genetic model for mother-child relationship
This model was investigated by Hirschfeld and Heiken (1963) (see Nyangoma, 2000; Seber and Nyangoma, 2000; Elandt-Johnson, 1971 p. 326 ) and concerns the codominant allele blood group system Gc. This system has two alleles Gc 1 and Gc 2 , with phenotypes denoted by Gc1 − 1, Gc2 − 1 and Gc2 − 2. If the gene probabilities for Gc 1 and Gc 2 are, respectively, and 1 − , then the 3 × 3 = 9 mother-child genotype combinations have a multinomial distribution with joint probabilities reported in Elandt-Johnson (1971, p. 325 ,  Table 12 .3). The MLE of based on the Hirschfeld and Heiken (1963) n = 142 mother-child pairs, isˆ = 0.231. The case deletion diagnostics applied to this data set by Nyangoma (2000) identified cell 1 as influential.
We applied some diagnostics proposed in this paper to the Hirschfeld and Heiken (1963) data. Fig. 1 displays the influence curves forw = 0.1, 0.3 and 0.5 and the changes in ML estimates. It is clear from this figure that a perturbation of Cell 1 results in the largest values
, while a perturbation of the other cells produce small changes. These changes decrease in magnitude but remain rather constant for the other cells as w → 0. It is then sensible to conclude that Cell 1has the most influence of all cells. Fig. 2 displays the changes in the ML estimates forw = 0.1 and 0.5 based on the one-step and full iterated estimates. For w close to 0, the changes in ML estimates are quite similar for both the one-step and the full iterated estimates. However, these estimates can be very different for large w, with one-step estimates often exaggerating the displacement as demonstrated by the plot at w = 0.5. Although these differences exist, likelihood displacements based on both the estimates (Fig. 3 ) do indicate that cell 1 has the largest effect when perturbed. It is clear that large values of w lead to better display of the influence. Evaluation of the other approximations to the likelihood displacement (Eq. (25)) at both the one-step and full iterated estimates at various values of w also identifies cell 1 as the most influential (see Fig. 4 ). The magnitudes of these changes increase as w → 1. Cook's curvature (Fig. 5 ) gave similar conclusions for w = 0.1, 0.3, 0.5. Figs. 6 and 7 display the so-called Pearson distance computed at both the full iterated and the one-step estimates. For w = 0.1, the Pearson displacement does not capture cell 1 as the most influential. However, for large w (w > 0), this statistic gives similar conclusions as the likelihood displacement. The changes in the deviance (Eq. (32)) gave similar conclusions as those based on the Pearson distance as can be seen in Figs. 8 and 9 . It is noteworthy that the modified change in deviance (Figs. 10 and 11) also effectively identifies the influential cell.
In conclusion, for large w (w > 0), there seems to be an agreement between the one-step and the full iterative diagnostics that Cell 1 is the most influential among all the cells. The ability to find influential cells can benefit the analyst in at least two ways. First, the study of influence yields information concerning the reliability of the conclusions and their dependence on the assumed model. Second, the outlying cells will tend to have, on average, a relatively large influence on the analysis. This in turn may indicate cells which give rise to unreliable prediction and estimation. Table 1 displays the effect of gender on whether admitted into graduate school at the University of California at Berkeley for the fall 1973 session (see Agresti, 1990, p. 226) together with the corresponding adjusted residuals based on the log-linear model of conditional independence of whether admitted and gender, given department. Applicants were classified by A = admission status, G = gender, D = department, for the six largest graduate departments at Berkeley. The model of interest may be stated as where m j = n j , the expected value of category j membership. We fitted this model to the data in Table 1 using R. The Pearson 2 statistic and the deviance were respectively found to be 19.9 and 20.2 based on 6 degrees of freedom, indicating a poor fit (Agresti, 1990 ). An analysis of residuals explains this. The plot of adjusted residuals against the fitted values and the normal Q-Q plot of the adjusted residuals (Fig. 12) , reveal patterns in the residuals and show four very large residuals corresponding to observations from department A. This is compounded by the low chance (0.02) of a female being admitted to department A compared to that of a male (0.12). The variance for the Pearson residual for male admission to the department A is the lowest (0.04) while that for female admission in the same department is high (0.3). Good diagnostic tools must identify the problematic observations corresponding to department A as influential. We introduced simple perturbations as defined by (8) to various cell probabilities of the type described by (35) and monitored the response of the ML estimates to these perturbations. Figs. 13 and 14 display changes in the parameter estimates when a selection of cells are perturbed. In these figures, cell 1, for example stands for the changes in ML estimates that occur when cell 1 is perturbed. Cell 1 contains the information about males that were admitted to department A while cell 7 gives the corresponding information on males whose admissions were turned down in the same department. It is clear that a perturbation of probabilities in the cells 1 and 7 result in the most deviant values of −ˆ (w), which imply that these cells are influential. Other diagnostics derived in this paper produced quite similar conclusions. It can be seen (Fig. 14) that perturbing Cell 19 also causes substantial change in parameter estimates. It can also be observed from Fig. 14 that perturbing certain cells corresponding to departments other than A resulted in noticeable changes in certain parameter estimates, for example, perturbing cell 15 resulted in a large change in parameter corresponding to the interaction term between whether admitted (Y) and department (C) (given as "admY:depC" on the R output). We then see that perturbation analysis gives more insight into the data than does the residuals analysis only as done by Agresti (1990) . One way of dealing with influential observations is to omit them from the analysis (Agresti, 1990) . For example, omitting influential cases from the log-linear analysis results in an excellent fit with both the residual deviance and the Pearson statistic reducing to 2.7 at 5 df. However, removing these observations may conceal the information that they contain. Why is department A so different? Diagnostic analysis suggests an investigation of the department A to discover why it stands out on its own. Other departments like C whose corresponding cells resulted in noticeable changes on specific parameters when perturbed may be investigated as well.
Log-linear model for independence
log m j = + A + G + D + A : D + G : D,
Discussion
We have presented a new approach, namely perturbation, for identifying influential multinomial observations. The method has been used to derive several new diagnostic tools for identifying influential observations for the data that are dependant. Diagnostic tools that have been developed for many models are based on the one-step parameter estimates. These estimates are popularly used because they are obtained by a single step of Newton's method using ML estimates for the unperturbed model as the starting value and are hence less expensive to compute unlike their full iterative counterparts. In this paper it has been demonstrated that one-step estimates are biased and diagnostic tools constructed using them tend to exaggerate the influence of individual cases, especially when the perturbed cases are influential. However, a comparison of diagnostic tools based on one-step estimates with those based on their full iterative counterparts, indicate that both these estimates lead to diagnostic tools that effectively identify the influential cases. Moreover, the one-step estimates led to the definition of new influence diagnostic tools for multinomial models that include influence curves, the average influence function and the Cook's curvature, both of which were shown to effectively identify the influential cases.
If it is desired to choose diagnostic tools for influential multinomial observations on the basis of our perturbation scheme, our computations indicate that a wide range of diagnostics presented here that include influence curves, the average influence function, the change in parameter estimates, likelihood distance, Cook's curvature and the modified change in deviance, all effectively identify influential cases. However, both the change in deviance and the Pearson distance were unable to detect the influential observation at small values of w, nevertheless, both these diagnostics correctly identified influential cases at reasonably high values of w. Undoubtedly, the new diagnostic tools extend and complement those based on case deletion proposed by Andersen (1992) and Nyangoma (2000) .
As pointed out by a referee, it is possible to define perturbations other than the one studied in this paper. The most immediate example that comes to mind is to define w j in Eq. (4) by
where 0 w < 1, i, j = 1, . . . , m. Like the scheme studied in this paper, this perturbation affects the estimation by inducing a new perturbation, i (w) = w i / (w i + ), that affects only the ith cell. For a fixed i , i (w) is a monotonic increasing function of w. This means that the results in this paper may be derived by considering limits as w → 0 (instead of w → 1 for the perturbation discussed in this manuscript). Under this scheme w = 1 represents the null perturbation. For fixed but varying w, i (w) forms a curve that is a reflection of the corresponding i (w) curve, about the line w = 0.5. It has been established that the perturbation induced by conditioning on certain cells (Andersen, 1992) and those presented in this manuscript, all involve the simultaneous perturbation of the model assumptions about the probability of belonging to a cell by assigning them weights in a manner that leads to perturbation of only the ith cell. This manuscript thus unifies the perturbation theory for multinomial models that can be used to construct diagnostics for influential cell observations.
