where p runs over the prime numbers. A typical consequence of this Euler product is the explicit formula for the number π(x) of primes under x given by Riemann [R] using the zeros and the pole of ζ(s). Up to now it is known that there exist various zeta functions having Euler product expressions.
Introduction
In 1737, Leonhard Euler [E] , where p runs over the prime numbers. A typical consequence of this Euler product is the explicit formula for the number π(x) of primes under x given by Riemann [R] using the zeros and the pole of ζ(s). Up to now it is known that there exist various zeta functions having Euler product expressions.
The purpose of this paper is to study multiple Euler factors (MEF) and multiple Euler products (MEP) via multiple explicit formulas (MEF) naturally associated to "absolute tensor products" of several zeta functions.
We recall the construction of the absolute tensor product (ATP). We refer to [KK1] and [KW1] for details. This definition originates from [K] . We refer to the excellent survey of Manin [M] . The notation of the regularized product is due to Deninger [Den1] . See [HKW] concerning the needed regularized products. The absolute tensor product was studied by Schröter [S] in the name of the "Kurokawa tensor product." We are especially interested in the case of Hasse zeta functions Z j (s) = ζ(s, A j ) for commutative rings A 1 , ..., A r of finite type over Z. We recall that the Hasse zeta function ζ(s, A) of a commutative ring A is defined to be Actually, as was explained by Manin [M] , we expect that our multiple zeta function would be the zeta function of the "absolute tensor product"
that is the tensor product over the (virtual) "one element field" F 1 . See [KOW] and [Dei] for the absolute mathematics over "F 1 ". In any way, we notice that ζ(s, A 1 ⊗ · · · ⊗ A r ) has the following additive structure on zeros and poles: if ζ(s j , A j ) = 0 or ∞ and Im(s j ) (j = 1, ..., r) have the same signature, then ζ(s 1 + · · · + s r , A 1 ⊗ · · · ⊗ A r ) = 0 or ∞. Such an additive structure was crucial in the study of Hasse zeta functions of positive characteristic (congruence zeta functions) pursued by Grothendieck [G] and Deligne [D] , where Euler products were important to restrict the region of zeros and poles for our reaching to the analogue of the Riemann Hypothesis.
We expect that our multiple zeta functions also have Euler products of the following form:
ζ(s, In a previous paper [KK1] we investigated the absolute tensor product ζ(s, F p ) ⊗ ζ(s, F q ) for primes p and q by using a signed double Poisson summation formula, where ζ(s, (1) The function ζ p,q (s) has an analytic continuation to all s ∈ C as a meromorphic function of order two.
(2) All zeros and poles of ζ p,q (s) are simple and located at
where (m, n) is a pair of nonnegative integers or a pair of negative integers. Indeed it gives a zero or pole according as they are nonnegative or negative. (3) We have the identification
(4) The function ζ p,q (s) satisfies a functional equation:
When p = q the result is as follows: 
(4) The function ζ p,p (s) satisfies a functional equation:
Remark 1.1 These theorems are natural generalizations of the following well-known facts on the simplest zeta function
(0) It converges absolutely in Re(s) > 0.
(1) The function ζ p (s) has an analytic continuation to all s ∈ C as a meromorphic function of order one. In fact,
(2) The function ζ p (s) has no zeros. All poles of ζ p (s) are simple and located at s = 2πin/ log p for n ∈ Z.
(3) We have the identification appearing in Theorem 1 is considered as a variation of a polylogarithm (of order 2); see [KW1] for such a "multiple polylogarithm" (multi-q-log) and its relation to Appell's O-function.
We prove Theorems 1 and 2 in §2 supplementing [KK1] , where the signed double Poisson summation formula and the theory of multiple sine functions developed in [KK2] are essential. The main difference from [KK1] is the functional equation not stated there. From our viewpoint, it is very interesting to see the nature of p,q ζ p,q (s). Unfortunately, however, it does not converge even for sufficiently large Re(s). Our "α-version" ζ α p,q (s) treated below remedies the situation. In passing we notice on the analyticity of the diagonal Euler product shown in §2.
Then, Z(s) is absolutely convergent in Re(s) > 1, and it has an analytic continuation with singularities to Re(s) > 0 with the natural boundary Re(s) = 0.
In the later half of this paper we study "the double Riemann zeta function" ζ(s, Z) ⊗ ζ(s, Z) by establishing the signed double explicit formula in the following theorem, which generalizes the signed double Poisson summation formula used in the proof of Theorems 1 and 2.
For simplicity put ξ(s) =ζ(s + 1 2
Γ(s/2). The functional equation of ζ(s) is written as ξ(s) = ξ(−s).
We recall that nontrivial zeros of ζ(s) are zeros in the strip |Re(s − 1 2 )| < 1/2. We denote by 1 2 + iγ such a zero, where γ is a complex number in −1/2 < Im(γ) < 1/2.
Hereafter let h(t) be an odd regular function in |Re(t)| < 1 satisfying h(t) = O(|t|
Theorem 4 Let 1/2 < α < 1. We have
where the sum in the left hand side is taken over pairs ( 
and for a prime p,
and
where m, n ∈ Z, m, n ≥ 1.
Notice that only pairs of zeros in the upper (or lower) half plane are counted in the left hand side of Theorem 4. The method of Cramér [C] is important in the proof: see Deninger [Den2] and Voros [V] 
We also denote the remainder factor by
Here we notice that these definitions of ζ (1) For distinct prime numbers p and q, we have
, where the sum is taken over all pairs of all positive integers m and n. It has an analytic continuation to the entire plane.
(2) For a prime number p, we have in
,(1.14)
which has an analytic continuation to the entire plane. p,p (s) with ζ p,q (s) (p = q) and ζ p,p (s) treated in Theorem 1 and Theorem 2 respectively, it would be suggestive to take α = −1/2 formally. For this parameter α, the sums over sinh-terms diverge. We look at the non-sinh parts:
) .
Then, the elementary summation
implies the followings:
Theorem 6 In the next theorem we use the half Riemann zeta function ζ + (s) studied in [HKW] (see §4 of the text) and the multiple gamma function Γ r (s) of Barnes [Bar] (see §2 of the text).
Theorem 7 The Euler product for the double Riemann zeta function
ζ(s, Z) ⊗ ζ(s, Z) ∼ = p,q ζ α p,q (s) ζ α 0 (s)       ∞ m=1 ζ + (s + 2m) ζ + (s − 1)       2 Γ 2 s 2 −1 Γ 1 (s) 2 s(s − 2) is absolutely convergent in Re(s) > α + 3 2
, where (p, q) runs through pairs of all (finite or infinite) places. It has an analytic continuation (with singularities) to the entire plane and satisfies a functional equation between s and 2 − s.
The construction of the later half of this paper is as follows. Theorem 4 is proved in §3. Then as an application of Theorem 4, Theorem 5 will be proved in §4- §7:
Consequently we prove Theorem 7 in §9. Lastly we briefly notice on remaining problems in §10. Acknowledgement This paper is dedicated to Professor Sergei Vostokov for his 60th birthday. We express our hearty thanks to him for indicating the way of mathematics. We thank Professor Christopher Deninger for his interests in our multiple Euler products from the beginning and supplying the book [S] . We also thank Professor Ivan Fesenko for his enthusiastic treatment of our paper. We thank Professor Miki Hirano as well, for his thorough reading of the manuscript with indicating important errors. Some parts of this work were done while the first author was staying at The Isaac Newton Institute for Mathematical Sciences, participating in the programme "Random Matrix Approaches in Number Theory" in June/July of 2004. He deeply appreciates the efforts of the organizers and all the staff members for providing the perfect environment for research. The second author would like to express his hearty thanks to the Euler International Mathematical Institute at St. Petersburg for inviting to the excellent conference "Arithmetic Geometry" in June of 2004, where this paper was read.
Proof of Theorems 1, and 3
We recall the multiple sine functions studied in [KK2] . For this purpose we use the multiple Hurwitz zeta function investigated by Barnes [Bar] just 100 years ago:
for ω = (ω 1 , ..., ω r ). The definitions of the multiple gamma function and the multiple sine function are as follows:
We write Γ r (z) = Γ r (z, (1, ..., 1)) and S r (z) = S r (z, (1, ..., 1)) for simplicity. When r = 2, we have ω = (ω 1 , ω 2 ) and
The study of this double sine function was originated by Shintani [Sh] 
Proof. By the preceding proposition we have
Thus we put
and will first prove that the polynomial Q(z) is a constant. The periodic property of
shows that
Substituting z + ω 1 for z in (2.1), we have
Thus we have e
for any z, which states that Q(z) is a constant. Next we put
and will prove that the constant C is equal to −1. We consider the special value at z = ω 2 /2.
and again by the periodicity we have
Hence (2.2) shows that C = −1. 
.
Here the periodicity of Γ 2 (x, ω) in the form
Then the formula
originally due to Lerch implies (2.3).
Proof of Theorem 1. The statements (1)-(3) are proved in [KK1] , since the main theorem of [KK1] shows that ζ(s,
We recall that the main ingredient for the proof of (1)- (3) given in [KK1] is the following signed double Poisson summation formula.
) as |t| → ∞, and put
Assume both a/b and b/a are generic and that the test function H(t) satisfies
Here we say that a real number α is generic if and only if
where we put x := min{|x − n| : n ∈ Z} for x ∈ R. For example: 
As ζ p,q (s) has a meromorphic continuation to all s ∈ C, we also have
Hence it suffices to show that
This is proved in Lemma 2.2.
Proof of Theorem 2. The idea of the proof is the same as the previous one. Properties (1)-(3) are shown in [KK1] ; they easily follow from [KK2] also. Hence it is sufficient to prove (4).
We first have an expression
Then we have
we have
Proof of Theorem 3. We use the following result of [KW2] .
Remark 2.6 ζ 1 (s) is the Riemann zeta function.
Lemma 2.7 The relation between Z(s) and ζ 2 (s) is given by
On the other hand, from
Hence we have
From this lemma and the result of [KW2] , we see that Z(s) is analytic in Re(s) > 0 with the natural boundary Re(s) = 0 since
has double poles at essential zeros of ζ(ms). The above equality is proved as follows. Let
. Then it is well-known that
3 Signed Double Explicit Formula: Proof of Theorem 4
Lemma 3.1 (1) Let M and N be distinct integers larger than 1. Then 
By symmetry we have also 
by taking the term with k = 1, since all other terms are positive.
Proof of Theorem 4. Let D T be the region defined by
By Cauchy's theorem we have
where the integrals along ∂D T are taken counter clockwise. Considering the limits as T → ∞ in the both sides of (3.1), we have
where
We decompose ∂D = C 1 ∪ C 2 ∪ C 3 with
We compute each double integral
First we treat the integral along the vertical lines. We compute
The contribution from (3.4) is equal to (1.8). Next we compute that both (3.5) and (3.6) are equal to
Thus we have (1.6). The contribution from (3.7) is calculated as
the summand is
, which means p = q and m = n, the integral on t 1 is equal to t, and the summand is (log p)
Thus the total contribution from (3.7) to (3.3) is
Thus we obtain (1.2), (1.4) and (1.5). Here we notice that the absolute convergence of (1.2) follows from Lemma 3.1. We calculate I 13 and I 31 to have
We find that (3.11) is equal to (1.9). Next (3.12) and (3.13) are computed as
Thus (3.12) + (3.13) is equal to (1.7). Finally by taking into account that H 0 (t) is an odd function, we have (1.1) and (1.3) from (3.14). We write the remaining integrals as I 2 + I 2 − I 22 with I 2 := I 21 + I 22 + I 23 and I 2 := I 12 + I 22 + I 32 , and first calculate I 2 :
where γ 1 runs through the nontrivial zeros of ζ(s) with Re(γ 1 ) > 0 and |Im(γ 1 )| < α. Putting s 2 = αe iθ , this together with I 2 makes the term (1.10). Finally the integral I 22 becomes (1.11).
In the next corollary we split (1.3) into partial sums over m = n and m = n, and combine the former with (1.1). We also combine (1.2) and (1.4). Put α = 1 2 + δ with δ > 0. 24) where the sum in the left hand side is taken over pairs ( The goal of this section is to calculate the factor ζ α p,q (s) of the double Riemann zeta function for distinct prime numbers p and q. The case p = q and those involving infinite places will be treated in §5- §7.
Corollary 1 For δ > 0 it holds that
We assume Re(s) > 1 + 2δ for δ = α − 1 2
and take the test function h(t) as in (1.12). Then 
where ρ 1 and ρ 2 run through the upper half zeros of ξ(s) =ζ(s +
2
). Then we have by definition
being the half Riemann zeta function introduced in [HKW] . In fact, from
we have 
In other words we have
Then the left hand side of Corollary 1 is equal to that of (4.3). Thus it is equal to the right hand side of Corollary 1, among which the terms (3.15) and (3.17) produce the desired factors in the theorem. Now we compute that (3.15) + (3.17)
The terms in the big parentheses are equal to
Integrating twice leads to 
Hence it is sufficient to show that ϕ p,q (s, β) and ψ p,q (s, β) are analytic in s ∈ C. For a generic α ∈ R and any β > 0, we put
The absolute convergence is easily seen from the genericity of α. Moreover, the integral expression
gives the analytic continuation to all s ∈ C. This equality is shown as follows:
Hence if we see that
then we would have the analytic continuation of ϕ p,q (s, β) and ψ p,q (s, β) for all s ∈ C. To prove these identities notice first that:
This completes the proof of the analytic continuation of ζ α p,q (s).
ζ α p,p (s): Proof of Theorem 5(2)
The (p, p)-factors are the sum of the contributions of four terms (3.15)-(3.18) in case of p = q. For (3.15) and (3.17), we compute in the same way as in the previous theorem to get by putting p = q
The shift s → s − 1 gives the first line (1.13).
Next we calculate the contributions from (3.16) and (3.18). By taking the test function (4.1), we compute
The shift s → s − 1 leads to the last term in (1.14).
Next the calculation for (3.18) shows
where we compute
Thus we determined the form of ζ 
We start with Z 2 (s) since it is treated directly by Theorem 2. In fact,
so Z 2 (s) is analytic in s ∈ C from Theorem 2(1).
Next we look at Z 1 (s). For Re(s) > 0 and β > 0, let
Hence it is sufficient to show the analyticity of ϕ p (s, β) and
Thus our task is to show that L
have analytic continuations to all s ∈ C. We show the needed analyticity by giving the following expressions:
These expressions are obtained by direct calculations:
Thus we proved the analyticity of ζ α p,p (s) for all s ∈ C.
We calculate ζ α p,∞ (s), and moreover we describe the analyticity and possible singularities of p ζ α p,∞ (s). We first deal with (3.19) by using the formula
with γ the Euler constant. We begin with the calculation of the integral on t in (3.19):
We divide the integral (6.1) into three parts. First we compute
Secondly we have by putting t = 1 + δ + it
with the expansion p
Next we calculate by putting t = 1 + δ + it + 2k
(6.4) By (6.2), (6.3), (6.4), we deduce that (3.19) is equal to
with a n,0 = a n+1 and a n,k = a n+1 − an 2k
for k ≥ 1. For avoiding the singular point t = i(1 + δ + 2k) in the log term, we calculate the integral by integrating along the lower half circle. It encircles the double pole t = −i(s − 1 − 2δ) of (4.1). Thus (3.19) is equal to
We compute the sum over p and m in (6.5)-(6.7). Since
As we also have
where we used the convention that a n /2k = 0 if k = 0. Finally (6.7) is
(s + 2k + 1) (6.10)
Integrating (6.8)-(6.10) twice gives a function in s which is analytic except at 
where a and b are nonzero complex numbers. In particular it is an analytic function in
Proof. We first note that for |x| < 1
Hence when |x| < | b a |, by differentiating the right hand side of Lemma,
We similarly compute for the case |x| > | b a
|. Put
and we use the expansion
The quadratic term in t 1 is calculated as follows:
Its contribution to (3.21) is
Thus (the quadratic part in (3.21))ds
By putting x = 1 +
, it follows that 1 2(m + n) + 1 + s log 1 + s − 1 − 2δ 2n + 1 + δ = log x ax + b (7.1) with a = 2n + 1 + δ and b = 2m + 1 + δ. By lemma 7.1 its indefinite integral is analytic in s except at s = −2n + δ and s = −2n − 1. The shift s → s − 1 leads us to the singularities at s = −2n + δ + 1 and s = −2n.
Next we deal with non-quadratic parts in (3.21). Their contributions to (3.21) are
−iε n log 2m + 1 + δ 2m + 1 + δ + it
iε n log 2m + 1 + δ + it 2m + 1 + δ
By integrating twice, we see that the resulting function is analytic except at s = −2n + δ with n = 0, 1, 2, ... This completes the proof of Theorem 5(4) and thus Theorem 5.
We first deal with (1.10):
This function in s is holomorphic in Re(s) > 1 2 + α, and it has an analytic continuation to all s ∈ C except for possible singularities on ±C(γ) with
Next we deal with (1.11), which is equal to
The integrand is a bounded function in θ 1 and θ 2 for any fixed s, and thus the integral defines an analytic function for all s ∈ C except for possible singularities in |s| ≤ 2α. The shift s → s − 1 leads to the desired result.
ζ(s, Z) ⊗ ζ(s, Z): Proof of Theorem 7
We first prove the absolute convergence of the multiple Euler product. Then other properties follow from our previous discussions noting that We see the convergence from the following lemma. In the proof we use the following lemma. Here we used the inequality ζ(s) < s/(s − 1) for s > 1.
Proof of Lemma 9.1. We first prove (1). From Lemma 3.1(3) and the fact that |m log p + n log q| > 1, It suffices to prove for σ > α + 
Problems
We list some of the remaining problems.
(1) Higher tensor products:
We studied above Z 1 (s) ". His method gives the double Euler product in a direct way; see H. Akatsuka "The double Riemann zeta function" (in preparation).
