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Déouverte de servies pour les grilles de aluldynamiques large éhelleCédri TedeshiThème NUM  Systèmes numériquesProjet GRAALRapport de reherhe n° ????  Nov 2006  17 pagesAbstrat: Within omputational grids, some servies (software omponents, linearalgebra libraries, et.) are made available by some servers to some lients. In spiteof the growing popularity of suh grids, the servie disovery, although eient inmany ases, does not reah several requirements. Among them, the exibility ofthe disovery and its eieny on wide-area dynami platforms are two major is-sues. Therefore, it beomes ruial to propose new tools oping with suh platforms.Emerging peer-to-peer tehnologies provide algorithms allowing the distribution andthe retrieval of data items while addressing the dynamiity of the underlying network.We study in this paper the servie disovery in a pure peer-to-peer environment.We desribe a new trie-based approah for the servie disovery that supports rangequeries and automati ompletion of partial searh strings, while providing fault-tolerane, and partially taking into aount the topology of the underlying network.We validate this approah both by analysis and simulation. Traditional metrisonsidered in peer-to-peer systems exhibits interesting omplexities within our ar-hiteture. The analysis' results are onrmed by some simulation experiments runusing several grid's data sets.Key-words: Servie disovery, omputational grids, peer-to-peer, prex treesThis text is also available as a researh report of the Laboratoire de l'Informatique du Paral-lélisme http://www.ens-lyon.fr/LIP.
Déouverte de servies pour les grilles de aluldynamiques large éhelleRésumé : Dans les grilles des serveurs orent des servies aux lients an de réaliserdes aluls. Avant de pouvoir les utiliser, les lients doivent être à même de lesretrouver. Bien que les diérentes solutions proposées depuis l'émergene des grillessoient eaes sur des plates-formes relativement statiques et de petite éhelle, ellesne sont plus en adéquation ave la nature dynamique et à large éhelle des grillesfutures. Pour de tels environnements de nouveaux outils doivent être proposés,notamment des méanismes pour la déouverte de servies, qui devront être exibleset passer à l'éhelle dans des environnements dynamiques. Nous étudions dans epapier la déouverte de servies pour des grilles de alul pair-à-pair. Nous proposonsune nouvelle arhiteture basée sur un arbre de plus long préxes.Mots-lés : Déouverte de servies, grilles de alul, pair-à-pair, arbres de préxes
Déouverte de servies pour les grilles de alul dynamiques large éhelle 31 IntrodutionCes dernières années, les grilles onnetant des ressoures distribuées sont devenuesune alternative eae pour résoudre des problèmes de grande taille. Toutefois, ledéploiement des grilles de alul est une tâhe diile et de nombreux problèmessont à prendre en onsidération tels que la séurité, l'ordonnanement, la gestion desressoures, et. Dans et artile nous nous intéresserons à la déouverte de servies.Les servies d'une grille sont un ensemble de omposants logiiels (bibliothèquesde alul, exéutables, et.) que des serveurs mettent à la disposition des lients.Depuis l'émergene des grilles, diérents méanismes de déouverte des servies ontété utilisés. Ces outils traditionnels, eaes pour les plates-formes relativement sta-tiques et à petite éhelle et fondés sur des méanismes entralisés ou semi-entralisés,perdent leur eaité dans des environnements large éhelle où les n÷uds peuventquitter le réseau à tout instant sans prévenir. Iamnithi et Foster ont réemment sug-géré que les grilles, qui fournissent une infrastruture pour le partage de ressoures,mais perdent leur eaité sur des plates-formes dynamiques grande éhelle, gag-neraient à s'inspirer des méanismes pair-à-pair [6℄. Les tehnologies pair-à-pairfournissent des algorithmes permettant la reherhe d'objets. Parmi elles, les tablesde hahage distribuées (DHT) [13, 15℄ ont été initialement développées pour des sys-tèmes très large éhelle tel que le partage de hiers sur Internet. Bien que les DHTpassent à l'éhelle dans le sens où une reherhe demande un nombre de sauts et unetaille de table de routage logarithmiques en la taille du système et sont tolérantesaux pannes, elles présentent deux défauts majeurs. D'abord, le plaement des n÷udsdans le réseau logique ne tient pas ompte de la topologie physique du réseau, equi entraîne une perte importante des performanes. Ensuite, leurs méanismes dedéouverte sont très rigides, puisqu'ils ne permettent que des reherhes exates, surune lef préise. La setion 2 dérit les travaux atuels herhant à résoudre esproblèmes.Dans notre approhe, les servies sont préinstallés sur les serveurs et les lientsherhent à les déouvrir. Un servie est dérit par un ensemble d'attributs, parexemple le nom du servie, le proesseur et le système du serveur qui le fournit.Nous déoupons le problème selon diérents ritères.Tout d'abord, nous souhaitons supporter la omplétion automatique deshaines de reherhe partielle et les requêtes sur des intervalles de lefs. On re-marquera que es deux fontionnalités sont similaires. Une autre fontionnalité im-portante est la reherhe multi-ritères. Enn, pour faire fae aux besoins desenvironnements pair-à-pair, il est ruial d'intégrer de la tolérane aux pannespour assurer la ohérene du routage si des n÷uds quittent le réseau. Enn, pourRR n° 0123456789
4 C. Tedeshiéviter de grandes latenes lors des requêtes et ainsi rendre l'arhiteture inutilisableà large éhelle, il est important que la topologie logique tienne ompte de la loalitéphysique du réseau sous-jaent.Notre ontribution, la Table de Plaement Lexiographique Distribuée (TPLD)est une nouvelle arhiteture qui utilise une approhe pair-à-pair basée sur un arbrede plus long préxes pour la déouverte de servies en fournissant les méanismesnéessaires à la mise en ÷uvre des fontionnalités dérites au-dessus.Dans la setion suivante, nous donnons un rapide résumé de l'état de l'art dessolutions pour des reherhes omplexes dans les systèmes pair-à-pair et pour laprise en ompte de la topologie du réseau physique (on parle aussi de loalité).Ensuite, après avoir préisé la modélisation des servies, nous exposons le prinipegénéral de la TPLD setion 3. Nous détaillons ses méanismes et algorithmes dansles setions 4 et 5. La setion 6 présente une validation analytique de nos travauxqui est aompagnée par nos résultats par simulation dans la setion 7.2 Etat de l'artComme nous l'avons déjà vu, les deux prinipaux inonvénients atuels des DHTsont la rigidité de leur reherhe et la non prise en ompte de la topologie du réseausous-jaent.La formulation de solutions pour l'injetion de loalité physique dans le réseaulogique a engendré une littérature importante [20, 7, 17, 13, 19, 18℄. Toutefois, estravaux s'appliquent à des topologies en anneau et en tore, leur exploitation dans unarbre de préxe n'est pas trivial.L'autre inonvénient majeur des DHT est leur méanisme de reherhe rigidequi est basé sur une lef unique. Une série de travaux initiée par [9℄ a pourbut de supporter des requêtes omplexes dans des systèmes pair-à-pair struturées.INS/Twine [3℄ permet une desription semi-struturée (en XML) des objets reher-hés. [16℄ étend les opérations traditionnelles des bases de données dans les sys-tèmes pair-à-pair. Squid [14℄ permet des reherhes multi-ritères et la omplétionautomatique des haînes de reherhe. Les travaux d'Andrzejak et Xu [1℄ par exem-ple supportent les reherhes uniritères sur un intervalle de valeurs en utilisant lesourbes de remplissage de l'espae de Hilbert. Construit au-dessus de plusieurs DHT,SWORD [11℄ est un servie d'information supportant les requêtes multi-ritères surdes intervalles dont le but est la déouverte de ressoures de alul.Plus prohe de notre arhiteture, diérents travaux se basent sur des arbreslexiographiques, dont le parallélisme permet une latene pour les requêtes sur unINRIA
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ouverte de servies pour les grilles de alul dynamiques large éhelle 5intervalle logarithmique en la taille de l'arbre. Skip graphs [2℄ est une struturede données distribuée fondée sur les skip list, où haque ressoure est un n÷ud dugraphe. PHT [12℄ onstruit un arbre lexiographique des lefs au-dessus d'une DHT,dont les omplexités se multiplient. Nodewiz [4℄ s'appuie de même sur un arbrelexiographique, mais se plae sur une plate-forme où les n÷uds sont onsidérésstables. P-Grid [5℄ onstruit de même un arbre lexiographique ave l'ensemble del'espae des lefs. Une aratéristique ommune à toutes es approhes est qu'ellesne prennent pas en ompte la topologie physique de la plate-forme. Nous omparonses approhes ave notre arhiteture dans la setion 6.L'idée lef de la TPLD est de onstruire dynamiquement un arbre logique desservies, et de le plonger dans le réseau physique, grâe à un méanisme distribuéomme une DHT. Il est toutefois important de dissoier plongement et routage desrequêtes dans l'arbre qui se fait indépendamment, ontrairement à [12℄. Nous util-isons un méanisme de répliation pour prévenir les déonnexions de n÷uds et nousnous adaptons partiellement à la topologie physique.
Figure 1: Exemple de onstrution de l'arbre: Les n÷uds oloriés représentent desn÷uds aux lefs réelles. (1) Un servie DGEMM est délaré. (2) Un servie DTRSM estdélaré néessitant la réation du n÷ud à la lef virtuelle D, plus long préxé desdeux lefs réelles. (3) Un servie DTRMM est délaré. A droite, un exemple d'arbrerépliqué.
3 Table de Plaement Lexiographique DistribuéeNous faisons ii une desription générale de notre ontribution. Il est pour elanéessaire de mieux dénir e que sera un servie dans la TPLD. Les servies sonttraditionnellement dérits par un ensemble d'attributs. On onsidère les attributssuivants: 1 - Le nom du servie, sous lequel il est onnu par les utilisateurs.Par exemple DGEMM de la bibliothèque BLAS. 2 - Le proesseur du serveur, parexemple pour des problèmes de odage des données. 3 - Le système du serveurRR n° 0123456789
6 C. Tedeshipour des questions de fontionnalités ou de performanes. 4 - La loalisationdu serveur pour des questions de onane ou de proximité ave le lient. Pourfailiter l'autoomplétion des loalisations, on spéiera les mahines en notationinversée, par exemple, fr.grid5000.* si l'on veut une mahine de la grille Grid'5000,où enore edu.*, et. L'exemple i-dessous illustre la desription d'un servie DGEMMfourni par un serveur de Grid'5000 dont le système d'exploitation est une Debianet le proesseur un PowerPC. Chaun des attributs est assoié à la loalisation duservie pour former les ouples (clef, valeur) (ii, à droite) qui seront délarés etindexés dans la TPLD.Servie = { DGEMM,Linux Debian 3.0,PowerPC G5,fr.grid5000.lyon } (DGEMM, lyon.grid5000.fr)(Linux Debian, lyon.grid5000.fr)(PowerPC G5, lyon.grid5000.fr)(fr.grid5000.lyon, lyon.grid5000.fr)En terme de fontionnalités, la TPLD indexe et reherhe des référenes de ser-vies sous forme de ouples (clef, valeur). Elle fournit l'autoomplétion des haînesde reherhe partielles. Par exemple, un lient peut déouvrir les servies BLASpréxés par la haîne DTR. Il reevra tous les servies DTRMV, DTRSV, DTRMM et DTRSM.La TPLD s'appuie sur un plaement lexiographique des attributs dans l'arbre.L'arhiteture logique de la TPLD sont des arbres lexiographiques réduits, aussiappelés arbres de plus long préxe. L'entité de base de la TPLD est un n÷ud de esarbres, que nous nommerons n÷ud logique. Un n÷ud logique stoke les référenesdes servies délarés par les lients. L'identiant d'un n÷ud orrespond à la lefdes servies qu'ils stokent. On distingue deux types de lefs. Des lefs réelles quiorrespondent à des servies réellement délarés. On remarquera que les feuilles del'arbre orrespondent à des lefs réelles. Des lefs virtuelles qui sont néessaires à laonstrution de l'arbre. Notons qu'une lef virtuelle est la raine du sous-arbre dontles n÷uds ont pour identiant des lefs préxées par ette lef virtuelle. La gure 1dérit la onstrution dynamique d'un arbre qui reçoit la délaration de trois servies.Les n÷uds de l'arbre logique doivent être distribués sur les n÷uds physiquesdu réseau physique sous-jaent. On appellera les n÷uds physiques des pairs quivont héberger, sous forme de proessus un ou plusieurs n÷uds logiques. Ce plonge-ment peut-être réalisé de plusieurs manières. Un exemple distribué est d'utiliser uneDHT et de plaer un n÷ud logique sur le n÷ud physique qui orrespond au hahagede l'identiant du n÷ud physique. Enn, on se plae dans un environnement dy-namique. La TPLD ore un méanisme de répliation des arbres de préxes pourassurer le routage en as de départ de pairs. Par ailleurs, on utilisera une heuris-INRIA
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ouverte de servies pour les grilles de alul dynamiques large éhelle 7tique gloutonne permettant l'adaptation partielle à la topologie physique du réseausous-jaent.Algorithme 3.1 Insertion et plongementConstants:
loc: loal logial node
loc.ID: ID of locVariables:
loc.children: set of hildren of loc
loc.parent: parent of loc
loc.host: address of the peer hosting loc
prefix: string
prefixParent: stringUpon RECEIPT of < logReq, ID >
prefix:= COMMONPREFIX (ID, loc.ID)if (SIZEOF (prefix) = SIZEOF (loc.ID) = SIZEOF (ID)) then// Node found. Storing the new servie.elseif (SIZEOF (prefix) = SIZEOF (loc.ID)) thenif (∃f ∈ loc.children | SIZEOF (COMMONPREFIX (f.ID, ID))> SIZEOF (loc.ID)) thenSEND < logReq, ID> TO felse // A node n is reated as a hild of the loal node and hosted
n:= NEWNODE (ID, parent = loc.parent, children = ∅)
n.host:= GETPEER ()SEND <hostReq, n> TO n.host
loc.children+= {n}endifelseif (SIZEOF (prefix) = SIZEOF (ID)) thenif (loc.parent = ⊥) then//loc is the urrent root
n:= NEWNODE (ID, parent:=⊥, children:={loc})
n.host:= GETPEER () // but its parent is reatedSEND <hostReq, n> TO n.host // and hosted
loc.parent:=nelse
prefixParent:=COMMONPREFIX (ID, loc.parent.ID)if (SIZEOF (prefixParent)=SIZEOF (ID)) thenSEND <logReq, ID TO loc.parent // going upelse // A node is reated between loc and loc.parent
n:= NEWNODE (ID, parent:=loc.parent, children:={loc})
n.host:= GETPEER ()SEND <hostReq, n> TO n.hostSEND <updateChild, n> TO loc.parent
loc.parent:=nendif endifelseif (loc.parent = ⊥) and ((COMMONPREFIX (prefix, loc.parent.ID)= SIZEOF (prex)) thenSEND < logReq, ID > TO loc.parentelse // loc and the new node n are siblings, they need a parent p
p:=NEWNODE (prefix, parent:=loc.parent, children:={loc})
p.host:=GETPEER ()
n:=NEWNODE (ID, parent:=p, children:={loc})SEND < hostReq, p > TO p.hostSEND < hostReq, n > TO n.hostSEND < addChild, n > TO p
loc.parent:=pendifendif
RR n° 0123456789
8 C. TedeshiAlgorithme 3.2 Répliation et loalitéConstants:
loc: the loal node
k: repliation fatorVariables:
loc.children: set of hildren of loc
n.R: set of replias of the node n// On the root only// Repliating the root, periodially
k′:=GETNBREPLICAS (loc)while k′ < k do
p:=GETPEER ()SEND < hostReq, loc> TO p
k′++for all {f ∈ loc.children} do// Informing my hildren of their new parentSEND < addParent, p> TO fdonedone
loc.R+={p}// Launhing the repliation in the trieSEND <sanReq > TO loc// On every nodeUpon RECEIPT of < sanReq >for all {f ∈ loc.children} do
k′:= GETNBREPLICAS (f)while k′ < k do
p:= GETPEER ()SEND <repliationReq, p> TO f
f.R+={p}done
next:= GETBESTREPLICA (f.R)// Launh the san in this subtrieSEND < sanReq > TO nextdone4 Constrution et maintenane de la TPLD4.1 Constrution et plongement dynamique de l'arbreNous donnons ii une idée de l'algorithme d'insertion d'un servie délaré sous laforme (clef=c, valeur=v). Le serveur envoie une requête d'insertion de son servieà un n÷ud quelonque de l'arbre (dont il obtient la référene par un méanismeextérieur). La requête est ensuite routée selon la lef c. Chaque n÷ud, sur réeptionde la requête, applique l'algorithme suivant, en distinguant quatre as possibles:
c est égal à l'id du n÷ud loal : c est don déjà présente dans l'arbre, le n÷udloal stoke v.
c est préxé par l'id du n÷ud loal : le n÷ud herhe alors parmi ses enfantsun n÷ud dont l'id partage ave c plus de aratères que lui-même. Si un telINRIA
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alul dynamiques large éhelle 9n÷ud existe, la requête lui est transmise, sinon, c donne lieu à la réation d'unnouveau n÷ud ls du n÷ud loal.l'id du n÷ud loal est préxé par c : si l'id du père du n÷ud loal préxe cou est égal à c, la requête doit remonter dans l'arbre et est transmise au pèredu n÷ud loal. Sinon, c donne lieu à la réation d'un n÷ud entre le n÷ud loalet son père.Défaut : si le n÷ud loal n'est pas la raine et que l'identiant de son père estégal à ou préxe le préxe ommun de c et du n÷ud loal, la requête esttransmise au père du n÷ud loal. Sinon, le n÷ud loal et c sont des lefs s÷ursmais leur père doit être de même réé. Deux n÷uds sont alors réés, un n÷udd'id c et le père du n÷ud loal et du nouveau n÷ud dont l'id est leur plus longpréxe (éventuellement la haîne vide).Nous disutons ii brièvement omment plonger les n÷uds logiques sur les pairs.Une approhe simple est d'utiliser un répertoire entral supposé stable auquel haquemahine se délare et à laquelle on fait appel lors de la réation d'un n÷ud logiquepour l'héberger. Pour une arhiteture totalement déentralisée, une solution est destruturer le réseau physique ave une DHT et d'utiliser la fontion de hahage de laDHT pour plaer les n÷uds logiques en appliquant la fontion de hahage de la DHTsur les identiants des n÷uds de l'arbre. Un problème de répartition de la hargeapparaît. En eet, l'utilisation d'une DHT garantira la distribution probabilisteuniforme des n÷uds sur les pairs. Cependant, la harge de travail sera égalementdistribuée sous deux onditions habituellement admises dans les DHT. La harge desn÷uds logiques d'une part et la apaité des pairs doivent être homogènes. La harged'un n÷ud dépend de la popularité des servies qu'ils stokent et de sa hauteur dansl'arbre. En eet, plus un n÷ud sera prohe de la raine, plus la proportion de requêtequ'il devra router sera importante. Nous ne traiterons pas ii spéiquement e sujetet onsidérons la répartition de la harge eetuée au niveau de la DHT qui a donnélieu à une importante littérature [8, 10℄. Adapter le fateur de répliation loalementen fontion de la harge et répartir les requêtes sur haque réplia est également unesolution.Le pseudo-ode de l'algorithme 3.1 détaille le traitement d'une requêted'insertion. La fontion COMMONPREFIX retourne le plus long préxe de deuxhaînes. La fontion NEWNODE rée un nouveau n÷ud logique. La fontionGETPEER appelle le méanisme de plongement (DHT par exemple) et retournela référene d'un pair hoisi par le méanisme de plongement. La requête hostReqRR n° 0123456789
10 C. Tedeshiest envoyée au pair hoisi pour héberger un n÷ud logique nouvellement réé. Les re-quêtes updateChild et addChild sont envoyées aux n÷uds onernés par un hange-ment dans les référenes vers leurs ls. Le ode exéuté sur réeption de es messagesn'est pas détaillé ar trivial.4.2 Tolérane aux pannes et prise en ompte de la loalité physiqueLe routage logique est maintenant xé. Pour faire fae à la dynamiité du réseau,nous adoptons un méanisme de répliations de l'arbre pour éviter la perte de n÷udsou de liens rendant le routage impossible. Le fateur de répliation k, indique lenombre de pairs distints sur lesquels haque n÷ud doit être présent, omme illustrésur la gure 1 pour k = 2. Pour prendre en ompte la loalité physique dansl'arbre, on herhe à minimiser les temps de ommuniation dans l'arbre répliqué.Nous devons prendre en ompte diérentes ontraintes. Dans notre arbre, haquelien a une sémantique dont une instane au moins doit être gardée dans l'arbre, equi rend le problème diérent d'un problème lassique d'arbre ouvrant. De plus,pour garder une route optimale dans le sens physique du terme sur haque n÷udvers haque n÷ud de l'arbre, il est néessaire de garder une table de routage detaille linéaire en la taille de l'arbre non répliqué, e qui serait néfaste au passageà l'éhelle. L'optimalité ne pouvant être atteinte sans ette ondition, nous optonspour une solution raisonnable basée sur une heuristique gloutonne. Chaque n÷ud vadéterminer pour haun de ses ls logique le réplia qui minimise à un instant donnéle temps de ommuniation ave lui. Cette heuristique est omplètement intégréeà l'algorithme de répliation et ne modie ni la omplexité de l'algorithme ni laomplexité de la taille de la table de routage.Le proessus de répliation ave adaptation à la topologie physique, dérit par lepseudo-ode de l'algorithme 3.2 et qui est illustré par la gure i-dessous est initiépériodiquement par l'une des raines de l'arbre (sur la gure, il n'y en a qu'une (1)).Les raines de l'arbre et seulement les raines forment un réseau omplet, haqueraine onnait don l'ensemble des raines. Un algorithme simple d'exlusion mutuelprévient l'initialisation de l'algorithme par plusieurs raines en même temps. Laraine élue ommene par déterminer le nombre de raines joignables, mettons k′.La raine lane don la répliation d'elle-même k−k′ fois en obtenant k−k′ pairs eten envoyant à haun de es pairs sa propre struture de n÷ud logique. Une fois laraine répliquée, la raine initie la répliation dans l'arbre en s'envoyant à lui-mêmeune requête sanReq (2).Sur réeption d'une requête sanReq, un n÷ud exéute le pseudo-ode détaillépar la partie ommune à tous les n÷uds du pseudo-ode de l'algorithme 3.2. SurINRIA
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eption, don, un n÷ud traite ses ls un par un. Pour haun d'eux, il teste lenombre de réplias joignables et demande à l'un d'eux d'envoyer sa struture den÷ud logique vers un nombre de pairs néessaires pour atteindre k via la requêterepliationReq. Il détermine ensuite parmi les réplias de e ls le pair qui min-imise le temps de ommuniation ave lui (par la fontion GETBESTREPLICA) etenvoie à l'élu une requête sanReq an d'initier la répliation dans le sous-arbre dee ls logique. Ainsi, déterminé le meilleur réplia loalement pour haque ls adeux fontions: déterminer le pair/réplia qui représentera e ls dans l'arbre ou-vrant (et qui sera ensuite utilisé pour router les requêtes) et d'élire le pair/répliaqui lane la répliation dans le sous-arbre de e ls. Cet algorithme eetuant larépliation en parallèle dans les diérentes branhes de l'arbre (3, 4), possède unelatene logarithmique en la taille de l'arbre.
5 Requêtes de déouverteUn lient envoie sa requête à un n÷ud quelonque dans l'arbre. Comme l'illustre lagure 2(a), la requête est ensuite routée dans l'arbre de façon simple en remontanttant que l'id du n÷ud renontré ne préxe pas la lef reherhée. Puis la requêteredesend jusqu'à trouver le n÷ud dont l'id est la lef reherhée auquel as e n÷udrenvoie les valeurs des servies qu'il stoke ou qu'elle retombe sur un n÷ud dont l'idne préxe plus la lef, auquel as on répond négativement au lient.Le traitement d'une requête sur une haîne partielle se fait en deux phases illus-trées sur la gure 2(b). Considérons la requête DTR*. On route d'abord normalementselon DTR jusqu'à trouver le n÷ud ave l'id la plus petite préxé par DTR, éventuelle-ment DTR seul. Les lefs reherhées se trouvent dans le sous-arbre de e n÷ud.Il nous reste à inonder le sous-arbre ave une latene logarithmique en la taille del'arbre, grâe au parallélisme. Chaque n÷ud envoie ses réponses au lient. Le traite-ment d'une requête sur un intervalle sera très similaire, en utilisant le préxe des deuxbornes et en appliquant le proessus préédent sur e préxe mais sur haque n÷ud,en limitant la diusion aux branhes de son sous-arbre onernées potentiellementpar la requête.RR n° 0123456789
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Figure 2: Déouverte (gauhe: requête simple, droite:autoomplétion). Le lientenvoie sa requête à un n÷ud logique quelonque (1). La requête est routée (2,3,4).Les valeurs sont retournées au lient(5).Notre arhiteture n'est pas naturellement multiritère. Nous réons un arbrepar ritère, où haque ouple (clef , valeur) est enregistré dans l'arbre orrespondantà l'attribut dérit par clef . Mettre tous les attributs dans le même arbre entraîn-erait des omportements indésirables si un servie s'appelle omme un système parexemple. De même, pour une interrogation sur d ritères, le lient lane pour ha-un des attributs qui l'intéresse une requête dans l'arbre orrespondant. Chaquearbre traite la requête en parallèle résultant enore en une latene logarithmique enla taille agrégée des arbres. Par exemple, la requête {DTRSM, Linux*, PowerPC*,*} donnera lieu à trois requêtes traitées en parallèle dans l'arbre des noms, l'arbredes systèmes et l'arbre des proesseurs. Sur réeption des réponses, le lient faitl'intersetion des valeurs reçues pour ne garder que les servies qui respetent lestrois lefs spéiées.6 AnalyseNous analysons ii rapidement les omplexités de la TPLD pour les diérentesmétriques des réseaux pair-à-pair et ses avantages/inonvénients par rapport auxautres approhes basées sur des arbres de préxes.Considérons un arbre de plus long préxe de taille n. Appelons A l'alphabetqui servirait à générer les lefs qui seront stokées dans l'arbre. En onsidérant lataille des lefs bornée par Tmax, e qui semble réaliste, 'est pourquoi nous ne nouslanerons pas ii dans des aluls poussés de omplexité, le nombre de sauts au pireest bornée par 2 × Tmax. Pour les requêtes néessitant l'autoomplétion, le nombrede messages néessaires pour arriver à la raine du sous-arbre onerné par la requêteest de la même façon bornée par Tmax. Ensuite, on ne peut éviter de passer par tousles n÷uds touhés par l'intervalle onsidéré et obtenir un nombre de messages linéaireINRIA
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helle 13en la taille du sous-arbre. En revanhe, grâe au parallélisme entre les branhes, lalatene de e parours est enore bornée par la profondeur de l'arbre et don par
Tmax. De même, si l'on onsidère A ni, haque n÷ud ayant par onstrution uneentrée par aratère dans la table de routage, (k en omptant la répliation, la taillede la table de routage est toujours bornée par |A|. Dans la pratique, ela signie quela table de routage peut-être allouée statiquement, par exemple sous la forme d'untableau de |A| ases. En onséquene, la déision loal de routage sur haque n÷udpeut se faire en temps onstant, en examinant la ase orrespondant au prohainaratère de la lef reherhée.Critère Skip Graphs Prex Hash Tree P-Grid TPLDNb de messages (lookup) O(log(n)) O(log(D) log(N)) O(log(Π)) O(Tmax)Nb de messages (range) O(m log(n)) O(o) O(ΠR) O(l)Latene pour un intervalle O(log(n)) O(D) O(log(Π)) O(Tmax)Tolérane aux pannes réparation basée sur une DHT répliation répliationLoalité - - - gloutonneLe tableau i-dessus résume les omplexités et fontionnalités de la TPLD etdes autres approhes basées sur des arbres lexiographiques. Bien que l'on puissemontrer diérentes propriétés intéressantes de Skip graph onernant la toléraneaux pannes, le nombre de messages néessaires au traitement d'une requête sur unintervalle est en O(m log(n)) où n est la taille totale de l'arbre et m le nombre den÷uds onerné par l'intervalle. Prex Hash Tree onstruit un arbre lexiographiquede l'ensemble des lefs potentiels dont haque feuille gère l'ensemble des lefs de labranhe et est aeté à un n÷ud de la DHT sous-jaente. Par l'utilisation systéma-tique de la DHT, la omplexité d'une requête simple est ainsi en O(log(D)× log(N)),haque saut dans l'arbre de profondeur bornée par la taille maximum des lefs Dnéessitant une reherhe dans la DHT de taille N , on note o la taille de la sortieengendrée par une requête sur un intervalle. P-Grid onstruit un arbre de préxestatiquement sur l'espae des lefs tout entier, en assoiant haque pair ave unepartie de l'espae, dont la taille est notée Π. ΠR note la taille d'un intervalle R.Nodewiz adopte une approhe similaire multi-ritères mais ne se plae pas dans unenvironnement dynamique, onsidérant les n÷uds stables, hypothèse qui semble peuréaliste. Notre arhiteture onstruit un arbre lexiographique réduit, ou de plus longpréxe qui reète mieux l'ensemble des servies eetivement délarées et évitent dessauts inutiles, l dénote le nombre de n÷uds du sous-arbre touhé par une requête surun intervalle. Enn, seulement notre arhiteture s'adapte au réseau sous-jaent, enutilisant la topologie de l'arbre.RR n° 0123456789
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hi7 SimulationUn simulateur a été développé en Java, implémentant la réation et l'interrogation del'arbre. Nous avons utilisé des jeux de données réels ontenant 735 noms de servies,129 noms de proesseurs, 189 noms de systèmes d'exploitation ainsi que près de 4000noms de mahines. Nous avons d'abord testé le nombre de sauts logiques moyennéessaire à l'insertion d'un nouveau servie, en prenant les lefs à insérer aléatoire-ment dans haun des jeux d'attributs ainsi que dans un ensemble de 10000 motsde taille maximum 20 générés aléatoirement dans un alphabet de 65 aratères. Laourbe (a) de la gure 3 donne le résultat de ette simulation pour haun des jeux dedonnées. Le omportement est lairement logarithmique. Nous avons de même testéle nombre de sauts logiques néessaires au routage d'une requête d'insertion dans unarbre de taille borné par le nombre total de n÷uds (lefs réels et virtuels) résultantde l'insertion de tous les attributs du jeu de données. Le résultat de l'expérienenous est donné par la ourbe (b) de la gure 3 qui exhibe de même un omporte-ment logarithmique, ii sur le jeu d'attributs des mahines (mais le omportementest similaire pour tous les jeux de données.)Enn, les ourbes () et (d) de la gure 3 montrent omment évolue la taillede l'arbre en fontion du nombre de lefs réelles délarées. Les deux ourbes sontlairement proportionnelles. L'ensemble des expérienes montre que la part de lefsvirtuelles est en moyenne de 30 % (ave un éart type de 2,4%).
8 ConlusionNous avons dérit une nouvelle arhiteture pour une déouverte exible des ser-vies permettant l'autoomplétion des haînes de reherhe partielles. Notre outilest tolérant aux pannes et s'adapte de manière gloutonne à la topologie du réseausous-jaent. Les omplexités ainsi que nos expérienes de simulation montrent desaratéristiques et des résultats intéressants. Nous développons atuellement unautre méanisme de tolérane aux pannes fondé sur la réparation des arbres suite à laperte d'une branhe, alors que le méanisme de répliation présenté ii est préventif.Nous étudions atuellement le développement d'un prototype de la TPLD perme-ttant d'observer son omportement sur une plate-forme large éhelle an d'ajusterertains paramètres omme le fateur de répliation. INRIA
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