In this paper, we address the problem of reconstruction of a high-resolution image from a number of sub-pixel shifted and space-variant blur-red low-resolution observations. We use a maximum a posteriori-Markov random field (MAP-MRF) based approach for recovering the high-resolution image.
Introduction
Super-resolution refers to the process of obtaining a highresolution (HR) image or sequence from multiple sub-pixel shifted low-resolution (LR) observations of the same scene. Most of the super-resolution algorithms assume that the point spread function (PSF) of the blur is space-invariant. But in real-world applications, the degrading PSF often changes with the spatial location of an image [10] . For example, images captured with a real-aperture camera suffer from spacevariant blurring. This is due to the fact that the degree of blur is a function of the depth of the corresponding point in the 3-D scene. Space-variant blurring can also occur in situations where a still camera captures the image of a scene containing moving objects. Despite its importance, literature on the problem of super-resolution of space-variant (SV) blurred images is sparse. An important requirement for the SV situation is a computationally efficient algorithm. The authors in [2] formulated the space-variant blur as a matrix and used MAP technique for recovering the super-resolved image and in [ 3] they used adaptive filtering approach.
In this paper, we propose a MAP-MRF framework for super-resolution of space-variant blurred LIZ observations. The motivation behind using an MRF model for the original HR image is to provide robustness to errors in motion/blur estimates.
We propose a discontinuity adaptive (DA) regularizer model in which the degree of interaction between pixels across edges is adjusted adaptively in order to preserve discontinuities. In a genuine MRF algorithm, no two neighboring sites should be updated simultaneously [8] . The MAP estimate of the original image is obtained using the determ-inistic Iterated conditional modes (1CM) [1] algorithm which maximizes the local conditional probabilities sequentially. However, such an update procedure is computationally very intensive. To address this issue, we next prove an important theorem that given the observations, the posterior distribution is Markov for the motion superresolution problem and formally derive the exact posterior neighborhood structure in the presence of warping, blurring (space-variant) and down-sampling operations. This local neighborhood is effectively utilised by the 1CM algorithm to bring down the computational load significantly
A MAP Formulation
The relation between the lexicographically ordered lowresolution observation and the original high-resolution image is given by y, = DH camV1 7 rx + n, = Ary + n, 
The MAP formulation allows us to incorporate prior knowledge about x for robustness during reconstruction.
A Discontinuity Adaptive MRF (DAMRF) Prior Model
From equation (5), we note that we must specify a prior probability density for the original HR image. We model the super-resolved image to be estimated as a Markov random field.
Let X be a random field over an N x N lattice of sites L-
The random field Xis said to be aMRF on L with respect to a neighborhood systemq2 if
where Tij~ is the neighborhood of the site (i, j) and Y denotes the configuration space. MRF model suits the application here because it is natural to expect that the image intensity at a pixel does not depend on the image data outside its neighborhood when the image data on its neighborhood are given. MRF provides a foundation for the characterization of contextual constraints and the densities of the probability distributions of interacting features in images. The practical use of MRF models can be largely ascribed to the equivalence between MRFs and Gibbs Random Field (GRF) established by Hammersely and Clifford [4] . The theorem states that X is an MRF on L with respect to neighborhood 77 if and only if X is a Gibbs random field on L. From this theorem and by the definition of a Gibbs random field, we have
exp -U(j)}1 (6) where x is a realization of X, Z is the partition function given by Z = Ex exp{f U (1)}1 while U (1), the energy function is given by
The selection of the term E.c~c V,(Ix) is crucial to the quality of the reconstructed image. The prior model is chosen as
where the quantity n is a spatial activity measure within the data and has a small value in smooth regions.
We use a discontinuity adaptive model (DAMRF) in which the degree of interaction between pixels across edges is adjusted adaptively in order to preserve discontinuities. A necessary condition for any regularization model to be adaptive to discontinuities [81 is
where n is the difference between neighboring pixel values and
We choose g(n) as follows. Using this discontinuity adaptive function and assuming a firstorder neighborhood for the MRF, we obtain
Therefore, we get
Using the observation model in equation ( {z r= I (12) From equations (5), (11) and (12), the posterior distribution is given by
m=y.]=K exp{ UP(I)} (13)
where the posterior energy function is given by
and K is a constant. The parameter A corresponds to the weight of the smoothness term. Thus, computing the MAP estimate of X is equivalent to minimizing the posterior energy function up W).
Iterated Conditional Modes (1CM) algorithm
In a genuine MRF algorithm, no two neighboring sites should be updated simultaneously. In this section, we consider minimizing the energy function UP(x) sequentially. ICM is a deterministic algorithm which maximizes local conditional probabilities sequentially using a "greedy" strategy. Given the LIZ observations yr and the labels xj {jj of the HR image X, we propose to use 1CM to sequentially update xr. to x k by maximizing P(xZjYr, xy p}i), the Posterior probability.
Maximizing the posterior probability is equivalent to minimizing the energy function UP(j). The initial estimate of the super-resolved image is taken as the average of the bilinearly up-sampled and aligned input images. Each pixel xý is updated to a new value such that the energy UPQj) is minimum. Here we use a deterministic method to search for the new value of the pixel as given in Algorithm 1. The overall cost function is made convex initially by choosing a large value of -y and decreased after every iteration to find the global solution. 
5 is the increment in gray value, 7r is a constant less than unity and k is the number of iterations.
We note that direct implementation of the ICM algorithm is computationally very intensive as we need to calculate the energy UP (j) over the whole image for every new value of a pixel. To arrive at a computationally efficient algorithm, it is important to examine whether the posterior distribution possesses locality property. The posterior distribution must have a reasonable neighborhood structure as an MRFE, so that it can accommodate the computational load of the problem. We prove that this is indeed so and derive the exact posterior neighborhood. Proof. In order to determine the neighborhood for the posterior distribution, we note that warping, blurring and down-sampling operations depend on a specific neighborhood. The spacevariant defocus blur is assumed to be Gaussian with maximum finite support (± 3 0amax) where armax is the maximum blur parameter over the image. Warping has a finite support of 2 (each pixel is a weighted average of its diagonal neighbors) while down-sampling has a support of q where q is the resolution factor.
Let the neighborhood corresponding to site (k, 1) in yr be denoted by Ql: where, (I," is the set of pixels in the HR image that affects the LIZ image yr at site (k, 1). Since we are dealing with space-variant blur, Qy' will not be translationally invariant. Since the generation of LRZ images from HR image involves warping, blurring due to defocus and down-sampling, the overall neighborhood ý" is determined by examining the support of each operation in the intermediate image obtained in the previous step. In Fig. 2 , we show the neighborhood structure for q -2 and urmax = 1. The shaded portion shows samn (am an warp the support for each operation. Here (ý,I
Lk.lI U are the supports of down-sampling, blurring due to camera defocus, and warping. Thus, in spite of all these operations the overall neighborhood is still finite and much smaller than the dimension of the original image. This neighborhood is different from 77,Tj the neighborhood corresponding to the MRF model of the HR image, as expected. We now derive the above result mathematically. 
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Hence, the posterior neighborhood structure corresponding to site (i., j) is M U (y Fig. 3 shows the method of finding the set {A -Ar} in LRZ image for q =2, afld uYmax = 1. Since each of these has a finite support, the overall support is also finite. Fig. 3(d) shows the set { A -Ar I in Yr. Hence, based on this neighborhood, the ICM algorithm (Algorithm 1) can be implemented completely locally. The energy UP (1,) in equation (14) can be calculated over this small neighborhood instead of the whole image and this brings down the computational load significantly rendering the algorithm computationally attractive.
Experimental Results
In this section, we demonstrate the effectiveness of the proposed method for the super-resolution problem. We consider resolution improvement by a factor of 2. The values chosen for the various parameters were A = 0.001, -y = 300, r = 0.95, k = 5, and 3 = 10. We assume that accurate motion and space-variant blur estimates are known and later analyze the effect of errors in the estimates of these parameters.
We start with a single high quality image of size 150 x 150 pixels shown in Fig. 4(a) , from which we generate four geometrically warped, blurred and down-sampled images of size 75 x 75 pixels. To each LRZ observation, independent white Gaussian noise of variance 5 was added. Warping to the subpixel level was done using bilinear interpolation. We used a space-varying Gaussian kernel with a ramp shape distribution for the blur parameter arij as shown in Fig. 4(b) . Fig. 4(c) shows one of the degraded LRZ images. Fig. 4(d) shows the reconstructed image using the proposed DAMRF method. The reconstructed image is quite good and preserves the edges.
In the next experiment, we evaluate the performance of the proposed DAMRF method in the presence of parameter estimation errors. First, we conducted an experiment to evaluate the performance of the algorithm when motion estimates are in error.
Although the sub-pixel motion information of the simulated LRZ images is known accurately, during reconstruction we assumed that the estimate of the sub-pixel motion is incorrect. Four LR observations were generated from a single HR image. We used the motion parameters as (0,0), (0,0.5), (0.5,0) and (0.5,0.5) for the generation of LR images. During reconstruction, these parameters were fed incorrectly as (0,0), (0.5,0.5), (0.5. 0.5), and (0.5. 0.5). The space-variant blur is again assumed to be ramp-shaped as before. Fig. 5(a) shows the result of the least squares (LS) technique [ 12] . Sensitivity to errors in motion estimates is expected here as LS technique does not use any model for the HR image. Fig. 5(b) shows the result of the proposed DAMRY algorithm. The robustness of the proposed DAMRF method to errors in motion estimates is clearly visible in the quality of the reconstructed image.
Next, we considered error in blur estimation. While generating the LRZ images we blurred the images using the ramp-shaped space-variant blur as shown in fig. 6(a) . However, during reconstruction, error is introduced by randomly perturbing the value of the blur parameter at each pixel as shown in Fig. 6(b) . Fig. 6(c) shows the result of the LS technique and Fig. 6(d) shows the result for the DAMRF method. The quality of the reconstructed image using DAMRF is again better than that of LS and this proves the robustness of our algorithm to errors in motion and blur estimates.
Finally, the proposed method was also tested on real data. A spherical object with text written on it was placed on the experimental bed of an LV 150-Nikon industrial microscope. Four low-resolution observations of size 48 x 64 pixels of the object were captured using a digital camera fitted to the microscope. The experimental bed was moved gently to introduce sub-pixel shifts. Fig. 7(a) shows one of the LR observations. The space-variant nature of the blur due to the spherical shape is evident from the observation. While the central portion of the object is in focus, there is progressive blurring as we move to the periphery. We modeled the defocus blur as Gaussian. The corresponding space-variant blur parameter ori was assumed to have an inverted bellshape as shown in Fig. 7(b) . Motion estimates were obtained using the method proposed in [9] . The motion estimates are not accurate as they are obtained from noisy, aliased and space-variant blurred LR observations. Also, the assumption of Gaussian defocus blur is only an approximation. The reconstructed image using the LS technique ( Fig. 7(c) ) is poor as expected. However, the proposed DAMRF method is able to yield a very good quality image ( Fig. 7(d) ) despite some errors in the estimation of the motion and defocus blur. An efficient super-resolution algorithm is proposed in this paper for reconstructing a high-resolution image from spacevariant blurred low-resolution observations. Our method uses a discontinuity adaptive MRF prior model for preserving edges.
