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Celulárne automaty patria k alternatívnim modelom výpo£tu. Ich ²peciﬁkum je masívne
paralelný výpo£et a jednoduchos´ ²peciﬁkácie ich lokálneho správania. Práca sa venuje vy-
uºitiu alternatívnej reprezentácií prechodovej funkcie pri evolúcii komplexných správaní ce-
lulárnych automatov. Táto reprezentácia je zaloºená na jednoduchom modele, kopírujúcom
princíp registrových strojov riadených in²trukciami. Cie©om je analyzova´ a posúdi´ vyuºi-
te©nos´ opísaného postupu.
Abstract
Celular automata are one of many alternative models of computation. Massive parallelism
and the posibillity to describe their local behaviour in a simple way are of particular interest.
This thesis describes a diﬀerent way of representing the local transfer function of cellular
automata, which is particulary suitable for use in genetic algorithm. This representation is
based on simple model, mirroring the way instruction based register machines operate. The
aim of this publication is to analyze and assess applicability of proposed method.
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Celulárne automaty sú diskrétne dynamické systémy hojne vyuºívane na simuláciu chova-
nia reálnych systémov v mnohých odvetviach vedy, ²peciﬁcky v biológii, fyzike, matematike,
teórii zloºitosti, £i iných. Pri popise chovania celulárneho automatu je k©ú£ová hlavne tzv.
lokálna prechodová funkcia, ktorá ²peciﬁkuje nový stav automatu. H©adanie tejto funkcie,
ktorá popisuje, £o vlastne automat vykonáva je mnohokrát netriviálne. V tejto práci sa
budem venova´ moºnosti h©ada´ túto funkciu pomocou optimaliza£nej metódy zvanej ge-
netický algoritmus, ktorá ako názov napovedá vychádza z teórie biologickej evolúcie. Práca
sa bude potom zaobera´ otázkou ako vhodne reprezentova´ lokálnu prechodovú funkciu aby
bola pouºite©ná v evolu£nom algoritme. Efektívnos´ metódy bude potom skú²aná na mno-
ºine vybraných netriviálnych správaní (majorita, replikácia, výpo£ty nad bit. vektormi)
truktúra práce je nasledovná. V teoretickej £asti za£íname teoretickým popisom zmienených
²truktúr a algoritmov a popisom zvoleného kódovania prechodovej funkcie. as´ implemen-
ta£ná bude venovaná popisu zvolených programovacích prostriedkov a reprezentácii, ktorú v




Táto kapitola bude obsahova´ teoretický popis v²etkých poºadovaných znalostí, ktoré sú
nutné k pochopeniu práce. Venujeme sa tu popisu, ako neformálnemu tak i formálnemu,
celulárnych automatov. Priblíºené budú i genetické algoritmy. K©ú£ovou v²ak bude £as´
analyzujúca moºné reprezentácie prechodových funkcii pre evolu£ný algoritmus.
2.1 Celulárne automaty
Celulárne automaty sú prípadom systému vykazujúceho takzvané emergentné správanie
elementárne stavebné bloky nenesú ºiadnu explicitnú informáciu o celkovom správaní sys-
tému, ktorý aj napriek tomu vykazuje komplexné chovanie. Jedná sa o jav £asto pozorovaný
v prírode interakcia molekúl, £i správanie kolónii mravcov. Najdôleºitej²ími vlastnos´ami
celulárnych automatov je ich schopnos´ vykonáva´ výpo£et vysoko paralelne, lokálnos´ komu-
nikácie komponent a jednoduchos´ ²peciﬁkácie správanie elementárnej komponenty. Výpo£et
prebieha na priestorovej mrieºke stavových buniek, £o sa zásadne odli²uje od ²tandardného
ponímania paralelizácie zaloºenej na technike rozde©ovania práce na podjednotky, samo-
statne rie²ené na oddelených procesoroch.
2.1.1 História[5]
Napriek na prvý poh©ad jednoduchej kon²trukcií, sa celulárne automaty objavili prvýkrát aº
v roku 1950. Koncept celulárneho automatu bol zavedený John von Neumannom (v tej dobe
pracujúci v Los Alamos National Labolatory), ktorého zámerom v tej dobe bolo vyvinú´
model samoreplikácie v biológii - koncept o ktorý v tej dobe prejavila záujem kybernetika.
V za£iatku navrhoval 3D továrne popísané parciálnymi diferenciálnymi rovnicami. V násle-
dujúcich mesiacoch svoje predstavy menil, ako opisuje literatúra pokú²al sa replikáciu mo-
delova´ in²pirovaním sa robotikou a návrhom samostaviacich sa sád. Nakoniec v²ak do²iel k
záveru, vybudovaním analógie k elektrickým obvodom, ºe dvojrozmerný model by mal by´
dosta£ujúci. V tejto dobe na podnet od Stanislawa Ulama(tieº pracujúci v Los Alamos),
ktorý sa venoval výskumu rastu kry²tálov, vznikol prvý celulárny automat odpovedajúci
nie£om, £o dnes nazývame 2D celulárnim automatom, nazvaný von Neumannov celulárny
automat. Von Neumann potom pouºil túto ²truktúru na popis univerzálnej kopírova£ky a
univerzálneho kon²truktoru, ktoré pracovali nad malými okoliami s 29-stavovými bunkami a
tým podal dôkaz existencie programu, £i vzoru, ktorý je schopný vytvára´ nekone£ný po£et
kópií seba sa.
Tu v²ak záujem o celulárne automaty nekon£í práve naopak. V dekáde od roku 1950 aº
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1960, sa mnoºstvo výskumníkov, za£alo venova´ h©adaniu vzorov, ktoré sú schopné samo-
replikácie. Za£iatkom roku 1960 boli izolované základné vlastnosti celulárnych automatov,
ktoré toto umoº¬ujú.
Zhruba v týchto rokoch bol podaný dôkaz ekvivalencie s Turingovými strojmi a celulárne
automaty sa za£alo h©adie´ ako na paralelné po£íta£e.
Z neskor²ích príkladov celulárnych automatov nie je moºné nespomenú´ Conwayovu "Game
of Life", automat ktorý vykazoval mnoºstvo chaotických správaní, v¤aka ktorému do²lo k
spopularizovaniu konceptu celulárnych automatov[2].
Medzi naj£astej²ie pouºitia (nezameriavajúce sa na simuláciu) v tejto dobe patrilo odstra-
¬ovanie ²umu v obrazových dátach. Napriek tomu do²lo v²ak k rapídnemu úpadku záujmu
aº do roku 1983.
V tejto dobe Stephen Wolfram publikoval sériu £lánkov, kde analyzoval celulárne automaty
nazývané elementárne celulárne automaty. Tu odvodil systém pre klasiﬁkáciu automatov
zvaný Wolframov kód, ktorý charakterizuje správanie automatov. Za zmienku stojí aj od-
vodenie pravidla 110 ("Rule 110"), o ktorom bolo neskor dokázané, ºe automat ktorý ho
implementuje je Turingovo kompletný. [9]
2.1.2 Neformálna deﬁnícia
Jednoducho povedané celulárny automat je dynamický, v £ase a priestore diskrétny systém
pozostávajúci z mrieºky buniek, ktoré môºu nadobúda´ hodnotu z kone£nej mnoºiny stavov.
Hodnoty automatu sa menia v diskrétnych £asových krokoch, na základe lokálného, iden-
tického pravidla popisujúceho interakciu jednotlivých buniek a spôsob ako odvodi´ nový
stav. Nový stav kaºdej bunky je deterministicky odvodite©ný z mnoºiny stavov okolitých
susedných buniek v £ase sú£asnom.
Mrieºka celulárneho automatu je n - dimenzionálna pre n = 1, 2, 3. Dimenzia môºe by´ sa-
mozrejme aj vy²²ia, také sa v²ak v praxy moc nevyuºívajú. V tejto práci budeme vyuºíva´
predov²etkým dvojdimenzionálne celulárne automaty. Mrieºka je diskrétna.
Pravidlo popisujúce prechod pre kaºdú bunku je moºné formalizova´ ako kone£ný stavový
automat. Pravidlo býva popisované pomocou tabu©ky, kde kaºdý riadok reprezentuje zvo-
lené okolie a ²peciﬁkuje nový stav. Pod okolím bunky v jednodimenzionálnom celulárnom
automate si predstavujeme mnoºinu buniek leºiacu maximálne vo zvolenej vzdialenosti r -
nazývanou tieº polomer. Bunka samotná je tieº zahr¬ovaná do svojho okolia. Pre viacdi-
menzionálne automaty je nutné zvaºova´ aj ²peciﬁcké tvary okolia - napríklad susedia leºiaci
na diagonále.
Model zaloºený na celulárnom automate sp¨¬a vlastnosti v²eobecnosti a jednoduchosti.[6]
V²eobecnos´ implikuje dva fakty. Za prvé, model podporuje univerzálny výpo£et (Turingova
úplnos´) a ako druhý fakt elementárne jednotky sú v²eobecné a nepopisujú ºiadnu konkrétnu
²peciﬁckú funkciu. Jednoduchos´ou rozumieme to, ºe bunky sú slab²ie a jednoduch²ie ako
Turingov stroj. To znamená, ºe výpo£etná sila je men²ia, £o je splnené, pretoºe ako sme uº
spomínali výpo£et bunky je reprezentovate©ný kone£ným stavovým automatom.[6]
2.1.3 Formálna deﬁnícia[6][9]
Následujúca kapitola podáva formálni popis a deﬁníciu celulárneho automatu pod©a Codda(1968),
£erpaná z [6]. Nako©ko sa v práci venujem práve dvojdimenzionálnim celulárnym automatom
bude deﬁnícia popisova´ práve ne. Deﬁnícia pre automat s ©ubovo©ným po£tom dimenzií je
jednoducho odvodite©ná.
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Obrázok 2.2: Výpo£et nového stavu automatu a ukáºka tabu©kovej reprezentácie prechodovej
funkcie s modulárnimi okrajovými podmienkami
Nech I je mnoºina celých £ísel. Priestor buniek 2D automatu asociujeme s mnoºinou I × I.
Následne deﬁnujeme:
1. Funkciu susednosti  g : I × I −→ 2I×I deﬁnovanú ako:
g(α) = {α+ δ1, α+ δ2, . . . , α+ δn} (2.1)
pre v²etky α ∈ I × I, kde δi ∈ I × I (i = 1, 2, 3, . . . , n) je pevné (rovnaké pre v²etky
α ).
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2. Kone£ný automat (V, v0, f), kde V je mnoºina moºných stavov bunky automatu, v0
je ²peciálny element V zvaný neaktívny stav a f je lokálna prechodová funkcia f :
V n −→ V . Na túto funkciu je kladené jediné obmedzenie a to:
f(v0, v0, . . . , v0) = v0 (2.2)
V princípe máme mrieºku prepojených buniek, kde kaºdá z nich je asociovaná s identickou
kópiu kone£ného automatu (V, v0, f). Stav vt(α) bunky α v £ase t je presne udané stavom
asociovaného automatu v £ase t. Kaºdá bunka α je spojená s n susednými bunkami α +
δ1, α + δ2, . . . , α + δn. V následujúcom texte práce budeme predpoklada´, ºe jedným zo
susedov α je α samotná, £o vychádza z predpokladu, ºe δ1 = (0, 0).
Funkciu stavu susedných buniek ht : I × I −→ V n deﬁnujeme ako:
ht(α) = (vt(α), vt(α+ δ2), . . . , v
t(αn)) (2.3)
S vyuºitím funkcie f môºeme teraz zviaza´ stav bunky v £ase t + 1 s okolím bunky v
sú£asnom stave: f(ht(α)) = vt+1(α) Funkciu f nazývame pravidlo celulárneho automatu
("CA rule") a udávame ju v tabu©kovej forme, kde ²peciﬁkujeme v²etky moºné páry tvaru:
(ht(α), vt+1(α))
Takéto páry nazývame prechody.
V²etky prijate©né priradenia stavov bunkám automatu nazývame konﬁgurácie. Konﬁgurácia
popísaná formálne je funkcia c z I × I do V taká, ºe:
sup(c) = {α ∈ I × I | c(α) 6= v0} (2.4)
je kone£ná. O takejto funkcií tvrdíme, ºe má kone£nú podporu (po£et miest kde f(x) 6= 0 je
kone£ný). Toto koreluje s von Neumannovim ponímaním, kde je iba kone£ná mnoºina buniek
v stave nie neaktívnom, to jest automat je kone£ný vzh©adom na po£et buniek. Nako©ko
platí, ºe f(v0, v0, . . . , v0, ) = v0, vieme ºe bunka ktorej susedia sú neaktívny sama zostáva
neaktívna.
Globálnu prechodovú funkciu F , môºeme na základe doteraj²ích viet deﬁnova´ ako funkciu
z C do C, kde C je trieda v²etkých moºných konﬁgurácii priestoru buniek celulárneho
automatu, pre ktorú platí:
F (c)(α) = f(h(α)) (2.5)
pre v²etky a ∈ I × I. Pre akúko©vek po£iato£nú konﬁguráciu c0 nám funkcia F umoº¬uje
odvodi´ sekvenciu konﬁgurácií:
c0, c1, . . . , ct, . . .
kde
ct+1 = F (ct) (2.6)
pre v²etky t.
Konﬁgurácie c, c′ sú disjunktné ak platí sup(c)∩ sup(c′) = ∅. Ak sú mnoºiny disjunktné, ich
prienik deﬁnujeme ako:
(c ∪ c′)(α) =

c(α) ak α ∈ sup(c)




S priestorom buniek I × I je vhodné asociova´ metriku známu ako city-block metrika τ
deﬁnovanú:
τ(α, β) = |xα − xβ|+ |yα − yβ| (2.8)
kde α = (xα, yα) a β = (xβ, yβ)




táto formulácia v²ak nesp¨¬a deﬁníciu metriky pretoºe τ(P, P ) 6= 0. Uºito£né je deﬁnova´
aj funkciu dia - priemer:
dia(P ) = τ(P, P ) (2.10)
S týmito funkciami potom môºeme operova´ nad konﬁguráciami spôsobom:
τ(c, d) = τ(sup(c), sup(d)) (2.11)
a
dia(c) = dia(sup(c)) (2.12)
kde c, d sú ©ubovo©né konﬁgurácie.
Teraz prejdeme k deﬁnícii pojmov zviazaných s propagáciou. Z vy²²ie zmienených tvrdení
vieme, ºe c0 deterministicky ur£uje sekvenciu konﬁgurácii. Túto nazveme propagáciou a
ozna£íme ju < c0 >.
Propagáciu nazveme ohrani£enou pokia© platí, ºe existuje celé £íslo K, také ºe pre v²etky t
platí:
τ(c, F t(c)) < K (2.13)
inak < c > nazveme neohrani£enou propagáciou. F t(c) ozna£uje výsledok t aplikácii globál-
nej prechodovej funkcie na konﬁguráciu c.
Neohrani£ené propagácie môºeme ¤alej deli´ pod©a toho £i existuje propagácia d (disjunktná
s c ), taká ºe jej zjednotením s c v £ase 0 získame ohrani£enú propagáciu. Potom hovoríme,
ºe d ohrani£uje c ("d bounds c") a c nazývame ohrani£ite©nou. Naopak ak taká konﬁgurácia
d neexistuje nazveme c neohrani£ite©nou. [6]
2.1.4 Klasiﬁkácia celulárnych automatov
V tejto kapitole popí²eme tri základné spôsoby klasiﬁkácie celulárnych automatov zaloºe-
ných na spôsobe aktualizácie stavu buniek, dimenzionality a charakteru správania (pod©a
Wolframa[9]).
Synchrónne a asynchrónne celulárne automaty
Automat ktorého formálny popis sme uviedli v predchádzajúcej sekcii nazývame synchrónny.
Pre tento automat platí ºe prechodovú funkciu aplikujeme atomicky v jednom kroku na
v²etky bunky naraz. Toto principiálne predpokladá existenciu globálnych hodín a do£asnej
kópie. Naopak u asynchrónnych celulárnych automatov sú stavy buniek aktualizované pri-
amo v automate a zmeny stavov ostatných buniek sú zrejme hne¤ po vykonaní ich aktua-
lizácie. Spôsob a poradie akým sa aktualizujú bunky môºe by´ rôzny:
• náhodne nezávisle  v kaºdom kroku £asu je zvolená jedna bunka, pre ktorú je vypo-
£ítaný nový stav.
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• v náhodnom poradí  v kaºdom kroku £asu sú aktualizované v²etky bunky v náhodnom
poradí.
• cyklický  v kaºdom kroku je zvolená bunka pod©a náhodného poradia generovaného
pred inicializáciou.
• "self-clocked" kaºdá bunka má vlastný vnútorný £asova£ po ktorého vypr²aní sa
aktualizuje.
Asynchrónne celulárne automaty sú vhodné na vierohodnej²ie modelovanie niektorých situ-
ácii.
Dimenzionalita
al²ím kritériom zoh©adnite©ným pri klasiﬁkácii celulárnych automatov je tvar priestoru
buniek a moºného okolia bunky.
0-D Celulárne automaty Jedná sa o automat s jednou bunkou bez paralelizmu. Napriek
tomu, ºe by sa zdalo ºe sa jedná o triviány prípad automatu nie je to úplne pravda. Tieto
automaty nám umoºnujú modelova´ kone£né diskrétne dynamické systémy opísané diskrét-
nymi funkciami s jedným parametrom. Príkladom, môºeme sledova´ správanie a atraktory
systému popísaného rovnicou x2 + 1(mod 17).
1-D Celulárne automaty Vektor buniek, za okolie povaºujeme bunky na©avo a napravo
v istom polomere. Tieto automaty sú zaujímave z moºnosti ve©mi dobre pozorova´ ich vý-
voj v £ase ako 2-D obrazec kde riadky sú stavy ako sa menia v £ase. peciálny prípad 1-D
celulárnych automatov nazvaný elementárne celulárne automaty(Wolfram[9]) - 1-D binárny
automat s okolím do ktorého patria len bunky hne¤ na©avo a napravo, najjednoduch²í pa-
ralelný automat, bude vyuºitý pri popise klasiﬁkácie komplexnosti správania v automatoch.
2-D Celulárne automaty Mrieºka je dvodimenzionálna a to má vplyv aj tvar moºného
okolia. Rozli²ujeme nieko©ko základných typov:
• Von Neumanovo okolie  susedstvom sú bunky nachádzajúce sa bezprostredne na©avo,
napravo, nahor a nadol.
• Moorovo okolie  ako Von Neumannovo av²ak zah¯¬a aj body leºiace bezprostredne
na diagonále.
• Roº²írené Moorovo okolie  Moorovo okolie polomeru 2
Komplexnos´ správania celulárnych automatov
Delenie pod©a komplexnosti je zaloºené na systematickej ²túdii automatov S.Wolframom,
kde analyzoval ich vz´ahy s klasickými dynamickými systémami a na ich základe odvodil
²tyri kvalitatívne triedy správania celulárnych automatov. Príklady uvádzané v následuj-
úcom zozname budú vychádza´ z Wolframovej teórie elementárnych celulárnych automa-
tov, kde automaty ²peciﬁkuje na základe pravidiel - automaty sú nazývané pravidlo n, kde
n = 0..255 a toto £íslo v binárnej podobe ²peciﬁkuje prechodovú funkciu. Triedy sú:
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Obrázok 2.3: Von Neumanovo okolie Obrázok 2.4: Moorovo okolie
Obrázok 2.5: Roz²írené Moorovo okolie
okolie bunky 110 110 101 100 011 010 001 000
nový stav 0 1 1 0 1 1 1 0
Obrázok 2.6: Kódovanie ozna£enia automatov pod©a Wolframa, pravidlo 110, 110 =
011011102
1. Trieda I  v²etky moºné po£iato£né vzory sa vyvíjajú a prechádzajú do homogénneho
stavu. Náhodnos´ sa v automate vytráca (Pravidlá 0, 32, 160, 250).
2. Trieda II  po£iato£né vzory prechádzajú do oscilujúcich ²truktúr, ktoré sa ¤alej ne-
menia (Pravidlá 4, 108, 218, 232).
3. Trieda III  systém sa správa pseudonáhodné alebo chaoticky, akéko©vek ²truktúry sú
v krátkom £ase zni£ené (Pravidlá 22, 30, 126, 182)
4. Trieda IV  vytvárané ²truktúry komplikovane interagujú. V automate vznikajú lo-
kálne stabilné a repetitívne oblasti. O celulárnych automatoch bolo dokázané, ºe sú
výpo£etne úplné (Pravidlo 110, Conwayov "Game of life").
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Obrázok 2.7: Pravidlo 160 - Bod vo vrchole Obrázok 2.8: Pravidlo 250
Trieda I
Obrázok 2.9: Pravidlo 108 Obrázok 2.10: Pravidlo 218
Trieda II
Obrázok 2.11: Pravidlo 30 Obrázok 2.12: Pravidlo 149
Trieda III
Obrázok 2.13: Pravidlo 110
Trieda IV11
2.2 Genetické algoritmy
Táto kapitola popisuje a pribliºuje jeden z algoritmov zaloºených na princípe biologickej
evolúcie nazvaný genetický algoritmus. Jedná sa o najpouºívanej²í evolu£ný optimaliza£ný
algoritmus, ktorý nachádza vyuºitie predov²etkým pri rie²ení problému optimalizácie zloºi-
tých multimodálnych funkcií, rie²ení grafových a kombinatorických problémov a mnohých
¤al²ích.
Genetický algoritmus, narozdiel od metód zaloºených na £isto matematických vlastnosti-
ach skúmaného priestoru (gradientové metódy), £i metód ktoré odvodzujú moºný smer
minimalizácie na základe predchádzajúcich krokov, vyuºíva princípu prirodzeného výberu,
mutácie a rekombinácie (kríºenia), ktoré mu dodávajú mnoho vlastností £iniacimi ho ve©mi
efektívnym na ²peciﬁcké aplikácie. truktúra kapitoly bude nasledujúca, najskôr zmienime
biologické princípy evolúcie, prejdeme na neformálni popis pojmov spojených s algoritmom,
nasledova´ bude popis algoritmu a rozbor jeho sú£astí.
2.2.1 Biologická evolúcia
Téza prirodzeného výberu Charlesa Darwina je základom Darwinovej teórie evolúcie. Táto
tvrdí, ºe v populácii preºívajú a reprodukujú sa len jedinci s vysokou schopnos´ou preºi´ v
danom prostredí - túto ozna£ujeme ﬁtness a bude hlavným udavate©om spôsobu, ktorým
genetický algoritmus preh©adáva priestor. Darwin ¤alej tvrdí, ºe reprodukciou dvoch orga-
nizmov s vysokou ﬁtness vzniká jedinec, ktorý ju dedí. Neskôr sa v²ak zistilo, ºe reprodukcia
nie je schopná pridáva´ dostato£ne dobré nové vlastnosti, výrazne ovplyv¬ujúce schopnos´
preºi´, preto bola zavedená do popisu tohto procesu aj mutácia, £o sa nakoniec ukázalo ako
správny predpoklad. Mutácia je náhodná malá zmena genetickej informácie jedinca, ktorá
je schopná propagova´ sa aj do potomkov. Táto zmena môºe by´ ako pozitívna tak aj ne-
gatívna, £astej²ie je v²ak negatívna.
Genotyp, genetické zloºenie jedinca, je kódovaný v postupnosti báz deoxyribonukleovej ky-
seliny - DNA. Táto udáva fenotyp jedinca - mnoºinu pozorovate©ných vlastností (farba
peria). Mutáciou rozumieme zámenu, vloºenie alebo vymazanie jednej alebo viacerých báz
v haploidnej gaméte, ktorá vstupuje do procesu reprodukcie. Rekombinácia je proces ku
ktorému dochádza pri meióze (vzniku gamét) a spo£íva vo vytvorení nového re´azca DNA,
ktoré £asti pozostávajú z vybraných úsekov DNA rodi£ov. Biologická evolúcia je progresívna
zmena genetickej informácie (genotypu - sekvencie DNA u eukaryot, £i RNA u prokaryot)
istej populácie v priebehu vä£²ieho po£tu generácii. Táto zmena je charakteristická zvy²o-
vaním ﬁtness, relatívnou schopnos´ou preºi´ v prostredí.
2.2.2 Abstrakcia biologických pojmov[7]
Ako prvú si zavedieme formu ﬁtness, ktorá bude reprezentova´ schopnos´ a kvalitu organi-
zmu (reprezentovaný ako usporiadaná n-tica symbolov), £íslom (£asto reálne z obmedzeného
intervalu).
Pojem "ﬁtness surface" (povrch/tvar ﬁtness funkcie) je graﬁcká reprezentácia hodnoty ﬁt-
ness vzh©adom na zloºenie genotypu. Táto nám umoº¬uje analyzova´ a pozorova´ zmenu
kvality populácie. Populáciu sme schopný reprezentova´ ako mnoºinu bodov na povrchu
tejto ﬁtness. Pohyb týchto bodov záleºí od nastavení algoritmu. Dominantnos´ rekombi-
nácie spôsobuje gradientný pohyb jedincov po povrchu, mutácie sú naopak zodpovedné za
pohyb stochastického (náhodného) charakteru.[7]
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Nako©ko schopnosti jedinca v genetickom algoritme udáva len jeho genotyp, budeme ho na-
hradzova´ práve ním. Na ozna£enie genotypu konkrétneho jedinca budeme pouºíva´ pojem
chromozóm. Tu treba poznamena´ ºe existujú aj varianty genetických algoritmov kde jedi-
nec a genotyp nesplývajú (zavedenie developmentu). Populáciou potom rozumieme mnoºinu
chromozómov ²peciﬁkovanej ve©kosti. Genetický algoritmus bude operova´ práve nad touto
²truktúrou. Mutácie zavádzajú do tejto ²truktúry novú informáciu. Rekombinácie naopak
vyuºívajú uº existujúce znalosti populácie na vylep²enie ﬁtness. Formálne budeme jedinca
a populáciu deﬁnova´ ako:
P = {α1, α2, . . . , αp} ⊆ {a, b, . . .}k (2.14)
Jedinec v ponímaní genetického algoritmu bude reprezentovaný ako usporiadaná postupnos´
znakov {a, b, . . .} d¨ºky k. Vä£²inou táto mnoºina bude obsahova´ práve symboly 0 a 1. Vtedy
budeme chromozóm nazýva´ binárny. Populácia P pozostáva z p týchto chromozómov.
Fitness jedinca bude hodnota funkcie F , ktorá priradzuje kaºdému jedincovi populácie £íslo
z R:
F : P −→ R (2.15)
Proces kríºenia (rekombinácie) a mutácie budeme spolu ozna£ova´ ako reprodukciu. V tomto
proces z dvoch rodi£ovských chromozómov (α1, α2) v populácii vytvoríme dva nové dcérske
chromozómy (α′1, α′2). Formálne zapísané:
(α′1, α
′
2) = Orepr(α1, α2) (2.16)
Konkrétny tvar bude opísaný neskôr. Tu len spomenieme, ºe operácie sa nevykonávajú vºdy.
Aplikácia mutácie má £isto stochastický charakter a spo£íva v zmene hodnôt na náhodnej
pozícii na náhodnú hodnotu. Kríºenie sa vykonáva nad dvoma náhodne vybranými jedincami
populácie.
Evolúciu môºeme potom na základe uº deﬁnovaných pojmov popísa´ ako zmenu populácie
v diskrétnych krokoch aplikáciou reproduk£ného operátora. Tento pre populáciu Pt v £ase t
ur£uje ako bude vyzera´ populácia Pt+1:
Pt+1 = R(Pt) (2.17)
Jedná sa o najv²eobecnej²í poh©ad na evolúciu. peciﬁkáciou operátora R dostaneme najjed-
noduch²iu moºnú variantu genetického algoritmu ako je vyobrazené niº²ie, vi¤ 2.1. Medzi
hlavné výhody genetického algoritmu v porovnaní s inými patria fakty:
• Paralelnos´ - vyplýva z faktu, ºe populáciu môºeme poklada´ za mnoºinu kandidátnych
rie²ení ktoré sa v²etky podie©ajú na h©adaní
• Moºnos´ úniku z lokálneho extrému - vyplýva z existencie mutácie v reproduk£nom
operátore. Táto je tieº vhodná z dôvodu pridávania moºných potenciálnych £astí rie-
²enia úlohy
• Efektívne h©adanie lokálneho extrému - fakt, ºe do procesu kríºenia vstupuje vä£²í po-
diel populácie, umoº¬uje efektívne preh©ada´ vybrané miesta priestoru s istým stup-
¬om paralelizmu.
Treba poznamena´, ºe vybera´ ako rodi£ov vºdy jedincov s vysokou ﬁtness je nevhodné
pretoºe dochádza k obmedzeniu preh©adávaného priestoru. Výber jedincov pre reprodukciu
je zaloºený na postupoch, ktoré zah¯¬ajú istú dávku náhodnosti.
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procedure Evolution( in tmax; out Pfin);
begin
t:=0
P:= náhodná po£. populácia
while t<tmax do
begin t:=t+1; Q:=∅
while |Q| < |P| do
begin
kvázináhodne vyber dva chromozómy α1, α2 ∈ P
s vysokým ﬁtness;
if random<Prepro then (α′1, α′2) = Orepro(α1, α2)
else (α′1, α′2) = (α1, α2)
Q:=Q ∪ {α′1, α′2}
end; P = Q;
end; Pfin = P;
end;
Algoritmus 2.1: Jednoduchý genetický algoritmus v pseudopascale
2.2.3 Genetický algoritmus a jeho jednotlivé sú£asti
Vynájdenie genetického algoritmu (GA) sa pripisuje J.Hollandovi a datuje sa na polovicu 70.
rokov[1]. Základnými princípmi algoritmu sú istá forma ²peciﬁkácie v²eobecných princípov
evolúcie a ich algoritmizácia. Táto kapitola bude zaklada´ hlavne na v²eobecných znalostiach
o evolúcii tak ako boli popísane v kapitole predchádzajúcej.
Zadeﬁnujme si binárny chromozóm ako:
α = (α1, α2, α3, . . . , αk) ∈ {0, 1}k, k > 0 (2.18)
Populácia obsahuje chromozómy t.j. vektory α:
P = {α1, α2, α3, . . . , αp} (2.19)
kde p ozna£uje kardinalitu populácie P, ur£uje po£et chromozómov v P , p = |P |. Majme
deﬁnovanú ú£elovú funkciu  zadanie úlohy s deﬁni£ným oborom {0, 1}k:
f : {0, 1}k → R (2.20)
ktorá priradzuje kaºdému chromozómu reálne £íslo. Predpokladajme, ºe rie²ime minimali-
za£nú úlohu - h©adáme globálne minimum ú£elovej funkcie:
αopt = arg min
α∈{0,1}k
f(α) (2.21)
Hovoríme, ºe f(α) reprezentuje fenotyp organizmu - t.j. jeho reálnu uºito£nos´. V algoritme
v²ak pracujeme s ﬁtness F , ktorú sa budem snaºi´ maximalizova´. Taktieº platí, ºe nie vºdy
sú hodnoty ú£elovej funkcie rozsahovo vhodné pri vyberaní chromozómov do procesu repro-
dukcie.
Zadeﬁnujme základnú vlastnos´, ktorú musí sp¨¬a´ F ako funkcia ﬁtness, ktorú maximali-
zujeme pri minimaliza£nej úlohe:
∀α1, α2 ∈ P : f(α1) ≤ f(α2)⇒ F (α1) ≥ F (α2) ≥ 0 (2.22)
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F ′(α) = 1 (2.24)
Zobrazenie ú£elovej funkcie na ﬁtness sa dá vykona´ viacerými spôsobmi, z ktorých kaºdý
je vhodný na iný tvar a rozsah ú£elovej funkcie.[7]
Fitness a výber chromozómov
V tejto sekcii budú prezentované niektoré spôsoby mapovania ú£elovej funkcie na ﬁtness a
spôsob akým na základe ﬁtness vybera´ kandidátov na reprodukciu.
Najjednoduch²í a vo vä£²ine prípadov dosta£ujúci spôsob spo£íva v lineárnom priradení
hodnôt ú£elovej funkcie na ﬁtness funkciu:
F (α) =
Fmax − Fmin
fmin − fmax f(α) +
fminFmin − Fmaxfmax
fmin − fmax (2.25)
kde fmin a fmax sú minimálna a maximálna hodnota ú£elovej funkcie pre zvolenú populáciu.
Fmax a Fmin ur£ujú nami vybraný interval do ktorého chceme hodnoty namapova´:
fmax = max
α∈P
f(α), fmin = min
α∈P
f(α) (2.26)
Toto zobrazenie je vhodné v prípadoch, ke¤ platí ºe hodnoty ú£elovej funkcie sa nemenia
rádovo. Ak sú hodnoty príli² rozptýlené, spôsobí to príli² vysokú ﬁtness chromozómov vo£i
slab²ím, £o má za následok uviaznutie algoritmu v malom podpriestore preh©adávaného
problému.Toto sa rie²i zobrazením, ktoré prira¤uje ﬁtness chromozómom pod©a ich poradia
v populácii vzh©adom k ú£elovej funkcii.
Majme permutáciu Q = (q1, q2, . . . , q|P |) chromozómov populácie pre ktorú platí, ºe tvoria
neklesajúcu postupnos´:
f(αq1) ≤ f(αq2) ≤ . . . ≤ f(αq|P |) (2.27)
Následne priradíme chromozómu αq1 (αq|P |) maximálnu (minimálnu) ﬁtnes a ostatným:
F (αqi) =
1
1− |P | [(1− )i+ − |P |] (2.28)
Jediným nedostatkom je rôzna ﬁtness pre dva chromozómy s rovnakou hodnotou ú£elovej
funkcie, £o môºeme jednoducho vyrie²i´ tak, ºe pri zistení rovnosti poloºíme obidva rovné
najvy²²ej hodnote ﬁtnes jedného z rovných.
Na konci sekcie bude vysvetlený princíp výberu kandidátov na reprodukciu propor£ne k
ﬁtness nazvaný ruletový výber.
Chromozóm s indexom i vyberáme ak platí, ºe:
i−1∑
k=1




kde F ′k je normalizovaná ﬁtness (interval [0, 1)). Tento postup a jeho pseudokód sú vyobra-





i:=0; done = false;
while ( i < |P| ) and (not done) do
begin
i:=i+1;
done:= (aux ≤ lower_bound) and (aux < upper_bound)
lower_bound:=upper_bound;










nahodne cislo  
[0,1)
Obrázok 2.14: Graﬁcká reprezentácia rouletového výberu, kruºnica má polomer 1, hodnoty
F sú normalizovaná ﬁtness
2.2.4 Mutácia
Mutácia je proces náhodnej zámeny symbolu v re´azci vybraného chromozómu. Tento po-
stup je zodpovedný za stochastické preh©adávanie priestoru problému, £iºe je k©ú£ový k
dosiahnutiu rie²enia.
Postup vykonania mutácie nad binárnym chromozómom sa dá opísa´ ako negovanie hodnôt
bitov na vybraných pozíciach s istou (vä£²inou nízkou) pravdepodobnos´ou. Toto pribliºuje
pseudokód vyobrazený niº²ie, vi¤ 2.3.
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procedure bin_mutation(in α, out α′)
begin
for i:=1 to kn do
if random(0,1)<Pmut then




Algoritmus 2.3: Pseudokód mutácie
2.2.5 Kríºenie
Kríºenie patrí k základným £rtám genetického algoritmu. Je tou hlavnou vecou, £o ho od-
li²uje od ostatných algoritmov, ktoré pracujú na náhodnom preh©adávaní blízkeho okolia
(napr. hill-climbing). Jeho pouºitie je odpozorované zo zmien, ktoré nastávajú v genetic-
kej informácii pri procese pohlavného rozmnoºovania. Unikátnos´ tohto procesu spo£íva v
moºnosti kombinova´ neprekrývajúce sa podre´azce z genotypu rodi£ov, ktoré poznate©ne
zvy²ujú ﬁtness. To znamená, ºe ak obidvaja z rodi£ov majú informáciu ktorá prispieva k
zvý²eniu ﬁtness, existuje pravdepodobnos´, ºe kríºením sa obidve tieto informácie dostanú
do potomka, £o má za následok ¤al²í zdvih hodnoty ﬁtness funkcie.
Kríºenie, podobne ako mutácia, je za´aºené istou dávkou náhodnosti ktorá je ukrytá v ge-
nerácii, bodu (bodov) kríºenia. Index tohto bodu je potom vyuºitý pri delení chromozómov,
ktoré sú vstupom procesu kríºenia (rodi£ovské chromozómy). Tieto sú v mieste ²peciﬁkova-
nom týmto indexom roz£esnuté a ich zostatky sú vymenené a pripojené k tomu druhému.
Táto varianta sa nazýva jednobodové kríºenie. al²ou moºnos´ou je vygenerova´ dva body










Bod krizenia 2 
Potomok 1
Potomok 2
Bod krizenia 1 
Obrázok 2.16: Graﬁcká reprezentácia dvojbodového kríºenia
procedure crossover(in α, β, out α′, β′)
begin
crosspoint:= 1 + random(k-1)
for i:=1 to crosspoint do
begin α′i = αi; β
′
i = βi; end;
for i:= crosspoint + 1 to k do
begin α′i = βi; β
′
i = αi; end;
end;
Algoritmus 2.4: Pseudokód jednobodového kríºenia
2.2.6 Reproduk£ný operátor
Jedná sa o procedúru, ktorá integruje mutáciu a kríºenie a je vyuºitá na generovanie novej
populácie. Jej vstupom sú dva chromozómy na ktoré je aplikované kríºenie, na ktorého
výsledky je aplikovaná mutácia, ktorej výstupy slúºia ako výstup výstup celej procedúry.
2.2.7 Genetický algoritmus
Pred tým neº prejdeme k popisu kompletnej implementácie genetického algoritmu bude
diskutovaný problém zastavenia. Nie vºdy môºeme £aka´, ºe stochastické algoritmy budú
schopné nájs´ o£akávané rie²enie. Preto zavádzame iné metodológie ukon£enia preh©adáva-
nia. Prvá z nich je zaloºená na frekvencii výskytu chromozómov s ﬁtness blíºiacej sa k ﬁtness
najlep²ieho chromozómu v populácii. Toto je zaloºené na predpoklade, ºe ak sa populácia
plní ve©kým mnoºstvom podobných rie²ení algoritmus uº nebude efektívne schopný genero-
va´ rie²enia s lep²ou ﬁtness.
Druhá varianta spo£íva vo výpo£te vektora pravdepodobností výskytu 0, resp. 1 na pozí-
ciach chromozómov. Ak sa v priebehu výpo£tu zistí, ºe vä£²ina chromozómov obsahuje na
istých pozíciach s vysokou pravdepodobnos´ou tie isté hodnoty, výpo£et sa ukon£í.
Za najjednoduch²iu variantu, ktorá taktieº patrí k £asto pouºívaným je obmedzenia £asu
výpo£tu z hora zvolenou hodnotou tmax.
Konkrétnu implementáciu genetického algoritmu získame dosadením ruletového výberu a
reproduk£ného operátora do Algoritmu 2.1. Táto implementácia je opísaná pseudokódom
niº²ie, vi¤ Algoritmus 2.5.[7]
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procedure genetic_algorithm(in tmax, out αopt)
begin
P:=náhodná po£iato£ná populácia t:=0; done = false;




while |Q| < |P| do
begin
pouºi ruletu na výber α1, α2 ∈ P ;
if random < Prepro then
α′1, α′2 = aplikácia reproduk£ného operátora na α1, α2;
else begin α′1, α′2 = α1, α2 end;
Q:=Q ∩ {α′1, α′2};
end;
P:=Q;
if (je splnená podmienka konvergencie) then done:=true;
end;
αopt:= chromozóm s najlep²ou ﬁtness v P
end;
Algoritmus 2.5: Genetický algoritmus, kone£ná forma
2.3 Evolúcia komplexného chovania 2-D celulárnych automa-
tov
Táto kapitola sa bude venova´ analýze a popisu dvoch moºných reprezentácii lokálnej pre-
chodovej funkcie a bude porovnáva´ ich výhody a nevýhody. alej budú prezentované moº-
nosti aplikácie tohoto kódovania pri evolúcii netriviálneho správania v celulárnom automate.
Predloºené techniky boli vyvinuté mnou pre potreby tejto práce.
2.3.1 Motivácia
Uvaºujme 2-D binárny celulárny automat v istej po£iato£nej konﬁgurácii a h©adajme pre-
chodovú funkciu ktorá spôsobí, ºe po istom po£te krokov budeme schopný v konﬁgurácii
v £ase t, ktorý nepoznáme, identiﬁkova´ nejaký zvolený výsledok. Príkladom: po£iato£ná
konﬁgurácia bude aproximácia kruºnice (mnoºina buniek v stave 1) v 2-D automate a o£a-
kávaná konﬁgurácia budú dva tieto tvary úplne zhodné. Otázka je akú prechodovú funkciu
musí ma´ tento automat aby sme tohto dosiahli. Je zrejmé, ºe ru£ne by sme jej predpis (aº
na triviálne po£iato£né konﬁgurácie) neboli schopný nájs´. Tu prichádzajú na radu genetické
algoritmy.
2.3.2 Príklady komplexných chovaní
V tejto sekcii budú informatívne priblíºené moºné správania automatov, ktoré sa budeme
snaºi´ pomocou evolúcie získa´.
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Replikácia
Replikácia je typ správania pri ktorom o£akávame vznik replík po£iato£nej konﬁgurácie ako
vidie´ na Obrázku 2.17 Odvodenie prechodovej funkcie je netriviálne a dá sa predpoklada´
ºe manuálne odvodenie bude závislé na po£iato£nej konﬁgurácii. Obtiaºnos´ h©adania sa
zvy²uje s narastajúcim po£tom stavov.
Počiatočná konfigurácia Konfigurácia v čase t
Obrázok 2.17: Graﬁcká reprezentácia replikácie
Majorita
Rie²enie problému majority v celulárnych automatoch, spo£íva v dosiahnutí koncovej kon-
ﬁgurácie v ktorej sú v²etky bunky aktívne(neaktívne) ak v po£iato£nej konﬁgurácii preva-
ºovali aktívne(neaktívne) bunky. Rie²enie vyhovujúce v²etkým po£iato£ným konﬁguráciám
neexistuje [4].
Počiatočná konfigurácia Konfigurácia v čase t
Obrázok 2.18: Graﬁcká reprezentácia výpo£tu problému majority - v po£iatku bolo viacej
bodov v stave 0, o£akávame, ºe od istého £asu bude plati´, ºe v²etky body sú v stave 0
Aritmetické výpo£ty nad bitovými vektormi
Uvaºujme tri neprekrývajúce sa riadkové vektory v po£iato£nej konﬁgurácii 2-D celulárneho
automatu. Potom je moºné, ºe existuje prechodová funkcia, ktorá zaru£í ºe v £ase t bude
plati´, ºe obsah tretieho vektora bude ekvivalentný výsledku aplikácie zvolenej aritmeticko-
logickej funkcii. Zvolenou funkciou bolo s£ítanie.
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Počiatočná konfigurácia Konfigurácia v čase t
Obrázok 2.19: Graﬁcká reprezentácia výpo£tu aritmetickej operácie v CA, v ²edých obd¨º-
nikoch sú vyzna£ené záujmové oblasti, h©adáme prechodovú funkciu ktorá nám zaru£í, ºe v
£ase t bude stav buniek v dolnom obd¨ºniku reprezentova´ sú£et bitov horných obd¨ºnikov
2.3.3 Kódovanie prechodovej funkcie
Kapitola sa bude venova´ moºným prístupom ako reprezentova´ prechodovú funkciu vo
forme bitového chromozómu, pouºite©ného v genetickom algoritme.
Naivný prístup
V kapitole o celulárnych automatoch bolo opísané kódovanie prechodovej funkcie tabu©-
kou. Táto je okamºite pouºite©ná pre pouºitie v genetickom algoritme - chromozóm je po-
sledný riadok udávajúci nové stavy (vi¤. Wolframové kódovanie elementárnych celulárnych
automatov[9]). Zamyslime sa v²ak nad rozmermi preh©adávaného stavového priestoru, ktoré
implikuje toto kódovanie.
Uvaºujme von Neumanovo okolie binárneho CA - pä´ buniek, kaºdá dvoch stavov - na
²peciﬁkáciu prechodovej funkcie pomocou tabu©ky budeme potrebova´:
NP = {(x1, x2, x3, x4, x5)|x1, x2, x3, x4, x5 ∈ {0, 1}} (2.30)
tabfunc : NP → {0, 1} (2.31)
|NP | = 25 = 32 (2.32)
to znamená, ºe tabu©ka £o kóduje prechodovú funkciu obsahuje 32 záznamov. Pri preh©adá-
vaní tým pádommusí genetický algoritmus pracova´ s priestorom ve©kosti 232 = 4294967296.
Toto je najjednoduch²ie moºné okolie. Pre Moorovo a roº²írene Moorovo okolie sú tieto £ísla:
• Moore (8 okolie, 9 vstupov) - 229 = 1.3407807929942597099574024998206e+ 154
• Roº²írený Moore (24 okolie, 25 vstupov) - 2225 = 233554432
Je zrejmé, ºe genetický algoritmus by mal s preh©adávaním priestorov tejto ve©kosti zna£ný
problém. Preto budeme prezentova´ inú variantu.
Reprezentácia sériou binárnych in²trukcií
Na návrh vedúceho som zvolil moºnos´ reprezentova´ prechodovú funkciu ako sériu in²truk-
cii. Konkrétnej²ie, výsledok vrátený lokálnou prechodovou funkciou bude udaný zmenou
stavov ktorú spôsobí exekúcia zoznamu týchto in²trukcií. Tieto boli vykonávané sekven£ne
nad zvolením okolím v celulárnom automate, kde za registre boli povaºované jednotlivé
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bunky okolia a výsledok bol hodnota centrálnej bunky po skon£ení. Dôvodom zvolenia tejto
reprezentácie bolo odstránenie nedostatku opísanom v sekcií 2.3.3 - príli² ve©kého rozmeru
stavového priestoru. Uvaºujme von Neumannovo okolie, binárne in²trukcie, mnoºinu in-
²trukcií kardinality n a program d¨ºky l. Program d¨ºky l môºeme zostavi´ z n in²trukcií
nl spôsobmi (na kaºdej pozícii môºe by´ ©ubovo©ná z in²trukcií). Kaºdá z in²trukcií ma dva
operandy, vyberané z mnoºiny piatich registrov. Toto môºeme modelova´ vynásobením po-
£tu in²trukcií ²tvorcom ve©kosti okolia (²tvorec z dôvodu, ºe in²trukcie sú binárne). Týmto
predchádzajúci vzorec prechádza do tvaru (n · 25)l. Treba poznamena´, ºe ak in²truk£ná
sada obsahuje aj unárne in²trukcie prechádza vzorec do tvaru (nb · 25 + nu · 5)l. Kým táto
variácia nie je schopná zníºi´ rozmer u najmen²ieho okolia, pre Moorovo a vä£²ie je rozdiel
poznate©ný - 1.34·10154 ku 114254951251968 (pri d¨ºke programu 5 a po£te in²trukcií 8). Pri
vo©be in²truk£nej sady sa kládol dôraz na to aby táto mnoºina obsahovala kompletnú sadu
logických spojok (moºnos´ vyjadri´ v²etky boolovské funkcie). Mnoºina in²trukcií pouºitá v
implementácií zah¯¬ala pre binárny automat funkcie AND, OR, XOR, NOT, NOR, NAND,
SWAP. Detaily oh©adne ich implementácie sú opísané v sekcií 3.2.1. o sa týka aplikácie
postupu pre ²tvorstavový automat, k zmene do²lo len v roz²írení in²truk£nej sady, ktorá
zahr¬ovala aj in²trukcie vykonávajúce aritmetické výpo£ty. Detaily je opä´ moºno vidie´ v
sekcií 3.2.1. al²ou z výhod je rýchlos´ vyhodnotenia takto zapísanej lokálnej prechodovej




Táto kapitola sa bude venova´ opisu jednotlivých kódových ²truktúr implementa£ného ja-
zyka vyuºitých pri prepise algoritmov. Detailne tu bude zmienená vo©ba in²truk£nej sady, £i
konkrétna implementácia výberu populácie genetického algoritmu. Zmienený bude aj postup
pouºitia aplikácie.
3.1 Implementa£ný jazyk a ²truktúra aplikácie
Ako jazyk pre vytvorenie aplikácie bol zvolený C vo verzií C99 (oﬁciálne: ISO/IEC 9899:1999).
Dôvodom vo©by bola primárne autorova skúsenos´ s daným jazykom, jednoduchos´ imple-
mentácie, £i vy²²ia rýchlos´. Neexistoval dôvod voli´ jazyk so zabudovaným automatickým
manaºmentom pamäte, £i pokro£ilej²ích nástrojov funkcionálneho programovania. Tu treba
poznamena´, ºe pri vo©be dátových typov reprezentujúcich in²trukcie prechodovej funkcie
sa neh©adelo na teoretickú ve©kos´ na£rtnutú pri teoretickej analýze nako©ko sa dá predpo-
klada´, ºe bitové manipulácie by mohli spomali´ rýchlos´ simulácie.
Zdrojové moduly sú rozdelené do troch súborov - implementácia celulárneho automatu
(ca.c), implementácia genetického algoritmu (genetic-algorithm.c) a hlavi£kový súbor
obsahujúci zdie©ané typy a konﬁgura£né informácie vo forme makier preprocesora (shared.h).
Zdrojový archív obsahuje aj súbor mt19937ar-cok.c s implementáciou algoritmu generova-
nia náhodných £ísel Mersenne-Twister. Jeho pouºitie sa dá povoli´ deﬁnovaním vhodných
symbolov v súbore shared.h.
3.1.1 truktúra implementácie celulárneho automatu
Nako©ko je práca zameraná na 2-D celulárne automaty je aj dátový typ uchovávajúci infor-
máciu o konﬁgurácii tomu prispôsobený. Jedná sa o ²trukturovaný typ Grid2D deﬁnovaný
v shared.h. Tento typ pozostáva z dvoch celých £ísel (width, height) reprezentujúcich ²írku
a vý²ku zvolenej £asti automatu. Grid2D ¤alej obsahuje ukazovate© na pole celých £ísel bez
znamienka, reprezentujúcich konﬁguráciu automatu. S týmto typom sa manipuluje pomocou
metód deﬁnovaných v ca.c. Primárne sa jedná o metódy na inicializáciu a de²trukciu, me-
tódy prístupu k bunkám mrieºky automatu - £ítanie i zápis a nakoniec metódy pre výpo£et
nového globálneho stavu na základe lokálnej prechodovej funkcie.
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Inicializácia
Typ Grid2D, musí by´ pred ¤al²ím pouºitím pripravený na pouºitie. Toto v princípe spo£íva
v inicializácii po©a konﬁgurácie. Inicializa£ných metód je viacero variant, odli²ných hlavne v
tom £o vykonajú po alokácii pamäte. Existujúce varianty zahr¬ujú inicializáciu celej mrieºky
na jeden kon²tantný stav, inicializáciu z iného Grid2D typu a inicializáciu z po©a celých £ísel.
Prístup k bunkám automatu
Po inicializácii je moºné pristupova´ k jednotlivým prvkom po©a konﬁgurácie priamo cez
ukazovate© v ²truktúre, av²ak je vhodnej²ie pouºi´ naimplementované metódy, berúce do
úvahy konﬁguráciu o²etrenia prístupu mimo deﬁnované rozmery automatu. V princípe exis-
tujú dve nastavenia - vrá´ kon²tantný stav a modulárne o²etrenie. Prvá varianta vracia
pre prístupy mimo rozsah vºdy jednu kon²tantnú zvolenú hodnotu stavu. Druhá varianta
je komplexnej²ia, pri presahu hraníc po©a vypo£íta novú pozíciu na základe matematickej
operácie modulo. Metóda nastavenia stavu obsahuje aj kód pre validáciu vstupných pa-
rametrov, konkrétne kontrolu hraníc prístupu do po©a a o neplatných vstupoch informuje
uºívate©a pre jednoduch²ie ladenie.
Funkcie výpo£tu novej globálnej konﬁgurácie
Výpo£et globálneho stavu je zaloºený na aplikácií lokálnej prechodovej funkcie nad v²etkými
bunkami mrieºky automatu. Pre toto existuje v súbore ca.c vhodná funkcia, parametrizo-
vaná lokálnou prechodovou funkciou a vstupným a výstupným Grid2D.
Lokálna prechodová funkcia ako procesor in²trukcií
Jedná sa o metódu ktorá pre zvolené okolie nainicializuje a potom spustí zvolený zoznam
in²trukcií. Spustenie je implementované v samostatnej metóde ktorá prechádza zoznamom
in²trukcii a nad po©om registrov - v na²om prípade kópiou okolia - vykonáva operácie ²pe-
ciﬁkované konkrétnou in²trukciou. Výsledok lokálnej prechodovej funkcie je potom daný
vybraným registrom.
Pomocné funkcie
Na ladenie kódu pracujúceho s celulárnym automatom existuje funkcia ktorá umoº¬uje
vytla£i´ sú£asnú konﬁguráciu do ²peciﬁkovaného súboru v ©udsky £itate©nom formáte.
3.1.2 truktúra implementácie genetického algoritmu
Jedná sa o implementáciu algoritmu opísaného v teoretickej sekcii práce s modiﬁkáciami,
ktoré moºno aplikova´ v konﬁgurácii aplikácie. Genetický algoritmus vyºadoval zadeﬁnova-
nie dvoch ²trukturovaných typov - entity a GA_pop, kde prvá reprezentuje jedinca a druhá
celkovú populáciu. Detailne, ²truktúra jedinca uchováva hodnotu ﬁtness typu double a kon-
krétny genotyp - v na²om prípade pole in²trukcií. truktúra populácie uchováva ve©kos´ a
odkaz na pole jedincov. So ²truktúrou jedinca moºno manipulova´ priamo, typ populácie
v²ak vyºaduje inicializáciu pred pouºitím. Po inicializácii populácie a naimplementovaní
dvoch dodato£ných funkcií - funkcie pre ohodnotenie jedinca a funkcie pre ukon£enie behu
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pri nájdení rie²enia je moºné algoritmus rovno pouºi´. Na toto slúºi metóda spustenia gene-
tického algoritmu, ktorá potom vyuºije metódy pre ohodnotenie populácie, vytvorenie novej
generácie a testu ukon£enia pre svoj beh.
Funkcie manipulujúce ﬁtness
V princípe sa jedná o dve funkcie, jedna pracujúca nad jedincami a druhá nad populáciou.
Z implementa£ného h©adiska je druhá funkcia rie²ená ako volanie funkcie pre jedinca pre
kaºdého jedinca populácie. Z dôvodu pouºitia algoritmu proporcionálneho výberu jedincov
vo fáze generovania novej populácie, bola naimplementovaná aj metóda normalizácie ﬁtness.
Funkcia transformácie na novú generáciu
Tu existujú dve funkcie - jedna zrkadliaca algoritmus z teoretickej sekcie a druhá upravená
pod©a návrhu vedúceho. Funkcie sa lí²ia hlavne vo vyuºití kríºenia, druhá varianta túto
operáciu nezah¯¬a z dôvodu narú²ania kvalitných rie²ení. V prípade prvej funkcie sa najskôr
vygeneruje mnoºina potomkov kardinality ekvivalentnej mnoºine rodi£ov a títo sa potom
mutujú. V prípade druhej funkcie sa potomkovia negenerujú, sú prekopírovaní a potom
mutovaní.
Funkcia mutácie a kríºenia
Konkrétna implementácia funkcie kríºenia je ponechaná na uºívate©ovi. V na²om prípade,
kde jedinec obsahuje program je mutácia implementovaná ako zmena in²trukcie náhodného
indexu za novú tieº náhodne vygenerovanú. Kríºenie je implementované ako výmena blokov
in²trukcií v jednom alebo medzi dvoma bodmi.
Pomocné funkcie
Podobne ako v kóde celulárneho automatu aj tu sa nachádza funkcia pre vytla£enie kon-
krétneho genotypu do súboru.
3.1.3 truktúra implementácie pokusov
V teoretickom rozbore boli ²peciﬁkované tri pokusy - replikácia, majorita a aritmetické
operácie. Implementácia týchto pokusov je rie²ená ako ﬁtness funkcia. Implementácia týchto
ﬁtness funkcií sa nachádza v súbore ca.c.
Replikácia
Funkcia výpo£tu ﬁtness pri replikácii spo£íva v h©adaní ²peciﬁkovaného vzoru v mnoºine
buniek automatu. Pre istú hornú hranicu krokov v automate sa po kaºdom kroku zavolá
metóda, ktorá vyh©adá v²etky in²tancie vzoru v mrieºke a pod©a toho priradí poradovému
£íslu kroku jeho ﬁtness. Fitness programu je najlep²ia ﬁtness z mnoºiny hodnôt ﬁtness
v²etkých krokov.
Majorita
Podobne ako pri replikácii sa ﬁtness h©adá pre kaºdý krok do istej maximálnej hranice. Pre
²peciﬁkovaný po£et po£iato£ných konﬁgurácii sa identiﬁkujú najlep²ie ﬁtness a výsledná
ﬁtness je ich suma.
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Aritmetické operácie
Jedná sa o operáciu sú£tu. Bola snaha vyskú²a´ viacero moºných spôsobov ako rie²i´ tento
problém. V princípe sa jednalo o nastavenie stavov istej mnoºiny buniek na binárnu repre-
zentáciu £ísla a potom na istej pozícii po istom po£te krokov h©ada´ výsledok. Fitness je v
tomto prípade daná sumou hodnôt odchýliek odpo£ítanou od hodnoty maximálnej odchýlky.
3.2 Konkrétna implementácia k©ú£ových komponent
V tejto sekcií bude prezentovaná a obhajovaná vo©ba konkrétnych ²truktúr jazyka C. V texte
sa budú nachádza´ výseky zdrojového kódu rie²iacich najdôleºitej²iu funk£nos´ programu.
Funk£nos´ tu bude opisovaná do vä£²ej h¨bky ako v predchádzajúcej sekcií a zameráme sa tu
aj na podrobnej²í opis funkcionality pokusov. Sekcia bude obsahova´ len posledné a pouºité
pokusy, iné varianty, ktoré nedosahovali poºadovaných výsledkov budú zmienené v diskusií.
3.2.1 Implementácia a pouºite modulu celulárneho automatu
Ako bolo zmienené centrálna je ²truktúra Grid2D, s ktorou sa dá manipulova´ pomocou
vybraných metód. Na ukáºku bude predvedená jednoduchá inicializácia s moºnými varian-
tami, vi¤ Algoritmus 3.1. Implementovaný celulárny automat a pomocné funkcie rátajú s
tým, ºe po£et stavov je bu¤ 2 alebo 4. Pre viac stavov neexistuje podpora vo funkcií získa-
nia stavu bunky a funkcií interpreta in²trukcií. Po£et stavov automatu, ktorý tieto funkcie
predpokladajú sa nachádza v hlavi£kovom súbore shared.h. Pre manipuláciu konkrétnych
//mreza k o n f i g u r a c i i 1
struct Grid2D s ta t e1 ;
//mreza k o n f i g u r a c i i 2
struct Grid2D s ta t e2 ;
// i n i c i a l i z a c i a a nas taven ie buniek do STATE_DISABLED
i n i t i a l i z e_Gr id2D(&state1 , 16 , 1 6 ) ;
// i n i c i a l i z a c i a s t a t e 2 a z kop i rovan i e s tavov z s t a t e 1
clone_Grid2D(&state1 , &s ta t e2 ) ;
// i n i c i a l i z a c i a z po la typov i n t
in it ia l ize_Grid2D_fromArray(&state1 , 16 , 16 , s r c a r r ay ) ;
// na s t a v i c e l u mrezu do s tavu parametra 2
setToState (&state1 , STATE_ENABLED) ;
// na s t a v i s t a vy mreze pod la po la
setToArray(&state1 , s r c a r r ay ) ;
// uvo lnen ie zd ro jov
free_Grid2D(&s ta t e1 ) ;
free_Grid2D(&s ta t e2 ) ;
Algoritmus 3.1: Práca so ²truktúrou Grid2D
buniek mreºe moºno vyuºi´ ukazovate© v ²truktúre Grid2D alebo pouºi´ niektorú z imple-
mentovaných metód, ktoré bezpe£ne implementujú prístup mimo rozsah po©a. Jedná sa o
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metódy setCellState a getCellState. Metóda getCellState implementuje o²etrovanie
hrani£ných stavov v mreºi. Jej prototyp je:
int getCellState(struct Grid2D *in, int posx, int posy, int boundaryHandlingOption)
kde k©ú£ový je parameter boundaryHandlingOption, ktorý udáva akým spôsobom metóda
zvolí návratovú hodnotu pri presahu medzí. Moºne hodnoty tohto parametra sú ²peciﬁko-
vané v hlavi£kovom súbore shared.h, konkrétne sa jedná o makrá:
• BOUDARY_ALLENABLED  pri presiahnutí medzí bude vrátená hodnota rovná hodnote
reprezentujúcej stav ENABLED
• BOUDARY_ALLDISABLED  pri presiahnutí medzí bude vrátená hodnota rovná hodnote
reprezentujúcej stav DISABLED
• BOUDARY_MODULAR  pri presiahnutí medzí bude vrátená hodnota reprezentujúca stav
bunky získanej výpo£tom v okruhu zvy²kových tried n, kde n je vý²ka a ²írka mreºe
buniek.
Výpo£et celulárneho automatu je implementovaný metódou ApplyGridFunc, ktorej prototyp
je:
void ApplyGridFunc(struct Grid2D *in, struct Grid2D *out, localTransferFunc trFunc )
kde:
• parameter in  reprezentuje stav automatu pred vykonaním kroku, ostáva nezmenený
• parameter out  reprezentuje stav automatu po vykonaním kroku, dochádza k zmene
stavov buniek
• parameter trFunc  typ lokálnej prechodovej funkcie, deﬁnovaný v shared.h ako:
int (*) (struct Grid2D *in, int posx, int posy)
Implementácia metódy spo£íva v iterácii cez v²etky bunky mreºe a volaním funkcie dodanej
v parametri trFunc s argumentami pozície bunky. V aplikácii sú implementované rozli£né
prototypy lokálnych prechodových funkcií, predov²etkým funkcie reprezentujúce rozli£né
tvary okolia a metodológiu výpo£tu (tabu©ka alebo program). V tele kaºdej z týchto funkcií
sa na za£iatku vyskytuje séria príkazov ktorá extrahuje okolie. Toto moºno pozorova´ vo
vloºenom kóde. Makro BOUNDARY_HANDLE udáva jeden zo zmienených spôsobov o²etrenia
prístupu mimo mreºu a je deﬁnované v shared.h na jednu zo zmienených hodnôt. Funkcie
môºu extrahované okolie pouºi´ na výpo£et nového stavu. To sa v na²om prípade bude dia´
spustenia interpreta in²truk£nej sady nad programom uloºeným v poli ²peciﬁckej d¨ºky. In-
terpret je deﬁnovaný vo funkcii ca_code_processor. Vstupmi tejto funkcie je pole registrov
a jeho d¨ºka, pole in²trukcií a jeho d¨ºka a index registra pouºitého ako návratová hodnota.
Funkcia prechádza po©om in²trukcií a vykonáva ²peciﬁkované operácie. Tieto sú pre dvoj-
a ²tvorstavový automat:
• In²trukcia NOP  in²trukcia, nevykonávajúca ºiaden výpo£et
• Logické funkcie dvoch operandov - AND, OR, XOR, NAND, NOR  tieto operujú na
najmenej signiﬁkantným bitom registra a výsledok ukladajú do prvého operandu
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int VonNeumannLocalFuncProto ( struct Grid2D ∗ in , int posx , int posy )
{
int c1 = ge tCe l l S t a t e ( in , posx−1, posy , BOUNDARY_HANDLE) ;
int c2 = ge tCe l l S t a t e ( in , posx , posy−1, BOUNDARY_HANDLE) ;
int c3 = ge tCe l l S t a t e ( in , posx , posy , BOUNDARY_HANDLE) ;
int c4 = ge tCe l l S t a t e ( in , posx , posy+1, BOUNDARY_HANDLE) ;
int c5 = ge tCe l l S t a t e ( in , posx+1, posy , BOUNDARY_HANDLE) ;
}
int MooreLocalFuncProto ( struct Grid2D ∗ in , int posx , int posy )
{
int c1 = ge tCe l l S t a t e ( in , posx−1, posy−1, BOUNDARY_HANDLE) ;
int c2 = ge tCe l l S t a t e ( in , posx−1, posy , BOUNDARY_HANDLE) ;
int c3 = ge tCe l l S t a t e ( in , posx−1, posy+1, BOUNDARY_HANDLE) ;
int c4 = ge tCe l l S t a t e ( in , posx , posy−1, BOUNDARY_HANDLE) ;
int c5 = ge tCe l l S t a t e ( in , posx , posy , BOUNDARY_HANDLE) ;
int c6 = ge tCe l l S t a t e ( in , posx , posy+1, BOUNDARY_HANDLE) ;
int c7 = ge tCe l l S t a t e ( in , posx+1, posy−1, BOUNDARY_HANDLE) ;
int c8 = ge tCe l l S t a t e ( in , posx+1, posy , BOUNDARY_HANDLE) ;
int c9 = ge tCe l l S t a t e ( in , posx+1, posy+1, BOUNDARY_HANDLE) ;
}
Algoritmus 3.2: Extrakcia okolia bunky VonNeuman a Moore
• Logické funkcie jedného operandu - NOT, SET_1, SET_0  operujú len nad jedným
vstupom, výsledok ukladajú priamo do¬ho. Funkcie SET_0 a SET_1 reprezentujú
kon²tantnú funkciu nastavujúcu register do danej hodnoty.
• Funkcia výmeny obsahu - SWAP  funkcia zamení obsah dvoch registrov
V celulárnom automate so ²tyrmi stavmi sú pouºite©né aj funkcie:
• Modulárne aritmetické operácie - ADD, MUL  interpretujú operandy ako £ísla a
vykonajú danú matematickú operáciu v okruhu zvy²kových tried modulo 4
• Dodato£né funkcie s jedným operandom - SET_3, SET_4, NEG  £innos´ prvých
dvoch funkcií je zrejmá, funkcia NEG reprezentuje výpo£et jednotkového doplnku.
• Operácie posunu bitových vektorov - SHFL, SHFR, ROR, ROL  unárne funkcie inter-
pretujúce vstup ako binárny vektor, vykonávajúce posuv alebo rotáciu. Implementácia
posuvu pouºíva operátory jazyka C, bitové rotácie sú implementované manuálne.
Interpret sa pouºíva v metóde lokálnej prechodovej funkcie, ktorá skon²truuje pole registrov
vytvorením kópie okolia. D¨ºka tohto po©a je udaná po£tom buniek okolia. Program získa
lokálna prechodová funkcia z globálnej premennej, ktorá je nastavovaná z genetického algo-
ritmu. D¨ºka programov je staticky konﬁgurovate©ná makrom v shared.h. Index registra s
návratovou hodnotou je tieº udaný okolím. Beh automatu potom moºno s vyuºitím opí-
saných metód implementova´ pomocou dvoch Grid2D ²truktúr, volaním funkcie globálneho
prechodu nad ukazovate©mi na tieto ²truktúry a nakoniec zámenou týchto ukazovate©ov.
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case AND: r e g s e t [ code [ i ] . arg1 ] =
r e g s e t [ code [ i ] . arg1 ] & r e g s e t [ code [ i ] . arg2 ] ; break ;
case OR: r e g s e t [ code [ i ] . arg1 ] =
r e g s e t [ code [ i ] . arg1 ] | r e g s e t [ code [ i ] . arg2 ] ; break ;
case XOR: r e g s e t [ code [ i ] . arg1 ] =
r e g s e t [ code [ i ] . arg1 ] ^ r e g s e t [ code [ i ] . arg2 ] ; break ;
case NOT: r e g s e t [ code [ i ] . arg1 ] = ! r e g s e t [ code [ i ] . arg1 ] ; break ;
case SWAP: r e g s e t [ code [ i ] . arg1 ] ^= r e g s e t [ code [ i ] . arg2 ] ;
r e g s e t [ code [ i ] . arg2 ] ^= r e g s e t [ code [ i ] . arg1 ] ;
r e g s e t [ code [ i ] . arg1 ] ^= r e g s e t [ code [ i ] . arg2 ] ; break ;
case SET0 : r e g s e t [ code [ i ] . arg1 ] = STATE_DISABLED; break ;
case SET1 : r e g s e t [ code [ i ] . arg1 ] = STATE_ENABLED; break ;
case NAND: r e g s e t [ code [ i ] . arg1 ] =
(~( r e g s e t [ code [ i ] . arg1 ] & r e g s e t [ code [ i ] . arg2 ] ) ) &
MAXSTATES_MASK ; break ;
case NOR : r e g s e t [ code [ i ] . arg1 ] =
(~( r e g s e t [ code [ i ] . arg1 ] | r e g s e t [ code [ i ] . arg2 ] ) ) &
MAXSTATES_MASK ; break ;
#i f MAXSTATES >= 4
case ADD: r e g s e t [ code [ i ] . arg1 ] =




case NOP: break ;
default : p r i n t f ( " z l y  opkod\n" ) ; break ;
Algoritmus 3.3: Ukáºka implementácie interpreta in²trukcií
int VonNeumannLocalFuncProgexec
( struct Grid2D ∗ in , int posx , int posy )
{
int c1 = ge tCe l l S t a t e ( in , posx−1, posy , BOUNDARY_HANDLE) ;
int c2 = ge tCe l l S t a t e ( in , posx , posy−1, BOUNDARY_HANDLE) ;
int c3 = ge tCe l l S t a t e ( in , posx , posy , BOUNDARY_HANDLE) ;
int c4 = ge tCe l l S t a t e ( in , posx , posy+1, BOUNDARY_HANDLE) ;
int c5 = ge tCe l l S t a t e ( in , posx+1, posy , BOUNDARY_HANDLE) ;
int r eg s e tda ta [ ] = {c1 , c2 , c3 , c4 , c5 } ;
return ca_code_processor ( current_prog , PROGLEN, regse tdata ,
NEBR, 2) ;
}
Algoritmus 3.4: Volanie interpreta z lokálnej prechodovej funkcie, PROGLEN a NEBR sú
d¨ºka programu a ve©kos´ okolia
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Pred pouºitím lokálnej prechodovej funkcie ktorá pouºíva interpret je nutné nastavi´ uka-
zovate© na pole s programom.
struct s i n g l e i n s t r ∗ current_prog ;
int main ( int argc , char ∗argv [ ] )
{
struct s i n g l e i n s t r prog [ ] = { {AND, 4 , 1} } ;
current_prog = prog ;
struct Grid2D s ta t e1 ;
struct Grid2D s ta t e2 ;
i n i t i a l i z e_Gr id2D(&state1 , 16 , 16) ;
clone_Grid2D(&state1 , &s ta t e2 ) ;
struct Grid2D ∗ in = &s ta t e1 ;
struct Grid2D ∗tmp = &sta t e2 ;
struct Grid2D ∗ swapper = NULL;
int i = 0 ;
while ( i < MAXSTEPS)
{
ApplyGridFunc ( in , tmp , MooreLocalFuncProgexec ) ;
swapper = in ;
in = tmp ;




Algoritmus 3.5: Minimálny funk£ný program
3.2.2 Implementácia a pouºite modulu genetického algoritmu
Podobne ako v module celulárneho automatu sú pouºívané ²truktúry predmetom explicitnej
inicializácie. Tá spo£íva vo volaní náleºitých metód s preﬁxom initialize, respektíve free.
Modul pre funk£nos´ vyºaduje naimplementovanie konkrétnych metód ﬁtness, inicializácie
entity, genetických operátorov - mutácie a kríºenia, ukon£enia a volite©ne výpisu. Tieto v
princípe realizujú funk£nos´ modulu. Ich momentálna implementácia odráºa funk£nos´ vy-
ºadovanú pokusmi - operujú nad jednoduchými po©ami in²trukcií a ﬁtness je vypo£ítavaná
na základe behu modulu celulárneho automatu. Genetický algoritmus je spustený volaním
metódy run_GA parametrizovanej ve©kos´ou populácie a po£tom generácii. Prvým krokom v
jej tele je inicializácia entity, po©a in²trukcií, ktorá spo£íva vo vygenerovaní náhodného kódu
operácie a indexov registrov pre kaºdú pozíciu v poli. Populácia je následne inicializovaná
volaním tejto metódy nad kaºdým jedincom. Následne sa vytvorí pomocný buﬀer pre novú
populáciu a algoritmus vkro£í do hlavného cyklu, ktorého hornou hranicou je maximálny
30
double eva luate_ent i ty ( struct en t i t y ∗ in )
{
struct r e t p a i r r e t v a l =
eva luate_ar i thmet ic_ca_discrete_ingr id (&CA, &tmp , in−>prog ) ;
return r e t v a l . f i t n e s s ;
}
Algoritmus 3.6: Implementácia ﬁtness funkcie pokusu rie²enia aritmetických operácií
po£et generácií. Prvým príkazom cyklu je ohodnotenie populácie jej ﬁtness hodnotami. Ná-
sledne sa nájde najlep²í jedinec a vypo£íta sa priemerná funk£nos´. Tieto hodnoty sú pouºité
pri sledovaní vývoja evolúcie. Po ich vyhodnotení môºe nasta´ zastavenie algoritmu ak bolo
dosiahnuté poºadovaného stavu. Podstatné operácie, ktoré nasledujú sú normalizácia ﬁt-
ness a vytvorenie novej generácie. Normalizácia ﬁtness je vyºadovaná tvarom genetických
operátorov, ktoré pouºívajú propor£ný výber jedincov pre kríºenie, prípadne mutáciu. Nor-
malizácia je vykonaná nakumulovaním hodnôt ﬁtness a následným predelením ﬁtness jedin-
cov touto hodnotou. Vytváranie novej generácie sa nachádza v metóde step_population,
ktorá naplní dodanú ²truktúru populácie mnoºinou nových jedincov. Táto metóda má v
zásade dve implementácie, prvá odráºa algoritmy popísané v sekcií 2.2.6, druhá vypú²´a
operátor kríºenia a vyuºíva len mutáciu. Prvá implementácia za£ína vymedzením elitnej
mnoºiny jedincov, £asti populácie ktorá priamo prechádza priamo do novej generácie. Ti-
eto sa po zoradení populácie pod©a ﬁtness volaním memcpy presunú do novej populácie.
Následne sa v cykle kríºením vygeneruje zvy²ok novej populácie, ktorý je následne pred-
metom mutácie. Kríºenie prebieha výberom dvoch jedincov funkciou select_entity alebo
náhodným výberom, vo©ba ktorá je konﬁgurovate©ná. Rekombinácia je implementovaná vo
funkcií cross_entities. Implementácia kríºenia nad po©om in²trukcií je implementovaná
nájdením jedného, £i dvoch bodov kríºenia a zámenou vymedzených £astí polí jedincov.
Mutácia je implementovaná vo funkcií mutate_entity, parametrizovanej jedincom, ktorý
je predmetom mutácie. Táto £innos´ prebieha vygenerovaním náhodného indexu do po©a
in²trukcií a následnom vygenerovaní £ísel reprezentujúcich nový kód operácie a operandov.
Druhá varianta generovania novej populácie sa odli²uje v tom, ºe cyklus selekcie a kríºenia
je odstránený. Elitná £as´ populácie je doplnená mnoºinou mutantov pôvodnej populácie.
Pri pokusoch bola primárne vyuºívaná táto implementácia nako©ko pri kríºení dochádza k
narú²aniu genotypov obsahujúcich kvalitné rie²enia.
3.2.3 Implementácia pokusov
Princíp implementácie pokusov spo£íva vo výpo£te ﬁtness behom celulárneho automatu.
Kaºdý pokus deﬁnuje v module ca.c metódu s preﬁxom evaluate_, ktorej vstupom je ge-
notyp jedinca z genetického algoritmu (program) a ukazovatele na dve ²truktúry Grid2D
v ktorých prebieha výpo£et (jedná sa o optimaliza£ný krok - nie je nutná £astá alokácia
a dealokácia). V tejto funkcií sa nastaví program na program jedinca pre lokálnu precho-
dovú funkciu nainicializuje sa buﬀer po£iato£ného stavu automatu a spustí sa beh. Po£as
behu alebo na jeho konci sa istým spôsobom odvodí ﬁtness a riadenie sa vráti genetickému
algoritmu.
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void step_populat ion ( struct GA_pop ∗ in , struct GA_pop ∗out )
{
int break i = ELIT_PART∗ in−>s i z e ;
struct en t i t y ∗ i 1 ;
struct en t i t y ∗ i 2 ;
struct en t i t y ∗ o1 ;
for ( int i = break i ; i< out−>s i z e ; i++ )
{
#ifndef USE_ROULETTE
i1 = s e l e c t_en t i t y ( in ) ;
i 2 = s e l e c t_en t i t y ( in ) ;
#else
i 1 = in−>e n t i t i e s +(rand ( ) % in−>s i z e ) ;
i 2 = in−>e n t i t i e s +(rand ( ) % in−>s i z e ) ;
#endif
o1 = &out−>e n t i t i e s [ i ] ;
c r o s s_ en t i t i e s ( i1 , i2 , o1 ) ;
}
sort_by_f i tness ( in ) ;
memcpy( out−>en t i t i e s , in−>en t i t i e s ,
s izeof ( struct en t i t y )∗ break i ) ;
for ( int i = break i ; i< out−>s i z e ; i++ )
{
o1 = out−>e n t i t i e s+i ;
i f ( RAND_0_1 < MUT_PROB ) mutate_entity ( o1 ) ;
}
}
Algoritmus 3.7: Prvý variant implementácie vytvárania novej generácie
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Replikácia
Prvým krokom pri vyhodnocovaní ﬁtness replikácie je nainicializovanie po£iato£ného stavu
tak aby obsahoval subkonﬁguráciu buniek, ktorú hodláme replikova´. Toto je vykonané vo-
laním funkcie setToArray. Deﬁnujú sa premenná cyklu a premenné uchovávajúce index
najlep²ieho kroku a najlep²iu ﬁtness. V cykle sa sekven£ne vykonajú operácie generácie no-
vého stavu automatu, vyh©adanie in²tancií h©adanej konﬁgurácie mnoºiny buniek, výpo£et
ﬁtness a pod©a potreby uloºenie indexu kroku a ﬁtness. Návratovou hodnotou tejto funkcie
je pár indexu kroku s najlep²ou ﬁtness a jej hodnota. Fitness kroku je po£ítaná ako po£et
exaktných in²tancií replikovanej ²truktúry.
struct r e t p a i r e va l ua t e_rep l i c a t i on
( struct Grid2D ∗ in , struct Grid2D ∗ tmp , struct i n s t r prog [ ] )
{
current_prog = prog ;
setToArray ( in , c i r c l e 1 6x16 ) ;
struct Grid2D ∗ swapper ;
int i = 0 ;
int b e s t i = i ;
double sim = 0 . 0 ;
while ( i < MAXSTEPS)
{
ApplyGridFunc ( in , tmp , VonNeumannLocalFuncProgexec ) ;
double r e s = gridLookup ( &c i r c , tmp) ;
swapper = in ;
in = tmp ;
tmp = swapper ;
i++;
i f ( r e s >= sim )
{
sim = re s ;
b e s t i = i ;
}
}
struct r e t p a i r r e t v a l = { be s t i , sim } ;
return r e t v a l ;
}
Algoritmus 3.8: Implementácia výpo£tu ﬁtness replikácie, funkcia gridLookup vráti po£et v²et-
kých výskytov tvaru uloºeného v circ
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Majorita
truktúra je pozorovate©ne odli²ná, k inicializácií nedochádza len jedenkrát, naopak na
najvy²²ej úrovni existuje cyklus deﬁnujúci po£et rozdielnych po£iato£ných konﬁgurácií. Na
za£iatku tohto cyklu sa automat nainicializuje náhodnou konﬁguráciou a vkro£í sa do vn-
útorného cyklu, podobného ako pri replikácií. Výsledná ﬁtness je sú£et najlep²ích ﬁtness
v²etkých náhodných po£iato£ných konﬁgurácii, kde za najlep²iu ﬁtness jedného behu pova-
ºujeme maximálny po£et správnych stavov po vykonaní istého po£tu krokov automatu.
Aritmetické operácie
Operácia, ktorá bola predmetom pokusu bola s£ítanie. Plánom bolo získa´ výsledok s£íta-
nia dvoch bitových vektorov reprezentovaných stavmi mnoºiny buniek. Nako©ko sa v tomto
pokuse nepodarilo získa´ uspokojivé výsledky, budú popísane princípy výpo£tu ﬁtness abs-
traktnej²ie a detailne bude opísaná posledná implementovaná varianta. Na najvy²²ej úrovni
funkcia obsahuje dva cykly generujúce v²etky moºné s£ítance, tieto hodnoty sú konﬁguro-
vate©né. V úrovni zanorenia kde poznáme obidve hodnoty, nastavíme celulárny automat do
konﬁgurácie s nulovými stavmi a na miesta ur£ených v konﬁgurácií zakódujeme s£ítance
ako bitové vektory. Následne spustíme celulárny automat a po ²peciﬁkovanom po£te krokov





Táto kapitola bude rozobera´ a analyzova´ získané výsledky evolúcie. V prípadoch replikácie
a majority sa zmeráme na analýzu získaných rie²ení a v prípade aritmetických operácií za
zmeráme na dôvody pre ktoré evolúcia zlyhala a navrhneme moºné rie²enia, o ktorých sa
dá predpoklada´, ºe by boli úspe²nej²ie.
4.1 Replikácia v binárnom celulárnom automate
Pokusy spo£ívali v h©adaní mnoºiny in²trukcií, ktoré boli schopné replikova´ ²truktúry po-
£iato£ných konﬁgurácií. Pouºité vzory tejto série sú vyobrazené niº²ie, vi¤ obrázok 4.1.
Konﬁgurácia pouºitá na tieto pokusy vyuºívala von Neumannovo okolie, mreºu rozmerov
16x16, program d¨ºky pä´ in²truk£nú sadu zmienenú v predchádzajúcej kapitole. Konﬁgurá-
cia genetického algoritmu bola populácia ve©kosti 20, limit po£tu generácií 10000, proporcia
elitnej £asti populácie 0.2, ºiadne kríºenie a pravdepodobnos´ mutácie 0.8. Pokusy boli sp-
ú²´ané na dvoch hardvérových konﬁguráciach Intel Core i5 taktované na 2.53 GHz a Intel
Xeon X5355 taktovaný na 2.66 GHz. Vzh©adom na to ºe konﬁgurácia nebola implemento-
vaná tak aby vyuºívala viacej jadier je tento parameter nepodstatný. Rie²enia bol program
schopný nájs´ do 100 generácií, £o trvalo maximálne do 20 sekúnd reálneho £asu. Boli zís-
kavané rie²enia vytvárajúce rôzne po£ty replík, spolo£ným znakom bol v²ak výskyt funkcie
XOR, kde pozícia a po£et buniek vyskytujúcich sa vo výraze priamo ovplyv¬oval po£et
replík a pozície v ktorých vznikali.
Obrázok 4.1: Pouºité ²truktúry
XOR : 2 : 3; NOP : 2 : 1; NOR : 3 : 0; AND : 4 : 2; OR : 3 : 4;
Algoritmus 4.1: Program generujúci dve horizontálne repliky, £ísla udávajú ktorá z okolitých
buniek je vstupom. Výsledok sa ukladá do prvého operandu. Index bunky výsledku je 2
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XOR : 4 : 1; XOR : 2 : 3; XOR : 2 : 4; XOR : 0 : 2; NAND : 0 : 0;
Algoritmus 4.2: Program generujúci tri repliky, £ísla udávajú ktorá z okolitých buniek je
vstupom. Výsledok sa ukladá do prvého operandu. Index bunky výsledku je 2
Obrázok 4.2: Priebeh replikácie
4.1.1 Rie²enia vytvárajúce dve repliky
Pozorovanie dvoch replík zodpovedalo výskytu jednej in²tancie funkcie XOR v programe.
Táto in²trukcia brala ako operandy centrálnu bunku a jednu z okolitých, ktorej pozícia ur-
£ovala smer postupu replikácie. Príkladom, ak program obsahoval in²trukciu XOR, ktorá
spôsobila ºe výsledkom lokálnej prechodovej funkcie bude výsledok jej aplikovania na cen-
trálnu a západnú bunku, dochádzalo k vytváraniu replík v horizontálnom smere, v©avo a
vpravo.
4.1.2 Rie²enia vytvárajúce tri repliky
Podobne ako pri dvoch replikách, bolo moºné pozorova´ ºe program obsahoval in²trukcie
XOR, operujúce nad centrálnou bunkou a vybranými bunkami okolia. V prípade ke¤ bol
výsledok lokálnej prechodovej funkcie udaný programom, ktorý v sekvencií po£ítal XOR cen-
trálnej a západnej bunky, centrálnej a východnej a nakoniec centrálnej a juºnej, dochádzalo
k vzniku replík v smere na sever, východ a západ.
4.1.3 Rie²enia nájdené evolúciou a známe princípy replikácie
Replikácia patrí k £asto skúmaním správaniam celulárnych automatov a výskyt replík moºno
pozorova´ v automatoch generovaných zna£nou mnoºinou pravidiel. Je zrejmé, ºe výpo£etne
úplné mnoºiny pravidiel umoº¬ujú vytvára´ ²truktúry schopné replikova´. Existujú v²ak aj
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pravidlá, pre ktoré platí, ºe kaºdá po£iato£ná ²truktúra vytvára repliky. Toto správanie je
moºné pozorova´ v elementárnom celulárnom automate pouºívajúcom pravidlo 90, ako aj v
dvojdimenzionálnom automate pouºívajúcom jedno z Friedkinovich pravidiel[3][8]. Spolo£ná
vlastnos´ obidvoch sád pravidiel je, ºe následujúci stav bunky závisí na parite okolných sta-
vov. Pravidlo 90 implementuje funkciu XOR okolitých buniek. Friedkinove pravidlo hovorí,
ºe bunka je v nasledujúcom kroku aktívna vtedy a len vtedy ak je po£et aktívnych buniek
sú£asného stavu nepárny. Je zrejmé, ºe toto správanie je implementované sú£tom stavov
buniek v zvy²kovej triede modulo 2, £o je moºné implementova´ ako výpo£et parity, to jest
XOR v²etkých vstupov. Rie²enie získané evolúciou sa sa lí²i v tom oh©ade, ºe neberie do
úvahy jednu z buniek okolia. Toto má pozorvate©ne za následok to, ºe sa ako vizuálne tak
aj po£tom replík automaty odli²ujú. V princípe sa v²ak jedná o ekvivalentné rie²enia.
4.2 Replikácia v celulárnom automate so ²tyrmi stavmi
Nastavenia aplikácie sa zmenili iba v parametre po£tu stavov automatu a stým spojenej
in²truk£nej sady. Pouºité vzory obsahovali v²etky prípustné stavy. Hardvérová konﬁgurácia
ostala podobná. Vzh©adom na teoretické princípy fungovania replikácie v celulárnych au-
tomatoch boli o£akávané výsledky zhodné s binárnym automatom. Evolúcia bola schopná
úspe²ne nachádza´ rie²enia, doba ktorú v²ak potrebovala bola dlh²ia - po£et generácií sa
pohyboval v rozmedzí 140-160. Získané rie²enia opä´ obsahovali sekvencie príkazov XOR,
po£ítajúcich paritu.
Obrázok 4.3: Pouºité ²truktúry evolúcie v 4-stavovom automate
4.3 Majorita v binárnom automate
O tomto probléme je známe, ºe neexistuje rie²enie[4], ktoré by bolo schopné rozhodnú´ v²etky
po£iato£né konﬁgurácie. Preto budú výsledky ohodnocované po©a percentuálneho pokrytia.
Pri vyhodnocovaní nebolo moºné overi´ v²etky po£iato£né konﬁgurácie, vyhodnocovalo sa
1000 po£iato£ných konﬁgurácií, po£as ktorých dochádzalo k zmene pravdepodobnostného
rozloºenia pouºitého pri generovaní náhodných konﬁgurácií. Nako©ko bola ﬁtness vyhodno-
covaná nad náhodnými konﬁguráciami jej hodnota pre rie²enia nie je stabilná av²ak neboli
pozorované ºiadne zásadné odchýlky v kvalitných rie²eniach. Nastavenie aplikácie boli od-
li²né, pouºité bolo Moorovo okolie (vzh©adom na vy²²iu náro£nos´ úlohy), ve©kos´ mreºe
ostala nezmenená - 16x16, pouºitá d¨ºka programu bola 7, maximálny po£et krokov au-
tomatu 50. Genetický algoritmus operoval v konﬁgurácií bez kríºenia, populácie ve©kosti
10, nová populácia bola generovaná propor£ným výberom jedincov, ktorý boli a pravde-
podobnos´ou 0.8 predmetom mutácie. Po£et generácií bol limitovaný na 2000. Podmienka
ukon£enia - 100% pokrytie testovacích konﬁgurácií nebola nikdy splnená. Beh algoritmu £o
sa týka reálneho £asu bol poznate©ne dlh²í. Charakter získavaných rie²ení bol následovný.
V za£iatku algoritmus v priebehu malého po£tu generácií nachádzal rie²enia, ktoré boli
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²peciﬁcké obsahom jedinej in²trukcie ovplyv¬ujúcej nasledovný stav a to in²trukcie OR,
toto garantovalo jedincovi ﬁtness 200 000 - 205 000 z maximálnej 256000 (mreºa 16x16,
1000 pokusov, ﬁtness bola udaná po£tom buniek v správnom stave po ). al²ím pozorova-
ným skokom bolo zaradenie dodato£nej in²trukcie. Vä£²ina rie²ení ostala v tomto lokálnom
extréme, ktorý pozostával s páru niektorých in²trukcií OR, AND, NOR. Tieto rie²enia do-
sahovali ﬁtness 219 000 aº 222 000. Najlep²ie nájdené rie²enie dosahovalo ﬁtness 249 000 -
252 000 z maximálnej 256000. Najlep²ie nájdené rie²enie je ukázané v Algoritme 4.3.
AND : 2 : 2; NOP : 7 : 3; AND : 3 : 2; AND : 4 : 5; XOR : 7 : 1; OR : 4 : 3;
Algoritmus 4.3: Najlep²ie nájdené rie²enie, £ísla na pozíciach operandov ur£ujú index do
Moorovho okolia, po£ínajúc od nuly, pozícia výsledku je 4
Obrázok 4.4: Vývoj ﬁtness najlep²ieho rie²enia
4.4 Majorita v celulárnom automate so ²tyrmi stavmi
Pouºité rozmery a maximálny po£et krokov bol zhodný ako pri pokusoch na binárnom ce-
lulárnom automate. In²truk£ná sada bola roz²írená o in²trukcie pracujúce nad vektormi
bitov. D¨ºka programu bola opä´ 7. Inicializácia pri výpo£te ﬁtness inicializovala mreºu do
v²etkých 4 stavov s rovnakou pravdepodobnos´ou. Konﬁgurácia genetického algoritmu bola
ekvivalentná s predchádzajúcim pokusom. Získané výsledky boli zna£ne menej kvalitné. Naj-
lep²ie objavené rie²enia boli schopné dosiahnu´ maximálne ﬁtness v rozmedzí 180 000 - 190
000 z 256000. Najlep²ie zo získaných rie²ení obsahovalo práve dve in²trukcie ovplyv¬ujúce
výsledok prechodovej funkcie a to MUL (násobenie modulo), NOR a ROR (bitová rotácia
doprava). Druhé z rie²ení bolo ²trukturálne podobné rie²eniam z predchádzajúceho pokusu,
obsahovalo in²trukcie AND a OR.
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Obrázok 4.5: Vývoj stavov automatu pouºívajúceho najlep²iu nájdenú funkciu, kroky 0, 3, 6,
9, 12, 14, kroky 15 a vy²²ie obsahujú uº len bunky aktívneho stavu
MUL : 8 : 2; MUL : 0 : 1; SWAP : 3 : 2; NOR : 4 : 8; ADD : 7 : 3; ROR : 4 : 6;
Algoritmus 4.4: Najlep²ie nájdené rie²enie, £ísla na pozíciach operandov ur£ujú index do
Moorovho okolia, po£ínajúc od nuly, pozícia výsledku je 4
4.5 Aritmetické výpo£ty
o sa týka pokusov vykonaných v rámci h©adania série in²trukcií vykonávajúcich aritmetické
operácie, treba poveda´ ºe tu uspokojivého úspechu dosiahnutého nebolo. Táto kapitola sa
bude venova´ opisu metód a konﬁgurácií, ktoré boli pouºité pri h©adaní rie²ení. Opísané
budú aj moºné vylep²enia, ktoré by mohli vies´ k uspokojivým výsledkom. V²etky pokusy
pracovali so s£ítancami bitovej ²írky tri. Testované boli v²etky moºné kombinácie vstupov
(64). Celulárny automat pouºíval Moorovo okolie, pouºité d¨ºky programov boli v rozmedzí
5-9. Nastavenia genetického algoritmu boli podobné ako v predchádzajúcich pokusoch, opä´
bola pouºitá iba mutácia, ve©kos´ populácie a limit generácii boli v²ak vy²²ie, nako©ko vý-
po£et ﬁtness nebol tak výpo£etne náro£ný (oproti majorite). Kaºdý z neúspe²ných pokusov
bol spustený 40 krát, do vypr²ania limitu generácií, ktorý bol nastavený tak aby výpo£et
trval pribliºne 3 hodiny reálneho £asu. Prvý vykonaný pokus spo£íval v postupe zmienenom
v sekcií 3.1.3, isté pozície v automate boli inicializované pod©a hodnôt bitov s£ítancov a
v inej sekcií bola mnoºina buniek interpretovaná ako výsledok. Tento pokus sa vykonával
v binárnom automate a po£et krokov ktoré mohol automat vykona´ nebol pri analýze ﬁt-
ness zoh©ad¬ovaní. Rie²enie, ktoré evolúcia na²la v tomto prípade vykazovalo príli² ve©ké
odchýlky a po£et krokov po ktorých boli dosahované najlep²ie rie²enia bol príli² variabilný.
Druhá z pouºitých konﬁgurácií pokusu bola opä´ v binárnom celulárnom automate, tento-
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krát v²ak pozície s£ítancov vertikálne zarovnané na dvoch riadkoch ihne¤ pod sebou, vi¤
ilustrácia 4.6. Testovaný limit po£tu krokov bol pä´, vychádzajúci z úvahy, ºe rie²enie by
mohlo fungova´ na princípe bitovej s£íta£ky - 1 krok s£ítanie, 4 propagácia prenosu. Najlep-
²ie nájdené rie²enie bolo schopné s istou presnos´ou s£itova´ - odchýlky 1 aº 3, av²ak tohto
bolo dosahované pre kaºdý vstup po inom po£te krokov.
Neskôr po úvahe boli následné pokusy vykonávané v ²tvorstavovom automate a cie©om na
ktorý som sa zameral bolo h©adanie takej po£iato£nej konﬁgurácie, ktoré by umoº¬ovali evo-
lúcii jednoduch²ie odvodenie zmieneného princípu s£íta£ky. Toto spo£ívalo v umiest¬ovaní
vstupov a výstupu ako aj v pridaní po£iato£ných distorzií, £i nastaveniu okolia buniek kde
bola predpokladaná oblas´ výpo£tu.
Jednou z pouºitých po£iato£ných konﬁgurácií bolo umiestnenie s£ítancov na riadky s jedným
vo©ným riadkom medzi nimi na ktorom bol o£akávaný výsledok. Testované boli aj obmeny
tejto konﬁgurácie, kde bunka najmenej významného bytu výsledku bola nastavená do stavu
3, kde bolo predpokladané, ºe by mohol by´ pouºitý ako indikátor propagácie prenosu. Iná
modiﬁkácia spo£ívala v nastavení v²etkých buniek, aº na bunky s£ítancov a výsledku do
stavu mimo 0 a 1.
al²ím krokom bolo zlú£enie buniek s£ítancov a výsledku, kde vybraná mnoºina buniek
bola nastavená do náleºitého stavu (0 ak oba s£ítance na oboch pozíciach obsahovali 0, ak
jeden z nich obsahoval 1 bola bunka nastavená do stavu 1 alebo 2 pod©a indexu s£ítanca a
nakoniec 3 ak oba s£ítance obsahovali zapnutý bit).
Za zmienku stojí aj po£iato£ná konﬁgurácia, kde boli s£ítance umiestnené na jeden riadok,
horizontálne vzdialené o jednu bunku s druhým s£ítancom s opa£ným poradím bitov. Vý-
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Obrázok 4.7: Pouºitá po£iato£ná konﬁgurácia pokusu
4.5.1 Predpokladané dôvody neúspechu
Prvou z úvah bol predpokladaný nedostatok po£tu stavov. Je moºné, ºe v priebehu h©ada-
nia rie²enia v istých po£iato£ných konﬁguráciách neboli ²tyri stavy dostato£né na uloºenie
priebehu výpo£tu. Hlavne £o sa týka prepnutia sa medzi výpo£tom sú£tu a pripo£ítaním
prenosu.
Iným dôvodom zlyhania evolúcie v tomto prípade mohla by´ nevhodnos´ pouºitých ﬁtness
pri h©adaní. Prvá z ﬁtness minimalizovala chybu druhá po£ítala po£et presne vypo£ítaných
výsledkov. Tieto ﬁtness neboli schopné vhodným spôsobom oceni´ parciálne rie²enia, ktoré
priamo nevplývali na ﬁtness. Je moºné, ºe ﬁtness lep²ie zachycujúce ²truktúru s£íta£ky by
boli schopné evolúciu navies´ správnym smerom.
Posledný a pravdepodobne najvýznamnej²í dôvod bola snaha implementova´ výpo£et, na
ktorý nie sú uniformné celulárne automaty vhodné. Bitové s£ítanie je umelá operácia, ktorej
známe rie²enia operujú na princípe interakcie funk£ne rozdielnych komponentov - jednobi-
tovej s£íta£ky a vodi£ov ako oneskorovacích prvkov.
4.5.2 Moºné modiﬁkácie
Prvou s navrhnutých variácií je zvý²enie po£tu stavov automatu na 8. Toto rie²enie by
mohlo vies´ k úspechu evolúcie. Dá sa v²ak predpoklada´, ºe ostatné problémy pretrvajú,
najmä problémy s odha©ovaním ²truktúry rie²enia. Toto by mohlo by´ odstránené úpravou
in²truk£nej sady, £i zvolením reprezentácie programu umoº¬ujúcu vytvára´ komplexnej²ie
riadiace ²truktúry. Moºnos´ vytvori´ ²truktúru typu if-else by algoritmu umoºnila prepí-
na´ sa medzi stavmi ke¤ s£ituje a ke¤ dochádza k spracovaniu prenosu. Alternatívnym
prístupom pri rie²ení tohto a podobných problémov by mohla by´ zmena typu automatu.
Príkladom, neuniformný celulárny automat kde by sme neh©adali lokálnu prechodovú funk-
ciu ale funkcie jednotlivých buniek, prípadne by sme tieto funkcie mali udané vzh©adom k
doméne problému a h©adali ich priradenie bunkám.
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Posledným nie tak úplne rie²ením by mohlo by´ zjednodu²enie problému. Pri pokusoch sme
pracovali s trojbitovými vstupmi a h©adali ²tvorbitový výsledok. Zjednodu²enie vstupu na




V práci bol prezentovaný alternatívny prístup k h©adaniu prechodových funkcií celulárnych
automatov. Získané výsledky boli zvä£²ej miery pozitívne, bol v²ak ukázaný aj problém
kde nebolo moºné dosiahnu´ kvalitného rie²enia. Napriek tomu sa jedná o metódu, ktorá je
schopná odha©ova´ rie²enia istej mnoºiny problémov s vy²²ou úspe²nos´ou ako naivné rie²e-
nie. Metóda bola v extrémne krátkom £ase schopná odhali´ rie²enia pre problém replikácie.
Tieto rie²enia kore²pondovali s rie²eniami odhalenými ©udským uvaºovaním. Odhalené rie-
²enia pokusu s majoritou boli schopné s dobrou úspe²nos´ou rie²i´ tento problém. Rie²enia
týchto problémov boli odhalené ako v binárnom tak aj v ²tvorstavovom celulárnom auto-
mate.
Napriek týmto úspechom metóda nebola v rozsahu £asu mnou vyuºitom na jej testovanie
schopná nájs´ rie²enie problému s£ítania £ísel. Za hlavný dôvod neúspechu by som povaºo-
val zloºitos´ vyjadri´ postup tejto operácie jedným programom pre v²etky bunky automatu.
Prezentované v²ak boli techniky, ktoré vylep²ujú navrhované postupy rie²iace nedostatky,
ktoré boli ozna£ené za prí£inu neúspechu.
43
Literatúra
[1] Adaptation in Natural and Artiﬁcial Systems. University of Michigan Press, 1975.
[2] Gardner, M.: Mathematical games: The fantastic combinations of john conway's new
solitaire game "life". Scientiﬁc American, , c. 223, oct 1970: s. 120123.
[3] Gardner, M.: Wheels, Life, and Other Mathematical Amusements. W. H. Freeman and
Company, 1983.
[4] Land, M.; Belew, R.: No Perfect Two-State Cellular Automata for Density
Classiﬁcation Exists. Physical Review Letters, 1995: s. 51485150.
[5] von Neumann, J.: The Theory of Self-Reproducing Automata. University of Illinois
Press, 1966.
[6] Sipper, M.: Evolution of Parallel Cellular Machines. Springer, 1997.
[7] Vladimír Kvasni£ka, P. T., Ji°í Pospíchal: Evolu£né algoritmy. Vydavate©stvo STU,
2000.
[8] Wójtowicz, M.: Cellular Automata rules lexicon.
URL <http://psoup.math.wisc.edu/mcell/rullex_nmbi.html>





Pouºitie a konﬁgurácia aplikácie
Prie£inok so zdrojovými súbormi obsahuje súbor Makeﬁle, je moºné ho pouºi´ na zostavenie
spustite©ného súboru ca. Ako bolo nieko©kokrát zmienené konﬁgurácia prebieha deﬁníciou
makier v súbore shared.h. Po zmene konﬁgurácie je nutná rekompilácia.
Hlavné nastavenie je makro BEHAVIOUR, jeho hodnota ur£uje pouºitú ﬁtness funkciu a tým
rie²ený problém. Niektoré z hodnôt sú redundantné.
Makrá GRIDSIZEX a GRIDSIZEX, ur£ujú rozmery automatu. Makro MAXSTEPS ur£uje maxi-
málny po£et krokov pokusu. Následujúca sada makier nastavuje genetický algoritmus, ich
význam by mal by´ zrejmý. Makro PROGLEN ur£uje d¨ºku h©adaného programu.
Makrá NEUMANN a MOORE ur£ujú tvar okolia. Makro BOUNDARY_HANDLE ur£uje spôsob o²etre-
nia hrani£ných podmienok. Makro MAXSTATES ur£uje po£et stavov automatu.
Nasledujúca mnoºina makier nastavuje problémy. Makro MAJORTESTS ur£uje po£et po£iato£-
ných konﬁgurácií pri ur£ovaní ﬁtness pokusu majority. Makrá s preﬁxom ARIT ur£ujú ²írku,













// g r i d s i z e s
#define GRIDSIZEX 16
#define GRIDSIZEY 16
//max s t ep count
#define MAXSTEPS 50
// con f i g u r a t i on o f g en e t i c a l gor i thm





#define MUT_PROB ((double ) 0 . 8 )
#define ELIT_PART ((double ) 0 . 2 )
//program l en g t h
#define PROGLEN 6
// used neighbour
//#de f i n e NEUMANN
#define MOORE
//how to handle boundar ies
#define BOUNDARY_HANDLE BOUNDARY_MODULAR
// s t a t e s o f automaton
// requ i r ed to pe power o f two
#define MAXSTATES 4
#define MAXSTATES_MASK (MAXSTATES−1)
Algoritmus A.1: Prvá £as´ súboru shared.h zodpovedná za konﬁguráciu
46
//major i ty s e t t i n g s
#define MAJORTESTS 1000








#define RESPOSY 8 //5
#define RESWIDTH 4
#define RESMVAL 16
Algoritmus A.2: Druhá £as´ súboru shared.h zodpovedná za konﬁguráciu
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