Skew-Cyclic Codes over $B_k$ by Irwansyah et al.
ar
X
iv
:1
70
5.
06
00
7v
1 
 [m
ath
.C
O]
  1
7 M
ay
 20
17
Skew-Cyclic Codes over Bk
Irwansyah
Mathematics Department,
Universitas Mataram, Jl. Majapahit 62, Mataram,
INDONESIA
Aleams Barra, Intan Muchtadi-Alamsyah, Ahmad Muchlis,
Algebra Research Group,
Faculty of Mathematics and Natural Sciences,
Institut Teknologi Bandung, Jl. Ganesha 10, Bandung, 40132,
INDONESIA
Djoko Suprijanto ∗
Combinatorial Mathematics Research Group,
Faculty of Mathematics and Natural Sciences,
Institut Teknologi Bandung, Jl. Ganesha 10, Bandung, 40132,
INDONESIA
Abstract
In this paper we study the structure of θ-cyclic codes over the ring Bk
including its connection to quasi-θ˜-cyclic codes over finite field Fpr and skew
polynomial rings over Bk. We also characterize Euclidean self-dual θ-cyclic
codes over the rings. Finally, we give the generator polynomial for such codes
and some examples of optimal Euclidean θ-cyclic codes.
Keywords : θ-cyclic codes, quasi-θ-cyclic codes, the ring Bk, Euclidean
self-dual codes.
1 Introduction
Cyclic codes are some of the most interesting families of codes because of their rich
algebraic structures. In 2007, Boucher et. al. [2] introduced a notion of skew-cyclic
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codes or θ-cyclic codes as a generalization of cyclic codes. This class of codes has
been studied over certain finite rings such as finite fields [2], the ring F2+vF2, where
v2 = v [1], and very recently over the rings Ak [7], and produced several optimal
codes including optimal Euclidean self-dual code [36, 18, 11] over F4 which improve
previous known bound for self-dual codes [2]. Moreover, the codes have a close
connection with modules over skew-polynomial rings as shown in [1], [2], [3], [6],
and [7].
In this paper, we define Bk, an algebra over a finite field Fpr , which is a natural
generalization of the ring Ak, and we study its structures including the shape of
its maximal ideals and automorphisms. We also study the structures of θ-cyclic
codes over the ring Bk. We focus on its connection to quasi-θ-cyclic codes over
finite fields and skew polynomial rings over Bk. We give the generators for such
codes. Moreover, we also study self-dual θ-cyclic codes over such rings and give
some examples of optimal codes.
2 The ring Bk : basic facts
In this section we provide some basic facts regarding the ring Bk. Some properties
are easy to derived, but we include here for the reader’s convenience.
Let Fpr be the field extension of degree r of prime field Fp, for some positive
integer r. The ring Bk is defined as Bk := Fpr [v1, v2, . . . , vk]/〈v
2
i − vi, vivj − vjvi〉 for
all i, j = 1, . . . , k. For example, when k = 1, then B1 = Fpr + vFpr , where v
2 = v.
For convenience, we let B0 = Fpr . The ring Bk can be considered as a commutative
algebra over Fpr . Let H be the collection of all subsets of {1, . . . , k}. Then, we have
the following observation.
Lemma 1. The ring Bk can be viewed as an Fpr-vector space with dimension 2
k
whose basis consists of elements of the form
∏
i∈H wi, where H ∈ H and wi ∈
{vi, 1− vi} for 1 ≤ i ≤ k.
Proof. As we can see, every element a ∈ Bk can be written as a =
∑
H∈H αHvH , for
some αH ∈ Fpr , where vH =
∏
i∈H vi and v∅ = 1. Therefore, Bk is a vector space
over Fpr with basis consists of elements of the form vH =
∏
i∈H vi, where v∅ = 1
and there are
∑k
j=0
(
k
j
)
= 2k elements of basis. Now, we will show that the set
{1, wH2, . . . , wH2k} is also a basis, where H2, . . . , H2k ∈ H such that |Hi| ≤ |Hj| for
all 2 ≤ i < j ≤ 2k. Consider,
α1 + α2wH2 + · · ·+ α2kwH2k = 0
for some αi ∈ Fpr , for all i = 1, . . . , 2
k, which gives,
−α1 = α2wH2 + · · ·+ α2kwH2k .
If α1 6= 0, then ξ1 =
(
α2wH2 + · · ·+ α2kwH2k
)
is a unit, a contradiction to ξ1 ∈
〈w1, . . . , wk〉. So, α1 = 0, which means,
−
(
α2wH2 + · · ·+ αk+1wHk+1
)
= αk+2wHk+2 + · · ·+ α2kwH2k .
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If
(
α2wH2 + · · ·+ αk+1wHk+1
)
6= 0, then it is a contradiction to the fact that |Hj| ≥
2, for all j = k + 2, . . . , 2k. Consequently,
(
α2wH2 + · · ·+ αk+1wHk+1
)
= 0. We
have to note that, the set B1 = {1, w{1}, w{1,2}, w{2}, . . . , w{1,2,...,k}} is also linearly
independent over Fpr , because Bk is a vector space over Fpr with elements of basis
are of the form vH , where H ∈ H. Therefore,
(
α2wH2 + · · ·+ αk+1wHk+1
)
= 0 gives
α2 = · · · = αk+1 = 0. On continuing this process, we have α1 = · · · = α2k = 0, which
means they are linearly independent over Fpr .
The following result is an immediate consequence of the above lemma.
Lemma 2. The ring Bk has characteristic p and cardinality (p
r)2
k
.
Proof. It is immediate since the characteristic of Fpr is p, and Bk can be viewed as
a Fpr -vector space with dimension
∑k
i=0
(
k
i
)
= 2k.
The following lemma gives a characterization for zero divisor elements in Bk.
Lemma 3. An element ω ∈ Bk is a zero divisor if and only if ω ∈ 〈w1, w2, . . . , wk〉,
where wi ∈ {vi, 1− vi} for 1 ≤ i ≤ k.
Proof. (⇐=) It is clear that, vi(1 − vi) = 0, for all i = 1, . . . , k. Therefore, if
ω ∈ 〈w1, w2, . . . , wk〉, then it is a zero divisor in Bk.
(=⇒) Consider the equation,
(α+ βvk)(γ + ǫvk) = a + bvk
given α + βvk, a + bvk ∈ Bk, for some α, β, a, b ∈ Bk−1. We have γ = aα
−1 and
ǫ = (b− βa)(α(β + α))−1. Therefore, if a + bvk = 1, then γ = 1 and ǫ = −β(α(β +
α))−1. Which implies, α + βvk is a unit if and only if α and α + β are also units.
Considering this observation for elements in Bk−1, Bk−2, . . . , B1, we have α+βv ∈ B1
is a unit if and only if α, α+ β ∈ Fpr are non zero elements. Since, every element in
finite commutative ring is either a unit or a zero divisor, we can see that the only
zero divisors in B1 are the elements in the ideals generated by βv or α(1 − v). By
generalizing this result recursively, we have the intended conclusion.
Also, we can easily show that I = 〈w1, w2, . . . , wk〉 is a maximal ideal in Bk.
Lemma 4. Let I = 〈w1, w2, . . . , wk〉, where wi ∈ {vi, 1− vi} for 1 ≤ i ≤ k. Then I
is a maximal ideal in Bk.
Proof. Consider the quotient ring Bk/I. If vi ∈ I, then 1 − vi ≡ 1 mod I, and if
1 − vi ∈ I, then vi = 1 − (1 − vi) ≡ 1 mod I. Consequently, Bk/I is a field. So, I
is a maximal ideal. Moreover, by Lemma 1, every element a in Bk, can be written
as a =
∑
H∈H αHwH , for some αH ∈ Fpr . Therefore, we have Bk/I
∼= Fpr .
Lemma 5. αp
r
= α, for all α ∈ Bk.
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Proof. Let α =
∑
H∈H αHvH , for some αH ∈ Fpr , where vH =
∏
j∈H vj . Then, for
any H1 ∈ H, consider
αp
r
=
pr∑
i=0
(
pr
i
)
(αH1vH1)
i
(∑
H 6=H1
αHvH
)pr−i
= αH1vH1 +
( ∑
H 6=H1
αHvH
)pr
since Fpr has characteristic p and β
pr−1 = 1 for all β ∈ Fpr . If we continue this
procedure, then we have αp
r
= α.
The proposition below shows that Bk is a principal ideal ring.
Proposition 6. Let I = 〈α1, . . . , αm〉 be an ideal in Bk, for some α1, . . . , αm ∈ Bk.
Then,
I =
〈 ∑
A⊆{1,...,m},A 6=∅
(−1)|A|+1
(∏
j∈A
αj
)pr−1〉
.
Proof. Consider αi
∑
A⊆{1,...,m},A 6=∅(−1)
|A|+1
(∏
j∈A αj
)pr−1
. For any A ⊆ {1, . . . , m},
if i ∈ A, then
αi(−1)
|A|+1
(∏
j∈A
αj
)pr−1
= (−1)|A|+1αi

 ∏
j∈A−{i}
αj


pr−1
since αp
r
i = αi by Lemma 5. Consequently, there is a unique A
′ = A − {i} ⊆
{1, . . . , m}, such that
αi

(−1)|A|+1
(∏
j∈A
αj
)pr−1
+ (−1)|A
′|+1
(∏
j∈A
αj
)pr−1 = 0.
Otherwise, if i 6∈ A, then there is a unique A′′ = A ∪ {i} ⊆ {1, . . . , m} such that
αi

(−1)|A|+1
(∏
j∈A
αj
)pr−1
+ (−1)|A
′′|+1
(∏
j∈A
αj
)pr−1 = 0.
So, every term will be vanish except αiα
pr
i = αi. Therefore,
I ⊆
〈 ∑
A⊆{1,...,m},A 6=∅
(−1)|A|+1
(∏
j∈A
αj
)pr−1〉
.
It is clear that 〈 ∑
A⊆{1,...,m},A 6=∅
(−1)|A|+1
(∏
j∈A
αj
)pr−1〉
⊆ I.
Thus, I =
〈∑
A⊆{1,...,m},A 6=∅(−1)
|A|+1
(∏
j∈A αj
)pr−1〉
.
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The following proposition shows that the ideal in Lemma 4 is the only maximal
ideal in Bk.
Proposition 7. An ideal I in Bk is maximal if and only if I = 〈w1, w2, . . . , wk〉,
where wi ∈ {vi, 1− vi} for 1 ≤ i ≤ k.
Proof. (⇐=) It is clear by Lemma 4.
(=⇒) Let J be a maximal ideal in Bk. By Proposition 6, Bk is a principal ideal ring.
Then, let J = 〈ω〉, for some ω ∈ Bk. Note that, ω is not a unit in Bk, so it is a zero
divisor. By Lemma 3, ω is an element of some mi = 〈w1, w2, . . . , wk〉, which means
J ⊆ mi. Consequently, J = mi, because J is a maximal ideal.
The following result gives a characterization of automorphism in Bk.
Theorem 8. Let θ be an endomorphism in Bk. Then, θ is an automorphism if and
only if θ(vi) = wj, for every i ∈ {1, . . . , k}, and θ, when restricted to Fpr , is an
element of Gal(Fpr/Fp).
Proof. (=⇒) Let J = 〈v1, . . . , vk〉 and Jθ = 〈θ(v1), . . . , θ(vk)〉. Consider the map
λ :
Bk
J
→
Bk
Jθ
a+ J 7→ θ(a) + Jθ
We can see that the map λ is a ring homomorphism. For any a, b ∈ Bk/J where
λ(a) = λ(b), let a = a1 + J and b = b1 + J for some a1, b1 ∈ Bk. As we can see,
θ(a1 − b1) ∈ Jθ, so a1 − b1 ∈ J. Consequently, a− b = 0 + J, which means a = b, in
other words, λ is a monomorphism. Moreover, for any a′ ∈ Bk/Jθ, let a
′ = a2 + Jθ
for some a2 ∈ Bk, then there exists a = θ
−1(a2) + J such that λ(a) = a
′. Therefore,
Fpr ≃ Bk/J ≃ Bk/Jθ, which implies Jθ is also a maximal ideal. By Proposition 7,
Jθ = 〈w1, . . . , wk〉, where wi ∈ {vi, 1− vi} for 1 ≤ i ≤ k. By Proposition 6,
Jθ =
〈 ∑
A⊆{1,...,k},A 6=∅
(−1)|A|+1
(∏
j∈A
wj
)pr−1〉
=
〈 ∑
A⊆{1,...,k},A 6=∅
(−1)|A|+1
(∏
j∈A
θ(vj)
)pr−1〉
which means, ∑
A⊆{1,...,k},A 6=∅
(−1)|A|+1
(∏
j∈A
wj
)pr−1
and ∑
A⊆{1,...,k},A 6=∅
(−1)|A|+1
(∏
j∈A
θ(vj)
)pr−1
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are associate. Therefore, θ(vi) = βwj for some unit β which satisfies
(
β |A|
)pr−1
= β,
for all A 6= ∅. Since βp
r
= β and β is a unit, we have βp
r−1 = 1. Therefore, β must
be equal to 1. Moreover, since θ is an automorphism, θ(vi) 6= θ(vj) whenever i 6= j.
Also, since all automorphism of Fpr are elements of Gal(Fpr/Fp), then it is clear that
when θ restricted to Fpr , it is really an element of Gal(Fpr/Fp).
(⇐=) Suppose that θ(vi) = wj , and θ(vi) 6= θ(vj) whenever i 6= j. By Lemma 1, we
can see that θ is also an automorphism.
3 Gray map
As mentioned implicitly in Lemma 1, every element in the ring Bk can be written
as α + βvk, where α, β ∈ Bk−1. For k ≥ 2, let φk : Bk −→ B
2
k−1 where
φk(α + βvk) = (α, α+ β).
Then define the Gray map Φk : Bk −→ F
2k
pr where Φ1(γ) = φ1(γ), Φ2(γ) = φ1(φ2(γ))
and
Φk(α) = φ1(φ2(. . . (φk−2(φk−1(φk(γ)) . . . ).
It follows immediately that Φk(1) = 1, the all one vector. We note that the Gray
map is a bijection and it is a generalization of the one in [7].
Also, every element a in Bk can be written as
a =
∑
H∈H
αHvH
for some αH ∈ Fpr , where vH =
∏
i∈H vi. Now, define a map Ψk as follows.
Ψk : Bk −→ F
2k
pr
a =
∑2k
i=1 αHivHi 7−→
(∑
H⊆H1
αH ,
∑
H⊆H2
αH , . . . ,
∑
H⊆H
2k
αH
)
.
Here, H1, H2, . . . , H2k ∈ H, where H is a collection of subsets of {1, 2, . . . , k}. We
can show that this Ψk map is also a bijection map and it is a permutation of the
Gray map Φk. Therefore, we can choose all Hi such that Ψk = Φk. So, from now on
we assume that we have already chosen all Hi such that Ψk = Φk.
Let H be an element in H. We shall define a set of automorphisms in the ring
Bk based on the set H. Define the map Θi by
Θi(vi) = vi + 1 and Θi(vj) = vj ∀ j 6= i.
For all S ∈ H the automorphism ΘS is defined by:
ΘS =
∏
i∈S
Θi.
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Note that ΘS is an involution on the ring Bk. Moreover, our ΘS here is a general-
ization of the map ΘS in [7].
Now, let S1, S2 be two elements of H with the same cardinality. Let λS1,S2 be a
one-on-one correspondence between S1 and S2 and λS1,S2(i) = i for all i 6∈ S1. For
any α ∈ Fpr , we define the map ΛS1,S2,t as follows.
ΛS1,S2,t(αvi) = α
ptvλS1,S2(i),
for every i ∈ S1, where 0 ≤ t ≤ r. Using two class of automorphisms above, we can
describe all automorphisms in the ring Bk as stated in the following result.
Lemma 9. If θ is an automorphism in the ring Bk, then there exist S, S1, S2, three
subsets of {1, . . . , k}, some integer t, where |S1| = |S2| and 0 ≤ t ≤ r, such that
θ = ΘS ◦ ΛS1,S2,t.
Proof. Let φ be the Frobenius automorphism in Fpr . If θ|Fpr = φ
t′ , then we have
t = t′. Now, define
S = {j | θ−1(1− vj) = vi, for some i},
S1 = {l | θ(vl) = wl′,where l
′ 6= l},
and
S2 = {s | ∃s
′ ∈ S1, such that θ(vs′) = 1− vs}.
Consider θ(vi) for any i in {1, . . . , k}. We have four cases to consider as listed below.
• If θ(vi) = vi, then i is not an element of S, S1, and S2. Hence, θ(vi) = (ΘS ◦
ΛS1,S2,t)(vi).
• If θ(vi) = vj , where j 6= i, then i ∈ S1, but not in S2 and S. So, ΛS1,S2,t(vi) = vj
and (ΘS ◦ ΛS1,S2,t)(vi) = ΘS(vj) = vj = θ(vi).
• If θ(vi) = 1 − vi, then i ∈ S2 ∩ S but not in S1. So, ΘS(vi) = 1 − vi and
(ΘS ◦ ΛS1,S2,t)(vi) = ΘS(vi) = 1− vi = θ(vi).
• If θ(vi) = 1 − vj , where j 6= i, then i ∈ S1 and j ∈ S2 ∩ S. We have (ΘS ◦
ΛS1,S2,t)(vi) = ΘS(vj) = 1− vj = θ(vi).
Let T be the matrix that performs the cyclic shift on a vector. Let σi,k be the
permutation of {1, 2, . . . , 2k} defined by
(σi,k){j2i+1,...,(j+1)2i} = T
2i−1(j2i + 1, . . . , (j + 1)2i)
for all 0 ≤ j ≤ 2k−i − 1. Let Σi,k be the permutation on elements of F
2k
pr induced by
σi,k. That is, for x = (x1, x2, . . . , x2k) ∈ F
2k
pr ,
Σi,k(x) =
(
xσi,k(1), xσi,k(2), . . . , xσi,k(2k)
)
. (1)
Related to the Gray map, we have the following results.
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Lemma 10. Let k ≥ 1 and 1 ≤ i ≤ k. For x ∈ Bk we have
Σi,k(Φk(x)) = Φk(Θi(x))
Proof. See the proof of [7, Lemma 2.6].
We can extend the definition of Σi,k to any element of H as follows.
Definition 11. For all S ∈ H we define the permutation ΣS,k by
ΣS,k =
∏
i∈S
Σi,k.
It is clear that for all x ∈ Bk we have
ΣS,k(Φk(x)) = Φk(ΘS(x)). (2)
Given automorphism ΛS1,S2,t, let λ˜S1,S2 be a permutation onHi induced by λS1,S2,
here we assume λS1,S2 is a bijection map on {1, . . . , k}, where λS1,S2(j) = j when
j 6∈ S1. Then, for any a =
∑
H∈H αHvH , we have
Ψk(ΛS1,S2,t(a)) =

αpt∅ , ∑
H⊆H
λ˜
−1
S1,S2
(2)
αp
t
H , . . . ,
∑
H⊆H
λ˜
−1
S1,S2
(2k−1)
αp
t
H ,
∑
H⊆H
2k
αp
t
H

 .
The right hand side of the above equation induced a bijective map ΓS1,S2,t on F
2k
pr
which simplify the equation to be the following
Ψk ◦ ΛS1,S2,t = ΓS1,S2,t ◦Ψk. (3)
Furthermore, related to any automorphism in the ring Bk, we have the following
result.
Proposition 12. Let θ be an automorphism in the ring Bk. Then, there exist
S, S1, S2, three subsets of {1, . . . , k} and some integer t, where |S1| = |S2| and
0 ≤ t ≤ r, such that
Ψk ◦ θ = (ΣS,k ◦ ΓS1,S2,t) ◦Ψk.
Proof. Apply Lemma 9, Lemma 10, and equation (3).
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4 Skew-cyclic codes
In this section, we characterize the skew-cyclic codes over the ring Bk. We define
first the skew-cyclic codes or θ-cyclic codes as a generalization of cyclic codes.
Definition 13. Let θ be an automorphism in Bk. C ⊆ B
n
k is called θ-cyclic code of
length n over Bk if the following two conditions hold:
(1) C is a Bk-submodule of B
n
k ,
(2) Tθ(c) = (θ(cn−1), θ(c0), θ(c1), . . . , θ(cn−2)) ∈ C, for any c = (c0, c1, . . . , cn−1) ∈
C.
We note that the code C ⊆ Bnk is called linear over Bk if C satisfies the property
(1) above.
We may also generalize the above definition to the quasi-cyclic one.
Definition 14. Let θ be an automorphism in Fpr . C ⊆ F
n
pr is called quasi-θ-cyclic
code of length n over Fpr of index l if the following two conditions hold:
(1) C is an Fpr-submodule of F
n
pr ,
(2) T lθ(c) = (θ(cn−l (mod n)), θ(cn−l+1 (mod n)), θ(cn−l+2 (mod n)), . . . , θ(cn−1−l (mod n))) ∈
C, for any c = (c0, c1, . . . , cn−1) ∈ C.
(In this case we have l is a divisor of n.)
Let S, S1, S2 ⊆ {1, 2, . . . , k}, where |S1| = |S2| and let ΞS,S1,S2 = ξS,S1,S2,t ◦ T
2k
be a bijective map on elements of Fn2
k
pr where T is the cyclic shift modulo n2
k and
ξS,S1,S2,t defined for all elements
x = (x11, . . . , x
1
2k , x
2
1, . . . , x
2
2k , . . . , x
n
1 , . . . , x
n
2k) ∈ F
n2k,
2
by
ξS,S1,S2,t(x) = ξS,S1,S2,t((x
1
1, . . . , x
1
2k , x
2
1, . . . , x
2
2k . . . , x
n
1 , . . . , x
n
2k))
= ((ΣS,k ◦ ΓS1,S2,t)(x
1), (ΣS,k ◦ ΓS1,S2,t)(x
2), . . . , (ΣS,k ◦ ΓS1,S2,t)(x
n))
where xj = (xj1, . . . , x
j
2k
), for 1 ≤ j ≤ n. Since T 2
k
and ξS,S1,S2,t commute, ΞS,S1,S2,t
can be written as T 2
k
◦ ξS,S1,S2,t as well. Now we are ready to provide the first
characterization of θ-cyclic codes over Bk.
Lemma 15 (First characterization). Let C be a code in Bnk and θ = ΘS ◦ΛS1,S2,t be
an automorphism in Bk, for some S, S1, S2 ⊆ {1, 2, . . . , k} and an integer t, where
0 ≤ t ≤ r. Then, the code Φk(C) is fixed by the bijection ΞS,S1,S2,t if and only if C is
a θ-cyclic code.
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Proof. Let C be a θ-cyclic code and let y = (y1, y2, . . . , yn2k) ∈ Φk(C). That is,
there exists x = (x1, x2, . . . , xn) ∈ C such that y = (Φk(x1),Φk(x2), . . . ,Φk(xn))
and Φk(xi) ∈ F
2k
pr .
We have
ΞS,S1,S2,t(y) = ξS,S1,S2,t ◦ T
2k((Φk(x1),Φk(x2), . . . ,Φk(xn)))
= ξS,S1,S2,t((Φk(xn),Φk(x1), . . . ,Φk(xn−1)))
= ((ΣS,k ◦ ΓS1,S2,t)(Φk(xn)), (ΣS,k ◦ ΓS1,S2,t)(Φk(x1)),
. . . , (ΣS,k ◦ ΓS1,S2,t)(Φk(xn−1)))
= (Φk(θ(xn)),Φk(θ(x1)), . . . ,Φk(θ(xn−1)))
= Φk(θ(x)) ∈ Φk(C),
since C is a θ-cyclic code.
Let C ′ be a code over Fn2
k
pr that is fixed by the permutation ΞS,S1,S2,t and let
x = (x1, x2, . . . , xn) ∈ Φ
−1
k (C
′). Then, there exists
y = (x11, . . . , x
2k
1 , x
1
2, . . . , x
2k
1 , . . . , x
1
n, . . . , x
2k
n ) ∈ C
′,
such that
y = Φk((x1, x2, . . . , xn)) = (Φk(x1),Φk(x2), . . . ,Φk(xn)).
Since C ′ is fixed by the permutation ΞS,S1,S2,t and Φk(xi) ∈ F
2k
pr , we have that for
ΞS,S1,S2,t(y) ∈ C
′ :
ΞS,S1,S2,t(y) = ξS,S1,S2,t ◦ T
2k((Φk(x1),Φk(x2), . . . ,Φk(xn)))
= ξS,S1,S2,t((Φk(xn),Φk(x1), . . . ,Φk(xn−1)))
= ((ΣS,k ◦ ΓS1,S2,t)(Φk(xn)), (ΣS,k ◦ ΓS1,S2,t)(Φk(x1)),
. . . , (ΣS,k ◦ ΓS1,S2,t)Φk(xn−1))
= (Φk(θ(xn)),Φk(θ(x1)), . . . ,Φk(θ(xn−1))
= Φk(θ(x)).
It follows that Φk(θ(x)) ∈ C
′ and thus Φ−1k (C
′) is a θ-cyclic code .
Next we provide the second characterization of θ-cyclic codes over Bk. For this
purpose, let Ψk be the map extended from Ψk, where for any a = (a1, . . . , an) in B
n
k ,
we have
Ψk(a) = (Ψk(a1), . . . ,Ψk(an)).
Before providing the second characterization, we need the following lemma.
Lemma 16. Let C be a subset of Bnk . Then, C is a Bk-linear code with length n if
and only if there exist linear codes, C1, . . . , C2k , over Fpr such that
C = Ψ
−1
k (C1, . . . , C2k).
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Proof. (=⇒) Given C, there exist codes C1, . . . , C2k such that C = Ψ
−1
k (C1, . . . , C2k),
(as Ψk is a bijection). For any Ci, we want to show that it is really a linear code over
Fpr . For any c1, c2 ∈ Ci, consider c
′
j = Ψ
−1
k (0, . . . , 0, cj, 0, . . . , 0) ∈ C, for j = 1, 2.
Since C is linear, we have Ψk(c
′
1 + c
′
2) = (0, . . . , 0, c1 + c2, 0, . . . , 0) ∈ (C1, . . . , Cs).
Also, for any α ∈ Fpr , there exists α
′ ∈ Bk such that Ψk(α
′) = (0, . . . , α, 0, . . . , 0) ∈
F2
k
pr , where α lies in the i-th coordinate. Then, Ψ
−1
k (0, . . . , 0, αc1, 0, . . . , 0) = α
′c′1 ∈
C. So, αc1 ∈ Ci for any α ∈ Fpr and c1 ∈ Ci. Therefore, Ci is a linear code over Fpr .
(⇐=) For any c1, c2 ∈ C, since Ci is linear for all i, we have Ψk(c1+c2) ∈ (C0, . . . , cs).
So, c1+c2 ∈ C. Also, for any β ∈ Bk, we have Ψk(βc1) = Ψk(β)Ψk(c1) ∈ (C1, . . . , Cs),
which means βc1 ∈ C for any β ∈ Bk and c1 ∈ C, as we hope.
Let λ˜S1,S2 be a permutation on {1, 2, . . . , 2
k} induced by ΘS◦ΛS1,S2,t, and Ord(λ˜S1,S2)
be the order of λ˜S1,S2. The following theorem also gives a characterization for θ-cyclic
codes over the ring Bk.
Theorem 17 (Second characterization). A linear code C over Bk is θ-cyclic of
length n if and only if there exist quasi-θ˜-cyclic codes C1, C2, . . . , C2k of length n
over Fpr with index Ord(λ˜S1,S2), such that
C = Ψ
−1
k (C1, C2, . . . , C2k)
where θ˜ = φtOrd(λ˜S1,S2), for some t as in Lemma 9, with φ is the Frobenius automor-
phism in Fpr , and Tθ˜(Ci) ⊆ Cj, where j ∈ S ∪ S2, for all i = 1, 2, . . . , 2
k.
Proof. (=⇒) By Proposition 16, we can find codes over Fpr , C1, C2, . . . , C2k , such
that,
C = Ψ
−1
k (C1, C2, . . . , C2k).
For any ci ∈ Ci, let ci = (α1, . . . , αn). If, c = Ψ
−1
k (0, . . . , 0, ci, 0, . . . , 0), then(
α1vHi −
∑
H∈H, H)Hi
α1vH , . . . , αnvHi −
∑
H∈H, H)Hi
αnvH
)
.
So, if we consider
Ψk(T
t1
θ (c)) = (0, . . . , 0, T
t1
θ˜
(ci), 0, . . . , 0),
then we have Tθ˜(ci) is in Cj, where j ∈ S ∪ S2. By continuing this process, we
have T
Ord(λ˜S1,S2)
θ˜
(ci) ∈ Ci, which means, Ci is quasi-θ˜-cyclic code over Fpr with index
Ord(λ˜S1,S2), for all i = 1, . . . , 2
k.
(⇐=) For any c ∈ C, we can see that Ψk(c) ∈ (C1, . . . , C2k). Since Ci is quasi-θ˜-
cyclic code over Fpr with index Ord(λ˜S1,S2), for all i = 1, . . . , 2
k, C1, and T
t1
θ˜
(Ci) ⊆
Cj, where j ∈ S ∪ S2, for all i = 1, 2, . . . , 2
k, where 1 ≤ t1 ≤ 2
k. Then we have
Tθ(c) = Ψ
−1
k (Tθ˜(Ψk(c))) ∈ C, as we hope.
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Theorem 17 gives us an algorithm to construct skew-cyclic codes over the ring
Bk as follows.
Algorithm 18. Given n, the ring Bk, and an automorphism θ.
(1) Decompose θ into θ = ΘS ◦ ΛS1,S2,t.
(2) Determine Ord(λ˜S1,S2) and θ˜ = θ|Fpr = φ
t, where φ is the Frobenius automor-
phism in Fpr .
(3) Choose quasi-θ˜-cyclic codes over Fpr , say C1, . . . , C2k , such that
T t1
θ˜
(Ci) ⊆ Cj,
where j ∈ S ∪ S2, for all i = 1, 2, . . . , 2
k.
(4) Calculate C = Ψ
−1
k (C1, . . . , C2k).
(5) C is a θ-cyclic code over the ring Bk.
5 Skew-polynomial rings, self-dual codes, and op-
timal codes
At the end of this section, we construct some optimal self-dual θ-cyclic codes. For the
sake of construction, we provide a connection between θ-cyclic codes and polynomial
rings over Bk. Also, we characterize self-dual θ-cyclic codes.
Let θ be an automorphism in Bk.We define a polynomial ring Bk[x; θ] with usual
addition, and its multiplication defined as
axi ∗ bxj = aθi(b)xi+j .
We can see from the above multiplication that Bk[x; θ] is not a commutative ring in
general. We call this ring skew polynomial ring.
Let R = Bk[x; θ]/(x
n − 1) and define a left action of Bk[x; θ] on R by
h(x) ∗ a := h(x) ∗ f(x) + (xn − 1),
for a = f(x)+(xn−1) ∈ R and h(x) ∈ Bk[x; θ]. It is easy to see that this left action
is well-defined and R is a left module over Bk[x; θ].
Every elements in Bnk could be associated to a polynomial over Bk by the fol-
lowing map,
τ : Bnk −→ R
c = (c0, c1, . . . , cn−1) 7−→
∑n−1
i=0 cix
i
Moreover, τ is a bijection between Bnk and R. Then, we have the following result
(c.f. Theorem 17 in [7]).
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Theorem 19. A linear code C over Bk is θ-cyclic if and only if τ(C) is a left
Bk[x; θ]-submodule of Bk[x; θ]/(x
n − 1).
For generators of θ-cyclic codes, we have the following result.
Proposition 20. Let C = Ψ
−1
k (C1, . . . , C2k) be θ-cyclic codes over Bk, where C1, . . . , C2k
are codes over Fpr . If Ci = 〈g1i(x), . . . , gmi(x)〉, for all i = 1, . . . , 2
k, then
C = 〈g11(x), . . . , gm1(x), . . . , g1s(x), . . . , gms(x)〉
in some sense.
Proof. For any c(x) ∈ C, there exist ci(x) ∈ Ci, where 1 ≤ i ≤ 2
k, such that
c(x) = Ψ
−1
k (c1(x), . . . , c2k(x)). Now, let
cj(x) =
mj∑
k=1
αkj(x)gjk
for all j = 1, . . . , 2k, then we have
c(x) = vH1
(
m1∑
k=1
αk1(x)g1k
)
+ · · ·+ vHi

 mi∑
k=1
αki(x)gik −
∑
Hj⊆Hi
(
mj∑
k=1
αkj(x)gjk
)

+ · · ·+ vH
2k
(m
2k∑
k=1
αk2k(x)g2kk −
s∑
j=1
(
mj∑
k=1
αkj(x)gjk
))
as we hope.
For c1 = (c10, . . . , c1n−1), c2 = (c20, . . . , c2n−1) ∈ B
n
k , define
〈c1, c2〉 =
n−1∑
i=0
c1ic2i
which we call Euclidean product. For a code C ⊆ Bnk , we define C
⊥ = {b ∈
Bnk |〈b, c〉 = 0, ∀c ∈ C}. If C ⊆ C
⊥, then we call C self-orthogonal, and if C = C⊥,
then C called Euclidean self-dual. For a linear Euclidean self-dual code over Bk, we
have the characterization below (follows from [5, Theorem 6.4]).
Proposition 21. Let C = Ψ
−1
k (C1, . . . , C2k). C is a self-dual code over Bk if and
only if C1, . . . , C2k are also self-dual codes over Fpr
As an immediate consequence, by applying Theorem 17 and Proposition 21, we
have the following result.
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Theorem 22. A linear code C over Bk is Euclidean self-dual θ-cyclic of length n if
and only if there exist self-dual quasi-θ˜-cyclic codes C1, C2, . . . , C2k of length n such
that
C = Ψ
−1
k (C1, C2, . . . , C2k)
where θ˜ = φt, for some t as in Lemma 9, with φ is the Frobenius automorphism in
Fpr , and T
t1
θ˜
(Ci) ⊆ Cλ˜t1
S1,S2
(i)
for all i = 1, 2, . . . , 2k, where 1 ≤ t1 ≤ 2
k.
The following lemma gives the minimum distance for codes over Bk.
Lemma 23. Let C be a linear code over Bk. If C = Ψ
−1
k (C1, . . . , C2k), for some
codes C1, . . . , C2k over Fpr , then dH(C) = min1≤i≤2k dH(Ci).
Proof. Suppose min1≤i≤2k dH(Ci) = dH(Cj) for some j, and let c ∈ Cj such that
dH(c) = dH(Cj), then we have
dH(Ψ
−1
k (0, . . . , 0, c, 0, . . . , 0)) = dH(Cj).
So, dH(C) = min1≤i≤2k dH(Ci).
As an immediate consequence of Lemma 23, we have the following result.
Corollary 24. If C = Ψ
−1
k (C1, . . . , C2k) be a θ-cyclic code over Bk, where Ci are
quasi-θ˜-cyclic code of index Ord(λ˜S1,S2) over Fpr as in Theorem 17, for all i, then
d(C) = min{d(C1), . . . , d(C2k)}.
This means, we can use the optimal θ-cyclic codes or quasi-θ-cyclic codes over
Fpr to construct optimal θ-cyclic codes over Bk for all k with respect to Hamming
weight. In [2], Boucher and Ulmer find some optimal θ-cyclic codes over finite fields,
including Euclidean self-dual code [36, 18, 11] which improves previous known bound
for self-dual codes of length 36. We use this optimal codes to construct optimal θ-
cyclic codes over Bk. Some example of optimal Euclidean self-dual codes are shown
in Table 1. Here we only use p = 2, r = 2, θ|F22 is a Frobenius automorphism, and
α is a generator of F×22 . Also, the given generators generate θ-cyclic codes in the way
as in the proof of Proposition 20.
Acknowledgement
D.S. and I are supported by Riset ITB 2016 and Penelitian Unggulan Perguruan
Tinggi (ITB-Dikti) 2017.
14
References
[1] T. Abualrub, N. Aydin, and P. Seneviratne, ”On θ-Cyclic Codes over F2+vF2, ”
Australasian Journal of Combinatorics vol. 54, 2012, 115-126.
[2] D. Boucher, and F. Ulmer, ”Coding with Skew Polynomial Rings,” Journal of
Symbolic Computation No. 44, 2009, 1644-1656.
[3] D. Boucher, W. Geiselmann, and F. Ulmer, Skew Cyclic Codes, Appl. Algebra
Eng. Commun. Comput. 18, 2007, 379-389.
[4] Y. Cengellenmis, A. Dertli, and S. Dougherty, Codes over an Infinite Family
of Rings with a Gray Map, Designs, Codes, and Cryptography, 72(3), 2014,
559-580.
[5] S.T. Dougherty, J.L. Kim, and H. Kulosman, ”MDS Codes over Finite Principal
Ideal Rings,” Design, Codes, and Cryptography, 50(1), 2009, 77-92.
Table 1: Table of examples of optimal θ-cyclic codes
n d Generator polynomial Bk θ
4 3 x2 + α2x+ α B2
v2 7→ v1
v1 7→ v2
12 6 x6 + x5 + α2x4 + x3 + αx2 + x+ 1 B3
v1 7→ v2
v2 7→ v3
v3 7→ v1
20 8
x10 + α2x9 + αx8 + x7 + x6
+x4 + x3 + αx2 + αx+ 1
B4
v1 7→ v2
v2 7→ v1
v3 7→ 1− v4
1− v4 7→ v3
36 11
x18 + x16 + α2x15 + αx14 + α2x13 + x12
+αx10 + αx9 + αx8 + α2x6 + x5 + αx4
+x3 + α2x2 + α2
B6
v1 7→ 1− v2
1− v2 7→ v3
v3 7→ v1
v4 7→ v5
v5 7→ v6
v6 7→ v5
40 12
x20 + x17 + α2x15 + αx14 + α2x13 + α2x12
+x11 + x9 + αx8 + αx7 + α2x6 + αx5 + x3 + 1
B7
v1 7→ 1− v2
1− v2 7→ v3
v3 7→ v1
v4 7→ v5
v5 7→ v6
v6 7→ v5
v7 7→ v7
15
[6] J. Gao, ”Skew Cyclic Codes over Fp + vFp,” J. Appl. Math. and Informatics
31(3-4), 2013, 337-342.
[7] Irwansyah, A. Barra, S.T. Dougherty, A. Muchlis, I. Muchtadi-Alamsyah, I.,
P. Sole´, D. Suprijanto, D., and O. Yemen, ”ΘS-Cyclic Codes over Ak,” Inter-
national Journal of Computer Mathematics: Computer System Theory, 1(1),
2016, 14-31.
16
