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ABSTRACT OF THE THESIS
FLOOD RISK ANALYSIS OF THE WHITE OAK CREEK WATERSHED IN OAK
RIDGE, TENNESSEE USING MIKE SHE AND MIKE 11 SOFTWARE
by
Camilo Arias
Florida International University, 2009
Miami, Florida
Professor Hector R. Fuentes, Major Professor
The purpose of this study was to determine the flooding potential of contaminated
areas within the White Oak Creek watershed in the Oak Ridge Reservation in Tennessee.
The watershed was analyzed with an integrated surface and subsurface numerical model
based on MIKE SHE/MIKE 11 software. The model was calibrated and validated using
five decades of historical data. A series of simulations were conducted to determine the
watershed response to 25 year, 100 year and 500 year precipitation forecasts; flooding
maps were generated for those events. Predicted flood events were compared to Log
Pearson III flood flow frequency values for validation. This investigation also provides
an improved understanding of the water fluxes between the surface and subsurface
subdomains as they affect flood frequencies. In sum, this study presents crucial
information to further assess the environmental risks of potential mobilization of
contaminants of concern during extreme precipitation events.
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1 INTRODUCTION
During the mid-1950's, Oak Ridge National Lab (ORNL) buildings 4501 and
4505 provided support for the thermonuclear weapons program which used elemental
mercury. As a result, the areas around buildings 4501 and 4505 have high amount of
mercury contamination due to mercury spills (Taylor, 1989). These spills have resulted in
contamination of the surrounding soil, surface, and ground waters (Oakes 1983a, and b).
Studies have shown that due to the geological properties in the area, most of the
groundwater flow occurs through cracks and fissures in the shallow zone, and discharges
into adjacent streams (ORNL, 2006). During heavy precipitation, the water table becomes
elevated and the rate of water discharge to nearby streams increases. Experimental and
modeling work which simulated the transport of cesium-137 contaminated sediment in
the White Oak Creek (WOC) basin at Oak Ridge National Lab was conducted by Bao
(1999). The author concluded that during extreme-flood simulations, such as 100-year
flood events, the watershed and the channel bed become the major sources of cesium-
137. However, the environmental effects of contaminants during heavy precipitation and
major flooding events have not been thoroughly investigated. Furthermore, detailed
studies addressing the impact of extreme precipitation events on the hydrological
response of the watershed have not been conducted.
Conventional modeling efforts tend to separate the watershed into surface water
and ground water (Graham and Butts, 2006). This approach neglects critical interactions
between surface and ground water, and may ignore major processes of the global
hydrologic cycle such as climate, soil type, land cover in surface runoff, and
groundwater movement. As documented by Graham and Butts (2006) it is important to
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provide a fully integrated hydrological model to be able to properly address issues
concerning the health of a watershed. To achieve a more systematic approach of
investigating the environmental risks of contaminant mobilization in a watershed, the
major hydrologic processes should be analyzed and water fluxes and rates between the
hydrologic subdomains (surface, subsurface, and river flow) should be quantified.
The main goal of this study is to describe the extent of different flooding
scenarios in the WOC watershed using an integrated hydrologic model. This work used a
coupled MIKE SHE/MIKE 11 model from DHI Group to analyze the impact of extreme
precipitation events on the WOC watershed dynamics in the context of the global
hydrological cycle. MIKE SHE is a distributed, physically based hydrologic modeling
system for the simulation of the entire hydrologic cycle, including interception,
evapotranspiration, overland and channel flow, snow melt, unsaturated and saturated
zone flow, and surface water/groundwater interactions. MIKE 11 is a system for one-
dimensional, dynamic modeling of channel flow. MIKE SHE coupled with MIKE 11 has
proven to be a reliable tool in the simulation of all major processes occurring in the
hydrological cycle in many different scenarios (Im et al., 2008; Thompson et al., 2004;
El-Nasr et al., 2005; Jayatilaka et al., 1998).
The numerical model of WOC incorporated the three-dimensional flow in the
saturated and unsaturated zone, two-dimensional overland flow, and a one-dimensional
hydraulic model of the river flow. By simulating the entire hydrological cycle into a fully
integrated, spatially-distributed hydrologic model, a more accurate representation of the
watershed behavior is achieved in comparison to surface and groundwater models that are
2
not integrated. The modules listed in Table 1 were integrated into the model to create a
complex numerical simulation of the watershed.
Table 1. List of modules included in the numerical model
MIKE Module Task
MIKE SHE - Overland Overland flow, water depth and storage
MIKE SHE - Unsaturated Zone and Flow and water content of theM ESH Unsurateone aunsaturated zone, evapotranspiration,
infiltration and groundwater recharge
MIKE SHE - Saturated Zone Groundwater flows and water levels
MIKE 11 - River Flow Open channel hydraulics andgroundwater interactions
A hydrologically integrated and spatially distributed model provides a better
understanding of the flooding potential during extreme events, and can provide
contaminant distribution and mobilization scenarios. Reliable estimates of flood
frequencies would aid decision makers with the selection of the best management
strategies for public health and safety and mercury remediation.
2 RESEARCH HYPOTHESIS
Conventional flood flow frequency predictions are based on probability
distribution of stream flow. This method takes into account very few watershed
parameters and relies mostly on extensive discharge data. The driving hypothesis of this
study is that the watershed integrated model MIKE SHE/MIKE 11 is a tool of choice to
provide a better representation and reasonable predictions in the forecasting of extreme
flood events than the most conventional approach using the log Pearson type III
regression of punctually measured discharge. It is hereon argue that more efficient and
accurate flood flow frequency predictions can be made using the calibrated and verified
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integrated watershed model prepared in this research. The model method predicts flood
flow events using more detailed characteristics of the study area, and can provide more
accurate flood maps of extreme hydrologic events. The model should effectively support
decision making in the effort to best manage mercury contamination, via maps of flood
scenarios for a range of return periods of concern.
3 STUDY AREA
WOC is located in Oak Ridge, Tennessee of Roane County. The WOC Watershed
is part of the greater Lower Clinch River Watershed (USGS 06010207 HUC). The City
of Oak Ridge has a population of 27,638 (USCB, 2006). The Oak Ridge National Lab
encompasses approximately 34,424 acres located within the city limits of Oak Ridge in
Tennessee. The land in the study area is owned by the US Department of Energy.
The WOC headwaters form from springs located in Chestnut Ridge. WOC runs
approximately 5.3 miles from its headwaters north of ORNL facilities to its mouth at the
Clinch River. WOC flows along the eastern border of ORNL collecting runoff and
wastewater from most of the major tributaries surrounding ORNL facilities. This study
accounts for approximately 3.3 square miles of land and streams around the ORNL
facilities, including 3.1 miles of the WOC and elevations ranging from 235 to 275 meters.
The area included in the study is highlighted in purple in Figure 1.
The WOC watershed has been directly impacted by the construction of ORNL
and by the activities carried out in its facilities. During the mid-1950's, ORNL Buildings
4501 and 4505 were used in support of the thermonuclear weapons program, which
involved the use of elemental mercury. Figure 2 shows the proximity of WOC to the
ORNL facilities and the location of known mercury spills.
4
WOC Watershed Domain
Figure 1. WOC watershed within the Lower Clinch River basin (ORNL, 2007)
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Figure 2. Portion of WOC inside ORNL facilities (ORNL, 2007)
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Buildings 4501 and 4505 are two of the four major areas identified as having a
high amount of mercury contamination with an estimated 22,680 kg and 2,000 kg of
mercury spilled, respectively (Taylor, 1989). Mercury has since contaminated the
surrounding soil and groundwater of ORNL (Oakes 1983a, b).
3.1 Drainage Basin Characteristics
The area of WOC watershed considered in this study drains approximately 3.3
square miles. This watershed drains stream channels with slopes ranging from 0.001 to
0.004 percent. The WOC flows southwest into the Clinch River. Shallow groundwater in
this area follows the general shape of the surface topography; however, groundwater
levels in the vicinity of buildings are suppressed and diverted by the operation of sump
pumps located beneath the basement floors and in sump pits (USDOE, 1999).
3.2 Flow Pattern and Peaks
Peak overland flows in the study area result primarily from precipitation in winter
and early spring. In the midsummer months of July and August, thunderstorm activities
commonly bring additional rain to the area and accounting for a secondary period of peak
stream flows. Fall is typically a dry season for this region, although peak stream flows
have been recorded in the months of September and November. Average annual snowfall
is 11.1 inches in Oak Ridge, TN. Most of the snowfall occurs in January (4.0 in) and
February (3.8 in). Temperatures during the winter months are relatively mild; therefore
snow cover usually melts within a few days after a storm (NOAA, 2008).
An examination of stream flow data, available from USGS (station 03537000),
and 2008 climatic data from National Oceanic and Atmospheric Administration (NOAA)
showed that annual peaks have historically occurred throughout the year. This indicates
6
that climatic conditions in the area tend to be distributed uniformly throughout the year.
Flow regime's and rainfall patterns are summarized in Figure 3, Figure 4, and Figure 5.
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Figure 3. Daily stream flows for USGS 03537000 at WOC
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Figure 4. Annual peak stream flows for USGS 03537000 at WOC
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Figure 6. Location of USGS stations at or nearby WOC watershed (Google Earth, 2009)
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Five USGS stream gauge stations exist within the WOC model domain. Three of
these stations are in the WOC, one in the Northwest Tributary, and one in the First Creek.
Additional gauge stations for the WOC located downstream of the model domain were
used to calibrate the model. These stations contained longer periods of records, providing
a more accurate benchmark of observed data. The USGS stations used in this study are
shown in Figure 6.
Table 2. The periods recorded at each USGS station used in model
USGS Station Number Station Name Period of Record
03537000 Whiteoak Cr Bl Oak Ridge Natl Lab 1951-63
near Oak Ridge, TN
03536550 Whiteoak Cr B1 Melton Valley Dr 1985-96
near Oak Ridge, TN
03536440 Northwest Tributary near Oak Ridge, 1987-95
TN________
03536450 First Creek near Oak Ridge, TN 1987-96
03536380 Whiteoak Creek near Wheat, TN 1987-95
03536500 Whiteoak Creek at ORNL, near Oak 1951-54
Ridge, TN
03536320 Whiteoak Cr Bi Oak Ridge Natl Lab 1987-1995
near Oak Ridge, TN
3.3 Flood Flow Frequency
Floods are described as extreme hydrological events where normal discharge
volumes are exceeded and the stream overflows the river bed. Forecasting flood
frequencies is a challenging task for hydrologists and one that is characterized by the
randomness and uncertainty associated with rainfall and climate patterns (Wurbs et al.,
2002). Estimations of flood frequencies are vital for watershed planning and flood-plain
management, as well as contaminate mobilization (Benson, 1968).
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All federal agencies conduct flood flow frequency determination using the
Pearson Type III distribution with log transformation of the flood data, which is the
established uniform standard technique for flood estimation. This formulation fits many
extreme event distributions by including a skew coefficient in its equation. Guidelines for
the application of this procedure are provided in Bulletin 17B (ICWD, 1981).
For this analysis, Bulletin 17B recommends systematic stream gaging records of
at least ten years in order to perform statistical analysis (Interagency Committee on Water
Data, 1981). Twelve years of stream gaging records exist for USGS station 03536550.
This gage station was selected for analysis based on its proximity to the end of the study
area, and because it has the longest continuous period of record of all the available gages.
Table 3 shows the computed flood flow frequency for USGS station 03536550 using the
conventional procedure outlined in Bulletin 17B.
Table 3. Computed flood flow frequency analysis using Bulletin 17B for station
03536550
Frequency (yr) Flow(m 3/s)
2 10.67
5 15.63
10 19.28
25 24.29
50 28.34
100 32.65
500 43.83
3.3 Floodplains
The WOC floodplain has been impacted by the construction of ORNL and by the
release of contaminants such as mercury to the floodplain soils. Floodplains are defined
as "the flat area adjoining a river channel constructed by the river in its present climate
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and overflowed at times of high discharge" (Dunne and Leopold, 1978). Periodic
flooding near a river encourages the growth of riparian vegetation, which in turn slows
erosion and increased sediment deposition, slowing the transport of contaminants.
However, WOC floodplains can be categorized as urban due to its high density of
impervious surfaces and minimal riparian vegetation. Floodplains within the study area
are affected by roads, parking lots and buildings which may cause floodplain alteration
and restriction and may adversely impact contaminant transport. A distributed model
provides a better understanding of the flooding potential during extreme events, pollutant
and sediment movement, and the assessment of land use effects for the flood plain (Smith
et al., 2004).
4 METHODOLOGY
Many studies have concluded that by simulating the hydrological system as a
whole, distributed models are generally able to provide better estimates. After comparing
an array of hydrological models, Reed et al (2004) concluded that calibrated distributed
hydrological models would generally be more accurate than lumped models. Carpenter et
al (2006) demonstrated that distributed models provided better results in streamflow
simulations. The modeling system in this study consists of a coupled MIKE SHE (a 3-
dimensional saturated and unsaturated groundwater flow, 2-dimensional overland flow
model) and MIKE 11 (1-dimensional river flow model) integrated hydrologic model.
In order to compile the model, a number of hydrological parameters are required.
For model calibration and verification, historical data of the boundary conditions are
required (including observed precipitation and discharge time series). Sensitivity and
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uncertainty analysis are additionally performed to response of the system to model
parameters. The development of the model is outlined in Figure 7.
A description of the basic equations used by the model for surface water and
groundwater is vital in order to understand how models such as MIKE SHE coupled with
MIKE 11 are able to simulate these physical processes. A description of the theoretical
basis of MIKE SHE and MIKE 11 which is applicable to this study is provided in the
following sections.
Hydrological Parameters Observed Rainfall Data
MIKE SHE/MIKE 1I Integrated
Hydrological Model
Simulation of Different Time Periods Observed Discharge Data
Model Calibration and Validation
Uncertainty Analysis
Figure 7. Procedure for the modeling of extreme flood events at WOC
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4.1 Model Operation
MIKE SHE is a deterministic, physically based and fully distributed hydrological
modeling system (Abbot et al., 1996). A distributed model is able to represent the spatial
variability of the different components of the hydrological cycle, represent them by
complex equations based on physical processes, and fully integrate them into one code
(Feyen et al., 2000). MIKE SHE hydrological processes are described mostly by physical
laws (laws of conservation of mass, momentum and energy). The one-dimensional and
two- dimensional diffusive wave Saint Venant equations describe channel and overland
flow, respectively. The Kristensen and Jensen methods are used for evapotranspiration,
the one- dimensional Richards's equation for unsaturated zone flow, and a three-
dimensional Boussinesq equation for saturated zone flow. These partial differential
equations are solved by finite difference methods, while other parameters such as
interception, evapotranspiration and snowmelt are empirical equations obtained from
independent experimental research (DHI, 2008).
4.1.1 General Formulation for Overland Flow
When the precipitation input exceeds the infiltration capacity of the soil, the
infiltration excess becomes surface runoff and therefore creates overland flow (Beven,
2001). Overland flow is a response to site- specific soil characteristics. Low soil
permeability or high water content results in low infiltration rates which in turn would
cause water to start ponding on the surface and eventually to runoff.
The conservation of mass for a rectangular Cartesian (x, y) coordinates in the
horizontal plane with the ground surface elevation "Z", flow depth "h" above the ground,
with velocities "u" and "v" along X and Y direction is given by the following equation
13
Oh + O(uh) +(vh) = (I)
Ot Ox ay
The momentum equations along the x and y direction are given as:
ah sg au au qu (2)
Sf = o x ax -at 
_gh
Oh (g)ov Q ov qv
o ay dy at gh
where S x is friction slopes in the x direction, Sy is friction slopes in the y direction, Sox
is slope of the ground surface in the x direction and Soy is slope of the ground surface in
the y direction.
An analytical solution to the Saint Venant equations is nonexistent therefore they
are solved numerically. MIKE SHE neglects the momentum losses concerned with lateral
inflow perpendicular to the flow direction, and the local and convective acceleration
inertia terms. This reduced equation is known as diffusive wave approximation to the
fully dynamic Saint Venant equations. The use of a diffusive wave approximation
reduces the complexity of a numerical solution to the problem and has proven to yield
results very similar to those of a fully implicit dynamic solution (Yen, 2001; Akan,
2006).
Oh _ Z Oh
Sfx = Sox - = - - ah along the x-direction (4)
Similarly along the y-direction, the equation in given as:
Sf= 0y h OZ Oh
soy- - -® (5)
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For the friction slopes along the x and y direction Strickler roughness coefficients
are used, which are equivalent to the Manning M or the inverse of the Manning n. The
coefficients are based on the Strickler/Manning-type law.
Sfx = , along x-direction (6)
(Kx 2 h§)
Sy = along y-direction (7)
(Ky 2 h3)
By multiplying both sides of the equations by "h", the relationships between the
velocities and the depths are given as:
uh = -(Kx) h3 (8)
1
vh=-(Ky) - h2 (9)
where "uh" and "vh" represent discharge per unit length along the cell boundary in the x-
and y-directions respectively.
The finite difference form for the velocity terms are derived as:
a(uh) 
_ ((uh)east-(uh)west)
ax Ax
a(vh) 
_ ((Vh)north-(vh)south) (11)
ay AY
In Equations 10 and 11 above, the subscripts north, east, south, and west,
represent the quantity on the side of the square, and noting that, for example, (uh)east is
the volume flow across the eastern boundary.
Ah = h(t + At) = I + A (12)
I = iAx 2  (13)
2Q=QN+QS +QE +Qw (14)
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where i is the Net input to overland flow, QN represent the flows into the square from
north direction, QS represent the flows into the square from south direction, QE represent
the flows into the square from east direction, Qw represent the flows into the square from
west direction.
Q
Z / -, / ,
ZD
L >
Figure 8. Longitudinal representation of flow across grids (DHI, 2008)
If we consider the flow across any square boundary grid shown in Figure 8
(obtained from DHI, 2008), the equation is given as
KAx /Q = (Zu - ZD)1/2hu (15)
where Zu is the higher water levels referred from the sea level, ZD is the lower water
levels referred from the sea level, h~ is the depth of water correspondingly to Zu grid
square, hD is the depth of water correspondingly to ZD grid square and K is the Strickler
coefficient. The water depth, hu, is the depth of water that can freely flow into the next
cell which is equal to the initial water depth, which is provided as a boundary condition,
minus detention storage (DHI, 2008).
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4.1.2 General Formulation for Channel Flow
MIKE 11 is a system for one-dimensional dynamic modeling of rivers, channels
and irrigation systems. The MIKE 11 Hydrodynamic (HD) module solves the vertically
integrated equations for the conservation of continuity and momentum. In other words,
the complete Saint Venant equations can be solved, so the model can be applied to any
flow regime where the flow can be assumed to be one-dimensional. The HD module is
the nucleus of the MIKE 11 modeling system and forms the basis for most modules
including Flood Forecasting, Advection-Dispersion, Water Quality and non-cohesive
sediment transport modules. Diffusion wave, kinematic wave, and quasi-steady state
options are available. Flow over weirs, through culverts and user-defined structures, and
floodplain can be simulated.
MIKE 11 solves the vertically integrated equations of conservation of continuity
and momentum, based on the following assumptions:
" The water is incompressible and homogeneous, i.e. negligible variation
" The bottom-slope is small, thus the cosine of the angle it makes with the
horizontal may be taken as one
* The wave lengths are large compared to the water depth. This ensures that the
flow everywhere can be regarded as having a direction parallel to the bottom, i.e.
vertical accelerations can be neglected and a hydrostatic pressure variation along
the vertical can be assumed
" The flow is subcritical
The model solves the one-dimensional continuity and momentum expressed as
follow:
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where Q is discharge, A is flow area, q is lateral flow, h is stage above datum, C is the
Chezy resistance coefficient, R is the hydraulic radius and CC is the momentum
distribution coefficient.
The solution scheme of the model is structured in order to be independent of the
wave description specified (i.e., kinematic, diffusive or dynamic). The computational grid
is automatically generated on the basis of the user requirements. Q-points are placed
midway between neighboring h-points and at structures, while h points are located at
cross-sections, or at equidistant intervals in between, if the distance between cross-
sections is greater than maximum dx. The discharge is defined by convention as positive
in the positive x-direction (increasing chainage) (DHI, 2008).
4.1.3 Coupling of Surface and Subsurface Flow
Two MIKE SHE/MIKE 11 water exchange mechanisms were considered:
groundwater exchange with MIKE 11, and direct overbank spilling to and from MIKE
11. MIKE SHE creates its own grid-based river network based on river links. The
location of MIKE SHE's river links is determined from the coordinates of the MIKE 11
river points that are user-specified as coupling reaches with MIKE SHE. The entire river
network is always included in MIKE 11 but water exchange with MIKE SHE only exists
where there is a coupling reach with the hydraulic model. Since the MIKE SHE river
links are located on the edges between grid cells, details of cross-section geometry from
MIKE 11 are partly included in the river links network. As illustrated in Figure 9, the
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river-link uses a simplified, triangular cross-section interpolated (distance weighted) from
the two nearest MIKE 11 cross-section (DHI, 2008).
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Figure 9. Coupled MIKE SHE with MIKE 11 cross-section (DHI, 2008)
The majority of the baseflow of WOC and its tributaries are supplied by
groundwater, primarily because the water table is higher than surface waters (ORNL,
2006). Therefore, groundwater at WOC was assumed to be in full contact with the
surface water. In this case, the only head loss between the river and the model grid node
is the head loss created by the flow from the model grid node to the river. This is a typical
characteristic of gaining streams, or streams that recharge from the groundwater system.
The option for Direct Overbank Spilling to and from MIKE 11 was used to
simulate flooding on the study area. With this option, overland flow will discharge to the
river network based on elevation differences; similarly, water is able to flow across the
river banks and create overland flow. To accomplish this exchange mechanism, MIKE
SHE treats the river bank as a weir and uses the standard weir formula, shown in
Equation 18).
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Q = Ax- C- (Hus -- Hw)k [ -- (HsHw)k](18
Hus-Hw
where Q is the flow across the weir, Ax is the cell width, C is the weir coefficient, Hus
and Hds refer to the height of water on the upstream side and downstream side of the weir
respectively, H, is the height of the weir, and k is a head exponent (DHI, 2008).
4.2 Model Theory and Data
MIKE SHE and MIKE 11 were coupled by defining branches (reaches) where
MIKE 11 HD interacts with MIKE SHE. The hydrologic components of MIKE SHE are
directly coupled to the river hydraulic program in MIKE 11. The MIKE SHE/MIKE 11
coupling enables:
" one-dimensional simulation of river flows and water levels using the fully
dynamic Saint Venant equations
" simulation of a wide range of hydraulic control structures, such as weirs, gates
and culverts
" area-inundation modeling, using a simple flood-mapping procedure that is based
on simulated river water levels and a digital terrain model
" dynamic overland flooding flow to and from the MIKE 11 river network
* full, dynamic coupling of surface and sub-surface flow processes in MIKE 11 and
MIKE SHE
Development of the model requires standard GIS input for the boundaries and for
the watershed parameters. Historical data for stochastic parameters and hydrologic
conditions were used to analyze the hydrological cycle and to determine the flood flow
frequency within the watershed. Flooding on the study area was simulated in MIKE SHE
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using the Direct Overbank Spilling module to and from MIKE 11, restricting the MIKE
11 cross sections to the main channel. Because the bank elevation is used to define when
a cell floods, a special emphasis was placed on ensuring that the MIKE 11 cross sections
were consistent with the topography, especially in the areas where flooding was
simulated. The table in the simulation log file was used to locate any inconsistencies and
the elevation data of the cross section was revised accordingly. The availability of fine
grid and detailed DEM reduced the inconsistencies and the amount of interpolation and
averaging needed when creating the model topography.
The basic steps for modeling the surface and subsurface hydrology include:
Step 1 - Delineation of the Model Domain using GIS data obtained from USGS and
OREIS.
Step 2 - Digitization of the river network and addition of cross sections, water flow
and other relevant parameters for modeling the river flow using MIKE 11.
Step 3 - Modeling of channel flow using MIKE 11.
Step 4 - Incorporation of topographical, hydrogeological and meteorological
parameters into MIKE SHE and establishing appropriate boundary conditions.
Step 5 - Coupling MIKE SHE and MIKE 11 to create an integrated hydrological
model.
Step 6 -Model calibration and verification, and uncertainty analysis of the hydrologic
parameters.
4.2.1 Topography
The Central Bethel Valley Area is relatively flat along the valley bottoms but
considerably steep along the surrounding ridges. The valley is mostly occupied by
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buildings or paved for transportation networks where as the remaining majority of the
watershed is forested or covered by grass fields. The total surface area of the WOC
watershed enclosing the ORNL site is approximately 3.3 mi2 . This area was derived
through a GIS exercise which resulted in a two-meter resolution Digital Elevation Model
(DEM) delineation of the WOC watershed. The model input for topography was
generated from the two-meter DEM. When imported to MIKE SHE, the DEM
topography took the form of Figure 10.
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Figure 10. WOC watershed topography in MIKE SHE dfs2 format
This area is also referred to as the model domain. The model domain acts like a
boundary where hydrological processes interact. In order to accurately represent these
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interactions, the processes must be explicitly portrayed in the model. The better the
spatial and temporal representation, the more accurate the model would be.
4.2.2 Climate
Precipitation is directly related to surface water flows in the watershed and has an
impact on the dynamics of the groundwater table, making it a critical variable in the
integrated hydrological model. The model was calibrated using a rainfall time period
which showed a typical variability of rainfall events and included the highest daily
rainfall event (85 mm/day) for the sample period. This time period was selected to
maximize the model performance and evaluation. Figure 11 shows the entire average
daily rainfall data set in millimeters from 1951 to 2006.
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Figure 11. Daily precipitation from 1951-2006 for Oak Ridge, TN
Mean annual precipitation for the period of 1997 to 2006 was 1254.55 mm for the
Walker Branch station near ORNL. Based on this historical data, the most precipitation
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or wettest period usually occurs from January through June (January-March had 359.4
mm and April-June had 3553.8 mm). The driest time is usually from October through
December.
To simulate extreme events, data from the Precipitation Frequency Data Server
was downloaded for Oak Ridge, TN for station OAK RIDGE ATDD according to
NOAA's Atlas 14 Precipitation frequency estimates (ARI is the Average Recurrence
Interval).
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Figure 12. Point precipitation frequency estimates (1000 years recurrence interval)
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Table 4. Precipitation frequency estimates (mm)
ARI* 24 hr 48 hr 4 day 7 day 10 day 20 day 30 day 45 day 60 day(years)
1 71 86 99 121 138 192 236 297 357
2 84 103 118 144 164 227 278 347 417
5 103 126 143 173 195 264 318 394 471
25 139 169 188 225 252 326 383 469 557
50 156 189 209 247 277 351 409 498 590
100 174 211 230 269 301 375 433 525 620
200 193 232 250 291 326 397 455 549 646
500 219 262 278 320 358 425 481 578 678
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Figure 13. Point precipitation frequency estimates (60 day duration)
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4.2.3 Evapotranspiration
MIKE SHE defines evapotranspiration (ET) as a reference evapotranspiration,
which is the rate of ET from a reference surface with an unlimited amount of water. This
value is directly calculated from climate data. Evapotranspiration in the Oak Ridge area
has been estimated at 74-76 cm or 55-56 % of annual precipitation (TVA, 1972; Moore,
1989; Hatcher, 1989) and tends to be greatest from late March through mid-October.
Evapotranspiration (ET) is an important model component to characterize water
loss from a watershed. Potential evapotranspiration (ETp) represents the environmental
demand for evapotranspiration and accounts for the amount of water that could be
evaporated and transpired if there was sufficient water available. The MIKE SHE data
model permits incorporation of the hydrological cycle and such associated data
parameters as ETp. However, ET, cannot be measured directly because transpiration and
evaporation of intercepted rain on vegetation are unknown and there are no measuring
stations available in the study area.
The Penman-Monteith algorithm is the most frequently used method for ET
estimation and is recommended in the MIKE SHE manual. It requires five climatic
parameters: temperature, relative humidity, wind, saturation vapor pressure, and net
radiation. The FAO Penman-Monteith equation was applied on an hourly basis and
calculated according to the FAO guidelines (Allen et al., 1998). From this procedure, a
time series file of daily ET, data was generated for a 10-yr period from 1997-2006 using
the following the equation:
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0.408A(Rn - G) + y u 2 (e" (Th,)- ea)
ET, = A + y(1+0.34u 2) (19)
where ET, = potential evapotranspiration [mm hour'], R~ = net radiation at the grass
surface [MJ m 2 hour~'], G = soil heat flux density [MJ m-2 hour-'], T, = mean hourly air
temperature [°C], A = saturation slope vapor pressure curve [kPa C-'], y = psychrometric
constant [kPa °C-'], e0 (Th,) = saturation vapor pressure at air temperature [kPa], ea =
average hourly actual vapor pressure [kPa], u 2 = average hourly wind speed [m s"'].
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Figure 14. Evapotranspiration (ORNL, 2007)
The highest average ET occurred from April to June (297mm) and from July to
September (312.6mm). Table 5 compares the seasonal average rainfalls and average ET
estimates for the period of 1997-2006.
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Table 5. Average rainfall and average potential evapotranspiration from 1997-2006
Period Average rainfall, mm Average ET, mm
January- March 359.4 125.8
April-June 353.8 297.0
July-September 284.8 312.6
October-December 256.6 115.7
4.2.4 Land Use
Land use data was downloaded from the Tennessee Spatial Data Server in the
form of a GIS shapefile, which was then imported into the model. The type of land use
changes the surface roughness and potential ET which affects the overland flow and
groundwater recharge, and highly influences the overall hydrology of a watershed. MIKE
SHE integrated spatially-distributed land use values for paved areas and vegetation
distribution into the model. Impervious areas in the WOC watershed, including buildings
and other facilities, roads, and parking space, were modeled with zero infiltration. WOC
watershed can be considered a highly developed watershed with most of the developed
areas covering the central portion of the watershed and generally located adjacent to the
streams.
Stream quality impairment is directly associated with watershed imperviousness
(Klein, 2007). Waters collect pollutants as they run down and off road surfaces and then
enter directly into a stream or through associated road ditches. Imperviousness influences
water yield through soil compaction, and reduction of percolation area (Hollis, 1977).
Higher road density result in lower infiltration rates and can affect groundwater when
they are located near springs. These factors can result in increased sediment delivery to
streams as well as higher peak flows and accelerated timing of peak flows (Jones et al.,
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2001) resulting in more frequent and more severe flooding. MIKE SHE allows for the
insertion in the model of a paved runoff coefficient. This coefficient represents the
fraction of imperviousness in the watershed. A MIKE SHE dfs2 grid file was created to
simulate the distribution of paved areas throughout the watershed.
Increases in water yield are primarily due to functional changes in road density
and vegetation density. Differences in vegetation density result in changes to the amount
of water lost due to interception, evaporation of snow and evapotranspiration (Swank et
al., 1988). MIKE SHE includes a module to describe the distribution of vegetation types
across the watershed. Each one of these different vegetation types would require two
parameters to be defined: the Leaf Area Index and the Root Depth.
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Figure 15. Land use grid codes representing pasture/grassland vegetation type
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The red grids in Figure 15 show where pasture and grasslands are located in the
watershed. Other vegetation types described in the model included: forested wetland,
open water, row crop, upland coniferous forest, upland deciduous forest, and upland
mixed forest. A specific set of parameter values were given to each vegetation type, and
they are shown in the table below. Regionally derived Leaf Area Index (LAI) and root
depth values for each vegetation type were derived from published literature (Scurlock et
al., 2001).
Table 6. General vegetation parameters from WOC (Scurlock et al., 2001)
Land Type Leaf Area Index Root Depth
Forested Wetland 8.4 1500 (mm)
Pasture/Grassland 2.6 1093.14 (mm)
Row Crop 2.2 1400 (mm)
Upland Coniferous Forest 2.2 1800 (mm)
Upland Deciduous Forest 4.9 4399.99 (mm)
Upland Mixed Forest 3.8 3999.99 (mm)
4.2.5 River Drainage
The morphological characteristics of a river channel and floodplain are important
parameters needed to create an accurate hydraulic simulation. These characteristics
include channel width and depth, as well as floodplain cross-section area. Geometry data
was developed by utilizing a high resolution DEM with an approximate resolution of two
meters, aided with a Triangulated Irregular Network (TIN) and a contour layer. Thirteen
tributaries of WOC were identified using a streams shape file from USGS. The resulting
river system had a length of 15,057 meters. The list of tributaries is shown in Table 7.
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Cross sections locations that would accurately depict the morphological
characteristics of the channels in the WOC watershed were identified. A sufficient
number of cross sections were gathered for each tributary of WOC. To accurately
reproduce the WOC profile and its tributaries, cross sections were collected based on
slope changes. In addition, cross sections were also gathered from the WOC before and
after its confluence with a tributary. A point shapefile, shown in Figure 17 was created to
identify the location of 142 cross sections.
White Oak Creek TiN
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Figure 16. Triangulated Irregular Network (TIN) from WOC watershed
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Table 7. River system used in the MIKE 1 1 model
River Upstream Downstream Downstream Downstream
Name Chainage Chainage (m) Connection River ConnectionChainage (in)
WOC 0 4791
NW 0 2172 White 4618
Tributary
Creek 0 1532 WOC 3903
First
Creek 0 915 NW Tributary 2046
NOI 0 960 NW Tributary 1376
N02 0 258 WOC 3310
N03 0 479 WOC 2894
NOS 0 740 WOC 1711
N06 0 1027 WOC 1628
SO1 0 313 NW Tributary 1069
S02 0 284 WOC 3654
S03 0 482 WOC 3453
S04 0 378 WOC 3141
S05 0 726 WOC 2798
Using the 3-D analyst extension in ArcGIS, profile graphs were created by
interpolating lines along the established cross section locations. These lines depicted a
horizontal profile of the channel when intersected by the DEM. Cross section lines were
drawn perpendicular to the direction of flow by visualizing the topographic features. A
key step involved drawing all the lines from left bank to right bank when looking
downstream. Cross sections were wide enough to cover the entire floodplain.
Once a cross section profile was established, ArcGIS through the 3-D Analyst
tool bar allowed exporting the data as elevation points. The data for the cross section
coordinates were further transferred in the river cross sectional editor of MIKE 11.
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Figure 17. Locations of cross sections gathered from the WOC watershed DEM
Most of the tributaries flowing into WOC can be described as V-shaped. All of
the sections were drawn using the procedure above; however for the smaller tributaries
which did not have significance for studying the flood potential, trapezoidal cross
sections were used with sufficient conveyance for 10 m3/s. A reasonably high number of
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river cross-sections were included to ensure that the river elevations are reasonably
consistent with the surface topographic features. 142 total cross sections were created
from the DEM and entered into the MIKE 11 model.
4.2.6 Manning's Coefficient
When the net rainfall rate exceeds the infiltration capacity of the soil, water is
ponded on the ground surface. This water is available as surface runoff, to be routed
downhill towards the river system. The exact route and quantity is determined by the
topography and flow resistance, as well as the losses due to evaporation and infiltration
along the flow path. USGS has described a procedure for estimating the roughness factor
(Manning's number) for densely vegetated flood plains (USGS, 1989). The n value is
determined from the values of the factors that affect the roughness of channels and flood
plains. In densely vegetated flood plains, the major roughness is caused by trees, vines,
and brush. The n value for this type of flood plain can be determined by measuring the
vegetation density of the flood plain.
Figure 18 displays the various land type grid codes, defined in Table 6, from
which a grid of corresponding Manning coefficients was derived.
Table 8. Grid codes with vegetation classes and Manning's coefficients
Grid Code Class Name Manning
1 Open Water .01
2 Forested Wetland .33
4 Pasture/Grassland .1
5 Row Crop .067
7 Upland Deciduous Forest .33
8 Upland Mixed Forest .33
9 Upland Coniferous Forest .33
10 Urban/Developed .1
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Figure 18. MIKE SHE dfs2 grid of Manning roughness coefficients
4.2.7 Unsaturated Flow
Texture types of the soils within the WOC study area were identified by
investigating ORR soil map units on the basis of geologic formation, geomorphology,
and soil parent material. Soil map units were delineated within the watershed according
to the ORR soil coding legend and classifications described by Lietzke et al (1986). All
soil map units were reviewed and the 73 soil map unit codes which intersected streams
within the WOC study area were extracted. The dominant soil units identified were
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00361-01241 (Rome formation), 40541-43041 (Knox-Copper Ridge / Chepultepec /
Longview / Kingsport / Mascot group), 50031-60843 (Chickamauga Group formation),
and 96051-99521 (Alluvium).
Each of the intersecting soil map unit codes was reviewed for its distinctive
morphology, parent materials, and soil texture. Categories of Soil Taxonomy (Hatcher,
1989), presented in Table 9, were used to correlate soil taxonomy with observed soil
features and their physical and chemical properties. For each soil texture variety, "Area
near WOC" and "Percentage of Total Soil Area near WOC" were calculated. Soil data for
the 165,583 m2 portion of the Central Bethel Valley area, which accounts for only 6.5%
of the total WOC territory, could not be found. This area does not play a vital role in the
process since it is paved and the soil is unexposed. Runoff is directed to the channel
network, therefore the interactions with the unsaturated area is related to that of the
channel network. Nevertheless, soil characteristics must be specified for all the areas
regardless of data availability. For this area, properties from the adjacent soils were
entered.
Each soil textural type has certain hydrological properties which are essential for
the solute transport theory. The soil literature contains numerous assessments of soil
water characteristics and hydraulic conductivity values, which are often not easy to
determine experimentally. The Van Genuchten model (Van Genuchten, 1976) is a
simplified widely used approach for prediction of soil water content as a function of
pressure head.
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Table 9. Categories of soil taxonomy in the ORR Soil Survey
Order Suborder Great Subgroup Family
___ 
___ ___Group_ 
_
Typic Fluvaquents fine-loamy, mixed,Entisols Aquents Fluvaquents Aeric Fluvaquents thermic
Typic Udifluvents fine-silty, coarse-silty,Entisols Fluvents Udifluvents Aquic Udifluvents fine-loamy, or loamy-
skeletal
Intceptisols Orchrepts Dystrochrep Dysrochept fine or fine-loamy
Alfisols Aqualfs Ochraqualfs Typic Ochraqualfs fine or fine-loamyAeric Ochraqualfs
Alfisols Aqualfs Ochraqualfs Aeric Ochraqualfs fine or fine-loamy
Udalfs Hapludalfs Typic Hapludalfs fineUltic Hapludalfs
Ultisols Aquults Ochraquults Typic Ochraquults clay or loamy-skeletal
Aeric Ochraquults
Udults Hapludults clay, fine-loamy, orUltisols Ochreptic Hapludults Typic Hapludults loamy-skeletal
Ultisols Ochreptic Paleudults Typic Paleudults fine-loamy, loamy-
skeletal or clay
Mollisols Udoll Argiudolls Typic Argiudolls fineRendolls Rendolls
The Van Genuchten model is represented by the following algorithm:
(s -Or)O =Or + (20)[1 +(ah)NIM
where 0-moisture content; Or-residual moisture content; Os-total saturated moisture
content; a-empirical constant, cm-; N-empirical constant; M-empirical constant; h-
capillary head, cm.
The correlation between N and M is:
M=l-1/N (21)
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Hydraulic conductivity is expressed by:
K(8) 0-&r 1/v- f0& iUi 2220{}K1-[- ) ]1 "} (22)
Ks s -6O Os -Or
where K(O) is the hydraulic conductivity for a given water content (cm h-) and Ks is the
saturated hydraulic conductivity (cm hW). Parameters for Equation 22 were obtained from
Carsel and Parrish (1988). All acquired values of saturated hydraulic conductivities (Ks)
and van Genuchten moisture retention parameters (Or, a, N) were grouped in two different
layers and inputted in MIKE SHE. In Table 12, the upper layer soil profile represented
depths from 0 to 3 feet while the lower layer involved characteristics found at 3 to 10 feet
deep.
Table 10. Van Genuchten's soil hydraulic parameters
Residual Moisture Saturated Moisture Hydraulic
Layer Content, Or Content, Os Conductivity, Ks
Upper 0.05 0.38 5.00E-06
Lower 0.05 0.38 1.00E-07
4.2.8 Saturated Zone
The saturated zone component in MIKE SHE is designed to interact with all the
other components of the model including overland flow, unsaturated flow, channel flow
and evapotranspiration (DHI, 2008). The finite difference solution required the input of
parameters via a geological layers module. The development of this site-specific
hydrogeological module provided information about factors controlling groundwater
flow. Figure 19 shows the geological layers which have been identified according to the
literature (ATSDR, 2006).
38
The area is characterized by parallel ridges formed by erosion processes triggered
by the underlying White Oak Mountain thrust fault, part of the Appalachian thrust belt of
Eastern Tennessee (Moore, 1989). The primary geological formation encountered in the
WOC watershed is the Chickamauga Group Formation (Och). This formation comprises
most of the central portion of the watershed. It developed during the Ordovician age as a
limestone fractured aquitard of approximately 2000 feet thick, with highly variable
conductivities (ATSDR, 2006). Knox group (One), Conasauga group (Cc), and Rome
formation (Cr) are also present and share similar characteristics.
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Figure 19. Geology map of the WOC watershed
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A shallow subsurface stormflow zone (1-2 m thick), which approximately
translates to the root zone (ATSDR, 2006), is underlain by an unsaturated zone of
variable thickness (1-15 m) which separates the stormflow zone and the water table
(Figure 21). Approximately 95% of all groundwater flow in the aquitards occurs in the
shallow saturated zone (i.e., the upper 15-30m). The water table is higher than the
surface waters thus it provides most of the baseflow of WOC and tributaries. For this
reason, only the portion of the aquifer extending from the ground surface to the shallow
saturated zone was modeled.
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Figure 20. Groundwater table in the WOC watershed
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Figure 21. Vertical relationship of flow zones of the ORR aquitards (ORNL, 2006)
The WOC groundwater model was represented by two geological layers. These
layers represented the subsurface stormflow zone and the shallow saturated zone
described above. Data for these was compiled using the geologic characteristics of the
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area's formation. Hydraulic conductivities for this layer were held constant and assumed
to be at 1 e-007 m/s and I e-007 m/s for horizontal and vertical conductivities respectively
based on previous studies (West and Toran, 1994). Other parameters included specific
storage (Storage Coefficient) = Storativity / Aquifer Thickness = 0.001 / 30m = 3.33 x
10-5 1/m (Watson et al., 2004).
Based on Figure 21: Stormflow Zone = 2m, Unsaturated Zone = 15m, Shallow
Saturated Zone (Aquifer thickness) = 30m; herefore "Aquifer" Lower Level = - (30m +
14m + 2m)= -47m (value relative to ground).
4.3 Model Calibration and Validation
Sufficient data input in a distributed model would create a detailed representation
of the hydrological system which theoretically implies that calibration is not needed
(Feyen et al., 2000; Vazquez et al., 2002). However, calibration and validation of
distributed models remains a major debating point in the literature due to the uncertainty
associated with the parameters used. Issues such as scaling, measurement errors and lack
of data are some of the reasons why calibration becomes necessary (Feyen et al., 2000).
4.3.1 Calibration
Calibration of the WOC model was carried out to evaluate parameter values by
comparing simulated and observed values in an attempt to generate a model that is
closely representative of reality within a certain level of accuracy. This process was
intended to improve the predictive reliability of the model. This calibration and validation
process was directly connected to the uncertainty analysis. The numerical optimization
derived from this process helped determine a set of optimal or best-fit parameters which
were used to evaluate the model's predictive capability of extreme flood events.
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Distributed models usually required an initial "warm up" period to balance out all
the hydrological processes. With this in mind, a MIKE SHE feature called hot start was
used. During a simulation, this feature saves the output information at different intervals,
which can then be used to either continue the simulation or provide initial conditions for
a new simulation. A qualitative analysis of initial results from different simulations
showed that it took approximately two to five years for the model to establish some kind
of equilibrium in its output. Therefore the hot start feature was set to provide initial
conditions to a new simulation from the results of a previous one after five years of
simulation.
Uncalibrated Model
Multi-site Hydrograph-based
Calibration
(01/01/1951 to 01/01/1961)
One-site Hydrograph-based One-site Hydrograph-based
Calibration Calibration
(08/01/1955 to 06/30/1964) (12/01/1986 to 09/30/1996)
Multi-site RMSE-based
Validation
(01/01/1951 to 01/01/1961)
NO
If RMSE > 1,
YES
DONE
Figure 22. Schematic of calibration and validation procedure
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Calibration efforts were qualitative in nature, hydrograph-based, and focused on a
visual comparison between the observed and simulated values. Once a good fit was
observed, a quantitative validation analysis was done using the Root Mean Square Error
(RMSE). The goal was to produce acceptable matches between the two sets of data.
Table 11. Discharge data used for calibration and validation
Step Model Procedure Station Used Period
1 Uncalibrated No- 01/01/1951 to
calibration 01/01/1961
Multi-site 01/01/1951 to
2 calibrated alibration All-stations 12/31/2006
One-site 08/01/1955 to
calibrated Calibration 3537000 06/30/1964
One-site 12/01/1986 to
calibrated Calibration 3536450 09/30/1996
5 Multi-site Validation 3536380, 3536450, 04/01/1985 to
validation 3536320 06/21/2000
The first step in the WOC model calibration process involved the integration of
all the MIKESHE/MIKE 11 modules to establish initial conditions. This uncalibrated
model was set up based on measured and estimated parameters mentioned in the WOC
model development section. After several short preliminary runs, this simulation was the
first step towards a refined calibration. All the modules were working and no errors had
been found. A 10 year period was simulated in order to establish the hot-start feature. The
hot-start feature was set up to be used in future simulations.
The second step involved a multi-site calibration process where the observed
values from all seven USGS stations were compared to the simulation results. From this
comparison, two main issues were identified. It was observed that the model was able to
somewhat replicate the different peak flows but the baseflows were consistently different
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throughout the length of the simulation. Figure 23 shows how the baseflows for the
measured data (blue line) are lower compared to the simulation values (black line).
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Figure 23. Differences in baseflows values found during the calibration process.
It was also observed that although the simulation was able to replicate peak flows,
these were not consistent throughout the length of the model. The timing of peak events
were similar between observed and computed values, but the magnitude of major flow
events was not being simulated accurately by the model. This was an important aspect to
be investigated due to the purpose of this model, which is to represent major flow events.
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Figure 24. Differences in peak flows values found during the calibration process.
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Figure 24 above shows a series of major flow events throughout 1991 that are not
completely captured by the model. The measured data (blue line) shows three flow events
above the 5 m3/s mark which are much higher compared to the simulation values (black
line).
During the calibration and validation process, manipulation of model parameters
in order to attain a close representation to the system involved altogether the adjustment
of four parameters. The Manning's coefficient was initially variable in the river channel
and uniform everywhere else. A spatially distributed Manning's coefficient was achieved
by utilizing the land use roughness values; the baseflow differences were then adjusted
accordingly. The hot start feature was also changed from two to five years as it was noted
that baseflows slightly increased after five years. The evapotranspiration was slightly
increased in order to decrease baseflows. The third step of the calibration process
involved a one-site calibration using station 03537000 for a period of approximately nine
years.
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Figure 25. Calibrated baseflows with station 03537000.
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In order to address the peak flows differences, the paved runoff coefficient was
adjusted to more accurately represent the study area. This coefficient was set to be
uniform throughout the watershed. Taking into account the fact that the WOC watershed
is highly urbanized and that paved areas increase water yield, thus peak flows, the need to
represent this coefficient spatially was significant. Updated numbers were acquired from
a utility program created by the Luettich and Westerink (2006) which uses data from the
National Land Coverage database to interpolate paved coefficients onto a GIS grid.
Unsaturazed zone soil hydraulic parameters were also adjusted to account for lower
infiltration rates during major storm events which increased the amount of surface runoff.
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Figure 26. Calibrated peak flows with station 03536450
4.3.2 Validation
After going through the hydrograph-based calibration process, the simulated data
was expected to closely fit the observed distribution. In order to validate this assumption,
the RMSE values were extracted for each station. The root mean square error (RMSE)
statistical method described by Loague and Green (1991) and used by Xevi et al (1997)
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in their MIKE SHE model was followed in this study. RMSE was used to evaluate the
overestimation or underestimation from observed values. Parameters were again modified
in order to achieve lower RMSE values. The calibrated RMSE values are shown in Table
12 below.
RMSE = (si-O)15 (100 (23)
where O is observed discharge (m3/s), S is simulated discharge (m3/s), O is the average
value of the observations and n is the total number of observations.
Table 12. RMSE values for multisite validation
Station Number Location in Relation to Watershed Domain RMSE (m's
3536380 Middle of WOC 0.69
3536450 First Creek 0.03
3536550 Outlet of WOC 0.27
3536440 Northwest Tributary 0.07
3536320 WOC Headwaters 0.58
3536500 Middle of WOC by Fifth Creek 0.11
3537000 Outside WOC domain 0.21
The units in the RMSE values above are equal to the data analyzed, in this case
m3/s. These values represent the relationship between observed and simulated values.
Basically the closer the simulated value is to the observed value, the lower the RMSE
value and thus a better fit (Helsel and Hirsch, 2002). Taking under consideration that the
majority of surface parameters were gathered from a two-meter resolution DEM, RMSE
values<l were considered appropriate for the WOC model. The resulting RSME values
for the calibrated model range between 0.03 and 0.69. These values show that the WOC
model is able to simulate the river dynamics very well. The differences in RMSE values
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are expected due to the spatial heterogeneity of the watershed and the inability to fully
replicate it because a lack of data.
In a system such as the WOC watershed where different stations measuring
discharge data originate from the same physical setting, validation through statistical
analysis is necessary to determine similarity in these measurements. Additionally, a
statistical comparison of observed and simulated values is a fundamental analysis for any
hydrological model. Therefore, a set of statistical tests and procedures were developed for
this project. Statistical information for the observed data included the variation of the
sample, the average value, the extremes, and the standard deviations, as seen in Table 13.
Table 13. Statistical information about observed data
Station Count Max Min Average Standard Deviation
03536320 3114 11.1002 0.0003 0.1589 0.6068
03536500 1870 3.5113 0.0198 0.1125 0.1897
03537000 4383 6.2580 0.0680 0.2681 0.3610
03536380 3226 9.1747 0.0510 0.3361 0.7231
03536450 3530 0.7362 0.0040 0.0270 0.0404
03536550 5636 5.7200 0.0708 0.2851 0.3092
03536440 3093 1.2743 0.0017 0.0312 0.0653
The table above indicates that although the stations' data came from the same
hydrologic system, there is a lack of similarity in the statistical parameters. These
deviations can be attributed to many external factors including instrumentation errors,
lack of sufficient data, but most importantly spatial distribution. These simple statistics
show a spatial and temporal heterogeneity in the system for parameters that influence the
discharge values. In other words, these indicate that different environmental conditions
are found throughout the landscape, even in smaller systems such as the WOC watershed,
and that these environmental conditions are significant enough to influence the output.
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As a result, uncertainty is introduced in the system and therefore would be addressed in
the uncertainty analysis section below.
U SGS Stations Discharge
Figure 27. USGS Station 03536320 discharge hydrograph
USGS Stations Discharge
Figure 28. USGS Station 03536500 discharge hydrograph
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Figure 29. USGS Station 03537000 discharge hydrograph
USGS Stations Discharge
Figure 30. USGS Station 03536380 discharge hydrograph
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Figure 31. USGS Station 03536450 discharge hydrograph
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Figure 32. USGS Station 03536550 discharge hydrograph
52
uSGS Stations Diediarge
Figure 33. USGS Station 03536440 discharge hydrograph
In order to compare observed and computed data sets, further graphical and
numerical statistical analysis was conducted for each station, with the caveat that the
statistical information about observed data from Table 13 suggested significant
deviations. Firstly, to establish this deviation graphically, a probability plot was graphed
to determine if observed hydrologic data, represented by station 03536550, fitted a
cumulative distribution.
Hydrologic data does not have to necessarily fit a normal distribution pattern (Leopold et
al., 1995). Data from station 03536550 located at the outlet of the watershed was chosen
as the representative sample for this test. This station was chosen because it has the
longest continuous record of data available. The results with two commonly used
distributions, the normal and Weibull, graphically showed that significant deviation
indeed exists in the observed data, as shown in Figure 34.
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Figure 34. Cumulative distribution curves
Graphical and numerical statistical methods were used to compare observed and
computed time series. Although not required, for consistency purposes the sample sizes
were equal for both simulated and observed values. For the graphical section, the
cumulative distribution function (cdf) plots allowed for the comparison of the observed
and computed time series' cdf's. Overlaying a theoretical cdf plot with the empirical data
obtained from the model is useful for determining the distribution of the data and
therefore if the values come from the same distributions. Quantile-quantile plots are
shown in Figure 43.
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Figure 35. CDF of observed and simulated datasets for stations 03536380 and 03536450
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Figure 36. CDF of observed and simulated datasets for stations 03536550 and 03536440
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Figure 37. CDF of observed and simulated datasets for stations 03536320 and 03536500
55
Empirical CDF
Obsene~d
0.9 - -- - - - - - - - Simulated -
0 .8 F . _ _ _ -_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ .
0.8 - -
OA. h ---- - ------- -------- -- ------ -- ---- --- -- -
0.2 -------- ------- ------ --------- -------- ----------- ---
0 .1 -- - - - - - - -- - - - - - - -- - - - - - - -- _ _ _ __-- - - -- - - .-- - - - - -
0-0 1 2- -3 4 5 6 7
Discharge (ems)
Figure 38. CDF of observed and simulated datasets for station 03537000
The CDF's show the best fit for stations 03536450, and 03536500. Stations
03536550, and 03537000 had the same shape but the simulated values where a bit lower,
therefore the lines did not match entirely. The other stations generally showed a good
correlation in the low range of flows. Box plots allowed determining if median values,
spread, and symmetry differed between the two datasets (Pitman, 1993). The center line
corresponds to the median of the sample.
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Figure 39. Boxplots of observed and simulated datasets for USGS stations 03536380 and
03536450
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Figure 40. Boxplots of observed and simulated datasets for USGS stations 03536550 and
03536440
The top and bottom of each box display the 25th and 75t percentile of each
sample, and the distance between is equal to the interquartile ranges (IQR). The IQR
measures the range of the central 50% of the data (Helsel and Hirsch, 2002).
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Figure 41. Boxplots of observed and simulated datasets for USGS stations 03536320 and
03536500
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Lines extending above and below each box are called whiskers. Whiskers are
drawn from the ends of the interquartile ranges to the furthest observations within the
whisker length (the adjacent values). Observations beyond the whisker length were
assumed to be outliers. Outliers are displayed with a red + sign (MATLAB, 2008).
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Figure 42. Boxplots of observed and simulated datasets for USGS station 03537000
Boxplots showed that medians were the same for stations 03536440 and
03536500, and only slightly higher, ranging from 0.001 to 0.1, in the observed data for
stations 03536380, 03536450, 03536550, and 03537000. The IQR of simulated data was
comparable for station 03536550, and larger for stations 03536440, 03536500 and
0353700. Both sets of data seem to be right skewed due to the relatively bigger size of the
upper box halves.
It was previously established that the representative observed data did not fit a
normal distribution (Figure 40). For this next statistical test, quantile-quantile (Q-Q) plots
were utilized to determine if two datasets came from the same distribution. When two
samples exhibited a linear relationship in a Q-Q plot, this suggests that the samples may
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come from the same distribution family. To exhibit this relationship, the data does not
necessarily have to form a line. As long as the data falls near the line, this would
presumably indicate a similarity in the distributions.
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Figure 43. Quantile-quantile plots for USGS stations 03536380 and 03536450
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Figure 44. Quantile-quantile plots for USGS stations 03536550 and 03536440
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Figure 45. Quantile-quantile plots for USGS stations 03536320 and 03536500
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Figure 46. Quantile-quantile plots for USGS stations 03537000
Most of the datasets do not appear to come from the same distributions. For the
most part, the Q-Q plots showed that the X quantiles, or the observed data, is lower than
the corresponding Y quantiles or the computed data. Also, there is a strong similarity in
the lower quantile values, with an increasing difference as the quantiles increase. The
best approximation came from station 03536550 and 03536500 where only the highest
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quantiles are dispersed, indicating that the higher flows in the data sets aren't equal. The
presence of outliers in the Q-Q plots is certainly noticeable and provides an explanation
for the deviation of the relationship at higher values. These outliers are quite different
from the pattern in the rest of the data. Their values could represent periods of high flows
or could very well be measurement errors. The outliers can also be representing flows
from a network of pumps from ORR discharging directly into the stream channels. Since
these pump network was not incorporated in the WOC model, they are very likely the
source of dissimilarities in the datasets.
Hypothesis testing was conducted to analyze the entire pairs of datasets. For this
procedure, the Wilcoxon rank sum (WRS), the two-sample Kolmogorov-Smirnov (KS2),
and the Ansari-Bradley (AB) tests were used. The WRS test examines if the two datasets,
although independent, come from the same distribution with equal medians. This is the
null hypothesis. If the datasets come from the same distribution then WRS = 0, and the
null hypothesis is confirmed. If WRS = 1, the hypothesis is rejected.
Table 14. Results from two variable statistical tests
Test 03536380 03536450 03536550 03536440 03536320 03536500 03537000
WRS 0 1 0 1 1 1 1
KS2 1 1 1 1 1 1 1
AB 1 1 1 1 1 1 1
The KS2 tests the hypothesis of similar continuous distributions between
observed and computed values. When KS2 = 0, both series come from similar continuous
distributions. If KS2 = 1, the null hypothesis is rejected. Lastly, the AB tests the
hypothesis that two datasets come from the same distribution and same variance, against
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distributions with similar median and shape but different variances. The null hypothesis
is confirmed when AB = 0; 1 otherwise.
Only two WRS tests confirmed the null hypothesis. For stations 03536380 and
03536550, the WRS hypothesis test showed that the two populations come from the same
distribution with equal medians. The conclusion for these tests is that cumulative
distributions for the compared data sets, most likely come from dissimilar time series.
Most of the tests rejected the null hypothesis for the time period analyzed. The tests also
showed that deviations were mostly influenced by differences in upper values.
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Figure 47. Flow duration curve for station 03536550
Since the main purpose of this study is to represent different flooding scenarios, it
is imperative to further analyze the differences found in the upper values. A flow duration
analysis therefore was chosen to graphically show the observed and simulated flow
duration curves for station 03536550. This curve displayed the relationship between
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streamflow and the percentage of time it is exceeded (Gordon et al., 2004). Figure 47
above shows that the WOC model matches well with the observed data for the whole
range of flows for Station 0336550. This figure suggests that the WOC model is able to
replicate watershed characteristics that influence stream flows of different magnitudes; an
important aspect in any flood study.
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Figure 48. Comparison of observed vs computed values for station 03536550
Figure 48 above shows a straight comparison between the gaged data and the
results provided by the model. The red line shows a comparable trend line from the two
datasets. The presence of one outlier shown in the figure is the only measurement not
following the pattern. A review of the hydrographs showed that this outlier was not part
of a series of storm events. Therefore it could be attributed to human induced factors such
as gage instrumentation errors or direct water discharge from a pump.
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4.4 Model Uncertainty and Sensitivity
Due to the empirical nature of physical parameters and their limited availability,
many assumptions are inherent in models such as the WOC hydrological model. A goal
of this study was to identify parameters that played a significant role in the model output.
This was done by determining the sensitivity of outputs to input parameters. Correct
values of physical parameters are rarely known and there is always some margin of error
even amongst actual measured data. Therefore uncertainty is illustrated by analyzing the
sensitivity of the model to a range of possible parameter values and model structure that
would provide reasonable results. Ultimately, it is crucial to keep in mind that the results
provided by a model are not an exact direct measure, and uncertainty analysis would only
help bring the model a step closer to reality. Additionally, the implementation of any
technique intended to reduce uncertainty is subject to significant uncertainty itself
(Rubarenzya et al., 2007).
Distributed modeling tools such as MIKE SHE, which are capable of integrating
the various components of the hydrological cycle, required extensive data input. High
resolution spatial data in the form of GIS has become widely available, thereby
improving the models significantly (Andersen et al., 2001). However, even the most
studied/ gaged watersheds have data gaps that would require many assumptions to be
made. Field measuring of physical parameters is time consuming and expensive therefore
parameter estimation techniques are commonly used. Integrating all these assumptions
into one model only brings more uncertainty to the reliability of its results.
A generalized consensus exists regarding the sources of uncertainty in MIKE
SHE models. Most of the uncertainty studies found in the literature usually address model
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sensitivity to grid size, spatial resolution, and parameter estimation with the latter being
the most researched. Xevi et al (1997) highlighted some of the sources of uncertainties in
a MIKE SHE model including uncertainty from model structure, parameter estimates,
spatial or temporal discretization, boundary conditions, initial state, and measurement
errors.
In order to determine model sensitivity to parameters, Xevi et al (1997) selected a
set of parameters and varied their values within reasonable limits. These parameters
included grid size and time step, hydraulic conductivities, drainage coefficient and
specific yield, Strickler coefficients, vegetation parameters and bypass flow. The effects
of these variations were assessed by looking at changes in the output of hydrograph
peaks, peak discharges, and cumulative discharges. Significant sensitivity was identified
when changes to the grid size were implemented. This influenced the simulation time and
the outflow hydrograph. In general, this study concluded that variation in all the values,
except specific yield, slightly affected one or more outputs.
Other studies have focused in observing model sensitivity response to one specific
parameter. Vazquez et al (2002) and Vazquez and Feyen (2007) have addressed the
problem of scales and grid sizes in MIKE SHE models respectively. Spatial differences
exist between modeling scales and the scale of individual process. MIKE SHE equations
are derived and valid for smaller-scale applications. When these equations are applied on
a catchment scale the model is assuming that they are also valid at the larger scale
(Vazquez et al., 2002). In other words, many physical processes such as soil hydraulic
parameters are derived at the scale of laboratory experiments or research catchments.
Since the same equations are also applied to larger scale scenarios such as the WOC
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model, it is assumed that the values derived are a representation of the whole process
when in reality spatial variability is too large to be represented by a single value (Grayson
et al., 1993). Braun et al (1997) stated that when upscaling like this occurs, either the
relevant principles or their characteristic parameters also change.
Vazquez et al (2002) established effective parameters for a 600 m grid squared
MIKE SHE model. Effective parameters are single values that represent a larger area and
cannot be measure at a specific point (Grayson et al., 2001). These parameters were then
applied to a finer model (300 m) and a coarser model (1200 m) in order to investigate the
effects of the grid size on effective model parameters and model performance. Each
model was calibrated and validated independently against discharge measurements and
observed water levels. Results showed that model behavior was comparable for all grid
size. The finer model showed a significant difference in simulation time, whereas the 600
m and the 1200 m differences were minor. A more accurate representation is expected to
be achieved from a smaller grid size because the level of detail is considerably higher.
However, this study concluded that if the level of detail in data input and quality is not
appropriate for the grid size, overall model performance is jeopardized. In this specific
study, it was found that due to the model structure, data input, and time step, the 600 m
grid showed better model performance. Another important conclusion was that although
physical parameters are scale dependent, their effective values usually showed physical
correspondence at larger scales. This has been concluded by other studies as well
(Bkischl et al., 1995; Bergstrom et al., 1998; Christiaens et al., 2002) which generally
state that there is a reasonable match between effective parameters and laboratory values.
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The structure of the model and the number of variables are important aspects of
uncertainty in distributed hydrological modeling. Beven (2000) and Georgakakos et al
(2004) have stated that more than one set of parameter values can provide equally
acceptable predictions. MIKE SHE model structure uncertainty relates to the fact that
solution to physical processes can be approximated using different approaches. The
option of selecting different solving techniques is provided in MIKE SHE, therefore
allowing for comparability in the model structure. For example, MIKE SHE provides
three options for calculating vertical flow in the unsaturated zone and they include the
Richads equation, a gravity flow procedure, and a two-layer water balance method. Same
with MIKE 11, the option of representing channel flow by a kinematic wave description
or the fully dynamic St Venant equations is at the discretion of the modeler. Butts et al
(2004) adopted a methodology to investigate the effects of ten different model structures
that would be appropriate for their basin. They found that model performance was very
sensitive to model structure. This suggests that exploring different model structures that
produce comparable outputs could potentially improve the performance of a model. They
also found that optimal model structure came from one of the simplest models,
suggesting no correlation between model complexity and performance. It was concluded
that the choice of an appropriate model structure is a challenging task unique to data
availability and the level of complexity needed to represent the hydrological system.
4.4.1 Uncertainty at WOC
In order to identify the sensitivity and insensitivity of the WOC model output to
the input parameters and model structure, uncertainty analysis was conducted. The main
purpose of this analysis is to highlight the role that uncertainty plays in the WOC model,
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by showing the effects that variation in a selected group of parameters could have in the
output. Parameters were identified and used for uncertainty analysis based on what
previous studies have found to be the main sources of uncertainty in distributed models
such as MIKE SHE. A MIKE SHE model uncertainty analysis performed by Xevi et al
(1997) was used as a reference. The Neuenkirchen research catchment located in
Germany is a small catchment (1 km 2) used to conduct laboratory and field experiments
that have resulted in extensive data sets. Despite its size, this catchment shows a high
degree of spatial variability of soils, aquifer, and land surface, appropriate for a
distributed model simulation (Xevi et al., 1997). These conditions are comparable to the
ones found at the WOC watershed. It must be acknowledged that there are many other
parameters in integrated watershed models that should be thoroughly assess for
uncertainty; however, a full scale uncertainty analysis is outside the scope of this study.
Sources of uncertainty in the WOC watershed modeling were recognized in two
main areas, numerical and physical. Numerical sensitivity was addressed by testing
uncertainty to model grid size. Physical sensitivity was addressed for both surface and
sub-surface processes. The following parameters were then used to analyze the
uncertainties of the WOC model:
1. Sensitivity to grid size (numerical/model structure)
2. Sensitivity to Manning's flow resistance (physical/surface process)
3. Sensitivity to the saturated zone hydraulic conductivity (physical/sub-
surface process)
From a set of effective calibrated parameters, as shown in Table 12, a magnitude
of variation or estimate of allowable uncertainty of +-50% was established.
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Table 15. Initial parameters for the WOC watershed
Grid Size Manning's (1/m) Vertical conductivity Horizontal conductivity
40 (m) 30 0.0000001 (m/s) 0.0000001 (m/s)
The sensitivity of the parameters was assessed by observing the influence on
computed discharge. This analysis will only be performed for a time period of
approximately four months. Gage station 03536550 was selected for the uncertainty
analysis. Located at the outlet of the watershed, it was considered that this station was the
most sensitive to any changes in the watershed. Therefore, comparisons of model outputs
were based on the results for this station.
4.4.2 Sensitivity to Grid Size
The first series of uncertainty analysis simulations determined if variable grid cell
size values of the model domain would have an effect on the computed discharge.
Vazquez et al (2002) have shown that significant difference in simulation time exists as
model grid sizes become finer.
Table 16. Number of cells and cell size according to grid variation
Cell Size (m) Number of Cells (X) Number of Cells (Y)
10 450 480
40 108 120
100 43 49
A more accurate representation is expected to be achieved from a smaller grid
size because the level of detail is considerably higher. The sensitivity analysis was
applied using cell sizes of 10, 40, and 100 m to determine the effect of grid size on the
model accuracy and performance.
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Figure 51. Sensitivity of model discharge output to a grid size of 100 meters
Figure 49, Figure 50, and Figure 51 show the 10 m, 40 m, and 100 m grid size
simulation results for a four month period (01/01/1991 - 04/01/1991) for station
03536550. This period includes the highest rainfall event for that year. The response to
the variation of model grid sizes was as expected. The lowest RMSE values were
obtained from a 10 m grid resolution, due to the significantly higher level of detail;
however, model performance in terms of computation time increased exponentially with
the finer resolution.
Table 17. Grid size sensitivity results
Grid Size (in) RMSE (m3/s) Computation Time (min)
100 0.51 29
40 0.49 39
10 0.21 1362
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For the 10 m grid size a peak discharge of 1.4 m3/s was computed, the 40 m grid
size had a 3.2 m3/s peak discharge, and for the 100 m grid size had a 4.6 m3/s peak
discharge. The significant increase in computed peak discharges with model grid size
indicates a direct increase in computed overland flow with a coarser model. Base flows
shown in the 10 m grid were more consistent in comparison to the coarser grids; starting
with a steady discharge and slowly increasing to the peak discharge as rain accumulated.
Conversely, the coarser 40 m and 100 m grids showed a higher degree variation with
different peaks throughout the simulation and an unsteady base flow.
Based on these results, it was concluded that model grid size should be based on
the scale in which the model would be validated. The benefits of a finer resolution model
are significant but can be jeopardized by the amount of time it takes to complete a
simulation. Only simulations with relatively short time frames and refined scales benefit
from a smaller grid size without slowing simulation run time. The WOC flooding
simulations used a shorter time frame, 24 hours, and a reduced scale to achieve the level
of detail needed to assess the effects of inundation. The increase in computation time
would be considerable for a typical 50 year WOC simulation, indicating that the 40 m
grid size is more appropriate for watershed-wide simulations.
4.4.3 Sensitivity to Manning's Flow Resistance
Uncertainty in distributed models is introduced when parameters are limited to a
uniform value. Spatio-temporal variation must be established to replicate natural
processes and cycles.
Although roughness values tend to be consistent over time, a 50 year time period
would probably reveal variation in an active river channel. MIKE 11 does not account for
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this temporal variation; therefore, the sensitivity of the WOC model to roughness values
was tested using .06, .03, and .02 Manning's values.
Time Series Discharge 
_______________________________
2.0 -~
2e2
106
01
I201.8
16
6-1-ime 11-1-1881 18-1-1881 21-1-1881 26-1-1881 31-1-1881 5-2-1881 16-21881 11-2-181 20-2-1881 26-2-181 23-181 73-181 723-7887 173-11 22-181 2731781 14181
Figure 53. Sensitivity of model discharge output to Manning's value .0313
12
.8-
02
0.0
6 -1 1111 1 1.1-1W1 2 111 26- 1 Ji -  1  -1 02- 99   1991  -2- l 2 - 9 1 --19W  -3 W1 12- 1 1 -3 199 2 t1 ]-19 1 t+ 1W
Figure 53. Sensitivity of model discharge output to Manning's value .03
3073
FI'" Time Series D-scarge
25 - -
2.6 -
2.01
1
1.6
0.1
OA-
02-
. -1-1981 1-1-1991 16-11991 21.1-1981 20-1-1991 31-1-1991 5-2-191 10.2-1991 152-1991 202-1991 252-1991 2-31991 7-3 -1991 12-3191 173 1991 223 1991 2731991 1.4 991
Figure 54. Sensitivity of model discharge output to Manning's value .02
Manning's values were only changed in the channel bed area; floodplains and
paved areas have different Manning's values and were not considered in this analysis.
Figure 52, Figure 53, and Figure 54 show the .06, .03, and .02 Manning's value
simulation results for a four month period (01/01/1991 - 04/01/1991) for station
03536550. The discharge results for all three tests showed consistent RMSE values of
about 50% as shown in Table 18, indicating that the WOC model is not necessarily
sensitive to this parameter.
Table 18. Manning's value sensitivity test results
Test Manning RMSE
1 .06 0.498
2 .03 0.489
3 .02 0.495
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Temporal variation of Manning's values due to land alteration or channel
modification cannot be incorporated into this model nor is the data available. Due to this
limitation, the degree of uncertainty remains unknown and untested.
4.4.4 Sensitivity to Saturated Zone Hydraulic Conductivity
MIKE SHE models do not account for temporal variation in physical parameters
such as hydraulic conductivity. This also introduces uncertainty in the model output
(Rubarenzya et al., 2007).
Table 19. Hydraulic conductivity RMSE sensitivity results
Test Kh (m/s) Kv (m/s) RMSE
1 5.00E-08 5.00E-08 0.545
2 1.00E-07 1.00E-07 0.489
3 1.50E-07 1.50E-07 0.537
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The vertical (kv) and horizontal hydraulic (kh) conductivity were varied to
evaluate the influence that physical parameters have in computed streamflow. Three tests
were conducted using different combinations. From the initial Kh and Kv value of 1 E-07,
two more tests were prepared based on a variation of magnitude ±50%.
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Figure 55, Figure 56, and Figure 57 show the hydraulic conductivity sensitivity
simulation results for a four month period (01/01/1991 - 04/01/1991) for station
03536550. The discharge results for all three tests showed generally consistent RMSE
values; however, the lowest Kh and Kv value of 5.00E-08 did show a significant increase
in the peak flows.
Table 20. Hydraulic conductivity river flow sensitivity results
Kh and Kv Peak Discharge (m3/s) Cumulative River Runoff (m3/s)
5.00E-08 3.2 26.88
1.00E-07 3.2 27.45
1.50E-07 4.0 30.13
From the results, the maximum peak flow was 4 m3/s while the other Kh and Kv
values tested showed the peak flow at 3.2 m3/s. It was also noted that cumulative river
discharges increased significantly as the Kh and Kv value increased. This indicates that
as the hydraulic conductivity value increases, the cumulative river flow also increases,
demonstrating some model sensitivity to this parameter.
5 FLOOD RISK ANALYSIS AT WOC
Once the WOC model was established, parameters calibrated and the model
validated, different scenarios could be tested and compared. For the simulation of flood
events, data that represented extreme conditions was needed as input in the model. The
City of Knoxville storm water design procedure specifically cites the Natural Resources
Conservation Service (NRCS) Unit Hydrograph method as their preferred method to be
used to compute rainfall distributions (City of Knoxville, 2003). The first step in
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developing this event was to select the length of time or storm duration. A 24-hour
duration rainfall event is commonly used to develop a design storm distribution and
hyetograph. The next step was to select the synthetic rainfall distribution that corresponds
to the study area. NRCS created four different distributions representing the different
geographical regions in the United States. The WOC watershed is within the type II
distribution region, which is characterized as having the most intense short duration
rainfall (USDA, 1986).
The type II rainfall distribution provides a fraction of the total rainfall depth
which is multiplied by the total depth in order to get the cumulative rainfall depths. The
total depth for 25, 100 and 500 year events were derived from NOAA's Atlas 14
Precipitation frequency estimates (Bonnin et al., 2006). The total depths were 5.47 in,
6.85 in, and 8.6 in respectively. The detailed procedure to determine the distribution of
this 24 hour rainfall event is described in United States Department of Agriculture
(USDA), NRCS Technical Release 55 (USDA, 1986).
Although not considered an extreme flood event, the 25 year return interval was
added as a benchmark for floods of lesser impact to the WOC area. This information
would provide decision makers with an additional scenario of discharge values that could
potentially trigger effects such as sediment particles movement and mercury
mobilization. The commonly denominated NRCS rainfall distribution S-curves as well as
the 25, 100, and 500 unit hyetographs are included below. This information was
consequently entered into the MIKE SHE model in order to simulate the conditions
during these storm events.
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Figure 59. 25 Year 24 hour WOC hyetograph
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Figure 61. 100 Year 24 hour WOC hyetograph
80
10
9
8
7
562
1
0
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Tlime (hrs)
Figure 62. 500 year 24 hour WOC rainfall distribution
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Figure 63. 500 year 24 hour WOC hyetograph
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To simulate the conditions encountered during extreme floods in the WOC
watershed, the synthetic distributions of the 24-hour 25 year, 100 year and 500 year
rainfall events were created. To avoid numerical errors while running the model, a 5-
minute interval in the rainfall distribution was used. A 10 day period was simulated from
12/1/1996 to 12/10/1996.
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Figure 64. Discharge hydrograph at station 03536550 during 25 year flood event
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Figure 65. Discharge hydrograph at station 03536550 during 100 year flood event
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Figure 66. Discharge hydrograph at station 03536550 during 500 year flood event
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Figure 67. MIKE SHE extreme events simulation hydrographs
The WOC model provided peak flow discharges values of 25.14 m 3/s for the 25
year flood, 37.8 m3/s for the 100 year flood, and 56.8 m3/s for the 500 year flood at
station 03536550. A comparison of 25 year, 100 year and 500 year events computed peak
discharge values against the flood flow frequency analysis values is shown in Table 21.
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This only includes the most widely used flood flow frequency analysis technique in the
United States, the Log Pearson III. This technique has been used for years as the reliable
tool for determining different flood recurrence intervals.
Table 21. Comparison of flood events at station 03536550
Flood event (yrs) MIKE 40 meter Log Pearson III
500 56.848 43.83
100 37.794 32.65
25 25.14 24.29
60
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3U 500 year event
100 year event
S20 25 year event
10
0
MIKE 40 meter Log Pearson III
Figure 68. Validation chart for the flood flow events of this study
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A close relation between the MIKE SHE model flooding calculations and the Log
Pearson III procedure can be observed in Figure 68. The standard error of the mean was
calculated for these procedures. The null hypothesis for this test is that, although
computed through different procedures, the flooding values are not significantly different.
The alternative hypothesis is that they are different and thus a range of true values cannot
be established. A confidence level of 7 for the 500 year event, 2.5 for the 100 year event,
and 1.3 for the 25 year event was established and compared among the discharge values.
When comparing the values, if a sample was outside each other's confidence level, the
null hypothesis was rejected.
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Figure 69. Standard error of the mean represented by error bars station 03536550
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The results in Figure 69 show that the upper and lower error bars for the two
different scenarios, although very close, do not overlap. Therefore the null hypothesis is
rejected. However, it can be concluded that the integrated model prediction is greater
than the log Pearson III estimates within a range of 3% for the 25 year, 15% for the 100
year, and 30% for the 500 year event. Considering the complexity of the integraed model
approach, the differences above maybe qualified as reasonable predictions to support
decision making scenarios. Confidence levels are highly dependent on the amount of
different samples taken; however, there aren't any actual samples that determine 25, 100
and 500 year discharges. Consequently, these procedures are just approximation to an
unknown range of values.
Log Pearson analysis approximates flooding values from statistical analysis
conducted on annual peak discharge values. This technique is dependent on actual
samples; a larger sample dataset results in better approximations, and it is reason why
data available from station 03536550 was used. Conversely, the WOC model derives its
values from an integration of all the physical processes which ultimately dictate discharge
outputs. Statistical approximations are also inherent in the WOC model but in the form of
rainfall data. In this case, rainfall records are considerably longer than stream discharges,
average of 63 years of record length (Bonnin et al., 2006), and therefore better
approximations would be expected. Regardless of the method, estimates related to flood
flow frequencies are very statistically uncertain. Since historical record storms are not
available, they are the only known way to forecasts extreme events. This comparison
suggests that the WOC model results in better approximations not only because the
statistics behind them have longer records, but also, and more importantly, because the
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WOC model integrates all the physical processes rather than just approximating based on
discharge values.
6 ASSUMPTIONS AND LIMITATIONS
Many assumptions are inherent in the WOC model. They included assumptions
made by the software developers and those made during the development of the actual
model. MIKE SHE/MIKE 11 software assumptions are found in the technical manual and
they mostly refer to the physical representation of the system via mathematical equations.
Assumptions from the model development process included those related to empirical
parameters and their spatial distribution. It can be concluded that the limiting factor came
from the lack of spatially distributed data, which the model allows for input. Therefore,
some kind of interpolation was necessary in order to portrait the spatial characteristics of
the system. For example, due to data limitations an evenly distributed rainfall time series
was used. This assumes that precipitation in the WOC area has the same spatiotemporal
characteristics, but in reality this doesn't reflect the behavior of rainfall events. Rainfall
is a highly spatially distributed phenomenon. Other example included the use of one
Manning's number for the entire channel length, where actually different resistances are
found throughout bends, riffles, and pools.
7 SUMMARY AND RECOMMENDATIONS
Anthropogenic activities in the WOC watershed have resulted in long lasting
effects to the freshwater supply by limiting its accessibility or altering its natural cycle
resulting in aquifer contamination with inorganic and organic pollutants. For more than
50 years a great deal of pollutants, mainly from mercury spills from nuclear processing
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activities have accumulated in the WOC watershed. These mercury spills have
contributed to the enlistment of the greater Lower Clinch River watershed to the Total
Maximum Daily Load (TMDL).
Extreme storm water hydrological events create flooding hazards. When
compared to normal conditions, flooding waters occupy larger surface areas, saturate
soils at a faster rate, elevate the groundwater table, and intensify the flux rates and
exchanges of water between the saturated and unsaturated zones. The increased intensity
of water fluxes results in a greater risk of pollutant transport during major flood events. In
an effort to understand the behavior of the hydrological cycle, including stream flow
discharge, water table fluctuations, and overland flow parameters, an integrated
hydrological model using the MIKE SHE/MIKE 11 software was developed. The model
integrates the main components of a hydrological cycle, and includes groundwater flow
(3D saturated and unsaturated), overland flow, flow in rivers, and evapotranspiration.
The model was calibrated and validated using 56 years (1951-2007) of historical
precipitation and stream flow data from USGS stations. Selected model parameters were
varied until the computed discharge flow matched the observed discharge at the available
USGS station. The calibrated model was used to simulate the watershed response to
selected NOAA precipitation events (24 hour 25 year, 100 year, and 500 year storm
events). The computed discharges showed slightly higher values than the common
approach to determine flood frequencies based on extrapolation of discharge probability
distributions.
Ab initio hydrological models rely on many physical parameters and involve a
great deal of uncertainty; therefore, observed data was used to impose additional
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constraints and to calibrate the model. Uncertainty analysis was conducted to identify
sensitive areas and found the model to be not highly sensitive to physical parameters but
more to numerical selections.
The results of this study proved the proposed hypothesis, that is that an integrated
watershed model therefore provides a better representation and reasonable predictions, a
previously mentioned, because it integrates all the physical processes rather than those
based on punctual measurements of discharge. This integrated hydrological model will
aid in the selection of the best management scenarios to prioritize mercury remediation
strategies. The results of this study were presented in a series of flooding maps of the
entire watershed as well as areas identified as having high amounts of mercury
contamination, such as buildings. These maps can be referenced in the assessment of the
potential risk of mercury contamination of the soil and groundwater during future
decontamination and decommissioning operations.
Possibilities for future work could be explored by applying the techniques used in
this study to determine flood flow frequencies at different watershed scales. This would
help validate the possibility of using integrated models as a flood prediction tool. Flood
flow is particularly difficult to estimate in ungaged sites, therefore this method could be
useful in those areas.
Future work could also explore the benefit of compiling a higher resolution model
with the caveat that model performance would be greatly affected. However, if the model
output from a finer model provides better results, the benefits could have a higher stake,
especially when determining flooding scenarios. These would have to be explored
further.
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APPENDIX I - 100 Year Flood Map for the Entire WOC Watershed
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APPENDIX II- 100 Year Flood Map Surrounding Buildings 4501 and 4505
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APPENDIX III - 500 Year Flood Map for the Entire WOC Watershed
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APPENDIX IV - 500 Year Flood Map Surrounding Buildings 4501 and 4505
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