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Abstract: This article presents a sequential decision-theoretic formulation for con-
ducting probabilistic search for a stationary target in a search region. A general
recursion expression describing the evolution of the search decision (i.e., presence or
absence of the target) is derived, which relates the temporal sequence of imperfect
detections, both false positives and false negatives, to the spatial search conducted
by a search agent. This relationship enables quantification of the decision perfor-
mance – time till decision – for a given search strategy. Also, the role of searcher
motion constraints, represented by a search graph, on the time till decision is charac-
terized by the second smallest eigenvalue of the Laplacian of this graph. Numerical
studies demonstrate this relationship.
1 Introduction
As intelligent systems are increasingly endowed with greater autonomy and
information processing capabilities, the ability to make decisions is required
to execute higher level tasks. Robotic search of an environment to ascertain
the presence or absence of a target provides an example of such a task. Prob-
abilistic search can be defined as the search for a target of interest by one or
more search agents in a spatially bounded search region. Search in this context
of uncertain information and dynamic environments has engendered signifi-
cant research efforts in the robotics community, as well as in a diverse array of
other arenas including sensor networks, human visual search, animal behavior,
and safety and security applications. A general framework which incorporates
the probabilistic nature of systems and integrates imperfect observations ap-
propriately is necessary in many applications, and the theoretical foundation
presented herein may provide both insight and intuition in the dynamics of
decision making for probabilistic search.
The theory of spatial probabilistic search evolved from Koopman’s semi-
nal works on probability methods for conducting anti-submarine operations
during World War II [16]. Classic texts on search in this operations research
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context include [26, 22], and the most recent survey of classical search prob-
lems and techniques is presented in [1]. These works largely investigate the
problem of nonadaptive search, in which a search plan over the discretized
search region is optimized at the beginning of search and executed without
incorporation of new information due to observations. The primary emphasis
is the optimal allocation of search effort. These earlier works do not con-
sider the possibility of false positive detections (a.k.a. “false alarms”) in their
formulations, limiting the analysis to having only false negative observations
(a.k.a. “missed detections”) as a means of enabling analytic results for the
optimization. However, realistic scenarios comprise both types of errors, and
the problem of false alarms becomes even more relevant in cases where search
takes place in the presence of clutter [15], such as the search for a person in
a crowd or a hiker lost in the woods.
In recent operations research, efforts [17] have been made to address both
false alarms and missed detections for search tasks. However, the discrete
search cells are treated as independent such that detections in one cell (and
subsequent changes in probabilities of the target’s presence in that cell) do
not affect the probability in other cells. This lack of dependence between cells
facilitates the analysis by relation to multi-armed bandit problems, yet fails to
capture and incorporate dynamic search-related information into the search
planning process. For example, positive detection of the target in a given cell
(albeit possibly erroneous) should reflect the fact that it is believed by the
search agent less likely to be present in a different cell.
Independently, with advances in autonomous systems and greater demand
for persistent information gathering capabilities, there has been a growth of
research in employing robotic agents to conduct search-related tasks. Methods
for information-based motion planning, where observations of the environment
or situation are used in conjunction with feedback to enable online improve-
ment of robot trajectories, have also been applied to the spatial search problem
described above. Such algorithms for robotic searchers address a diverse range
of topics, such as exploration and mapping [3], visibility constraints [19] (such
as line-of-sight sensors), and robotic coverage [5]. In particular, the authors
of [2] construct probability maps for possible target locations and deploys
coordinated searchers (i.e., unmanned aerial vehicles) and employ greedy or
switching algorithms to optimize the probability of detecting a target. Anal-
ysis conducted in [9] provides a polynomial-time algorithm for approximate
solutions, as well as bounds on the resulting sub-optimality of search tra-
jectories. In addition, [24] employ obstacle and evader probability maps with
greedy algorithms to demonstrate a multi-agent, hierarchical implementation.
More recently, work in [18] applies elements of classical search theory to in-
door environments, where a smaller state space enables explicit calculation
of optimal paths for maximal detection probability when travel time between
rooms is considered.
Connections to the topic of graph searching in the computer science and
computational geometry communities are also relevant, but these works con-
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sider the search under perfect detections. Time complexity results are found
for a number of variations and classes of objectives, such as determining the
number of searchers required to clear a graph in search of a infinitely-fast,
evading target. As will be seen, the perfect detector case can be examined
as a special case of the probabilistic formulation presented herein, and the
extension of the proofs of complexity found in the computer science literature
is a promising area of research.
This paper proposes a decision-theoretic approach for examination of the
search problem described above, by representing the search task as a decision
for which sequentially obtained information is integrated over time. In this
manner, the temporal evolution of the decision can be examined, with the de-
cision performance measured by the time till the search decision is made. The
main contributions of this paper include further theoretical and algorithmic
developments of the search-as-a-decision approach posed in [6, 7], including
lower bounds on the expected decision time found by examining the special
case of perfect detections. Also, constraints on the search agent’s motions are
formulated as an associated search graph, for which a relationship between the
performance of the decision, measured by the decision time, and the second
smallest Laplacian eigenvalue, known as algebraic connectivity, of this search
graph is established. Section 2 formulates the probabilistic search problem de-
scribed above in the context of a search decision in the presence of imperfect
detections. Further, the recursion expression for the decision evolution and
study of some special cases are also presented. Section 3 defines the search
graph as it represents the constraints on searcher motions, and examines the
relationship between properties of this graph representation and the time until
the probabilistic presence or absence of the target is determined. A summary
of conclusions and discussion of future work are provided in Section 4.
2 Probabilistic Search as a Sequential Decision
The problem of probabilistic search for an object can be thought of as a binary
hypothesis test, which represents the uncertainty in the target’s presence or
absence in the search region. Such a formulation encapsulates two objectives
in a unified manner: localization of a target which is assumed present in the
search region combined with appropriate termination of the search process
when the target, in fact, is not present. The hypothesis test utilizes a binary
(i.e., Bernoulli) random variable, H, which takes a value of either zero or one,
such that the probability that the stationary target is present in the search
region is given by P (H=1).
2.1 Search environment
Consider a discretization of the search environment, A, into |A| cells. Use of
discrete cells may reflect physical structure present in the search region (such
as distinct rooms in a building) or may capture the effect of finite detection
range of the sensor. The presented framework is independent of the cellular
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decomposition approach chosen (e.g., trapezoidal, Voronoi), and other issues
(such as visibility, distance, resolution) can be used to determine the exact
method.
The presence or absence of the target within a specific cell c ∈ {1, . . . , |A|}
in the search region is also described by a Bernoulli random variable, Xc, such
that the probability, or the searcher’s cell belief, that the target is located in
the cth cell at time t = 0 is given by p0c
def= P (Xc = 1). Note that one can
define all space not in the search region as a virtual cell, indexed by ∅, such
that p0∅
def= P (H = 0) = 1−P (H = 1). These initial cell belief values form
an arbitrary probability distribution and can represent any prior knowledge
available to the searcher before commencing the search1.
The summation of cell beliefs over all cells within the search region com-
poses the aggregrate belief, which is the overall cumulative probability that
the target is present somewhere in A, i.e., ∑|A|c p0c = P (H =1) def= B(0). An
illustrative example of the search region and the initial belief distribution is
depicted in Figure 1(a), where the search region is a square grid of 10 × 10
cells (|A| = 100), and the height of each discrete gray bar represents the cell
belief of that cell.
As the search agent takes observations in different cells over time, the
cell beliefs, ptc, are recursively updated, thereby changing the aggregate belief,
B(t), that the target is present. This sequential evolution of the belief depends
on the sequence of cells the search agent visits and is described in Section 2.3.
(a) (b)
Fig. 1. (a) Example of a search region and initial belief distribution. The search
region is a square 10 × 10 grid. The initial belief distribution for this example is
given by a mixture of two bivariate Gaussians, with means and covariances µ1 =
(1, 3), µ2 = (8, 10) and σ1 = (7, 15), σ2 = (10, 2), respectively, normalized to sum
to B(0) = 1
2
. The target is shown present in grid cell (7, 3). (b) Illustration of an
example search graph, GS , where a searcher can move to all neighboring vertices,
including diagonals, given by an augmented grid graph with hop length one.
1 In the absence of such prior information, a noninformative prior (i.e., uniform)
distribution may be used. In this case, p0c =
1
|A| , ∀ c ∈ A.
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2.2 Search agent modeling
Consider the single searcher whose location at time t within the search region
is denoted s(t) ∈ {1, . . . , |A|}. Initially at s(0), the search agent follows a
trajectory through time t given by S(t) = {s(1), . . . , s(t)}.
Given the decomposition of the search region, the collection of cells can be
equivalently represented as a set V of |A| vertices. Definition of a particular
search graph, GS = (V, E), of the search agent requires specification of the
set of edges, E . These edges represent the motion constraints of the searcher,
in that the presence of an edge between vertices k and l signifies that the
searcher is able to move between the two corresponding cells in the search
region in a single time step at unit cost. Figure 1(b) illustrates an example
search graph where each cell is connected to all adjacent (including diagonal)
cells, termed an augmented grid graph.
The search graph, GS , is completely described by its adjacency matrix,
Adj (GS), where the (k, l)th element is one if and only if there exists an edge
between cells k and l, and zero otherwise. Note that the kth cell is assumed to
be adjacent to itself (i.e., the search agent can choose to remain at its current
location in the next time step). The search graph may represent constraints on
the searcher dynamics, such as maximum velocity limitations, or may reflect
the physical nature of the search environment, such as hallways and door-
ways. Another interpretation may be a multi-hop communication topology
formed by a sensor network. Further discussion of the search graph is given
in Section 3.
The search agent is endowed with target detection capabilities, which are
subject to uncertainty in the form of false positive and false negative errors.
This general representation of probabilistic observations encompasses a vast
class of sensing modalities, ranging from those that can utilize a simple thresh-
old rule (e.g., is temperature is above or below a specified value?) to those that
require significant data processing resources (such as machine vision methods
for target feature extraction and recognition).
Let Ys(t) be the search agent’s detection measurement of cell s(t) at time
step t, where each Ys(t) is also modeled as a Bernoulli random variable repre-
senting the uncertainty in the detection. For a given observation in cell s(t)
at time t, the random variable Ys(t) takes on a value of one if the target is
detected, and zero if no target is detected. The detection likelihood function
describes the conditional probability of observing Ys(t) given the true presence
or absence of the target in the cth cell, Xc, and is typically prescribed by the
particular choice of detector. Incorrect detections of both types are possible in
general scenarios, and are characterized by the detector’s error probabilities
(assumed independent of time and cell), defined as:
P (Yc = 1|Xc = 0) def= α (false positive)
P (Yc = 0|Xc = 1) def= β (false negative)
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As a final definition, define Y(t) = {Ys(1), . . . , Ys(t)} as the history of
observations taken by the search agent through time t.
2.3 Decision Evolution
The integration of information from sequential observations represents an evo-
lution of the decision in time. This evolution is a stochastic process which
depends on both the collection of imperfect detections and the search agent’s
trajectory through the search region. The objective in active decision making
is to determine a search control strategy which improves the performance of
the decision, as measured by some metric, such as minimal time till detection.
As with the control of any dynamical system, the recursion expressions pre-
sented in this section show how the decision evolution is a dynamical process
itself, which can be controlled by input of the search agent’s location.
The decision evolves as new information is combined with previous infor-
mation by use of a Bayesian update rule. First, for an observation at time t in








) def= (1− Ys(t)) β + Ys(t) (1− β) ,
where α and β are the false alarm and missed detection probabilities, respec-
tively. These functions are intimately related to the marginalization of the
observation, namely
P (Ys(t)) = Φ
(
Ys(t)
) · (1− pts(t))+ Ψ (Ys(t)) · ps(t)t ,
which gives the probability that this observation is either a zero or a one.
This term provides the normalization constant for the Bayesian observation










































, enables a general representation for when the observation
is taken in the cell where the update is conducted (i.e., c = s(t)) or when the
observation occurred in some other cell (i.e., s(t) 6= c). Since an observation
anywhere affects cell beliefs everywhere (by their inter-dependence), Equa-
tion 1 enables succinct and straightforward computation of these updated cell
beliefs.
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For an iterative implementation, the expression given by Equation 1 is
sufficient for each single time step update, requiring only the belief distri-
bution from the previous time step and the current observation information,
demonstrating the usefulness of a canonical Bayesian filtering approach. Al-
ternatively, one may wish to consider the entire time evolution of a given cell’s
belief over the course of observations, Y(t), and search agent motions, S(t),




































which can be derived by recursive application of Equation 1.
Note that the cell belief of the virtual cell, pt∅, can also be updated as
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Noting that the aggregate belief evolution is given by B(t) = 1 − pt∅, the
significance of Equation 4 is that the evolution of the aggregate belief, for
an arbitrary initial belief distribution, can be explicitly examined given the
search agent’s trajectory and observation history. This expression relates the
temporal aspect of the change in belief due to imperfect observations and the
spatial search trajectory, highlighting the spatio-temporal nature of search.
A decision regarding the presence or absence of the target in the search
region can be made under two conditions. The target is deemed present if
the cell belief (and thus the aggregate belief) in any one cell exceeds an up-
per threshold, B, where alternatively the target is classified as absent if the
aggregate belief falls below a lower threshold, B. Designation of these two
threshold values arises from the particular confidence requirements one has
for the search task. For example, setting B = 0.97 requires that the searcher
attain at least 97% certainty that the target is present in a particular cell,
and B = 0.05 implies that a negative decision (i.e., that H = 0) is made if
there is only 5% probability that the target is present. Figure 2 illustrates a
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sample time evolution of the aggregate belief with decision boundaries used
in the example above. Modulating the decision boundaries clearly affects the
time until either decision is made (e.g., decreasing B should speed up an affir-
mative decision). Investigation of an explicit relationship between the design
of these thresholds and the expected time till decision is subject of ongoing
research.
Fig. 2. Sample trace of the evolution of the aggregate belief, starting at B(0) =
1
2
, with upper and lower decision thresholds given by B = 0.97 and B = 0.05,
respectively. In this case, the target is deemed present in the search region with a
decision time of 327 time steps.
Some special cases are of particular interest and can be examined directly
from the above expressions. In the extremal case of perfect detections, evolu-
tion of the aggregate belief remains nontrivial if only all detections up until
time t are negative detections. (Otherwise, the affirmative decision would be
made upon the first positive detection and the search process would termi-
















after further assuming a cell is inspected at most once (since no informational
benefit is derived from re-visiting a cell due to perfect detections). The cor-
responding aggregate belief expression, B(t), where all cells not yet inspected
at time t are denoted by the set, U(t) ⊆ A, demonstrates the intuitive result
that the belief is simply the ratio between the probability mass still contained
in the search region and the total remaining probability mass.
Of greater interest is the expected time until a decision is made, such that
analysis for the simplified case of perfect detections can be used to derive a
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lower bound on the expected decision time. A perfect detector will make an
affirmative decision (i.e., H = 1) upon inspecting the cth cell if and only if the
target is present in cell c, which it is with probability p0c . Uncertainty in the
decision evolution is introduced only by the randomness of the target location
(as there are no errors in observations). Then the expected time till decision,




ts(k) · p0s(k) + |A| · p0∅, (5)
for choice of search agent trajectory, S(t) = {s(1), . . . , s(|A|)}, where ts(k)
is the time when cell s(k) is inspected. The transit time (which is also the
search path length for unit speed) for the searcher to reach cell s(k) from
s(k−1) is given by ts(k) − ts(k−1). For example, consider a sweeping search
where cells are observed in ascending order, i.e., S(t) = {1, 2, . . . , |A|}, which
yields an expected decision time of E[tD] ≈ 77.4 time steps for the sample
belief distribution illustrated in Figure 1(a). Alternatively, suppose the search
control strategy employed by the searcher was to inspect the cell with maximal
belief at each time step (e.g., no motion constraints), which amounts to a re-
indexing of the cells in descending order of cell belief. Again using the example
distribution, the search trajectory for such a strategy is given by S(t) =
{98, 21, 31, . . . , 40, 20, 10} (i.e., cells 98 and 10 have maximal and minimal cell
beliefs, respectively), such that E[tD] ≈ 64.3 time steps for this “snapshot” or
“saccadic” [6] approach. These values serve as lower bounds on the expected
decision time for their respective strategies, and further analyses of special
cases are similarly facilitated by the general expression for the aggregate belief
evolution.
While in simple cases the analysis is manageable, in the imperfect sensor
case, the additional degrees of freedom of varying detection error probabilities,
α and β, render derivation of a closed-form expression for the expected time-
till-decision intractable. Instead, stochastic simulation methods may be used
to explore the parameter space [6]. Such investigations can provide insight
into the constrained searcher problem, despite the fact that determination of
the optimal search trajectory, S, is computationally challenging [23].
3 Characterization of Searcher Motion Constraints
One facet of the constrained search problem that remains to be examined is the
role of the searcher motion constraints on the performance of the probabilistic
search. Classical search theory pertains mostly to the case where motion is
restricted to only neighboring cells. However, the framework presented in this
paper extends to a larger class of search problems, enabling analysis and
comparisons across a greater variety of search agent motion capabilities.
One efficient strategy can simply be to inspect the cell with maximal belief
probability within the set of cells reachable in the next time step. This reach-
ability can formally be studied by examination of the algebraic connectivity
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of the graph [12], which is defined as the second smallest eigenvalue, denoted
λ2, of the graph Laplacian. Some well-known results for λ2 include the fact
that λ2 = 0⇔ GS is not connected, and that λ2 = |A| when GS is a complete
graph. The graph Laplacian, L(GS), is computed by the difference between
the degree matrix, Deg(GS), and the adjacency matrix, Adj(GS), of the search
graph (see, e.g., [20]):
L(GS) = Deg(GS)−Adj(GS).
As mentioned in Section 2.2, the adjacency matrix allows for general rep-
resentation of arbitrary search environments and situations. Consider now a
class of square augmented grid graphs (where diagonal vertices, in addition
to horizontal and vertical neighbors, may also be considered adjacent) [14].
Such grid graphs can represent the discretization of rectilinear search regions.
The hop length, h, is the maximum (integral) distance for which two vertices
on the graph are directly connected, i.e., there exists an edge in GS between
vertices k and l if cell l is within h cells of cell k. For example, the augmented
grid graph illustrated in Fig 1(b) has hop length of one, which corresponds to
the constrained search motion limited to neighboring cell search. Note that
a hop length of h =
√|A| − 1 is sufficient to make GS a complete graph.
This latter case reflects the situation where the search agent has the ability
to “jump” to any cell from any other cell in the search region in a single time
step, e.g., inspection by remote camera on a sensor network.
The relationship between hop length and the algebraic connectivity of the
augmented grid graph is depicted in Figure 3. This plot demonstrates the
characterization of search motion constraints by quantitative spectral analy-
sis of the search graph, GS , and is consistent with the known result that λ2 is
a non-decreasing function for graphs with the same vertex set V [12]. While
this relationship is illustrated only for the class of augmented grid graphs,
in principle, the connectivity of the search graph ranges from minimally con-
nected to complete in a more general fashion. The framework presented in
this paper also applies to arbitrary connected graphs (for which λ2 lies on the
curve illustrated in Figure 3) and points towards addressing directional motion
constraints using directed edges (e.g., one-way streets in a road network).
Optimization of the search for minimizing the time till detection is prov-
ably NP-complete [23], and as such, determination of an optimal search trajec-
tory is intractable. Although existing approximation methods, such as branch
and bound techniques [11] for partially-observable Markov decision processes,
enable study of near-optimal solutions, the search problem here is further
complicated by the possibility of false positive detections, which gives rise to
a non-monotonic aggregate belief evolution. Furthermore, in the context of
active search, where search and control are bound together by feedback, a
search strategy which is both computationally efficient and effective (at the
expense of optimality) is essential for practical implementations.
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Fig. 3. Relationship between hop length, h, and connectivity, λ2, of the correspond-
ing (augmented grid) search graph for |A| = 100 (i.e., 10× 10 grid).
Consider the search strategy described in Section 2.3 of seeking and ob-
serving the maximal cell belief location, now subject to the searcher’s motion
constraints. Such a strategy is motivated by the fact that the incremental
change (in absolute value) in aggregate belief is monotonically increasing for
increasing cell belief for the observed cell, which can easily be shown by com-
puting the one-step change in belief found by Equation 3. This observation
agrees with known results, such as for unconstrained search [23], or for special
conditions of concavity and continuity of detection functions [22].
Once this maximal cell has been identified, the task of planning and tran-
siting from the search agent’s current location, s(t), to the goal cell, c?, can
be constructed as a shortest path problem [8] on the search graph, GS , for
which efficient algorithmic solution methods can be utilized, such as Dijk-
stra’s method. The search agent must transit this shortest path of length T ,
for which each cell visited (but uninspected) en route to the maximal belief cell
represents unit cost (i.e., one time step). Bayesian update of the belief distri-
bution occurs upon the searcher’s arrival and inspection of cell s(t+ T ) = c?.
Note that it is assumed in this strategy that observations are not made while
in transit to the maximal belief cell. This type of limitation may represent
sensing modalities which require the search agent to be (nearly) stationary
during the observation (e.g., image stabilization). Alternatively, resource lim-
itations (e.g., power) or risk minimization (e.g., avoiding target lock) may
require that the detector be only turned on in specific instances. Noting that
the effect of additional information gained from taking observations during
transit leads to reduced decision times [6], the role of the initial belief dis-
tribution is more prominent as average path lengths become a contributing
factor to the decision performance. The study of these factors for the case of
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Fig. 4. Expected decision times for the perfect detector (i.e., α = β = 0). Bounding
traces represent the expected decision time when the target is determined absent
(upper) or present (lower) in the search region. The intersecting plot (straight line)
represents the expected decision time if employing the nonadaptive sweeping search
strategy with zero detection errors.
“streaming” observations, rather than the “snapshot” approach examined in
this paper, is subject of ongoing research.
As done in the previous section, the special case of zero detection errors
can once again be used to derive both intuition as well as analytic results on
the decision performance (i.e., lower bounds on the search decision time) for
the given search strategy. Using the example initial belief distribution, the
trajectory of the search agent can easily be determined as a function of the
algebraic connectivity (parameterized by the hop length) of the search graph.
Figure 4 illustrates the computed expected decision time as determined by
Equation 5, where ts(k) includes the time to transit the path as calculated by
the shortest path algorithm of the given search graph.
The expected decision time is reduced by increasing algebraic connectivity
of the search graph. Also shown in Figure 4 are the expected value traces for
decision times for when the target is determined present in the search region
and when it is not. The horizontal line corresponds to the decision time for the
nonadaptive sweeping search. The plot shows that for hop length h ≤ 5, the
na¨ıve sweeping search may perform, on average, better than the “snapshot”
search method, due to the penalty of transit times for longer average path
lengths.
In the more interesting case of imperfect detections, analogous insight into
the relationship between time till decision and algebraic connectivity of the
search graph can be extracted from statistical studies. Figure 5 illustrates
the decision time results for increasing algebraic connectivity over N = 5000
simulation trials, with the search agent initially located in cell s(0) = 1.
The intial target location is randomly drawn according to the initial belief
distribution, which includes the possibility (with probability p0∅ =
1
2 ) that the
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(a) (b)
Fig. 5. Expected decision times for the imperfect detector, with false positive and
false negative error probabilities α = 0.25 and β = 0.20, resp. (a) Upper and lower
bounding traces represent expected decision times for when the target is absent
and present. (b) Decision time probability histograms over 5000 simulated trials,
shown for hop lengths h = 1 and h = 9. The different peaks (corresponding trials
are differentiated by color) in each histogram corresponds to when the target was
present (lower) or absent (upper).
target is not present in the search region (i.e., there is equal likelihood that
the target is present as it is absent). In addition, simulated detections are
subject to false positive and false negative errors of α = 0.25 and β = 0.20,
respectively.
As expected, the algebraic connectivity of the search graph plays a definite
role in the determination of the search decision time, in that greater algebraic
connectivity leads to better decision performance (i.e., reduced time till deci-
sion). Further, errors in detection observations can only increase the decision
time, as the decision time is influenced both by uncertainty in detections and
uncertainty in target location. Figure 5(a) shows the expected decision time
traces, including upper and lower expected value bounds corresponding to the
cases where the target is absent and present, respectively. Figure 5(b) shows
the decision time probability histograms of 5000 trials for the extremal hop
lengths of h = 1 and h = 9. The bi-modal nature of these histograms high-
lights the distribution of the two possible outcomes of the search decision, i.e.,
H = 0 or H = 1.
As mentioned previously, the uncertainty in the target’s true location in-
fluences the expected time till decision. The target location for each simulation
trial was drawn according to the example initial belief distribution. Figure 6
illustrates the relevance of the initial cell beliefs on the decision time, shown
for hop lengths h = 1 and h = 9 (see upper plot). The lower plot depicts the
probability histogram as a function of cell number, i.e., the probability that
the target is located in cell c, P (Xc = 1). As can be seen, the sampling of
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Fig. 6. Decision time as a function of the initial belief distribution. The top figure
illustrates a comparison of two hop lengths (h = 1 and h = 9) over repeated simu-
lation trials. The bottom plot shows the sampling histogram (compared against the
true initial belief distribution) of the true target location for the simulated trials.
target locations over all trials is consistent with the underlying initial belief
distribution. The decision time is inversely related to the initial cell belief. In
other words, if the target is located in less likely locations, the time necessary
to find the target is greater. This effect is mitigated by increasing the con-
nectivity of the search graph. It merits noting that even if the search agent
is misinformed (i.e., the initial belief distribution is inaccurate), the searcher
will still successfully determine the presence (and location) or absence of the
target within the confidence levels prescribed by the upper and lower decision
thresholds.
4 Conclusions and Future Work
This paper presented a framework for conducting and analyzing the prob-
abilistic search of a stationary target in a discretized search region. The
decision-theoretic approach of representing the search task as a sequential
binary hypothesis test enabled the derivation of a recursive expression for the
time evolution of the search decision as a function of imperfect detections.
This analysis facilitated the use of the expected time till decision as a metric
of decision performance. Further, the use of the search graph was introduced
as a general representation of the searcher’s constrained motion. A distinct
relationship between the algebraic connectivity, given by the second smallest
eigenvalue of the search graph’s Laplacian matrix, and the expected decision
time was demonstrated by statistical studies. In this manner, the benefits
of adaptive or active search methods are further highlighted as compared to
nonadaptive methods such as the commonly used sweeping search. Also, the
dependence on searcher motion constraints can be utilized, along with specifi-
cation of detection errors and decision thresholds, to optimize the construction
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of the search problem, e.g., choose better spatial decomposition of the search
environment or improve the motion capabilities of the search agent, to reduce
the search decision time.
Active decision making in autonomous systems research continues to main-
tain significant interest, and there exist many avenues of future research based
on the foundation proposed in this work. The role of target motion in the
context of search theory has largely only been studied in the limited cases
of independence of cells and without false positive detections, for both non-
reactive [4, 25] and adversarial [13] targets. However, incorporation of the
decision framework may address the aforementioned shortcomings, as well
as examine the case when the target can move in and out of the search re-
gion. Application of the discrete Chapman-Kolmogorov equation can capture
probabilistic target motion models as an extension of the proposed Bayesian
filtering framework.
Further, search using multiple agents (see, e.g., [6, 21, 10]) highlights the
additional challenges of communication, coordination, optimization, and data
fusion for distributed systems. With increasingly greater emphasis on dis-
tributed architectures of complex systems, research in such systems continues
to be an active area. Especially in the presence of heterogenous sensor teams
and search strategies, a formulation for straightforward evaluation of the de-
cision performance is useful.
Also, while a single target scenario is pertinent in many realistic situations,
the class of problems becomes richer in the case of multiple objects. The
challenge (and thus its appeal) increases especially in the case where objects
must be identified in addition to being located, combining classification with
the search task [15]. Applications of an integrated search and identification
framework include tasks such as person-tracking in crowded environments or
assessment of possible threats in a scenario. The sequential binary hypothesis
framework may be extended by using composite hypotheses to address these
multivariable decisions.
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