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Abstract-Two numerical methods based on Gaussian quadrature formulae are proposed for 
solving integral equations of the first kind with a logarithmic singularity. While the first method 
requires the evaluation of derivatives of the input functions, the second method avoids them. 
1. INTRODUCTION 
Numerical methods based on Gaussian integration [l-3] for a Cauchy singular integral equation 
1 - s +hwdt+X 7r __1 t-s ~ J :’ Ko(s, t) 9(t) dt = fo(s), -1 < S < 1, P-1) 
are most extensively used as they are simple. When the index of the equation is 1 [4], that is, 
4(t) g(t) = J-7 (1.2) 
then an additional condition 
I 
+1 
g(t) dt = c, (1.3) 
-1 
where c is a known constant, usually supplements (1.1) to obtain the unique solution. The 
solution 4(t), belonging to the space of Hijlder continuous functions exists if KO (s, t) and to(s) 
are Hiilder continuous [4] and X is regular. Equation (1.1) has a close relation to the integral 
equation under consideration, that is, the integral equation with logarithmic singularity: 
1 J 
+1 - 
T -1 
g(t) log It - s[ dt + A ~ 
I 
-1’ K(s, t) g(t) dt = f(s), (1.4) 
for (1 .l) can be obtained from (1.4) by differentiation. Equation (1.4) occurs in many physical 
problems for example Potential Theory [5], Fluid Dynamics [6,7], and Elasticity [8]. Numerical 
methods based on expansion of the unknown function 4(t) using Chebychev polynomials are 
discussed in detail in [9]. Ioakimidis [8] has attempted in using the Gauss-Chebychev quadrature 
methods [1,3], after reducing (1.4) to the form of (1.1). The advantage, as Ioakimidis states 
is that while an n-point Gauss-Chebychev quadrature [l-3] is exact for functions belonging to 
the space of polynomials of degree (27~ - l), the polynomial approximation [9] is accurate for 
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degree (n - l), when reducing the integral equation to an (n x n) system of matrix equations [2]. 
However, Ioakimidis obtains an additional condition for seeking unique solution, by using the 
natural interpolation formula, instead of (1.3), to supplement (1.1). This is not similar to the 
combination of (1.1) and (1.3) and then applying the methods [l-3]. 
First, in Method A of this paper, we shall show that it is possible to analytically obtain an 
equation similar to (1.3) and thus apply methods [l-3]. This approach is similar to [8] and 
involves analytical differentiation of K(s,t) and f(s). Later, in Method B, we attempt to avoid 
this differentiation at the cost of more computational effort. 
It may be noted that, equations (l.l)-(1.3) and (1.4) h ave a closed form solution when K(s, t) 
is null [4]. 
In Sections 2 and 3, we propose Methods A and B, respectively, and in Section 4 we discuss 
the convergence of these methods. Finally, in the last section, we consider examples and compare 
the results. 
2. METHOD A 
Differentiation in (1.4), with respect to s yields 
1 
--rr -1 (t-s)l/i=F s 
+1 
6(t) dt+ i 
s 
+l K%t) 4(t) & = fl(s), 
r-1 l/m 
(2.1) 
where Kf(s, t) denotes the partial derivative of K(s, t) with respect to s. Now, we shall obtain 
an equation similar to (1.3). 
We integrate (1.4) after multiplying both sides of the equation by a factor l/d-, and 
obtain 
- J +l 4(t) s +I log2 - h(t) 4(t) _r &#t+ _r &+t=ce, 
where in (2.2), we have used [8] 
s +l log It - SI -1 Jr-3 ds = -VT log2, 
and the notation 
J +l f(s) _1 diq5ds=co, 
x s +l K(s,t) - ds = h(t). YL -1 Jc-2 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
Parihar [lo] has used this approach to solve (1.4) when the kernel K(s, t) is null. Using the 
formula [l] 
s 
+1 
4(t) 
-1 l.c-Fqt - s) 
and the Gauss-Chebychev formula 
s +l u(t) _1 -dt 2 ;-&d, (2.7) k=l 
(2.6) 
to approximate the integrals in (2.1) and (2.2), and setting s = s,, T = 1,2,. . . , (n - l), we 
obtain: 
1 n 
c 
&k) -- 
n k=l ctk - +) 
htk) &k) = f’(h), r=1,2 )..., (n-l), (2.8) 
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and 
where 
; pok) (- log 2 + h(&)) = co, 
tk = cos ((2k - 1) &) , k= l,...,n, 
r=l I * . * 7 n. 
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(2.9) 
(2.10) 
The solution of (2.8) and (2.9) is used in the natural interpolation formula [3], obtained using 
(2.6), (2.7) in (2.1), 
m = & ;~K,‘(s,tk)&tk) -$$$f%( 7 s # ST, (2.11) 
711 k=l 
to obtain 4(&l), which is of practical interest in physical problems [8]. We can also use the 
Lobatto-Chebychev formula [2] 
(2.12) 
where u,_r(sk) = 0, k = 1,2,. . . , n - 1; SO = 1 = -sn, ~0 = p,, = 0.5, and j& = 1, k = 
1,2,. . . , (n - l), in place of (2.6). This enables us to obtain 4(&l) directly from the system of 
linear equations. 
Gauss’ quadrature formula (2.7) can be used to evaluate the integrals in (2.4) and (2.5): 
J +l f(s) - dS = ; 5 f (tk) = 60, -1 Jr7 k=l 
x +I K(s, t> ;s_, -dSz -+&tk,t) = k(t). 
k=l 
(2.13) 
Although the approximation (2.13) used in (2.9) may introduce unneccessary errors, the method 
becomes simpler to implement. Ioakimidis’ method [8] a so 1 involves similar computational effort. 
Define in (2.1) 
3. METHOD B 
Then, by inversion [4], we have (It] I 1) 
(3.1) 
(3.2) 
where 
Integration by parts reduces (3.2) as 
4(t) - ; f J_” F(S) &;; _ t) ds - i J_:’ F(s) d& (s _ t> ds - c = ‘. (3.4) 1 
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Using formula (2.6) and approximating the singular integrals in (3.4), we get 
(#l*(t) - ; $ 
[ 
; -g F*(ti) 2 
i=l z 
+r(l-t2)F’(t)+$ 
n 1 
-- 
: :gw 1 2 
Equation (3.5) can be further written as: 
J 
+ntF*(t) +$ - 
1 
c* = 0. 
n 
4*(t) - $-Vi) 3 - (1 - t2) F*‘(t) +$ - F*(t) A(t) 
2=1 2 72 
1 It -- c ti - tF*(t) B(t) - 
72 (ti - t) 
c* = 0, 
i=l 
(3.5) 
(3.6a) 
where 
B(t) = v,-l(t). 
Tn (t) 
and (3.6b) 
(3.6~) 
We will then apply the classical Lobatto-Chebychev formula [2] for the integral in (3.1), to obtain 
the approximation 
P(s) = f(s) - i 2 Pk ws, Sk) iCSk,. 
k=O 
(3.7) 
Choosing t = sj, j = 0, 1,. . . , n, in (3.6) and replacing F*(s) in (3.1) by F(s) we obtain the 
system: 
+ B(Sj) Sj 2 Pk K(sj, Sk) &Sk) - z 
k=O 
z 3 k=O 
1 n 
=- 
c 
fy;,)” ,$) + &) f@) + ; $ ti 
n +-I 2 % 
2=1 (t, _ s ,) + sj f(sj) B(sj). (3.8) 
2 3 
Using the LobattoChebychev quadrature [2] in (2.2), we get 
-lOg2~f~~iLkh(sk)~(Sk) = CO. 
k=O 
(3.9) 
Either (3.8) and (3.9) can be solved directly, or the unknown C can be eliminated in (3.8) us- 
ing (3.9) and then solve the (n + 1) equations for as many unknowns. The Lobatto-Chebychev 
quadrature (2.6) enables us to obtain d;(&l) directly after solving (3.8) and (3.9). We may note 
that there are more computations in this Method than in Method A. However, as mentioned 
earlier, we find that the derivatives of the input functions do not occur in (3.8), (3.9), as it 
had in (2.81, (2.9) of Method A. This, particularly, would be useful when the kernel K(s, t) and 
function f(s) are complicated. 
It may be noted that Method B involves at least 4(N3 + N2) computational operations more 
than those of Method A to obtain the linear system of N equations in as many unknowns. 
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4. CONVERGENCE 
We shall only indicate the convergence of the two methods by Theorem 1. We shall not discuss 
the theory for the convergence here. A theorem can be easily proved extending the approach 
discussed in detail in [11,12]. 
For Method A, we note the following. In [12], Gerasoulis has examined the convergence of 
the Gauss-Chebychev method applied to the Cauchy Singular Integral Equation (CSIE) (l.l)- 
(1.3), based on the convergence theory discussed for the Fredholm Integral Equation (FIE) of 
the second kind in [ll]. The Nystrom interpolation formula is shown, by Gerasoulis, to converge 
to the FIE obtained by inverting the CSIE. This analysis can be extended to the CSIE (2.1), 
(2.2). As in [12], the convergence of the Nystrom interpolation formula (2.11) can be proved, 
and further, the convergence of the solution of system of equations (2.8) and (2.9) follows [ll, 
pp. 88-891. 
For Method B, a similar approach is followed in examining the convergence of the solution 
(3.6), (3.7) to the exact solution of the FIE (3.1), (3.3). Again, the convergence of the solution 
of (3.6), (3.7) proves the convergence of the system of equations (3.8), (3.9) from the arguments 
mentioned in [ll, pp. 88-891. 
We note here that we are referring only to the numerical solution of the respective systems 
of equations. Interpolation formula (2.11) is used in Method A to find i(t), t # sk, while in 
Method B the use of (3.6), (3.7) is not recommended (as it involves differentiation and is beyond 
the interest of the method) for interpolation. The values 4(&l), directly obtained from the system 
of equations, are of practical interest. 
THEOREM 1. If K(s,t) E C2[(-1,l) x (-1, l)], f(s) E C2[-1, 11, and X is regular in (1.4), 
then the solution of the system of equations (2.8) and (2.9) (of Method A) and the system of 
equations (3.8) and (3.9) (of Method B) each uniformly converge to the unique solution of (1.4). 
5. EXAMPLES 
The first choice in applying the above methods was for the integral equation (1.4) when 
K(s, t) = 0, and 
A 
f(s) = -- Tz(s). 
2 
(5.1) 
The integral equation (1.4) has exact solution [9] qS(t) = Tz(t). The solution of both the methods 
were in agreement to the exact values up to six decimal digits in a single precision computation, 
for N = 3,4, where N is the size of the matrix equation solved. The values remained unaffected 
for N = 10 but the sixth decimal figure was incorrect for larger N. 
Table 1. Computed values of -$(+l). 
N Ref. [8] Ref. [13] Method A Method B 
3 3.94112 3.94123 3.94161 3.94265 
4 3.94128 3.94128 3.94128 3.14130 
5 3.94128 3.94128 3.94128 3.14129 
6 3.94128 3.94128 3.94128 3.94128 
7 3.94128 3.94128 3.94128 3.94129 
15 ** ** 3.94129 3.94137 
25 ** ** 3.94126 3.94128 
** denotes values not available in the references. 
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Table 2. Computed values of & -1). 
- 
N 
- 
3 
4 
5 
6 
7 
15 
25 
- 
Method B Ref. [8) Ref. [13] Method A 
1.45065 1.45074 1.45061 
1.45081 1.45081 1.45082 
1.45082 1.45081 1.45082 
1.45082 1.45081 1.45082 
1.45082 1.45081 1.45081 
** ** 1.45082 
** ** 1.45081 
** denotes values not available in the references. 
1.45470 
1.45085 
1.45081 
1.45081 
1.45082 
1.45083 
1.45082 
Next application, chosen from [8], enabled us to compare the results of the methods discussed 
in this paper with those of [8]. We will be considering only the best of the available results 
presented in [8]. In this case, in (1.4), 
K(s,t) = l 
t+s+10’ (5.2) 
f(s) = -7re’. 
Subsequently, in (2.5) we have 
h(t) = 
&+9;(t+ll)’ 
(5.3) 
and in (2.4) we evaluate the integral with the Gauss-Chebychev formula (2.13), for m = 51. The 
values given in the two tables have been corrected up to five decimal digits (beyond which they 
are not significant in a single precision computation). The parameter N in Column 1 of the 
tables denotes the size of the matrix equation solved. In Table 1, the values &l) in Column 2 
are from [8] and those in Column 4 and 5 are, respectively, obtained by using Methods A and B. 
Similarly, the results of 4(-l) given in Table 2. The results are all close to each other for small 
values of N. However, when N is large, we noticed in this numerical example that the values, 
particularly corresponding to Method B were affected in the sixth decimal position. This could 
be due to the effect of larger computations involved in obtaining the system (3.8). The choice of 
the methods reduces to the arguments discussed earlier in the paper. 
6. REMARKS 
Recently, one more numerical method [13] has appeared, to solve (1.4) as an alternative to [8]. 
Although the method in [13] involves differentiation of the input functions like [8], it allows an 
arbitrary choice of collocation points. An additional condition, as in (2.2), of Method A is not 
suggested. The above example alone appears in [13] and the corresponding results are included 
in Tables 1 and 2. 
1. 
2. 
3. 
4. 
5. 
6. 
REFERENCES 
F. Erdogan and G.D. Gupta, On numerical solution of singular integral equation, Quart. Appl. Math 80, 
525-534 ( 1972). 
P.S. Theocaris and N.I. Ioakimidis, Numerical integration methods for the solution of singular integral 
equations, Quart. Appl. Math 35, 173-182 (1977). 
N.I. Ioakimidis, On natural interpolation formula for Cauchy type singular integral equations of the first 
kind, Computing 26, 73-77 (1981). 
N.I. Muskhelishvili, Singular Integral Equations, P. Nordhoff, Groningen, (1953). 
M.A. Jawson and G.T. Symm, Integral Equation Methods in Potential Theory and Elastostatics, Academic 
Press, London, (1977). 
W.E. Olmstead and A.K. Gautesen, Integral representation and Oseen flow problems, Mechanics Today 3, 
125-185 (1976). 
Logarithmic Singularity 57 
7. J.A. Fromme and M.A. Golberg, Numerical solution of a class of integral equations arising in two-dimensional 
aerodynamics-The problem of flaps, In Solution Methods for Integral Equations, Theory and Applications, 
(Edited by M.A. Golberg), Plenum Press, New York, (1979). 
8. N.I. Ioakimidis, A method for the numerical solution of singular integral equations with logarithmic singu- 
larities, Zntl. J. of Comp. Math 9, 363-372 (1981). 
9. M.A. Golberg, Introduction to Numerical Solution of Integral Equations, Plenum Press, New York, (1990). 
10. K.S. Parihar, Some triple trignometrical series equations and their applications, Proc. Roy. Sot. Edinburgh 
A69, 255-265 (1971). 
11. K.E. Atkinson, A survey of numerical methods for the solution of Fredholm integral equations of the second 
kind, SIAM, PA, (1976). 
12. A. Gerasoulis, Singular integral equations-The convergence of Nystrom interpolant of Gauss-Chebychev 
method, BIT 22, 200-210 (1982). 
13. A.C. Chrysakis and G. Tsamasphyros, Numerical solution of integral equations with logarithmic kernel by 
the method of arbitrary collocation points, Zntl. J. for Num. Methods in Engng. 33, 143-148 (1992). 
