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Abstract
We study complex systems arising, in particular, in population dynamics, devel-
opmental biology, and bacterial metabolic processes, in which each individual element
obeys a relatively simple hysteresis law (a non-ideal relay). Assuming that hysteresis
thresholds fluctuate, we consider the arising reaction-diffusion system. In this case,
the spatial variable corresponds to the hysteresis threshold. We describe the collective
behavior of such a system in terms of the Preisach operator with time-dependent mea-
sure which is a part of the solution for the whole system. We prove the well-posedness
of the system and discuss the long-term behavior of solutions.
1 Introduction
In the paper, we develop a theory of reaction-diffusion equations containing discontinuous
hysteresis operator — the so-called non-ideal relay. The non-ideal relay (or a bi-stable relay,
or lazy switch) is the most basic, yet non-trivial hysteresis operator. The state (output) of
the non-ideal relay switches from −1 to 1 when the input exceeds a threshold value x ∈ R
and switches back to state −1 when the input drops below a smaller threshold value y ∈ R.
Hence, variation of the input causes switching between two available states in such a way
that the current state depends on the input history as long as the current value of the input
falls within the input’s bi-stability range (y, x). This behavior is illustrated in Fig. 1.1.
In particular, reaction-diffusion equations with non-ideal relay arise in population dy-
namics, developmental biology (cell differentiation processes), bacterial metabolic processes,
etc. The general feature of all those models is a hysteretic interaction between several
“substances”. Depending on the physical background, the substances are the amount of
individuals, concentration of proteins, density of nutrients, etc.
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Figure 1.1: Non-ideal relay.
In most existing models, the diffusion term in the reaction-diffusion equation appears
because of a spatial motion of the substances. In this paper, we suggest a principally new
mechanism of diffusion based on sporadical changes of the thresholds of hysteresis operators.
As we will explain, this mechanism is not only natural, but also leads to a new dynamical
phenomena in the systems under consideration, e.g., appearance of sign changing patterns
for the states of non-ideal relays.
Let us illustrate the above mentioned mechanism with the following prototype example.
Suppose we have a population of bacteria with the environment being a mixture of two
types of nutrients — lactose and glucose. Each bacterium, at a given moment, can consume
either lactose or glucose. In the first case, we say that it is in the state 1 and in the second
case in the state −1. For each bacterium at a given moment, there are two (symmetric for
simplicity) thresholds: −x and x, where x > 0. If the deviation of the relative concentration
of lactose from the value 1/2 in the mixture of the two nutrients is greater than x, then the
bacterium consumes lactose. If the deviation is less than −x, it consumes glucose. If the
deviation is between −x and x, then the state of the bacterium is defined according to the
discontinuous hysteresis law (see Fig. 1.1, where y = −x and the above deviation plays a
role of input, while the state of the bacterium plays a role of output).
Now the key (and quite natural) assumption is that each bacterium can sporadically
change its switching threshold or produce offsprings with different thresholds. Assume that
these changes occur according to the Gaussian distribution centered at x. Then the density
u(x, t) of the biomass of bacteria with given switching thresholds ±x at a moment t will
satisfy the diffusion equation. We stress that the diffusion term appears not due to a spatial
motion of bacterium, but rather due to the diffusion of switching thresholds.
Note that the collective impact of the whole population of bacteria upon the environment
(concentration of lactose and glucose in our example) is mathematically described as an
integral of all discontinuous hysteresis operators weighted with the density u(x, t). This
integral can be interpreted as the Preisach operator [16] with a time dependent density
u(x, t). In the classical Preisach operator, the density is usually time independent and is
assumed to be given. The typical difficulty in this case is how to identify it in particular
applications. Our approach allows one to overcome this difficulty (at least in some cases)
because we treat the density as a component of the solution itself. This gives rise to the
question of the limiting behavior of the density u(x, t). For example, if one can describe a
global attractor, there is no need to (precisely) identify the initial density u(x, 0), since, after
some transition period of time, it will be in a vicinity of the known global attractor.
In the present paper, we introduce, seemingly for the first time, a notion of hystere-
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sis (discontinuous non-ideal relay) with diffusive thresholds. This leads us to an initial
boundary-value problem for a reaction-diffusion system including, as reaction terms, discon-
tinuous hysteresis relay operators and the integral of those. We prove the well-posedness of
this problem and partially address an issue of the large time behavior of its solutions.
The paper is organized as follows. In Sec. 2, we discuss various natural mechanisms
leading to multi-stability in biological systems, which can be mathematically described in
terms of hysteresis operators1.
In Sec. 3, based on the above prototype example of two-phenotype bacteria, we give a
rigorous model formulation — the reaction-diffusion system with discontinuous hysteresis
operators. The unknown functions are the density u(x, t) of the biomass of bacteria with
given switching thresholds ±x at a moment t, and the amounts f1(t) and f−1(t) of the two
types of nutrients. In the same section, we rewrite the system in terms of the new unknown
functions: the density u, the total amount v = f1 + f−1 of nutrients, and the deviation
w = f1/(f1 + f−1) − 1/2 of the relative concentration of one type of nutrients from the
value 1/2 in the mixture of the two nutrients. Though our model is based on a particular
biological system, it accounts for a number of quite general phenomena and can be adapted
for other systems (cf. Sec. 2).
Sections 4–6 are devoted to the analysis of the model. In Sec. 4, we prove continuity
properties of hysteresis operators provided that the input function is continuous in time
and has bounded variation. Although each non-ideal relay (which we call Rx(·) for fixed
thresholds ±x) is a discontinuous operator, it turns out that an infinite collection of the
relays with different thresholds ±x (which we call R(·)) can be viewed as a continuous
operator with values in suitable Lq (with respect to x) spaces. An important issue, however,
is that such an operator is Lipschitz continuous for q = 1 only, and it is Ho¨lder continuous
for q > 1. Similarly, the Preisach operator (which we call P(·)), i.e., the integral of the
discontinuous relay operators (weighted with the time dependent density function) over all
available thresholds ±x turns out to be a continuous operator.
In Sec. 5, we prove the well-posedness of the model. The existence of solutions is proved
via the Schauder fixed-point theorem, where the continuity of the “collective” hysteresis R
in Lq spaces with q > 1 is exploited. As we said, the collective hysteresis R is not Lipschitz
continuous for q > 1. Therefore, the contraction mapping principle does not apply, and
the uniqueness should be proved separately. This is done via the semigroup approach and
additional estimates in the L1 space (where R is Lipschitz continuous).
In Sec. 6, we study the behavior of the density u(x, t) and the total amount of nutrients
v(t) as t → ∞. In particular, we prove that v(t) monotonically decreases and tends to 0,
while u(x, t) converges (uniformly in x) to a spatially homogeneous equilibrium. The large
time behavior of w(t) as well as the limiting distribution of two phenotypes lim
t→∞
Rx(w)(t)
remains an open question.
The paper ends with Sec. 7 containing some discussion of the results and open questions
as well as possible modifications and extensions of the model.
1We include this section for the convenience of a reader interested in biological background of problems
with hysteresis. All the rest sections in the paper can be read independently of Sec. 2.
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2 Motivation and biological background
The idea that epigenetic differences such as those arising in the process of cell differentiation
can be attributed to multi-stability or multi-stationarity of living forms seems to have been
first articulated by Max Delbru¨k [8]. A classical example of multi-stability in biology is
multi-stable behavior of lac-operon in E-Coli. Lac-operon is a collection of genes associated
with transport and metabolism of lactose in the bacterium. Expression of these genes can be
turned on by certain small molecules that have been called inducers. Novick and Weiner [21]
as well as Cohn and Horibata [6, 7], relying on prior work of others [5, 20, 26], effectively
demonstrated that two phenotypes each associated with “on” and “off” state of lac-operon
expression can be obtained from the same culture depending on the history of exposure
to the inducer. Moreover, both phenotypes remain stable through multiple generations of
the bacterial culture after the extracellular concentration of the inducer is reduced to lower
levels, but not removed completely. This behavior resembles the definition of the non-ideal
relay illustrated in Fig. 1.1.
The above mentioned early findings on the hysteresis of the lac-operon enzymes were
consistent with earlier findings on regulation of other enzymes in yeast [29]. Recent ex-
periments using molecular biology methods (such as those incorporating green fluorescent
protein expression under the lac-operon promoter) permitted to confirm and further study
the region of bi-stability of the lac-operon when multiple input variables (TMG that acts as
the inducer and glucose) are used to switch the lac-operon genes on and off. Multi-stable
gene expression and hysteresis has been well-documented in a number of natural as well as
artificially constructed systems [4, 9, 11, 22, 23].
Several important issues require further discussion when it comes to hysteresis and multi-
stability in biological systems. First is the fact that reproductive rates in different phenotype
states are frequently different in a given environment. For example, the growth rate of one
phenotype is high in a lactose rich environment, while the other phenotype is favoured by
a glucose rich environment. This was noted in the experiments reported by Novick and
Weiner, as well as others.
Second issue relates to the very essence of hysteresis — rate-independence. The rate-
independence of the state-input relationship in non-ideal relay and other hysteresis operators
means that the state does not depend on the rate at which the input may have varied, but
rather on the past values of the input extrema [16]. Although rate-independence is an
idealization, it is a useful one because it describes an important form of memory that can
not be attained by linear dynamical systems whose memory is typically associated with
certain characteristic times, rather than input features such as extrema.
The third point relates specifically to modeling switching of phenotype in bacteria using
the non-ideal relay operator and, in particular, to the role and values of switching thresholds
x and y, which quantify the response of bacteria to varying environmental conditions and
determine the bi-stability range. In the hybrid linear differential model of M. Thattai and
A. van Oudenaarden [27], the maximal fitness (measured by the net population growth
rate) was achieved by the responsive switching strategy, whereby all the bacteria switch
to the currently most favoured phenotype, provided that the rate of transitions between
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phenotypes is higher than the rate of environment variations. This strategy is described by
the memoryless relay with coinciding thresholds x = y and no bi-stability region (a shifted
Heaviside step function). When the rate of transitions between phenotypes is comparable to,
or lower than, the rate of variations of the environment, the maximal fitness in this model can
be achieved by a heterogeneous population implementing another memoryless strategy, where
bacteria anticipate fluctuations of the environment by having a subpopulation ready in an
appropriate phenotype before the environment changes to a state favouring this phenotype.
The optimal heterogeneous distribution between phenotypes is obtained dynamically by
allowing some positive rate of transitions from the currently most favoured phenotype to an
unfavoured one. E. Kussell and S. Lieber argued that there is a cost of maintaining sensory
machinery to respond to changes of the environment and introduced a cost of sensing in the
form of an explicit reduction in the growth rate [17]. In their linear differential model, random
switching of phenotype, which is not correlated to slowly varying environmental conditions,
can confer more fitness to the population than the responsive switching when the penalty for
sensing is large. A modification of these models, which incorporates a natural switching cost
in the form of a temporary inhibition of the reproductive activity in bacteria undergoing a
transition to a different phenotype (a lag phase), shows that hysteresis characterized by two
different switching thresholds x > y can also confer fitness to bacteria [10]2. In the adiabatic
limit of slowly varying environmental conditions, the switching pattern of bacteria in the
model is described by the hysteretic non-ideal relay shown in Figure 1.1. In faster uncertain
environments, the maximal growth was shown to be the one that results from a form of
stochastic resonance where the internal characteristic time associated with the growth delay
is about equal to the characteristic time between subsequent phenotype switching events (the
latter time is defined by the length of the bi-stability interval (y, x) and the characteristic
time of the environment variations). More frequent switching in faster environments causes
the organisms to keep delaying their reproduction; slower environments causes the bacteria
to wait too long in a sub-optimally reproducing phenotype.
An advantage of using strategies with memory has been also shown in a different frame-
work, namely, the game theory [3] applied to models where bacteria are considered as players
in an evolutionary game [17, 30, 31].
The idea of diversification or bet-hedging has been discussed in different biological con-
texts in many publications, often without reference to any specific mechanism by which it
can be implemented. For example, the view that diversity (heterogeneity) can help improve
fitness in varying conditions is very well established in ecology. The main idea behind diver-
sification in epigenetics is that genetically identical organisms can grow their numbers faster
by judiciously choosing a certain proportion of their population to be in a currently less
favored phenotype when the environmental varies in time. In particular, it has been shown
that most appropriate random phenotype choice strategies are based on selecting phenotype
2
In vitro experimental studies give evidence that the process of changing phenotype is stressful for bacteria.
In particular, bacteria may not reproduce within a period of time preceding, during, or following this process.
In these experiments, a colony of bacteria grown in a Petri dish with one nutrient is swapped to a Petri dish
with another nutrient. After a period of inactivity, or a shock, following the swap, bacteria start a transition
to the other phenotype which is better fit for consuming the new type of food.
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switching probabilities that are tuned in some sense to the environmental uncertainties. The
main finding of [27] was that bet-hedging in the form of the anticipating switching strategy
described above can lead to the maximal growth rate. If a population of bi-stable organ-
isms includes subpopulations with different bi-stability ranges (y, x), then bet-hedging can
be realized by allowing permanently ongoing transitions between subpopulations. Due to
the difference in the bi-stability range, each subpopulation is tuned to a specific pattern of
variation of the environment, which maximizes the growth rate of this subpopulation. An
exchange process between the subpopulations can bet-hedge against changes of this pattern,
at least in principle.
3 Model description
3.1 Objective and modeling assumptions
In this paper, we attempt to formulate a class of models, which account for a number of phe-
nomena listed above, namely (a) switching of bacteria between two phenotypes in response
to variations of environmental conditions; (b) hysteretic switching strategy (switching rules)
associated with bi-stability of phenotype states; (c) heterogeneity of the population in the
form of a distribution of switching thresholds; (d) bet-hedging in the form of diffusion be-
tween subpopulations characterized by different bi-stability ranges; and, (e) competition for
nutrients. The resulting model is a reaction-diffusion system including, as reaction terms,
discontinuous hysteresis relay operators and the integral of those. This integral can be
interpreted as the Preisach operator [16] with a time dependent density (the density is a
component of the solution describing the varying distribution of bacteria). The main ob-
jective of this paper is to prove well-posedness of the model. In the last part of the paper
we will also present a preliminary discussion of a few dynamic scenarios obtained numeri-
cally, where fitness, competition and diffusion act together to select a certain distribution
of switching thresholds in the population. In particular, the model seems to demonstrate
interesting dynamics such as pattern formation and oscillations. However, more detailed and
rigorous analysis of dynamics is beyond the scope of this paper and remains the subject of
future work.
We assume that each of the two phenotypes, denoted by 1 and −1, consumes a different
type of nutrient (for example, one consumes lactose, the other consumes glucose). The
amount of nutrient available for phenotype i at the moment t is denoted by fi(t) where
i = ±1. We base our model on the following assumptions.
• Each bacterium changes phenotype in response to the variations of the variable w =
f1/(f1 + f−1)− 1/2.
This variable measures the deviation of the relative concentration of the first nutrient from
the value 1/2 in the mixture of the two nutrients. Bacteria sense changes of the nutrient
concentrations and, by changing to the phenotype for which more food is available, can
potentially increase the growth rate of the population.
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• The input w = w(t) is mapped to the binary time trace r = r(t) of the phenotype
(state) of a bacterium by the non-ideal relay operator Rx (see Figure 1.1) with sym-
metric switching thresholds x and y = −x, where x > 0. This binary function of time
will be denoted by r = Rx(w).
As transitions between the states of a relay are instantaneous, this assumption relates to
the situation where the rate of transitions between phenotypes is much higher than the rate
of the input variations. The non-ideal relay operator Rx is rigorously defined in the next
subsection.
• The population includes bacteria with different bi-stability ranges (−x, x); the thresh-
old value x varies over an interval [x, x], where 0 < x < x.
We will denote by u(x, t) the density of the biomass of bacteria with given switching
thresholds ±x at a moment t.
• There is a diffusion process acting on the density u.
The diffusion process models sporadic changes of the switching threshold x in bacteria.
Another source of diffusion can be the birth process if we assume that a bacterium with
a threshold x produces offsprings with different thresholds, for example, according to the
Gaussian distribution centered at x. The diffusion can be viewed as a bet-hedging mechanism
in the population.
Finally, we make the following important assumption.
• At any particular time moment t, for any given x, all the bacteria with the switching
threshold values ±x are in the same state (phenotype).
That is, u(x, t) is the total density of bacteria with the threshold x at the moment t and they
are all in the same state. It means that when a bacterium with a threshold x′ sporadically
changes its threshold to a different value x, it simultaneously copies the state from other
bacteria which have the threshold x. (Or, if a bacterium with a threshold x′ produces
an offspring with a threshold x, the offspring copies the state of other bacteria with the
threshold x). In particular, this may require a bacterium to change the state when its
threshold changes. Models where the state of a bacterium remains unchanged after a change
of the threshold will be considered in a different work.
With these assumptions, we obtain the following model of the evolution of bacteria and
nutrients: 

ut = uxx +
1
2
(1 +Rx(w)) uf1 + 1
2
(1−Rx(w)) uf−1,
f˙1 = −1
2
f1
∫ x
x
(1 +Rx(w)) u dx,
f˙−1 = −1
2
f−1
∫ x
x
(1−Rx(w)) u dx,
(3.1)
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where ut and uxx are the derivatives of the population density u, dot denotes the derivative
with respect to time, and all the non-ideal relays Rx, x ∈ [x, x], have the same input
w = f1/(f1 + f−1) − 1/2. Here we additionally assume the growth rate 12(1 + iRx(w)) ufi
based on the mass action law for bacteria in the phenotype i = ±1. This growth rate is
proportional to the product of the population density u and the concentration fi of the
nutrient preferred by the phenotype i with the coefficient of proportionality scaled to unity.
The diffusion coefficient is set to unity. The rate of the consumption of nutrient in the
equation for fi = fi(t) is proportional to the total biomass of bacteria in the phenotype
i (i.e., the biomass of all bacteria eating this type of nutrient), hence the integral (the
coefficient of proportionality is also set to unity for simplicity); x and x are the lower and
upper bounds on available threshold values, respectively.
We assume that a certain amount of nutrients is available at the initial moment; the
nutrients are not supplied after that moment. Bacteria do not die but stop growing when
all the nutrient has been consumed. We assume the Neumann boundary conditions for u,
i.e., no flux of the population density u through the lower and upper bounds of available
threshold values.
3.2 Rigorous model setting
Throughout the paper, we assume that x ∈ [x, x], where 0 < x < x.
We begin with a rigorous definition of the hysteresis operator (non-ideal relay) with fixed
thresholds ±x. The non-ideal relay is the operator Rx which takes continuous functions
w = w(t) defined on an interval [0, T ) to the binary functions r = Rx(w) of time defined on
the same interval. The operator Rx is given by
Rx(w)(t) =


−1 if w(τ) < −x for some τ ∈ [0, t]
and w(s) < x for all s ∈ [τ, t],
1 if w(τ) ≥ x for some τ ∈ [0, t]
and w(s) > −x for all s ∈ [τ, t],
r0 if −x ≤ w(τ) < x for all τ ∈ [0, t],
(3.2)
where r0 is either 1 or −1 (initial configuration of the non-ideal relay Rx). Since r0 may take
different values for different x, we write r0 = r0(x), where r0(x) is a given function taking
values ±1. In what follows, we do not explicitly indicate the dependence of the operator
Rx on r0(x). Some additional assumptions on the structure of the initial configuration r0(x)
will be made in Sec. 4 (in particular, see relations (4.1)).
The distributed relay operator R(w) taking functions w = w(t) to functions r = r(x, t) is
defined by R(w)(x, t) = Rx(w)(t).
We also denote
U(u)(t) =
x∫
x
u(x, t) dx, P(u, w)(t) =
x∫
x
u(x, t)Rx(w)(t) dx (3.3)
and call P the Preisach operator (see more details in Sec. 4).
8
Now let us replace the unknown function f1 and f−1 in system (3.1) with v = f1 + f−1
and w = f1/(f1 + f−1)− 1/2. The resulting system has the form

ut = uxx +A(v, w)u,
v˙ = V(u, v, w),
w˙ =W(u, w),
(3.4)
where we assume the Neumann boundary conditions
ux|x=x = ux|x=x = 0 (3.5)
and the initial conditions
u(x, 0) = u0(x), v(0) = v0, w(0) = w0. (3.6)
Here
A(v, w) =
(
1
2
+ wR(w)
)
v,
V(u, v, w) = −
(
1
2
U(u) + wP(u, w)
)
v,
W(u, w) = −
(
1
2
+ w
)(
1
2
− w
)
P(u, w),
and the initial configuration r0(x) of the distributed relay operator R is a part of initial data.
Let T > 0, and let QT = (x, x)× (0, T ). We will use the following spaces:
1. The standard Lebesgue spaces Lq(QT ) and Lq = Lq(x, x) with 1 ≤ q ≤ ∞.
2. The Sobolev spaces W kq =W
k
q (x, x), k ∈ N.
3. The anisotropic Sobolev space W 2,12 (QT ) with the norm
‖u‖W 2,1
2
(QT )
=

 T∫
0
‖u(·, t)‖2W 2
2
dt+
T∫
0
‖ut(·, t)‖2L2 dt


1/2
.
4. The space C([0, T ];Lq) of Lq-valued functions continuous in t ∈ [0, T ].
4 Preisach model
4.1 States of the Preisach model
In this section, we establish some continuity properties of the operators R(w) and P(u, w)
(the latter defined by (3.3)). In particular, we will show that, for any w ∈ C[0, T ] with
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bounded variation and u ∈ (C[0, T ];L1)∩L∞(QT ), the functionR(w) belongs to C([0, T ];Lq)
with any q ≥ 1 and the function P(u, w) belongs to C[0, T ].
We note that the operator P(u, w) is a specific case of the Presiach operator with density
u(x, t) and input w(t) [16]. However, in the literature, the Preisach operator is usually
considered for time independent density.
We begin with some definitions. Fix T > 0.
Definition 4.1. For a given input w ∈ C[0, T ], the state of the Preisach model at the
moment t ∈ [0, T ] is defined as a subset A(t) (t ∈ [0, T ]) of the interval [x, x] given by
A(t) = {x ∈ [x, x] : Rx(w)(t) = 1}.
Definition 4.2. For a given input w ∈ C[0, T ], we say that the state A(t) is simple for some
t ∈ [0, T ] if it is a union of finitely many disjoint intervals [x−k , x+k ], k = 1, . . . , N .
In what follows, we assume that A(0) is simple and satisfies the compatibility condition
[x, w(0)] ⊂ A(0) if w(0) ≥ x; [x,−w(0)) ∩ A(0) = ∅ if w(0) < −x. (4.1)
We will show that A(t) remains simple and satisfies the compatibility condition
[x, w(t)] ⊂ A(t) if w(t) ≥ x; [x,−w(t)) ∩ A(t) = ∅ if w(t) < −x (4.2)
for all t ∈ [0, T ].
We remind that we have agreed that each relay Rx(w) switches to the state 1 at the
moment when the input reaches the value x and remains in the same state 1 when the
input reaches the value −x, switching back to the state −1 only when the input becomes
smaller than −x. However, this is not essential as including/not including the end points of
[x−k , x
+
k ] in A(t) is not important (one cares about the classes of sets A which coincide almost
everywhere).
Suppose, at some moment t1 ∈ [0, T ), the state is A(t1). Fix some moment t2 ∈ (t1, T ]
and consider A(t) for t ∈ [t1, t2]. From the definition of dynamics of individual relays, it
follows that the state A(t) will evolve in response to the changes of a continuous input w(t)
after the moment t1 according to the following rules.
Consider the running maximum and minimum of w:
M(t, t1) = max
s∈[t1,t]
w(s), m(t, t1) = min
s∈[t1,t]
w(s).
1. If the input satisfies −x ≤ w(t) on the time interval [t1, t2], then on this time interval
A(t) = A(t1) ∪ J(t), (4.3)
where
J(t) = ∅ if M(t, t1) < x; J(t) = [x,M(t, t1)] if M(t, t1) ≥ x.
In particular, A(t) is expanding (non-strictly). We also note that, during any time
interval within which −x ≤ w(t) < x, the set A(t) does not change.
10
2. If the input satisfies w(t) < x on the time interval [t1, t2], then on this time interval
A(t) = A(t1) \ I(t) (4.4)
where
I(t) = ∅ if m(t, t1) ≥ −x; I(t) = (x,−m(t, t1)) if m(t, t1) < −x.
In this case, A(t) is contracting (non-strictly). Again, A(t) does not change during any
time interval within which −x ≤ w(t) < x.
Now we consider the evolution of the state A(t) for all t ∈ [0, T ], provided that the input
w(t) is continuous and has a bounded variation. Specifically, we assume that
VarT0 [w] ≤ K
for some K = K(T ) > 0. Such inputs form a closed convex subset of C[0, T ] for any given
T > 0. For every such input, there is a finite sequence of moments 0 < t1 < t2 < · · · < T
such that, on any interval [tk, tk+1], either −x ≤ m(t, tk), or M(t, tk) < x, or both these
relations hold simultaneously. Hence, on each [tk, tk+1], at least one of the above two rules of
evolution of the state A(t) applies, thus defining the state A(t) at any moment t ∈ [0, T ] by
a finite number of applications of formulas (4.3), (4.4) on successive time intervals [tk, tk+1].
We note that the sequence tk is not unique; we call such sequences admissible partition
sequences. The dynamics of A(t), according to the above rules, is independent of the choice
of an admissible partition sequence.
Note that, according to the definition of the relay, the states A(t) are simple and satisfy
the compatibility condition (4.2) for any t ∈ [0, T ].
4.2 Continuity
For any measurable sets B1, B2 ⊂ [x, x], denote
ρ(B1, B2) = meas {(B1 \B2) ∪ (B2 \B1)}.
Consider the evolution of the states A1(t) and A2(t) in response to the inputs w1(t) and
w2(t), respectively, for t ∈ [0, T ].
Lemma 4.1. Let w1, w2 ∈ C[0, T ] for some T > 0, and let
VarT0 [wj] ≤ K, j = 1, 2,
with some K = K(T ). Let Aj(t) be the state corresponding to the input wj(t). If Aj(0),
j = 1, 2, are simple and satisfy the compatibility condition (4.1), then
max
t∈[0,T ]
ρ(A1(t), A2(t)) ≤ ρ(A1(0), A2(0)) + L‖w1 − w2‖C[0,T ], (4.5)
where L = 2 +K/(2x).
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Proof. First, we choose a finite sequence 0 < t1 < t2 < · · · < T which is an admissible
partition sequence for the evolution of both states A1(t) and A2(t) simultaneously.
To do so, we fix an arbitrary number x0 ∈ (0, x) and consider the auxiliary relay Rx0 .
Define the sequence of all moments t1 < t2 < . . . on the interval [0, T ] as the moments
when the output Rx0(w1)(t) switches between the states ±1 in response to the input w1(t).
This sequence is finite since w1 is of bounded variation. Then 0, t1, t2, . . . , T is an admissible
partition sequence for the evolution of the state A1(t). Assume that, on the time interval
[0, T ],
‖w1 − w2‖C[0,T ] ≤ x− x0.
Then, the same sequence 0, t1, t2, . . . , T is an admissible partition sequence for the evolution
of the state A2(t) on the interval [0, T ]. Moreover, the first updating rule applies to both
evolutions on each time interval [tk, tk+1] where Rx0(w1)(t) = 1, while the second updat-
ing rule applies to both evolutions on each time interval [tk, tk+1] where Rx0(w1)(t) = −1.
Applying formulas (4.3) and (4.4) to both evolutions, we see that
ρ(A1(t), A2(t)) ≤ ρ(A1(tk), A2(tk)) + ‖w1 − w2‖C[0,T ], t ∈ [tk, tk+1].
As the number of switching points tk in the interval [0, T ] does not exceed the value 1 +
VarT0 [w1]/(2x0) ≤ 1 +K/(2x0), we obtain the Lipschitz estimate
max
t∈[0,T ]
ρ(A1(t), A2(t)) ≤ ρ(A1(0), A2(0)) + L‖w1 − w2‖C[0,T ]
with L = 2 +K/(2x0). Since x0 ∈ (0, x) is arbitrary, we have (4.5).
Using Lemma 4.1, we obtain the main results of this section about the continuity of the
operators R(w) and P(u, w) (the latter defined by (3.3).
Lemma 4.2. 1. Let w ∈ C[0, T ] and VarT0 [w] be finite. Then R(w) ∈ C([0, T ];Lq) with
any q ≥ 1.
2. If, additionally, u ∈ C([0, T ];L1) ∩ L∞(QT ), then P(u, w) ∈ C[0, T ].
Proof. 1. Denote r(x, t) = Rx(w)(t). Then, for any fixed t0 ∈ [0, T ],
x∫
x
|r(x, t)− r(x, t0)|qdx = 2qρ(A(t), A(t0))→ 0, t→ t0,
due to the updating rules (4.3) and (4.4). This proves assertion 1.
2. To prove the continuity of the function P(u, w)(t), we estimate
x∫
x
|u(x, t)r(x, t)− u(x, t0)r(x, t0)|dx
≤
x∫
x
|u(x, t)− u(x, t0)| |r(x, t)|dx+
x∫
x
|u(x, t0)| |r(x, t)− r(x, t0)|dx
≤ ‖u(·, t)− u(·, t0)‖L1 + 2‖u(·, t0)‖L∞ ρ(A(t), A(t0))→ 0, t→ t0,
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due to the assumptions of the lemma and the updating rules (4.3) and (4.4).
Lemma 4.3. 1. Let
wj ∈ C[0, T ], VarT0 [wj] ≤ K, A1(0) = A2(0),
where K > 0 (j = 1, 2). Then, for any q ≥ 1,
‖R(w1)−R2(w)‖C([0,T ];Lq) ≤ LR‖w1 − w2‖1/qC[0,T ],
where LR = LR(K, q) > 0.
2. If, additionally,
uj ∈ C([0, T ];L1), ‖uj‖L∞(QT ) ≤ c
for some c > 0 (j = 1, 2), then
‖P(u1, w1)−P(u2, w2)‖C([0,T ]) ≤ LP(‖u1 − u2‖C([0,T ];L1) + ‖w1 − w2‖C[0,T ]),
where LP = LP(c,K) > 0.
Proof. 1. Denote rj(x, t) = Rx(wj)(t), j = 1, 2. Then, using Lemma 4.1, we have
x∫
x
|r1(x, t)− r2(x, t)|qdx = 2qρ(A1(t), A2(t)) ≤ 2qL‖w1 − w2‖C[0,T ].
2. To prove the continuity of the operator P, we estimate |P(u1, w1)(t) − P(u2, w2)(t)|
as follows (omitting the arguments of the integrands):
x∫
x
|u1r1 − u2r2|dx ≤
x∫
x
|u1| |r1 − r2|dx+
x∫
x
|u1 − u2| |r2|dx
≤ 2cρ(A1(t), A2(t)) + ‖u1(·, t)− u2(·, t)‖L1
≤ 2cL‖w1 − w2‖C[0,T ] + ‖u1 − u2‖C([0,T ];L1),
where Lemma 4.1 was used to estimate ρ(A1(t), A2(t)).
Remark 4.1. We underline (see the proof of Lemma 4.3) that the operators
Rx : C[0, T ]→ Lq, R : C[0, T ]→ C([0, T ];Lq)
are continuous for any q ≥ 1. However, they are Lipschitz continuous only for q = 1.
13
5 Well-posedness
In this section, we establish existence (first locally and then globally) and uniqueness for
problem (3.4)–(3.6).
We will often write U or U(t) instead of U(u)(t) (see (3.3)). This should lead to no
confusion. We will also denote
U0 = U(u)(0) =
x∫
x
u0(x) dx.
Since the right-hand sides in (3.4) contain the relays Rx, one has to fix the initial state
of those relays. We assume throughout that the initial state A(0) is simple and satisfies the
compatibility condition (4.1).
5.1 Linear parabolic problem
In this subsection, we formulate some auxiliary results on the following linear parabolic
problem: {
ut = uxx + a(x, t)u+ f(x, t), x ∈ (x, x), t > 0,
u(x, 0) = u0(x)
(5.1)
with the homogeneous Neumann boundary conditions. In what follows, we will use the
functional spaces defined in Sec. 3.2.
The first lemma follows from [18, Chap. 4].
Lemma 5.1. Let T ≤ T0 for some T0 > 0, and let ‖a‖L∞(QT ) ≤ a for some a ≥ 0. Let
f ∈ L2(QT ) and u0 ∈ W 12 . Then problem (5.1) has a unique solution u ∈ W 2,12 (QT ) and
‖u‖W 2,1
2
(QT )
≤ c(‖u0‖W 1
2
+ ‖f‖L2(QT )),
where c = c(a, T0) > 0 does not depend on u, a(x, t) and T .
The second lemma deals with continuous dependence of solutions on the coefficient a(x, t).
Consider a sequence aj ∈ L∞(QT ), j = 1, 2, . . . . Denote by uj the solution of problem (5.1)
with aj instead of a.
Lemma 5.2. Let ‖aj‖L∞(QT ) ≤ a and ‖a− aj‖L2(QT ) → 0 as j →∞. Then
‖u− uj‖W 2,1
2
(QT )
→ 0, j →∞.
Proof. The function mj = u− uj is a solution of the problem{
mjt = mjxx + aj(x, t)mj + (a− aj)u,
u(x, 0) = 0.
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Therefore, by Lemma 5.1 and by the boundedness of the embedding W 2,12 (QT ) ⊂ L∞(QT ),
we have
‖mj‖W 2,1
2
(QT )
≤ k1‖(a− aj)u‖L2(QT ) ≤ k2‖(a− aj)‖L2(QT )‖u‖W 2,1
2
(QT )
,
where k1, k2 > 0 depend only on a and T and do not depend on j. Hence, ‖mj‖W 2,1
2
(QT )
→ 0
as j →∞.
5.2 Local existence of solutions
We introduce the space
W(QT ) = W 2,12 (QT )× C1[0, T ]× C1[0, T ].
Definition 5.1. We say that u = (u, v, w) ∈ W(QT ) is a (strong) solution of problem (3.4)–
(3.6) (on the interval (0, T )) with initial data u0 = (u0, v0, w0) ∈ W 12 × R2 if
1. u satisfies the first equation in (3.4) a.e. in QT and the boundary conditions (3.5) and
the first initial conditions in (3.6) in the sense of traces.
2. v and w satisfy the second and the third equations in (3.4) and the second and the
third initial conditions in (3.6), respectively, in the classical sense.
In what follows, we will often say “solution”, meaning “strong solution”.
In this subsection, we will prove the following result on the local existence of solutions.
Theorem 5.1. Let u0 = (u0, v0, w0) ∈ W 12 × R2 and
‖u0‖W 1
2
≤ u, |v0| ≤ v, |w0| ≤ w
for some u, v, w > 0. Then there is t0 ∈ (0, 1] such that problem (3.4)–(3.6) has a solution
u = (u, v, w) ∈ W(Qt0). The number t0 depends on u, v, w but does not depend on u0, v0, w0.
The idea of the proof is to construct a mapping (v, w) 7→ (v˜, w˜) as follows.
Step 1. Given the functions v and w, we solve the linear parabolic problem{
ut = uxx +A(v, w)u, x ∈ (x, x), t > 0,
u(x, 0) = u0(x)
(5.2)
with the homogeneous Neumann boundary conditions.
Step 2. After finding u, we find (v˜, w˜) by solving the equations

dv˜
dt
= V(u, v, w), v˜(0) = v0,
dw˜
dt
=W(u, w), w˜(0) = w0.
(5.3)
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Then, using the Schauder fixed point theorem, we show that the mapping (v, w) 7→ (v˜, w˜)
has a fixed point, which yields the solution of the original problem (3.4)–(3.6).
Remark 5.1. We note that the parabolic problem (5.2) is well posed in Lq-spaces with q > 1,
while the hysteresis operator R is not Lipschitz continuous in these spaces (see Remark 4.1).
Therefore, the constructed mapping (v, w) 7→ (v˜, w˜) will be continuous, but not Lipschitz
continuous. This is the reason why we apply the Schauder fixed point theorem and not the
contraction mapping principle for the proof of Theorem 5.1. As a result, only the existence
of solutions is proved. The uniqueness will be proved in Sec. 5.4 by using semigroups and
additional estimates in L1.
Let us formalize the above scheme.
We introduce the set
B[0, t0] = {(v, w) ∈ C[0, t0]× C[0, t0] :
‖v‖C[0,t0] ≤ 2v, ‖w‖C[0,t0] ≤ 2w, Vart00 [w] ≤ V t0},
where v and w are the constants from the assumption in Theorem 5.1, while V > 0 and
t0 ≤ 1 will be chosen later on. For (v, w) ∈ B[0, t0], we will denote
‖(v, w)‖B[0,t0] = ‖v‖C[0,t0] + ‖w‖C[0,t0].
Note that B[0, t0] is a closed convex set in C[0, t0]× C[0, t0].
Lemma 5.3. 1. ‖A(v, w)‖L∞(Qt0) ≤ a for any (v, w) ∈ B[0, t0], where
a = 2|v|
(
1
2
+ 2|w|
)
.
2. ‖A(v, w)−A(vj, wj)‖L2(Qt0 ) → 0 whenever ‖(v, w)− (vj, wj)‖B[0,t0] → 0.
Proof. Part 1 is trivial. Part 2 follows from Lemma 4.2 (part 1) and Lemma 4.3 (part 1)
with q = 2.
Combining Lemmas 5.1, 5.2, and 5.3, we obtain the following result justifying Step 1 in
the above scheme (recall that t0 ≤ 1).
Lemma 5.4. Let (v, w) ∈ B[0, t0]. Then problem (5.2) has a unique solution u ∈ W 2,12 (Qt0).
Moreover,
1. the estimate
‖u‖W 2,1
2
(Qt0)
≤ c
holds with c = c(u, v, w) > 0 which does not depend on t0 ≤ 1 and V > 0;
2. the mapping B[0, t0] ∋ (v, w) 7→ u ∈ W 2,12 (Qt0) is continuous.
Now we justify Step 2.
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Lemma 5.5. There exist numbers t0 ∈ (0, 1] and V > 0 such that the following hold.
1. For any (v, w) ∈ B[0, t0] and for u ∈ W 2,12 (Qt0) defined by Lemma 5.4, the solution
(v˜, w˜) of problem (5.3) belongs to B[0, t0]. Moreover,
‖v˜‖C1[0,t0] + ‖w˜‖C1[0,t0] ≤ c1, (5.4)
where c1 > 0 depends on u, v, w, but does not depend on (v, w) ∈ B[0, t0].
2. The mapping
W 2,12 (Qt0)×B[0, t0] ∋ (u, v, w) 7→ (v˜, w˜) ∈ B[0, t0]
is continuous.
Proof. 1. First, we note that
‖u‖C([0,t0];L1) ≤ k1, ‖u‖L∞(Qt0 ) ≤ k2, (5.5)
where k1, k2 > 0 depend on u, v, w, but do not depend on t0 ≤ 1 and V > 0. Indeed, for
any t0 ≤ 1, we can extend v(t) and w(t) to [0, 1] as continuous functions without increasing
their norms and without changing the variation of w. By Lemma 5.4, we obtain a unique
solution u ∈ W 2,12 (Q1) of problem (5.2) on the time interval (0, 1) such that
‖u‖W 2,1
2
(Q1)
≤ c(u, v, w).
This estimate and the boundedness of the embeddingsW 2,12 (Q1) ⊂ C([0, 1];L1) andW 2,12 (Q1) ⊂
L∞(Q1) imply (5.5) with k1, k2 > 0 not depending on t0 ≤ 1.
Using Lemma 4.2 and estimates (5.5), we see that, for any (v, w) ∈ B[0, t0],
‖V(u, v, w)‖C[0,t0] ≤ k3, ‖W(u, w)‖C[0,t0] ≤ k4, (5.6)
where k3, k4 > 0 depend on u, v, w, but do not depend on t0 ≤ 1 and V > 0.
Now we choose
t0 = min
(
v
k3
,
w
k4
, 1
)
, V = k4. (5.7)
Then the solution (v˜, w˜) of problem (5.3) belongs to B[0, t0].
Estimate (5.4) follows from (5.6).
2. Part 2 of the lemma follows from part 2 of Lemma 4.3.
Proof of Theorem 5.1. Combining Lemmas 5.4 and 5.5 with the compactness of the em-
bedding C1[0, t0] ⊂ C[0, t0] and using the Schauder fixed-point theorem, we conclude that
the mapping (v, w) 7→ (v˜, w˜) has a fixed point, which yields the solution of the original
problem (3.4)–(3.6).
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5.3 Global existence of solutions
Our next goal is to prove that the local solution of problem (3.4)–(3.6) given by Theorem 5.1
can be extended to an arbitrarily large time interval. Here we will concentrate on the
physically relevant case where the initial data u0 = (u0, v0, w0) satisfies
u0(x) ≥ 0, v0 ≥ 0, |w0| ≤ 1/2. (5.8)
First, we prove some a priori estimates of solutions.
Lemma 5.6. Let u = (u, v, w) ∈ W(QT ) be a solution of problem (3.4)–(3.6) on some time
interval (0, T ) with initial data u0 = (u0, v0, w0) satisfying (5.8). Then the following hold.
1. u(x, t) ≥ 0 for all (x, t) ∈ QT .
2. v(t) ≥ 0 for all t ∈ [0, T ].
3. |w(t)| ≤ 1/2 for all t ∈ [0, T ].
Proof. 1. Denote a(x, t) = A(v, w). Then a ∈ L∞(QT ), while the first equation in (3.4)
takes the form
ut = uxx + a(x, t)u (5.9)
Along with (5.9), we consider the equations
uεt = u
ε
xx + a(x, t)u
ε + ε, (5.10)
where ε > 0. Due to Lemma 5.1, equation (5.10) with the Neumann boundary conditions
and the initial condition
uε(x, 0) = u0(x) + ε
has a unique solution uε ∈ W 2,12 (QT ) and
‖uε − u‖W 2,1
2
(QT )
→ 0, ε→ 0. (5.11)
We fix ε > 0. Denote
b(x, t, uε) = a(x, t)uε + ε.
Then we have the following:
(a) b(x, t, 0) = ε > 0 for (x, t) ∈ QT ,
(b) b(x, t, ·) is continuous near the origin (i.e., near uε = 0) uniformly with respect to
(x, t) ∈ QT ,
(c) uε(x, 0) ≥ ε > 0.
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Regularizing the right-hand side b(x, t, uε(x, t)) and applying the method of invariant regions
(see [25] for classical solutions), we obtain that uε(x, t) ≥ 0 for (x, t) ∈ QT . Hence, using
(5.11) and the continuity of the embedding W 2,12 (QT ) ⊂ C(QT ) yields u(x, t) ≥ 0 for (x, t) ∈
QT .
2. The second equation in (3.4) can be written as
v˙ = c(t)v
with appropriate continuous function c(t). Obviously, v(t) ≥ 0 if v0 ≥ 0.
3. The third equation can be treated similarly to the second one.
In the next lemma, we estimate the solutions from above. This will allow us to prove the
existence of solutions on arbitrarily large time interval. The estimates will involve the total
population U(u)(t) (see (3.3)). Whenever it appears, we keep writing U or U(t), as before.
Lemma 5.7. Let u = (u, v, w) ∈ W(QT ) be a solution of problem (3.4)–(3.6) on some time
interval (0, T ) with initial data u0 = (u0, v0, w0) satisfying (5.8). Then the following hold.
1. v(t) ≤ v0 for all t ∈ [0, T ].
2. U(t) + v(t) = U0 + v0.
3. There is a function u¯(t), t ≥ 0, depending on u0, but not on T , bounded on bounded
sets and such that
‖u(·, t)‖W 1
2
≤ u¯(t).
Proof. 1. By Lemma 5.6, u(x, t) ≥ 0 and |w(t)| ≤ 1/2. Therefore,
U(t)
2
+ w(t)P(u, w)(t) ≥ 0.
Hence, the second equation in (3.4) yields v˙ ≤ 0, which implies the first assertion of the
lemma.
2. Integrating the first equation in (3.4) with respect to x and adding the second equation
yields U˙ + v˙ = 0, which proves assertion 2.
3.1 Multiplying the first equation in (3.4) by u, integrating with respect to x, and using
the fact that |w| ≤ 1/2 and |v| ≤ v0 yields
d
dt
‖u(·, t)‖2L2 ≤ 2v0‖u(·, t)‖2L2. (5.12)
Therefore, by Gronwall’s lemma,
‖u(·, t)‖2L2 ≤ ‖u0‖2L2 exp(2v0t) =: u¯0(t). (5.13)
3.2. Now, using the fact that |w| ≤ 1/2 and |v| ≤ v0, we see that
‖A(v, w)u‖2L2(Qτ ) ≤ v20
τ∫
0
u¯0(t) dt =: u¯1(τ).
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Since u¯1(τ) is bounded on bounded intervals, Theorems 3.2 and 3.7 in [2] imply assertion
3.
Now we formulate the main theorem on the well-posedness in terms of strong solutions.
Theorem 5.2. Let u0 = (u0, v0, w0) ∈ W 12 × R2 satisfy (5.8). Then, for any T > 0,
problem (3.4)–(3.6) has a solution u = (u, v, w) ∈ W(QT ) and the estimates in Lemmas 5.6
and 5.7 hold.
Proof. By Theorem 5.1, problem (3.4)–(3.6) has a solution u = (u, v, w) ∈ W(Qt0) for
some t0. We have to prove that this solution can be extended to an arbitrarily large time
interval. Assume the opposite. Then there is a number tmax <∞ and a sequence tj → tmax,
tj < tmax, such that the solution u can be extended to [0, tj ] for any j, but cannot be
extended to [0, tmax].
By Lemmas 5.6 and 5.7, the values ‖u(·, t)‖W 1
2
, |v(t)|, and |w(t)| are bounded uniformly
in t ∈ [0, tmax). Thus, Theorem 5.1 implies that, for any tj , the solution u can be extended
from the interval [0, tj] to the interval [0, tj + t0], where t0 does not depend on j.
Now, choosing tj ≥ tmax−t0/2, we can extend the solution from the interval [0, tmax−t0/2]
to the interval [0, tmax + t0/2], which contradicts the definition of the number tmax.
5.4 Uniqueness of solutions
In this subsection, we prove the following uniqueness result.
Theorem 5.3. Let u0 = (u0, v0, w0) ∈ W 12 × R2. Then, for any T > 0, problem (3.4)–(3.6)
has no more than one solution.
Proof. 1. We assume that uj = (uj, vj , wj), j = 1, 2, are two solutions on the interval [0, T ]
for problem (3.4)–(3.6) with the same initial data u0 = (u0, v0, w0) ∈ W 12 × R2. Then the
difference v = (u, v, w) = (u1 − u2, v1 − v2, w1 − w2) satisfies the problem

ut = uxx + f(x, t),
v˙ = g(t),
w˙ = h(t),
(5.14)
where
f(x, t) = A(v1, w1)u1 −A(v2, w2)u2,
g(t) = V(u1, v1, w1)− V(u2, v2, w2)
h(t) =W(u1, w1)−W(u2, w2),
with the zero Neumann boundary conditions and zero initial condition.
Denote
F (x, t) = (f(x, t), g(t), h(t)).
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2. We will prove that v = 0 by using the semigroup theory. We introduce the operator
P : D(P) ⊂ Lq → Lq, q > 1, by the formula
Pψ = ψxx, D(P) =
{
ψ ∈ W 2q : ψx|x=x = ψx|x=x = 0
}
.
It is well known that the operatorP is the infinitesimal generator of an analytic semigroup
of linear bounded operators St : Lq → Lq, t ≥ 0.
Clearly, the operator
(P, 0, 0) : Lq × R2 → Lq × R2
generates the analytic semigroup
St = (St, 1, 1) : Lq × R2 → Lq × R2, t ≥ 0.
Since f ∈ L∞(QT ) and g, h ∈ C[0, T ], while u ∈ W 2,12 (QT ), it follows from [2, Chap. 1,
Sec. 3] that the solution v of problem (5.14) can be represented in the form
v(·, t) =
t∫
0
St−sF (·, s) ds, (5.15)
where the equality holds in L2 for a.e. t ∈ [0, T ]. Since L2 is continuously embedded into
L1, equality (5.15) also holds in L1.
Due to Lemma 2 in [24, p. 19],
sup
t∈[0,T ]
‖Stψ‖L1 ≤ K(T )‖ψ‖L1 ∀ψ ∈ L2, T ∈ [0,∞),
where K(T ) > 0 does not depend on ψ. Combining this relation with equality (5.15), we
obtain for t ∈ [0, T ]
‖v(·, t)‖L1×R2 ≤ K(T )
t∫
0
‖F (·, s)‖L1×R2 ds.
Now using the fact that uj ∈ W 2,12 (QT ) ⊂ L∞(QT ) and applying Lemma 4.3 with q = 1, we
have
‖v(·, t)‖L1×R2 ≤ K1(T )
t∫
0
‖v(·, s)‖L1×R2 ds,
where K1(T ) depends on u1,u2, but does not depend on t ∈ [0, T ]. Therefore, by Gronwall’s
lemma, v = 0 in QT .
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6 Large time behavior
Due to Theorem 5.2, problem (3.4)–(3.6) has a unique solution u = (u, v, w) ∈ W(QT )
for any T > 0. In this section, we still assume that 0 < x < x and additionally assume
that x < 1/2. Concentrating on the physically relevant case (5.8), we study the large time
behavior of the solution.
We will use throughout the following basic facts, which follow from Lemmas 5.6 and 5.7:
1. |w| ≤ 1/2, while U(t) and v(t) are nonnegative and bounded from above uniformly in
t.
2. v(t) is nonincreasing, while U(t) is nondecreasing. Indeed, the right-hand side of the
second equation in (3.4) is nonpositive, while U(t) + v(t) is constant.
We also remind that U0 =
x∫
x
u0(x) dx.
The next lemma shows that the point w = 1/2 is repelling in the following sense.
Lemma 6.1. Let x < 1/2. If |w0| < 1/2, then there is a number δ = δ(u0) > 0 such that
|w(t)| ≤ 1/2− δ for all t ≥ 0.
If w0 = ±1/2, then w(t) = ±1/2 for all t ≥ 0.
Proof. 1. Note that if U0 = 0, then u0(x) ≡ 0 and problem (3.4)–(3.6) has the unique
solution u(x, t) ≡ 0, v(t) ≡ v0, w(t) ≡ w0.
Thus, we assume that U0 > 0. Let us prove the first part of the lemma. Suppose that
|w0| < 1/2. Then, Rx(w)(t) = 1 for all x ∈ (x, x) whenever w(t) ∈ (x, 1/2). In this case, the
third equation in (3.4) implies that
w˙ = −
(
1
2
+ w
)(
1
2
− w
)
P(u, w) = −
(
1
2
+ w
)(
1
2
− w
)
U < 0.
Therefore, w(t) ≤ max(x, |w0|) for all t ≥ 0.
Similarly, w(t) ≥ min(−x, |w0|) for all t ≥ 0.
2. If w0 = 1/2, then we set w(t) ≡ 1/2. Since x < 1/2, we have R(w) ≡ 1 and
P(u, w)(t) ≡ U(t). Therefore, u and v should satisfy{
ut = uxx + vu,
v˙ = −vU. (6.1)
These equations are reaction-diffusion equations without hysteresis. Therefore, they admit a
unique solution (u, v) ∈ W 2,12 (QT )×C1[0, T ] for any T > 0. This can be proved analogously
to the general Theorem 5.2.
Therefore, the whole vector u = (u, v, 1/2) is a solution of problem (3.4)–(3.6). It is
unique due to Theorem 5.2.
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In the remaining part of this section, we will prove the following result on large-time
behavior of u and v.
Theorem 6.1. Let x < 1/2, u0(x) 6≡ 0, and condition (5.8) hold. Then, as t→∞, we have
v(t)→ 0, u(·, t)→ U0 + v0
x− x in C[x, x]
First we prove the following lemma.
Lemma 6.2. Under the assumptions of Theorem 6.1, there is a constant C > 0 such that
‖u(·, t)‖L2 ≤ C, t ≥ 0.
Moreover, as t→ 0, we have
v(t)→ 0, U(t)→ U0 + v0.
Proof. 1. If w0 = 1/2, then the vector (u, v) satisfies equations (6.1). Therefore, v˙ ≤ −vU0
because U is nondecreasing. Since u0(x) 6≡ 0 and u0(x) ≥ 0, it follows that U0 > 0. Therefore,
v(t)→ 0 as t→ 0.
Similarly, v(t)→ 0 as t→ 0 if w0 = −1/2.
If |w0| < 1/2, then Lemma 6.1 implies that |w(t)| ≤ 1/2−δ, t ≥ 0, with some δ ∈ (0, 1/2).
On the other hand |P(u, w)(t)| ≤ U(t) for any u and w. Hence, the second equation in (3.4)
yields
v˙ ≤ −δUv ≤ −δU0v.
Therefore, v(t) → 0 as t → 0 again. Note that, in both case, v(t) goes to zero at least
exponentially fast:
v(t) ≤ v0e−δU0t, t ≥ 0. (6.2)
Since v(t)→ 0 and U(t) + v(t) = U0 + v0, it follows that U(t)→ U0 + v0.
2. Multiplying the first equation in (3.4) by u and integrating with respect to x yields
d
dt
‖u(·, t)‖2L2 ≤ 2v(t)‖u(·, t)‖2L2. (6.3)
It follows from (6.2) that
∞∫
0
v(t) dt <∞ (6.4)
Now, using (6.3), (6.4), and Gronwall’s lemma, we obtain
‖u(·, t)‖L2 ≤ C, t ≥ 0,
where C > 0 does not depend on t.
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To prove Theorem 6.1, it remains to show that
u(·, t)→ U0 + v0
x− x in C[x, x] (6.5)
as t→∞.
We denote
b(x, t) = v(t)
(
1
2
+ w(t)Rx(w)(t)
)
u(x, t)
and write the first equation in (3.4) as follows:
ut = uxx + b(x, t). (6.6)
Using Lemma 4.2 and the fact the u ∈ W 2,12 (QT ) ⊂ C([0, T ];L2), we see that b(·, t) is
continuous in t as an L2-valued function of variable t. By Lemma 6.2,
‖b(·, t)‖L2 → 0, t→∞. (6.7)
Since the semigroup generated by the Laplacian with the Neumann boundary conditions
is not exponentially decreasing, we cannot directly use (6.7). We shall use the Fourier
representation of the solution u.
Let
λk =
(
pik
x− x
)2
, k = 0, 1, 2, . . . ,
e0(x) =
1√
x− x, ek(x) =
√
2
x− x cos
pik(x− x)
x− x , k = 1, 2, . . . ,
denote the sequence of eigenvalues and the corresponding system of eigenfunctions (orthonor-
mal in L2) of the spectral problem
−e′′k(x) = λkek(x) (x ∈ (x, x)), e′k(x) = e′k(x) = 0.
In particular, we will use that any function ψ ∈ L2 can be expanded into the Fourier series
with respect to ek, which converges in L2:
ψ(x) =
∞∑
k=0
ψkek(x), ‖ψ‖2L2 =
∞∑
k=0
|ψk|2, (6.8)
where ψk =
x∫
x
ψ(x)ek(x) dx.
Remark 6.1. The semigroup St, t ≥ 0 (see Sec. 5.4), can be represented as follows:
Stψ =
∞∑
j=0
e−λktψkek(x) (t ≥ 0),
where the series converges in L2 (W
1
2 ) if ψ ∈ L2 (ψ ∈ W 12 ).
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Now we prove (6.5) and thus complete the proof of Theorem 6.1.
Proof of Theorem 6.1. We represent the solution u of equation (6.6) with the Neumann
boundary conditions and the initial condition u(x, 0) = u0(x) as the series
u(x, t) =
∞∑
k=0
uk(t)ek(x), (6.9)
which converges in W 2,12 (QT ) for any T > 0, provided u0 ∈ W 12 (see, e.g., [19]). Here uk(t)
are the Fourier coefficients of u(x, t).
It follows from Lemma 6.2 that
u0(t)e0(x) =
x∫
x
u(y, t)e0(y) dy · e0(x) = 1
x− xU(t)→
U0 + v0
x− x . (6.10)
Denote
m(x, t) =
∞∑
k=1
uk(t)ek(x). (6.11)
It remains to show that
‖m(·, t)‖C[x,x] → 0, t→∞. (6.12)
Fix an arbitrary ε > 0. It follows from (6.7) that there is t0 > 0 such that
‖b(·, t)‖L2 ≤ ε, t ≥ t0. (6.13)
Due to the Fourier method, the coefficients uk(t), k = 1, 2, . . . , satisfy the Cauchy prob-
lems for the ordinary differential equations
u′k = −λkuk + bk(t), uk(t0) = uk0, k = 1, 2, . . . ,
with
bk(t) =
x∫
x
b(x, t)ek(x) dx, uk0 =
x∫
x
u(x, t0)ek(x) dx, k = 1, 2, . . . .
Note that (6.13) implies
|bk(t)| ≤ ε, t ≥ t0. (6.14)
By explicitly solving the Cauchy problems, we have
uk(t) = uk0e
−λk(t−t0) +
t∫
t0
e−λk(t−s)bk(s) ds. (6.15)
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First, we estimate uk(t), using (6.14):
|uk(t)| ≤ |uk0|e−λk(t−t0) + ε
λk
(
1− e−λk(t−t0))
≤ |uk0|e−λk(t−t0) + ε
λk
.
(6.16)
Now we can estimate m(x, t) given by (6.11), using (6.16) and the fact that |ek(x)| ≤√
2/(x− x):
‖m(·, t)‖C[x,x] ≤
√
2
x− x
(
∞∑
k=1
|uk0|2
)1/2( ∞∑
k=1
e−2λk(t−t0)
)1/2
+ ε
√
2
x− x
∞∑
k=1
1
λk
(6.17)
for t ≥ 2t0.
Taking into account Lemma 6.2, we see that there exists t1 ≥ 2t0 such that(
∞∑
k=1
|uk0|2
)1/2( ∞∑
k=1
e−2λk(t−t0)
)1/2
≤ ‖u(·, t0)‖L2
(
∞∑
k=1
e−2λk(t−t0)
)1/2
≤ ε (6.18)
for all t ≥ t1. Then (6.17) and (6.18) yield
‖m(·, t)‖C[x,x] ≤ ε
√
2
x− x
(
1 +
∞∑
k=1
1
λk
)
for all t ≥ t1, which proves (6.12).
7 Discussion
7.1 Large time behavior
We have shown that the variable v measuring the total amount of nutrients in the system
uniformly converges to zero and the population density u converges to a uniform distribution
over the interval [x, x] as t→∞. This is to be expected as there is no supply of nutrients in
the system. When the density of nutrients vanishes as a result of consumption by bacteria,
the equation for the density u “approaches” the homogeneous heat equation with zero flux
boundary conditions and u converges to the uniform profile.
Another important characterization of the large time behavior is the distribution of phe-
notypes over the range of available threshold values [x, x], which results from the evolution
of system (3.4)–(3.6) as t → ∞. Numerical calculations presented in [10] suggest that the
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binary function r(x, t) = Rx(w)(t) describing the distribution of two phenotypes converges
to a stationary binary pattern r∗(x) = lim
t→∞
Rx(w)(t) and each of the sets
A1 = {x ∈ [x, x] : r∗(x) = 1}, A−1 = {x ∈ [x, x] : r∗(x) = −1} = [x, x] \ A1
is a union of finitely many disjoint intervals. However, our simulations indicate that the
sign changing pattern of r∗ is different for different initial data. For example, the number
of disjoint intervals in each of the limit sets A±1 increases with the increase of the initial
value v0 (initial food supply) and with the decrease of the diffusion rate. That is, there is
no single winner in the competition of the two phenotypes, or a single limit distribution.
The attractor seems to be a connected continual set of stationary distributions. Rigorous
analysis of the attractor will be the subject of future work.
7.2 Relation to systems with spatially distributed hysteresis
In [13], a reaction-diffusion system with discontinuous hysteresis depending on a diffusing
component of the unknown vector-valued function was introduced and numerical analysis was
performed. The thresholds of hysteresis were fixed, but the hysteresis itself was defined at
every spatial point, i.e., the input was a function of x and t, where x refers to a spatial position
of a diffusive substance. Existence of solutions for such systems was proved in [1, 15, 28] for
a modified version of hysteresis (multi-valued hysteresis) as well as in [14] for some special
case. Existence, uniqueness, and continuous dependence of solutions on initial data for the
original system was treated in [12], where an important notion of spatial transversality was
introduced.
It turns out that the model of the present paper is related to that with spatially dis-
tributed hysteresis. For example, by introducing the new unknown function w˜(x, t) = w(t)/x,
we see that Rx(w)(t) ≡ R1(w˜(x, ·))(t), where R1 is the non-ideal relay with the fixed thresh-
olds ±1. The operator R1 can now be treated as spatially distributed, since its input w˜(x, t)
depends on the “spatial” point x. It would be interesting to further study the connection
between spatially distributed hysteresis and hysteresis with diffusing thresholds as well as
consider a combination of both.
7.3 Variations of model
It would be interesting to consider variations of model (3.4)–(3.6) and their effect on dy-
namics, the attractor and the pattern formation. Possible modifications might account for
the death process in bacteria; permanent or variable supply of nutrients; switching off the
diffusion process; inclusion of non-ideal relays Ry,x with asymmetric switching thresholds
x, y, y 6= −x; variations of the boundary conditions. Well-posedness of these models can
be established by a slight modification of the proof presented in this paper (the case x = 0
might require additional effort). Preliminary simulation results indicate that different dy-
namical scenarios, such as Hopf bifurcation, are possible in a model with permanent supply
of nutrients.
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An important assumption we made in (3.4)–(3.6) was that bacteria, when sporadically
changing their threshold x′ to a new value x, simultaneously copy the state from their peers
who have the same threshold x. It would be natural to explore a model where the state
remains unchanged when the threshold changes. Such a model should have simultaneous
nonzero populations of bacteria with the same threshold in two phenotypes. This is also a
subject of future work.
Acknowledgments
Dmitrii Rachinskii acknowledges the support of the Alexander von Humboldt Foundation
(Germany) and the Russian Foundation for Basic Research through grant 10-01-93112. Pavel
Gurevich acknowledges the support of Collaborative Research Center 910 (Germany) and the
Russian Foundation for Basic Research through grant 10-01-00395. The authors are grateful
to Sergey Tikhomirov who created a software for a number of numerical experiments.
References
[1] H. W. Alt, On the thermostat problem. Control Cyb., 14, 171–193 (1985).
[2] A. Ashyralyev, P. E. Sobolevskii, Well-posedness of Parabolic Difference Equations,
Birkha¨user, Basel, 1994.
[3] R. Aumann, M. Maschler, Repeated Games with Incomplete Information, Cambridge,
MIT Press, 1995.
[4] A. Becskei, B. Seraphin, L. Serrano, Positive feedback in eukaryotic gene networks:
cell differentiation by graded to binary response conversion, EMBO J., 20, 2528–2535
(2001).
[5] S. Benzer, Induced synthesis of enzymes in bacteria analyzed at the cellular level,
Biochim. Biophys. Acta., 11, No. 3, 383–395 (1953).
[6] M. Cohn, K. Horbita, Inhibition by glucose of the induced synthesis of the beta-
galactoside-enzyme system of Escherichia coli. Analysis of maintenance, J. Bacteriol.
78, 601–612 (1959).
[7] M. Cohn, K. Horbita, Analysis of the differentiation and of the heterogeneity within a
population of Eschericia coli undergoing induced beta-galactosidase synthesis, J. Bacte-
riol., 78, 613–623 (1959).
[8] M. Delbru¨ck, Discussion, in Unite´s biologiques doue´es de continuite´ ge´ne´tique, Editions
du Centre National de la Recherche Scientifique, Paris, pp. 33–35 (1949).
[9] D. Dubnau, R. Losick, Bistability in bacteria, Mol. Microbiol., 61, 564–572 (2006).
28
[10] G. Friedman, P. Gurevich, S. McCarthy, D. Rachinskii, Switching behaviour of two-
phenotype bacteria in varying environment, J. Phys.: Conf. Ser., submitted.
[11] T. S. Gardner, C. R. Cantor, J. J. Collins, Construction of a genetic toggle switch in
Escherichia coli, Nature, 403, 339–342 (2000).
[12] P. Gurevich, S. Tikhomirov, Uniqueness of transverse solutions for reaction-diffusion
equations with spatially distributed hysteresis. Nonlinear Analysis, 75, 6610–6619 (2012).
[13] F. C. Hoppensteadt, W. Ja¨ger, Pattern formation by bacteria, Lecture Notes in
Biomathematics 38, 68–81 (1980).
[14] A. M. Il’in, B. A. Markov, Nonlinear diffusion equation and Liesegang rings, Doklady
Akademii Nauk, 440, No. 2, 164–167 (2011); English translation: Doklady Mathematics,
84, No. 2, 730–733 (2011).
[15] J. Kopfova, Hysteresis in biological models. Journal of Physics: Conference Series, 55,
130–134 (2006).
[16] M. A. Krasnosel’skii, A. V. Pokrovskii, Systems with Hysteresis, Springer, 1989.
[17] E. Kussell, S. Lieber, Phenotypic diversity, population growth, and information in fluc-
tuating environments, Science, 309, 2075–2078 (2005).
[18] O. A. Ladyzhenskaya, V. A. Solonnikov, N. N. Uraltseva, Linear and Quasilinear Equa-
tions of Parabolic Type, Nauka, Moscow, 1967; English transl.: Amer. Math. Soc.,
Providence, RI, 1968.
[19] V. P. Mikhailov, Partial Differential Equations, Nauka, Moscow, 1983.
[20] J. Monod, From enzymatic adaptation to allosteric transitions, Science, 154, 475–483
(1966).
[21] A. Novick, M. Weiner, Enzyme induction as an all-or-none phenomenon, Proc. Natl.
Acad. Sci. USA, 43, 553–566 (1957).
[22] E. M. Ozbudak, M. Thattai, H. N. Lim, B. I. Shraiman, A. van Oudenaarden, Mul-
tistability in the lactose utilization network of Escherichia coli, Nature, 427, 737–740
(2004)
[23] J. R. Pomerening, E. D. Sontag, J. E. Jr Ferrell, Building a cell cycle oscillator: hys-
teresis and bistability in the activation of Cdc2, Nature Cell Biol., 5, 346–351 (2003).
[24] F. Rothe, Global Solutions of Reaction-Diffusion Systems, Springer, Berlin, 1984.
[25] J. Smoller, Shock Waves and Reaction-Diffusion Equations, Springer, New York, 1994.
29
[26] S. Spiegelman, W. F. DeLorenzo, Substrate stabilization of enzyme-forming capacity
during the segregation of a heterozygote, Proc. Natl. Acad. Sci U S A., 38, No. 7, 583–
592 (1952).
[27] M. Thattai, A. van Oudenaarden, Stochastic gene expression in fluctuating environ-
ments, Genetics, 167, 523–530 (2004).
[28] A. Visintin, Evolution problems with hysteresis in the source term, SIAM J. Math. Anal,
17, 1113–1138 (1986).
[29] O¨. Winge, C. Roberts, Inheritance of enzymatic characters in yeasts, and the phe-
nomenon of long-term adaptation, Compt. Rend. Lab. Carlsberg, Se´r. Physiol., 24,
263–315 (1948).
[30] D. M. Wolf, A. P. Arkin, Motifs, modules and games in bacteria, Curr. Opin. Microbiol.,
6, 125–134 (2003).
[31] D. M. Wolf, V. J. Vazirani, A. P. Arkin 2005 Diversity in times of adversity: probabilistic
strategies in microbial survival games, J. Theor. Biol., 234, No. 2, 227–253 (2005).
30
