Appendix S1: detailed methods. Figures S9 to S12: empirical and predicted marginal relationships between transition probabilities and explanatory variables for G. umbilicalis.
Figures S9 to S12: empirical and predicted marginal relationships between transition probabilities and explanatory variables for G. umbilicalis.
Figures S13 and S14: contour plots of the stationary probabilities as functions of explanatory variables.
Figures S15 and S16: contour plots of normalized entropy as functions of explanatory variables. Figure S17 : contour plots of posterior standard deviations of natural log persistence time for (a) P. lineatus and (b) G. umbilicalis as a function of mean winter sea surface temperature ( • C) and wave fetch (km).
Appendix S1: detailed methods
Model Basic form
Denote by Y m (t) the random variable taking values 1, 2, . . . , s, representing the state of site m at time t. Our analysis is based on a discrete-time first-order Markov model for the time series of Y m (t):
x m (t + 1) = P m x m (t),
where
is a vector of site-and time-specific state probabilities, and
is a matrix of site-specific transition probabilities (this definition of P m is commonly used in population biology, but is the transpose of that most often used in other fields). Thus
where p .jm denotes the jth column of P m . The categorical distribution over s states with probabilities p = {p i } has probability mass function
The categorical distribution can be seen as the genesis of the multinomial, in the same way that the Bernoulli distribution is the genesis of the binomial (Johnson et al., 1997, p. 33) . The true dynamics of the time series of Y m (t) may not be first-order Markovian, because the true abundance distribution was aggregated into a set of ordered discrete states. The probability of a transition to state i at time t + 1, conditional on state j at time t, may depend on the true abundance within state j. If this is the case, knowing the state at times t − 1, t − 2, . . . may give information about the true abundance within state j at time t, and therefore about the probability of each state at time t + 1. Nevertheless, if the true process is stationary, then the Markov model above will have the correct stationary distribution (Burke and Rosenblatt, 1958) .
The transition probabilities p .jm are modelled as functions of K explanatory variables, for which x km denotes the known value of the kth explanatory variable at the mth site. It is assumed that the values of the explanatory variables are constant over time. Time-varying explanatory variables are unlikely to be associated with a stationary true process, and in consequence, it would not be possible to guarantee that a model for a set of ordered discrete states would have the correct stationary distribution. It was also assumed that the relationship between explanatory variables and transition probabilities was the same for all sites. This was necessary because with relatively short time series, there was not enough information to estimate a separate relationship for each site.
Given the constraints 0 ≤ p ijm ≤ 1 and i p ijm = 1, a baseline-category logit model (Agresti, 2002, section 7 .1) is the simplest approach:
with unknown parameters α ij (the constant term associated with log(φ ijm )) and β ijk (the effect of the kth explanatory variable on log(φ ijm )). The constraints α 1j = 0 and β 1jk = 0 are required for identifiability, and are standard choices for models of this kind (Agresti, 2002, p 271-273) . The parameters can be interpreted in terms of logs of ratios of transition probabilities as follows. For any two destination states i and h and a given source state j, α ijm − α hjm = log(p ijm /p hjm ) when all explanatory variables x k are zero, and β ijk − β hjk is the effect of a unit increase in the kth explanatory variable x k on log(p ijm /p hjm ).
Estimation
There may be substantial uncertainty about the values of α ij and β ijk . We therefore used a Bayesian approach, which made it relatively easy to carry this uncertainty through to summary statistics based on the site-specific transition probabilities P m .
To write down the log likelihood for the model, define the indicator variables
Then, from S5, the contribution to the log likelihood for a single site m, for a pair of observations at times t and t + 1, is
and over all pairs of consecutive observations for all M sites, the log likelihood is
where T m is the set of times with an observation at site m, together with another observation one time step later. Only one-step transitions were considered, and therefore any observations that were not followed by another observation one time step later were discarded. The log-likelihood function is concave (Agresti, 2002, p. 273) , which makes parameter estimation relatively easy. Independent vague multivariate normal priors were used on all the parameters:
where α .j denotes the vector of constant terms associated with destination states 2, 3, . . . , s and source state j, β .jk denotes the vector of coefficients associated with destination states 2, 3, . . . , s, source state j, and explanatory variable k, MVN(µ, Σ) denotes a multivariate normal distribution with mean vector µ and covariance matrix Σ, τ is the precision (1 × 10 −4 throughout), and I s−1 is an (s − 1) × (s − 1) identity matrix. This model was fitted using Markov Chain Monte Carlo (MCMC), implemented in JAGS version 2.0.0 (Plummer, 2003) , interfaced to R version 2.11.1 (R Development Core Team, 2010) using the package rjags version 2.0.0-1 (Plummer, 2010) . The multivariate priors specified above allowed block updating of the parameters via the MNormMetropolis sampler, which greatly improved mixing. In all cases, four independent chains were run with overdispersed initial conditions, with a 1 × 10 5 -iteration adaptation period and 2.5 × 10 5 -iteration burnin. Every 50th iteration was sampled for a further 5 × 10 5 iterations, to give a sample from each chain of size 1 × 10 4 from the approximated posterior distribution. Trace plots of all parameters were inspected for evidence of lack of convergence (in all cases, no problems were apparent). The R package CODA version 0.14-4 (Plummer et al., 2006 ) was used to calculate potential scale reduction factors for all parameters, which estimate how much our estimate of the posterior distribution might improve with an infinite number of iterations (Gelman and Rubin, 1992) . In all cases, these were very close to 1, indicating that increasing the number of iterations would result in little improvement.
R code is available from http://www.liv.ac.uk/~matts/densitystructure.html.
Model checking
To check the appropriateness of our model, the empirical and predicted marginal relationships between transition probabilities and explanatory variables were examined. For each destination state i, source state j, site m, and time t, define the indicator variable
The empirical marginal relationship between the probability of transition from j to i and each explanatory variable was visualized by plotting w ijm (t) for all sites and times against the explanatory variable. A binomial Generalized Additive Model (GAM), implemented in the R package mgcv version 1.6-2 (Wood, 2008) , was used to obtain a fairly assumption-free estimate of the empirical relationship between transition probabilities and the explanatory variable. The smoothing parameter was chosen using the default unbiased risk estimator. Finally, the posterior mean transition probabilities for each site,p ijm , were plotted on the same axes, to see whether the model captured the empirical relationship.
The model approximated the observed marginal relationships between transition probabilities and environmental variables fairly well for both species (Figures S5-S12). There were occasional bumps in the smoothed relationships between transition probabilities and environmental variables that were not reproduced by the model (Figures S6g, S8d, S9b, e, and f, S10b, S11b, S12 c and e-h). Inspection of the marginal dotplots of observed transitions suggests that these bumps were associated with small numbers of observations, and were therefore a consequence of overfitting by the binomial GAM, rather than being features of the data that the model should reproduce. Overall, the baseline-category logit model was a reasonable approximation of the effects of environmental variables on transition probabilities in these data.
Summary statistics
Three summary statistics of ecological interest were calculated from the transition probabilities: the stationary distribution, the normalized entropy, and the expected persistence time of a population. For an ergodic Markov chain at site m, the stationary distribution is the vector π m such that
where 1 s is a s × 1 vector of 1s, T denotes transpose, and π m = {π im } is the right eigenvector of P m associated with the eigenvalue 1, rescaled to sum to 1 (Kijima, 1997, p. 52) . The stationary probability that a species will be absent, rare, or abundant at a site is a simple estimate of the suitability of the site for the species. In particular, 1 − π 1m is the stationary probability of presence at site m. This can be interpreted in two ways. First, the stationary probability of presence is the long-run proportion of time for which the species will be present at a particular site m. Second, it can be interpreted as the proportion of sites with the same environmental conditions as site m at which the species will be present at a particular time. The stationary probability of presence was calculated on a 10 × 10 grid of values of mean winter SST and wave fetch, with values of each environmental variable equally spaced over the observed range. From this grid of values, contour plots of the posterior mean of the stationary probability of presence were produced. The standard deviation of the stationary probability of presence over the MCMC sample was plotted as a measure of uncertainty. Similar contour plots for the stationary probability of each category were produced.
The normalized entropy measures the uncertainty about the state one step into the future of a point sampled at random from the stationary distribution, rescaled so that its maximum value is 1 (Hill et al., 2004) :
Normalized entropy can tell us something about the predictability of abundance categories, and thus is a crude measure of population variability. The posterior mean normalized entropy was plotted against the posterior mean stationary probability of presence for the grid of environmental conditions. The expected persistence time is the expected time until the first visit to the absent state, conditional on currently being in a non-absent state (sampled at random from the stationary distribution). This can be found using a modified chain in which the absent state is made absorbing by setting p 11m = 1, and p i1m = 0, i = 1:
Here, 0 denotes a column vector of zeros, r m is a row vector of transitions from states other than 1 into state 1, and Q m is an (s − 1) × (s − 1) matrix of transitions among the states other than 1, which are now all transient. The fundamental matrix of P ′ m for site m (Kemeny and Snell, 1960, definition 3.2.2 
whose entries n ijm are the expected number of visits of site m to state i before reaching the absent state, conditional on starting in state j (Kemeny and Snell, 1960, Theorem 3.2.4) . Denote by π (−1)m the stationary probabilities of states 2 to s, standardized to sum to 1. Then
is the expected number of time steps site m spends in any non-absent state before reaching the absent state, starting in a state sampled at random from the stationary distribution of non-absent states (Kemeny and Snell, 1960, pp. 49-52) . One might expect ω m to be larger at high-quality than at marginal sites for a species. In addition, differences in typical values of ω m between species are likely to reflect differences in life history. Because the distribution of posterior mean persistence times was very right-skewed, contours of posterior mean log persistence time, and its standard deviation, were plotted on the same grid of mean winter SST and fetch as for the stationary probability of presence. In these calculations, the small proportion of sampled transition probability matrices having undefined elements were discarded. When such elements occurred, they corresponded to transitions that were never observed at a given site (so that the likelihood was unaffected), and arose because one or more of the φ ijm were ±∞ to machine precision. Viewing the φ ijm as functions of K explanatory variables x 1 , . . . x K , lim x 1 →∞,...,x K →∞ φ ijm does not exist in general, so these elements cannot be replaced by their limits. Any sampled transition probability matrices with more than one ergodic subchain (and therefore without a unique stationary distribution) were also discarded. Because the prior distributions for α .j and β .jk are positive on the whole of R s−1 , the posterior mean transition probability matrix for every site will be strictly positive, and therefore ergodic (Caswell, 2001, pp. 81-84) . However, individual iterations may have some transition probabilities zero to machine precision, which may result in multiple ergodic subchains. When this occurred, the small proportion of matrices with more than one ergodic subchain, calculated as in Fox and Landi (1968) , was discarded. In total, no matrices were discarded for G. umbilicalis, but 1.5% for P. lineatus. Figure S5 : Marginal relationships between transition probabilities out of state 1 and environmental variables for P. lineatus. On each panel, the horizontal axis is the value of an environmental variable (panels a, c, e, g: mean winter SST, • C; panels b, d, f, h: wave fetch, km) at a given site. Marginal dotplots represent indicator variables for the observed occurrence of the transition labelled on the vertical axis at the site. The line is a binomial generalized additive model approximating the relationship between the indicator variable and environmental variable. Circles are posterior mean transition probabilities at the observed values of environmental variables, calculated from four independent MCMC samples, each of size 1 × 10 4 (approximately 1.5% of the sample was discarded, either because there were undefined elements in the transition probability matrix, or because the transition probability matrix had more than one ergodic set). (approximately 1.5% of the sample was discarded, either because there were undefined elements in the transition probability matrix, or because the transition probability matrix had more than one ergodic set). 
