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Abstract
We study the spectral geometry of the quantum projective plane CP2q, a deformation of
the complex projective plane CP2, the simplest example of a spinc manifold which is not
spin. In particular, we construct a Dirac operator D which gives a 0+-summable spectral
triple, equivariant under Uq(su(3)). The square of D is a central element for which left
and right actions on spinors coincide, a fact that is exploited to compute explicitly its
spectrum.
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1 Introduction
The geometry of quantum spaces – whose coordinate algebras are noncommutative – can
be studied, following A. Connes [3], by means of a spectral triple. The latter is the datum
(A,H, D), where A is a unital, involutive, associative (but non necessarily commutative) C-
algebra with a faithful representation, π : A → B(H), on a separable Hilbert space H, and
D is a selfadjoint operator on H with compact resolvent and such that [D, a] is bounded for
all a ∈ A. The operator D is called (a generalized) Dirac operator. In addition, the spectral
triple is called even if H = H+ ⊕H− is Z2-graded, the representation of A is diagonal and the
operator D is off-diagonal for this decomposition. The requirement of compact resolvent for
the Dirac operator guarantees, for example, that in the even case the twisting of the operator
D± = D|H± with projections (describing classes in the K-theory of A) are unbounded Fredholm
operators: the starting point for the construction of ‘topological’ invariants via index compu-
tations. Roughly, the bounded commutators condition says that the specrum of D does not
grow too rapidly, while the compact resolvent one says that the specrum of D does not grow
too slowly. It is the interplay of the two that (together with further requirements) imposes
stringent restrictions on the geometry and produces spectacular consequences.
For quantum homogeneous spaces (that is spaces which are ‘homogeneous’ for quantum
groups, see e.g. [11]), a possible strategy consists to define a Dirac operator by its spectrum, in
a suitable basis of ‘harmonic’ spinors, and to prove that the commutators [D, a] are bounded
by the use of quantum groups representation theory. In this manner one usually finds Dirac
operators with spectrum growing at most polynomially (cf. [2, 5, 4, 8]).
A different occurrence is for the standard Podles´ quantum sphere where also a Dirac operator
exists [6] with a spectrum growing exponentially, defining then a 0+-summable spectral triple (a
behaviour on the opposite hand to that of theta-summability). This operator has a particular
geometrical meaning as it can be constructed [18] by using the action of certain generators of
Uq(su(2)) which act as derivations on the standard Podles´ sphere. Along this line, a general
construction of Dirac operators D on quantum irreducible flag manifolds, including projective
spaces, was given in [13]. These operators were used to realize the differential calculi of [10]
by expressing the exterior derivative as a commutator with D. However, in [13] there is no
computation of any spectrum of D and thus no addressing, among other things, of the compact
resolvent requirement for the Dirac operator, an essential feature of spectral triples as mentioned
above. Furthermore, the construction there depends on the choice of a morphism γ (Prop. 2 in
[13]) that appears to be neither unique nor canonical.
In the present paper, as a first step for a general strategy, we work out from scratch the
spectral geometry of a basic example (besides the standard Podles´ sphere), that is the quantum
complex projective plane CP2q . This is defined as a q-deformation with real parameter (that
we restrict to q ∈ (0, 1)) of the complex projective plane CP2 seen as the four dimensional
real manifold S5/S1 = SU(3)/SU(2)× U(1). Our example is particularly important in that it
is a deformation of a manifold which is not a spin manifold but only spinc. In analogy with
the standard Podles´ sphere, we find a Dirac operator D on CP2q with exponentially growing
spectrum – a q-deformation of the spectrum of the Dolbeault-Dirac operator on undeformed
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CP2 (for the latter cf. [9]) –, thus giving a 0+-dimensional spectral triple. The spectrum is
explicitly computed by relating the square of D to a quantum Casimir element whose left and
right actions on spinors coincide. As motivated in Sect. 2, to get this quantum Casimir element
we need to enlarge the symmetry algebra. The use of this technique to compute the spectrum
via left/right actions seem to be, to the best of our knowledge, a novel one. There remains
open problems, notably the issue of regularity for the present spectral geometry, which might
hold at most in the ‘twisted sense’ of [15]; their analysis is postponed to future work.
The plan of the paper is the following. In Sect. 2 we introduce the Hopf algebra Uq(su(3)),
which describes the ‘infinitesimal’ symmetries of CP2q , and in Sect. 3 the dual Hopf algebra
A(SUq(3)), whose elements are representative functions on the quantum SU(3) group. The
coordinate algebra of CP2q is defined in Sect. 4 as the fixed point subalgebra of A(SUq(3)) for the
action of a suitable Hopf subalgebra Uq(u(2)) ⊂ Uq(su(3)). In Sect. 5 we describe the q-analogue
of antiholomorphic forms and use them to construct first a differential calculus and then a
spectral triple on CP2q in Sect. 6. The appendix contains the description of antiholomorphic
forms on the classical CP2 as equivariant maps, a description which was the motivation for an
analogous identification on the quantum CP2q .
2 The symmetry Hopf algebra Uq(su(3))
Let Uq(su(3)) be the Hopf ∗-algebra generated (as a ∗-algebra) by Ki, K
−1
i , Ei, Fi , i = 1, 2,
with Ki = K
∗
i , Fi = E
∗
i , and relations
[Ki, Kj] = 0 , KiEiK
−1
i = qEi , [Ei, Fi] = (q − q
−1)−1(K2i −K
−2
i )
KiEjK
−1
i = q
−1/2Ej , [Ei, Fj] = 0 , if i 6= j ,
and (Serre relations)
E2i Ej − (q + q
−1)EiEjEi + EjE
2
i = 0 ∀ i 6= j . (2.1)
We can restrict the real deformation parameter to the interval 0 < q < 1; for q > 1 we get
isomorphic algebras. In App. A we shall also briefly decribe the ‘classical limit’ U(su(3)). In
the notation of [11, Sect. 6.1.2] the above Hopf algebra is denoted U˘q(su(3)), the ‘compact’ real
form of the Hopf algebra denoted U˘q(sl(3,C)) there. With the q-commutator defined as
[a, b]q := ab− q
−1ba ,
relations (2.1) can be rewritten as [Ei, [Ej , Ei]q]q = 0 or [[Ei, Ej ]q, Ei]q = 0 .
Coproduct, counit and antipode are given by (with i = 1, 2)
∆(Ki) = Ki ⊗Ki , ∆(Ei) = Ei ⊗Ki +K
−1
i ⊗Ei ,
ǫ(Ki) = 1 , ǫ(Ei) = 0 , S(Ki) = K
−1
i , S(Ei) = −qEi .
The opposite Hopf ∗-algebra Uq(su(3))
op is defined to be isomorphic to Uq(su(3)) as ∗-coalgebra,
but equipped with opposite multiplication and with antipode S−1. There is a Hopf ∗-algebra
3
isomorphism ϑ : Uq(su(3))→ Uq(su(3))
op given on generators by
ϑ(Ki) := Ki , ϑ(Ei) := Fi , ϑ(Fi) := Ei , i = 1, 2 , (2.2)
and satisfying ϑ2 = id.
We denote (for obvious reasons) by Uq(su(2)) the sub Hopf ∗-algebra of Uq(su(3)) generated
by the elements {K1, K
−1
1 , E1, F1} and by Uq(u(2)) the Hopf ∗-algebra generated by Uq(su(2)),
K1K
2
2 and (K1K
2
2 )
−1. Notice that K1K
2
2 commutes with all elements of Uq(su(2)).
Irreducible finite dimensional ∗-representations of Uq(su(3)) are classified by two non-negative
integers n1, n2 (see e.g. [11]). The representation space V(n1,n2) has dimension
dimV(n1,n2) =
1
2
(n1 + 1)(n2 + 1)(n1 + n2 + 2) ,
and orthonormal basis |n1, n2, j1, j2, m〉, with labels satisfying the constraints
ji = 0, 1, 2, . . . , ni ,
1
2
(j1 + j2)− |m| ∈ N . (2.3)
The generators of Uq(su(3)) act on V(n1,n2) as follows
K1 |n1, n2, j1, j2, m〉 := q
m |n1, n2, j1, j2, m〉 ,
K2 |n1, n2, j1, j2, m〉 := q
3
4
(j1−j2)+
1
2
(n2−n1−m) |n1, n2, j1, j2, m〉 ,
E1 |n1, n2, j1, j2, m〉 :=
√
[1
2
(j1 + j2)−m][
1
2
(j1 + j2) +m+ 1] |n1, n2, j1, j2, m+ 1〉 ,
E2 |n1, n2, j1, j2, m〉 :=
√
[1
2
(j1 + j2)−m+ 1]Aj1,j2 |n1, n2, j1 + 1, j2, m−
1
2
〉
+
√
[1
2
(j1 + j2) +m]Bj1,j2 |n1, n2, j1, j2 − 1, m−
1
2
〉 ,
with coefficients given by
Aj1,j2 :=
√
[n1 − j1][n2 + j1 + 2][j1 + 1]
[j1 + j2 + 1][j1 + j2 + 2]
,
Bj1,j2 :=


√
[n1 + j2 + 1][n2 − j2 + 1][j2]
[j1 + j2][j1 + j2 + 1]
if j1 + j2 6= 0 ,
1 if j1 + j2 = 0 .
As usual, [z] := (qz−q−z)/(q−q−1) denotes the q-analogue of z ∈ C. The highest weight vector
of V(n1,n2) is |n1, n2, n1, 0,
1
2
n1〉, corresponding to the weight (q
n1/2, qn2/2). There are additional
∗-representations of Uq(su(3)) that we do not need in the present paper. Up to a relabeling,
the basis we use is the Gelfand-Tsetlin basis (Sect. 7.3.3 of [11]). One can pass to the notations
of [1] with the replacement Ei = ei, Fi = fi, Ki = q
hi/2 and
n1 = p13 − p23 − 1 , n2 = p23 − p33 − 1 ,
j1 = p12 − p23 − 1 , j2 = p23 − p22 , 2m = 2p11 − p12−p22 − 1 .
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The fundamental representation V(0,1) will be needed later on in Sect. 3 to construct a pairing
of Uq(su(3)) with a dual Hopf algebra. Its matrix form, σ : Uq(su(3))→ Mat3(C), is
σ(K1) =

 q−1/2 0 00 q1/2 0
0 0 1

 , σ(K2) =

 1 0 00 q−1/2 0
0 0 q1/2

 , (2.4a)
σ(E1) =

 0 0 01 0 0
0 0 0

 , σ(E2) =

 0 0 00 0 0
0 1 0

 , (2.4b)
having identified |0, 1,−1
2
〉 with (1, 0, 0)t, |0, 1, 1
2
〉 with (0, 1, 0)t and |0, 0, 0〉 with (0, 0, 1)t.
In order to have a Casimir operator for the algebra Uq(su(3)) one needs to enlarge it. The
minimal extension is obtained by adding the element H := (K1K
−1
2 )
2/3 and its inverse; by a
slight abuse of notation we continue to use the symbol Uq(su(3)) for this extension. Such a
Casimir element appeared already in [17, eq. 48] but in the framework of formal power series.
In our notations it reads
Cq = (q − q
−1)−2
(
(H +H−1)
{
(qK1K2)
2 + (qK1K2)
−2
}
+H2 +H−2 − 6
)
+ (qHK22 + q
−1H−1K−22 )F1E1 + (qH
−1K21 + q
−1HK−21 )F2E2
+ qH [F2, F1]q[E1, E2]q + qH
−1[F1, F2]q[E2, E1]q , (2.5)
satisfies C∗q = ϑ(Cq) = Cq and commutes with all elements of Uq(su(3)) as can also be checked by
a straightforward computation. Moreover the restriction of Cq to the irreducible representation
V(n1,n2) is proportional to the identity (by Schur’s lemma) with the constant readily found (by
acting on the highest weight vector v := |n1, n2, n1, 0,
1
2
n1〉) to be given by
Cq
∣∣
V(n1,n2)
= [1
3
(n1 − n2)]
2 + [1
3
(2n1 + n2) + 1]
2 + [1
3
(n1 + 2n2) + 1]
2 . (2.6)
3 The quantum SU(3) group
The deformation A(SUq(3)) of the Hopf ∗-algebra of representative functions of SU(3) is given
in [16] (cf. [11], Sect. 9.2). As a ∗-algebra it is generated by 9 elements uij (i, j = 1, ..., 3) with
commutation relations
uiku
j
k = qu
j
ku
i
k , u
k
i u
k
j = qu
k
ju
k
i , ∀ i < j ,
[uil, u
j
k] = 0 , [u
i
k, u
j
l ] = (q − q
−1)uilu
j
k , ∀ i < j, k < l ,
and a cubic relation ∑
p∈S3
(−q)ℓ(π)u1π(1)u
2
π(2)u
3
π(3) = 1 ,
where the sum is over all permutations π of three elements and ℓ(π) is the length of π. The
∗-structure is given by
(uij)
∗ = (−q)j−i(uk1l1 u
k2
l2
− quk1l2 u
k2
l1
)
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with {k1, k2} = {1, 2, 3}r {i} and {l1, l2} = {1, 2, 3}r {j} (as ordered sets). Thus for example
(u11)
∗ = u22u
3
3 − qu
2
3u
3
2. Coproduct, counit and antipode are the usual ones:
∆(uij) =
∑
k
uik ⊗ u
k
j , ǫ(u
i
j) = δ
i
j , S(u
i
j) = (u
j
i )
∗ .
Using the fundamental representation σ : Uq(su(3))→ Mat3(C), given by (2.4), one defines
a non-degenerate dual pairing (cf. [11], Sect. 9.4)
〈 , 〉 : Uq(su(3))×A(SUq(3))→ C ,
〈
h, uij
〉
:= σij(h) .
With this pairing – using Sweedler notation ∆(a) = a(1)⊗ a(2) for the coproduct – one gets left
and right canonical actions h ⊲ a = a(1)
〈
h, a(2)
〉
and a ⊳ h =
〈
h, a(1)
〉
a(2), explicitly given by
h ⊲ uij =
∑
k
uik σ
k
j (h) , u
i
j ⊳ h =
∑
k
σik(h)u
k
j ,
and which make A(SUq(3)) an Uq(su(3))-bimodule ∗-algebra. It is convenient to convert the
right action into a second left action ◮ commuting with the action ⊲. This is done by using
the map ϑ given by (2.2):
h◮ a := a ⊳ ϑ(h) ,
for all h ∈ Uq(su(3)) and a ∈ A(SUq(3)). Since ϑ is a Hopf ∗-algebra isomorphism from
Uq(su(3)) to Uq(su(3))
op the action ◮ is compatible with the coproduct and the antipode of
Uq(su(3)). Thus, these two left actions make A(SUq(3)) a left Uq(su(3)) ⊗ Uq(su(3))-module
∗-algebra. Explicitly, the actions of generators of Uq(su(3)) on generators of A(SUq(3)) are:
K1 ⊲ u
i
1 = q
− 1
2ui1 , K1 ⊲ u
i
2 = q
1
2ui2 , K1 ⊲ u
i
3 = u
i
3 ,
K2 ⊲ u
i
1 = u
i
1 , K2 ⊲ u
i
2 = q
− 1
2ui2 , K2 ⊲ u
i
3 = q
1
2ui3 ,
E1 ⊲ u
i
1 = u
i
2 , E1 ⊲ u
i
2 = 0 , E1 ⊲ u
i
3 = 0 ,
F1 ⊲ u
i
1 = 0 , F1 ⊲ u
i
2 = u
i
1 , F1 ⊲ u
i
3 = 0 ,
E2 ⊲ u
i
1 = 0 , E2 ⊲ u
i
2 = u
i
3 , E2 ⊲ u
i
3 = 0 ,
F2 ⊲ u
i
1 = 0 , F2 ⊲ u
i
2 = 0 , F2 ⊲ u
i
3 = u
i
2 ,
and
K1 ◮ u
1
j = q
− 1
2u1j , K1 ◮u
2
j = q
1
2u2j , K1 ◮u
3
j = u
3
j ,
K2 ◮ u
1
j = u
1
j , K2 ◮u
2
j = q
− 1
2u2j , K2 ◮u
3
j = q
1
2u3j ,
E1 ◮ u
1
j = u
2
j , E1 ◮u
2
j = 0 , E1 ◮u
3
j = 0 ,
F1 ◮ u
1
j = 0 , F1 ◮u
2
j = u
1
j , F1 ◮u
3
j = 0 ,
E2 ◮ u
1
j = 0 , E2 ◮u
2
j = u
3
j , E2 ◮u
3
j = 0 ,
F2 ◮ u
1
j = 0 , F2 ◮u
2
j = 0 , F2 ◮u
3
j = u
2
j .
When computing the spectrum of the ‘exponential Dirac operator’ on CP2q in Sect. 6 below,
we shall use the fact that the ‘white’ and ‘black’ actions of the Casimir element concide. For
the sake of clarity, we state this fact as a Lemma.
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Lemma 3.1. Let Cq be the Casimir element defined in (2.5), than
Cq ⊲ a = Cq ◮ a , for all a ∈ A(SUq(3)) . (3.1)
Proof. Since ϑ(Cq) = Cq, this statement is equivalent to Cq ⊲ a = a ⊳ Cq, for all a ∈ A(SUq(3)),
an equality that follows from a simple characterization of the center of U . In fact, if U and
A are any two Hopf ∗-algebras with a non-degenerate dual pairing 〈 , 〉 and corresponding left
and right canonical actions h ⊲ a = a(1)
〈
h, a(2)
〉
and a ⊳ h =
〈
h, a(1)
〉
a(2), for h ∈ U and a ∈ A,
the center of U coincides with
Z(U) :=
{
h ∈ U
∣∣h ⊲ a = a ⊳ h , ∀ a ∈ A} .
Indeed, from the definition of the actions, and non-degeneracy of the pairing, the proposition
{h⊲a = a⊳h} is equivalent to the proposition {〈h′ ⊗ h,∆(a)〉 = 〈h⊗ h′,∆(a)〉 , ∀ h′ ∈ U}; this
follows from the equalities 〈h′ ⊗ h,∆(a)〉 = 〈h′, h ⊲ a〉, and 〈h⊗ h′,∆(a)〉 = 〈h′, a ⊳ h〉. Then
h ∈ Z if and only if 〈h⊗ h′,∆(a)〉 = 〈h′ ⊗ h,∆(a)〉, for all h′ ∈ U and a ∈ A. In turn, this is
equivalent to 〈[h, h′], a〉 = 0, for all h′ ∈ U , a ∈ A, and non-degeneracy of the pairing makes
this equivalent to [h, h′] = 0, for all h′ ∈ U , that is h is in the center of U .
Below we shall need an explicit basis of ‘harmonic functions’ for the coordinate algebra on
the quantum 5-sphere, and for some ‘equivariant line bundles’ on the quantum projective plane.
It follows from general facts (cf. Sect. 11 of [11], see also [12]) that the algebra A(SUq(3))
is an Uq(su(3)) ⊗ Uq(su(3))-module ∗-algebra and Peter-Weyl theorem states that it is the
multiplicity-free direct sum of all irreducible representations of Uq(su(3))⊗Uq(su(3)) with high-
est weight (λ, λ), where λ runs over all highest weights of Uq(su(3)). These representations are
∗-representations with respect to the inner product (a, b) = ϕ(a∗b) induced by the Haar state ϕ.
‘Dually’, A(SUq(3)) is the direct sum of all its irreducible corepresentations, with multiplicity
being the corresponding dimension. Indeed, we can construct (almost) explicitly the corre-
sponding ‘harmonic’ orthonormal basis. The element {(u11)
∗}n1(u33)
n2 is annihilated by both
Ei⊲ and Ei ◮ and satisfies Ki ⊲ {(u
1
1)
∗}n1(u33)
n2 = Ki ◮ {(u
1
1)
∗}n1(u33)
n2 = qni/2{(u11)
∗}n1(u33)
n2 .
Then the highest weight vector in A(SUq(3)) corresponding to the weight λ = (n1, n2) is
cn1,n2{(u
1
1)
∗}n1(u33)
n2 ,
with cn1,n2 a normalization constant. The remaining vectors of the basis are computed using
the following Lemma. Recall that the q-factorial is defined by [n]! := [n][n− 1] . . . [2][1] for n a
positive integer, while [0]! := 1. The q-binomial is given by
[
n
m
]
:=
[n]!
[m]![n−m]!
.
Lemma 3.2. With |n1, n2, j1, j2, m〉 the basis of the irreducible representation V(n1,n2) of Uq(su(3))
described in Sect. 2, we have that
|n1, n2, j1, j2, m〉 = X
n1,n2
j1,j2,m
|n1, n2, n1, 0,
1
2
n1〉 ,
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where
Xn1,n2j1,j2,m := N
n1,n2
j1,j2,m
n1−j1∑
k=0
q−k(j1+j2+k+1)
[j1 + j2 + k + 1]!
[
n1 − j1
k
]
F
1
2
(j1+j2)−m+k
1 [F2, F1]
n1−j1−k
q F
j2+k
2
and
Nn1,n2j1,j2,m :=
√
[j1 + j2 + 1]
√
[ j1+j2
2
+m]!
[ j1+j2
2
−m]!
[n2 − j2]![j1]!
[n1 − j1]![j2]!
[n1 + j2 + 1]![n2 + j1 + 1]!
[n1]![n2]![n1 + n2 + 1]!
.
Proof. Consider the map T ∈ Aut(V(n1,n2)) defined by
T |n1, n2, j1, j2, m〉 = X
n1,n2
j1,j2,m
|n1, n2, n1, 0,
1
2
n1〉 .
One checks that [T, h]v = 0 for any v ∈ V(n1,n2) and any h ∈ Uq(su(3)). It is enough to do the
check for h ∈ {Hi, Ei, Fi}i=1,2. Thus for example, if h = F1 we have
F1X
n1,n2
j1,j2,m
=
√
[ j1+j2
2
+m][ j1+j2
2
−m+ 1]Xn1,n2j1,j2,m−1
and
F1T |n1, n2, j1, j2, m〉 =
√
[ j1+j2
2
+m][ j1+j2
2
−m+ 1] Xn1,n2j1,j2,m−1 |n1, n2, n1, 0,
1
2
n1〉
=
√
[ j1+j2
2
+m][ j1+j2
2
−m+ 1] T |n1, n2, j1, j2, m− 1〉
= TF1 |n1, n2, j1, j2, m〉 .
The remaining cases are either straightforward (if h = K1, K2) or can be derived in a similar
manner using the following commutation rules (proved by induction on n):
[E1, F
n
1 ] = [n]F
n−1
1 (q − q
−1) (q−n+1K21 − q
n−1K−21 ) ,
[E1, [F2, F1]
n
q ] = −[n]q
n−2[F2, F1]
n−1
q F2K
−2
1 ,
[E2, F
n
2 ] = [n]F
n−1
2 (q − q
−1) (q−n+1K22 − q
n−1K−22 ) ,
[E2, [F2, F1]
n
q ] = [n]F1[F2, F1]
n−1
q K
2
2 ,
F2F
n
1 − q
−nF n1 F2 = [n]F
n−1
1 [F2, F1]q .
By Schur’s Lemma, T is then proportional to the identity in every irreducible representation
V(n1,n2), with some proportionality constant An1,n2 . Since X
n1,n2
n1,0,
1
2
n1
= 1, T |n1, n2, n1, 0,
1
2
n1〉 =
|n1, n2, n1, 0,
1
2
n1〉 and we deduce that An1,n2 = 1. This means
Xn1,n2j1,j2,m |n1, n2, n1, 0,
1
2
n1〉 = T |n1, n2, j1, j2, m〉 = |n1, n2, j1, j2, m〉 ,
which concludes the proof.
From this Lemma and Peter-Weyl decomposition, we deduce that an orthonormal basis of
A(SUq(3)) is given by the elements
t(n1, n2)
l1,l2,k
j1,j2,m
:= cn1,n2X
n1,n2
j1,j2,m
⊲
(
Xn1,n2l1,l2,k ◮ {(u
1
1)
∗}n1(u33)
n2
)
(3.2)
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and that the linear isometry
Q : A(SUq(3))→
⊕
(n1,n2)∈N2
V(n1,n2) ⊗ V(n1,n2) ,
Q(t(n1, n2)
l1,l2,k
j1,j2,m
) := |n1, n2, j1, j2, m〉 ⊗ |n1, n2, l1, l2, k〉
is an Uq(su(3))⊗ Uq(su(3))-module map, that is for all h ∈ Uq(su(3))
Q(h ⊲ t(n1, n2)
l1,l2,k
j1,j2,m
) = h |n1, n2, j1, j2, m〉 ⊗ |n1, n2, l1, l2, k〉 ,
Q(h◮ t(n1, n2)
l1,l2,k
j1,j2,m
) = |n1, n2, j1, j2, m〉 ⊗ h |n1, n2, l1, l2, k〉 .
From now on, we will identify t(n1, n2)
l1,l2,k
j1,j2,m
with its image |n1, n2, j1, j2, m〉 ⊗ |n1, n2, l1, l2, k〉.
4 The quantum projective plane CP2q
The quantum complex projective plane, which we denote by CP2q , was studied already in [14]
(see also [20]). The most natural way to come to CP2q is via the 5-dimensional sphere S
5
q . We
shall therefore start by studying the algebra A(S5q ) of coordinate functions on the latter.
The algebra A(S5q ) is made of elements of A(SUq(3)) which are Uq(su(2))-invariant,
A(S5q ) :=
{
a ∈ A(SUq(3))
∣∣h◮ a = ǫ(h)a ∀ h ∈ Uq(su(2))}
and, as such, it is the ∗-subalgebra generated by elements {u3i , i = 1, . . . , 3} of the last ‘row’.
In [19] it is proved to be isomorphic, through the identification zi = u
3
i , to the abstract ∗-algebra
with generators zi, z
∗
i and relations:
zizj = qzjzi ∀ i < j , z
∗
i zj = qzjz
∗
i ∀ i 6= j ,
[z∗1 , z1] = 0 , [z
∗
2 , z2] = (1− q
2)z1z
∗
1 , [z
∗
3 , z3] = (1− q
2)(z1z
∗
1 + z2z
∗
2) ,
z1z
∗
1 + z2z
∗
2 + z3z
∗
3 = 1 .
Since K1K
2
2 is in the commutant of Uq(su(2)), in addition to the ‘white’ action of Uq(su(3)), the
algebra A(S5q ) carries a ‘black’ action of the Hopf ∗-algebra generated by K1K
2
2 and its inverse,
which we denote by Uq(u(1)). Thus, A(S
5
q ) is an Uq(su(3))⊗ Uq(u(1))-module ∗-algebra.
A vector |n1, n2, l1, l2, k〉 of the Gelfand-Tsetlin basis of V(n1,n2) is invariant for the action
of Uq(su(2)) if and only if k = 0 = (l1 + l2)/2. Last equality implies l1 = l2 = 0. Then an
orthonormal basis of A(S5q ) is given by
t(n1, n2)
0,0,0
j1,j2,m
(4.1)
where the elements t’s are given by (3.2), with n1, n2 nonnegative integers and labels j1, j2, m
restricted as in (2.3). Thus, we have the decomposition:
A(S5q ) ≃
⊕
(n1,n2)∈N2
V(n1,n2) ,
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into irreducible representations of Uq(su(3)) ⊗ Uq(u(1)), with the generator K1K
2
2 acting on
V(n1,n2) as q
n2−n1 times the identity map.
The algebra A(CP2q) of the quantum projective plane CP
2
q can be defined either as a subal-
gebra of A(S5q ) or (equivalently) as a subalgebra of A(SUq(3)). Both versions will be used when
constructing (anti)-holomorphic forms on CP2q later on. We remind that K1K
2
2 is the generator
of the Hopf ∗-algebra denoted Uq(u(1)) above. Then, we define
A(CP2q) :=
{
a ∈ A(S5q )
∣∣K1K22 ◮ a = a}
=
{
a ∈ A(SUq(3))
∣∣h◮ a = ǫ(h)a , ∀ h ∈ Uq(u(2))} .
The ∗-algebra A(CP2q) is generated by elements pij := (u
3
i )
∗u3j = z
∗
i zj , j = 1, 2, 3, with ∗-
structure (pij)
∗ = pji. The relations split in commutation rules
piipjk = q
sign(i−j)+sign(k−i)pjkpii if i, j, k are distinct ,
piipij = q
sign(j−i)+1pijpii − (1− q
2)
∑
k<i q
6−2kpkkpij if i 6= j ,
pijpik = q
sign(k−j)pikpij if i /∈ {j, k} ,
pijpjk = q
sign(i−j)+sign(k−j)+1pjkpij − (1− q
2)
∑
l<j pilplk if i, j, k are distinct ,
pijpji = (1− q
2)
(∑
l<i pjlplj −
∑
l<j pilpli
)
if i 6= j ,
(here sign(0) := 0) and ‘projective plane’ conditions∑
k
pjkpkl = pjl , q
4p11 + q
2p22 + p33 = 1 . (4.2)
The relations above are obtained straightforwardly from those of A(S5q ). There cannot be
additional generators: since K1K
2
2 ◮ zi = qzi and K1K
2
2 ◮ z
∗
j = q
−1z∗j , a monomial in the
algebra A(S5q ) is invariant if and only if it contains the same number of zi and z
∗
i ’s, which can
be reordered using the commutation relations of A(S5q ).
The elements pij are assembled in a 3× 3 matrix P which by the first relation in (4.2) is an
idempotent, P 2 = P ; it is indeed a projection since P = P ∗ with the given ∗-structure. By the
second relation in (4.2) it has q-trace
Trq(P ) := q
4p11 + q
2p22 + p33 = 1 .
At the classical value, q = 1, of the parameter, the algebra A(CP2) is the algebra of (poly-
nomial) functions on the space of size 3 rank 1 complex projections. This space is diffeomorphic
to the projective plane CP2 by identifying each line in C3 with the range of a projection.
Commutativity of the actions ⊲ and ◮ entails that A(CP2q) is an Uq(su(3))-module ∗-algebra
for the action ⊲ with a decomposition of A(CP2q) into irreducible representations of Uq(su(3)):
A(CP2q) ≃
⊕
n∈N
V(n,n) .
Indeed, a vector t(n1, n2)
0,0,0
j1,j2,m
∈ A(S5q ) is annihilated by K1K
2
2 if and only if n1 = n2. Thus
an orthonormal basis of A(CP2q) is given by the vectors:
t(n, n)0,0,0j1,j2,m ,
with n a nonnegative integer and labels j1, j2, m again restricted as in (2.3).
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5 The Dolbeault complex
The algebra inclusion A(CP2q) →֒ A(S
5
q ) is a noncommutative analogue of the U(1)-principal
bundle S5 → CP2, and as in the classical case, ‘modules of sections of line bundles over CP2q ’
can be constructed, as equivariant maps, via the characters of U(1). For N ∈ Z, we define
LN :=
{
a ∈ A(S5q )
∣∣K1K22 ◮ a = qNa } ; (5.1)
in particular L0 = A(CP
2
q). Being A(S
5
q ) the subalgebra of A(SUq(3)) made of Uq(su(2))-
invariant elements, LN can be equivalently described as
LN =
{
a ∈ A(SUq(3))
∣∣K1K22 ◮ a = qNa , h◮ a = ǫ(h)a , ∀ h ∈ Uq(su(2))} . (5.2)
Each LN is a A(CP
2
q)-bimodule. Moreover, since the actions ⊲ and ◮ commute, each LN
is a Uq(su(3))-equivariant (left) A(CP
2
q)-module, that is it carries a left action of the crossed
product A(CP2q)⋊ Uq(su(3)). Using the orthonormal basis {t(n1, n2)
0,0,0
j1,j2,m
} of A(S5q ) given by
(4.1) on whose elements the generator K1K
2
2 acts as q
n2−n1 times the identity map, we argue
that the vectors
t(n, n+N)0,0,0j1,j2,m if N ≥ 0 , or t(n−N, n)
0,0,0
j1,j2,m
if N < 0 ,
form a linear basis of LN , with n ∈ N and (j1, j2, m) satisfying the usual constraints (2.3).
Thus, we have the decomposition into irreducible representations of Uq(su(3)):
LN ≃
⊕
n∈N
V(n,n+N) , if N ≥ 0 ,
LN ≃
⊕
n∈N
V(n−N,n) , if N < 0 .
In the commutative (q → 1) limit, using the Ka¨hler structure of CP2 the Hilbert spaces
of chiral spinors can be written as the completion of Ω(0,•) :=
⊕
k Ω
(0,k), where Ω(0,k) are
antiholomorphic k-forms. As sections of equivariant vector bundles (see e.g. Sect. 2.4 of [9]),
Ω(0,0) is isomorphic to A(CP2) and Ω(0,2) to the commutative limit of L3. Contrary to 0 and
2 antiholomorphic forms, 1-forms are not associated with the principal bundle S5 → CP2 but
rather with the U(2)-bundle SU(3)→ CP2, via a suitable 2-dimensional representation of U(2).
For the sake of completeness and clarity, we re-derive these classical results in App. A.
Motivated by the discussion above, in the deformed, q 6= 1, case we define antiholomorphic
0 and 2-forms as elements of the bimodules
Ω(0,0) := L0 = A(CP
2
q) , Ω
(0,2) := L3 .
Instead for 1-forms we use the ∗-representation τ : Uq(su(2))→ Mat2(C) given by
τ(K1) =
(
q1/2 0
0 q−1/2
)
, τ(E1) =
(
0 1
0 0
)
,
and define Ω(0,1) as the equivariant A(CP2q)-bimodule
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Ω(0,1) :=
{
v ∈ A(SUq(3))
2
∣∣∣∣K1K22 ◮ v = q 32v, (h(1) ◮ v)τ(S(h(2))) = ǫ(h)v, ∀ h ∈ Uq(su(2))} . (5.3)
That is, v = (v+, v−) ∈ A(SUq(3))
2 belongs to the subspace Ω(0,1) if and only if
K1K
2
2 ◮ (v+, v−) = q
3
2 (v+, v−) , K1 ◮ (v+, v−) = (q
1
2v+, q
− 1
2 v−) , (5.4a)
E1 ◮ (v+, v−) = (0, v+) , F1 ◮ (v+, v−) = (v−, 0) . (5.4b)
Also the bimodule Ω(0,1) carries a representation of Uq(su(3)) given by the ‘white’ action, and
its decomposition into irreducible representations of Uq(su(3)) is readily found. With the basis
(3.2) we find that highest weight vectors of the spin 1/2 representation of Uq(su(2)) have
the form t(n1, n2)
1,0,+ 1
2
j1,j2,m
and t(n1, n2)
0,1,+ 1
2
j1,j2,m
(in the former case (2.3) forces n1 ≥ 1, in the latter
n2 ≥ 1). These are eigenvectors of K1K
2
2 ◮ with eigenvalue q
n2−n1+
3
2 and qn2−n1−
3
2 , respectively.
To get a factor q
3
2 we need n2 = n1, resp. n2 = n1 + 3. Thus Ω
(0,1) is the linear span of the
vectors (
t(n, n)
1,0,+ 1
2
j1,j2,m
, t(n, n)
1,0,− 1
2
j1,j2,m
)
,
(
t(n, n+ 3)
0,1,+ 1
2
j1,j2,m
, t(n, n + 3)
0,1,− 1
2
j1,j2,m
)
,
and we have the decomposition into irreducible representations of Uq(su(3)):
Ω(0,1) ≃
⊕
n≥1
V(n,n) ⊕
⊕
n≥0
V(n,n+3) .
We are ready to construct a cochain complex
Ω(0,0)
∂¯
→ Ω(0,1)
∂¯
→ Ω(0,2) → 0 ,
with dual chain complex
0← Ω(0,0)
∂¯†
← Ω(0,1)
∂¯†
← Ω(0,2) .
Proposition 5.1. Let X and Y be the operators
X := F2F1 − 2[2]
−1F1F2 , Y := E2E1 − 2[2]
−1E1E2 .
The maps
∂¯ : Ω(0,0) → Ω(0,1) , ∂¯a := (X∗ ◮ a , E2 ◮ a) , (5.5a)
∂¯ : Ω(0,1) → Ω(0,2) , ∂¯v := −E2 ◮ v+ − Y ◮ v− , (5.5b)
with v = (v+, v−), are well defined and their composition is ∂¯
2 = 0, that is (Ω(0,•), ∂¯) is a
cochain complex. Similarly, the maps
∂¯† : Ω(0,2) → Ω(0,1) , ∂¯†b := (−F2 ◮ b , −Y
∗
◮ b) , (5.5c)
∂¯† : Ω(0,1) → Ω(0,0) , ∂¯†v := X ◮ v+ + F2 ◮ v− , (5.5d)
are well defined and their composition is (∂¯†)2 = 0, that is (Ω(0,•), ∂¯†) is a chain complex.
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Before we prove this proposition we remark that Serre relations for Uq(su(3)) read
E1Y +X
∗E1 = 0 , E2X
∗ + Y E2 = 0 . (5.6)
Moreover, from the commutation relations of Uq(su(3)) we get
K1K
2
2X
∗ = q
3
2X∗K1K
2
2 , K1X
∗ = q
1
2X∗K1 ,
K1K
2
2E2 = q
3
2E2K1K
2
2 , K1E2 = q
− 1
2E2K1 .
(5.7)
Later on, we shall also need their coproducts:
∆X = X ⊗K1K2 + (K1K2)
−1 ⊗X + 1−q
2
1+q2
(F2K
−1
1 ⊗K2F1 −K
−1
2 F1 ⊗ F2K1) ,
∆Y = Y ⊗K1K2 + (K1K2)
−1 ⊗ Y + 1−q
2
1+q2
(E2K
−1
1 ⊗K2E1 −K
−1
2 E1 ⊗ E2K1) .
(5.8)
Proof of Prop. 5.1. We start with ∂¯ and we first prove that it is well defined. For any a ∈
Ω(0,0) = A(CP2q) we want to show that (v+, v−) := ∂¯a satisfies the defining properties (5.4) of
Ω(0,1). Definition (5.5a) gives v+ = X
∗
◮ a and v− = E2 ◮ a. These, together with the invariance
of a, proves that (v+, v−) = ∂¯a satisfies (5.4a). Next, we consider the action of E1 and F1. As
E1 ◮ a = 0,
v+ = X
∗
◮ a = E1E2 ◮ a = E1 ◮ v− ,
and since [F1, E2] = 0 and F1 ◮ a = 0, we have also
F1 ◮ v− = E2F1 ◮ a = 0 .
Thus, two of conditions (5.4b) are satisfied. From relations (2.1) we get
0 = (E21E2 − [2]E1E2E1 + E2E
2
1)◮ a = E
2
1E2 ◮ a = E1 ◮ v+ ,
having used E1 ◮ a = 0. The commutation rule [F1, X
∗] = [2]−1E2(q
−1K21 + qK
−2
1 ) yields:
F1 ◮ v+ = [F1, X
∗]◮ a = [2]−1E2(q
−1K21 + qK
−2
1 )◮ a = E2 ◮ a = v− .
Hence, all conditions (5.4) are proved and the map ∂¯ sends 0-forms to 1-forms.
Next, we prove that (5.5b) is well defined, i.e. for all v = (v+, v−) satisfying (5.4), the element
b := −∂¯v = E2 ◮ v+ + Y ◮ v− is in Ω
(0,2) = L3. It is Uq(su(2))-invariant: the first identity in
(5.6) gives
E1 ◮ b = E1E2 ◮ v+ + E1Y ◮ v− = E1E2 ◮ v+ −X
∗E1 ◮ v− ,
and from E1 ◮ v− = v+ (and using also E1 ◮ v+ = 0), we get
E1 ◮ b = (E1E2 −X
∗)◮ v+ = 2[2]
−1E2E1 ◮ v+ = 0 .
Thus b is the highest weight vector of a representation of Uq(su(2)). Using (5.4a), we get
K1 ◮ b = K1E2 ◮ v+ +K1Y ◮ v− = q
− 1
2E2K1 ◮ v+ + q
1
2Y K1 ◮ v− = E2 ◮ v+ + Y ◮ v− = b .
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that is the highest weight is zero and b carries the trivial representation h◮ b = ǫ(h)b. In a
similar fashion one proves that K1K
2
2 ◮ b = q
3b. We conclude that b ∈ L3 and (5.5b) maps
1-forms to 2-forms.
To prove that ∂¯2 = 0 it is enough to compute the action of ∂¯2 on a 0-form a. Composition of
(5.5a) and (5.5b) yields
∂¯2a = −(E2X
∗ + Y E2)◮ a ,
which is zero by (5.6).
We omit the proof for ∂¯† which goes along similar lines.
In the commutative case, Ω(0,•) is a graded associative graded-commutative algebra. For
q 6= 1, we know how to multiply 0-forms by 1-forms and by 2-forms (Ω(0,1) and Ω(0,2) are
bimodules for A(CP2q) = Ω
(0,0)), but we still don’t know how to multiply two 1-forms. Next
lemma shows how to do this.
Lemma 5.2. The product of two 1-forms v = (v+, v−) and w = (w+, w−), defined by
v ∧qw :=
2
[2]
(q
1
2v+w− − q
− 1
2 v−w+) ,
is a 2-form, that is an element of Ω(0,2) = L3.
Proof. Clearly K1 ◮ (v ∧qw) = v ∧qw and K2 ◮ (v ∧qw) = q
3
2v ∧qw. Further by (5.4), which are
satisfied by both v and w,
2−1[2]E1 ◮ (v ∧qw) = q
1
2 (K−11 ◮ v+)(E1 ◮w−) + q
− 1
2 (E1 ◮ v−)(K1 ◮w+)
= v+w+ − v+w+ = 0 .
Hence v ∧qw is the highest weight vector of the trivial representation of Uq(su(2)), which in
particular means that F1 ◮ (v ∧qw) = 0.
If ω = (a, v, b) is a general element of Ω(0,•), with a of degree zero, v of degree 1 and b of
degree 2, the algebra structure of Ω(0,•) is
ω1 · ω2 = (a1a2 , a1v2 + v1a2 , a1b2 + b1a2 + v1 ∧qv2) .
It is easy to see that this product is associative, thus making Ω(0,•) a graded associative algebra
(clearly it is not graded-commutative). This algebra carries a left action of Uq(su(3)): the white
action ⊲ acting on components; it is a module ∗-algebra for this action. Using the faithful Haar
functional ϕ of SUq(3) we define a non-degenerate inner product on forms,
〈ω1, ω2〉 := ϕ(a
∗
1a2) + ϕ(v
∗
1+v2+ + v
∗
1−v2−) + ϕ(b
∗
1b2) , (5.9)
with respect to which the action of Uq(su(3)) is unitary, that is it corresponds to a ∗-representation
(see Lemma 2.5 of [7]), and the decomposition Ω(0,•) :=
⊕
nΩ
(0,n) is orthogonal.
The operators ∂¯ and ∂¯†, being defined via the black action, clearly commute with the above
action of Uq(su(3)) on forms. It also follows from Lemma 2.5 of [7] that h
∗
◮ v = (h◮ )†v for
all vectors v with entries in A(SUq(3)) and with respect to the inner product coming from the
Haar state, and this easily implies that ∂¯† is the Hermitian conjugate of ∂¯.
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Proposition 5.3. The map ∂¯ is a graded-derivation:
∂¯(ab) = a(∂¯b) + (∂¯a)b , ∂¯(av) = (∂¯a) ∧qv + a(∂¯v) , ∂¯(va) = (∂¯v)a− v ∧q (∂¯a) ,
while ∂¯† satisfy:
[∂¯†, a]v = 2[2]−1(F2 ◮ a)v− + q(X ◮ a)v+ , [∂¯
†, a]c = −q
3
2 (F2 ◮ a , F1F2 ◮ a)c ,
for all a, b ∈ Ω(0,0), v ∈ Ω(0,1), c ∈ Ω(0,2).
Proof. From the formula (5.8) for the coproducts of X and Y , and by covariance of the action,
w = ∂¯(ab) has components
w+ = (X
∗
(1) ◮ a)(X
∗
(2) ◮ b) = (X
∗
◮ a)b+ a(X∗ ◮ b) ,
w− = (E2 ◮ a)(K2 ◮ b) + (K2 ◮ a)(E2 ◮ b) = (E2 ◮ a)b+ a(E2 ◮ b) ,
and so w = (∂¯a)b+ a(∂¯b). Next,
−∂¯(av) = E2 ◮ (av+) + Y ◮ (av−)
= q
1
2 (E2 ◮ a)v+ + a(E2 ◮ v+) + q
1
2 (Y ◮ a)v− + a(Y ◮ v−) +
1−q2
1+q2
(E2 ◮ a)(K2E1 ◮ v−)
= −a(∂¯v) + 2[2]−1q−
1
2 (E2 ◮ a)v+ + q
1
2 (Y ◮ a)v− ;
but Y ◮ a = E2E1 ◮ a = −2[2]
−1X∗ ◮ a and so
∂¯(av) = a(∂¯v)− 2[2]−1
{
q−
1
2 (E2 ◮ a)v+ − q
1
2 (X∗ ◮ a)v−
}
= a(∂¯v) + (∂¯a) ∧qv .
Similarly,
−∂¯(va) = E2 ◮ (v+a) + Y ◮ (v−a)
= −(∂¯v)a+ q−
1
2 v+(E2 ◮ a) + q
− 1
2 v−(Y ◮ a)−
q−1−q
q−1+q
(K−12 E1 ◮ v−)(E2K1 ◮ a)
= −(∂¯v)a+ 2[2]−1q
1
2 v+(E2 ◮ a) + q
− 1
2 v−(Y ◮ a)
= −(∂¯v)a+ 2[2]−1
{
q
1
2 v+(E2 ◮ a)− q
− 1
2 v−(X
∗
◮ a)
}
= −(∂¯v)a+ v ∧q (∂¯a) .
In the same manner one proves the identities involving [∂¯†, a].
Hence, the data (Ω(0,•), ∂¯) give a left-covariant differential calculus; it is of ‘dimension’ 2
since we are considering only the ‘antiholomorphic’ forms.
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6 The spectral triple
One could try to define a ‘Dolbeault-Dirac’ operator D on CP2q as ∂¯+ ∂¯
†; on a compact Ka¨hler
spin manifold this is proportional to the Dirac operator of the Levi-Civita connection. We start
with a more general one,
Dω := (∂¯†v, ∂¯a + s∂¯†b, s∂¯v) , (6.1)
where ω = (a, v, b) is a differential form, and s ∈ R+ is arbitrary for the time being. We shall
be able to check the compact resolvent condition only for s =
√
[2]/2. As shown below, for this
value the square of the operator D is related to the Casimir Cq of Uq(su(3)) given in (2.5), and
whose spectrum is in (2.6).
Denote with H+ the Hilbert space completion of Ω
(0,0)⊕Ω(0,2) and with H− the completion
of Ω(0,1), with respect to the inner product (5.9). Let H := H+⊕H− with grading γ := 1⊕−1.
Proposition 6.1. For s =
√
[2]/2 in (6.1), the datum (A(CP2q),H, D, γ) is a 0
+-dimensional
Uq(su(3))-equivariant even spectral triple.
The aim of this section is to prove this proposition. We have A(CP2q) ⊂ A(SUq(3)) and
H ⊂ L2(SUq(3), ϕ)
4. The diagonal lift of the left regular representation of A(SUq(3)) to
L2(SUq(3), ϕ)
4 is bounded, thus the representation of A(CP2q) is bounded too. By Prop. 5.3,
the commutator [D, a] acts on forms via left multiplication by elements of A(SUq(3)),
[D, a]ω =
(
[∂¯†, a]v, [∂¯, a]b+ s[∂¯†, a]c, s[∂¯, a]v
)
, ∀ ω = (b, v, c) ,
and is bounded for any a ∈ A(CP2q). Equivariance holds because forms are defined as equiv-
ariant A(CP2q)-modules, and the operators ∂¯ and ∂¯
† are Uq(su(3))-invariant. Last step is to
check that D has a compact resolvent: we do this by diagonalizing it, which also guarantees
the existence a self-adjoint extension.
Classically, the Ka¨hler Laplacian D2 is half the Laplace-Beltrami operator ∆ = dd† + d†d,
which in turn, on a symmetric space is related to the quadratic Casimir of the symmetry algebra.
A similar property holds in the present case.
Proposition 6.2. For s =
√
[2]/2, the operator ∆∂¯ := D
2 is given by
∆∂¯ ω = [2]
−1(Cq − 2)◮ω ,
for all ω ∈ Ω(0,•).
Proof. Let a be a 0-form, v a 1-form and b a 2-form. We need to show that
∆∂¯a = ∂¯
†∂¯a = [2]−1(Cq − 2)◮ a , (6.2a)
∆∂¯b = s
2∂¯∂¯†b = [2]−1(Cq − 2)◮ b , (6.2b)
∆∂¯v = (∂¯∂¯
† + s2∂¯†∂¯)v = [2]−1(Cq − 2)◮ v . (6.2c)
In the following, when acting with elements of Uq(su(3)) on forms, the black action is understood
and the symbol ◮ is often omitted.
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Step 1: proof of (6.2a). From the definition (5.5a) and (5.5d) we have
∂¯†∂¯
∣∣
Ω(0,0)
= F2E2 +XX
∗ ,
while, using the invariance of 0-forms: Ki ◮ a = a, E1 ◮ a = F1 ◮ a = 0, and neglecting terms
that vanish on 0-forms, we rewrite the restriction of Cq to Ω
(0,0) as
Cq
∣∣
Ω(0,0)
≃ 2 + [2]F2E2 + (q[F2, F1]q − [F1, F2]q)E1E2 ≃ 2 + [2](F2E2 +XX
∗) .
This proves (6.2a).
Step 2: proof of (6.2b). From the definition (5.5c) and (5.5b)
∂¯∂¯†
∣∣
Ω(0,2)
= E2F2 + Y Y
∗ ,
while, using the symmetry properties of 2-forms: K1 ◮ b = b, K2 ◮ b = q
3
2 b and E1 ◮ b = F1 ◮ b =
0, and neglecting terms that vanish on 2-forms, we have
Cq
∣∣
Ω(0,2)
≃ 1 + [2]2 + [3]2 + (q2 + q−2)F2E2 + ([F2, F1]q − q[F1, F2]q)E1E2
≃ 1 + [2]2 + [3]2 + (q2 + q−2)F2E2 + 2
−1[2]2Y ∗Y .
To compare the last two equations, we need the commutator
[2][Y, Y ∗] = [2]E2[E1, Y
∗]− 2[E1, Y
∗]E2 + [2][E2, Y
∗]E1 − 2E1[E2, Y
∗]
= E2F2(qK
2
1 + q
−1K−21 )− 2[2]
−1F2(qK
2
1 + q
−1K−21 )E2
− F1(K
2
2 +K
−2
2 )E1 + 2[2]
−1E1F1(K
2
2 +K
−2
2 ) ,
which, modulo operators vanishing on Ω(0,2), becomes
[2][Y, Y ∗] ≃ [2]E2F2 − 4[2]
−1F2E2 .
This yields (using −1 + [2]2 + [3]2 = [2]2[3]){
Cq −
[2]2
2
∂¯∂¯† − 2
}
Ω(0,2)
≃ −1 + [2]2 + [3]2 + (q2 + q−2)F2E2 − 2
−1[2]2([Y, Y ∗] + E2F2)
≃ [2]2
(
[3]− [E2, F2]
)
≃ [2]2
(
[3]−
K22−K
−2
2
q−q−1
)
≃ 0 .
Then on 2-forms, Cq − 2 = 2
−1[2]2∂¯∂¯†, which gives (6.2b) iff s2 = [2]/2.
Step 3: proof of (6.2c). From now on, s =
√
[2]/2 is fixed. Let w := (∂¯∂¯† + s2∂¯†∂¯)v. Then by
definition (5.5), and using v− = F1 ◮ v+ and v+ = E1 ◮ v−, we get
w+ = (X
∗X + s2F2E2)◮ v+ + (X
∗F2 + s
2F2Y )◮ v−
=
{
X∗(X + F2F1) + s
2F2(E2 + Y F1)
}
◮ v+ ,
w− = (E2X + s
2Y ∗E2)◮ v+ + (E2F2 + s
2Y ∗Y )◮ v−
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=
{
E2(XE1 + F2) + s
2Y ∗(E2E1 + Y )
}
◮ v− .
Using Ki ◮ v+ = q
1/2v+ and E1 ◮ v+ = 0 we get
[2][X∗, F2F1]◮ v+ = (q
2 + q−2 − 2F2E2)◮ v+ , [Y, F1]◮ v+ = E2 ◮ v+ ,
as well as (the action ◮ v+ is omitted)
[2][X,X∗] = [2][X,E1]E2 − 2E2[X,E1] + [2]E1[X,E2]− 2[X,E2]E1
= F2(K
2
1 +K
−2
1 )E2 − 2[2]
−1E2F2(K
2
1 +K
−2
1 )
− E1F1(qK
2
2 + q
−1K−22 ) + 2[2]
−1F1(qK
2
2 + q
−1K−22 )E1
= 2[F2, E2]− (q
2 + q−2)[E1, F1] = −2− q
2 − q−2 = −[2]2 ,
that is X∗X ◮ v+ = (XX
∗ + [2])◮ v+. Therefore,
[2]w+ =
{
(q2 + q−2)F2E2 + [2]XE1E2 + 2[3]
}
◮ v+ .
In turn, using K1 ◮ v− = q
−1/2v−, K2 ◮ v− = qv− and F1 ◮ v− = 0 we get
[Y, Y ∗]◮ v− = v− , [X,E1]◮ v− = F2 ◮ v− , [Y
∗, E2E1]◮ v− = (1− 2[2]
−1E2F2)◮ v− .
Thus
[2]w− =
{
[2]E2F2 +
{
(q2 + q−2)E2E1 − [2]E1E2
}
F1F2
}
◮ v− .
On the other hand, for the action of Cq on v+ we get
(Cq − 2)◮ v+ =
{
2[2]2 − 2 + (q2 + q−2)F2E2 + (q[F2, F1]q − [F1, F2]q)E1E2
}
◮ v+
=
{
2[3] + (q2 + q−2)F2E2 + [2]XE1E2
}
◮ v+ = [2]w+ ,
while for the action on v− we get
(Cq − 2)◮ v− =
{
2(q2 + q−2 − 1) + [2]F2E2 + [F2, F1]q[E1, E2]q + q
2[F1, F2]q[E2, E1]q
}
◮ v− .
To simplify last equation we need some extra work. Firstly
[[F2, F1]q, [E1, E2]q] = (F2E2 − q
−2E2F2)K
−2
1 − (E1F1 − q
−2F1E1)K
2
2
≃ qF2E2 − q
−1E2F2 + 1 ,
[[F1, F2]q, [E2, E1]q] = (F1E1 − q
−2E1F1)K
−2
2 − (E2F2 − q
−2F2E2)K
2
1
≃ q−2 − q−1E2F2 + q
−3F2E2 ,
where now the symbol ‘≃’ means that we are neglecting operators vanishing on v−. Using these
commutation relations, we arrive at
(Cq − 2)◮ v− =
{
[2]E2F2 + [E1, E2]q[F2, F1]q + q
2[E2, E1]q[F1, F2]q
}
◮ v−
=
{
[2]E2F2 +
{
(q2 + q−2)E2E1 − [2]E1E2
}
F1F2
}
◮ v− = [2]w− .
This concludes the proof.
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From now on, s =
√
[2]/2 is fixed.
Lemma 6.3. The kernel of D are the constant 0-forms, while its non-zero eigenvalues are
±
√
2
[2]
[n][n+ 2] with multiplicity (n+ 1)3 ,
±
√
[n + 1][n+ 2] with multiplicity 1
2
n(n + 3)(2n+ 3) ,
for all n ≥ 1.
Proof. The crucial property is Cq ◮ψ = Cq ⊲ ψ, cf. Lemma 3.1. For the action ‘⊲’ we have a
decomposition into irreducible representations of Uq(su(3)) as
Ω(0,0) ≃
⊕
n≥0
V(n,n) ,
Ω(0,1) ≃
⊕
n≥1
V(n,n) ⊕
⊕
n≥0
V(n,n+3) ,
Ω(0,2) ≃
⊕
n≥0
V(n,n+3) .
These two observations allow us to compute the spectrum of the operator [2]D2 = (Cq − 2)◮ .
Its eigenvalues are {0, αn, βm}n≥1,m≥0, given with their multiplicities by (cf. eq. (2.6))
0 , mult. = 1 ,
αn := 2[n+ 1]
2 − 2 = 2[n][n + 2] , mult. = 2(n + 1)3 ,
βm := [m+ 2]
2 + [m+ 3]2 − 1 = [2][m+ 2][m+ 3] , mult. = (m+ 1)(m+ 4)(2m+ 5) .
Since D is odd, its spectrum is symmetric (Dv = λv implies Dγv = −λγv). Thus, kerD =
kerD2 is the subspace V(0,0) made of constant 0-forms, and positive roots and negative roots
±α
1/2
n and ±β
1/2
m appear in the spectrum with the same multiplicity.
Since the eigenvalues of D grows exponentially (counting multiplicities), we conclude that
(D + i)−ǫ is of trace class for any ǫ > 0 and the metric dimension is 0+. In particular, D has
compact resolvent. This concludes the proof of Prop. 6.1.
We stress that the spectrum of D is a q-deformation of the classical one [9]. The Connes’
differential calculus associated with D is left-covariant, and it would be interesting to compare
it with the first order covariant differential calculi studied in [20].
As a byproduct of Lemma 6.3 we compute the cohomologyH•
∂¯
(CP2q) of the complex (Ω
(0,•), ∂¯)
in Prop. 5.1. The property that allows us to compute it is an analogue of Hodge decomposition
theorem. We call harmonic n-forms the collection
H
n :=
{
ω ∈ Ω(0,n)
∣∣Dω = 0} .
Since for a homogeneous form ω, Dω is the sum of two pieces ∂¯ω and ∂¯†ω with different degree,
both must vanish in order for Dω to be zero. Thus, ω is harmonic iff ∂¯ω = ∂¯†ω = 0.
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Proposition 6.4. For all n, there is an orthogonal decomposition
Ω(0,n) = Hn ⊕ ∂¯Ω(0,n−1) ⊕ ∂¯†Ω(0,n+1) . (6.3)
In particular this means that there is exactly one harmonic form for each cohomology class:
Hn∂¯ (CP
2
q) ≃ H
n = kerD
∣∣
Ω(0,n)
.
Proof. Given two forms ω1, ω2 of degree n− 1 and n + 1 respectively, we have that〈
∂¯ω1, ∂¯
†ω2
〉
=
〈
∂¯2ω1, ω2
〉
= 0,
with the inner product defined in (5.9). Thus ∂¯Ω(0,n−1) and ∂¯†Ω(0,n+1) are orthogonal.
It remains to show that an n-form η is orthogonal to both ∂¯Ω(0,n−1) and ∂¯†Ω(0,n+1) iff it is
harmonic. This follows from non-degeneracy of the inner product: we have
〈
η, ∂¯ω1
〉
=
〈
∂¯†η, ω1
〉
= 0 ,
〈
η, ∂¯†ω2
〉
=
〈
∂¯η, ω2
〉
= 0 ,
for all ω1 ∈ Ω
(0,n−1) and ω2 ∈ Ω
(0,n+1), iff ∂¯η = ∂¯†η = 0, that is iff η is harmonic. This
establishes the orthogonal decomposition in (6.3).
Forms in the subspace Hn ⊕ ∂¯Ω(0,n−1) are ∂¯-closed by construction. On the other hand, a ∂¯-
closed form ω ∈ ∂¯†Ω(0,n+1) must be harmonic. Orthogonality of the decomposition forces it to
vanish. It follows that
Hn∂¯ (CP
2
q) =
{
H
n ⊕ ∂¯Ω(0,n−1)
}
/∂¯Ω(0,n−1) = Hn ,
and this concludes the proof.
An immediate consequence of this proposition and of Lemma 6.3, is that
H0∂¯(CP
2
q) = C , H
1
∂¯(CP
2
q) = H
2
∂¯(CP
2
q) = 0 .
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A Antiholomorphic forms as equivariant maps
In this appendix we describe the identification of antiholomorphic forms on CP2 with suitable
equivariant maps on bundles over this manifold. In Sect. 5 this was the motivation to define
antiholomorphic forms on CP2q as equivariant maps.
We denote by A(SU(3)) ⊂ C∞(SU(3)) the algebra of polynomials in the coordinate func-
tions u = (ukj )k,j=1,2,3 which associate to g ∈ SU(3) its matrix entries: u
k
j (g) := g
k
j . Abstractly,
A(SU(3)) is the ∗-algebra generated by elements ukj for k, j = 1, 2, 3, with relations
ukju
h
l = u
h
l u
k
j ,
∑
π∈S3
(−1)|π|u1π(1)u
2
π(2)u
3
π(3) = 1 ,
where S3 are all permutations π of three elements and |π| is the sign of π. The real structure is
(ukj )
∗ = (−1)j−k(uk1l1 u
k2
l2
− uk1l2 u
k2
l1
),
where {k1, k2} = {1, 2, 3} r {k} and {l1, l2} = {1, 2, 3} r {j} (as ordered sets). The above
relations are just the statements that uu† = u†u = 1. As a Hopf algebra, A(SU(3)) has usual
coproduct, counit and antipode, which are obtained by dualizing the group operations.
The Hopf-algebra U(sl(3)) is generated by six elements H1, H2, E1, E2, F1, F2 subject to the
relations coming from Serre’s presentation:
[Hk, Ek] = 2Ek , [Hk, Fk] = −2Fk , [Ek, Fk] = Hk ,
[Hk, Hj] = 0 , [Ek, Fj ] = 0 , [Hk, Ej] = −Ej ,
[Hk, Fj] = Fj , (adEk)
2(Fj) = 0 , (adFk)
2(Ej) = 0 ,
for all k, j = 1, 2, with k 6= j. Coproduct, counit and antipode are the standard ones for
a universal enveloping algebra. The ∗-structure corresponding to the real form U(su(3)) of
U(sl(3)) is given by H∗k := Hk and E
∗
k := Fk. The Lie algebra su(3) is recovered as the set
of primitive elements satisfying h∗ = −h. Thus, Hk, Ek and Fk generate the Lie algebra sl(3)
while su(3) is the linear span of iHk, i(Ek +Fk) and (Ek −Fk). Of course this is an example of
a general statement. The Hopf algebra U(su(3)) is (cum grano salis) the ‘classical limit q → 1’
of the Hopf algebra Uq(su(3)) described in Sect. 2 and can be obtained from it at the level of
formal power series in ~ := log q, by setting Kk = q
Hk/2 and truncating at the 0-th order in ~.
The fundamental ∗-representation σ : U(su(3))→ Mat3(C) is given by
σ(H1) =

−1 0 00 1 0
0 0 0

 , σ(H2) =

 0 0 00 −1 0
0 0 1

 , σ(E1) =

 0 0 01 0 0
0 0 0

 , σ(E2) =

 0 0 00 0 0
0 1 0

 .
With these, the pairing 〈 , 〉 : U(su(3))× C∞(SU(3))→ C defined by
〈X, f〉 =
d
dt
∣∣∣
t=0
f(etσ(X)) , for all X ∈ su(3)
becomes
〈
X, ukj
〉
= σkj (X) on generators, and is non-degenerate when restricted to A(SU(3)).
The actions of U(su(3)) on C∞(SU(3)) via left (resp. right) invariant vector fields are given by
(X ⊲ f)(g) =
d
dt
∣∣∣
t=0
f(g etσ(X)) , (X ◮ f)(g) =
d
dt
∣∣∣
t=0
f(e−tσ(X) g) ,
21
and are the q → 1 limit of the corresponding actions of Uq(su(3)) described in Sect. 3, as one
can see by computing them for a pair of generators. Note that a left (resp. right) invariant
vector field generates a right (resp. left) multiplication on the group but a left (resp. right)
action on functions. In the limit the map ϑ in (2.2) is simply the ∗-structure on the real
vector space su(3), extended as a linear antimultiplicative map to the whole of U(su(3)); thus
σ(ϑ(X)) = σ(X)∗ = −σ(X) for all X ∈ su(3).
Functions on the sphere S5 are identified with functions on SU(3) which are annihilated by
the action ◮ of H1, E1, F1. They are generated by zk = u
3
k, k = 1, 2, 3, for which one has that∑
k zkz
∗
k = det(u) = 1. Functions on CP
2 = S5/S1 are identified with functions on S5 which
are annihilated by the action ◮ of H2. They are generated by pkj = z
∗
kzj and correspond to
the identification of CP2 as a real manifold with the space of 3 × 3 projections of rank 1; we
denote A(CP2) the coordinate ∗-algebra generated by p = (pkj).
Homogeneous coordinates on CP2 are classes [x1, x2, x3], where (x1, x2, x3) ∈ C
3 r {0} and
[x1, x2, x3] = [λx1, λx2, λx3] for λ ∈ C
∗. We can always choose a representative (x1, x2, x3) ∈ S
5.
Local coordinates are given by xj/xk, in the chart Uk defined by xk 6= 0. Local coordinate
functions Uk are the functions {Z
(k)
1 , Z
(k)
2 } associating to each point its local coordinate, thus
Z
(1)
1 = z2/z1 , Z
(1)
2 = z3/z1 , on U1 ,
Z
(2)
1 = z1/z2 , Z
(2)
2 = z3/z2 , on U2 ,
Z
(3)
1 = z1/z3 , Z
(3)
2 = z2/z3 , on U3 ,
with zk the generators of A(S
5). Transition functions are clearly holomorphic.
An antiholomorphic 1-form is written as a collection ω = (ω(j)) and on each chart Uj ,
ω(j) = f
(j)
1 dZ¯
(j)
1 + f
(j)
2 dZ¯
(j)
2 ,
where the coefficients (f
(j)
1 , f
(j)
2 ) are smooth complex functions (of Z
(j)
1 , Z
(j)
2 , Z¯
(j)
1 , Z¯
(j)
2 ) that
must satisfy – in order for ω to be uniquely defined – on each overlap Uj ∩ Uk, the conditions
(f
(j)
1 , f
(j)
2 )gjk = (f
(k)
1 , f
(k)
2 ), with gjk : Uj ∩ Uk → GL(2,C) given by
gjk =
(
dZ¯
(j)
1 /dZ¯
(k)
1 dZ¯
(j)
1 /dZ¯
(k)
2
dZ¯
(j)
2 /dZ¯
(k)
1 dZ¯
(j)
2 /dZ¯
(k)
2
)
.
Explicitly:
g12 = g
−1
21 = z¯2/z¯
2
1
(
−z¯2 0
−z¯3 z¯1
)
, g23 = g
−1
32 = z¯3/z¯
2
2
(
z¯2 −z¯1
0 −z¯3
)
, g31 = g
−1
13 = z¯1/z¯
2
3
(
0 −z¯1
z¯3 −z¯2
)
.
The functions f
(j)
k can be extended to global C
∞-functions on CP2 vanishing when zj = 0.
For example in the limit z2 → 0, corresponding to Z
(1)
1 → 0, the functions (f
(1)
1 , f
(1)
2 ) are
well defined and finite while g12 vanishes; thus from the equality (f
(2)
1 , f
(2)
2 ) = (f
(1)
1 , f
(1)
2 )g12 we
deduce that (f
(2)
1 , f
(2)
2 ) vanish too for z2 → 0. We conclude that, as a C
∞(CP2)-bimodule,
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Ω(0,1) ≃
{
(f
(j)
k )i=1,2, j=1,2,3
∣∣ f (j)k ∈ C∞(CP2), f (j)k |zj=0 = 0,
(f
(j)
1 , f
(j)
2 )gjk = (f
(k)
1 , f
(k)
2 ), ∀ i, j, k
}
.
With τ the spin 1/2 representation of the algebra U(su(2)) generated by H1, E1, F1, consider
now the C∞(CP2)-bimodule:
Γ :=
{
v = (v+, v−) ∈ C
∞(SU(3))2
∣∣∣∣ (H1 + 2H2)◮ v = 3v, (h(1) ◮ v)τ(S(h(2))) = ǫ(h)v, ∀ h ∈ U(su(2))} ;
namely, elements of Γ are vectors v = (v+, v−) ∈ C
∞(SU(3))2 satisfying the conditions:
H1 ◮ (v+, v−) = (v+,−v−) , E1 ◮ (v+, v−) = (0, v+) , (A.1a)
F1 ◮ (v+, v−) = (v−, 0) , (H1 + 2H2)◮ (v+, v−) = 3(v+, v−) . (A.1b)
The bimodule Γ is the q → 1 limit of the bimodule in the right hand side of (5.3). The
following result is just the motivation for the identification of that bimodule as the bimodule
of antiholomorphic 1-forms.
Proposition A.1. There is an isomorphism of C∞(CP2)-bimodules ψ : Γ→ Ω(0,1) given by
(v+, v−) 7→ (f
(j)
1 , f
(j)
2 ) = ψ(v+, v−)
(j) := (v+, v−)P
(j) ,
where P (j) ∈ Mat2
(
C∞(SU(3))
)
are the following matrices:
P (j) := z¯j
(
u1k u
1
l
−u2k −u
2
l
)
, j = 1, 2, 3,
with {j, k, l} the permutation of {1, 2, 3} with k < l. Under this isomorphism the operator ∂¯
becomes the q → 1 limit of the operator (5.5a), that is:
ψ([E1, E2]◮ a, E2 ◮ a)
(j) =
(
∂a/∂Z¯
(j)
k , ∂a/∂Z¯
(j)
2
)
, (A.2)
for all a ∈ C∞(CP2).
Proof. Since the algebra of functions is commutative, ψ is a bimodule map (rather than just
a left module map). A priori, ψ maps (v+, v−) ∈ Γ into functions f
(j)
k ∈ C
∞(SU(3)), with
(f
(j)
1 , f
(j)
2 ) := (v+, v−)P
(j). As we shall prove presently, the image of ψ is indeed in Ω(0,1).
Firstly, the function f
(j)
k vanishes for zj = 0, since the matrix P
(j) vanishes there. The relation
(f
(j)
1 , f
(j)
2 )gjk = (f
(k)
1 , f
(k)
2 ) follows from the property P
(k) = P (j)gjk, which is straightforward
to check; for instance:
P (1)g12 = z¯2/z¯1
(
−z¯2 0
−z¯3 z¯1
)(
u12 u
1
3
−u22 −u
2
3
)
= z¯2/z¯1
(
−z¯2u
1
2 − z¯3u
1
3 z¯1u
1
3
z¯2u
2
2 + z¯3u
2
3 −z¯1u
2
3
)
,
and the last matrix is just P (2) since
∑3
k=1 z¯ku
j
k =
∑3
k=1 u¯
3
ku
j
k = 0 for j 6= 3.
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From the properties:
H1 ◮P
(j) =
(
−1 0
0 1
)
P (j) , E1 ◮P
(j) =
(
0 −1
0 0
)
P (j) , F1 ◮P
(j) =
(
0 0
−1 0
)
P (j) ,
and (H1+2H2)◮P
(j) = −3P (j), together with the relations (A.1) we deduce that the functions
f
(j)
k are annihilated by K1, K2, E1, F1: they are functions on CP
2, which proves Im(ψ) ⊂ Ω(0,1).
Since detP (j) = (−1)j(z¯j)
3, the matrix P (j) is invertible on Uj and ψ is an isomorphism.
By Leibniz rule, it is enough to prove (A.2) in the case a = pkl. Being U1 dense in CP
2, two
forms are equal iff they are equal on U1, and we can also assume j = 1. On the other hand,
([E1, E2], E2)◮ pkl = (u¯
1
k,−u¯
2
k)zl and the left hand side of (A.2) is
ψ([E1, E2]◮ pij, E2 ◮ pij)
(1) = (u¯1k,−u¯
2
k)zjP
(1) = p1j(δi2 − pi2, δi3 − pi3) .
Now, in local coordinates the projection p = (pij) is given by,
p =
1
1 + |Z
(1)
1 |
2 + |Z
(1)
2 |
2

 1Z¯(1)1
Z¯
(1)
2

(1 Z(1)1 Z(1)2 ).
Thus
∂p
∂Z¯
(1)
1
= p11/p21

 0 1
0

p− p12p , ∂p
∂Z¯
(1)
2
= p11/p31

 0 0
1

p− p13p .
To show that
(
∂
∂Z¯
(1)
1
, ∂
∂Z¯
(1)
2
)
p = ψ([E1, E2]◮ p, E2 ◮ p)
(1) is now a simple algebraic manipulation.
This concludes the proof.
Since antiholomorphic 2-forms are the wedge product of two antiholomorphic 1-forms, its
easy to identify them with equivariant maps: they are invariant under U(su(2)) since ∧2τ = ǫ
is the trivial representation, while H1 + 2H2 acts as multiplication by 6, that is:
Ω(0,2) ≃
{
a ∈ A(S5)
∣∣ (H1 + 2H2)◮ a = 6a} .
This is just the identification of antiholomorphic 2-forms with the q → 1 limit of the bimodule
L3 defined in (5.1) as mentioned in Sect. 5.
24
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