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ABSTRACT
Across several branches of conversational interaction research in-
cluding interactions with social robots, embodied agents, and con-
versational assistants, users have identified trust as a critical part of
those interactions. Nevertheless, there is little agreement on what
trust means within these sort of interactions or how trust can be
measured. In this paper,we explore some of the dimensions of trust
as it has been understood in previous work and we outline some
of the ways trust has been measured in the hopes of furthering
discussion of the concept across the field.
CCS CONCEPTS
• Human-centered computing → HCI theory, concepts and
models; Interaction design theory, concepts and paradigms;
User centered design.
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1 INTRODUCTION
Trust is an important dimension in how people use any technol-
ogy and development or extinction of it plays a large role in the
ultimate adoption of the technology [28]. Trust is specifically im-
portant in scenarios where people need to accept information pro-
vided by an agent and follow its suggestions to benefit from it [9].
Designing such interfaces with trust in mind can help maintain
effective relationship with agents.
One example of these interfaces is conversational user inter-
faces (CUIs) which can include text-based dialogue systems, voice-
based conversational assistants, embodied virtual agents, and so-
cial robots. While CUIs have become increasingly prevalent in the
last several years, numerous user studies have revealed that people
have concerns about trusting these interfaces [3, 4, 19]. Neverthe-
less, there has been little discussion in the community on how to
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define trust in these interactions, how to measure trust, or how
designers can make interfaces more trustworthy [25].
Users can have a range of issues with CUIs that fall under the
umbrella of trust, yet have fundamental differences. For example, a
person may have mistrust in a robot because they think it is faulty
and not computationally capable of doing a task [22], or they may
not trust it because they think it is malicious and trying deceiving
them [24]. We argue that it is important to differentiate different
aspects of trust and what shapes them as only by understanding
and operationalizing trust will it be possible to meet user needs
when designing CUIs. In this paper,we outline some of the possible
dimensions to consider when defining trust for CUIs and explore
some avenues for measuring trust in conversational interactions.
2 DEFINING TRUST
The first step in designing for trust is understanding and opera-
tionalizing what is meant when CUI users mention the term.While
other topics in human-computer interaction (HCI) have attempted
to map the meaning and role of trust in their field (e.g. automation
[14] and e-commerce [6]) this has not yet occurred in CUI interac-
tions. As interactions with these interfaces are frequently modeled
on human interactions both by designers and implicitly by users
[4], there may be reason to believe that trust in this context has a
social or relational purpose. This conceptualization of trust, what
has been operationalized as a willingness to become vulnerable to
others in the social sciences [21], has been applied in HCI previ-
ously in the context of information exchanges on websites [17].
CUI user studies have revealed different meanings of trust how-
ever. One study of intelligent personal assistant (IPA) users found
many users referring to issues around trust in the CUI’s intents,
for example regarding identity and privacy protections [3]. Here,
users were not concerned with disclosure of sensitive information
because of a social uneasiness, but instead because they were un-
sure how their data would be treated and what data was being col-
lected in the first place. This notion of trust has been previously
explored in the context of media consumers level of trust in media
sources [13] and may help to frame this version of trust in HCI.
Other user studies have revealed a conceptualization of trust
that relates instead to a belief in the abilities and competency of the
interface [16]. This definition of trust more closely resembles the
concept of credibility or believability which has been well studied
in the context of websites and news media credibility [7, 8].
Furthermore, trust or lack of it can be analyzed by where it is
originated and how it is shaped. That is, in human-computer in-
teraction trust can be synthesized by traits in both the computer
and the human. For example, different people can have different
attitudes towards the similar technologies which can be shaped by
factor such as cultural differences [10], personality traits [22], con-
text/task [27], familiarity [5], etc.
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Clearly, these definitions of trust are heterogeneous and the sin-
gle concept of trust may have multifaceted meanings for people
interacting with CUIs. A better understanding of these dimensions
of trust is needed as CUI research moves forward.
3 MEASURING TRUST
Because of the multifaceted nature of trust, it is clear that a mixed-
methods approach would be necessary in measuring different di-
mensions of the construct. Some of these methods might include
behavioural measures, subjective questionnaires, analysis of body
language and linguistic choices, and physiological measures.
Previous assessments of trust have taken varied approaches ac-
cording to the way the concept was operationalized. This sort of
operationalizing of trust has been done in automation research to
better capture the concept through emprically supported factors
[11]. Much work in interactions literature has been done on the
Big Five personality traits [12], in which trustworthiness is con-
sidered a component of agreeableness and thus a stable aspect of
personality. Work looking at trust this way has used Likert-scale
questionnaires to gauge people’s ratings of those traits in embod-
ied conversational agents [1].
Other work has viewed trust as a trait that is acquired through
behavioural experience and thuslymeasured trust though people’s
choices in an economic game like the classic prisoner’s dilemma
[26]. Additionally,measures of interpersonal trust in human-human
dialogues andmeasures of functional kinds of trust for e-commerce
systems have been correlated or been proposed to be studied along-
side physiological measures like heart rate [18] and eye movements
[20].Methods involving laboratory experiments are of course costly
to utilize, so analysis of existing or easily collected data are likewise
important. In some studies of trust as an interpersonal construct in
human-human dialogues, trust has been measured through corpus
analysis of linguistic features [23] and nonverbal cues [15]. Anal-
yses like these may be particularly useful in quickly measuring
trust for conversational agents deployed over the web like com-
mercial IPAs and chatbots. Combining subjective, behavioral, and
physiological measures of trust not only enrich the mixed meth-
ods approach proposed here for studying trust, but they may also,
in combination, allow for creation of robust validated measures
which are lacking in conversational HCI in general [2].
4 CONCLUSION
Trust has been recognized as an integral dimension in how people
request and use information frommachines, how people physically
interact with machines, and how people work alongside machines.
While trust has been explored in different areas of HCI and social
sciences in previous work, the growing research areas that involve
CUIs need definitions and measurements for understanding the
construct in conversational contexts. Because these interactions
are fundamentally modeled on human-human interactions and ap-
plied to computers, they must be informed by research both in so-
cial science and HCI. Further design of CUIs requires our commu-
nity to engage deeply with social constructs like trust in order to
better understand user behaviour and facilitate adoption of these
technologies.
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