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IDRstab IDR$(s)$ [10] 1
$l$ $s=1$ Bi-Conjugate Gradient stabilized
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GBi-CGSTAB$(s, L)$ [11] IDRstab





















IDRstab $x_{0}$ , $r_{0}\equiv$
$b-Ax_{0}$ IDRstab $r_{k}$




$\mathcal{K}_{k}(A^{*},\tilde{R}_{4)})$ $k$ Krylov $A$ $A^{*},$
$n\cross s$
$\mathcal{K}_{k}(A^{*}, Ro) \equiv\{\sum_{j<k}(A^{*})^{j}\tilde{R}_{0}\vec{\gamma}_{j}|\vec{\gamma}_{j}\in \mathbb{C}^{s}\}$
$S(P_{k}, A,\tilde{R}_{0})$ Sonneveld $k=0_{1}.1,$ $\ldots$
[7, 9, 10]. $\mathcal{S}(P_{k}, A,\tilde{R}_{JC})$ $r_{k}$ IDR step polynomial
step 2 $S(P_{k+l}, A, Rb)$ $r_{k+l}$
1




$\Pi_{i}^{(j)}\equiv I-A^{i}U_{k}^{(j-1)}\sigma_{j}^{-1}\tilde{R}_{0}^{*}A^{j-i}, \sigma_{j}\equiv\tilde{R}_{0}^{*}A^{j}U_{k}^{(j-1)}, i=0,1, \ldots,j.$
IDR step $\Pi_{i}^{(j)}$ $P$ $j$
$(j=1_{\grave{J}}2, \ldots, l)$ $(j)$ ’ $r_{k}^{(0)}\equiv r_{k},$










$A^{j-1}r_{k}^{(j)}l$ $\Lambda$ :1 $A^{j}r_{k}^{(j)}$ $\Lambda^{i}U_{k}^{(j)},$ $i=$
$0,1,$ $\ldots,j+1$ $A^{j}U_{k}^{(j)}$ Krylov $\mathcal{K}$ $(\Pi_{j^{j}}^{(’)}A, \Pi_{j}^{(j)}A^{j}r_{k}^{(j)})$








$\Lambda^{j}U_{k}^{(\ell)},$ $i=0,1$ $\Lambda^{j}If_{k\dashv 1^{l}}=$
$(I- \sum_{i=1}^{\ell}\gamma_{i,k}A^{i})A^{j}U_{k}^{(\ell)},$ $j=0,1$











1 $r_{k}$ $x_{k}$ , $n\cross s$
$(j-1)$ $r_{k}^{(j-\perp)}$







$x_{k}^{(r’)}=x_{k}^{(j-])}+p_{k}^{(j)}, r_{k}^{(j)}=r_{k}^{(j-1)}-Ap_{k}^{(j)}$ . (4)
$\Lambda p_{k}^{(j)}$ l $p_{k}^{(j)}l_{\overline{C}}A$
(2) $j=1$ $AU_{k}^{(0)}$ (4)
189
$U_{k}^{(0)}$ $x_{k}^{(0)}$ $arrow$ $x_{k}^{(1)}$ $U_{k}^{(1)}e_{1}$ $U_{k}^{(1)}e_{2}$
$\Pi_{0,\nearrow}(1) \downarrow A \Pi_{0,\nearrow}(1) JA$
$AU_{k}^{(0)}r_{k}^{(0)} \prod_{arrow^{1}}(1)$
$r_{k}^{(1)}$ $AU_{k}^{(1)}e_{1}$ $AU_{k}^{(1)}e_{2}$
$\downarrow A \Pi_{1,\nearrow}^{(1)} \downarrow A \Pi_{1,\nearrow}^{(1)} \downarrow A$
$A^{2}U_{k}^{(1)}e_{1} A^{2}U_{k}^{(1)}e_{2}$
$U_{k}^{(0)}x_{k}^{(0)}arrow x_{k}^{(1)}$ $U_{k}^{(1)}e_{1}$ $U_{k}^{(1)}e_{2}$
$\Pi_{0,\nearrow}(1) \downarrow A \Pi_{0,\nearrow}(1) \downarrow A$
$r_{k}(arrow$ $AU_{k}^{(1)}e_{1}$$AU_{k}^{(1)}e_{2}_{r_{k}^{(1)}}$
Figure 1: The schemes of the first repetition for the original IDRstab (on the left) and
our variant (on the right).
$U_{k}^{(1)}$ $x_{k}^{(1)}arrow$ $x_{k}^{(2)}$ $U_{k}^{(2)}e_{1}$ $U_{k}^{(2)}e_{2}$








$\downarrow A \Pi_{2,\nearrow}^{(2)} \downarrow A \Pi_{2,\nearrow}^{(2)} \downarrow A$
$A^{2}r_{k}^{(2)}$ $A^{3}U_{k}^{(2)}e_{1}$ $A^{3}U_{k}^{(2)}e_{2}$
$U_{k}^{(1)}x_{k}^{(1)}arrow x_{k}^{(2)}$ $U_{k}^{(2)}e_{1}$ $U_{k}^{(2)}e_{2}$
$\Pi_{0,\nearrow}^{(2)} \downarrow A \Pi_{0,\nearrow}^{(2)}$
$\sim^{1}$
$AU_{k}^{(1)}r_{k}^{(1)A}arrow$ $AU_{k}^{(2)}e_{1}$$AU_{k}^{(2)}e_{2}_{r_{k}^{(2)}}$
$\downarrow A\Pi_{1,\nearrow}^{(2)} \downarrow A \Pi_{1,\nearrow}^{(2)} \downarrow A$
Figure 2: The schemes of the second repetition for the original IDRstab (on the left) and
our variant (on the right).
$U_{k}^{(2)}$ $x_{k}^{(2)}$ $arrow$ $x_{k}^{(3)}$ $U_{k}^{(3)}e_{1}$ $U_{k}^{(3)}e_{2}$
$\Pi_{0}^{(3)} \Pi_{0}^{(3)}$



















$\downarrow A \nearrow \downarrow A \nearrow \downarrow A$
$A^{3}r_{k}^{(3)} A^{4}U_{k}^{(3)}e_{1} A^{4}U_{k}^{(3)}e_{2}$
$U_{k}^{(2)}$ $x_{k}^{(2)}arrow$ $x_{k}^{(3)}$ $U_{k}^{(3)}e_{1}$ $U_{k}^{(3)}e_{2}$
$\Pi_{0,\nearrow}^{(3)} \downarrow\Lambda \Pi_{0,\nearrow}^{(3)} \downarrow\prime 1$
$AU_{k}^{(2)}r_{k}^{(2)}$ $A$
$1 \Pi_{1,\nearrow}^{(3)} \downarrow\Lambda \Pi_{1,\nearrow}^{(3)} \downarrow\prime 1$
$A^{2}U_{k}^{(2)}Ar_{k}^{(2)_{2}^{\prod_{arrow}}}(3)Ar_{k}^{(3)}$
$A^{2}U_{k}^{(3)}e_{1}$ $A^{2}U_{k}^{(3)}e_{2}$




Figure 3: The schemes of the third repetition for the original IDRstab (on the left) and
our variant (on the right).
(Figure 1 ). $\vec{\alpha}^{(j)}$
$j\geq 3$ $A^{i}r_{k}^{(j)},$ $i=1,2,$ $\ldots,j-2$ $\Pi_{i+1}^{(j)}$
$A^{i}r_{k}^{(j)}\equiv\Pi_{i+1}^{(j)}A^{i}r_{k}^{(j-1)}=A^{i}r_{k}^{(j-1)}-A^{i+1}U_{k}^{(j-1)}\vec{\alpha}^{(j)}$
(Figure 3 ). $i\geq 2$ $A^{j-2}r_{k}^{(j)}$ $A$








$i=0,1,$ $\ldots,$ $j-1$ $(q+1)$ $\Pi_{i}^{(j)}$
$A^{i}U_{k}^{(j)}e_{q+1}=\Pi_{i}^{(j)}A^{i+1}U_{k}^{(j)}e_{q}=A^{i+1}U_{k}^{(j)}e_{q}-A^{i}U_{k}^{(\dot{j}^{-1)}}\vec{\beta}_{q+1}^{()}J$
$\vec{\beta}_{q+J}^{(j)}\equiv\sigma_{j\prime}^{-\rceil_{p_{q+1}^{\triangleleft j)}}},\vec{p}_{q+1}^{(j)}\equiv(A^{*}\tilde{R}_{0})^{*}c_{(1}^{(j’)}$ $i=\ell$
$A^{\ell-\perp}r_{k}^{(l)}$ $A$ $A^{p}r_{k}^{(\ell)}$ (Figure 3 ).
Figures 1-3 1-3
$(s, P)=(2,3)$ 1. $\blacksquare$ $A$ $\mapsto$f
[9] $A^{j}U_{k}^{(j)}$
3.2 polynomial step
IDR step $P$ $r_{k}^{(\ell)}$ $x_{k}^{(l)}$ , $A^{i}r_{k}^{(\ell)},$ $i=$
$1,2,$
$\ldots,$
$\ell$ , $\ell+1$ $n\cross s$ $\Lambda^{i}U_{k}^{(\ell)},$ $i=0,1,$ $\ldots$ , $\ell$ polynomial step
$\gamma_{1,k},$ $\gamma_{2,k}\ldots.,$ $\gamma_{l,k}$ $p_{k+l}^{(0)}\equiv\gamma_{1,k}r_{k}^{(t^{})}+\gamma_{2,k}Ar_{k}^{(l)}+\cdots+$
$\gamma_{l,k}A^{\ell-1}r_{k}^{(l)}$
$x_{k+\ell}=x_{k}^{(l)}+p_{k+l}^{(0)}, r_{k+\ell}=r_{k}^{(l)}-Ap_{k+l}^{(0)}$ . (5)
$Ap_{k+\ell}^{(0)}$ l $p_{k_{\mathfrak{p}}\cdot+}^{(0)}$, $A$ $U_{k}^{(\ell)}$
$U_{k+\ell}$ 1
(1) IDR step $j$
$A^{j+1}U_{k}^{(j)}$ polynomial step $AU_{k}^{(l)}$ $AU_{k+p}$.
1 $\ell(\backslash 9^{2}+3_{\backslash }s+\frac{1}{2})-q-\frac{1}{2}$
( [2] ).
IDRstab Algorithm 1
MATLAB $q\leq \mathcal{S}$ $W=[w_{1}, w_{2}, \ldots , w_{s}]$
$[w_{1}, w_{2}, \ldots, w_{q}]$ , $w_{q}$ $W_{(:,1:(4)},$ $I\cdot\prime V_{(:,q)}$
$[W_{0\backslash }W_{1};\ldots ; W_{j}]\equiv[,/^{\gamma}/^{\prime T}$ Algorithm 1 $U_{i},$
$V_{i},$ $r_{i},$ $u_{i},$ $i=0,1,$ $\ldots,i^{r}$ $U,$ $V,$ $r,$ $u$ $U=[U_{0};U_{1};\ldots;U_{j}],$
$V=[V_{0};V_{1};\ldots;V_{j}],$ $r=[r_{0};rl;\cdots;r_{j}],$ $u=[u_{0};u];\cdots$ ; $u_{j}]$
4.
IDRstab
$HP$ $PC$(Intel Core $i72.67GHz$ CPU) Intel $C++11.1.048$




Algorithm 1. Our proposed variant of IDRstab.
1. Select an initial guess $x$ and an $(n\cross s)$ matrix $\tilde{R}_{0}.$
2. Compute $r_{0}=b-$ Ax, $r=[r_{0}]$
% Generate an initial $(n\cross s)$ matrix $U=[U_{0}]$
3. For $q=1,2,$ $\ldots s$}
4. if $q=1,$ $u_{0}=r_{0}$ , else, $u_{0}=Au_{0}$
5. $\vec{\mu}=(U_{0(:,1:q-1)})^{*}u_{0},$ $u_{0}=u_{0}-U_{0(:,1:q-1)}\vec{\mu}$
6. $u_{0}=u_{0}/\Vert u_{0}\Vert_{2},$ $U_{0(:,q)}=u_{0}$
7 End for
8. While $\Vert r_{0}\Vert_{2}>tol$
9. For $j=1,2,$ $\ldots,$ $\ell$
% The $IDR$ step
10. $\sigma=(A^{*}\tilde{R}_{\langle)})^{*}U_{j-1}$
11. if $j=1,\vec{\alpha}=\sigma^{-1}(R_{0}^{*}r_{0})-$ , else, $\vec{\alpha}=\sigma^{-1}((A^{*}\tilde{R}))^{*}r_{j-2})$
12. $x=x+U_{0^{(}}\vec{x},$ $r_{0}=r_{0}-A(U_{0}\vec{c\iota})$
13. For $i=1,2,$ $\ldots,j-2$
14. $r_{i}=r_{i}-U_{i+1}\vec{\alpha}$
15 End for
16 if $j>1,$ $r=[r;Ar_{j-2}]$
17. For $q=1,2_{\dot{0}}\ldots,$ $s$
18. if $q=$ l, u $=r$ , else, $u=[u_{1};u_{2};\ldots;u_{j}]$
19. $\vec{\beta}=\sigma^{-1}((A^{*}\tilde{R}_{0})^{*}u_{j-1})\}u=u-U\vec{\beta},$ $u=[u;Au_{j-1}]$
20. $\vec{\mu}=(V_{j(:,1:q-1)})^{*}u_{j},$ $u=u-V_{(:,1:q-1)}\vec{\mu}$





% The polynomial step
26. $\vec{\gamma}=[\gamma_{1\backslash }\prime\gamma_{2};\ldots ; \gamma_{\ell}]=\arg\min_{\vec{\gamma}}\Vert r_{0}-[r_{1}, r_{2}, \ldots, r_{\ell}]\vec{\gamma}\Vert_{2}$




$nnz$ : The number of nonzero
4.1 1
Tim Davis: Sparsc Matrix Collection [4]
olm1000, sherman4, orsregl, add20, $\iota^{yde2961},$ $w_{c}mg3$
Table 1 $b$
$\hat{x}=(1,1, \ldots, 1)^{T}$ $b=A\hat{x}$ $(s_{i}\ell)=(4,4)$
Figure 4 olm1000 2 $(\Vert r_{k}\Vert_{2}/\Vert b\Vert_{2})$ ,




2 “Cycles”, “MVs”, $(Time[\sec]", " True res.$ $)$









Figure 4: Convergence histories of the original IDRstab and our variant with $(s, P)=(4,$
4 $)$ for olm1000.
Table 2: Numbers of cycles and MVs, computation times and true relative residual norms
of the original IDRstab and our variant.
(6) $u(x, y)=1+xy$ $Dh=2^{-1}$
$(s, \ell)=(4,4),$ $(6,2),$ $(2,6)$
Figure 5 $(s, \ell)=(2,6)$ 2 $(\Vert r_{k}\Vert_{2}/\Vert b\Vert_{2})$ ,




Figure 5: Convergence histories of the original IDRstab and our variant with $(s, P)=(2,$
6 $)$ .
Table 3: Numbers of cycles and MVs, computation times and true relative residual norms
of the original IDRstab and our variant.
‘Cycles”, $MVs$”, $(Time[\sec]$ ”, “True res.“









$q_{k+\ell}^{(j)}\equiv\{\begin{array}{ll}\sum_{i=1}^{\ell}\gamma_{l,k}A^{i}r_{k}^{(\ell)} (j=0) ,AU_{k+\ell}^{(j-1)}\vec{\alpha}^{(j)} (j=1,2, \ldots, \parallel) .\end{array}$
$q_{0}^{(j)}\equiv AU_{0}^{(j-1)}\vec{\alpha}^{(j)},$ $i=1,2,$ $\ldots.\ell^{1}$ IDRstab
(2), (3)
$r_{k}^{(j)}=r_{k}^{(j-1)}-q_{k}^{(j)}(j=1,2, \ldots, \ell) , r_{k+\ell}^{(0)}=r_{k}^{(\ell)}-q_{k+\ell}^{(0)}$ . (7)
IDRstab (4), (5)
$r_{k}^{(j)}=r_{k}^{(’-1)}J-Ap_{k}^{(j)}(j=1,2, \ldots, \ell) , r_{k+\ell}^{(0)}=r_{k}^{(p)}-Ap_{k+l}^{(0)}$ . (8)
GNU $C++4.5.2$
$A=diag(a_{1}, a_{2}, \ldots, a_{1000}),$ $a_{i}\equiv\sqrt{1+9999(i-1)},$ $i=1,2,$ $\ldots$ , 1000
$\Vert r_{k}\Vert_{2}<10^{-15}\Vert b\Vert_{2}$ $(s_{\dot{ }}\ell)=(4_{:}4),$ $(6,2)$ ,






$\frac{\Vert p_{k}^{(j)}-\overline{p}_{k}^{(j)}\Vert_{2}}{\Vert\overline{p}_{k}^{(j)}\Vert_{2}}, \frac{\Vert q_{k}^{(’}J-\overline{q}_{k}^{J}\Vert_{2}}{||\overline{q}_{k}^{(j)}\Vert_{2}}$ (9)
$\frac{\Vert p_{k}^{(J)}-\overline{p}_{k}^{(j)}\Vert_{2}\prime}{||\overline{p}_{k}^{(j)}\Vert_{2}}, \frac{\Vert Ap_{k}^{(j)}-\overline{Ap}_{k}^{(j)}\Vert_{2}}{||\overline{Ap}_{k}^{(j)}||_{2}}$ (10)
$\overline{p}_{k}^{(j)}.$ $\overline{q}_{k}^{(j)},$ $\overline{Ap}_{k}^{(j)}$
$QD$ 2.3.12[3] 8 8
IDRstab $\overline{p}_{k}^{(j)}$ , $\overline{q}_{k}^{(j)}$ $\overline{p}_{k}^{(j)}$ , $\overline{Ap}_{k}^{(j)}$ 16
: Figures 6, 7 IDRstab (9),
(10)
2 Figures 6, 7 IDRstab
$10^{-7}$ $(s$ ,
196
$0$ 20 40 60
Number ofMVs
80
Figure 6: Histories of the first and second quantities in (9) for thc original $IDRst_{)}ab.$
$0 20 40 60 80 100 120$Number ofMVs
Figure 7: Histories of the first and second quantit,ies in (10) for our variant.
5.2 $A$








$\frac{\Vert q_{k}^{(j)}-Ap_{k}^{(j)}\Vert_{2}}{\Vert Ap_{k}^{(j)}\Vert_{2}}$ (11)






phase 1: IDR step 1 (8) 2
polynomial step (7)
IDR step 3 1
$AU_{k}^{(1)}$ $r_{k}^{r(1)}$ $A$ (Figure 1 ).
phase 2: IDR step (8) polynomial step








(8) (11) $0$ Figures8-10
2. $22E$-l6 Table 5
2
Figures 8-10 IDRstab $q_{k}^{(j)}$ $Ap_{k}^{(j)}$
phase 1 (11) 1 IDR
step 1 (11)
Table 4: The recursion formulas used in the original IDRstab, pha.se 1, 2 and our variant.
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$0$ 20 40 60
Number of MVs
80
Figure 8: Histories of the quantity (11) for the original IDRstab.
$0 20 40 60 80 100$Number of MVs
Figure 9: Histories of the quantity (11) for phase 1,
$U_{k}^{(1)}$ $A$ $q_{k}^{(j)}$ $Ap_{k}^{(j)}$
$ph_{c}\backslash s^{d}e1$ (11) IDRstab
phase 2 (11) $(s, \ell)=(6,2)$ $\dashv.$
$(s, P)=(4,4),$ $(2,6)$ IDRstab





$0$ 20 40 60 80
Number of MVs
100
Figure 10: Histories of the quantity (11) for phase 2.
Table 5: True relative residual norms of the original IDRstab, phase 1, 2 and our variant.
$A$
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