One of the objectives of data assimilation is to produce initial conditions that will improve the quality of forecasts. Studies on singular vectors and sensitivity studies have shown that small changes to the initial conditions can sometimes lead to exponential error growth. This has motivated research to include flowdependent structures within the assimilation that would have the characteristics to correctly predict the growth or decay of meteorological systems. This relates to the characterization of precursors to atmospheric instability. In this paper, the observability of such structures by observations is discussed. Several studies have shown that deploying observations over regions where changes in the initial conditions may impact the forecast the most do not lead to the expected benefit. In this paper, it is shown that given the small magnitude of the signal to be detected, it is important to take into account the accuracy of the observations. If the signalto-noise ratio is too low, observations cannot detect and characterize precursors to forecast error growth. From that perspective, the assimilation only has the possibility to extract information about evolved structures of error growth. Experiments with a simple one-dimensional variational data assimilation (1D-Var) system are presented and, then, an adapted three-dimensional variational data assimilation (3D-Var) system with different sensitivity structure functions is used. The results have been obtained by adapting the variational assimilation system of Environment Canada.
Introduction
The accuracy of analyses produced by data assimilation systems depends on the precision of background and observation error covariances specified as input. The modeling and estimation of these covariances is critical for any data assimilation system in the context of numerical weather prediction (NWP). Algorithms like the three-dimensional variational data assimilation (3D-Var) produce analyses by blending together observations near the analysis time with a background state provided by a short-term numerical weather prediction. In this case, the background-error statistics are taken to be stationary and do not reflect the flow dependency of error growth that depends on the particular meteorological situation. Flow-dependent covariances can be obtained from approximate forms of the Kalman filter like the ensemble Kalman filter (Evensen 1994; Houtekamer et al. 2009 ).
Instabilities in atmospheric flows can be triggered by small perturbations to initial conditions and these can be characterized using adjoint methods that enable us to trace back the source of errors in a forecast to errors in the analysis. Lacarra and Talagrand (1988) showed that it is possible to characterize the structure of perturbations to the initial conditions that would lead to the most significant growth over a finite period of time. Those correspond to the so-called singular vectors that define the unstable subspace containing those perturbations that will experience the most significant error growth. This has been the foundation of the design of ensemble prediction systems that aim to determine how errors in the analysis and the model will lead to forecast errors in the medium range (Molteni et al. 1996; Buizza et al. 2007a) .
Since it is possible to characterize those regions where perturbations in the analysis can lead to important error growth, the next logical step was to use this information to deploy observations in those areas where a reduction in the analysis error could lead to the most important reduction of the forecast error. This is the basis of targeting methods, which use information from singular vector or sensitivity gradients to plan the deployment of adaptive observations. The Fronts and Atlantic Storm Track Experiment (FASTEX) campaign (Joly et al. 1999) was the first to test targeting methods and observations were deployed according to sensitivity gradients. Other campaigns followed like the North Pacific Experiment (NORPEX; Langland et al. 1999) , the 2003 Atlantic The Observing System Research and Predictability Experiment (THORPEX) Regional Campaign (ATReC; Petersen and Thorpe 2007; Langland 2005a) and recently, the 2008 THORPEX Pacific-Asia Regional Campaign (T-PARC). From all those campaigns, the conclusions are that the impact of observations deployed over sensitive areas in the extratropics identified from singular vectors is, on average, about twice that of any other single observation, but the overall impact is small because of the large volume of data now assimilated (Langland 2005b; Kelly et al. 2007; Buizza et al. 2007b; Cardinali et al. 2007 ). These results bring us to reconsider the value of expensive observation campaigns for the sole purpose of assessing if targeted observations do lead to significant reduction of the forecast error. The current wisdom is that, if observations are to be deployed, it is then appropriate to take into account sensitivity information to do it. Particularly, this may be valuable for adaptive data selection for satellite data. Currently, because of limitations in the assimilation systems, a small fraction of the incoming volume of satellite data can be assimilated (Liu and Rabier 2002) . Adaptive data selection is now being considered to assess whether this results in improvements in the quality of forecasts. Fisher and Andersson (2001) have proposed a reducedrank Kalman filter (RRKF) that restricts the evolution of the background-error covariances within an unstable subspace spanned by singular vectors. Their experimentation was thorough and went all the way to include the RRKF to provide the background-error covariances for the European Centre for Medium-Range Weather Forecasts (ECMWF) four-dimensional variational data assimilation (4D-Var). This was found to lead to a positive but small impact on the resulting forecasts, which was not deemed significant enough to implement this approach in the ECMWF operational suite. Currently, hybrid approaches have been proposed in which ensemble methods are used to define a subspace that is appropriate to describe the evolved background-error covariances (Buehner et al. 2010a,b; Berre et al. 2009 ). The preliminary results are very positive and this has sparked a renewed interest to include flow-dependent background-error covariances when cycling a 4D-Var assimilation system. This paper's objective is to investigate some issues associated with the use of sensitivity information in the representation of background-error covariances with a 3D-Var assimilation system. Hello and Bouttier (2001) did propose an approach through which a priori sensitivity information from a single singular vector was included within the background-error covariance matrix, denoted by B. Their approach is called an adapted 3D-Var as it includes some flow dependency. The a priori sensitivity was used to deploy targeted data during the FASTEX campaign (Hello et al. 2000) . In the present paper, a variant of their algorithm is presented and tested both in a simple one-dimensional variational data assimilation (1D-Var) context and in 3D-Var. The rationale on which this study is based is the following.
The 24-or 48-h forecast error can be evaluated by comparing it with respect to a verifying analysis, and the adjoint of the forecast model can be used to define the change in initial conditions that would reduce the forecast error. This is referred to as key analysis errors, a term coined by Klinker et al. (1998) and has been the object of several studies afterward (Laroche et al. 2002; Langland et al. 2002; Caron et al. 2007a ). This will be referred to as an a posteriori sensitivity function because it can only be obtained as a diagnostic of the origin of forecast error. In addition, a priori structure functions defined either as leading singular vectors (SVs) or from the gradient sensitivity vector method (Hello et al. 2000) are tools that have been widely applied in sensitivity studies, particularly for the development of targeting techniques. In the gradient sensitivity vector method, the cost function can be defined with respect to a particular aspect of the forecast at a later time and then to find out what are the changes to the initial conditions that will have the greatest impact on the forecast error growth. For example, taking the average of surface pressure of a 24-h forecast over an area of interest, one can then identify areas where changes in the current analysis could have a significant impact as defined by the sensitivity cost function. In Hello et al. (2000) , this has been used to identify those regions where small changes to the initial conditions can be expected to lead to substantial changes in the forecast.
If a posteriori key analyses, as proposed by Klinker et al. (1998) , do result in a dramatic reduction of forecast error, it would make sense to use those as structure functions within the B matrix so that observations would be used to define its amplitude. What was expected is that the amplitude of the key analysis would be recovered. However, this is not what happened. On second thought, the signal that was to be recovered was very small, which raised the question whether those structures could be detected at all by the observations, which contain some amount of observation error.
The paper is organized as follows. Section 2 briefly presents the formulation of the variational 3D-Var data assimilation system and its adapted 3D-Var version.
Section 3 presents the assimilation in the subspace spanned by a single sensitive direction. A particular point concerns the observability of a structure function defined from a posteriori sensitivity. Results with a simple 1D-Var model are presented in section 4 to illustrate the new approach. Section 5 introduces different a posteriori sensitivity structures chosen for this work and results based on adapted 3D-Var experiments are described in section 5. Finally, section 6 summarizes the results and presents some conclusions.
2. Flow-dependent structure functions in 3D-Var:
The adapted 3D-Var
When representing the background-error covariance matrix B in a subspace of low dimension with respect to that of the control variable, a regularization term can be added based on the usual 3D-Var covariances with homogenous and isotropic correlations. This can be done in different ways (Fisher 1998; Hamill and Snyder 2000) . Here, a variant of the method of Hello and Bouttier (2001) is proposed.
a. 3D variational assimilation
The 3D-Var data assimilation used here has been developed at Environment Canada and is described in Gauthier et al. (1999 Gauthier et al. ( , 2007 . The basic objective of 3D-Var is to obtain the best estimate of the true atmospheric state at the analysis time. In its incremental form, the analysis increment is dx 5 x 2 x b , where x is the model state, x b is the background state, and dx is obtained by minimizing the cost function:
where B and R represent the background and observation error covariance matrices, respectively; y9 5 y 2 H(x b ) is the innovation vector; y the observation vector; and H is the linearized version of the observation operator H that maps the model state vector x to observation space. For sake of simplicity, it is assumed that there are no outer iterations. At its minimum, (1) yields the analysis increment dx a that is added to the background to obtain the analysis x a defined as
where K stands for the Kalman gain matrix expressed as
In 3D-Var, the background-error covariances are represented as a stationary matrix. Recently, the assimilation system of Environment Canada has been extended to 4D-Var (Gauthier et al. 2007) , in which the background state is compared to the observations at the exact observation time. Moreover in 4D-Var, the backgrounderror statistics are implicitly evolved over the assimilation window, which makes them flow dependent. This slightly relaxes the assumption of stationarity implicit in 3D-Var. In the context of the cycling process of any data assimilation system, it may be important to include a flowdependent form for the background-error covariances to account for the evolved covariances from the previous assimilation (Fisher and Andersson 2001; Buehner et al. 2010a,b) .
b. Adapted 3D-Var approach
To account for anisotropic atmospheric flow, flow dependence can be included in B. The approach at ECMWF has been to explicitly incorporate, within the backgrounderror covariance matrix of 4D-Var, a flow-dependent component defined in a subspace spanned by the leading Hessian singular vectors. This is referred to as a reduced-rank Kalman filter (RRKF ; Fisher 1998; Beck and Ehrendorfer 2005) . Results demonstrate that the impact of the RRKF is small when the number of Hessian singular vectors used is small compared to the dimension of phase space (Fisher and Andersson 2001) .
In the context of 3D-Var, Hello and Bouttier (2001) proposed to estimate the flow-dependent backgrounderror covariances along a single sensitive direction. This approach uses the adjoint-based sensitivities to define the background-error covariance matrix along that component and the stationary background covariances for the remaining orthogonal subspace. As the spatial structure of the analysis increments is driven by the formulation of the background-error covariance, the result is that the analysis increment gives a representation of the sensitivity structure function and its amplitude is determined from the fit to the observations that project in that direction. Otherwise, the analysis increment gives a representation of the stationary background-error covariance matrix commonly used in 3D-Var.
A variant of this approach is proposed here to make corrections to the background along a single sensitive direction. This approach will be referred to as the adapted 3D-Var, for which the background-error covariance model embeds the structure functions as defined by sensitivity functions. The new background-error covariance matrixB x is composed of the original covariance matrix B h with homogeneous and isotropic error correlations to which an additional component is added in the direction spanned by the sensitivity function f. For any given sensitivity function f, the corresponding sensitivity structure function v is defined as
where the inner product hf,
f has been used to normalize f. The new covariance matrix is theñ
with s 2 the variance added to the background error in the sensitive direction. This assures that the 3D-Var behaves according to B h in regions where the sensitivity function vanishes, but adopts the structure of the sensitivity function where it does not.
To formulate the background term in (1) requires the inverse of the covariance matrixB x . In the appendix, it is shown that
When introducing this in (1), it becomes
where
Details can be found in the appendix. It can be seen that the standard 3D-Var is retrieved when s 2 5 0. The analysis increment can be expressed as dx a 5Ky9 where the gain matrixK is
3. Assimilation in the subspace spanned by sensitivities
The motivation for introducing a sensitivity structure in the background covariance is for its potential to impact the most the forecast at a given lead time. In this section, we investigate the case where the backgrounderror covariance contains only that flow-dependent structure. This is the limiting case that reflects the early rationale that comparison to observations would be used to determine the amplitude of the structure having the correct dynamics associated with error growth and at the same time agreeing with the available observations. a. Use of a B matrix confined within the subspace spanned by a single sensitive direction Assuming that the s term in (4) does not vanish, we are also interested in the limiting solution when the parameter s increases. To present the argument, we will take B h 5 0 and the background-error covariance matrix is reduced to its component in the subspace spanned by the sensitivity function and (4) may be written as B x 5 s 2 vv T . The analysis increment is then confined to that subspace and can be expressed as
and its amplitude a is then found to be
The coefficients C 1 5 (Hv)
(Hv) control the magnitude of the analysis increments and depend on several parameters such as the matrix R of observation error covariances, the estimated innovation, the volume of observations, and also their locations with respect to the amplitude of the sensitive function (Hv). Here, C 1 is the projection of the scaled innovation vector R 21/2 y9 onto the subspace spanned by the sensitivity function and C 2 is the norm of R
21/2
Hv also scaled with respect to the observation error. If R 21/2 y9 happens to be orthogonal to R 21/2 (Hv), then C 1 5 0 and thus dx a 5 av 5 0. On the other hand, if R 21/2 y9 happens to be completely in the subspace spanned by the sensitive direction, then C 1 6 ¼ 0. Moreover, it is important to point out that the amplitude of the analysis increment (9) will be small if the observation is located in areas of weak sensitivity (v ' 0) or if the observation value is similar to the background value, even if the observation is located inside an area of strong sensitivity. For large values of s, the maximum amplitude is given by the ratio C 1 /C 2 .
This limiting particular case indicates that a single observation should be enough to determine a: the value of a can be determined by a single observation, which would be the true value a t if the observation were perfect. On the other hand, (9) indicates that when several observations are used, it is the average of the projection of the innovations onto the sensitivity structure that will define the amplitude. This raises the issue of whether the observations are able to detect a particular structure when observation error is present.
Finally, the information content, or degrees of freedom per signal (DFS), corresponds to DFS 5 tr(HK) 5 s 2 C 2 1 1 s 2 C 2 whenB x 5 s 2 vv T . In the limit s / ', DFS / 1, which indicates that when a single direction defines the analysis correction, the degrees of freedom can be reduced by at most 1. Moreover, the analysis increment can be expressed as
As C 1 represents the projection of the innovations in the direction of v, this shows that information will be added only if the observations can detect the sensitivity structure.
b. Observability of a perturbation structure
To quantify the agreement between the structure function in observation space and the existing observation network, a correlation coefficient r is defined as
where Hv is the sensitivity structure function in observation space, y9 is the innovation vector, R is the observation error covariance matrix, and J o (0) is the observation component of the cost function evaluated before the minimization. Small values of the correlation coefficient indicate that the structure function does not agree well with the innovation vector. The observability of a sensitivity structure function can then be defined as the correlation r given by (10). With the assumption that observation errors are uncorrelated, the covariance matrix R is diagonal and the correlation coefficient can be computed separately for each family of observations. This partition per observation type permits to reveal which data types project the most on a given structure function. In particular, when a single observation is assimilated, the value of the correlation r will be equal to 1, unless either Hv or y9 are exactly null.
In the next section, a simple 1D-Var example is used to illustrate this point.
Example based on 1D-Var experiments
A simple one-dimensional (1D) univariate analysis system is used, which is very similar to the one used by Hello and Bouttier (2001) and by Bergot and Doerenbecher (2002) . It consists of a circular domain with perimeter of 30 000 km. Within the incremental framework, the cost function is rewritten as in (1) which implies that the background is taken to be null and the observations replaced by the innovation departures y9 with respect to the background. The background-error covariance matrix B h in physical space assumes isotropic error correlations in the guess field, with a length scale of 300 km. The observation error covariances are assumed to be uncorrelated with the same observation error variance. Therefore, R 5 s o 2 I, where I is the identity matrix and s o 2 is the observation error variance. The sensitive function is represented using simple trigonometric functions as
where L is the length of the circular domain and L b 5 600 km is the correlation length scale for f. The experiments will first try to assess the extent to which a signal of given amplitude can be detected by observations for different levels of observation error. This would correspond to a posteriori sensitivity functions often used to trace back the key analysis errors that can explain forecast error at a given lead time (Klinker et al. 1998; Laroche et al. 2002) . So we know after the fact what should be the structure of the correction to the analysis that would impact the forecast the most. The objective is then to use the a posteriori sensitivity as a structure function and find out if the analysis will recover the correct amplitude. In the computation of a posteriori sensitivities no constraint is imposed to have the analysis increment close to the observations. Taking the background state to be zero and the true state x t 5 a t v, the background error of this particular realization is then « b 5 2a t v. On the other hand, the observation is such that y 5 y t 1 e o 5 a t Hv 1 e o and the background-error covariance matrix is taken asB x 5 s 2 vv T . The innovation is then y 2 Hx b 5 a t Hv 1 e o so that
which expresses the signal a t with respect to the observation error projected along v. To illustrate the impact of the observation error, a posteriori sensitivities have been sampled to generate the observations used in the assimilation. Implicitly, it is assumed then that the amplitude of the sensitivity function is below the level of the background error but greater than that of the observation error so that it can be detected by observations. Assuming a t 5 2, Table 1 gives the values of the coefficients C 1 and C 2 , and the correlation coefficient r for three experiments in which
the observation is first taken to be the truth and then when random observation error is added with variance s o 2 5 1 and 4, respectively. In all three cases, experiments were done with 10, 20, and 40 observations at different locations, to improve the sampling of the structure of the signal. With perfect observations, the amplitude is recovered and the correlation is very close to 1. Adding an observation error dramatically reduces the correlation. With s o 2 5 1, the correlation decreases with the number of observations. Increasing the observation error to a level that compares with the signal, there is no correlation at all between the analysis increment and the sensitivity function. Figure 1 shows the amplitude of the analysis increment as a function of s for these experiments. When s o 2 5 1, the amplitude is less than the actual value that reflects the fact that the presence of random error ''blurs'' the signal.
As studied in Hello and Bouttier (2001) and Bergot and Doerenbecher (2002) , a single observation should be enough to determine the amplitude of the correction, provided this observation projects onto the sensitivity structure (C 1 6 ¼ 0). However, if an observation error is present, then the analysis would also fit the observation error. This would happen when s 2 / '. With more observations and with no observation error, all observations would agree on what a should be; but if the observation error is above the signal, a would vary randomly and the overall fit should yield a value near zero. This is what Fig. 1 indicates.
In those previous experiments, the background-error covariance used a sensitivity structure function that corresponded exactly to what was observed. However, the sensitivities are computed under a number of assumptions and this may result in differences in sensitivities present in the atmosphere and detected by the observations from those being computed with a given numerical model (referred to as v t ). In a second set of experiments, different structure functions were used in the background term and to generate the observations. In these experiments, the observations were generated by introducing In summary, a 1D-Var example was used to show that, in the presence of observation error and with several observations, the adapted 1D-Var can recover the signal, provided the observation error is smaller than the signal. If the sensitivity structure functions differ from those present in the atmosphere and detected by the observations, the adapted 1D-Var will underestimate the amplitude of the signal. In the next section, an adapted 3D-Var was implemented within the variational system of Environment Canada and experiments have been carried out to test if the added flow-dependent structure function manages to improve the forecasts.
Results with 3D-Var using different definitions for the structure functions
A posteriori sensitivities have a structure and amplitude that result in a significant reduction in the forecast error. However, they are not constrained to fit the observations at the initial time (Isaksen et al. 2005) . In this section, sensitivity structure functions are defined as normalized a posteriori sensitivities. The object is then to investigate the extent to which the assimilated observations can recover the amplitude of the a posteriori sensitivity. There are different ways to define the a posteriori sensitivities. The sensitivities depend on the metric used to measure the forecast error (e.g., dry energy norm, Hessian norm, etc.). The definition of norm may also involve the area over which it is computed. When the sensitivity function is computed globally, this defines a global sensitivity function. Local sensitivity functions can be also calculated to identify the source of forecast error only over a local area (Hello and Bouttier 2001) . By computing the forecast error over a limited area, the local sensitivity function focuses in changes in the initial conditions that will impact that specific area at a given lead time. In Caron et al. (2007b) , the computation of sensitivity functions was done by imposing also a nonlinear balance constraint using a potential vorticity (PV) inversion method. Finally, it is important to remember that the sensitivities, as for singular vectors, depend on the resolution and configuration of the adjoint model (e.g., simplified physics, vertical extent, and resolution). This leads to several possibilities to consider as potential sensitivity structure functions.
Several experiments in which different definitions of the sensitivity functions were used as structure functions in an adapted 3D-Var based on the operational 3D-Var of Environment Canada (Gauthier et al. 1999 (Gauthier et al. , 2007 . Experiments involving winter cases documented by Caron et al. (2007a) will be discussed. Key analysis errors were estimated for four 3D-Var analyses: at 1200 UTC 6 January and 27 January 2003, at 0000 UTC 19 January 2002, and at 1200 UTC 6 February 2002. Those cases were associated with cases of severe weather over North America. 
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For all cases, a posteriori sensitivities were computed in different ways to minimize the 24-h forecast error as measured with respect to a verifying analysis. The method employed is explained in Laroche et al. (2002) and Caron et al. (2007a) . Four types of structure functions will be considered in our study: d a global sensitivity, for which the error is measured globally, d a local sensitivity, for which the error is measured over an area on the east coast of North America, d a hemispheric sensitivity function computed over the latitudinal band 258-908N, d a sensitivity function, for which the control variable is potential vorticity (PV), which constrains the sensitivity to be more dynamically balanced, hereinafter called PV-bal (Caron et al. 2007b ).
All cases used the dry energy norm at initial and end time. As already mentioned, the analysis increment (9) has the direction of the sensitivity structure function and the amplitude that best fits the observations. Table 2 summarizes the correlation associated with different observation types for all four cases. The results show poor correlations between the observations and the sensitivity functions in observation space. This indicates that in the limiting case where s / ', the adapted 3D-Var could not be expected to improve the forecast as much as the key analyses do. This is true for all cases considered here.
a. A test case
For each case documented in Caron et al. (2007a) , regular 3D-Var global analyses were performed using the full set of observations assimilated operationally at Environment Canada and the background state is the same that was used in the 3D-Var system operational at the time. For each case, the analysis increment is as close as possible to the true atmospheric state in a root-meansquare sense. To test the adapted 3D-Var, analysis increments obtained from 3D-Var analyses were normalized with respect to the norm hf, f i B defined in section 2b and used as the structure function v inB x 5 s 2 vv T . In that case, the objective was to test whether this limiting case of the adapted 3D-Var could recover the amplitude of the analysis increment, knowing that this structure does have the ability to fit the observations. Figure 3 shows the estimated amplitude of the analysis increment calculated from (9) as a function of the parameter s for different families of observational data. The estimated amplitude of analysis increment increases rapidly with s and saturates for each data types at a value corresponding to the ratio C 1 /C 2 . This example indicates that the adapted 3D-Var analysis increment recovers the amplitude of the sensitive function when s is sufficiently large. To assess the agreement between the analysis increment for each case and the observation network, the correlation coefficients have been computed for all data types and the results are summarized in Table 3 . The correlation coefficients values are shown for each family of observations and all observations combined indicate good agreement for all cases.
b. Application in an adapted 3D-Var context
The adapted 3D-Var is closer to the observations than the 3D-Var for observed storm cases documented in Caron et al. (2007a) . A measure of the fit to the observations is given by the observation component of the cost function J o . Following Caron et al. (2007a) , the relative difference in J o is examined individually for each family of observations [radiosondes (raob), aircraft report (AIREP), surface and ship data (SURFC), radiances data from satellite: Advanced Television and Infrared Observation Satellite (TIROS) Operational Vertical Sounder (ATOVS), and wind vectors derived from satellite data: atmospheric motion vectors (AMVs)] and for the combined set of observations combined (TOTAL), in the form As demonstrated by Caron et al. (2007a,b) , adjoint sensitivity structures from the Canadian Meteorological Centre (CMC) energy-norm-based key analysis error algorithm manage to minimize short-range (24 h) forecast errors, but depart more from the observations than the original 3D-Var analysis. The percentage of improvement or degradation of the fit to the observations is shown in Fig. 4 when a posteriori sensitivities are used as structure functions in the adapted 3D-Var. The results show that the experiments with different ways to define sensitivity functions can lead to quite different results. However, for the cases presented here the results are approximately neutral.
c. Experiments with a pseudoinverse defined in a subspace spanned by a finite number of singular vectors
For true flow-dependent background-error covariances, a priori structure functions would be defined either as a finite number of singular vectors (Leutbecher 2003) or from the sensitivity gradient that identifies those structures that would impact the most the forecast as measured by a given metric (Hello and Bouttier 2001) . Here, the question asked is to know whether those structures can both fit the observations and reduce the forecast error.
The SVs are the perturbations with the largest amplification rate over a given time interval. A set of 60 singular vectors was calculated for 18 cases of December 2007 for a time interval of 48 h. The singular vectors are calculated using the total energy norm at initial and final times. The first singular vector (SV 1 ) has the largest singular value that is much larger than the others. The correlation coefficients values in Table 4 , suggest that the SV 1 at initial and final time does not correlate well with the innovation vector. The pseudoinverse is the perturbation with the largest impact on the forecast error (Mahidjiba et al. 2007 ) obtained by expressing the forecast error at 48 h as a linear combination of a finite number of singular vectors. Using here the set of 60 singular vectors, this leads to a correction to the initial conditions that does reduce the forecast error represented in a subspace that truly represents the growing modes of forecast error. However, the last column of Table 4 indicates that this pseudoinverse is not well correlated with the observations either: the correlation coefficient is no better than that of the first singular vector alone. We therefore conclude that the structures defined by singular vectors are not well correlated with observations, which means that they are not observable given the level of error in the observations being assimilated. Of course, different factors influence the definition a singular vector: metric used at the initial and final time, characteristics of the tangent-linear and adjoint model used, and other factors. Our experiments only cover a single example and it would be worth investigating if these factors can lead to more observable singular vectors. This is beyond the scope of the present study.
Summary and conclusions
The argument presented in this paper is that structures that can explain a substantial part of future error growth have a small amplitude and the signal is often below the level of observation error. In other words, the signal-to-noise ratio is too low for them to be detected by observations. This is an important issue for the use of flow-dependent structures that could be related to precursors of error growth. Several experiments have been performed to include known a posteriori sensitivities as structure functions within a so-called adapted 3D-Var. The results obtained by Caron et al. (2007a,b) and in our own experiments indicate that a posteriori key analyses do succeed to significantly reduce the forecast error, but tend to pull the analysis further away from the observations than the reference analysis they were correcting. The experiments with an adapted 3D-Var manage to correct the analysis with the structure of the key analysis under the constraint that the resulting analysis is close to the observations. The results indicate that the analysis is then close to the observations, but this does not significantly improve the quality of the forecast. Pushing this to the limit where the bulk of the forecast error variance is put in the direction of the sensitivity structure function, it was expected that one would recover the amplitude of the a posteriori sensitivity (or key analysis). This was not the case. A close study of this limiting case indicated that the retrieved amplitude is determined by the correlation of the structure function with the innovations. With a single observation, one recovers the projection of the innovation in that direction; but adding more observations results in very small amplitude, as the correlation of the innovation vector with the image, in observation space, of the sensitivity structure function is small. The Langland and Baker (2004, hereafter noted as LB04) method is projecting the analysis correction onto the structures that should influence the most the forecast. This is in essence the same thing as what the singular vectors are aiming for using the adjoint model to identify those structures that influence the most the forecast at a given lead time. In many studies that used the LB04 method, it was found that the impact of individual observations could be positive. In fact, it was found that only a little more than half of the observations had a positive impact on the forecast. In view of our results, this seems to indicate that the signal is at the noise level and can barely be detected by the available observations. These results are important and more thought is needed on how to include information about precursors in the analysis. An element that needs to be considered is that the analysis may have to wait for the instability to develop above the signal-to-noise ratio for the observations to be able to detect it and properly correct the initial conditions. In a sense, this would indicate that evolved covariances obtained from a Kalman filter as obtained from an ensemble Kalman filter (Houtekamer et al. 2009 ) should be better observable than covariances represented in a subspace spanned by singular vectors. However, evolved singular vectors could be a good prospect. This will be the object of future work. In terms of these new variables, we have I À s 2 s 2 1 1ṽṽ
This allows us to introduce another change of variable j 5 Lj, so that j 5 L À1j . The inverse of L is found to be
so that (A2) is finally expressed as
Its gradient is readily found to be
