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Abstract
In this work we establish some types of transportation cost inequalities for two kinds of probability
measure-valued processes: Wasserstein diffusions and Fleming–Viot processes. Besides, we prove that the
Fleming–Viot processes generally don’t satisfy the super Poincaré inequalities.
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1. Introduction
Transportation cost inequality on a continuous space was firstly established by Talagrand for
Gaussian measure on Euclidean space Rn. This inequality can yield the dimension-free concen-
tration property of the corresponding probability measures (see [15,24]), which is of considerable
importance. Due to the importance of Talagrand’s inequality, it has motivated a lot of research
works on this topic, for example, [16,3,12]. Refer to the survey [13] and the book [25] for more
details on this extensively studied topic.
Let E be a measurable space with a metric d . Let P(E) denote the set of all probability
measures on E and define the Lp-Wasserstein distance for p  1 between any two probability
measures μ and ν in P(E) by
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π∈C (μ,ν)
{ ∫
E×E
d(x, y)pπ(dx,dy)
}1/p
(1.1)
where C (μ, ν) denotes the collection of all probability measures on E×E with marginals μ and
ν respectively, i.e. the collection of all couplings of μ and ν. A probability measure μ ∈ P(E)
is said to satisfy the L2-transportation cost inequality (or T2-inequality) if and only if
W2(ν,μ)
√
CH(ν|μ), ∀ν ∈ P(E), (1.2)
holds for some positive constant C, where H(ν|μ) is the relative entropy of ν with respect
to μ defined by H(ν|μ) = ∫
E
log( dνdμ)dν, if ν is absolutely continuous with respect to μ and
H(ν|μ) = +∞ otherwise. Talagrand [24] established the inequality (1.2) for Gaussian measure
on Euclidean space. Subsequently, it has been generalized to the following form (called Tp-
inequality): for p  1,
Wp(ν,μ)
√
CH(ν|μ), ∀ν ∈ P(E). (1.3)
By Hölder’s inequality it’s obviously that if μ satisfies Tp-inequality, then μ satisfies Tq -
inequality for p  q  1.
To establish the transportation cost inequalities, there are mainly two kinds of approaches.
The first approach is to establish it via functional inequalities for an associated Dirichlet form.
For example, Otto and Villani [16] and Bobkov et al. [3] derive the T2-inequality from the
Log-Sobolev inequality, where [16] used the PDE technique to construct a flow connecting two
desired probability measures and [3] took advantage of the Hopf–Lax formula for the solutions
of Hamilton–Jacobi equations. F.-Y. Wang [28] established the following type of transportation
cost inequalities using the super Poincaré inequalities under a curvature condition: for p ∈ (1,2),
Wp(ν,μ)
p  CH(ν|μ), ∀ν ∈ P(E), (1.4)
holds for some C > 0 if and only if the following super Poincaré inequality∫
E
f 2 dμ r
∫
E
|∇f |2 dμ + β(r)
(∫
E
|f |dμ
)2
, ∀r > 0, ∀f ∈ C1(E)
holds for β(r) = exp[c(1 + r − 2(p − 1)/p)]. In [28], the author considered the case E to be a
Riemannian manifold and μ in the form μ(dx) = eV (x) dx for some V ∈ C(E).
The second approach is integral criteria, which is motivated by Bobkov and Götze’s work [4]
then developed by the works [6,12,5]. For instance, according to [6], T1-inequality holds for μ if
and only if there exists some λ > 0 such that∫
E
eλd
2(x,x0)μ (dx) < +∞
for some fixed point x0 ∈ E. According to [5, Corollary 4], for p  1,
Wp(ν,μ)
2p  CH(ν|μ), ∀ν ∈ P(E) (1.5)
holds for some C > 0 provided
∫
E
eλd(x,x0)
2p
μ (dx) < +∞ for some λ > 0 and some fixed
x0 ∈ E. Due to [12, Theorem 1.15], by setting c(x, y) = d(x, y)q and α(r) = r2p , one can obtain
that for q ∈ [1,2p)
Wq(ν,μ)
2p  CH(ν|μ), ∀ν ∈ P(E) (1.6)
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∫
E
eλd(x,x0)
2pμ(dx) < +∞ for some λ > 0 and some fixed
x0 ∈ E. Note that both (1.5) and (1.6) do not cover the T2-inequality (1.2). Compared with
inequalities (1.5) and (1.6), the inequality (1.4) has the advantage of tensorization property, which
implies a dimension-free concentration property for product measures (cf. Ledoux’s book [14]).
In this paper, we will establish the L2-transportation cost inequality for a probability measure-
valued stochastic process, i.e. Wasserstein diffusion. Wasserstein diffusion was firstly established
by von Renesse and K.T. Sturm in [27] through Dirichlet theory on the space P([0,1]) and
P(S1), where S1 is the one-dimensional unit circle. Andres and von Renesse [2] have studied the
particle approximation of Wasserstein diffusions. Since the intrinsic metric of the corresponding
Dirichlet form is just the L2-Wasserstein distance between two probability measures, this pro-
cess is usually called “Wasserstein diffusion”. It connects naturally with the problem of optimal
transport map, which plays an important role in several research fields, such as Monge–Ampère
equation, the bound of Ricci curvature in abstract metric space, and the solutions of nonlinear
differential equations. We refer to Villani’s book [26] for detailed discussion on this topic.
Wasserstein diffusion is completely different from well-known Dawson–Watanabe and
Fleming–Viot type super processes. But it also connects with the Fleming–Viot processes.
Indeed, in [19,22], a new type of Wasserstein diffusion whose reversible measure is the Poisson–
Dirichlet process has been established independently. It’s well known that the Poisson–Dirichlet
process is also the reversible measure of the Fleming–Viot process with parent-independent mu-
tation (cf. [9]). Compared with the Fleming–Viot processes, Wasserstein diffusions possess some
good properties. For instance, Döring and Stannat [7], Stannat [22] and our work [19] showed
that both types of Wasserstein diffusion satisfy the Log-Sobolev inequalities, but Stannat [21]
showed that the Fleming–Viot process with parent-independent mutation generally does not sat-
isfies the Log-Sobolev inequality. These facts means that the semigroup of Wasserstein diffusion
converges exponentially in entropy to its reversible measure, the Poisson–Dirichlet process, and
the semigroup of Fleming–Viot process can only converge exponentially to the Poisson–Dirichlet
process exponentially in L2-norm.
In the present work, we further study the properties of Wasserstein diffusions and the
Fleming–Viot processes. We establish the L2-transportation cost inequality from the Log-
Sobolev inequality for the Wasserstein diffusion. Moreover, (1.5) and (1.6) also hold thanks to
the boundedness of Wasserstein distance on the interval [0,1] and the integral criteria for (1.5)
and (1.6). But for the Fleming–Viot processes, due to its intrinsic metric is equivalent to the total
variation norm (cf. Schied [17]), and due to the integral criteria, we can obtain the transportation
cost inequalities in the form (1.5) and (1.6). We also want to establish the transportation cost
inequality in the form (1.4), so that we need to consider the super Poincaré inequality for the
Fleming–Viot processes. But we shall show that, generally, it does not satisfy the super Poincaré
inequality (see Proposition 2.3 below for detailed condition).
We adopt the Bobkov–Gentil–Ledoux’s method to establish the T2-inequality for Wasserstein
diffusion. In [3], the authors considered the case of finite dimensional space. In Gentil [11], the
author made a try in the infinite dimensional space, i.e. the abstract Wiener space. In Shao [18],
we gave out an abstract structure to establish the T2-inequality through Hamilton–Jacobi semi-
group, which is especially useful in infinite dimensional spaces, such as path groups, loop groups
and path space over Riemannian manifold. In this paper, we need to further generalize this
abstract structure in order to apply it to the space of all probability measures, where the ex-
plicit form of intrinsic metric for our Wasserstein diffusion plays an important role in applying
Hamilton–Jacobi semigroup method (see Lemma 3.3 below). Precisely, to apply the Hamilton–
Jacobi semigroup method, the key point is to establish the Hamilton–Jacobi inequality. In order
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intrinsic metric for our Wasserstein diffusion is in the class of Wasserstein distance, i.e.
W1(μ1,μ2) dess(μ1,μ2)
√
W1(μ1,μ2).
But if we replace it by the Wasserstein distance, the Hamilton–Jacobi inequality established in
Lemma 3.3 will not hold either.
From our above discussion, we find it’s necessary to further study how to establish the trans-
portation cost inequalities from functional inequalities. The reasons are: on one hand, some
kinds of transportation cost inequalities haven’t corresponding integral criteria, for instance, T2-
inequality (1.2); on the other hand, the constant C obtained from integral criterion is usually very
large, as it contains merely the concentration property of corresponding measure. But functional
inequalities usually contain more information, such as the Dirichlet forms of the corresponding
processes, which provides us sharper constant. In our case, we obtained a constant related to
the parameter θ for the Poisson–Dirichlet process Πθ,Leb. The parameter θ represents the mu-
tation intensity of the Fleming–Viot process when Poisson–Dirichlet process Πθ,Leb acts as the
reversible measure of this process.
This paper is organized as follows: in the next section, after introducing some basic facts
about Wasserstein diffusion and the Fleming–Viot process, we state our main results of this
paper: Theorem 2.2 and Proposition 2.3. The proofs of these results are given in Section 3.
2. Preliminaries and main results
Let E be a Polish space, and P(E) be the set of all probability measures on E. Set P(P(E))
be the set of all probability measures on P(E). The Fleming–Viot process is initially established
as the scaling limit of the measure-valued Moran model. The Fleming–Viot operator is defined
as
(Lφ)(μ) = 1
2
∫
E
∫
E
μ(dx)
(
δx(dy) − μ(dy)
) δ2φ(μ)
δμ(x)δμ(y)
+
∫
E
μ(dx)A
(
δφ(μ)
δμ(·)
)
(x), φ ∈ Cyl(D(A)), (2.1)
where δφ(μ)
δμ(x)
= ddt |t=0φ(μ+ tδx), δx denotes Dirac measure at x and A is the generator of a Feller
semigroup on C(E) with domain D(A), which represents the random mutation. Here
Cyl
(D(A))= {φ: φ(μ) = F (〈f1,μ〉, . . . , 〈fn,μ〉), F ∈ C∞(Rn), fi ∈ D(A), n ∈N},
(2.2)
where 〈f,μ〉 = ∫
E
f dμ for f ∈ B(E). The operator A is called parent-independent mutation if
(Af )(x) = θ
2
∫
E
(
f (y) − f (x))ν0 (dy), (2.3)
for some θ > 0 and ν0 ∈ P(E). In this case, Bb(E) ⊂ D(A). T. Shiga [20] showed that
there is a unique reversible measure Πθ,ν0 ∈ P(P(E)) which is characterized by the prop-
erty that whenever k  2 and {Λ1, . . . ,Λk} is a partition of E into disjoint sets, the map-
ping μ 	→ (μ(Λ1), . . . ,μ(Λk)) under Πθ,ν0 has the Dirichlet distribution with parameter
θν0(Λ1), . . . , θν0(Λk), i.e.
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(
μ(Λ1) ∈ dx1, . . . ,μ(Λk) ∈ dxk
)
= Γ (θ)∏k
i=1 Γ (θν0(Λi))
x
θν0(Λ1)−1
1 · · ·xθν0(Λk)−1k δ(1−∑k−1i=1 xi )(dxk)dx1 · · ·dxk−1 (2.4)
on the (k − 1)-dimensional simplex {(x1, . . . , xk); xi  0,∑ki=1 xi = 1}. The measure Πθ,ν0 is
called the Ferguson–Dirichlet process or Poisson–Dirichlet process. Ferguson [10] and Ethier
and Kurtz [8,9] showed that
Πθ,ν0(·) = P
( ∞∑
i=1
ρiδξi ∈ ·
)
, (2.5)
where (ρ1, ρ2, . . .) has the Poisson–Dirichlet distribution with parameter θ , and ξ1, ξ2, . . . are
i.i.d. random variables distributed as ν0, independent of (ρ1, ρ2, . . .). With the Fleming–Viot
operator and Poisson–Dirichlet process Πθ,ν0 , one can define a symmetric Dirichlet form
(EF ,D(EF )) as the closure of
EF (u, v) =
∫
P(E)
u(μ)(Lv)(μ)Πθ,ν0 (dμ)
=
∫
P(E)
corμ
(
δu(μ)
δμ(·) ,
δv(μ)
δμ(·)
)
Πθ,ν0 (dμ), u, v ∈ Cyl
(D(A)),
where corμ(f,g) = 〈fg,μ〉 − 〈f,μ〉〈g,μ〉 for f,g ∈ B(E). The process associated with
(EF ,D(EF )) is called the Fleming–Viot process.
Now let’s consider the case E = [0,1]. Wasserstein diffusion is constructed by the theory
of Dirichlet form. So we need to introduce some notations of Malliavin calculus on P([0,1]).
Let Leb denote the Lebesgue measure and (ψ)∗Leb = Leb ◦ ψ−1 the push-forward measure of
Leb under a measurable map ψ : [0,1] → [0,1]. Let G0 denote the space of all right continu-
ous nondecreasing maps g : [0,1] → [0,1] with g(0) = 0, g(1) = 1. A C2-isomorphism h ∈ G0
means that h : [0,1] → [0,1] is increasing homeomorphism such that h and h−1 are bounded in
C2([0,1]). For each C2-isomorphism h ∈ G0, define a mapping τh :P([0,1]) → P([0,1]) as:
for each μ ∈ P([0,1]) with cumulative distribution function gμ, τh(μ) is a probability measure
with density h¯gμ w.r.t. μ, that is,
dτh(μ)
dμ
(x) = h¯gμ(x), (2.6)
where
h¯g(x) =
1∫
0
h′
(
rg
(
x+
)+ (1 − r)g(x−))dr,
g
(
x+
)= lim
y→x+g(y), g
(
x−
)= lim
y→x−
g(y).
As g is continuous, h¯g(x) = h′(g(x)). As g is of bounded variation, dh(g(x)) = h¯g(x)dg(x)
(refer to [1] for the chain rule of bounded variation functions).
Given a φ ∈ C∞([0,1],R) with φ(0) = φ(1) = 0, let t 	→ X(t, x) be the unique solution of
the following ODE:
dXt = φ(Xt ), X0 = x. (2.7)dt
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φ(0) = φ(1) = 0 yields that etφ(0) = 0, etφ(1) = 1 for all t ∈R. Hence, etφ is a C2-isomorphism
in G0. Set
H0 =
{
φ ∈ C∞([0,1],R); φ(0) = φ(1) = 0}. (2.8)
Define Sφ :P([0,1]) → P([0,1]) by:
Sφ(μ) = τeφ (μ), where φ ∈ H0.
Then it satisfies
S(t+s)φ = Stφ ◦ Ssφ for all t, s ∈R.
For a function u :P([0,1]) →R define its directional derivative along φ ∈ H0 by
Dφu(μ) = lim
t→0
1
t
[
u
(
τetφ (μ)
)− u(μ)] (2.9)
provided the limit exists. Set TμP the closure of H0 in the norm of L2((gμ)∗Leb), which stands
for the tangent space of P([0,1]) at μ.
It’s said u has a gradient at μ if there exists a function x 	→ ∇xu(μ) such that
Dφu(μ) =
〈∇·u(μ),φ〉TμP :=
1∫
0
∇gμ(x)u(μ)φ
(
gμ(x)
)
dx (2.10)
for each φ ∈ H0. Define a symmetric bilinear form by
EW(u, v) =
∫
P
〈∇·u(μ),∇·v(μ)〉TμPΠθ (dμ), (2.11)
for u,v ∈ Cyl := {u: u(μ) = F(〈f1,μ〉, . . . , 〈fn,μ〉), F ∈ C∞(Rn), fi ∈ C1([0,1]), n ∈ N}.
Here and in the sequel, we will use P = P([0,1]) and Πθ = Πθ,Leb for the simplicity of
notations. Then it was proved in [19, Theorem 3.8] that (EW,Cyl) is closable. Its closure
(EW,D(EW)) is a regular recurrent Dirichlet form with reversible measure Πθ . Moreover, it
was proved there that
Theorem 2.1. (See [19,22].) There exists a universal constant C > 0 such that (EW,D(EW)) on
P([0,1]) satisfies the Log-Sobolev inequality with constant less than C/θ , i.e.∫
P
u2 logu2 dΠθ −
∫
P
u2 dΠθ log
( ∫
P
u2 dΠθ
)
 C
θ
EW(u,u), u ∈ D(EW). (2.12)
Note that according to Stannat [21, Theorem 3.5], the Fleming–Viot process associated with
the reversible measure Πθ,Leb does not satisfy the Log-Sobolev inequality.
The intrinsic metric associated to Dirichlet form (EW,D(EW)) is defined by
dess(μ1,μ2) = sup
{
u(μ1) − u(μ2); u ∈ Cyl,
∥∥∇u(μ)∥∥
TμP  1, Πθ -a.e. on P
}
for all μ1,μ2 ∈ P . By [19, Theorem 3.11],
dess(μ1,μ2) = ‖gμ1 − gμ2‖L2[0,1],
W1(μ1,μ2) dess(μ1,μ2)
√
W1(μ1,μ2),
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cumulative distribution function for μ ∈ P .
Define the L2-Wasserstein distance on P(P([0,1])) by
W2(FΠθ ,Πθ) = inf
Γ ∈C (FΠθ ,Πθ )
{ ∫
P×P
dess(μ1,μ2)
2Γ (dμ1, dμ2)
}1/2
, (2.13)
where F  0, and
∫
P F dΠθ = 1. Our main result is:
Theorem 2.2. It holds that
W2(FΠθ ,Πθ)
2  C
θ
∫
P
F 2 logF 2 dΠθ, ∀F  0,
∫
P
F dΠθ = 1. (2.14)
For the Fleming–Viot process, Shield [17] showed that its intrinsic metric is equivalent to the
total variation metric. So if we replace the intrinsic metric dess in the definition of (2.13) with the
total variation metric
‖μ1 − μ2‖TV := 2 sup
B Borel
∣∣μ1(B) − μ2(B)∣∣,
it’s still not clear whether the inequality in the form (2.14) holds or not, since the Fleming–
Viot process doesn’t satisfy the Log-Sobolev inequality in this case. Moreover, we will show
the Fleming–Viot processes with parents-independent mutation and the support of ν0 containing
infinite points do not satisfy the super Poincaré inequalities.
Proposition 2.3. Let E be a Polish space, θ > 0, ν0 ∈ P(E) with support S. Then if the car-
dinality of S, denoted by |S|, is infinite, then the corresponding Fleming–Viot processes with
parents-independent mutation do not satisfy the super Poincaré inequality, that is, there doesn’t
exist any positive function r 	→ β(r) such that∫
P
F 2 dΠθ,ν0  r
∫
P
FLF dΠθ,ν0 + β(r)
(∫
P
|F |dΠθ,ν0
)2
, ∀r > 0, ∀F ∈ Cyl(D(A)).
(2.15)
3. Proofs of Theorem 2.2 and Proposition 2.3
We will follow the approach of [3] and [18] to prove Theorem 2.2. For this purpose, we first
prepare some lemmas. Endow P with topology of weak convergence. Since [0,1] is compact,
the topology of weak convergence coincides with the topology determined by the L2-Wasserstein
distance and P becomes compact (cf. C. Villani’s book [25]).
Definition 3.1. For a measurable function F :P →R, define
(QtF )(μ) = inf
ν∈P
{
F(ν) + 1
2t
dess(μ, ν)
2
}
, t > 0. (3.1)
A function F :P →R is called a Lipschitz function, if there exists some positive constant C
such that |F(μ) − F(ν)| Cdess(μ, ν) for any μ,ν ∈ P . Set the Lipschitz coefficient of F by
‖F‖Lip = sup |F(μ) − F(ν)|
dess(μ, ν)
.
μ,ν∈P, μ =ν
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(i) Qt+s = Qt ◦ Qs for each t, s > 0;
(ii) Qt preserves the class of bounded measurable Lipschitz continuous functions on P ;
(iii) for Lipschitz function F on P ,
∣∣QtF(μ) − F(μ)∣∣ ‖F‖2Lip2 t. (3.2)
Proof. (i) For t, s > 0, we first prove that
inf
σ∈P
{
1
s
dess(μ,σ )
2 + 1
t
dess(σ, ν)
2
}
= 1
s + t dess(μ, ν)
2. (3.3)
Indeed, by the triangle inequality
1
s + t dess(μ, ν)
2  1
s + t
(
dess(μ,σ ) + dess(σ, ν)
)2
= 1
s + t dess(μ,σ )
2 + 1
s + t dess(σ, ν)
2 + 2
s + t dess(μ,σ )dess(σ, ν)
 1
s + t dess(μ,σ )
2 + 1
s + t dess(σ, ν)
2
+
[(
1
s
− 1
s + t
)
dess(μ,σ )
2 +
(
1
t
− 1
s + t
)
dess(σ, ν)
2
]
= 1
s
dess(μ,σ )
2 + 1
t
dess(σ, ν)
2.
On the other hand, there exists a geodesic (σr ; r ∈ [0,1]) on P such that σ0 = μ, σ1 = ν and
dess(μ,σr) = rdess(μ, ν) (cf. for instance, K.T. Sturm [23] for the existence of geodesics). Take
σ = σ s
s+t ∈ P , then
1
s
dess(μ,σ s
s+t )
2 + 1
t
dess(σ s
s+t , ν)
2 =
(
1
s
(
s
s + t
)2
+ 1
t
(
1 − s
s + t
)2)
dess(μ, ν)
2
= 1
s + t dess(μ, ν)
2.
Hence, we obtain (3.3).
By (3.3), it’s easy to get
(Qt+sF )(μ) = inf
ν∈P
{
F(ν) + 1
2(t + s)dess(μ, ν)
2
}
= inf
ν∈P
{
F(ν) + inf
σ∈P
{
1
2t
dess(μ,σ )
2 + 1
2s
dess(σ, ν)
2
}}
= inf
σ∈P
{
inf
ν∈P
{
F(ν) + 1
2s
dess(σ, ν)
2
}
+ 1
2t
dess(σ,μ)
2
}
= inf
σ∈P
{
(QsF )(σ ) + 12t dess(σ,μ)
2
}
= (Qt(QsF ))(μ).
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μ ∈ P there exists μ′ ∈ P such that
F
(
μ′
)+ 1
2t
dess
(
μ,μ′
)2 = inf
ν∈P
{
F(ν) + 1
2t
dess(μ, ν)
2
}
.
Thus
QtF(μ) − QtF(σ) F
(
σ ′
)+ 1
2t
dess
(
μ,σ ′
)2 − F (σ ′)− 1
2t
dess
(
σ,σ ′
)2
= 1
2t
(
dess
(
μ,σ ′
)+ dess(σ,σ ′))(dess(μ,σ ′)− dess(σ,σ ′))
 1
2t
(
dess
(
μ,σ ′
)+ dess(σ ′, σ ))dess(μ,σ )
 1
t
dess(μ,σ ),
where in the last step we used the fact dess(μ, ν) 1 for every μ,ν ∈ P . Changing the places of
μ and σ in above inequalities, similar deduction can yield the inverse inequality.
(iii) Noting that QtF(μ) F(μ) thanks to the definition of Qt , we obtain∣∣QtF(μ) − F(μ)∣∣= F(μ) − QtF(μ) = F(μ) − F (μ′)− 12t dess
(
μ,μ′
)2
 ‖F‖Lipdess
(
μ,μ′
)− 1
2t
dess
(
μ,μ′
)2  t
2
‖F‖2Lip,
and complete the proof. 
Lemma 3.3. For each bounded Lipschitz continuous function F on P , it holds that
D+t (QtF )(μ) := lim sup
s→0+
Qt+sF (μ) − QtF(μ)
s
−1
2
∥∥∇(QtF )∥∥TμP . (3.4)
Proof. First we note that the previous lemma (ii) shows that QtF is also Lipschitz continuous,
and by the Rademacher’s theorem established by [27, Theorem 7.9] (which can be easily mod-
ified to be applicable in our situation), ∇(QtF ) exists and ‖∇(QtF )‖L2(μ)  ‖F‖Lip, Πθ -a.e.
μ ∈ P .
Under the help of the semigroup property of Qt , we only need to prove (3.4) for t = 0. For
each φ ∈ H0,
dess
(
τetφ (μ),μ
)2 =
1∫
0
∣∣etφ(gμ(x))− gμ(x)∣∣2 dx.
Therefore,
lim sup
t→0+
QtF(μ) − F(μ)
t
 lim sup
t→0+
1
t
(
F
(
(etφ)∗μ
)− F(μ) + 1
2t
dess
(
τetφ (μ),μ
)2)
DφF(μ) + lim sup
t→0+
1
2t2
1∫
0
∣∣etφ(gμ(x))− gμ(x)∣∣2 dx
= 〈(∇F)(μ),φ〉 + 1‖φ‖2T P .TμP 2 μ
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lim sup
t→0+
QtF(μ) − F(μ)
t
−1
2
〈∇F(μ),∇F(μ)〉
TμP . 
Proof of Theorem 2.2. Let F be a Lipschitz continuous function on P . Then Lemma 3.2(ii)
guarantees that QtF is also Lipschitz continuous on P for each t > 0. Since P is compact,
QtF is bounded. Define a function
G(t) =
∫
P
eλ(t)QtF (μ)Πθ (dμ), t > 0,
where λ(t) = a + 2θ
C
t , for a > 0 and C be the constant determined by the Log-Sobolev inequal-
ity (2.12).
lim sup
s→0
eλ(t+s)Qt+sF − eλ(t)QtF
s
= eλ(t)QtF lim sup
s→0
λ(t + s)Qt+sF − λ(t)QtF
s
= eλ(t)QtF (λ′(t)QtF + λ(t)D+t QtF ),
where D+t h(t) := lim sups→0 h(t+s)−h(t)s for each h : [0,∞) →R. Lemma 3.2 (i) and (iii) yields
that the function t 	→ QtF is also Lipschitz continuous on R+, therefore, there exists a measur-
able subset Λ of [0,∞) with full Lebesgue measure such that G(t) is differentiable at each point
of Λ. Let K(t) = G(t)1/λ(t), then for t ∈ Λ, we get
λ(t)2K(t)λ(t)−1K ′(t) = −λ′(t)K(t)λ(t) logK(t)λ(t) + λ(t)G′(t). (3.5)
By Lemma 3.3, we obtain
G′(t) = lim
s→0
∫
P
1
s
[
eλ(t+s)Qt+sF (μ) − eλ(t)QtF (μ)]dΠθ(μ)

∫
P
eλ(t)QtF (μ)
(
λ′(t)QtF (μ) − λ(t)2
∣∣∇QtF(μ)∣∣2TμP
)
Πθ(μ).
Applying the Log-Sobolev inequality (2.12), we get
EntΠθ
(
eλ(t)QtF
)
 Cλ(t)
2
4θ
∫
P
eλ(t)QtF (μ)
∣∣∇QtF(μ)∣∣2TμP dΠθ(μ),
where EntΠθ (F ) =
∫
P F logF dΠθ − (
∫
P F dΠθ) log(
∫
P F dΠθ). Therefore,
λ(t)2K(t)λ(t)−1K ′(t)
 2θ
C
EntΠθ
(
eλ(t)QtF
)− λ(t)2
2
∫
P
eλ(t)QtF (μ)
∥∥∇QtF(μ)∥∥2TμP dΠθ(μ) 0.
Hence, K ′(t)  0 for t ∈ Λ. By (3.5), K(t) and K ′(t) are bounded. So K ′(·) ∈ L1([0, T ]) for
every fixed T > 0 and K is a decreasing function on [0, T ]. As T is arbitrary, for each t > 0, it
holds K(t)K(0), i.e.∥∥eQtF∥∥
a+ 2θ t 
∥∥eF∥∥
La(Π )
.L C (Πθ ) θ
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P
e
2θ
C
Q1F− 2θC
∫
P F dΠθ dΠθ  1.
By the variational formula for the relative entropy, we get∫
P
FQ1F dΠθ −
∫
P
F dΠθ 
C
2θ
EntΠθ (F ).
Then by the Kantorovich–Rubinstein dual formula for the Wasserstein distance (cf. C. Villani’s
book [25]), it holds that
W2(FΠθ ,Πθ)
2  C
θ
EntΠθ (F ),
which is the desired inequality, and we conclude the proof. 
Remark 3.4. In the previous transportation cost inequality, the constant C/θ is more desirable
since it’s related to the parameter θ . When Πθ acts as the reversible measure of the Fleming–Viot
process with parent-independent mutation, the parameter θ represents the intensity of mutations.
Using the integral criteria to establish the transportation cost inequalities, one cannot get a con-
stant related to θ .
Proof of Proposition 2.3. If |S| = +∞, we can find a decreasing sequence (An)n1 of measur-
able subsets with pn = ν0(An) > 0 and limn→∞ pn = 0. Let
Fn(μ) =
(
1
pn(θpn + 1)
)1/2
μ(An).
Clearly, Fn ∈ Cyl(D(A)), and by direct calculation, we get
∫
P(E) F
2
n dΠθ,ν0 = 1/(θ + 1) and
EF (Fn,Fn) = 1
pn(θpn + 1)
∫
P(E)
t (1 − t) Γ (θ)
Γ (θpn)Γ (θ(pn − 1)) t
θpn−1(1 − t)θ(1−pn)−1 dt
= θ(1 − pn)
(θpn + 1)(θ + 1) .
Hence Fn ∈ D(EF ) for each n ∈ N. Now assume the super Poincaré inequality holds for this
Fleming–Viot process, which means there exists a positive function r 	→ β(r) such that∫
P(E)
F 2 dΠθ,ν0  rEF (F,F ) + β(r)
( ∫
P(E)
|F |dΠθ,ν0
)2
, ∀r > 0, F ∈ D(EF ).
Due to (
∫
P(E) |Fn|dΠθ,ν0)2 = 1pn(θpn+1) ( Γ (θ)Γ (θpn) ·
Γ (θpn+1)
Γ (θ+1) ) = pnθpn+1 , applying the super
Poincaré inequality to Fn, we get, for every r > 0,
β(r)
(
1
θ + 1 −
θ(1 − pn)
(θpn + 1)(θ + 1)
)
θpn + 1
pn
= θ(1 − r)
θ + 1 +
1 − rθ
pn(θ + 1) . (3.6)
If we choose r small enough so that rθ < 1 and let n → +∞, noting pn → 0, then inequality
(3.6) implies that β(r) should be equal to +∞, which is a contradiction. Therefore, the super
Poincaré inequality does not hold for this Fleming–Viot process. 
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