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En la administración financiera de toda organización el cálculo del riesgo de insolvencia se ha 
convertido en un parámetro importante, buscando anticiparse a la eventualidad de llegar a tener un 
problema económico y generar insolvencia. El objetivo de este trabajo es determinar si en el 
cálculo del riesgo de insolvencia, el uso de redes neuronales artificiales genera mejores resultados 
que las metodologías tradicionales, buscando las principales características dentro de las 
aplicaciones realizadas por distintos autores a través del tiempo. De esta manera se observan las 
principales variables que pueden evidenciar que la aplicación de la metodología de redes 
neuronales facilita el cálculo del riesgo de insolvencia.  A través de la revisión bibliográfica, en el 
período 1992-2021, con el uso del método analítico-sintético se puede evidenciar que el modelo 
expuesto es considerado como eficiente según sus resultados, con ajustes que, en la mayoría de los 
casos expuestos, superan el 80% de eficacia. Los resultados encontrados permitieron concluir que 
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la estructura básica de una red neuronal viene dada por tres capas: una de entrada, una de salida y 
una oculta. Sin embargo, el número de nodos es el que varía en cada una de las aplicaciones 
realizadas por los distintos autores, dado que los mismos representan a las variables, en este caso 
indicadores financieros más relevantes según la aplicación planteada. Finalmente se logró 
evidenciar cuáles son los indicadores financieros más usados en las distintas aplicaciones de redes 
neuronales. Todo indica que las redes neuronales generan resultados más efectivos que los 
métodos tradicionales. 




In the financial management of any organization, the calculation of the risk of insolvency has 
become an important parameter, seeking to anticipate the eventuality of having an economic 
problem and generating insolvency. The objective of this work is to compare the classical 
methodologies and the artificial neural networks applied to calculate the risk of insolvency, 
looking for the main characteristics within the applications carried out by different authors over 
time. In this way, the main variables that can show that the application of the neural network 
methodology facilitates the calculation of the risk of insolvency are observed. Through the 
bibliographic review, between the years 1992-2021, with the use of the analytical-synthetic 
method, it can be seen that the exposed model is considered efficient according to its results, with 
adjustments that, in most of the exposed cases, exceed 80% efficiency. The results found allowed 
us to conclude that the basic structure of a neural network is given by three layers: an input layer, 
an output layer and a hidden layer. However, the number of nodes varies in each of the applications 
carried out by the different authors, since they represent the variables, in this case the most relevant 
financial indicators according to the proposed application. Finally, it was possible to show which 
are the most used financial indicators in the different neural network applications. 





Según Brigham y Ehrhardt (2007) en Estados Unidos de América los diferentes factores 
económicos que causan la insolvencia empresarial están ligados en el 37,1% de los casos a su 
ubicación y tipo de industria, por factores financieros tales como apalancamiento financiero el 
47,3% y 14% por temas de fraude, error de juicio y mala gestión financiera, entro otros. 
 
La predicción de insolvencia para las empresas es una herramienta fundamental para 
enfrentar las diferentes crisis que se puedan presentar (Orellana et al. 2020), evidenciando a tiempo 
las distintas aristas que podrían llevar a un problema financiero y futura insolvencia frente a los 
patrones que se puedan manifestar, la adecuada selección de variables y gestión del riesgo pueden 
ayudar a tomar las decisiones correctas a tiempo para evitar un declive empresarial. Por lo que, es 
importante conocer las metodologías que se podría aplicar para predecir a tiempo la insolvencia 
empresarial.  
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A través del tiempo se ha evidenciado, en distintas ramas del conocimiento, el avance 
tecnológico que la investigación informática ha generado y cómo este ha ido influyendo en la toma 
de decisiones gerenciales sobre todo en finanzas. En 1981 se realizó la primera aplicación de redes 
neuronales en el área financiera, así como la predicción de variables para llevar a cabo dicha 
metodología, incrementándose a partir de allí los estudios con su aplicación, dado que se aprovecha 
la singularidad de las redes neuronales realizan un aprendizaje, lo cual ha tenido una amplia 
aplicación en el campo financiero, sobre todo en temas relacionados con la predicción de quiebra 
o rendimiento (Del Carpio Gallegos, 2005).  
 
Kumar y Ravi (2007) realizaron una revisión de metodologías que se aplicaron en distintos 
trabajos, tesis y artículos científicos dando como resultado que en una muestra de 25 artículos en 
15 de ellos se aplican técnicas inteligentes usando principalmente razones financieras. La presente 
investigación tiene como objetivo determinar si en el cálculo del riesgo de insolvencia, el uso de 
redes neuronales artificiales genera mejores resultados que las metodologías tradicionales, 




Para este trabajo de investigación se utilizó un método analítico-sintético, incurriendo en 
un profundo estudio del objeto de investigación que permitió el conocimiento de las principales 
características: cálculo del riesgo de insolvencia y la aplicación de redes neuronales artificiales 
para su cálculo.  Se obtuvieron los trabajos de los principales autores sobre el cálculo de riesgo de 
insolvencia, los cuales son considerados como los originadores de las teorías.  
 
En un segundo momento, tomando como referencia el período 2016-2021 y por medio de 
la información contenida en las bases de datos Scopus, JSTOR, Redalyc y Dialnet se procedió a la 
identificación de artículos científicos utilizando como términos de búsqueda “riesgo de 
insolvencia” y “redes neuronales”.  La búsqueda se realizó sin discriminar el idioma en el que esté 
escrito el documento o el área geográfica de la cual provenga.  
 
Se obtuvieron 21 referencias de trabajos publicados que resultaron insuficientes para una 
base de una revisión sólida, por lo que, se decidió ampliar el período de búsqueda iniciando ahora 
en el año 1992, año en el que aparece la primera referencia de una publicación que cumple con los 
criterios de búsqueda planteados.  Lo anterior justifica que en esta revisión se citen trabajos de más 
de cinco años de antigüedad. Se obtuvo finalmente un total 287 artículos publicados.  
 
Luego se realizó un filtrado de los resultados mediante la lectura del título y del resumen 
y luego se realizó un segundo filtrado bajo el criterio de bibliografía más citada o de mayor 
impacto, organizando las referencias en orden de importancia. Se seleccionó, en primera instancia, 
una muestra de 30 artículos los cuales fueron fichados para luego organizar la información 
obtenida utilizando el método inductivo – deductivo partiendo de lo general a lo específico, 
esperando encontrar diferentes trabajos de investigación que evidencien la evolución y relación de 
las distintas aplicaciones de redes neuronales.  
 
Los textos que no aportaban al cumplimiento del objetivo planteado fueron sustituidos por 
los siguientes en orden de importancia. También se decidió ampliar el número de referencias a ser 
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utilizadas tomando en cuenta algunas que por su novedad aún no habían sido citadas por otros 
autores. El texto final contiene un total de 59 referencias. 
 
Revisión de literatura 
 
Importancia de la gestión del riesgo de insolvencia 
 
El riesgo de insolvencia tiene como significado una probabilidad de pérdida, situación 
adversa o negativa financieramente, resultante de una posición crediticia negativa cuando existe 
un riesgo de incumplimiento de una de las partes o riesgo de mercado (Caporale et al., 2017), lo 
que permite suponer que este tipo de riesgo evidenciaría la imposibilidad de pago a terceros y en 
algunos casos incluiría a los accionistas o socios dependiendo la salud financiera de la empresa. 
Allen y Gale (2004) lo definen como la técnica de tomar riesgos por rentabilidades mayores y la 
posibilidad de soportar golpes financieros que afecten la liquidez o rentabilidad. Por otra parte, 
Thakor (2018), propone que el riesgo de insolvencia se basa en una caída de valor en los activos 
generando así, la caída de valor en las acciones dejando sin capacidad de endeudamiento a la 
empresa, por lo tanto, no es de interés para inversionista financiar empresas insolventes o sin 
capacidad de endeudamiento, llegando a considerarse una cartera de riesgo.  
 
Históricamente, las crisis financieras han generado que las empresas presten atención sobre 
la importancia de medir el riesgo de insolvencia, indicador que se puede cuantificar mediante 
información contable y su relación con el mercado, teniendo como objetivo el establecer de esta 
manera una medida sobre la probabilidad de insolvencia (Lepetit y Strobel, 2015). Por otro lado, 
Alaka et al. (2017) describen que los diferentes modelos para predecir el riesgo de insolvencia 
replican variables de estudios anteriores haciendo que su eficacia sea baja, identificar los factores 
claves para predecir la insolvencia es importante, al existir la falta de guías para la selección 
correcta de los mismos es necesario generar enfoques acordes al riesgo estudiado, identificando 
factores con niveles de relevancia, entre ellos se han ratificado los siguientes: 
 
Cuantitativos: siendo estos la liquidez, el apalancamiento, la gestión financiera, la 
rentabilidad y los flujos de caja. 
 
Cualitativos: entre estos están la toma de decisiones, las estrategias y la sostenibilidad. 
 
Importancia de las herramientas tecnológicas para la predicción de riesgo de insolvencia 
 
Dinca et al. (2017) manifiestan que la mayor parte de investigaciones de riesgo de 
insolvencia se basan en estudios multivariables y diferenciales, en donde los resultados obtenidos 
buscan describir la situación de una empresa, no obstante, las metodologías planteadas presentan 
varias deficiencias negando la aplicación a las empresas que desean previsión ante un riesgo de 
insolvencia, pues se destinan más a las que cotizan en bolsa y a la banca; incluso si se pretende la 
aplicación de algún modelo en otras empresas hacen que la misma sea inasequible al requerir el 
uso de información contable, la cual los clientes externos no podrían obtener, por lo que se reduce 
el uso del modelo a una minoría de usuarios como lo serían los gerentes, quienes conocen la salud 
financiera de la empresa. 
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La insolvencia financiera en las empresas genera múltiples consecuencias desfavorables 
para los interesados como: entes reguladores, analistas económicos – financieros, proveedores, 
bancos e inversionistas. Estas consecuencias pueden generar gran impacto en otras empresas, la 
sociedad y la economía. Dicha situación genera importancia en sistemas que manejen alertas 
financieras antes de que lleguen las empresas a una insolvencia irreversible, por lo que, ha sido de 
interés el generar modelos que permitan predecir la insolvencia o planificar una solvencia eficiente 
(Rustam y Yaurita, 2018). Adicional a ello, una predicción de insolvencia es importante en el área 
financiera de toda empresa, por lo tanto, estos resultados deben ser veraces pues una mala 
predicción generaría pérdidas económicas al evaluar la situación de la empresa, por lo que, es muy 
apetecida la automatización de dicha predicción (Obermann y Waack, 2015). Existen veloces 
cambios en la tecnología y una gran cantidad de métodos y procesos para una planificación de 
prevención y recuperación de fallas empresariales, pese a que son exigentes y complejos son 
importantes para la competitividad y el éxito de una empresa (Mohammadian, 2012).  
 
Metodologías tradicionales para predecir el riesgo de insolvencia 
 
Según Hensher et al. (2007), generalmente se mide el riesgo de insolvencia con los modelos 
más populares como lo son los lineales, los análisis discriminantes y los análisis logit, pese a que 
se han desarrollado modelos estructurales o de intensidad, los mismos que son derivados de 
supuestos empíricos y metodológicos. Limitando a los modelos de elección discreta predominan 
los econométricos dentro de la investigación de fallas empresariales (Altman, 2001). Los 
indicadores financieros históricamente constituyen la herramienta más utilizada al momento de 
gestionar el riesgo de insolvencia, en sus inicios el uso de dichos indicadores servía como punto 
de referencia para conocer el estado de una organización sana frente a una insolvente; en esta etapa 
sobre sale el aporte de FitzPatrick (1932) quien, propuso el índice de endeudamiento como una de 
las principales herramientas para predecir el riesgo de insolvencia. Posteriormente, Beaver (1966) 
propuso el método estadístico de análisis discriminante univariante obteniendo mejores resultados, 
principalmente con el uso del ratio de flujo de caja sobre las deudas; Altman (1968) desarrolló los 
modelos z y z-score los cuales a diferencia del anterior constituyen un modelo multivariante los 
cuales se basan en una serie de indicadores de liquidez, endeudamiento, rentabilidad, rotación de 
activos y valor de la empresa entre otros, logrando elevados porcentajes de precisión.   
 
En la literatura existe una amplia gama de modelos para predecir el riesgo de insolvencia, 
entre ellos podemos encontrar los que aparecieron a finales de la década 1960, bajo la técnica 
estadística: el análisis discriminante, el análisis discriminante múltiple (MDA), el modelo de 
regresión logit y el análisis probit. Según Giacosa et al. (2016) en un estudio realizado en empresas 
italianas los modelos más reconocidos por su base estadística y número de citas, Altman (1983) y 
Taffler (1983) serían los más relevantes de acuerdo con el análisis discriminante, así como Ohlson 
(1980) en el análisis logit.  
 
Descripción de características en la aplicación de redes neuronales para el cálculo del riesgo 
de insolvencia 
 
Dentro de las técnicas de inteligencia artificial tenemos el método de redes neuronales que 
mantiene estructuras de percepción multicapa generando un autoaprendizaje, el número de capas 
y nodos dependerá de las variables de entrada que se requiera en el modelo (López et al., 2014), 
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coincidiendo con Kumar y Ravi (2007) que definen el método como unidades informáticas 
conectadas entre sí, paralelamente y en capas. Adicionalmente, el método pone en funcionamiento 
algoritmos de entrenamiento hacia atrás permitiendo garantizar una convergencia y tolerancia de 
entrenamiento (Wilson y Sharda, 1994) siendo uno de los primeros métodos en ser utilizado por 
Odom y Sharda (1990) con indicadores financieros desarrollados por Altman (1968), logrando una 
mejor precisión en los resultados (Atiya, 2001). Su estructura se basa en información de entrada, 
capas e información de salida, la interrelación que presenten las distintas neuronas de la red 
depende de la dirección se le da a la misma, es decir, a que irán dirigidos los resultados (Conti et 
al., 2005). Khediri et al. (2015) explican que una red neuronal artificial está compuesta por una 
estructura que describe conexiones entre los nodos, la salida de respuesta de un nodo puede ser la 
entrada de otro y cada nodo es el encargado de transformar una entrada en salida utilizando una 
función especificada por el modelo, la conexión de los nodos esta dispuesta entre diferentes capas 
pero no en nodos de la misma capa, la capa de entrada es el ingreso de datos y la de salida es el 
resultado, cualquier capa entre ellas se denomina capa oculta.   
 
Nasir et al. (2000) realizaron una aplicación de una red neuronal artificial tomando como 
población a empresas británicas, para los datos de entrenamiento tomaron una muestra de 1350 
empresas, para la prueba 400 empresas y finalmente para la validación de la red neuronal un total 
de 750 empresas. La estructura de la red utilizó 58 nodos de entrada representados en flujos de 
caja, estados de resultados, balance general, ratios financieros y resumen financiero; con un criterio 
de selección 0,10 y 0,90 la red obtuvo resultados el 73% de clasificación correcta de empresas 
insolventes, un 24% con desconocimiento y clasificó de manera errada un 3% de empresas 
insolventes, por otro lado, desde el punto de vista solvente, la red clasificó correctamente el 34% 
de empresas saludables y un 63% con descocimiento. Como dicho estudio demuestra en el año 
2000 aún existían falencias en la aplicación de la red neuronal artificial para predecir el riesgo de 
insolvencia, por lo que podemos decir que la estructura y selección de las variables se torna clave 
para el desarrollo de los modelos y el rendimiento de red neuronal.  
 
En el año 2003 se realizó un estudio en Corea del Sur aplicando una red neuronal artificial 
asociativa (AANN) la cual genera un aprendizaje de identidad de entrada, básicamente se ingresan 
datos de empresas solventes lo cual permite que la predicción sea mejor a la del sistema basado en 
ingreso de datos de ambos tipos, es decir, empresas solventes e insolventes. La muestra de 
entrenamiento fue tomada del periodo 1994-1996 (Solventes 1817/Insolventes 46) con empresas 
solventes únicamente, no se utilizaron los datos de las empresas insolventes; para la prueba se 
utilizaron datos del periodo 1997-2000 (Solventes 2285/Insolventes 83). Los indicadores 
financieros utilizados fueron: Capital de trabajo/Activos totales, Utilidades retenidas/Activos 
totales, Utilidades antes de interés e impuestos/Activos totales, Capital de mercado/Pasivos totales 
y Ventas/Activos totales; siendo los nodos de entrada en la estructura, con una capa de entrada, 
con 3 capas ocultas con función no lineal y finalmente una capa de salida con 5 nodos; dicha 
estructura dio un rendimiento de la AANN del 80,45% en comparación con una red neuronal 
artificial clásica que en dicho estudio presentó un 79,26% de rendimiento (Baek y Cho, 2003). 
 
En el año 2009 se realizó una aplicación de red neuronal en un caso de Turquía con un 
conjunto de datos conformado por un total de 65 bancos entre ellos 21 que habían quebrado, con 
un total de 20 ratios financieros calculados en el mismo periodo de la quiebra, dicho estudio dividió 
la muestra en un conjunto de entrenamiento y otro para su validación en el año de la quiebra con 
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una estructura de red neuronal MLP la cual constaba de 5 capas ocultas con 30 nodos para cada 
una de sus capas, dicha red clasificó correctamente los datos con una eficacia del 95.,% en su fase 
de validación, de esta manera, se considera un resultado satisfactorio (Boyacioglu et al., 2009). 
 
Tseng y Hu (2010) realizaron una comparación de modelos de predicción en la cual 
utilizaron una estructura de red neural artificial con datos financieros de FT EXTEL Company 
Research y DATASTREAM con 904 empresas de Reino Unido de las cuales 353 habrían quebrado 
entre 1985 y 1994. La estructura planteada se componía por una capa de entrada, una capa oculta 
y una capa de salida, lo que llama la atención es que las variables de entrada suman un total de 3 
nodos, pues se decidió utilizar tres importantes ratios financieros debido a una clasificación 
significativa entre el análisis de probabilidad de insolvencia y la relación financiera. Los ratios 
fueron: Capital de trabajo/Gasto operativo, Utilidad después de impuestos/Activo total y 
Efectivo/Pasivo total. En este estudio se obtuvieron, en la primera corrida, un rendimiento del 
80.33% en el conjunto de entrenamiento y de 75% en el de prueba. Después de 5 corridas se 
concluye con un resultado en entrenamiento del 78,69% y el 87,5% en prueba. 
 
En el año 2015 se realizó un estudio entre bancos islámicos y bancos convencionales del 
Consejo de Cooperación del Golfo (CCG) usando métodos tradicionales o paramétricos y algunos 
métodos inteligentes, entre ellos la aplicación de una red neuronal buscando demostrar la hipótesis: 
Los bancos islámicos son menos riesgosos que los bancos convencionales. Se utilizó una muestra 
final de 44 bancos convencionales y 18 bancos islámicos, con 14 ratios financieros. La red 
neuronal artificial tenía que identificar, mediante coeficientes financieros generados bajo la técnica 
Pearson, cuáles eran bancos islámicos y cuáles bancos convencionales CCG. (Khediri et al., 2015). 
 
Las características puestas en funcionamiento en la estructura de la red neuronal artificial 
fueron: una capa de entrada de 14 nodos (14 coeficientes financieros), una regla de clasificación 
(unidad de salida ≥0,5 dicha observación es G1, por otro lado, si la unidad de salida es ≤0,5 la 
observación corresponde al G2) y finalmente la capa de salida con 2 nodos como resultados, los 
cuales se definieron como importancia e importancia normalizada de todas las variables, la 
importancia de la variable independiente mide cuánto el valor predicho por la red varía para los 
distintos valores que pueda tener la variable independiente. Dicha red neuronal demostró distintos 
resultados en cada periodo de aplicación, los cuales fueron: Periodo general (2003-2010) con una 
eficacia de la red del 87,4%, periodo antes de la crisis (2003-2006) con un 81,9% de rendimiento, 
periodo de crisis (2007-2008) con un 81,8% y finalmente el periodo posterior a la crisis (2009-
2010) con un 79,7%. El estudio reveló que los bancos islámicos mantienen un menor riesgo de 
insolvencia. (Khediri et al., 2015). 
 
En Latinoamérica Romani et al. (2002) realizaron una aplicación de la metodología de 
redes neuronales en empresas chilenas para predecir el riesgo de insolvencia tomando una muestra 
de datos ajustada de 98 empresas, de las cuales 49 eran solventes y las restantes declaradas como 
quebradas. La red neuronal se hizo con el algoritmo de “Back-Propagation” utilizando un punto 
de corte 0,5 y dos grupos de datos, el primero de entrenamiento y el segundo de prueba, con un 
total de 16 variables por empresa, de las cuales se decidió bajo un análisis discriminante el uso de 
solo 4 variables como las más importantes (Activo circulante/Pasivo circulante, Pasivo 
total/Activo total, Pasivo a largo plazo/Patrimonio y el logaritmo natural del total de activos). Los 
resultados que presentó dicha aplicación fueron de un 95,24% en cuanto a la clasificación de 
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entrenamiento y un 95,86% en cuanto a la predicción del riesgo de insolvencia, demostrando así 
un alto nivel de asertividad con un buen desempeño, clasificación y predicción del mismo.  
 
Finalmente, como el objetivo de la presente investigación es determinar si en el cálculo del 
riesgo de insolvencia, el uso de redes neuronales artificiales genera mejores resultados que las 
metodologías tradicionales, un hallazgo relevante es que la estructura planteada en las diferentes 
redes neuronales estudiadas coincide con la implementación de 3 capas, una de entrada con 
distintos números de nodos ya que esto depende de las variables seleccionadas para la aplicación, 
una capa oculta en donde se define el logaritmo de selección y una de salida (Solvente-Insolvente). 
Así lo menciona Ecer (2013), quien describe que una de las mejores estructuras utilizadas para el 
cálculo del riesgo de insolvencia es una de 3 capas, una capa de entrada, una capa oculta y una de 
salida que en este caso propone con 2 nodos de salida para el resultado. Esto nos permite mencionar 
que lo que cambia, de acuerdo con los autores, es el uso de las variables a emplear tanto para el 
aprendizaje como para la prueba de dichas redes neuronales ya que las mismas generan los 
resultados. Por lo que, se considera relevante observar las variables (indicadores financieros) que 
han utilizado distintos autores. Ver tabla 1. 
 
Tabla 1 























Ingreso/Activo total X X  X  X   
Pasivo total/Activo 
total 




X        
Pasivo 
total/Patrimonio 
    X X X  
Depreciaciones/Activo 
fijo 








  X  X X  X 
Pasivo 
corriente/Activo total 
  X      
Patrimonio 
neto/Pasivo total 
    X    
Pasivo 
corriente/Pasivo total 
    X    
Pasivo a largo 
plazo/Pasivo total 
    X    
Log (Balance)     X    
EBE/Activo total     X    
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neta/Activo (ROA) 
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Flujo de caja/Activo 
total 
    X    
Rotación cuentas por 
cobrar 
  X    X  
Ingresos operativos (1 
para negativo, 0 para 
positivo) 
  X      
Cambio en flujo de 
efectivo/Valor de 
mercado 












      X  
Ingreso/Capital        X  
Rotación de activos       X  
Activo fijo/Capital       X  
Crecimiento de activo       X  
Crecimiento de 
patrimonio 
      X  
Capital de 
trabajo/Activo total 
 X       
Utilidad 
retenida/Activo total 
 X       
EBIT/Activo total  X    X   
Valor de 
mercado/Pasivo total 
 X       
Pérdidas netas por 
préstamos/Activos 
ajustados 
   X     
Pérdidas netas por 
préstamos/Préstamos 
totales 




   X    X 
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Bancos/Capital        X 
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       X 
EBITDA/Activo total      X   





     X   
Cuentas por 
cobrar/Ingreso 
     X   
Flujo de caja/Ingreso      X   




          X     
Fuente: Elaboración del autor. 
 
Los autores presentados en la tabla 1, para el desarrollo de cada uno de sus modelos de 
redes neuronales artificiales aplicadas al cálculo del riesgo de insolvencia han tomado variables 
definidas previamente en diversas investigaciones relevantes de índole financiero. Como se 
observa en la revisión bibliográfica del presente artículo, son de gran relevancia las variables 
usadas para el desarrollo de cada modelo, ya que la estructura de la red neuronal artificial tiene la 
misma forma básica para este tipo de estudio, pero difieren las variables de entrada utilizadas para 
el desarrollo del mismo según cada autor. Dentro del análisis se destacan las 4 variables más 
utilizadas en los distintos modelos, las cuales se mencionan a continuación:  
 
1. Ingreso total/Activo total. 
2. Pasivo total/Activo total. 
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3. Pasivo total/Patrimonio. 
4. Efectivo y equivalentes al efectivo/Activo total. 
 
A través del tiempo se evidencia que a medida que avanza la aplicación de esta herramienta 
y se muestran sus buenos resultados, también se incrementa el número de variables que se han 
utilizado en cada modelo, pues hasta el año 2000 los autores citados previamente en la presente, 
utilizaron un máximo de 7 variables, posterior a ello se han utilizado entre 10 y 15 variables para 
el efecto. Por lo que, se puede decir que cada vez son más complejas las redes neuronales 
desarrolladas para el caso y que abarcan un mayor número de aspectos que podrían incidir en un 
potencial riesgo de insolvencia, todo esto con el afán de incrementar cada vez más la confiabilidad 




Ventajas y desventajas de los sistemas basados en redes neuronales artificiales 
 
Los distintos modelos de aprendizaje automático tienen excelentes resultados en 
aplicaciones financieras, sobre todo en el cálculo del riesgo de insolvencia por lo que pocos 
estudios han llegado a alcanzar la efectividad y precisión de estos modelos, los cuales pueden ser 
aplicados en otros tipos de riesgo ya que generan una precisión sustancial en sus resultados 
(Barboza et al., 2017). 
 
Dentro de las ventajas que manejan estos sistemas, está la toma de decisiones objetivas que 
generan los datos y no la mente humana que muchas veces puede tener influencias; al evaluar datos 
de manera aislada la metodología de redes neuronales no requiere cambios para ser aplicada a 
distintos tipos de empresas o sectores. (Rustam y Yaurita, 2018). Bešlić et al. (2018) mencionan 
que estas metodologías están dentro de las más utilizadas ya que proporcionan una señal temprana 
para poder enfrentar una posible crisis. Lahmiri y Bekiros (2019) demostraron que las redes 
neuronales son más eficientes al construir agentes artificiales para la predicción de quiebras desde 
el punto de vista de la informática cognitiva ya que están basadas en datos y son sistemas 
inteligentes libres de suposiciones lo que las hace altamente capaces de analizar y modelar 
simultáneamente interacciones de datos ruidosos, no lineales y no estacionarios. 
 
Tay y Shen (2002) después de una revisión de metodologías concluyen que los 
metodologías modernas son una buena alternativa y prometen buenos resultados con respecto a las 
convencionales. Por otro lado, Valdes et al. (2014) mencionan que este tipo de simulaciones 
permiten ir más allá de lo analítico ayudando a tomar decisiones y ver el impacto de las mismas, 
en un determinado tiempo sin tener que afectar el sistema real o el curso actual de una empresa, 
algo que las alternativas matemáticas no permiten siendo sofisticadas en su entendimiento y uso. 
Rubin (1990) identifica una de las diferencias relevantes manteniendo ventaja en el uso de redes 
neuronales artificiales debido a que utiliza variables predictoras de manera recursiva y 
jerarquizada. Por otro lado, las metodologás tradicionales usan todas las variables suponiendo una 
normalidad en las observaciones volviendo más eficiente el uso de la metotología inteligente al 
considerar valores atípicos en su análisis y parametrización. 
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Alfaro et al. (2008) mencionan que una de las ventajas de la metodologías de redes 
neuronales artificiales es poder detectar correlaciones y generar buenos resultados ante 
información ruidosa que suele presentarse en la predicción del riesgo de insolvencia. Dentro de las 
principales ventajas del uso de redes neuronales Altman et al. (1994) concluyen que, estas logran 
clasificar con mucha precisión a las empresas con salud financiera o menor riesgo de insolvencia, 
mejor que un método estadístico. Su uso bajo memoria o aprendizaje ha mostrado una excelente 
flexibilidad en el modelo permitiendo un rendimiento simple con arquitectura más compleja. 
Aminian et al. (2006) mencionan que las redes neuronales artificiales brindan un modelo eficaz y 
eficiente en el análisis de regresiones no lineales y alcanzando en su totalidad el significado de 
cada variable ingresada en el pronóstico.  
 
Binner et al. (2004) concluyen que los modelos basados en redes neuronales artificiales son 
más efectivos en los pronósticos a largo plazo, lo que puede servir para distintas proyecciones 
financieras. El uso de las redes neuronales ha demostrado un alto grado de rendimiento, 
prometiendo una alerta temprana incluso usando datos limitados en su aplicación y algo 
destacable, una red neuronal puede ser actualizada sin generar la necesidad de repetir un 
entrenamiento en la misma (Brockett et al. 1994). Corazza et al (2021) indican que las redes 
neuronales muestran resultados efectivos y en este contexto son muchos los esfuerzos para el 
desarrollo de modelos predictivos. 
 
Romani et al. (2002) afirman que de acuerdo con su estudio las redes neuronales artificiales 
demuestran gran superioridad en rendimiento ante otros modelos como la regresión logit o un 
análisis discriminante siendo estos modelos estadísticos. 
 
Abedin et al (2018) demuestran, de manera empírica, que al predicir la insolvencia la 
utilización de redes neuronales probabilísticas genera resultados más robustos que incluso al 
compararlo con otro método artificial como el basado en una máquina de vectores de soporte. Do 
Prado et al (2019) para prever la posible insolvencia compararon los métodos de análisis 
discriminante, regresión logística y redes neuronales, llegando a la conclusión de que el modelo 
de redes neuronales presentó un mejor resultado. Finalmente, el trabajo de Nadali et al. (2020) al 
analizar a Pymes en Italia sugiere que el uso de redes neuronales para el cálculo del riesgo 
insolvencia podría producir resultados mejores en el futuro. 
 
Algunas desventajas, según López et al. (2014) los modelos de redes neuronales mantienen 
interacciones pequeñas por lo que es necesario eliminar algunas de las variables y tomar las más 
significativas para el desarrollo, por lo que, consideran que no son mejores que los modelos 
matemáticos pese a que arrojen resultados dentro de lo aceptable. Rodríguez et al. (2014) 
desarrollan un modelo de predicción paramétrico de inteligencia artificial para predecir el riesgo 
de fracaso financiero y determinaron que el modelo predictivo se debilita con el tiempo y requiere 
una mayor cantidad de variables para obtener un resultado aceptable debido a que las 
organizaciones analizadas no presentan un perfil claro, derivado de su afán por permanecer en 
operación, estas asumen medidas que si bien pueden llegar a retrasar el fracaso financiero, generan 
ciertos desequilibrios y no evitan el fracaso inminente.  
 
Adicionalmente, es necesario mencionar que los resultados dependerán de la calidad de la 
información financiera, la cual si no es fidedigna puede generar una predicción errónea. Pese a que 
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el uso de redes neuronales artificiales se evidencia en estudios sobre la predicción del riesgo de 
insolvencia su mecanismo, estructura y clasificación no son muy bien comprendidas por lo que se 
ha tornado difícil aprovechar el potencial de esta metodología (Zhang et al., 1999).  
 
Sin embargo, y a pesar de las dificultades que las redes neuronales presentan se ha 
evidenciado mediante la revisión bibliográfica que existe una amplia aplicación en el pronóstico 
de variables financieras (Del Carpio Gallegos, 2005). Altman et al. (1994) señalan los principales 
problemas o desventajas, dado que la metodología no es dominada puede presentar: demora en el 
aprendizaje, una deficiente configuración y que el análisis de las ponderaciones llega a ser 
complejo tornando difícil detectar errores. 
 
Por otro lado, Barrow y Crone (2016) mencionan que la aplicación de redes neuronales al 
tener una etapa de entrenamiento y otra de validación, requiere el mayor número de observaciones 
posibles y de datos reales para que la estimación sea real y efectiva; por lo que el tener pocas 





Los distintos factores que generan el riesgo de insolvencia, así como los indicadores y 
metodologías que se usan para su cálculo se encuentran establecidos claramente en la literatura y 
se conocen como tradicionales, pero a lo largo de esta investigación se pudo evidenciar una rama 
muy amplia de aplicación en el uso de redes neuronales artificiales para dicho cálculo. Hoy en día 
en un mundo globalizado y tecnológico es necesario incursionar en nuevas metodologías 
inteligentes que nos permitan ser menos operativos y más eficientes en el uso del tiempo, ya que 
dichas técnicas inteligentes facilitan el cálculo del riesgo de insolvencia demostrando un alto grado 
de efectividad en los resultados que presentan frente a las tradicionales, permitiendo ir más allá de 
una predicción simple, dando acceso a una toma de decisiones y planificación de estrategias 
anticipadas para prevenir una insolvencia total de las empresas. Por lo que, según su amplia 
aplicación para la predicción de riesgo de insolvencia, además de los resultados citados a lo largo 
de la revisión bibliográfica, se puede afirmar que el uso de redes neuronales para el cálculo del 
riesgo financiero es más efectivo que las metodologías tradicionales debido a su alto grado de 
efectividad, además de considerar variables en su totalidad, siempre y cuando las mismas sean 
correctamente aplicadas pues, de ellas depende el buen resultado que presente la red. 
 
El uso de redes neuronales artificiales en las distintas aplicaciones que existen en la 
literatura, nos permiten estudiar los factores e indicadores de mayor incidencia al momento de 
establecer el auto-aprendizaje de la red para generar resultados acordes a la realidad de los 
diferentes tipos de organizaciones, ya que si bien la estructura de la red para el cálculo del riesgo 
de insolvencia es generalizada, (constando de 3 capas: entrada, oculta y salida), su número de 
nodos dependerá del número de variables a utilizarse en el modelo, de hecho se podría estudiar las 
variables de mayor incidencia para cada sector económico en específico debido a sus diferentes 
estándares de validación ante el nivel del riesgo de insolvencia que presenta dicho sector 
económico, para posteriormente someter a la red a las etapas de aprendizaje y validación para así 
poder garantizar la efectividad de la misma. 
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