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ABSTRACT 
In time series analysis, unit-root identification in time series has been drawn a 
great amount of attention over the past three decades. A commonly used graphi-
cal method is the sample autocorrelation function approach proposed by Box and 
Jenkins (1976). However m a n y researchers have found that it is ambiguous to dis-
tinguish the pattern of "slow-decay" and "fast-decay" of the sample autocorrelation 
function. Another approach is the statistical tests proposed by Dickey and Fuller 
(1979), Phillips and Perron (1988) and others. UnfortAinatcly, theso tests m a y s\iffer 
severe size distortion and low power. Chen and W u (2007) thus considered another 
approach to the problem based on polyvariograms proposed by Chen and Anderson 
(1994, 1998, 1999). In this thesis, we investigate the problem of the unit root iden-
tification when the available data m a y be collected in an aggregate manner such as 
quarterly or annual totals. The effort of Polyvariogram approach based on aggregate 




普遍使用的單根檢定方法乃樣本自相關函數（sample autocorrelation function) °這 
—圖像方法於一九七六年由 B o x and Jenkins (1976)提出，不過其後很多研究員 
均指出此方法在分辨自相關函數為缓慢衰退（slow-decay)和快速衰退（fast-decay) 
的法則乃含糊不清 ° 另一方面，以 Dickey and Fuller (1979)和 Phillips and Perron 
(1988)為首所提出的統計檢驗方法都存在嚴重的誤差扭曲（size distortion)和低檢 
定力（power)。因此，Chen and VVii (2007)根據 Clieii and Anderson (1994, 1998, 
1999)的多變異圖函數（polyvadogmm)提出相關的單根檢定方法。現時，時間數 
列分析所運用的數據常以累積計算方法收集，例如全年季度總數或全年總數。所 
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1.1 Problem of identifying d in ARIMA model 
Let, {Zi : I = 0.1,...} be a time series. The backshift operator B is defined by 
HZt = Zt-i and the backward diffurcncing operator by • = 1 — Suppose that. 
d > 0 is an integer and 
V^'^t = H/,, t = d,d+l,... (1.1) 
W h e n { H : t = ... ’ —1,0’ 1’...} is a stationary and invertible avitoregressive and 
moving average of order {p, q) series, ARMA{p, q) (see Box and Jenkins, 1976), {VFj} 
satisfies 
(P{B)W, = e { B ) a , (1.2) 
where {aj is a white noise process with mean 0 and variance al and (f){B) and 
9{B) are relatively prime polynomials of degree p and q respectively, with all their 
1 
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zeros outside the unit circle. In this case, {Z/} is called ARIlMA{p, d, q) series. The 
acronym A R . f M A signifies an integrated autoregressive moving-average series. In 
general, the AR[MA{p, d, q) model can also be written as 
By'Zt = e{B)at. (1.3) 
W e now consider a more general situation in which {VKJ is second-orcler stationary, 
i.e. 
E{Wt) = 0 and = 7A-, = 0,1,2,... (1.4) 
where 7人.is the aiito-covariance function ( A C V F ) of {11'/}. Its autocorrelation func-
tion (ACF) is denoted by pk = 7a/To- W h e n (1.4) holds, { Z j in (1.1) is said to be 
an int egrated stationary time series of order d. 
W e let to be the set containing all time series {Z,} in (1.1). W h e n (1.4) holds, we 
also let Id to be the subset of in which \f.Z、. — W), is not ovmli瓜n.aicwl. Obvi-
oiivsly, /rf = /rf U fd-i- For example, Iq is the set of all stationary series, Iq is the set 
of stationary and not ovci-diftciciKod series aiul /_i is the set of all ovcr-ditt'crciicod 
series. Introducing the definition of and Id is helpful to classify the series in the 
identification of the order (I. For more rigorous definition, see Chen and Anderson 
(1998). 
The problem of identifying (I in model (1.1) has been drawn a great amount of 
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attention over the past three decades, especially due to the popularization of the 
ARIMA model. Box and Jenkins (1976) introduced a three stages iterative proce-
dure for finding an appropriate model with the form (1.3). The first step is model 
specification (i.e. to identify the order of p, d and q). The second step is model fit-
ting (i.e. parameter estimation) and the third step is model diagnostics (i.e. residual 
analysis). A m o n g all steps, the first, and most important step is to determine the 
value of d. M a n y inferential methods have been developed to identify d including 
Dicky and Fuller (1979) and Phillips and Perron (1988). S o m e papers had also 
clisciissecl the size and power of these two tests such as Shin and Fuller (1998) and 
Leyboiinie and Newbold (1999). Shin and Fuller (1998) stated that Phillips-Perron 
test suffer severe size distortion in a. moderately large sample size. Leybourne and 
Newbold (1999) empirically showed that the Dickey-Fuller test suffer either severe 
size distortion or low power. 
Besides, a commonly used graphical method to identify d for the ARIMA{p, d, q) 
model is the sample autocorrelation function (SACF) approach proposed by Box 
and Jenkins (1976). Its graphical nature is simple to understand and comfortable 
for users to implement. Although the S A C F approach sometimes works well to 
identify the value of r/, the failure with the 'slow-decay' criterion of Box and Jenkins 
has often been reported. It is often ambiguous whether S A C F dies away slowly or 
quickly. Some authors have tried to tie clown this feature more precisely (Wicheni, 
1983; Anderson, 1979), but conclusions still leave users some vagueness in m a n y 
situations. Also Box and Jenkins did not provide a formal mechanism or testing 
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procedure based on the S A C F approach. 
1.2 Another Approach 
Another approach for identifying d was proposed by Cressie (1988). H e defined the 
seinivariogram, linvariograni and qiiadvariograni and suggested a graphical proce-
dure for identifying d. After the initialization of Cressie, Chen and Anderson (1994, 
1998，1999) improved and generalized Cressie's results and procecliues. They defined 
(he i)olyvaiic)graiii (PV) and scaled polyvariograni (SPV) and derived the asyiiip-
tolic properties of their corresponding two sample polyvariograrns under very general 
assumptions for \V, in model (1.1). In acklilion, Chen and W u (2007) provided a 
concrete test procedure and empirically showed that the proposed test procedures 
are more powerful and more robust than the existing tests and almost size-distortion 
free in some crucial situations. 
The identification of the value d based on the graphical approach of polyvariograni 
\s as simple as the graphical approach based on S A C F approach. If the pattern of 
'positive slope' {slope > 0) shows in the plot of sample polyvariograni (Its definition 
will be defined in the next chapter.), it is suggested that the corresponding series 
has a unit root, while the pattern of 'levelling out' {slope. < 0) indicates the corre-
sponding series does not contain a unit root. Fiirtherriiore, the advantage of using 
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this approach over Box and Jenkins S A C F approach is clear because 'slope > 0' 
against 'slope < 0' is a cutoff criterion, while the criterion of 'slow decay' against 
'fast decay' of S A C F is rather vague. N o w we consider a simple illustrative example 
to compare the S A C F approach and the polyvariograni approach. W e generate three 
time series based on the model (1 — (j)B)Zt = at with 小=1, 0.9 and 0.5 for sample 
size 100 and a.,.’s are independent and identically distributed as standard normal. 
W e then plot the S A C F and the sample P V as shown in Figure 1.1. It. is clear to 
judge whether the S A C F of the (1 — (j)B)Zi, = a,, with 0 = 1 and 0.5 is 'slow-decay' 
or not, but it is difficult to classify the S A C F of the model (1 — 0.9B)Z,, = a,, as 
'slow-decay' or not. O n tlie other hand, the polyvariograms show 'levelling out' in 
the cases of 0 = 0.9 and (p = 0.5，while 'positive slope' for 0 = 1 . Therefore the 
polyvaiiograni is clear to judge whether it is 'positive slope' or 'levelling out' even 
0 is quite close to 1 (says 小=0.9). The use of polyvariograni approach looks more 
attractive than the use of S A C F approach in this situation. 
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Figure 1.1: Top left: S A C F of {l-B)Zt = a,; Top right: S A C F of (1-0.9B)Z, = a^; 
Bottom left: S A C F of (1 - 0.5B)Z, = a,/, Bottom right: Polyvariograms for the 
models (1 - (f)B)Zt. = (h with 0 = 1 (solid line), (p = 0.9 (dotted line) and cj) = 0.5 
((lottecl-dasli line). 
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The polyvariogram approach as mentioned above has some advantages over the 
S A C F approach to deal with the problem of identifying the number of differencing 
in ARIMA model. Chen and Wii (2007) provide an unified approach for identifying 
and testing unit roots based on Polyvariogram. However, the data in time series 
analysis are sometimes obtained through temporal aggregation. For instance, the 
available data m a y be collected in an aggregate manner such as quarterly or annual 
totals. As a result, there is a need to study the problem of identifying a unit root 
l)asecl on aggregate time series. In this thesis. I will focus on the effects of temporal 




For each fixed b = 0,1,2,...，the primary increment vectors (PIVs) of order b is 
given hy (See Cressie (1988) and Chen and Anderson (1998, 1999)) 
二 (7^ (0),兀；：(1),...，7^ (" + /^, for " = 1.2，3’... (2.1) 
where 
4'(0) = 1 (2.2) 
7if(A:) = 0 for A — 1 , 2,..., h - 1 (2.3) 
知。=(-1 口二 r ” f。n = 0，l,...A (2.4) 
It is noted that :,:("'.) 二 - 1)... (.r - 川 + 1) is the 'factorial power' of x. 
8 
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Define 
Z{h + b,t) = (Zt+h+b, Zf+"+b-i，... ’ Zf)' (2.5) 
and define Yb{h + b, t) as 
h+h 
Y,{h + 6,0 二 {7v'ffZ{h + = T T ? ⑴ 石 ( 2 . 6 ) 
Using the increment-vector in the set of order 6 = d - 1, we m a y transform an 
/(, series into a stationary series. W h e n { Z J G /(, and b > max{d — 1,0}, then 
Yi,{h + b. t) is stationary for each h = 1，2，3,.._. Tims the variance of Yi,{h + b. t) is 
defined as b > max{(l — 1,0}. 
For I) > max{cl — 1,0}, define the variograin of order I) as 
Vb(h) = l,ar(n(" + M ) ) (2.7) 
for each h = 1, 2，3，.... 
N o w we want to introduce an illustrative example for 6 = 0 and d 二 1. Suppose the 
original series {Z,} is in h and put, Z(h, t) (Z/,+h, Zt+h-i,..., Zt)'. From equation 
(2.1)，(2.2), (2.3) and (2.4), the set of primary increment vectors (PIVs) of order 0 is 
{ 4 = (4(0). 4 ( 1 ) , .…4(/0’ )'： “ = 1’ 2’ 3，...} (2.8) 
where 7rJ(0) = 1，7rJ(l) 二 0, 7rJ(2) = 0，. • . ， - 1) = 0 and 4 ( h ) = -1. 
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Then 
YoiKt) = (7rS)'Z(h,t) = - Z,. (2.9) 
Note that the transformation from Z{h, t) into YQ{h, t) through PIVs can be con-
sidered as a generalized order 1 differencing operation since 
t) = (1 — = ( 1 - (2.10) 
j=o 
If /? = 1，1 — is exactly equal to the differencing operator = 1 — B and the 
corresponding increment vector of order 0 is ttJ. If {Z,} 6 fi, then {Yoih, t)} trans-
formed by ttq is a, stationary time series. 
Finally, variogiaiii of order 0 is 
vo{h) = Var{Yo{h,i)). (2.11) 
N o w we want to show how the variograni works in identifying d — 0 from d = 1 for 
model (1 - B y % = M v 
W h e n {Zt} G /q, Z^ = 11；, then 
vo{h) 二 - = 2 ( 7 0 - 7 " ) " = 1，2’3，... (2.12) 
which is a function of h and the、decays to zero for large h. Then vo{}i) levels out 
at 270. 
W h e n {Zt} G /i, (1 - B)Zt = H“ vo(h) becomes 
t+h 
Vo(h) = Var(Zt+h 一 Z,) = Var( [ W,) /i = 1’ 2，3，… （2.13) 
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which can be shown that it has an increasing asymptote (positive slope) under mild 
assumptions on Wt and the result will be provided in the following pa,ges. 
Let us first consider a simple situation in which {VK/} is a white noise process, 
i.e. W , = Uf. Then 
l.+h 
.,’()("）=Var{ = hoi for h = 1,2,3,... (2.14) 
i=t+i 
which is a straight line with slope af^ . Thus we can see that V(){h) can be used to 
identify whether d 二 1 or d = 0. 
2.2 Polyvariogram 
From the result of Chen and Andersen (1999), we know that 
/ 0 ( 广 ） i f d = b + l 
Vhin) = ,, (2.15) 
、) \ 0(h2b) if d<b. 
Since it is not easy to distinguish the polynomials of order 2b + 1 from that of order 
2b graphically except h = 0. So dividing the variogram of order h by h‘几 and the 
divergence rate becomes (){}i) ('positive slope') if d = and 0(1) ('levelling out') 
if d < h. 
For b > ina:i:{(I. — 1,0}, Chen and Anderson (1998，1999) define polyvariogram 
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(PV) of order b as 
li.{h) = ^ for = 1,2,3’... (2.16) 
Furthermore, Var{Yi,{h-{-b. t)) can be considered as a variance of linear combination 
of {Z/.} and the variance of W,, in model (1.1) is 70. Also is a function of 
Var{Yi,{h + b, <)). Then it is natural to define another polyvariograni in statistical 
inference. 
For b > 7nax{d 一 1,0}, they also defined the scaled polyvariograni (SPV) of or-
der b as 
= for 二 1,2，3，... (2.17) 
70 
Chen and Anderson (1998, 1999) also gave the precise formulae for the asymptotes 
of jh(h) for any integer b > max{d — 1,0} as follows: 
、(h)=丨A" 了:!;:、“ + 0(h-'), d < b (2.19) 
where A = 1 — F is the forward dilfcicuiciiig operator and 0 < r/ < 1. .s(0) is the 
spectral density of at frequency 0. If = ".“ then 27r.s(0) = a'f,. 
Furthermore, for each fixed "，."“") in (2.16) can be estimated from Zt, I,= 
1,2,..., n, using 
h { h ) = 7 ~ ~ + h, 0 1 ' f o r /,, = 1 , 2’...，n - h - 1 . ( 2 . 2 0 ) 
n — li — 0 ^ 
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Therefore the sample P V and the sample S P V can be respectively defined as 
卞‘⑷=婴,Mi、=塑 for 二 1’2，3,….,n-6-l. (2.21) 
fi 7o 
Since an estimate of 70 is hard to obtain as d is unknown, S P V is diflicult to esti-
mate. However, the 75(1) can be estimated together with other、{JK) from a given 
series. 
Chen and VVii (2007), thus define the rescalecl polyvariogram ( R P V ) of order b 
as 
/?“/?) = • (2.22) 
7/,⑴ 
Obviously, this is different from S P V . but its divergence rate is the same as S P V . 
Also, if {Z,} e id and d — b + 1, then 7“1) = 7 。 a n d the R P V is the same as the 
S P V . The sample R P V is denoted by 
_ = 纖 . (2.23) 
2.3 A testing procedure 
In general, to identify whether d) = 1 [d = rf' + 1) or 0 < 1 {d = d') in the model 
(1 — Z, = at, (2.24) 
w e use Rh{h) with b = d'. 
For the problem of multiplicity of unit roots, the graphical procedure proposed 
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by Chen and Anderson (1998) is as follows. Based on the original series, calculate 
and inspect %{h) in the order 6 = 3,2,1,0. If %{h) levels out, then d < b, and try 
Continue this process until 6 = 0 if necessary. W e conclude that d = 0 
if %{h) levels out for all b = 3, 2.1,0. If there is a 6 during the process such that 
%{h) has a 'positive slope', then we stop the process at that b and conclude that 
d — 6 + 1 . Thus by applying this procedure for model (2.24), we m a y tried d! if 
%{h) levels out when b ==〔/' + 1 and has a positive slope when b = cl'. 
Furthermore, we note that using j,i'{h) to test //q : d = d' + 1 against Hi : d = d' is 
equivalent, to use to test f/o : (p = 1 for (1 — 二 a,.，where U,, = •"'Z, 
for each fixed d' against Hi : d < 1. Thus from now on, we will focus on the 
identification of whether 0 = 1 {d = 1) or < 1 {d = 0) in the model 
(1 -傳 J丨 . = a , . (2.25) 
or more general 
(1 - ( P B ) U 丨 . = W 丨 ( 2 . 2 6 ) 
Note that the recalling of Ro{h) is useful for comparison as the scale of the plots is 
not aifected by the variance of Wi,. 
2.4 Testing with integrated white noise series 
Since the distribution of test statistics for polyvariogram approach is not equal for 
different U',. in model (1.1), so the critical value is also different a.nd it is impossible 
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to provide a critical value for each model. Therefore we first want to investigate for 
the simplest situation, that is W t = at. W e then try to transform other situations for 
VV'^  a.t into the case as testing for Wf, 二 a,. The detailed transformation method 
will be discussed in Chapter 4 and we now only introduce testing with integrated 
white noise series here. Recall the model 
(1 - = at (2.27) 
and the hypothesis 
Hq : (/) = 1 against :小 < 1. 
T h e test statistics is 
/?n(/0 = (2.28) 
— ( 2 29) 
- /i2(0) / 12(0) 、丄"J 
= ^ (2.30) 
where 
M h ) = (2.31) 
71 — n 
From the result of Chen and Wii (2007), the power of the test is optimized when k 
is around 0.4n. Therefore for any u, we take 
h = (0.4n), (2.32) 
where (x) is the integer closest to x. 
They also provided a table listing the empirical 5th percentiles of R{){h) for different 
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sample size 7i based on 10’ 000 replications. Besides, Chen and W u (2007) discovered 
that the empirical 5th percentiles of Ro{h) of the model (1 — B)Zt = at is almost 
linear to h and denote it by CV{h). Chen and W u (2007) also set a regression model 
as 
('V{h) = fhh + (-rror. (2.33) 
B y using the 10,000 replications of the integrated white noise time series and O L S 
estimation, we get 
CV(/i) = 0.1829/i. h = (OAfi). (2.34) 
Thus the rejection rule is: 
Reject, the mill hypothesis if < 0.1829(0.4n). (2.35) 
Chapter 3 
Aggregate time series in ARIMA 
3.1 The preservation of unity in ARIMA model 
under aggregation 
Suppose wc want to identify the iniiiibcr of dilfcrciiciiig <l of time series {ZtJ = 
1,2,..., n} . Since identifying whether d — d' + 1 or d — d' can be transformed 
into the test to identify whether (1=1 or d = 0. So the model (1 — By'Zt = Wt 
with (1 二 1 is concerned, where WI is a stationary time series. Since our problem 
is to identify the iiuinloor of cliffcronriiig with the aid of the aggregate time series. 
Equivalently, it is to identify whether the model (1 - I^)Zt = W,, has a unit root or 
not using the aggregate time series. The most important question to the validity of 
the method is: Is the unit root preserved after aggregation? If not, the aggregate 
time series might not be used to identify d and significantly represent the original 
time series. 
17 
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AGGREGATION IS 
Let the m-period non-overlapping aggregates of Zt be YT such that 
mT 
YT = E Zt 二（ 1 + /… • . + /严-1)么nT. (3.1) 
t=,,i(T-l) + l 
Here rn is also called order of aggregation. For instance, if Z�is a monthly series 
and m = 12, then Yt is an annual series. Furthermore, the number of observations 
of Yr is n* = [n/mj, where [xj is the greatest integer smaller than x. 
It. is recalled that B is backshift operator on original time series such that BZi = Zt-\ 
and B is defined as backshift. operator on the aggregate time series unit T such that 
B Yt = YT-I. 
N o w we want to present the result, of ARIMA model after aggregation. According 
to Wei (2006) and Silvestrini and Veredaa (2005), 
THEOREM 1 Suppose a non-aggregate time series {Z,} satisfies (1.3), that is an 
ARIM/\{p, d, q) process such that 
(f)[B)[l — By% = e[B)at, 
where 0(B) = nj=i(l —…召)，o,nd the model, has no hidden periodicity of order m, 
then the aggregate time series Yr with aggregate order m. follows an ARIA f A{p, d, r) 
where 
Lp + “ 1 + [ 广 “ j (3.2) 
m 
3.1. THE PRESERVATION OF UNITY IN ARIMA MODEL UNDER 
AGGREGATION IS 
and the aggregate model is 
[ f [ ( l — 6]'B)]{1 - BYYT = (1 - 0 1 ^ - 0 2 ^ ' (3.3) 
j=i 
According to the above theorem, the orders of ARIMA model, p and d, is preserved 
after temporal aggregation. This result ensures that we can use aggregate time series 
to identify the iiiiiiibcr of difl'crciiciiig in iioii-aggrcgatc time series. In particular, if 
Zi is an A Rf MA{'p, 1, f/), then the aggregate time series Yr is an Alif M 1 , /•) 
series. In this thesis, we consider some special cases of aggregate A RIM A model in 
the followings: 
(i) (1 - B)Z,, = a, 
(ii) (1 — B)Z,. = (1 - aB)a,, where |a;| < 1 
(iii) (1 - ijB){l - B)Z, = a,, where [ip\ < 1 
For each of these models, we will obtain the model of aggregate time series and its 
parameters. 
3.1. THE PRESERVATION OF UNITY IN ARIMA MODEL UNDER 
AGGREGATION IS 
3.1.1 Aggregation model of ARIMA{0,1，0) 
Lemma 1 Let Zt be a zero mean time series following an ARIMA{0,1,0) process: 
(1 — D)Z, = a, (3.4) 
where at is a sequence of i.i.d. random variables with zero mean and variance a^. 
Then, the aggregate series YT =• ^t '⑴他 m>2 follows the ARIMA{0,1，1) 
process 
{I - B)YT = {I - QB)bT (3.5) 
磁 e 二-(2爪2 + (3.6) 
m- — 1 
where b-p is a sequence of i.i.d. random variables with zero mean and variance 
r j } =叫 2,”〜1) 2 
Proof for L e m m a 1: 
For m > 2, 
rriT 
Y t = Y ^ Z,. = (1 + Z? + + • • • + B " '’ Z …T. 
i=m(T—1) + 1 
Since (1 — ")Z,,"’ 二 and w e multiply (1 - /i"')(l + /：?+ + . • • + "”'—i)/(l — /” 
on both sides, w e get 
(1 - B"')(l + B + + . . • + B"'-')ZmT = + B + + + 
771 m—1 
YT - W-i = 
i=l i=l 
(1 - B)YT = UT 
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where Ut = 讯卜丄 + E;二‘ (m - i)B-+“i]^wr. 
m m—1 
Then VariUr) = ( 爪 - 們 
1=1 i=i 
m m—1 
1 = 1 ？ = 1 
= l m { 2 m ^ + l)al 
7T) — 1 
and Cov{Ut- Ut+i) = i{m - z)] 
= a l [ r n x i ( m - l )m - - ( m - l)m(2m - 1)] 
= - l)cr;-5. 
Also Cov{Ut： U'R+K) = () for k > 2. 
Therefore U r is an /1"/A//\((),0，1) process and Yr is an /IHIMA{(),1,1) process 
such that (1 - 13)Yt = (1 - 郎 ) ! ) t = Ut. 
N o w w(、want to find B and wo note that 
CorriUr^Ur+i) = Corr{{l - eB)bT, (1 - QB)br+i) 
吉川(川2 - i)rT； = - e 
im(277l2 + — 1 + 02 
771^  - 1 _ - 0 
4.m2 + 2 = 1 + 92 
(m2 - l)e2 + (4m2 + 2)e + (m2 - 1) = 0. 
-2(2/7,2 + 1) 士 /(4,„2 + 2)2 — 4(川2 — 1)2 
So e = 
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-(2771.2 + 1) 士 ^ 3爪2(饥2 + 2) 
= “ 
For in > 2， 
-(2777,2 + 1) — y3m2(m 2 + 2) - 1) - 3 - + 2) 
since ^ = 2 1 
rn/ — 1 m, — 1 
3 + 办 m?{m? + 2) 
二 —2 ^ ^ ^ ^ 
< 一 2 
-(2."/2 + 1) + 知 川 2 + 2) -(2.",2 + 1) + 力 2川2 + 1)2 
and ^ < = 0 
ni/ — 1 m^ — 1 
-(2 川 2 + 1) + p m ‘ 〜 + 2) -(2771.2 + 1) + + + 2) 
111- — 1 'm2 — 1 
> -1. 
Since |B| should bo less than one. Thus wo take O 二 (2…+1):,.}^ '”（”i +2)肌〔1 
- 1 < e < 0. 
To determine cr^  
VaiiUr) = Var[{l - 0/3)5r] 
+ = (1 + 
2 _ m.{2in^ + 1) 2 
口b = 3(1 + 02) 
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3.1.2 Aggregation model of ARIMA{0,1，1) 
Lemma 2 Let Zf be a zero mean time series following a ARIMA{0^ 1,1) process: 
(1 - B)Zt = (1 - (\'B)nt , |al < 1 and n 0 (3.7) 
where a, is a sequence of i.i.d. random variables with zero mean and variance o^. 
Then, the aggregate series Yt = Z1Si(t-i)+i ^t with m > 2 follows the ARIMA{0,1,1) 
process 
(1 - B)YT = (1 - QB)bT (3.8) 
where b”’ is a sequence of i.i.d. random variables with zero mean and variance of. 
The parameters 0 is a Junction of m and a, and they are deiennined as in the 
following: 
B is the root, of the following quadratic equations satisfying |B| < 1 
,、2 6 - 8a + ^ ^ 
(-r + - 9 + 1 = 0 Jor m = 2 
1 — 4a' + a^ 
2[(2m2 + l)Q2 + 4 ( - m 2 + l)a’+(2m2 + i)l — 
( ) + [(m2 — ( 爪 2 + +(川2 — 1 ) ] 〇 + l 一 0 loi m > 3. 
Proof for Leiiinia 2: 
Since (1 — 二（1 — cvB)a,nT and w e multiply (1 - + B + 炉 + … + 
— B) on both sides, w e get 
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(1 - B'"){1 + B + + + B'"-')ZmT = ( E 
m m—1 
Vt - VV-1 = + 
2 = 1 
(1 - aB)a,nT-
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Let U t = [ E : ⑷ 卜 1 + E 二 1 (m — _ aB)a„,T. 
m m—1 
Ut = E z 『 i + E ( m - 2 ) 产 - i ] ( l - q B K 丁 
i=l 1=1 
m 
= ( 1 + ^ [ ( 1 - a)i + + [(1 — (y)m -
i=2 
ni—l 
+ ^ [{rn - z)(l - a ) - QjB川斗卜 i - a 
1=2 
As we simplify the right hand side of above expression, we note that the upper bound 
and lower boimd of the last summation is m — 1 and 2 respectively. As m = 2, this 
siiniiiiation is equal to zero since the upper bound is less than the lower bound. So 
there are two different cases for rn = 2 and rn > 3. 
Ca.se 1: For m = 2, 
Ur = (1 + 2B + - aB)a2T 
= [ 1 + (2 - a)B + (1 - 2a)B'^ + aB'^]a2T-
VariUr) = [1^  + ( 2 - fv)^  + (1 — 2(vf + 
={6 - 8a + (ja^)al. 
COV{Ut.UT+I) 二 [(1)(1-2qO + ( 2 - C O ( — 
= ( 1 - 4a + 
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Cov{Ut, UR+k) = 0 for k > 2. 
Thus Ut is an M A ( 1 ) process and Yt is an ARIMA{Q. 1，1). Let Ut = BR - QBR-i. 
Corr{UT, "T+i) = Corr{bT — Qbr-i-br+i — 66T) 
(1 + - e 
(6 - 8a + = 1 + 82' 
Hence determine 0 by solving tlie following equation with |©| < 1: 
6 -So：+ 6 心 1 ,、 + - • , , e + 1 = 0. 
1 — 4cv + a-
Case 2: For rii > 3, 
tn in—1 
Ut =丨E?权+ E (爪-0『出-i](l -
川 
= + a)i + + 1(1 - a)m -
1 - 2 
m—1 
+ E [("^  — 0(1 - « ) - 0：]召爪+卜 1 — 
i=2 
m 
VAR(UT) = + E [(1 - + ^f + 1(1 - - 11' 
1=2 
m — 1 
+ Y^ [(m-?:)(l — a ) - a ] 2 + a'2) 
i=2 
m— 1 
= a l i i + [(m - 1) - m a f + + [(i — a ) m + aj^ + J ] [2(1 - a)〒 
i=2 
+2(1 - a)[{m + 2)a 一 m]i + a'2 + [m(l - a)-
= � ( 2 m 2 + l)a' + 4(—m2 + l)a. + (2m' + 
O 
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m—1 
CoviUr^UT+i) 二 a W ( l - Q O m - l ] + ; ^ [ ( l - a ) i + a][—(l-a.)i 
i=2 
+ m( l — a) — ct] — Q;[(l — a)m + a]) 
m—1 
= a � ( m ( l - c v ) 2 - ( l + Q:2)+ ( —(1 — 
1 = 2 
+ (1 _ Q:)[m(l — a) — 2a\i + a['m(l — q) — a])) 
= - — 2(m2 + 2)a + (?n' — l)]al 
Also COV{UR, UR+K ) 二 0 for k > 2. Thus Ut is an M A ( 1 ) process and Y't is an 
AR1MA{{), 1,1). Let Ur = h - Qhr-i. T h e n 
CO}-7-{[/T, UT+I) = Corv{bT — QhT-i^hr+i — Qbr) 
- l ) a - - 2(m2 + 2)a + (m? — — - Q 
f [()2m2 + l)a,2 + 4 ( - m 2 + l)a + + l)]al = 1 + 02" 
Hence determine 0 by solving the following equation with |0| < 1: 
2 , 2[(2m2 + 1)0^2 + + + (2,^ 2 + 1)1 
[(,"2 - l)(v2 - 2(m2 + 2)(v + (,m2 一 1)] — . 
3.1.3 Aggregation model of ARIMA{1,1, 0) 
Lemma 3 Let Z( be a zero mean time series following a ARIAfA{l, 1,0) process: 
(1 - ipB){l - B)Zt = at , \i>\ < 1 and 0 0 (3.9) 
where at is a sequence of i.i.d. random variables with zero mean and variance a^. 
3.1. THE PRESERVATION OF UNITY IN ARI MA MODEL UNDER 
AGGREGATION ^ 
Then, form = 2，the aggregate series Yt = I]"£m(T-i)+i ^t follows the ARIMA{1,1.1) 
process 
(1 一 B){\ - i?B)YT = (1 - eB)hT (3.10) 
where br is a sequence of i.i.d. random variables with zero mean. 
The parameter B is the root of the following quadratic equation satisfying |B| < 1; 
2(3 + # + 0 2 ) ( 1 + V ’ - 的 1 + 
( ) + (1 + .少 Y — 2(3 + 4V； + .雜‘2 () + 1 — ()• ("^.11) 
For rn > 3, the aggregate series Yt — 1)4-1 ^t follows the ARIMA{1,1, 2) 
process 
(1 - - = (1 - QiB — Gh昨T. (3.12) 
The paranielers (I), 61 and 02 can be obtained by the following steps: 
1 . P u t (I) 二 '<//''. 
2. Compute p\ and p2, where pk is the lag k autocorrelation of Ut = (1 — B)Yt. 
Pi — , o 5r>2(m-l) 7] 
C2(.川—1) + 2 Ejll C2{;n-l)+it' 
= + + + + 
P'^  ~ , 1) 
C2{m-l) + 2 C2{m-l)+it 
where cj is the coefficient of a.j in the polynomial ” Cja.j = (1 + a + a^ + 
… 十 a ). 
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3. Solve 01 and ©2 by the following two equations: 
(a) {p2 - pi^) + [(1 - 2p2) + + + [2{p2 - 1) - + -
+ [(1 一 2p2) + 4pi(I) + 03 + ( 仍 - 二 0 
(“乂 _ P2-P1<I' 1—e.2 
subject to 01 + 02 < 1, 62 - 6i < 1 and jBsl < 1. 
Proof for L e m m a 3: 
Since (1 B)Zt = (1 - V’B) — io,,，let 11,, = (1 - 偶 - 、 w h i c h is a, ARIMA{1,0, 0) 
process and let 7人.be the autocovariance function of U、，where 7 人 . = j ^ i p ' ' - Then 
(1 — B)Z,„t = \V,nT. By multiplying (1 - + B + + • • • + — B) 
on both sides, we get. 
(1 - /严)(i + " + +... + /产i)z,,"’ = (1 + " + + … + 
Yr - Yr-i = [ f："广 1 + E (."'' - .0� '+ ' - ”VV^r. 
i=l i=l 
Let, Ut = 1E;=i … 1 + EI；；；!^  (m — 
There are two different cases of the aggregate model for m = 2 and m > 3. 
Case 1: For rn = 2， 
VariUr) = Vr + 2t,V,2'r一 1 + 1[27’-2) 
= + 22 + 12)70 + 2[2(1)(2)7I + 1(1)(1)72] 
= 2 7 0 ( 3 + + i?) 
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= r ^ ( 3 + 4 例 2 ) . 
Cov{Ut.Ut+i) = 7o + 471 + 672 + 473 + 74 
二 1 ^ ( 1 + , 
Cov{Ut, "T+2) 二 72 + 4)3 + 674 + 475 + 76 
For k > 2, 
(U)v{lh\ "7’+fc) = ('Ov{V] 2T + 214/27-1 + M,2T-‘2’ l'l,27’+2it + 2H 2T+2k-l + W2T+2k-2) 
=7‘2 人一2 + 472/0-1 + 672fc + 472fc+i + yik+'i 
=严-丨)7()(1 + V)” 
=V,2("-l)C0L’([/r，[/7>l). 
Consequently, Ut is an ARIMA{1,0,1) and let (1 - (I)/3)f/T 二（1 _ QB)bT. 
So 
Varm = 
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Thus $ = 妒 and 0 can be determined by the followings: 
r (jj “ 、 ('02 一 e)(i-v/2e) 
(1 + V；)^  = (v;2-e)(i-v;^e) 
2(3 + A t + f ) - 1 - 2 f Q + 02 
, 2(3 + 4V； + V-’2)(l + V/) - + 奶' 
Hence 6 can be determined by the above equation with |€)| < 1. 
Case 2: For m > 3, 
Recall 
m in — 1 
Ut = + E ( ⑴ — … 厂 n T 
1 = 1 ！ = 1 
and 
2 
Cov([Jr, "7’+A.) = 7A. = 论 
1 — V' 
Let cj be the coefficient of the polynomial such that (1 + a + a'^  + • • • + — 
CjaJ. 
2(m-l) 
VariUr) = C2(川-i)7o + 2 J Z C2(m—i)+,7i 
i=i 
m-2 3 m - 2 
Cov{Ut. Ut+i) = C„,_27o + + Cn,-2-'i)li + ^ C,„._2+,:7;. 
A=;(i—2+1 
Cov{Ur, Ur+k)=『尸、作 + ip + • • • + 伊 “ 一 丄 ” for k > 2 . 
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Then the autocorrelation of Ut = {I — B)Yt for k = 1 and k 二 2 are 
=Cm-2 + (^ n^-2+z + (:m-2-“.lJ, + T^Zm-l 沖丨-
Pi 一 . DV-2(m-l) Z 
= 论 2(1 + 论 + ^2 + ... + 於m-l)4 
C2(m-1) + 2 L i = l C2[m-\)+iW 
So Pi and p2 are function of 冲 and rn. According to the autocorrelation structure of 
Ut, Ut is an ARIMA{1,{),2) process and Yt is an ARIMA{1.1,2) process. N o w 
w e want to express 6i and 02 in terms of m and Firstly, let (1 — ^ B ) U t = 
{I - eiB -
2 
VariUr) 二 ^ � ( 1 - 201(1) - 202(1)2 + 26182^ 1> + 6^ + 6^) 
2 
Cov{UrJJT+i) = [巾-(1 + (1)2)01 — + (1)2)02 
+ (1 + (i>2)eie2 + (i)e? + 
Cov{Ur, Ut+o) = + 
丄 一 少 -
+ (1>(1 + $2)0192 + + 
For A- > 2, 
Cov(Ur, Ur+k) = i>'-''Cov(UT： Ut+2) 
Thus (I> = V严.Since the pi 二 Corr(JJT,UT+i) and p2 = Corr{UT, Ut+'i), then 
_ (I) - (1 + (i)2)ei - (i)(i + <^ 2)6)2 + (1 + (:&2)0162 + + 
内 = 1 一 2€)1(1> + 20102^ > + e? + ei 
一 (1)2 — (1 + 护)ei - (1 + + (；&(1 + 护)0162 + + (I)2e， 
内 二 1 - 26)1(1) — 202^2 + 26192^1> + 05 + 01 _ 
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Rearrange the above two equations and we get 
((I) — ,)i)[i + 65 + e^] = (1- 2,vi) + (i>2)[e)i + (i)e)2 — 6162] (3.13) 
- P2)[i + el + el] = (1 - 2p2(i> + + (1 - 2p2(：&2 + (i)4)e2 
一 _ 2 p 2 ( i ) + (i>3)Qie)2. 
Since Gi and 02 are real, then 1 + + — 0. Simplify the above two equations 
to cancel the term 1 + 6'f + and we get 
N o w ©1 is in terms of. 02. Then put it back to equation (3.13) and we get 
(<t> - pi) {p-i - {(p2 - Pi (I)) + [(1 - 2p2) + 4^1 + (1)2]02 + [2{p2 — 1) — 8pi(I) + 
"2(1)2 - ^^cl>3]02 + [(1 - 2内）+ 4,)1(]) + + (灼—/5i(I>)eD = 0. 
Since <I» — pi + 0, p-i — pi(t + 0 and p2 and (I) are hmctions of tjj and m. 
Thus B2 is the solution of the following equation， 
{P2 - [(1 - 2/92) + + (I)2]e2 + [2(P2 - 1) - 8pi(I) + P2(I>2 — 
+ [(1 - 2p2) + 4pi(I) + + (p2 - = 0. 
B y substituting the solution of 62 back to equation (3.14), we obtain 61. Note that 
although there are pairs of 61 and 02, we choose (0i, 62) satisfying the invertible 
conditions 0i + 02 < 1 , 62 - ©1 < 1 and |e'2| < 1. 
Chapter 4 
Aggregation effects on the power 
of the test 
In this section, by siiniilation, we investigate the performance of the unit, root test 
based on the aggregate time series using Polyvariograni. To illustrate the power of 
the test, due to aggregation, we consider the following three models of the original 
time series: 
1. (1 - <kli)Zt = at\ 
2. ( l - 0 B ) Z , = (l-aB)a,; 
3. {\-(i>B){\-^B)ZT = at. 
Again the hypotheses are 
/-/o ： 1 
/ / i -.qxl. 
33 
M 
For each model, we have obtained the aggregate time series model in the previous 
chapter and we can test the time series in the form of integrated white noise as 
discussed in chapter one. Then the simulation study for each model can be performed 
as follows: Firstly, w e will aggregate the original time series Z、to obtain aggregate 
time series Vp = ！E"=m(T-i)+i ^i- In general, under the null hypothesis, Yr can be 
written as in the form 
(1 - 5)(/)(B)Yr = 0(5)bT (4.1) 
N o w we transfonn Y”、into Y+ as follows: 
Vt = <p{B)0{B)-'YT (4.2) 
Then Y+ is an ARIMA{0,1, 0) process. In practice, is approximated by 
finite polynomial in B. For example, 9{B) = 1 — 9iB, then 
^ 1 + OiB + fJ沐2 + ... + (4.3) 
where a is a positive integer. In this case, K/’ is approximated by an A R J A fA{0,1, 0) 
process. 
In order to obtain a reasonable value of a, let |0|" < 6, where b is a sufficient 
small positive number. Thus 
(「xl means the smallest integer larger than .t.). 
W e want to select b sufficiently small to give a good approximation. B y experience, 
4.1. TESTING INTEGRATED WHITE NOISE ARIMA{{), 1,0) UNDER 
AGGREGATION ^ 
b — 0.05 provides a good approximation. Thus 
« = � S i . (4.5) 
4.1 Testing integrated white noise ARIMA{0,1,0) 
under aggregation 
First ly, suppose the original time series Zi for t = 1.2,..., n follows a model with 
the form (1 — (l)B)Zi =“卜 W e want to test whether this model has a unit root or 
not. based on the aggregate time series VV. That is to distinguish between the model 
(1 — (l)li)Zi = (It for Q < 1 and the model (1 — B)Zt = (it-
So we set the mill hypothesis under the model (1 — (l)li)Zt = (h is 
//o ：(/)=! 
and the alternate hypothesis is 
/7i : 0 < 1. 
Also the realization of the sample is Yt = Er=m(7-i)+i ^ t for T = 1,2,..., n*, where 
n* = [ /7 /?7iJ. 
4.1.1 Simulation scheme 
In this section, we add a subscript before a letter to indicate the true value of (p. 
T h e main purpose of this notation is to distinguish between time series under null 
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hypothesis and alternative hypothesis. For example, under the null hypothesis, the 
original time series Z�. follows the model (1 — B)Zt, = at and </) = !. So we write Z�. 
as iZ,. and also the aggregate time series Yr as lYr- If the situation is based on the 
alternative hypothesis {(f) < 1), we write 办Zt and 办Yt respectively. 
T h e following steps provides the simulation scheme for evaluating the size and the 
power of t he unit root test, based on aggregate time series data Yt. 
STEP 1 Siniiilate the sample realization iVV under null hypothesis and ^Yr under the 
alternative. 
(a) Generate a random sample of a!.〜A'((), 1) for ^  = 1,2,..., n + 150. 
(b) Put iZ[ —0 and compute \Z[ = + for /, = 2, 3,..., n + 150. 
Put = () and compute = + (i.t for I‘ = 2，3，...，//, + 150 
when 0 =0.7, 0.8, 0.9, 0.93, 0.95 and 0.97 respectively. 
(c) Discard the first 150 observations of iZ', and 巾Z'” 
Put \Zi = for i = 1, 2,..., ??, 
and 小 Zt =小 for ^  = 1.2,..., n when (p =0.7，0.8, 0.9, 0.93’ 0.95 and 
0.97 respectively. 
(d) Put O V = Er=m(T-l)+l i^AforT = l,2,..., 71* 
and ^Yt = E£!n(T—i)+i 0 石 for T = 1,2,...,72* when 0 =0.7, 0.8’ 0.9, 
0.93, 0.95 and 0.97. 
Actually, the above procedures are proceeded for each sample size n of Zt and 
4.1. TESTING INTEGRATED WHITE NOISE ARIMA{{), 1,0) UNDER 
AGGREGATION ^ 
each aggregate unit in. Here we tried for n equal to 144, 288，432，576 and 
1440 and m equal to 1,2,4,6,12. 
STEP 2 Transform the aggregate time series Yr into an approximate integrated white 
noise series Y^ under the null hypothesis. 
Since the mill hypothesis is assumed to be true during testing, so assum-
ing the original time series under null hypothesis is AR.IA[A{0,1,0) such 
that Zt = Z,.-i + and by L e m m a 1，Vr is ARIMA(0,1,1) such that 
(1 一 5)Vt = (1 - eiS)hT with e = - ( 2 〃 ' 2 + i ) : 力 t h e n the model 
can he rewritten as (1 — B)[{1 — SB)~^Yt] = br- According to (4.2), we take 
V：；. = (1 - (dBy^Yr. Then we approximate K； with using (4.3) and (4.5). 
Finally, w e get 
where a = 「 ^ ^ 1 . 
If the null hypothesis is true, then Yt = \Yt and the transformation formula 
is 
iYT = (1 + a s + 6)2 炉 + ••• + e"B")iYT. 
If the null hypothesis is false, then Yr =办Y t and the transformation formula 
is 
^Yr = (l + ei3 + G^B'' + ••• + 
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S T E P 3 Compute the rescaled polyvariogram. 
From equation (2.23)，the rescaled polyvariogram is 
= T-TTT = T-TTT 
7o(l) t'o(l) 
whoro f，o(") = ."*}—i’. E'?’二 1一"（片+/,.—冷)2，n** = u* — a is number of data in 
Y'l' and li is chosen to (0.4n**). 
If the null hypothesis is true, then K/’ = and the rescaled polyvariogram 
is 
P N _ _ T T ^ (i》,:r+"' - i YT T 
With refer to equation(2.35), the rejection rule is: 
Reject the mill hypothesis if Ro{h) < CV{h) 
where CV{h) = 0.1829/i. 
S T E P 4 Repeat S T E P 1 to S T E P 3 for N times. N = 5000 is chosen. 
S T E P 5 Obtain the empirical size and power of the test 
Since size = P(reject the null hypothesis|(/; = 1), then the empirical size is 
the proportion of replications that with V"'/’ = lY'l’ is less than CV{}i) in 
S T E P 3 out of 5000 replications. 
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Under the alternative, : 0 < 1, the transformed aggregate time series 
given • is Y+ = (jXrl^ and the sample rescaled polyvariograni is 
认)二硕=去 i X i - i UYtW — . v r r . 
The power of t he test is defined as 
P{d) = P(reject the null hypothesis 
=P{Ro{li) < CV{hM. 
The empirical power is the proportion of replications that. is less than 
t he critical value in S T E P 3 out of 5000 replications. 
4.1.2 Result 
Tal)le 4.1 lists the empirical sizes and powers for each n, m and (p for aggregate 
model of (1 — (i)B)Zt = fl.t. 
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4.1. TESTING INTEGRATED WHITE NOISE ARIMA{{), 1,0) UNDER 
AGGREGATION ^ 
but all arc controlled under 5 % . There arc two reasons for the diffcroiicc in 
size. Firstly, the critical value in (2.34) is only an approxmiation of empirical 
5th qiiantile of the test statistics. Another reason is due to the approxmiation 
of the series to integrated white noise series. However, the size is controlled. 
2. For each n and m, power decreases when 0 is close to 1. This result is obvious 
since the series in Hq and H�are similar as cp is close to 1. 
3. For each m and 0, power decreases when n decreases. This result, is also 
obvious as the power and the sample size usually change in same direction. 
4. For each n and power decreases when the order of aggregation, m, increases. 
It is noted that the iminber of sample of aggregate time series, n*, decrea.ses 
at the same time. 
Clearly, power is a function of n, m and d. The effects of n and (j) to power are 
clearly explained in first two points, but that of order of aggregation is vague. The 
power decreases in point 4 m a y be due to the change of n, not the increase in m. 
W h a t is the effect of m to the power of the test? N o w take a look for n** close to 
144 and we present the following table: 
Table 4.2 Some empirical sizes (%) and empirical powers (%) 
(P 
n m 0.7 0.8 0.9 0.93 0.95 0.97 1 
144 144 1 100.0 98.9 63.2 40.2 25.6 14.1 4.7 
142 288 2 100.0 100.0 97.7 84.6 60.0 29.8 4.6 
141 576 4 100.0 100.0 100.0 99.9 97.6 72.6 4.7 
117 1440 6 100.0 100.0 100.0 100.0 100.0 99.9 4.8 
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Table 4.2 states that the power of the test increases as the order of aggregation 
increases. Thus we conclude that the power loss in point 4 is due to the decrease in 
length of the series, not the gain in order of aggregation. 
4.2 Testing ARIMA{0,1,1) under aggregation 
Suppose the original time series Z�for I = 1,2,..., n follows a model with the form 
(1 — 4)B)Zi = (1 — (\B)(ii. W e want to test whether this model has a unit root or 
not. based on the aggregate time series Y-p. That is to distinguish between the model 
(1 - q')n)Zt = (1 - nB)(H for (j) < 1 and the model (1 - = (1 - aJ^)ai. 
So we set t he hypothesis under the model (1 — (i)B)Zt = (1 — aH)at is 
/-/n ： 0= 1 
I f I : < 1 
and the realization of the sample is Yt — ZT二(7,—i)+i for T = 1, 2 ,n\ where 
n* = [_",//"_!. 
4.2.1 Simulation scheme 
T h e following steps provide the sinmlatioii scheme for evaluating the size and the 
power of the unit root test based on aggregate lime series data Yr-
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STEP 1 Simulate the sample realization iVV under null hypothesis and ^Yt under the 
alternative. 
(a) Generate a random sample of at 〜N(0，1) for t = 1, 2,..., + 150. 
(b) Put iZ[ = 0 and compute iZJ = +a( — Q;a,(_i for《=2,3’..., n + 150 
and a = -0.7, -0.4, -0.1, 0.1, 0.4 and 0.7. 
Put <pZJ 二 0 and compute (j,Z[ = (p小Z[一、+ a^ — aa<_i for = 2,3,..., n + 
150 when 0 =0.7, 0.8’ 0.9, 0.93, 0.95 and 0.97 and a = -0.7, -0.4, -0.1, 
0.1, 0.4 and 0.7 respectively. 
(c) Discard the first 150 observations of yZ\ and 
S o put \Zi — for ( = 1，2,..., n 
and ^Zt =小 for ^  = 1. 2,..., n when (p =0.7, 0.8, 0.9，0.93, 0.95 and 
0.97 respectively. 
(d) Put lY',, = Er5u(T-i)+i for T = l,2,..., n* 
and 巾Yt = E[=Tn{T-i)+i ct>Z,. for T = 1: 2, •.. ’ n* and 0 =0.7, 0.8, 0.9，0.93, 
0.95 and 0.97. 
Actually, the above procedures are proceeded for each sample size n of Z,, and 
each aggregate unit m . Here we tried for n equal to 144, 288，432, 576 and 
1440 and m equal to 1,2,4,6,12. 
STEP 2 Transform the aggregate time series Yt into an approximate integrated white 
noise series K/. under the null hypothesis. 
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By L e m m a 2, Yt is ARIMA{0,1,1) for (1 - B)Yt = (1 - 013>丁 and 6 is 
the root of the following quadratic equations satisfying |B| < 1 
6 - 8q + 6Q2 
+ - ^e + 1 二 0 for m = 2 
1 — 4a + a2 
2 , 2[(2m2 + l)a.2 + 4(—777.2+ I)a + (2m2 + 
e + + + ® + ' 二 • for m 2 3. 
Then the model can be rewritten as (1 — /3)[(1 — ©B)~^Yr] 二 b]、-
Then we take K; = (1 — O B ) - l y V 
« (1 + OB + E'^B^ + • • • + 
wlie r…「總 1. 
If the null hypothesis is true, then Vp = iVV and the traiisforniatioii formula 
is 
iKf = (1 + 0/3 + e'^ B^  + . •. + Q"B")iYT 
If the null hypothesis is false, then Vr = (^Yr and the traiisforniation formula 
is 
办K;’ = (1 -h e^ t - + ••• + 
STEP 3 Compute the rescaled polyvariograni /?o(//,) by (2.23) 
If the null hypothesis is true, then 二 iK/，and the sample rescaled polyvar-
iograni is 
fy (J ‘知W = T^hl 口=1—" ii^T+h - IYT')^ 
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The rejection rule is: 
Reject the null hypothesis if < 0.1829/?.. 
STEP 4 Repeat S T E P 1 to S T E P 3 for N times. N = 5000 is chosen. 
S T E P 5 Obtain the empirical size and power of the test 
The empirical size is the proportion of replications that with Yj = iK^ 
is less than the critical value in S T E P 3 out of 5000 replications and the em-
pirical power is the proportion of replications that R{){h) with Y+ — is less 
t han the critical value in S T E P 3 out of 5000 replications. 
4.2.2 Result 
Table 4.3, 4.4, 4.5, 4.6，4.7 and 4.8 list some empirical sizes and powers for each n, 
m, (j) and a in aggregate model of (1 — (pB)Zi = (1 — aB)at when a = —0.7, -0.4, 
—0.1, 0.1, 0.4, 0.7 respectively. 
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Table 4.3 Some empirical sizes (%) and powers (%) for ex = -0.7. 
cP 
n m n** 0.7 0.8 0.9 0.93 0.95 0.97 1 
144 1 135 100.0 98.1 60.1 37.3 23.9 13.6 4.8 
2 69 100.0 96.9 57.7 36.4 23.8 12.9 4.4 
4 33 96.9 84.9 43.6 26.6 17.2 9.7 3.6 
6 21 81.9 64.1 29.9 18.8 12.2 7.1 2.9 
12 9 34.2 29.8 19.9 14.3 10.9 8.1 3.9 
288 1 279 100.0 100.0 98.8 88.0 65.0 34.5 5.8 
2 141 100.0 100.0 97.9 85.4 61.3 32.0 5.3 
4 69 100.0 100.0 95 .9 79.9 56.5 29.4 5.2 
6 45 100.0 99.8 91.2 71.5 49.6 25.8 4.6 
12 21 92.7 86.9 61.0 42.4 28.3 14.3 3.0 
432 1 423 100.0 100.0 100.0 99.3 91.7 58 .5 5.9 
2 213 100.0 100.0 100.0 99.0 89.5 55.6 5.2 
4 105 100.0 100.0 100.0 98.0 85.4 51.9 4.9 
6 69 100.0 100.0 99 .8 96.6 82.1 49.1 4.8 
12 33 100.0 99.7 95.4 83 .8 65.6 36.9 3.8 
576 1 567 100.0 100.0 100.0 100.0 99.1 80.2 5.7 
2 285 100.0 100.0 100.0 100.0 98.8 77.6 5.0 
4 141 100.0 100.0 100.0 100.0 97.8 73.0 4.6 
6 93 100.0 100.0 100.0 99.8 96.3 69.3 4.7 
12 45 100.0 100.0 99.8 97.9 89 .7 61.0 4.3 
1440 1 1431 100.0 100.0 100.0 100.0 100.0 100.0 5.7 
2 717 100.0 100.0 100.0 100.0 100.0 100.0 5.2 
4 357 100.0 100.0 100.0 100.0 100.0 100.0 5.0 
6 237 100.0 100.0 100.0 100.0 100.0 100.0 5.1 
12 117 100.0 100.0 100.0 100.0 100.0 100.0 5.1 
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Table 4.4 Some empirical sizes (%) and powers (%) for ex = -0.4. 
cp 
n m n** 0.7 0.8 0.9 0.93 0.95 0.97 1 
144 1 140 100.0 98.3 60.7 37.2 22.9 13.1 4.2 
2 69 100.0 96.7 57.7 36.0 23 .5 12.7 4.4 
4 33 97.0 84.8 43.8 26.8 17.0 9.6 3.6 
6 21 81.6 63 .8 29.6 18.9 12.4 7.1 2.9 
12 9 34.3 29.8 20.0 14.3 10.8 8.1 3.9 
288 1 284 100.0 100.0 98.5 85.9 62.6 32.0 5.0 
2 141 100.0 100.0 97.9 85.0 61.1 31.7 5.2 
4 69 100.0 100.0 95.9 80.0 56.4 29.4 5.1 
6 45 100.0 99.8 91.4 71.6 49 .5 25.8 4. 6 
12 21 92.6 86.9 60.9 42.3 28.2 14.4 3.0 
432 1 428 100.0 100.0 100.0 99.1 89.5 54.5 5.0 
2 213 100.0 100.0 100.0 99.0 89.0 55.4 5.1 
4 105 100.0 100.0 100.0 97.9 85.3 51.7 4.9 
6 69 100.0 100.0 99.8 96.6 82.1 48.9 4. 7 
12 33 100.0 99.7 95.4 83.8 65 .5 37.0 3.7 
576 1 572 100.0 100.0 100.0 100.0 98.7 76.2 4.8 
2 285 100.0 100.0 100.0 100.0 98.8 77.2 4.9 
4 141 100.0 100.0 100.0 100.0 97.8 72.9 4.6 
6 93 100.0 100.0 100.0 99.8 96.3 69.5 4.7 
12 45 100.0 100.0 99.8 98.0 89.7 60.9 4.3 
1440 1 1436 100.0 100.0 100.0 100.0 100.0 100.0 4.6 
2 717 100.0 100.0 100.0 100.0 100.0 100.0 5.1 
4 357 100.0 100.0 100.0 100.0 100.0 100.0 5.1 
6 237 100.0 100.0 100.0 100.0 100.0 100.0 5.1 
12 117 100.0 100.0 100.0 100.0 100.0 100.0 5.1 
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Table 4.6 S o m e empirical sizes (%) and powers (%) for a = 0.1. 
巾 — 
n m n** ^ ^ O m T 
1 4 4 1 1 4 2 1 0 0 . 0 ^ ^ m ^ 1 3 . 6 4.5 
2 70 100.0 96.6 56.9 35.1 22.6 11.9 4.2 
4 34 98.3 89.0 49.2 30.7 20.0 11.2 4.2 
6 21 82.0 64.1 29.8 18.9 12.6 7.2 3.1 
12 9 34.7 29.9 19.9 14.2 10.9 8.0 3.8 
2 8 8 1 m 100.0 1 0 0 . 0 ^ ^ S I 3 2 . 7 5.2 
2 142 100.0 100.0 98.1 84.9 G1.9 31.7 5.1 
4 70 100.0 100.0 95.7 79.0 55.0 27.9 4.7 
6 45 100.0 99.8 91.2 71.7 49.8 25.4 4.7 
12 21 92.8 87.0 61.1 42.1 28.1 14.4 3.1 
432 1 430 100.0 100.0 100.0 99.3 90.7 56.5 5.1 
2 214 100.0 100.0 100.0 99.0 89.0 55.1 5.1 
4 106 100.0 100.0 100.0 97.6 84.1 49.7 4.6 
6 69 100.0 100.0 99.8 96.6 82.3 48.7 4.7 
12 33 100.0 99.8 95.5 83.7 65.1 36.9 3.8 
576 1 574 100.0 100.0 100.0 100.0 98.9 78.2 5.1 
2 286 100.0 100.0 100.0 100.0 98.6 76.3 4.7 
4 142 100.0 100.0 100.0 100.0 97.6 72.2 4.4 
6 93 100.0 100.0 100.0 99.9 96.3 G9.0 4.7 
12 45 100.0 100.0 99.8 98.0 89.6 60.7 4.2 
1440 1 1438 100.0 100.0 100.0 100.0 100.0 100.0 4.8 
2 718 100.0 100.0 100.0 100.0 100.0 100.0 4.8 
4 358 100.0 100.0 100.0 100.0 100.0 100.0 4.6 
6 237 100.0 100.0 100.0 100.0 100.0 100.0 5.1 
12 117 100.0 100.0 100.0 100.0 100.0 100.0 5.1 
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2. For each a, the variation of powers with same n, m and (f) is small. 
3. For each a, n and m , power decreases when (p is close to 1. 
4. For each a, in and power decreases when n decreases. 
5. For each a, n and power decreases when the order of aggregation, m , 
increases. It is noted that the number of sample of aggregate time series, n*, 
decreases at the same time. 
G. For each q, 7i** and 0，power decreases when the order of aggregation decreases. 
4.3 Testing ARIMA(1,1,0) under aggregation 
Suppose the original time series Z/ for /. = 1,2,.... n follows a model with the form 
(1 - <p/i)(l - i'B)Zt = cif W e want to test whether this model has a unit root or 
not based on the aggregate time series Yt- That, is to distinguish between the model 
(1 - (pB){l - i^B)Zt = at for 0 < 1 and the model (1 - B){1 — ipB)Zt. = a.t. 
So we set the hypothesis under the model (1 — (/)B)(1 - \l)B、Zt = at is 
Ho ：(1>=1 
"1 : 0 < 1 
and the realization of the sample is Yt = for T = 1,2....，n*, where 
71* 二 
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4.3.1 Simulation scheme 
The following steps provide the simulation scheme for evaluating the size and the 
power of the unit root test based on aggregate time series data Yt. 
S T E P 1 Simulate the sample realization iVV under null hypothesis and 小Yt under the 
alternative for 0 = 0.7, 0.8，0.9, 0.93, 0.95 and 0.97. 
(a) Generate a random sample of a,,〜yV(0,1) for = 1，2,..., //, + 150. 
(b) For each 0 =0.7, 0.8, 0.9, 0.93，0.95, 0.97 and 1, 
put ^Z'l 二 0 and compute 办 = t/v-^ f'-i + for / = 2, 3....,??, + 150. 
(c) For each (I) =0.7, 0.8’ 0.9，0.93, 0.95, 0.97 and 1， 
put = 0 and compute = (I)小+i Z',' for /. = 2, 3...., //, + 150. 
(d) Discard the first 150 observations of for cp =0.7，0.8’ 0.9, 0.93, 0.95, 
0.97 and 1 respectively. 
So put 4>Zt for i = 1.2, ...,?i and 0 =0.7, 0.8’ 0.9, 0.93, 0.95, 
0.97 and 1. 
(e) For each d) =0.7, 0.8，0.9, 0.93, 0.95, 0.97 and 1’ summing up the time 
series 小 Zt for each ni. data. 
Put 小Yt = ZTJ,n(T-i)+i 4>Zt for T = 1，2’... ’ n* and 0 二0.7, 0.8, 0.9，0.93’ 
0.95, 0.97 and 1. 
Actually, the above procedures are proceeded for each sample size n of Z“ 
each aggregate unit m and each in the model. Here we tried for n equal to 
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144, 288, 432, 576 and 1440’ m equal to 1,2,4,6,12 and equal to -0.7, -0.4， 
-0.1, 0.1, 0.4 and 0.7. 
STEP 2 Transform the aggregate time series Y-p into an approximate integrated white 
noise series under the null hypothesis. 
There arc three different ARI MA models for Yr as m varies. 
For m 二 1，Yt = Z�is an ARIJV[A{1,1,0) time series such that (1 — B){1 -
.i!S)Y'f’ = br where hr = at.. Furthermore, by L e m m a 3, Yr is an A R [ M A { 1 , 1 . 1 ) 
process for in 二 2 such that (1 — B){1 — iJ!'^B)Yt = (1 — ^B)hr where B is the 
root of the following quadratic equations satisfying |B| < 1 
2 , 2(3 + 4功 + v’2)(i + y/i) - 2作 + IPY . . , . . 
(1 + i/O ' - 2(3 + + •02).02 u + i - u -
For ni > 3, Yr is an ARIMA{1,1.2) process such that 
(1 - B){1 - iTB^jYT - (1 - B i ^ - e2B^)bT = (1 — iJ.iB){l - ^i2B)bT 
where /“ < //2-
The detailed piocediires to solve for the parameters 6i and 62 can be found 
in Leinriia 3. 
,, ,, ^ , Bi-x/ef+4^ , Bi + ^ e'f+4B2 
Finally, the parameters ".1 and ".2 are ^ ^ and ^ ^ respec-
tively. 
So the formulae to transform the Yr into an approximate integrated white 
noise series K/’ under the null hypothesis are 
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(a) For m 二 1’ = (1 — 偶 Y ' r = Yr- ipYr-i for T = 1,2, • • •, n* - 1 
(b) For m = 2, 
Y/r 二 （1 —as)—1(1 — 召 ) W 
^ (1+ a s + ... + e";S。(i —,02召)vv 
a 
^ {L + YL - V^^ )^ ' -
i=l 
where a =「 ^ g ^ l and T = 1，2,..., n* — a — 1. 
(c) For m > 3， 
YT = {I - - f,.2B)-'{l - r'B)yT 
- + 一 f 例 Y T 
Hi - l-i-i 1 - H\B 1 - 112B 
1 00 
二 ( E (/4+1 — /A^i)汉)(i — r'mr 
"1 - "2 ,=0 
^ — ^ ( E (“丨+1 - /4+1)议)(i - r'B)YT 
"1 — f'2 
where a =「，( and 1,2，…，n* — a — 1. I /f)"(m"..,..(|"i|’丨"2丨)）I ‘‘ 
Without loss of generality, suppose |/<.i| > \f.i2\, then a =「i二.二"I and 
l/Ail" < 0.05 can be attained. Also |/i2|° < < 0.05. 
If the null hypothesis is true, then put Yt = iVV into the above transformation 
formula according to the values of rn. 
If the null hypothesis is false, then Yr = cpYr into the above transformation 
formula according to the values of rn. 
Then we have obtained the transformed ^Y^ with 0 = 0.7, 0.8，0.9, 0.93, 0.95, 
0.97 and 1 for both null hypothesis and alternatives. 
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STEP 3 Compute the rescaled polyvariogram Ro{h) by (2.23). 
If the null hypothesis is true, then K/, = iK/，and the rescaled polyvariogram 
is 
P 如 ( " )—T ^ r - lYrf 
- 硕 - ； ^ E K � I M W - i W ' ) 2 
The rejection rule is: 
Reject the null hypothesis if Ro{h) < 0.1829/),. 
STEP 4 Repeat. S T E P 1 to S T E P 3 for N times. N = 5000 is chosen. 
STEP 5 Obtain the empirical size and power of the test 
The empirical size is the proportion of replications that R{){h) with Y^ = 
is less than the critical value in S T E P 3 out of 5000 replications and the em-
pirical power is the proportion of replications that Ro{h) with Y+ = p^V^ is less 
than the critical value in S T E P 3 out of 5000 replications. 
4.3.2 Result 
Table 4.9, 4.10, 4.11, 4.12，4.13 and 4.14 list some empirical sizes and powers for 
each 71, 771, (t) and ip in aggregate model of (1 一 (I)B){1 - V.，B)Z, = a,, for = —0.7， 
-0.4, -0.1, 0.1, 0.4’ 0.7 respectively. 
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Table 4.11 Some empirical sizes (%) and powers (%) for i(j = —0.1. 
n 771 71** 07 ^ o m ( m r 
1 4 4 1 1 4 3 ^ S ^ S ^ 1 3 . 6 4.6 
2 69 100.0 96.3 56.4 35.1 22.6 12.7 4.6 
4 33 96.6 84.6 40.8 25.0 15.9 9.0 3.5 
6 20 80.1 62.6 28.9 18.9 12.5 7.6 3.4 
12 8 18.2 15.9 9.6 7.4 5.6 3.6 2.2 
2 8 8 1 ^ 100.0 1 0 0 . 0 ^ 3 1 . 6 4.9 
2 141 100.0 100.0 97.6 83.8 58.7 28.8 4.7 
4 69 100.0 100.0 95.0 76.7 52.9 26.2 4.5 
C 44 100.0 99.8 89.1 69.1 46.9 23.6 4.4 
12 20 91.5 85.1 59.1 42.3 27.8 14.6 2.9 
4 3 2 1 1 0 0 . 0 100.0 1 0 0 . 0 ^ ^ 5 5 . 7 4.8 
2 213 100.0 100.0 100.0 98.9 88.7 53.4 4.7 
4 105 100.0 100.0 99.9 97.4 82.9 48.2 4.1 
6 68 100.0 100.0 99.6 95.2 78.1 43.8 4.2 
12 32 100.0 99.9 95.3 82.6 63.0 34.4 4.4 
5 7 G 1 ^ 100.0 100.0 100.0 1 0 0 . 0 ^ 7 7 . 9 5.1 
2 285 100.0 100.0 100.0 100.0 98.5 75.9 4.9 
4 141 100.0 100.0 100.0 99.9 97.0 G9.9 4.3 
6 92 100.0 100.0 100.0 99.8 95.8 67.3 4.6 
12 44 100.0 100.0 99.7 97.8 88.3 57.3 4.4 
1 4 4 0 1 1 4 ^ 100.0 100.0 100.0 100.0 100.0 100.0 4.8 
2 717 100.0 100.0 100.0 100.0 100.0 100.0 4.8 
4 357 100.0 100.0 100.0 100.0 100.0 100.0 4.4 
6 236 100.0 100.0 100.0 100.0 100.0 100.0 4.4 
12 116 100.0 100.0 100.0 100.0 100.0 99.9 4.5 
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Table 4.12 Sonle enlpirical sizes (%) and powers (%) for 1/) = 0.1. 
(P 
n m n** 0.7 0.8 0.9 0.93 0.95 0.97 1 
144 1 143 100.0 98.7 61.8 39.2 24.5 13.6 4.6 
2 69 100.0 96.1 55.6 34.7 22 .1 12.4 4.5 
4 32 96.1 83.6 41.5 25 .6 16.6 9.4 4.1 
6 20 79.9 62.2 28.8 18.6 12.4 7.6 3.5 
12 8 18.4 16.0 9.7 7.4 5.5 3.6 2.2 
288 1 287 100.0 100.0 98.8 87.1 63.4 31.6 4.9 
2 141 100.0 100.0 97.4 83 .1 57.6 28.3 4.5 
4 68 100.0 100.0 94.1 74.3 50.1 24.8 4.4 
6 44 100.0 99.8 88.7 69.1 46.5 23.5 4.4 
12 20 91.5 85 .0 59.0 42.3 28.0 14.7 2.8 
432 1 431 100.0 100.0 100.0 99.3 90.9 55.7 4.8 
2 213 100.0 100.0 100.0 98.8 88.0 52.5 4.5 
4 104 100.0 100.0 99.9 97.6 83.5 49.2 4.4 
6 68 100.0 100.0 99.6 95 .1 77.9 43.6 4.2 
12 32 100.0 99.9 95.3 82.5 62 .8 34.4 4.4 
576 1 575 100.0 100.0 100.0 100.0 98.9 77.9 5.1 
2 285 100.0 100.0 100.0 100.0 98.3 75.1 4.8 
4 140 100.0 100.0 100.0 99.9 97.1 70.7 4.7 
6 92 100.0 100.0 100.0 99.8 95.7 67.0 4.6 
12 44 100.0 100.0 99.7 97.7 88.0 57.4 4.3 
1440 1 1439 100.0 100.0 100.0 100.0 100.0 100.0 4.8 
2 717 100.0 100.0 100.0 100.0 100.0 100.0 4.5 
4 356 100.0 100.0 100.0 100.0 100.0 100.0 4.5 
6 236 100.0 100.0 100.0 100.0 100.0 100.0 4.4 
12 116 100.0 100.0 100.0 100.0 100.0 99.9 4.5 
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2. For each 也 the variation of powers with same n, m and 0 is small. 
3. For each 也 n and m , power decreases when 0 is close to 1. 
4. For each V-S 爪 and 0, power decreases when n decreases. 
5. For each n and 0, power decreases when the order of aggregation, ?n, 
increases. It is noted that the number of observations of aggregate time series, 
77*, decreases at the same time. 
G. For each ijj, n** and d), power decreases when the order of aggregation decreases. 
Chapter 5 
Conclusions and Discussions 
111 this thesis, we (irstly present the procedure to test a. unit root for polyvariogram 
approach. Generally, we can transform the multiple unit test into single unit root 
test with the ca.se of integrated white noise and then make decision based on the 
critical value CV{h). 
In Chapter 3, by Theorem 1，as the original time series model is in the class of 
non-seasonal A RIM A model and its order are known, then the aggregate time 
series model is also in the class of non-seasonal ARI MA model and the exact or-
ders in aggregate model can be computed through Theorem 1. Due to Theorem 
1，the preservation of unit root after aggregation is proved and we can test the 
unity through the aggregate time series data. In particular, we now worked with 
the aggregate series of three models that are ARIMA{0,1,0), ARIMA{Q, 1,1) and 
ARIMA{1,1,0). For each of these models, the model of aggregate time series and 
its parameters are obtained. 
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The above three models are used to evaluate the effects of aggregation in the unit 
root test for polyvariogram approach. As we consider with known model before 
aggregation and their parameters, sizes are all controlled within 5.9% and powers of 
the test changes as the same direction as the order of aggregation. Therefore, the 
power increases as the order of aggregation increases and other parameters remain 
the same. 
Ill fact, the oixler of aggregation and tlie length of the aggregated data, are always 
not controlled by statisticians, especially using second hand data. If we obtain a. 
sample of time series aggregate, then its power is greater than that of time series 
with same length of data and other parameters. Therefore the test is not out of 
control ill size and decrease in power when imposing aggregate time series. In the 
simulation study, we can concluded that the size is controlled and test is always 
powerful for siiffiricntly largo sainplr size. For application purpose, wo can plug in 
the point esitniate of parameters in the model to test the unit root. 
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