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SUMMARY 
This paper is a study of contraction^ expansion^ and isometric 
mappings and their applications to various fields of mathematics. 
Let R be a complete metric space
 0 IfAsR-*-Risa contraction 
mapping9 there is a unique element x in R such that Ax = x 0 The fixed 
point x is the limit of the sequence [xnls> where x^ is any element of R 
and x = Ax - for n > 1„ This theorem, which will be proved in Chap-
n n-1 5 
ter one5 unifies many existence proofs in various fields of analysis. 
It also provides a direct method for finding fixed points which is par­
ticularly valuable in applied mathematics0 
The expansion mapping is presented in Chapter Two as an exten­
sion of the concept of contraction mapping „ The inverse of an expan­
sion mapping exists and is a contraction mapping0 Therefore9 many of 
the results obtained for contraction mappings are valid for expansion 
mappings„ 
The notion of a local expansion mapping and a local contraction 
mapping is presented to deal with problems that cannot be solved bv 
global contractions or expansions,, Some results are obtained directly 
by using the local conditions0 In other cases it is shown that a local 
contraction is sufficient to insure a global contraction0 
The following theorem is proved in Chapter Three. Let f be a 
non-expanding mapping which can be represented as the uniform limit of 
a sequence of contraction mappings and let R be a compact metric space. 
If f (R) < R there is at least one point x in R such that f (x) = x0 
V 
Included in Chapter Four i s a proof, introduced by Freudenthal 
and Hurewicz in [U35 which s t a t e s t h a t a non-expanding mapping of a 
total ly-bounded metric space onto i t s e l f i s an i sometry 0 
The norm of a l i n e a r space and a l i n e a r funct ion i s defined in 
Chapter Five t o f a c i l i t a t e the development of the succeeding chapters . 
Most of the appl ica t ions presented in Chapter S i x through Chap­
t e r Ten u t i l i z e t h e f ixed point theorem c In Chapter S i x i t i s shown 
t h a t t h e r e e x i s t s a unique p r o b a b i l i t y v e c t o r x such t h a t Ax = x when A 
i s a r e g u l a r t r a n s i t i o n matrix f o r a Markov chain. In Chapter Seven 
the existence of a unique so lut ion f o r a spec ia l system of l i n e a r 
equations i s proved 0 Other f i e l d s of appl ica t ion included are systems 
of non- l inear equations and i n t e g r a l equat ions . 
1 
CHAPTER 1 
CONTRACTION MAPPINGS 
Definition 1-10 A metric space is a pair of objectss a 
set X 5 whose elements are called pointsand a distance,, l0e0$ 
a single-valued9 nonnegative^ real valued function d(x 5y) a defined 
for arbitrary x and y in X and satisfying the following conditions s 
d(x^y) = 0 if and only if x = y 
d(xsy) = d(y5x) 
d(x3y) + d(y5z) < d(x5z) 
The metric space will usually be denoted by R = (X^d). 
Definition 1~2
 0 A mapping f of a metric space R into itself 
is said to be a contraction mapping if there exists a number -< < 1 
such that d(fx5fy) < «< d(x5y) for any two points x and y in R 0 
Definition 1-3 o A metric space R is said to be complete if 
every fundamental ( Cauchy ) sequence in R converges to a point 
in R 0 
Theorem 1-Uo Every contraction mapping f defined on a 
complete metric space R has one and only one fixed point0 
Proof o Let x^ be any element in R and consider the sequence 
[xnJ where x^ = A X Q 0 X r = Ax^ = 1 for n > 1 0 Assume n < m c Then 
d( x n,x m) =d(f nx 0,f mx 0) <^d(f ] 
n , / «m-n \ 
< -< d(x o sf X Q ] 
,n~l 
2 
< J 1 [ O U X Q , ^ ) + D F X ^ X G ) + . . . + D ( ^ N ( > 1 , X M ) ] 
< - < N [ D T X^x^) + U d(x Q i )x 1) + 0 0 0 + J T 1 ~ N ~ 1 CICXQ^X^) ] 
, 2 , , m-n-1 n 
= •< dlx^x^) [ 1 + ^ + ^ + „ „ „ + v J 
< -Z1 D C X ^ X ^ ) [ - ™ ^ - ] o 
Since 0 < < 1<, [x ] is a fundamental sequence and, by the completeness 
of R,has a limit in H„ Let x = lim xn„ Continuity of f implies that 
fx = f (lim x ) = lim fx = lim x ,_ = x. 
n n n+1 
To show uniqueness^ suppose there exists an x in R and a y in R 
such that Fx = x and fy = y but x =(= y 0 Then 
0 < d(x,y) = D(fx,fy) < U D(x py) 
where «* < 1 Q This is clearly impossible 0 Thus x is unique. 
Theorem 1-5 <> Let f sR •+ R be a continuous mapping and R. a com­
plete metric space. Let the mapping f n be a contraction mapping for 
some positive integer n. Then the equation fx = x has one and only one 
solution in R. 
Proof o Let x be any element in R and consider the sequence 
r i 0 0 nk 
nk k=ls where x ^ = f x. By a repetition of the argument used above, 
L X ^ 3 ^ _ ^ is a fundamental sequence. Let X Q = ljlm „ Then 
F X Q = f (ljlm x^) = ljlm fx n k = ljlm f^fx 
and 
,/Jcn_ „kn x ,/„(k-l)n„ -(k-l)n \ k , / „ * DLR fx5f x) < -< d(f fx,f x) < 000 < -< d(fx,x). 
3 
Hence l£m d(f m£x,f x) = 0. So 1 Ja f fx = ljm f x = IjLm x ^ = Xg 
and f (Ijim ) = x^, i.e., fx Q = x Q. 
To show uniqueness, suppose that there exists an x and y in R 
such that fx = x and fy = y where x ^  y. Then f nx = x s f ny = y and 
0 < d(x,y) = d(f 2 nx,f 2 ny) < * d(f\f ny) = -< d(x,y). 
-< < 1 implies a contradiction and hence the fixed point must be unique. 
Remark. The fact that f n is a contraction mapping does not imply 
that f is continuous. This is seen by considering the function f:E0 •+ E( 
such that fx = (0,0) for all x in E2 except x = (l,0), while f (l90) = 
(2,0). f 2 is a contraction mapping^ however, f is not continuous. 
ollary 1-60 Let f sR -* R be a continuous mapping of a com­
plete metric space R. Let f n be a contraction mapping for some integer 
n > 1. Then the fixed point x Q of f is the limit of the sequence [x^], 
where x, is any element of R and x = fx , for n > 1. 
1 n n-1 — 
Proof. d i ^ V x ^ x ) < * d(f ( k~ l }Vx,f ( k ~ l ) n x ) < ... 
< d(fPx,x) 
for any x in R5 k = 1,2, and p = 1,2,...,n-1. Hence 
l£n d(f k nf px,f k nx) = 0, i . e . , Ijm f k nf Px = ljm f k nx or ljm f k n % = Xq. 
Because this relation holds for each p such that p = 1,2,.. .51 n-1, 
lim f nx = Xq for each x in R as required. 
JefjLU.Lt.ion 1-7 o A mapping f of a metric space R into itself is 
said to a local contraction mapping if for every x in R there exists 
an g > 0 oua an -< < 1 such that d(fy,fz) < -< d(y,z) whenever y and z 
are in N u,ei, 
Defini t ion l - 8 0 A mapping f of metric space R into i t s e l f i s 
sa id to be (e 5«<)-uniformly l o c a l l y contract ive i f f is l o c a l l y con­
t r a c t i v e and i f the choice of e and •< does not depend on x . 
Theorem 1-9. Let fsR R be an ( e ,-<)-uniformly l o c a l l y con­
t r a c t i v e mapping and R a convex subset of a normed l i n e a r space. Then 
f i s a contract ion mapping on R« 
Proof. Let r and s be any elements in R„ Since R is a convex 
s e t 5 there i s a l i n e L ( r 5 s ) contained i n R connecting r and s. Let 
r = XQ5Xp 0 0 0 < ? x n = s be a p a r t i t i o n of L ( r s s ) such t h a t d(x^ -^x^) < e 
f o r 1 < i < n„ Then 
d ( f r 5 f s ) < dCfr.fx^ + dCf^fx^ + ... + dtfx^^fs) 
< -< [ dtr^) + .o. + dCx^^s) ] 
= d{r9s)* 
Remarko Theorem 1-9 i s given by Edelstein in [ l ] f o r a com­
p l e t e ^ convex metric space. 
Def in i t ion 1-10„ A metric space R i s said to be e-chainable i f 
f o r every two elements a and b in Rs there e x i s t s a f i n i t e number of 
p o i n t s 5 a = X Q , X ^ , . . . ,xn = b , such t h a t d(xj_^ ,x^ ) < e f o r 1 < i < n. 
Theorem 1 ° 1 1 0 Let R be a complete 9 e-chainable, metric space 
and f sR -* R an (e
 s «<) =uniformly l o c a l l y contrac t ive mapping,, Then t h e r e 
e x i s t s a unique po int x in R5 such that f x = x . 
Proofo Let X Q be any element of R and consider the sequence 
[x ] 9 where x = f x _ f o r n > l c For m > n 
n * n n-1 •— 
5 
< d t f ^ f " * 1 ^ ) + . . . + d f f * " 1 ^ , ^ ) . 
Since R i s e-chainable there i s a chain, Xq = y 0 5 y ^ » » . , y r = f Xq, 
such t h a t d ( y k ^ 7 ^ ) < e f o r 1 < k < r Q Now dlx^fXg) < r e and in 
general 
D { L \ ^ \ ) < d ( f k y 0 , f k y i ) + . . . + d ( f k y r ^ , f k y r ) 
< -<k dCy^y.^ + . . . + -<k d ( y r - 1 , y r ) 
< «<k r e, 
Using the previous inequa l i ty with t h i s r e s u l t , 
d ( x m , x n ) < D ( F \ S F N + \ ) + . . . + d f f * - 1 ^ , ^ ) 
^ n , n+1 , , m-1 
< « < r e + -< r e +ooo+-< r e 
n 1 
Since 0 < «< < 1 , l im J1 = 0 o This implies t h a t the sequence [x^] i s a 
fundamental sequence and, by completeness of R, has a l i m i t in R, say Xo 
The next step i s t o show t h a t f x = x D Since f i s a l o c a l con­
t r a c t i o n mapping on R, f i s continuous. Thus 
f (lim x ) = l im f x „ or f x = l im f x = l im x , , = x„ 
n n 5 n n+1 ' 
and f x = x as required„ 
To show uniqueness, suppose t h a t there i s another element in R, 
say y , such t h a t f y = y and y ^ x 0 By the p r o p e r t i e s of a metr ic , t h i s 
6 
implies t h a t d ( x , y ) f Oc Now by cha inab i l i t y of R, there i s a chain 
x = z 0 *
z i * o . . , z r = J 9 such t h a t d U ^ ^ z J < e f o r 1 < i < r„ Thus, 
d ( x 3 y ) = d ( f x , f y ) = d ( f 2 x , f 2 y ) = 0 0 0 = d ( f n x , f n y ) = . . . 
and 
d ( f n x , f n y ) < d ( f n z 0 , f \ ) + c o o + d ( f n z r < _ 1 5 f n z r ) 
< J1 d ( z Q 5 z 1 ) + 0 0 0 + -<n d ( z r _ 1 , z r ) 
^ n 
< «< r e o 
Thus f o r every e > 0, 0 < d ( x , y ) < e, This implies t h a t d ( x , y ) = 0, 
i . e D , x = y 0 This i s a contradict ion and shows t h a t the f ixed po int 
i s indeed unique <> 
Remark o A r e s u l t s i m i l a r to Theorem 1-11 i s proven by Ed e l -
s t e i n in [ l ]o 
Def ini t ion 1-12„ A metric space R i s sa id to be connected i f R 
cannot be covered by two non-empty, d i s jo in t^ open s e t s 0 
Lemma 1-13, If R i s a connected metric space, then R i s e-chain­
able f o r every e > 0o 
Proofs The proof w i l l be by contrapos i t ion 0 Let e > 0 be given. 
Suppose t h a t R i s not e-chainable„ Then t h e r e e x i s t s elements a and b 
in R such t h a t a cannot be e-chained t o b 0 
Let A = [ xs x e R, x i s not e-chainable t o a ] and l e t B = R-A, 
the complement of A in R0 C l e a r l y A + B = R and AB = 0, the empty s e t . 
Let x be an accumulation point of A. Then there e x i s t s an e l e ­
ment y in A such t h a t d ( x , y ) < e0 Since y i s chainable to a, x i s 
7 
chainable to a 0 Thus x i s in A, and A i s closed. 
Now l e t x be an accumulation point of B 0 Suppose t h a t x i s in 
A 0 Again there i s an element y in B such t h a t d ( x , y ) < e. I f x i s in 
A, y i s chainable to a and hence in A„ This i s impossible 0 Thus x 
must be in B 5 and B must be closed „ I t i s now c l e a r t h a t A and B form 
a separation f o r E„ Therefore R cannot be connected„ This proves the 
lemma „ 
Theorem 1 - l U o I f R i s a complete, connected, metric space and 
f 3R R i s an (e,«<)-uniformly l o c a l l y contrac t ive mapping, then t h e r e 
e x i s t s a unique element x in R such t h a t f x = x» 
Proof „ This fo l lows d i r e c t l y from Theorem 1 - 1 1 and Lemma 1 - 1 3 „ 
Remark o The f i xed point x mentioned i n Theorem 1-lU i s the l i m i t 
of the sequence [x^] , where x^ i s any element in R and X r = f x R ^ f o r 
n > l o 
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CHAPTER I I 
EXPANDING MAPPINGS 
Def ini t ion 2 - 1 . Let R^ < R^  be subsets of a metric space R„ A 
mapping f sR^ onto i s ca l l ed an expanding mapping i f there e x i s t s an 
-< > 1 such that d ( f x , f y ) > -< d ( x , y ) f o r every p a i r of elements x and y 
in R0 
Theorem 2-2
 0 Let R^ < R^  be subsets of a metric space R0 If 
f
 0R^ onto R^ i s an expanding mapping then f i s one to one, the inverse 
mapping f°°^ e x i s t s and i s a contract ion mapping on 
Proof o This i s a d i r e c t r e s u l t of the d e f i n i t i o n of an expand­
ing mappingo 
Theorem 2-3„ Let R^ < Rg be metric spaces
 c Let fsR^ onto R^ 
be an expanding mapping. If R^ i s complete, there e x i s t s a unique 
element x in R^ such t h a t f x = x„ 
Proof, f i s a contract ion mapping on R^  and has one and only 
one f ixed pointo 
Remark o The l i m i t of the sequence [y^]
 9 where e R^ and 
y n = f y n ^ ^ f o r n > 1 , may not exis t„ This i s seen by considering the 
mapping f, defined on the r e a l l i n e , such t h a t f x = 2x f o r x > 0 . 
Def in i t ion 2-Uo Let R^ < R^ be metric spaces. A mapping 
fsR^ onto R^ i s said to be a l o c a l expanding mapping i f , f o r every 
element x in R^, there i s an e > 0 and an -< > 1 such that 
d ( fy„fz ) > «e d(y v ) z) 
9 
•whenever y and z a r e in Nix^e), 
Def in i t ion 2 - 5 . Let < be metric spaces, A mapping 
f sR^ onto R^ i s said to be (e, ^ - u n i f o r m l y l o c a l l y expanding i f i t i s 
l o c a l l y expanding and e and do not depend on the choice of x„ 
Remark0 The analogue of Theorem 1 - 9 i s not n e c e s s a r i l y t r u e 
f o r uniformly l o c a l l y expanding mappings„ To see t h i s , consider the 
mapping f s [ - 2 , 2 ] onto where, 
f x = 6 + 2x f o r x in [ - 2 , - 1 ] 
f x = 2x f o r x in ( - 1 , 1 ) 
f x = 6 - 2x f o r x in [1 ,2 ]„ 
Let c = ^ and -< = 2„ Then f i s a one to one, (e,-<) -uniformly l o c a l l y 
expanding mapping but f i s not a g lobal expanding mapping„ In addi­
t i o n f i s not a l o c a l contract ion mapping
 a 
This example shows t h a t Coro l l ary 6 0 1 of Edelstein [ l ] i s not 
n e c e s s a r i l y t rue unless f i s continuous„ 
CHAPTER I U 
NON-EXPANDING MAPPINGS 
Def ini t ion 3°lo A mapping f of a metric space R into 
i t s e l f i s ca l l ed a non~expanding mapping i f
 9 f o r every two elements 
x and y in R, d ( f x s f y ) < d(x ,y )« 
Theorem 3m20 Let R be a compact metric space and l e t f 
be the uniform l i m i t of a sequence l ^ n ^ s > °^ contract ion mappings, 
on R0 Then f i s a non^expanding mapping and has a t l e a s t one 
f i x e d pointo 
Proof 0 Since f , f o r n > 1 , i s a contract ion mapping on 
Rp t h e r e i s by completeness of R5 f o r each n, a unique element 
x in R such tha t f x = x » Consider the sequence [x ]
 0 By n n n n ^ n 
compactness of R t h i s sequence contains a convergent subsequence 
[x ] . _ whose l i m i t x i s an element of R0 f i s continuous 9 being n. i—l * l 
the uniform l i m i t of a sequence of continuous funct ions , and 
d ( f x 9 f x ) < d ( f x s f x ) + d ( f x 9 t x ) 0 
* n. n. — s n. nJ n. n. i i I i i i 
l im d ( f x s f x ) < l im d( fx„ fx ) + l im d( fx „f x )« s
 n„ n. — s n„ n.* n. n. * i i i i i i 
i f these l i m i t s ex i s t„ By cont inui ty of f 5 l im d ( f x , f x ) = 0 o 
i 
By uniform convergence of l im d ( f x , f x ) = 0 o Thus the 
i i i 
l i m i t of the l e f t s ide of the l a s t i n e q u a l i t y e x i s t s and equals 
z e r o 0 i 0 e 0 9 l im d ( f x 0 f x ) = 0 o This implies t h a t f x = lim f x 9 3 8
 n. n, r n. n. i i i i 
To prove that f is a non-expanding mapping, let x and y 
be any two points in R 0 Then 
where -< denotes the contraction constant for the mapping f
 0 n n 
Taking the lim sup of each side of this inequality, d(fx,fy) < d(x,y) 
Thus f is a non-expanding mapping on R Q 
Remarko A non-expanding mapping on a compact metric space 
need not have a fixed pointo To see this let 
R = [ xs x e E 2 and d(x,0) = 1 ] 
where d denotes the Euclidean distance0 By rotating each point 
in R through 5- radians, it is clear that no point remains fixed0 
of a finite dimensional, complete, normed linear space R 0 If f is 
a non-expanding mapping of Kg there exists at least one element, 
x in K, such that fx = x 0 
Proof o Consider, for each integer n > 1, the mapping 
f = (l - —)f
 0 Each f §K -+ Kfl for n > 1„ is a contraction mapping. 
n n n v » 
For each x in K„ 
Therefore, the sequence [fn] converges uniformly to f a Since K 
is compact, Theorem 3~2 applies and the proof is complete0 
d(fx,fy) < d(fx,fnx) + d(fnxsfj) + d(fny,fy) 
< d(fx,fnx) + ^ n d(x,y) + d(fny,fy) 
I lxl I < ^ ^ be a subset 
=i)fx- fx|| = I |ifx| I =|||fx|| <i 
Remark, Corollary 3-3 is proved directly by Bers in [ 2 ] 0 
Remarko Non-expanding mappings will be discussed further 
Chapter IV, 
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CHAPTER IV 
ISOMETRIES 
Definition U-l0 A metric space R is said to be totally 
bounded if§ for every e > 0, R can be covered by a finite number 
of sets R. such that the diameter of each R, is smaller than eo 
1 l
Definition Jj-20 A metric space R is said to be compact 
if every open covering of R contains a finite subcoveringo 
Remark o It i s well known that a continuous mapping takes 
a compact metric space into a compact spacett See for 
example Hall and Spencer [3Jo 
Remarko If a metric space R is compact, then R is totally 
boundedo 
Lemma U°3o If R is a totally bounded metric space then 
every sequence of elements of R contains a fundamental subsequence« 
Proof o Consider the sequence [xR] where x^ e R 9 for n > 1 0 
1 
Let = £ for k = l,2,00o By total boundedness of R there is, 
for each e,
 fl a finite number of sets R^ of diameter less than k 5 i 
"which cover R c For k = 1 at least one of these sets, say 
R^p contains an infinite subsequence [x^] of [x n] 0 R^ must also 
be a totally bounded set, being a subset of R„ For k = 2, R^ 
can be covered by a finite number of sets with diameter less than 
1 2 
1>o One of these sets^ , say R£5 must contain an infinite subsequence 
2 1 
[xn] of [ x n ] 0 Continue this process indefinitely and form the array 
Hi 
X ^ X g o o o X ^ 0 0 0 
2 2 2 
c 
n 
o o o o o o 
O O O O O O O O O O O O O 
n n n 
X » i X « O O P X • o o 
j. I n 
where the elements in the kth
 0 row are those obtained at the kth0 
step0 Consider the subsequence formed from the diagonal elements 
of the array, i 0e 0, [x^]Q Clearly this is a fundamental sequence 
since for every e > 0, an integer N > 0 can be found such that 
d(x n,x m) < e whenever m gn > N c 
n^ m * 
Theorem k^ho Let R be a totally bounded metric space* 
Let f sR •*• R be a mapping such that d(fx,fy) > d(x,y) for every 
pair of elements x and y in R Q Then d(fx,fy) = d(x,y)„ If R is 
compact, f (R) = R 0 
Proof o Let a and b be any two points in R and let a^ = a, 
b~ = b. Consider the sequences [a ] and [b ] where a = fa _ 0 n n n n°»l 
and b = fb _ for n > 1 Q Since R is totally bounded there is a n n-1 -
subsequence [a ] of [a 3, which is a fundamental sequence0 
i 
Consider the sequence [b ]
 Q "his sequence also contains a fundamental 
i 
subsequence say [b ] c The sequence [a ], a subsequence of 
n i , ni„ 
[a ], must be a fundamental sequence0 Thus, for every e > 0, 
n i 
there exists an integer i and an integer k such that, 
d(ai,ai_^) < ~ and d O x ^ ^ ) < «•„ 
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d
^
a
0^
ak^ - d ^ V a k + l ^ - 0 0 0 - d^ ai , ai+k^ < f 
and similarly d(b Q,b k) < |>. Therefore 
d(a 1 ?b 1) < d(a k 5b k) < d \ , * Q ) + ^ o'V + d ( V b k ) 
<f +d(a 0,b Q) + £ 
= e + d(a0„b0)o 
Since c > 0 is arbitrary, d(apb ) < d ( a 0 , b Q ) o By hypothesis 
d(aoi,bQ) < d(a 1,b 1) 0 
Therefore, 
d(a ,b^) < d(a 0,b Q) < dCa^,^) and d(a 0,b Q) = dCa^b^h 
This proves the first part of the theorem0 
Let R be compact
 0 Suppose that there exists a point X Q in R 
such that X Q is not in f (R)0 Since f is continuous, f (R) is compact. 
Thus d(xQ,f(R)) = e > 0 o Consider the sequence [xn] where x^ = fxQ 
and x = fx for n > 1„ This sequence is contained in f (R) which is 
n
 n-l H 
compact. Therefore, [x^] has a convergent subsequence. For all in­
tegers m and n such that 0 < n < m, 
d(x ,x ) = d(x _ ,x _ ) = . o . = d(x.,x ) 
n* m n-15 m-1 0s m-n 
= d(x Q 9fy) > d(x Q 9f (R)) = e 
for some y in f (R)„ Therefore, d(x „ x ) > e > 0 and [x ] cannot contain 
9
 n^ m — n 
a convergent subsequence. This contradiction shows that f (R) = R. 
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Remark« The f i r s t p a r t of Theorem k-h i s given by Freudenthal 
and Hurewicz in [Ul<. 
Theorem U-5o Let R be a t o t a l l y bounded metric space „ If the 
mapping fsR onto R i s such t h a t d ( f x , f y ) < d (x ,y ) f o r every p a i r of 
elements x and y i n R, then d ( f x , f y ) = d ( x , y ) f o r a l l elements x and y 
in R. 
Proof o I t w i l l be shown t h a t f i s a one to one mapping on R0 
Then f 4 e x i s t s , f ^ C R ) = Rs and d ( f ~ 1 x , f ~ 1 y ) > d ( x , y ) f o r a l l elements 
—1 —1 
x and y in R0 Thus by Theorem d(f~ x,f~ y ) = d ( x , y ) and the proof 
w i l l be completeo 
Suppose t h a t there are two po in t s , x and y in R, such that 
f x = f y 0 Since R i s t o t a l l y bounded, a f i n i t e open covering, c o n s i s t ­
ing of open spheres of radius e, can be found f o r each c > 0 o Let 
[N(c^,e)] be such a covering where c^, k = l , 2 , 0 0 « , m denotes the centers 
of the sphereso Since 
n n n 
Z N ( f c . , e ) > 2 f (N(c, , e ) ) = f ( 2 (N(c, , « ) ) ) > f (R) = R, 
k=l K k=l K k=l K 
[Ntfc^s)] i s an open covering of R0 Now l e t d ( x , y ) - k > 0 and choose 
k 
£ = j o Let n be the smal les t number of open spheres , with rad ius e 
t h a t covers RQ For each such covering l e t 1 denote the sum of the 
dis tances between a l l the centers of a l l the covering spheres, i„e„ , 
1 = 2 d ( c . 9 c . ) > k - 2 £ = k - | £ = 2 £ > 0 o 
i< j 1 j ~ ^ 5 
Let 1 denote the infimum of a l l va lues of 1 taken over a l l coverings 
17 
of t h i s type . C l e a r l y 1^ > Let N(c* 0e) f o r k = l , 2 , . „ . , n denote 
a covering of R such that 
2 d(c . . c j < 1 + c 
K j 1 3 m 
Without l o s s of g e n e r a l i t y assume that x e N(c*, C) and t h a t y T N(c*, C ) . 
Now i f f x = f y , 
s d ( f c * , f c * ) = 2 d ( f c * , f c * ) + d ( f c * , f c * ) 
1 3
 ( i+1^+2) 
1 1
 . V -
< 2 d(c!
 9 c
A
. ) + 2 ( i t = l , * 2 ) 
< 1 + e - 3 e + 2 e = l . 
m m 
But t h i s i s c l e a r l y a contradict ion to the f a c t tha t 1 i s the 
infimum of a l l such coverings „ This implies tha t f x ^ $Y f o r any two 
points x and y in R„ Our previous remarks are appl icable and the proof 
of the theorem i s complete. 
Remark. Theorem U-5 i s s ta t ed , without proof , by Freudenthal 
and Hurewicz in [1*]„ 
Theorem li-6«, Let R be a t o t a l l y bounded metric space. Let 
fsR onto R be a mapping such t h a t d ( f x , f y ) < d ( x , y ) whenever x and y 
are in R and d ( x , y ) < £ f o r some f ixed c > 0„ Then d ( f x , f y ) = d ( x , y ) 
whenever x and y a r e in R and d ( x , y ) < e c 
Proof o A proof of Theorem U-6 i s given by Edrei in [5]. 
Remark „ The f i r s t p a r t of Theorem li~5 could be taken as a 
c o r o l l a r y to Theorem U°=6„ 
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Example U - 7 . Let f : [ - 2 , 2 ] onto [-2,2] be the mapping: 
f x = 3 + x f o r x in [ - 2 , - 1 ] 
f x = x f o r x in ( - 1 , 1 ) 
f x = 3 - x f o r x in [ 1 , 2 ] . 
Let e = ^ and d represent the Euclidean one dimensional d i s tance . If 
x and y are in [ -2 ,2 ] and d ( x , y ) < c , then d ( f x , f y ) > d(x,y)„ I t i s 
not t r u e however t h a t d ( f x , f y ) > d ( x , y ) f o r every x and y in R. Nor i s 
i t t r u e t h a t there i s a neighborhood N(x ,e x ) about each point x in R 
such t h a t y , z i n N(x, e x ) implies d ( x , z ) = d ( f y , f z ) 0 
Example U - 8 0 Let R = [ 0 , 1 , 3 ] he a metric space under the Euclid­
ean d i s tance 0 Let fsR onto R be the mappings f ( o ) = 1 , f ( l ) = 3 , 
f (3) = 0 . Let e = |o Then d ( x , y ) < e implies d ( f x , f y ) > d ( x , y ) f o r 
a l l x , y in R, but d ( x , y ) < e does not imply t h a t d ( f x , f y ) = d ( x , y ) . 
Since f i s continuous t h i s c l e a r l y contradic ts Coro l l ary 3»8 of Brown 
and Comfort [6]„ 
Remarko Example h°l and 1±08 suggest the fol lowing conjecture 
which the author has been anable to prove. 
Conjecture U ° 9 » Let R be a compact metric space. Let 
f sR R be a continuous mapping such t h a t d ( f x , f y ) > d ( x , y ) whenever 
d ( x , y ) > c > Oo Then there e x i s t s a p > 0 such t h a t d ( f x , f y ) = d ( x , y ) 
whenever d ( x , y ) < p 0 
Remarko Let R be a compact metric space„ Williams in [7] d i s ­
played a mapping f;R onto R such t h a t d ( f x , f y ) < d ( x , y ) whenever y in 
N(x, e ) but d ( f z , f x ) =)= d ( x , z ) f o r every z in N(x, p ) f o r any p > 0 o 
X X X 
This suggests the fo l lowing theorem. 
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Theorem U^ -IO* Let R he a compact metric space and f a mapping 
of R onto R. If for every x in R there exists an t > 0 
such that d (fy9fz) < d (y9z) whenever y and z are in N(x, e ) s then 
there exists a p > 0 such that d(fy,fz) = d(y,z) whenever y and z 
are in R and d(y5z) < s 0 
Proof. It is first shown that there exists a p > 0 such 
that d(fy,fz) < d(y,z) whenever d(y,z) < pa Let p R = ~ 9 for all 
integers ri > 1 8 Suppose no such p exists 0 Then for each p^ 
n > 1 there exists an x and a y which are elements of RQ such that 
—> n n 3 
d(x
 fly ) < — and d(fx flfy ) > d(x 9y ) c Consider the sequences n 5 n n n 5 47 n ns n ^ 
[x ] and [y ]. Because R is compact we can construct ( as in the 
n n 
proof of Theorem k°k ) two convergent subsequences [x ] and [y ]. 
i I 
Both subsequences have a common limit. Call this limit x« ^hen 
lim x^ = lim y = x and for each i > 1„ d(fx
 9fy ) > d(x s j ) . 
n. n. =~ v n/ n. n.* n« i i i l i i 
Because of the convergence of [XR 3 and [y ] s for some m ^ 9 
i n i 
x and y are both contained in N(xft@ )where NCx.e ) is chosen m i m i 
as in the hypothesis. This implies that d(fx
 0fy ) < d(x ay ) 
m i m i ~° "l m i 
and contradicts the fact that d(fx
 9fy ) > d(x 0y ). Hence 
rai m i »i m i 
p > 0 exists o 
The existence of a p > 0S for which d(fx9fy) < d(xj,y) whenever 
d(x,y) < ps proves, by Theorem the theoremQ 
CHAPTER V 
NORMS 
Definition 5 ° l o A linear space R over the complex field 
F is said to be normed if to each element x in R there is made 
to correspond a nonnegative number | |x| | which is called the norm 
of x and such thats 
| jx| | = 0 if, and only if, x = 0 
||cxj | = |c| ||x|| for each c in F 
I LX + y| I < I LXL I + I | y | I f o r a 1 1 x and y in R 
Remark o Hereafter, it will be assumed that a linear space 
R is taken over the complex field unless otherwise stated0 
Definition 5 ° 3 o Let R be a normed linear space and let 
AsR R be a linear function0 A is said to be bounded if there 
exists a constant M such that | |Ax| | < M | |x| | for all x in R 0 
Definition 5~ko let R be a normed linear space and let 
AsR -+ R be a bounded linear function0 The norm of A,written 
I |A | I ,is the greatest lower bound of all numbers M satisfying 
11^*11 < M I |x| | for all elements x in R 0 
Theorem 5 ° 5 o If AsR R is a bounded linear function and 
R a normed linear space, ]|A|j = sup[ ||Ax|| s ]|x|| = 1 ]„ 
Proof» See Kolraogorov and Fomin [8]
 0 
Remark. sup[ | |Ax| |
 S | | X | | = 1 ] = sup [ ||Ax||/||x|| S | | x | 1+0] 
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Theorem 5=6. Let R be a normed linear space. IfAsR -*• R 
and BsR -*• R are linear functionsi 
I M I > °s I U| | = 0 if, and only if, A = 0 (5a) l|AB|| < ||A|| ||B|| (5.2) 
||cA|| = |c| ||a|| for all c in F (5.3) l|A + B | | < ||A|| + | | B | | (5.U) I | < 11A| | | |x| | for all x in R (5.5 ) 
Proofo See Kolmogorov and Fomin [8] 0 
Remark0 (5»l) through (5„U) are frequently taken as defining 
properties for a matrix norm. 
Theorem 5°»7. Let R^ be the linear space of all real n-
tuples taken over the real field. Let AsR •+ R be a linear 
n n 
function. Let (a^^) be the matrix representation of A and let xT 
x = (xp».ojX^f be any vector in Rn<> Let s 
1 IWL = ( 1 \\\2f (5.6) 
d
 k=l K ||A||2 = Vx (5.7) 
T 
where X is the largest eigenvalue of the matrix AA
 0 
\x\\m = max | x | (5.8) i 
n 
|A| L = max z |a | (5.9) 
i k=l 
Ml, = z kl (5oio) 
i=l 
n A| | = max
 2 |a,J (5.11) 
1
 k i=l l K 
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* 
Then (R
 5 | | | | „) f o r j = 1 ,2 ,°° i s a normed l i n e a r space c If 
n j 
As (R
 p | J | | ) -* (R , | | 1 1 ) i s a l i n e a r funct ion, then 1 1 A | | 
f o r j = 1 , 2 , 0 0 i s the l i n e a r funct ion norm on the re spec t ive space« 
Proof Q See Faddeeva [9]« 
Def ini t ion 5~80 The normed l i n e a r space (R , | | | | . ) 
n j 
f o r j = 1 , 2 , - w i l l be w r i t t e n l ! J , l J J ( or E n ) , and r e s p e c t i v e l y . 
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CHAPTER VI 
PROBABILITY 
Def in i t ion 6 - 1 0 A r e a l n by n matrix A i s ca l led a s tochast ic 
matrix i f 0 < a. . < 1 f o r each element a . . of A and i f 2 a. . = 1 
f o r 1 < i < n c 
Defini t ion 6-2
 0 An n by n s tochast ic matrix A i s said to 
be a r e g u l a r t r a n s i t i o n matrix i f each element of A n i s greater 
than zero f o r some integer n > 1 0 I f each element of a matrix 
B i s g r e a t e r than z e r o , we w i l l w r i t e B > 0 o 
Remarko If A i s a s tochast ic matrix then A n i s a s tochast ic 
matr ix f o r a l l integers n > 1 G 
Defini t ion 6-3o A vec tor x = (x^,
 0 o o , x n ) i s said to be 
a p r o b a b i l i t y v e c t o r i f 0 < x. < 1 f o r 1 < i < n and i f 
Theorem 6°U 0 Let A be an n by n regular t r a n s i t i o n matr ix 
and R the s e t of a l l n t h c order p r o b a b i l i t y vec tors 0 Then A(R) < R 
and under the 1 ^ norm, A n i s a contract ion mapping on R f o r some 
in teger n > 1 0 
Proofq By the d e f i n i t i o n of matrix m u l t i p l i c a t i o n , 
n 
n XX. = lo 
i= l 
2k 
n n n n 
2 2 x, a, . = i x , 2 a, . = 1„ Thus A(R) < R« 
j= l k=l K K J k= l K j= l K J 
Since A n i s a s tochast ic matr ix f o r n > 1 , A n (R) < R. Also , 
because A i s a regu lar t r a n s i t i o n matr ix , A n > 0 f o r some integer n 
> lo Let n be the smal les t integer such that A n > 0 and l e t A n = B 
n n 
txB - yfi| |_ = 2 | 2 b, „(x, - y, ) | f o r any elements x and y in 
.1=1 k=l K J K K 
Re 
3r 
n 
Let S = [js 2 b, . (x - y, ) > 0 ] and l e t 
n 
T = [ j : 2 - 7k) < 0 ] o Then 
k — 1 
x B « y B J | =2( 2 U (x - y )) - 2 ( 2 b (x - y ) ) 
jeS k=l K J K K jeT k=l K J K K 
n n = 2(2 b (x - y )) - 2 ( 2 b (x - y. )) 
k=l jcS K J K K k=l jeT K J K * 
n = 2 (x - y , ) [ 2 b - (1 - 2 b )] 
k=l * k jeS k j jeS k j 
n 
= 2 ( xk " y k ) [ 2 2 bki ~ k=l K K jeS k J 
Case lo S i s the empty set„ 
n n n n 2 ( 2 b (x, - y )) = - 2 ( 
j=l k=l K J K K k=l j 
xB - y B | | = - 2 b (x - y )) = - 2 (2 b (x - y )} 
x
 l  K J K K k=l .1=1 K J K K 
n = - 2 (x ~ y, ) = 0 
k=l K K 
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and | |xB - yB| \ ^  < -< | |x - y| |^  for all positive numbers -<« 
Case 20 T is the empty seta 
n n 
||xB - yB|| = 2 ( 2 b (x: - y )) = 0 
1
 j=l k=l * J * K 
and | |xB - yB| | < -< | |x - y| \^ for all positive numbers 
Case 3o There exists at least one j in S and at least on j in T, 
n 
1 )xB - yB| | = 2 (x, - j )[2 2 b - l] . 
1
 k=l K K j eS K J 
n 
min b., < z b < z b.„ where b, is the smallest element in the kth. 
± K
 jeS K J ">1 15:3 Kr 
row. Since > 0 for all i,k we have by the triangle inequality, 
I M ~ 7BI U < * \ \ - 7KL (2 2 b - l| < ^ 2 |x. - y,| 
k =l K jeS K J k=l 
n 
where «< = max (12 min b„ . - l| <, 2 [ max 2 b,,,] - 1) and 0 < -< < 1, 
Corollary 6-5o Let A be a regular n by n transition matrix and 
R the set of all nth0 order probability vectors<, Then there exists 
a unique element x in R such that xA = x c x is the limit of the se­
quence [x^], where x^ is any element of R and x^ - x^ ^ A for n > 1. 
Proof» This result follows immediately from Theorem 6-I4. and 
Corollary 1-6 „ 
Remarko I t i s easy to show t h a t the r e s u l t s of Theorem 
3 h 
6°U are not n e c e s s a r i l y t r u e under the lg or 1 ^ norm* 
Theorem 6-60 Let A > 0 be a 2 by 2 s tochast ic matrix and 
R the s e t of a l l second order p r o b a b i l i t y vectors„ Then A i s a 
contract ion mapping on R under the 1 ^ , l ^ s and l " norm* 
Proof o Let x = ( x ^ x ^ ) and y = (Y^VG) be any two elements 
i n R and l e t z = x - y = IZ^9Z^)0 Let 
•u (1 ~ an} 1 A = 
i>2^ (l = ^ 
Noting t h a t z2 = ~ z..^ zA = ( ( a ^ - a^z.^ (a21 - A^)Z^)* 
Case lo 1 ^ norm0 | | x - y | = | z^ | and | |xA «= yA] 1^ = max (ia11 a2l| Iz-JJa^ - a^] jzj }( 
Therefore | jxA =yA| \ m < -< | | x - y | 1^  where 0 < -< < l c 
1 
Case 2 0 lg norm 0 | | x - y | 1 2 = |z^ | (2) and 
1 I l*A - yA| | 2 = ((a^ - a 2 1 ) 2 + ( a 2 1 - a ^ 2 ) 2 
< •< | | x - y | | 2 where 0 < •< < 1 0 
3o 1± norm0 | | x - Y | | = 2 | z | and 
lixA - y A l ^ = | z 1 | [ | a 1 1 - a 2 1 | + | a 2 1 ~ a ^ J ] 
< -< | | x = y | | where 0 < «< < 1 . 
CHAPTER Vn 
MATRIX ANALYSIS 
Theorem 7"1« Let R be a finite dimensional, complete 
normed linear space0 A linear function AsR R is a contraction 
mapping if and only if ||A|| < 1« 
Proof o The sufficiency is clear since | |Ax| | < | | A | | | | X | | 
for every element x in R c 
To prove necessity it suffices to show that there exists 
a non-zero vector y in R such that | |Ay| | = | |A| | | |y| | • 
| |A| | = sup [ | |Ax11 s | |x| | = 1 ] from Theorem 5-5o Hence there 
is a sequence Lxn] such that lim | ] Ax^ l | = | |A| | and | | X R | | = 1 
for n > 1, Since S = [ xs | |x| j =1 ] is a compact set there is 
a subsequence of [x ], say [y ]$ such that lim y R exists. Call 
this limit y Q lim | |Ayn| | = | | A | | and ||yj | = 1 for n > 1, 
By the continuity of a norm, | |lim Ay^ l | = | |A| | and by continuity 
of A (since A is bounded), | |Alim y | | = | |Ay| | = | | A | | c Since 
I |y| I = 1, I Uy| | = I | A | | | |y| | as required0 
Theorem 7-2
 0 Let AsR •* R be a linear function and R a 
complete, normed linear space» If A is a contraction mapping, 
then Ax = x for some x in R, if and only if x is the zero vector, 
jt*roof« Since AsR •* R is a contraction mapping, there 
exists a unique element x in R such that Ax = x 0 AO = 0 because 
A is a linear function„ 
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Theorem 7°3o Let AsR R be a bounded l i n e a r function and 
R a normed l i n e a r space„ Then a l l eigenvalues of A are in absolute 
va lue l e s s than or equal to the norm of A 0 
Proof o If >• i s an eigenvalue of A then there e x i s t s a 
non-zero vec tor x in R such t h a t Ax = Xx0 Thus 
||Ax|J = | | x x | | = | X| | | x | | „ But | | A x | | < | | A | | | | x | | holds f o r a l l 
elements x in R„ So | x| | | x | | < | | A | | | | X | | and | x | < | | A | | 0 
Coro l lary 7°Uo Let AsR •+ R be a l i n e a r funct ion and R 
a f i n i t e dimensional, complete^ normed l i n e a r space» If any 
eigenvalue of A i s grea ter than or equal to one, A cannot be a 
contract ion mapping on R0 
Proof o This i s a d i r e c t r e s u l t of Theorem 7=3 and Theorem 
7-1. 
Example 7-5. Let A = (a. J > 0 be any 3 by 3 s tochast ic 
x3 = to*0*1) b e a has i s f o r E „^ Under the lg norm„ x. — x .
 rt — ^ 
if i =1= j . 
2 
+ a 
2 
12 + a 2 
j l 
+ a = a. i l 13 
"
 2 [ a i l a j l +
 ai2aj2 +ai3 +ai3aj3 3
< 2 for i,j = 1,2,3. 
Thus | |x ± A = x A| l2 < -< I | X ± = XJ | 2 f o r i , j = 1,2,3 where 0 < ^ < 1. 
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Remarko In Example 7 - 5 , AsE^ •+ is a linear function and con­
tracts the basis vectors x^x^x^- It is clear by the remarks follow­
ing Corollary 6 - 5 that A need not be a contraction mapping on E^. 
Moreover, the remark shows that AsH H is not necessarily a contrac­
tion mapping on the convex hull H of x^,Xg,x f^t 
Theorem 7 - 6 0 Let AsR R be a real n by n matrix. If 
— n n 
j | A + 111 < 1, the matrix equation Ax = b has a unique solution in R R . 
The solution x is the limit of the sequence [xnl where X Q is any 
element in R and x =(A + l)x - b for n > 1 0 
n n-1 — 
Proofo Let BsR R De the function, defined for each x in R . 
n n 9 n* 
so that Bx = (A + l)x - b 0 For any two vectors x and y in R R , 
Bx - By = (A + I) (x - y) and 
||Bx-By|| = ||(A + l)(x-y)|| < | |A + l| | | |x - y| |. 
If | | A + 11 | < l, there exists a unique vector x in R such that Bx = x, 
i»e0, Ax = b 0 Theorem 1-U guarantees that x will be given as the limit 
of the sequence [x^] where x^ is any element in R^ and X R = 
(A + l)x _ - b for n > 1 0 
n=l — 
Theorem 7 -7o A sufficient condition that a real n by n 
matrix A be non-singular is that j |A + l| | < 1 0 
Proof o By Theorem 7 - 6 , there is for each b in R^, a unique 
solution to the equation Ax = b when | |A + l| | < 1 0 This implies that 
A inverse exists and hence that A is non-singular0 
Theorem 7 - 8 0 Let AsR •* R be a linear function and R a complete, 
finite dimensional, normed linear space0 If | |A| | = 1 , the sequence 
[S (x)L where 
n s 
has a convergent subsequence [S (x)j for all x in R 0 Let 
ni 
S(x) = lim S (x)o Then A S(x) = S(x) 0 n. i 
Proof0 For each integer n > 19 
| |S (x)|| = - + k \ 
< i (||A|| ||x|| + ... + ||A||n ||x||) 
= I xl 
Hence [S (x)] is a bounded sequence contained in R 0 This implie 
n 
the existence of a convergent subsequence [S^ (x)]« Let 
*i 
S(x) = lim S (x), 
n i 
Since A is bounded
 0 A is continuous and 
A lim S (x) = AS(x) 
n. 
1 
lim AS n (x) =AS (x)0 
i 
n„ 
LIM AS (x) = 11m AL** * — + A *X) 
ni n i 
2 V1 
n. i 
31 
•Ax + A
 x + ) + l im C Ax 
n n„ 
1 
= S ( x ) . 
k k 
Remark, If f o r any p o s i t i v e integer k, | |A 11 < | |A| | = 1 , then by Theorem 7=1, A i s a contract ion mapping and S(x ) = 0 . 
Def init ion 7°9o l e t AsR R be a bounded l i n e a r function 
on a normed l i n e a r space R, Then there e x i s t s an M > 0 such t h a t 
11Ax11 > M | |x| I f o r a l l x in R0 Let [[A]] designate the supremum 
of a l l M such t h a t | |Ax| | > M| | x | | f o r a l l x in Rc 
Remarko Let [ [A] ] ^ f o r j - l 8 2 9 m correspond to the normed 
l i n e a r space l p l g , ! ^ r e s p e c t i v e l y . 
Theorem 7 - 1 0 , Let AsR ~* R be a bounded l i n e a r funct ion 
and R a normed l i n e a r space. Then [[A]] = inf [ | JAx| | s | | x | | = 1 ] , 
Proof. Let a = in f [ | |Ax| | s | | x | | = 1 ] 
a - i n f [ | |Ax| I / | | x | | s | | x | ] + 0 ] i m p l i e s | |Ax| | > a | | x | | 
f o r every x i n R such t h a t | | x | | =j= °° Thus a = [ [ a ] ] 0 
Defini t ion 7 - 1 1 » Let AsR R be a l i n e a r function and R 
a f i n i t e dimensional normed l i n e a r spaceG Denote by j X|^ the 
smal lest in absolute value of a l l eigenvalues of A, 
Theorem 7 ° 1 2 . Let AsR R be a l i n e a r funct ion and R a 
f i n i t e dimensional normed l i n e a r space. Then 0 < [[A]] < | x |^ . 
Proof „ For each eigenvalue X of A there i s a t l e a s t one 
non-zero v e c t o r x such t h a t ax = Xxe Thus | |Ax| | = | x | | | x | | 
= in f [ | | A x | l / l | x | | s | | x | | + 0 ] , 
3 2 
f o r some x in R„ This implies t h a t [ [A] ] < | x. 
m 
Theorem 7 - 1 3 « If AsR n RR i s an n by n diagonal matrix then 
[[A]] = | x | m under the l ^ l j j * a n d 1 ^ norms 
Proof. Let A = (e. .x. ), 
i j i 
Case I . 1 ^ norm. 
n n 
l l A x I ^ = 2 > | x | m 2 j x j j = | x | J | x | | r Therefore, 
k ~ ~ 1 k~~'1 
A x | \ ± > | x | \ 1 and | x | m < [ [ A ] ] D By Theorem 7 - 1 2 [ [ A ] ] ] L < | x | 
m 
Thus J x l = [ [ A ] ] . 1
 'm 
Case 2 o 1 ^ norm,, 
Therefore, jJAxjjg > | x | m i | x | | 2 ° The remainder of the proof i s s i m i l a r 
t o case I . 
Case 3 o l n norm. 
0 0 
J n a x \ \ \ \ > max M J x J = | x | m max I x J . 
Therefore , | |Ax| ] a o > | x| | | x | 1 ^ . The remainder of the proof i s s imi ­
l a r t o case I . 
T 
Remark. Let x = ( l , 2 , l ) and 
A = 
33 
The matrix AsR -* R i s such t h a t ['[A] ] 4 I \I f or j = 1 9 2 » c 
n n j 1 1 'm 9 9 
This i s seen by considering Ax© 
Theorem 7°lUo Let AsR R be a non-singular, l i n e a r funct ion 
and R a f i n i t e dimensional, complete, normed l i n e a r space 0 Then 
[[A]] = — i r — „ 
Proof o Since A i s non-s ingular , A~^ e x i s t s and 
I \k~1*\ I < I L A = A | I I | x | | f o r each x in Ra For any x in R there 
i s an element y in R such t h a t x = Ay 0 Therefore | | y | | < | |A | | | |Ay | | . 
Since | | A = 1 | | + 0 , 
I |Ayi I > — I jyl ! f o r a l l y in R0 This means t h a t 
I K 1 ! ! 
[[A]] > • \ . 
" I K 1 ! I 
I t was shown i n the proof of Theorem 7-1 that | |A X Q | | = | |A | | | \xQ\ \ 
-1 
f o r some non-zero element X Q in R 0 Let y^ = A X Q O Then 
0
 IIa"1!! 0 Ha"1!! 
Coro l lary 7~l5o Let A be a non-s ingular , l i n e a r function 
on a f i n i t e dimensional, complete, normed l i n e a r space R* Then 
HA^ir^tof [ ||Ax|| , IMI =1 ]. 
Proof o This i s a d i r e c t r e s u l t of Theorem 7-10 and Theorem 
3h 
Lemma 7-l6 0 Let AsR -* R be a real, non-singular, n by n 
matrixo Then 
I iA i 12 = //' * v 51 VU ) 
m 
T 
where \ represents the smallest eigenvalue of A A . 
T 
Proof. AA is a positive definite
 s, real, symmetric matrix0 
- 1 T 
There exists a non-singular matrix P such that P A A P = D 9 a 
T 
diagonal matrix0 D has the same eigenvalues as AA e 
Consider now P ^ C A A 1" ) = 1P 0 Clearly P ^ C A A 1 ) o lP = (p C = 1 A A TP)° 1 0 
—1 T = 1 
Hence P (AA ) P has eigenvalues which are the reciprocals of the 
T = 1 T 
eigenvalues (AA ) " . This means that the eigenvalues of A A 
T = 1 —1 c=i T 
are reciprocals of those of (AA )
 0 Consider (A )(A~ ) 0 
( A° 1)(A t = 1) T = A" 1 (A 7)" 1 = ( A T A ) = = 1 0 Since A is non-singular 
—1 T T T 
A (AA )A = A A. This implies that the eigenvalues of A A are 
T T «=1 
equal to the eigenvalues of AA
 0 Hence the eigenvalues of ( A A ) ~ 
f T\-l 
are equal to the eigenvalues of (AA )
 0 Thus the eigenvalues of 
—1 —1 T T (A )(A ) are reciprocals of the eigenvalues of AA
 0 Because of 
5»7 this proves the theorem0 
Theorem 7 ° 1 7 O If A is a real n by n matrix then [ [ A ] ] 0 = V>*« 
••— - ° d m 
Proof. If A is non-singular the proof is a direct result of 
Theorem 7=lU and Lemma 7=l6 0 
T * 
If A is singular, AA is singular and X = 0 . 
m 
Theorem 7 ° 1 8 C Let AsR -+ R be a bounded, linear function 
and R a normed linear 5 pace
 0 Then for any complex scalar c9 
[[cA]] - | c | [[A]]0 
[[cA]] = inf [ ||cAx|| s ||x|| = 1 ] 
= inf [ |c| ||Ax|| s ||x|| =1 ] 
= |c| inf [ ||Ax|| : ||x|| =1 ] 
= |c| [[A]]. 
Theorem 7°19<» Let AsR R be a linear function and R a 
finite dimensional normed linear space
 0 [ [A] ] = 0 if and only 
if A is singularo 
Proofo If A is singular, it is clear that [[A]] =0 since 
there exists at least one non-zero element x in R such that 
Ax = Ox = 09 
If A is non-singular [ [A] ] = — ~ — 4= 0o 
IK 1! I 
Theorem 7-200 Let AsR •+ R and BsR -* R be linear functions 
and R a finite dimensional, complete, normed linear space0 Then 
[[AB]] > [[A]][[B]]0 
Proof, If A or B is singular, the result is immediate. 
If A and B are non-singular, 
[[AB]] = ^ _ = 1 > 1 _ = [[B]][[A]] HUB)-1!I ilB-V1!! " l|B=1|| HA"1!! 
By a suitable choice of matrices A and B it can 
be seen that neither [[A + B]] > [[A]} + [[B]] nor 
[[A + B]] < [[A ] +LL£>JJ hold in general0 
Theorem f=^i0 Let S < T be complete subsets of a normed 
linear space R« Let AsS onto T be a bounded, linear function with 
[[A]] > 1, Then there is a unique element x in S such that Ax = x. 
36 
Proofo This result follows from Theorem 2-3 and the fact 
that A is an expanding mapping „ 
Theorem 7-22«, Let R < S < T be complete subsets of a 
finite dimensional, normed linear space0 Let AsR onto S and 
BsS onto T be bounded linear functions with [[A]] > 1 and [ [B] ] > 1. 
Then there is a unique element x in R such that BAx = x 0 
Proof o By Theorem 7-20, [ [BA] ] > 1Q The result now follows 
directly from Theorem 7=210 
Remarko Many results analogous to those for contraction 
mappings can now be obtained for expanding mappings. 
37 
CHAPTER VIII 
MAPPINGS IN EUCLIDEAN SPACES 
Let f^s f o r 1 < k < n, be a mapping of E r into E ^ and l e t 
y^ — f ^(x^, o <> o , x n ) 
y 2 ~~ f g ° ° ° s x j j ^ 
7 n = f n ^ ° " s X n ^ 
f o r each element x = ( x . r . . , x ) in E . Let F = ( f _ . . . . , f ) 0 Then 
J. n n 1* ' n 
F ( E ) < E O Choose x and x a r b i t r a r i l y in E and l e t 
n n J n 
F ( x X ) = F(xJ,...,x£) = y 1 = ( y j , . . - , y j ) , and F ( x 2 ) = F C x 2 , „ , „ , x 2 ) . I f 
F
 e C'(E ) . 
1 2 n 
k - '1 
1 2 X 
where i s some v e c t o r on the l i n e segment L(x
 9 X ) connecting x and 
x 2 „ Thus 
\y) - y]\ < x IVj(zj}| ,xk " xk1 for 1 - j - n< 
k*~1 
Summing over j 9 
n n 
j 
n 
z I f max |D k f^(Z)j < ^ < 1 f o r a l l vec tors Z i n E n , F i s a con-
38 
n t r a c t i o n mapping under the 1 ^ norm 
Define the Jacobian Matrix Jp so tha t 
Jp(Z) = 
Vl(Z) Vl ( Z ) D2f2(z) D2f2(Z) 
D_f (Z) D 9f (Z) i n d n 
D f. (Z) 
n 1 
D f (Z) 
n c D f (Z) 
n n 
for a l l Z in E „ Then FsE E w i l l be a contract ion mapping i f 
n n n 
| l J p ( z ) | | ^ < - « < l f o r a l l v e c t o r s Z in En» Applicat ion of Theorem 
l~h y i e l d s the fo l lowing 0 Theorem 8 - 1 . Let FsE -* E be a vec tor valued function such 
————————— n n 
t h a t F
 eC'(E )O If 1 1J_(Z)| L < -< < 1 f o r a l l Z i n E , t h e r e e x i s t s 
n 1 1 J? 1 ' 1 — n^  
a unique element x in E n such t h a t F(x) = x 0 The f ixed point x i s the 
l i m i t of t h e sequence [ X r ] where x^ i s any element in ER and x^ = F(x - ) f o r n > 1 0 n-1 — 
Example 8 - 2 . Consider the system of equations, 
f ^ (x^XgpX^) ~ 0 
^2 ^^1*^2* ^3^ ~~ ^ f^ Cx^^Xg^x )^ = 0 
where f f c e C« ( E r ) f o r 1 < k < 3o Let G = (g^g^g^) where 
^X^^XgjX^ ) — f^(x^,x , j ,x ) + x^ 
§>2 ^ x^ s^ g^ x^ ) — fgCx^^XgjX^) + Xg 
g^ (x^ X^g^ X^  ) — f ^ (x^ ,Xg c)X^ ) + X^ 
Then JQ(z) = (D f±(z) + ^ ) and Toy Theorem 8 - 1 , if | |JQ(Z)| \ ± < ^ < 1 
39 
for all Z in E^ s there is a unique element x in such that f ^(x) = 0 
for i = 1,2,3. This fixed point x may be obtained by the iterative 
process mentioned previously. 
We now exhibit a similar result for expanding mappings. Return-
ing to the proof of Theorem 8-1, 
k—1 
where e L(x 1,x 2) 0 Let y = (y^-y^ - ° " ^ n ^ n ^ x = ^ " ^ r " ^ ^ ^ 
and 
VA' ¥i(zi} - \W 
1 2 1 2%T . # 1 2 
1 2xT 
Jp(z1?...,zn) -
v2
(v V 2 ( Z 2 ) - D n f 2 ( Z 2 ) 
e o o •> . 
D.f (Z ) D f (Z ) 
I n n 2 n n D f (Z ) n n n . 
Then, in vector notation, y = Jp(Zp .„ «,Zn) x. Thus | |y| | > 
[Up]] tixil where 
[[Jp]] = inf [ | iJCz^e..,^} x|| s j|x| I = 1 and Z k e E n I. 
Combining the above with Theorem 2-3 yields the following. 
Theorem 8-3. Let FsE n onto E r be a mapping where F t C»(En) 
and f[Jp]] > 1. Then there exists a unique point x in E R such that 
F(x) = x. 
Theorem 8-1;. Let f be an analytic function of a complex variable 
on an open set D in the complex plane. Let C be a compact,connected 
subset of D so that jf5 (a )| < 1 for all points z in C. Then, if f(D) < 
D, there exists a unique point z in D such that f (z) = z 0 
ko 
Proof e Since C is compact there exists an •< < 1 such that 
|f l ( z ) | < for all z in C„ Consider the open covering of C given by 
[N(z.r)l where |f'(z)| < «< in N(z,2r)„ Since C is compact there exists 
a unite subcovering [NCz^r^)], i = 1, „„.,n. Let e = min 
[r^ : 1 < i < n]„ Then for all ZpZg in C such that | z ^ - z2l < e, 
h 
| f ( z ) - f ( z 2 , , 1 / f'(z)dz| 
Z l 
z l 
< / |f'(z)|dz 
This implies that fsC -> C is an (e,«>0-uniformly locally con­
traction mapping and, by Theorem 1-1US there exists one and only one 
point z in C such that f (z) = z„ 
Remark. Theorem 84L is given by Edelstein in [l] D 
CHAPTER IX 
INTEGRAL EQUATIONS 
Definition 9-1« Let C[a,b] denote the set of all real valued 
functions, defined and continuous on the real interval [a,b]c 
Definition 9-2» Let the function f be in C[a,b]„ Then the norm 
of f, written j |f j | , is defined to be the sup[ |f (t)|:a < t < b ]. 
Remarko It is well known that Definition 9-2 is valid and that 
(C[a9b],|| || ) is a complete, normed linear space0 
c 
iheorem 9-3» Let j be an element of C[a,b], K an element of 
C[[a,b] x [a,b]], and X a real parameter„ The integral equation 
has a unique solution in C[a,bj mouever jXJM(b-a) < 1, where M denotes 
b 
x(s) = y(s) + x / K(s,t)x(t)dt 
a 
and 
b 
Ffa^} - F ( x 2 ) = x / K ^ t M x ^ t ) - x 2 ( t ) ) d t c a b 
iFf^) - F(x 2)| < |X| / |K(s,t)| jx^t) - x2(t)|dt 
a 
< l xl \ \ \ - * 2 x j | M(b - a ) . 
d1 1 c 
k2 
Thus H F C ^ ) - F(x 2)| ! c < |\|M(b - a ) ! ! ^ - x 2 jj c • If |x|M(b - a) < ^  
< 1, then FsC[a5b] -* Gta^b] is a contraction mapping„ Theorem 1-k 
guarantees a unique x in C[a^b] such that F(x) = x» 
Remark o The proof of Theorem 9-3 implies that the fixed point 
x is the limit of the sequence [x^] where x^ is any element in C[a,b] 
and 
b 
x (s) = y(s) + X / K(s,t)x
 n (t)dt for n > 1 0 n > n»l — 
a 
Theorem 9~U° let y be an Piemen*
 0f Cta^b] and K an element of 
C[[a,b] x [a,b]]0 The integral equation 
b 
x(s) = y(s) + X f K(s,t)x(t)dt 
a 
has a unique solution in C[af;b] for all real values of X c 
Proofo Let 
b 
Ax^is) = y(s) + X/K(s,t)x1(t)dt 
and a ^ 
Ax 2(s) =y(s) + X / K(s,t)x2(t)dt 
a 
for any x^ and x g in C[a sb] c Then 
b 
Ax^(s) - A x 0 ( s ) = X / K(sst) (a^Ct) - x2(t))dt„ 
a 
b 
|Ax1 - Axgl < |x| / |K(s,t)| |x^(t) - x2(t)|dt 
xlMji^ -x 2|| c(s - a) 
where M = max |K(s9t)| for all a s t in [a,b] x [a5b] 
s0t 
1*3 
2 
Hence \\K\ - A\\\C < UiV(s - «)" 1 ! ^ - x2|| 
n 
[xjV1^^ < I X J V - ^ T ^ < 1 f o r large va lues of n implies 
t h a t A n sC[a ,b] C[a,b] i s a contract ion mapping f o r some integer n > 1 . 
By Theorem 1-5 t h e r e e x i s t s a unique element x in C[a,b] such t h a t 
Ax - Xo 
Remark o According t o Coro l lary 1 - 6 the f i xed point x in Theorem 
9-U i s the l i m i t of the sequence [ X r ] where X Q i s any element i n C[a,b] 
and 
s 
x (s) = y ( s ) + x / K ( s , t ) x -. ( t ) d t f o r n > 1 . 
n •* n - i — 
Def in i t ion 9*-5° Let Lg[a,b] denote the s e t of a l l r e a l valued, 
Lebesgue measurable funct ions f on [a ,b] f o r which the Lebesgue i n -
b
 2 
t e g r a l / | f ( x ) | dx i s f i n i t e . 
a , 1 
2 2 
Defini t ion 9-6 <> Let | | f | 12 = [ / | f (x) | dx ] denote the norm 
a 
of an funct ion i xn L 2 [ a , b ] 0 
Remark. I t i s w e l l known that Def ini t ion 9-6 i s v a l i d and that 
( L g [ a , b ] , | | | | g ) i s a complete normed l i n e a r space. 
Def in i t ion 9-7» Let G^[5] denote the s e t of a l l r e a l valued, 
Lebesgue measurable functions K on S = [a s b] x [a 9 b] f o r which the 
S i m i l a r l y we f ind ( A 2 ^ - A 2 x 2 | < jXjVl^  - x2Hc(s 
and in general \k\ - A n x 2 ) | c < | x| V^— j^ ^ - x?\ ic-
/ |K(s,t)|2da 
S 
is finite, 
Definition 9 - 8 , Let |KL = [ / |K(s,t)| da ] denote the norm 
* S 
of K when ix is in C^LSj, 
Remark
 a It is well known that Definition 9 - 8 is valid and that 
(Cp[S],| |g) is a complete normed linear space» 
Theorem 9 ~ 9 ° Let y be in L^a^b], K in C2[[a,b] x [a,b]] and 
X a real parameter. The integral equation, 
b 
x(s) = y(s) + X/K(s,t)x(t)dt 
a 
has a unique solution in Lg[a,b] if | x | |K|2 < 1, 
Proof, Let x^ and x^ be any elements of Lg[a,b] and let 
b 
F ( x ± ) ~ y(s) + X/ K(s,t)xi(t)dt for i = 1,2. Clearly F(x 1) and F(xg) 
a 
are in Lg[a,b]0 Since 
b 
FC^) -F(X 2) = X/K(s„t)(x1(t) - x2(t))dt, 
b b 1 
!lF(x 1) - F(x2)!|2= | x | [ / | / K f s . t J t x ^ t ) - x2(t))dt|2ds ] 2 
a a , 
b b < |*| [ / C / | K ( « , t ) | Ix^t) - ^ ( t ^ d t f t e ? 
a a i 
b b 
< |X|( / ( / | K ( s s t ) | 2 d t ) d S ) 2 | k - x 2 | | 2 
a a 
= l x l IKIg l l^ - * 2 l l 2 . 
If | x| |K|2 < I, FsL2[a,b] L2[a,b] is a contraction mapping. 
The results of Theorem l-U yield a unique element x in L 0[a sb] such 
b d 
that x(s) = y(s) + X f K(s,t )x(t)dt„ 
a 
U 5 
CHAPTER X 
MISCELLANEOUS APPLICATIONS 
Let f sE^ -*> E 1 be a function such that f J 1 (x) exists for all x in 
E 1 and f 1 (x) ^  0 for any x in E ^ Let gsE 1 E^ be the function 
g(x) = x - J T ^ J f° r x 1 1 1 \ ° 
gf exists and 
[f'(x)]2-f< g t ( x ) = 1 . l ^ ( x ) ] 2 - f ( x ) f ^ ( x ) 
[ f ' ( x ) ] ? 
_ f(x)f*'(x) . . . -
= f o r each x in E L . 
[ f ' ( x ) ] 2 ^ 
If |f (x)f M (x)> < ^  < i for all x in E-„ then by the law- of-
[ f « ( x ) ] 2 " ^ 
mean, jg(x) - g(y)| < -* jx - y| and gsE^ -* E^ is a contraction mapping, 
f (x) 
By Theorem l~Ha there exists a unique x in E^ such that g(x) = x - fTJx) 
= x. This implies the existence of a unique solution for the equation 
f (x) = 0 o 
The solution is the limit of the sequence [xn] where Xq is any 
f(x ) 
element in E- and x = x_
 n - n-1 for n > 1„ This discussion 
F T V I ) 
proves the following theorem,, 
Theorem 10-1» Let fsE^ ^ -*» E], be a function for which f 1 8 (x) 
exists for all x in E p f 8 (x) f 0 for any x in E^, and 
l ^ * " ^ ! < - < I 
[ f ( x ) ] Z ~ 
U6 
for all x in E^. Then there is a unique point x in such that f (x) = 
Oo This point x is the limit of the sequence [xn] where x Q is any ele­
ment in E^ and 
f (x ) 
x = x - n-1 for n > 1. 
n n-1 JT^—") 
n-i 
Theorem 10-2 „ Let fsE^ ^ be a function for which f 1 1 exists 
on E^ and f 1 (x) + 0 for any x in E^* Let 
, x _ f(x) 
g ( x ) _ x . J T U ) 
for each x in EL. If g(E, ) = E. and |£l2lJ£L!i*i| > .<> 1 for all x in 
E p there exists a unique x in E^ such that f (x) = 0 . 
Proofo The proof of this theorem is similar to the proof of 
Theorem 1 0 - 1 but utilizes the results obtained for expanding map­
pings instead of those for contraction mappings« It will be omitted* 
Theorem 10-3* Let [c,d] < [a,b] < and let fs[a,b] [c,d] 
be a mapping for which | f * (x) | < 1 for all x in [a5b]. Then there 
exists a unique x in [a,b] such that f (x) = x c The fixed point x is 
given as the limit of the sequence [x ] where Xq is any element in 
[a«,b] a^ d x n = f ( x ^ ) for n > i 0 
Proof o This is an easy consequence of the mean value theorem 
and Theorem 1~U„ 
Remark. A result analogous to Theorem 10-3 is easily obtained 
for expanding mappings. 
To complete this chapter, two examples will be given. They 
illustrate further the versatility and usefulness of contraction maps. 
kl 
Example 10-Iu Calculat ion of the l i m i t of the sequence 
1 1 1 1 1 1 
l(Z)2A2 + ( 2 ) 2 ) 2 f t ( 2 + ( 2 ) 2 ) 2 ) 2 „.] 
Let gt [ 0 , « ) -* [0 S«°) be the function given by g (x) = (2 + x ) f o r x > 0 
g*(x)j = 2 1 — — < 
VL'2-hc) 2 
Thus by a d i r e c t app l i ca t ion of the mean value theorem, g i s a con­
t r a c t i o n mapping on [0,«)<> By Theorem 1-k there i s a unique x in [ 0 , « ) 
such that x =\/(2 + x)„ This x i s a l so the l i m i t of the sequence [x n3 
where x« = 0 and x, = y{2 + x . ) f o r n > 1 . The combination of these 
u n n-1 — 
f a c t s implies t h a t the l i m i t of the sequence i s 2 D 
Example 10 -5» The value of the continued f r a c t i o n 
x = 
2 + 
Let f : [ 0 , - ) ~* [ 0 , « ) be the function given by f (x) =
 g- * 
f o r x > 0 o 
| f« (x ) | = I 1 o 1 < r f o r x > 0 . 
. (2 + x ) 2 k 
As i n Example 1 1 - 1 * , f i s a contract ion mapping on [0 ,°°) o Hence, there 
•» 
i s a unique x i n [ 0 , « ) such t h a t x = 2 + x—0 x i s a^*so t h e l i m i t ' o f 
the sequence [x ] where x^ ~ 0 and x^ = ^—^ f o r n > 1„ This 
x n - l 
implies t h a t x = V2 - 1* 
U8 
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