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There are two key parts to the proof of the Shannon-Hartley law. The first is the "sampling theorem", which establishes that the maximum rate at which independent amplitude values can be transmitted is the "Nyquist rate" of 2 (because this rate is sufficient to determine the Fourier series coefficients for a spectrum limited to bandwidth , and therefore to fully determine the transmitted signal). The second part of the proof establishes that given sufficiently long sequences, the number of bits that can be encoded per amplitude value is log 1 S/N . The product of these two parts, taking the square root out of the logarithm, gives equation (1) . ARTICLE 4 Recent work has shown that the "Shannon upper bound" on maximum channel capacity implied by the Shannon-Hartley law can be broken if the channel is nonlinear and allows for regenerative mapping [4] .
There are also papers extending classical communication theory to the quantum world [5] [6] .
Nonetheless, the Shannon upper bound is almost universally viewed as the ultimate limit on channel capacity for its intended domain of linear, classical, bandlimited channels impaired by "thermal" Additive
White Gaussian Noise (AWGN). This belief has stood for over sixty years, and underlies both theoretical work and practical applications in the telecommunications industry.
However, the use of Fourier series coefficients in the proof of the sampling theorem implicitly assumes that transmitted signals are periodic, meaning that they can be characterized by sinusoidals with constant amplitude coefficients [7] . A variation of this assumption, also present in the proof of the sampling theorem, is that the spectrum is stationary (not time-varying). Subsequent work in communication theory
carried forward the assumption of a stationary spectrum [8] - [13] as concerns channel capacity.
Removing the periodicity assumption allows the Shannon upper bound to be extended, as shown below.
Findings
Current practice in communication over bandlimited channels can be viewed abstractly as constructing signals by altering ("modulating") rotating circles in the complex plane. Each complete rotation of a circle corresponds to one transmitted symbol. Symbols can be distinguished from each other by altering the rate of rotation ("Frequency Modulation", or "FM"), the starting point on the circle ("Phase Modulation", or "PM"), or the complex amplitude of the circle, held constant over a symbol duration but varied between symbols ("Amplitude Modulation", or "AM"). Almost all practical communication systems are based on some combination of these three techniques. Quadrature Amplitude Modulation (QAM), for instance, is a combination of phase modulation and amplitude modulation.
As complex circles cannot be directly transmitted over physical channels, standard techniques exist to convert to sinusoidals, which can be viewed as the real or imaginary components of complex circles.
Because circles have constant complex amplitude, they are represented by sinusoidals with constant amplitude coefficients. And because these sinusoidals have constant amplitude coefficients, they generate periodic waveforms over each symbol period. While the transition between symbol waveforms is nonperiodic, standard practice is to filter this transition out and to use periodic waveform characteristics for information transmission.
Spiral modulation [17] [18] instead deliberately introduces non-periodic waveform characteristics, by representing symbol waveforms as sinusoidals with continuously time-varying amplitude coefficients within a symbol period. These sinusoidals can be viewed as components of complex spirals, which generalize the complex circles used by traditional signal modulation techniques.
Complex circles are described by Euler's formula cos · sin . It is not surprising that complex spirals can be described by a generalization of the Euler term :
In equation (2) , the right side follows from the left through the use of the Euler's formula identity
The factor e · is a real-valued exponential, whereas e · · describes a complex circle. The product of the two is a "growing circle", which is to say, a spiral. The difference between circular and spiral waveforms is illustrated in Figure 1 , below. Notice that the special case 2 in equation (2) reduces to the standard Euler term , which can be viewed as the limiting case of a spiral with constant complex amplitude. The special cases 0 and 1 correspond to the rising and decaying exponentials, respectively: these can be seen as the opposite limiting case of spirals which change amplitude but do not rotate. Increasingly large integer or real values above 2 correspond to spirals which grow increasingly quickly, while rotating increasingly slowly.
In the same way that symbol waveforms can be generated by modulating complex circles, they can be generated by modulating complex spirals. A practical consideration is that the spiral should be returned to its original complex amplitude by the end of each symbol period, to avoid indefinite amplitude increase and large amplitude discontinuities (which produce undesirably high bandwidth usage) between symbol waveforms. This leads to the idea of "spiraling out" (increasing the complex amplitude) followed by "spiraling in" (decreasing the complex amplitude) over a symbol duration; or the reverse procedure. With this adjustment, spiral modulation supports the traditional techniques of frequency modulation, phase modulation, and amplitude modulation.
Additionally, spiral modulation has extra capabilities that traditional circle-based modulation does not.
One is the ability to modulate the "g-value" associated with the spiral's growth rate. Also, spiral modulation can distinguish between time direction (positive or negative and rotational direction (clockwise or anti-clockwise in the complex plane). For circles, time direction and rotational direction are identical.
Because spiral modulation has more ways to distinguish between symbol waveforms than circle modulation, there is intuitive justification for thinking that spiral modulation should be more noise resistant, and therefore perhaps support higher channel capacities. However, traditional modulation is already very close to the Shannon upper bound. So for spiral modulation to be significantly better, it would have to extend the Shannon upper bound. We now show that this is possible.
The "vulnerability" in the Shannon-Hartley law is the proof of the sampling theorem, which assumes that signals are constructed from complex circles. As discussed above, this implies that independent amplitude values can be transmitted no faster than the Nyquist rate of , since this sampling rate is sufficient to fully define the transmitted signal. We would like to determine the minimum sampling rate necessary to fully define a signal constructed from bandlimited complex spirals: we call this the "frequency of definition" .
If we can show that there are circumstances under which then the above discussion of the , where the , are constants determined by projection onto the Cairns series functions.
Using the pattern of equation (2), we can re-express equation (3) as 
The frequency information for , , and therefore of the transmitted polynomials, is given by
The key point is that the magnitude of is bounded from above: it cannot be higher than Equation (4) does not inherently specify units for time. We can parameterize so that each polynomial is transmitted during the interval 0 2 , where is initially unitless. This implies that will correspond to precisely one complete rotation of a complex circle. If we now require that the interval 0 2 corresponds to 1/ seconds, then the frequency of rotation at will be 1/ 1/ . Since | | | |, it therefore follows that the transmitted polynomials are entirely represented within bandwidth .
Since the above derivation does not depend on the polynomial degree , it is possible to have 2, and therefore . This implies that the Shannon upper bound can be extended, in principle by an arbitrarily high margin, if the signal is constructed from complex spirals rather than complex circles.
However, practical difficulties arise in terms of the necessary sampling rate and maximum amplitude variation ("slew rate") that must be supported as is increased.
If the polynomial degree K is increased, the projection technique provided in Supplementary Equations 2 shows that the maximum value of used in equation (4) must increase correspondingly. If the bandwidth is held constant (implying that the frequency corresponding to does not change), the effect will be to increase the frequency resolution of the transmitted waveform expressed in terms of the Cairns exponential functions. This is in sharp contrast to the periodic case, in which increasing the rate at which independent amplitude values are generated necessarily implies increasing the occupied bandwidth (not simply the frequency resolution within the occupied bandwidth) as is proved by the sampling theorem.
As plays the role of for non-periodic channel capacity, the appropriate generalization of the Shannon-Hartley law is
Equation (5) reduces to equation (1) in the periodic limit where .
An assumption in the above proof is that bandwidth corresponds to the range of frequencies which have non-zero amplitudes; this is the same assumption made by Shannon in his proof of the sampling theorem. A difference between the two proofs, however, is that the sampling theorem assumes sinusoidals with constant amplitude, whereas our sinusoidals have continuously time-varying amplitudes.
This raises the interesting question of how bandwidth usage should be measured for non-periodic signals:
not simply in terms of the range of occupied bandwidth, but in terms of the amplitudes of particular frequencies within the occupied bandwidth as a function of time. The most familiar approach to bandwidth measurement is to take the Fourier Transform of the time domain. This is unsuitable for spiral-based nonperiodic signals even if an arbitrarily large or infinite time period is assumed such as in analog signal cases, for two reasons [20] . The first is that the Fourier Transform represents the signal as if it consisted of sinusoidals with constant amplitude, which is inappropriate. The second is that it must assume some period of time over which the spectrum is stationary (the "Fourier window"); for the non-periodic signals discussed in this paper, no such period exists.
It is shown in Supplementary Equations 4 that an instantaneous spectrum analysis algorithm is possible which precisely defines the continuously varying sinusoidal amplitudes present in a non-periodic signal at each moment of time. This can be thought of as a "spectral calculus" that advances frequency measurement from a discrete to a continuous function of time, as differential calculus did for the measurement of slope.
As an example, consider the below 7 th -degree polynomial with randomly-generated coefficients: The non-periodic spectral decomposition of the polynomial at several times can be found in Figure 2 , where the frequencies are bounded in the range 1,1 and the amplitudes are obtained as described in
Supplementary Equations 4. It is important to note that the frequency range is bounded but frequency amplitudes vary instantaneously over time. 
|A(t)|

Numeric validation
The theoretical capacity gain for non-periodic channels derived above was confirmed using simulation experiments. Three spiral modulation configurations were defined and the Discrete input Continuous output Memoryless Channel (DCMC) capacity formula applied [21] for an AWGN channel. In this capacity calculation, the input signal is considered discrete since it is represented by an alphabet of symbols.
However, the output is made continuous by the AWGN added to the transmitted signal.
According to [1] , channel capacity is the difference between the entropy of the source and the equivocation, divided by the symbol rate. This calculation is based purely on probabilities. If each input symbol is equally probable and the output signal is independent of the input signal distribution then the channel maximum capacity can be defined by: 2 2 log ·log
Where M is the modulation order (number of symbols in the communication alphabet) and the conditional probability of the received symbol. Assuming that the channel perturbation is AWGN with mean µ 0 and variance σ , the conditional probability of each symbol in the presence of noise can be obtained as:
Where stands for the received symbol value, , for the L samples of the symbol m within the complex constellation points , and N 0 for the noise power. Higher bandwidth usage requires a higher symbol transmission rate, but channel capacity essentially depends on the ability to maximize the difference between the source entropy and the equivocation as a function of noise.
As seen in equation (6), the conditional probability is the norm of the vector defined by the received symbols and the possible transmitted symbols; therefore, it can be understood in terms of the geometric distances of the sampled points of the received symbol with respect to the original symbol value samples s . In the case of spiral modulation, the presence of new modulation dimensions for conveying information allows an increase in the transmitted constellation point Euclidean distances, and therefore the norm value and the conditional probabilities. In other words, adding new information bits to the constellation does not decrease the Euclidean distance between constellation points as in the classical case (See Figure 3) . It is important to note that there will also be some spiral modulation designs that do not exceed the Shannon upper bound, as demonstrated by 4P2TSM. In this case, the noise resilience is not as strong as in other spiral configurations.
As in the derivation of the Shannon-Hartley law [2] , an assumption throughout this paper is that the only channel impairment is AWGN. If other channel impairments are present (as they usually are), performance will generally be worse. It should be particularly pointed out that the simulation results provided here assume that the effects of Inter-Symbol Interference (ISI), in which subsequent waveforms interact with each other in unintended ways, can be entirely mitigated. While the same assumption underlies [2] , techniques for ISI control for circle-based signal modulation were well-understood even at that time. In contrast, ISI mitigation for spiral modulation is currently an open research problem. However, since ISI can in principle be entirely removed by techniques such as pre-distortion (since the effects of ISI are predictable), we do not see ISI as a limitation on theoretical spiral modulation channel capacity. Assuming perfect ISI mitigation for spiral modulation appears similar to Shannon's observation that his upper bound could be achieved "by sufficiently complicated encoding systems" [2] , without specifying what those encoding systems could be, in practice. This was left by Shannon as an open research question,
subsequently solved by what we now know as forward error correction.
Discussion
Spiral modulation provides a disciplined means to transmit non-periodic signals through bandlimited channels. Doing so allows channel capacity to be increased beyond the Shannon upper bound. Further, this capacity increase can be achieved by applying engineering resources; this is a major difference from periodic channel capacity, which is limited solely by available bandwidth and signal-to-noise power ratio.
The fundamental benefit provided by spiral modulation is a much richer symbol waveform design space than has previously been available. In addition to increasing channel capacity, other applications to be explored include mitigating interference, facilitating synchronization, combating phase impairments, and improving the performance of multi-antenna systems. For each of these, spiral modulation holds considerable promise.
Methods
Channel capacity was calculated using a conditional probability density function defined as part of the coded modulation capacity formula. Mathematical background for the non-periodic channel capacity proof is provided in the Supplementary Equations.
Supplementary Equations 1
We show here that for integer 0 , (E1.1)
Three special cases of this identity are well-known, as shown below. We have 1 (E1. 8) This tells us that every 2 steps the pattern of will repeat, with alternating sign. Let us call 2 the "step size". Since we are interested in grouping terms with like powers of , we want to separate the series into subseries with terms separated by the step size. This gives us (roughly)
This is correct except for the case 0, which corresponds to . We have two problems for 0:
these are that 2 1/2 (we would like it to equal 1); and that the sign should not alternate for .
These problems can be fixed by adjusting equation (E1.9) as follows:
If we label the second summation . However, the error in the approximation is , with a reciprocal factorial coefficient, and therefore falls off very rapidly as increases. For high-degree polynomials, therefore, it is reasonable to speak of projecting onto the , by this procedure.
Supplementary Equations 3
We show here that the Cairns series functions Therefore, to prove equation (E3.3) it is sufficient to prove the case for 0:
, ,
as equality for all other values of will follow from parallel integration. The instantaneous spectral information can be found by summing the phase-weighted amplitude information associated with each frequency.
Note the following points:
 For 0 and 1 the frequency factor is equal to the constant 1.
 For 2, no two distinct levels will contain the same frequencies, since sin 2 1 2 depends on .
 The same frequency appears in , for every at level , since sin 2 1 2 does not depend on .
 Since both sin 2 1 2 and cos 2 1 2 can switch signs depending on the value of , it follows that for 2 each positive frequency will be matched by an equal negative frequency, and for 3 each positive and negative frequency will appear with both a rising and decaying exponential as its real-valued amplitude coefficient.
Incidentally, the fact that positive and negative frequencies are always paired is why equation (E4.1) always produces a real value, despite the imaginary coefficients. Terms with positive and negative rotation add along the real axis, and cancel along the imaginary. A familiar example of this pattern is , .
To find the instantaneous amplitude of each frequency, we have to algebraically assemble all terms that have the same frequency. Since (as noted above) the frequency factor does not depend on , the same frequency information will appear in all , functions having the same . We therefore have to sum phase-adjusted terms across values at the same level.
Since a particular frequency is fully-determined by the combination of its and values, let us denote a given frequency by , and its amplitude at a particular time by , . Then we have 
Author Contributions
JM, JB, PA, contributed to the calculation of spiral modulation capacity and demonstration that spiral modulation can exceed Shannon capacity; contributed to waveform generation software and designed the constellation examples for the paper; and contributed to the development of the manuscript.
JDP invented spiral modulation; provided initial waveform generation software; developed the mathematics associated with the generalized Euler's formula, instantaneous spectral measurement, and non-periodic channel capacity; and contributed to development of the manuscript. 
