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El sistema nervioso autónomo (SNA) es responsable entre otras de la regulación inmediata 
de las funciones vitales, este recibe información constante que se genera tanto interna 
como externamente, generando respuestas adaptativas inmediatas. Uno de los órganos 
blanco del SNA es el corazón, el cual modula de manera constante el tiempo entre un 
latido y otro, haciendo que el estudio de estas variaciones sea un excelente marcador de 
actividad autonómica. 
La evidencia sugiere que un estímulo aferente fundamental para la modulación del SNA 
está en la actividad del sistema inmune, a través de una comunicación mediada por 
citoquinas.  
Esta tesis encontró que el sistema inmune efectivamente tiene un impacto en las 
respuestas del SNA, el cual es explicado por medio de una relación matemática. Para 
llegar a esta conclusión se cumplieron cinco etapas: 
1. Se reprodujo el análisis matemático de la variabilidad de la frecuencia cardiaca 
desarrollando modelos propios de evaluación. 
2. Se determinó la influencia de la composición corporal en el SNA, encontrándose que el 
tejido adiposo se asocia a una mayor actividad simpática y menor de tipo 
parasimpático, mientras que la masa muscular se asocia a mayores respuestas 
parasimpáticas y menores simpáticas, esto especialmente en hombres. 
3. Se encontró que la concentración plasmática de marcadores inflamatorios como la 
Interleucina 6 (IL-6) y especialmente su factor soluble (sIL6R) tienen una alta relación 
con las respuestas del SNA. 
4. Se estableció la influencia que tiene la actividad corteza cerebral en la modulación de 
las respuestas del SNA. 
5. Se generó un modelo matemático que demostró que la IL-6 y el sIL6R son 
responsables del 50% de los cambios de la actividad autonómica en reposo.  
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ABSTRACT 
The autonomic nervous system (ANS) is responsible of the immediate regulation of the 
vital functions. It receives constant information originated both inside and outside the 
body, generating immediate regulations. The heart is a target organ for the ANS, which 
modulates steadily the time between a beat and another, making the study of these 
variations an excellent marker of the autonomic activity. 
The evidence suggests that an important afferent stimulus for the modulation of the ANS 
is the immune system’s activity, through a communication mediated by cytokines. 
This thesis found that the immune system in fact has an impact in the ANS responses, 
which is explain by a mathematical relation. To reach this conclusion, the project 
accomplished five phases: 
1. The mathematical analysis was reproduced for the heart rate variability, to develop the 
own models of evaluation. 
2. The influence of the body composition in the ANS was determinate, finding that the 
adipose tissue is associated with an increased sympathetic activity and less 
parasympathetic activity, while the muscular mass is associated with more 
parasympathetic activity and less sympathetic, especially in men. 
3. The plasmatic concentration of the inflammatory markers like Interleukin 6 (IL-6) and 
specially the soluble factor (sIL6R) was found to have a high relationship with the ANS 
responses. 
4. The influence of the cerebral cortex activity in the modulation of the ANS responses 
was established.  
5. A mathematical model that shows that the IL-6 and the sIL6R are responsible of the 50% 
of the changes in the autonomic activity in repose was generated.  
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RESUME 
Le système nerveux autonome (SNA) est responsable des régulations immédiates des 
fonctions vitales. Il reçoit l’information interne ou externe de manière constante, et 
provoque des réponses adaptatives de manière immédiate. Le cœur est un des organes 
blancs du SNA, ce dernier agit sur la fonction cardiaque et permet de moduler le temps 
entre chaque pulsation de façon constante. L’étude des variations de la fonction 
cardiaque est un excellent indicateur de l’activité autonome du SNA.  
L’évidence suggère qu’un stimulus afférent viendrait modifier le SNA, par le biais des 
cytokines présentes dans l’activité du système immunitaire.   
Cette thèse a prouvé que le système immunitaire a effectivement un impact sur les 
réponses du SNA, cela s’explique grâce à une relation mathématique. Pour arriver à cette 
conclusion, cinq étapes ont été indispensables :  
1. Le développement de l’analyse mathématique de la variabilité de la fréquence 
cardiaque a été reproduite selon le modèle propre de l’évaluation. 
2. Il a été déterminé que la composition corporelle influe le SNA, le tissu adipeux est 
associé à une plus haute activité du système sympathique que du système 
parasympathique. A l’inverse la masse musculaire est associée majoritairement à des 
réponses du système nerveux parasympathique. Cela principalement chez l’homme. 
3. Il a été démontré que la concentration plasmatique des marqueurs inflammatoires des 
interleukines 6 (IL-6) et spécialement des facteurs solubles (sIL6R) ont une haute relation 
avec les réponses du SNA. 
4. Il s’est établi que le cortex cérébral a une influence dans la modulation des réponses du 
SNA  
5. Ce modèle mathématique a démontré que l’IL-6 et que les facteurs soluble sIL6R sont 




O sistema nervoso autônomo (SNA) é responsável, entre outras da regulação imediata de 
funções vitais, este recebe informação constante gerada tanto interna como 
externamente, produzindo respostas adaptativas imediatas. Um dos órgãos alvo do SNA é 
o coração. Este sistema constantemente modula o tempo entre batimentos, fazendo com 
que o estudo destas variações seja um excelente marcador de atividade autonómica.  
As evidências sugerem que o estimulo aferente é fundamental para a modulação do SNA e 
por sua vez da atividade do sistema imunológico, usando citocinas que mediam a 
comunicação. Esta tese aponta que o sistema imune tem efetivamente um impacto sobre 
as respostas do SNA, o que pode ser explicado por uma relação matemática. Para chegar a 
essa conclusão foram desenvolvidas cinco etapas: 
1. Gerou-se um analise matemático da variabilidade da frequência cardíaca 
desenvolvendo modelos próprios de avaliação. 
2. Foi determinada a influência da composição corporal no SNA, se encontrando que o 
tecido adiposo associa-se a uma maior atividade simpática e em menor grau a atividade 
parassimpática. Adicionalmente a massa muscular associa-se a maiores respostas 
parassimpáticas e menores respostas simpáticas, isto especialmente em homens. 
3. Foi observado que a concentração no plasma de marcadores inflamatórios como a 
interleucina 6 (IL-6) e especialmente seu fator solúvel (sIL6R) tem uma elevada relação 
com as respostas do SNA. 
4. Foi estabelecida a influencia da atividade do córtex cerebral na modulação da resposta 
do SNA 
5. Foi gerado um modelo matemático que evidencio que a IL-6 e o sIL6R são responsáveis 
até um 50% das mudanças na atividade autonômica em repouso.   
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La fisiología humana es para el autor, la más hermosa de las ciencias, ya que es el pilar 
fundamental en la comprensión de la medicina y el punto de partida para entender la 
patología, la farmacología y la terapéutica en general. 
Sin embargo, entender la fisiología no es nada fácil y eso requiere fragmentar los 
fenómenos fisiológicos (estudiamos el sistema, el órgano, la célula, la proteína entre otras 
por separado), algo que inevitablemente altera la comprensión del ser humano como un 
todo y que no permite visualizar en ocasiones la globalidad de lo que sucede. 
La tarea entonces, de quienes aman este entramado fisiológico es rearmar el 
rompecabezas, encajando y articulando cada pieza biológica para entender la causa y el 
efecto.  
Este trabajo por lo tanto, presenta un esfuerzo por comprender la relación entre dos 
actores fundamentales en el mantenimiento de la vida: el sistema inmune, el responsable 
de la protección, el guardián de la integridad; y el sistema nervioso autónomo, el 
controlador, encargado de los ajustes inmediatos, el que todo lo ve y en consonancia a 
ello actúa. 
Ya que las relaciones fisiológicas es algo que puede desarrollarse en ocasiones solo en la 
mente de los que estudian los fenómenos, es fundamental hacer tangible la idea y para 
ello la estrategia que mejor permite esto son las ciencias exactas como las matemáticas. 
Luego de cuatro años hoy es posible decir que se ha logrado un pequeño avance en esa 
lucha por desmarañar la relación entre inflamación y sistema nervioso autónomo, este es 
el primer paso para comprender aún más la maravillosa coordinación que rige nuestro ser 
fisiológico, esta tesis es el primer paso de un largo camino que tarde o temprano alcanzará 
la cúspide de la investigación científica. 
 

















“Según vamos adquiriendo conocimiento, las cosas no se 
hacen más comprensibles sino más misteriosas” 
 
Albert Schweitzer 
Médico y filósofo alemán 




GENERALIDADES MORFOFISIOLÓGICAS DEL CORAZÓN 
El corazón es un órgano compuesto básicamente por tres tipos de células: células 
marcapasos cuya función es despolarizarse de manera rítmica y autonómica, células de 
conducción adaptadas especialmente a la transmisión de impulsos nerviosos y células de 
trabajo, cuya función es contraerse de manera conjunta (sincitio) para producir la 
eyección de sangre (1). 
Los cardiomocitos de trabajo son los más abundantes y para que se genere la contracción 
de estos se requiere: la concentración de calcio citoplasmático y la presencia de una 
adecuada cantidad de adenosin trifosfato (ATP). El calcio que necesita el cardiomiocito 
proviene en gran medida del que se encuentra almacenado en el retículo sarcoplásmico 
(RS) y en menor proporción del que ingresa a través de canales desde el medio 
extracelular, estos últimos tienen dentro de su función facilitar la salida de más calcio por 
parte del RS. 
De esta forma, durante la contracción se requiere que haya una despolarización de la 
membrana que permita que se abran canales de calcio voltaje dependientes (receptores 
de dihidropiridina DHPR), estos permiten la entrada de calcio desde el medio extracelular 
y la posterior apertura de canales de rianodina (RyR) del RS que facilitan la salida masiva 
de calcio hacia el sarcoplasma; es de esta forma que la concentración de calcio regula la 
contracción en los cardiomiocitos de trabajo (2). 
Durante la relajación el calcio regresa al RS por medio de una ATPasa de Calcio (SERCA) y 
su proteína reguladora el Fosfolamban (PLB), o enviada al exterior por medio de un 
intercambiador Na+/Ca++ (NCX), que se acompaña de una bomba de Na+/K+, para evitar el 
incremento de Sodio dentro de la célula (3). Figura 1.1. 
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Figura 1.1. Representación esquemática de los elementos fundamentales de la 
contracción muscular cardiaca 
 
 
SISTEMA DE CONDUCCIÓN ELÉCTRICO DEL CORAZÓN 
En condiciones fisiológicas la despolarización comienza a nivel del nodo sinusal (NS), una 
región descrita por Arthur Keith y Martin Flack en 1907. De forma clásica la ubicación 
anatómica del NS es la desembocadura de la vena cava superior, sin embargo, estudios 
recientes han demostrado que su extensión es mayor y que al parecer se ubica desde la 
vena cava superior a lo largo de la cresta terminal hacia la vena cava inferior con una área 
paranodal transicional hacia el músculo auricular (4). 
Desde el NS la despolarización cardiaca se proyecta hacia el nodo aurículo - ventricular 
(NAV), a través de 3 vías internodales: una anterior, una medial y una posterior (5). El NAV 
es un área anatómicamente descrita por Sunao Tawara en 1906 que en condiciones 
fisiológicas corresponde al único sitio de comunicación aurículo - ventricular, su ubicación 
es la base de la aurícula derecha delimitada por seno coronario, el tendón de Todaro y la 
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valva septal de la válvula tricúspide (triángulo de Koch), en el NAV se describen 
histológicamente dos áreas: una región compacta y dos rama nodales inferiores (derecha 
e izquierda) (6). 
La conducción del potencial eléctrico hacia los ventrículos se realiza mediante el Haz de 
His, descrito por His en 1893, anatómicamente está formado por un tronco y dos ramas 
ventriculares: derecha e izquierda, esta última a una distancia relativamente corta de 2 a 3 
milímetros se divide en una región anterior y una posterior. Cada una de las divisiones del 
Haz de His se subdivide en una red de ramas endocárdicas y subendocárdicas llamadas las 
fibras de Purkinje y que ya habían sido descritas en 1839 (7). 
La representación gráfica de la despolarización del corazón se obtiene a través de un trazo 













 Figura 1.2. Sistema de conducción eléctrico y la representación de sus 
eventos por medio del electrocardiograma 
 5 
RITMO SINUSAL Y SISTEMA MARCAPASOS 
En condiciones fisiológicas el proceso de despolarización cardiaca comienza en el NS, esto 
gracias a que los cardiomiocitos allí presentes tienen una capacidad de despolarización 
rítmica (marcapasos), lo cual significa que la célula tiene en su membrana un conjunto de 
canales iónicos que permiten la entrada de cationes a la célula, esto lleva a que el 
potencial de membrana de la célula se haga más positivo luego de la repolarización 
alcanzando el umbral de despolarización (8). 
Aunque las células del NS no tienen un voltaje de reposo como tal, el valor en milivoltios 
del potencial de estas células en comparación con los cardiomiocitos de trabajo es menos 
negativo, (aproximadamente -60mV para las células del nodo sinusal y -80mV para las 
células de trabajo) esto hace que se las células del NS se despolaricen antes que otra 
célula en el corazón; desde el punto de vista molecular son varios los mecanismos 
propuestos para comprender el sistema marcapasos (9). 
- Las células marcapasos no presentan canales rectificadores de potasio. Los canales 
de potasio Kir2 y Kir2.1 son los encargados de mantener la corriente de potasio (IK) 
en múltiples células para mantener estable el potencial de reposo. 
- La presencia de canales catiónicos activados por la hiperpolarización y modulados 
por nucleótidos cíclicos (HCN por sus siglas en inglés); los cuales son un grupo de 
canales de sodio y potasio que se activan durante la hiperpolarización, la corriente 
producida es comúnmente conocida como “funny” (If). Las isoformas 
predominantes a nivel del NS humano son HCN1 y HCN4 siendo estos ausentes en 
aurículas. 
- Corrientes de Calcio: Están dadas por la presencia de canales de Calcio tipo CaV1.3 
y constituyen corrientes tipo L (Long-Lasting o Duradero) (ICa,L) y canales tipo 
CaV3.1 y CaV3.2 tipo T (Transient o Transitorio) (ICa,T) 
- Canales de Sodio: muy abundantes en las células de trabajo está representada por 
canales NaV1.5 y son los responsables del rápido aumento de potencial en la 
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despolarización al producir una gran corriente de sodio hacia el interior de la célula 
(INa) (10). 
- Liberación de calcio desde el retículo sarcoplásmico, aunque controversial se ha 
demostrado que las células del NS liberan durante la fase tardía del potencial 
calcio desde el retículo, el cual posteriormente a través de un intercambiador 
electrogénico es usado para permitir la entrada de sodio (3 Na+ por 1 Ca++). 
Los elementos moleculares asociados al proceso de despolarización cardiaca se 




Figura 1.3. Bases moleculares del sistema marcapasos y papel de las corrientes 
iónicas 
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CONTROL AUTONÓMICO DEL NODO SINUSAL 
Ya que las células del NS tienen una actividad marcapasos autónoma, en ausencia de 
regulación hormonal o neural estas células se despolarizarían alrededor de 100 veces por 
minuto, sin embargo con el objetivo de garantizar una adecuada entrega de nutrientes y 
oxígeno en un sistema de constantes variaciones la función del NS es continuamente 
regulada por el sistema nervioso autónomo además de hormonas y otros factores (11). 
SISTEMA NERVIOSO AUTÓNOMO 
Se denomina de esta forma porque su actividad no se encuentra mediada por la voluntad 
(corteza cerebral), sino por áreas de control autónomo ubicadas en el cordón espinal, el 
tronco cerebral y el hipotálamo; una de las funciones fundamentales es el control de la 
frecuencia cardiaca. El sistema nervioso autónomo (SNA) está compuesto por dos 
subsistemas que interactúan entre sí, estos son: el sistema nervioso simpático (SNS) y el 
sistema nervioso parasimpático (SNP), los cuales tienen una función antagónica a nivel 
cardiaco (8). 
Desde el punto de vista anatómico tanto la vía simpática como la parasimpática están 
compuestas por cadenas de dos neuronas que hacen sinapsis a nivel de un ganglio 
nervioso, el neurotransmisor que se encuentra entre la neurona previa al ganglio 
(preganglionar) y la que se encuentra posterior al ganglio (pos ganglionar) es la 
acetilcolina y ejerce su acción a través de receptores de tipo nicotínico. 
Histoanatómicamente las neuronas preganglionares del sistema simpático son cortas y las 
posganglionares son largas, situación que es inversa a nivel del sistema nervioso 
parasimpático (12). 
Los nervios simpáticos preganglionares que inervan al corazón se encuentran a nivel del 
cordón espinal entre (T1-T4), viajan una corta distancia para formar los ganglios 
paravertebrales de donde forman nervios que se dirigen hacia el corazón. La neurona 
posganglionar utiliza noradrenalina como neurotransmisor y la gran mayoría de los 
receptores a nivel de los cardiomiocitos son de tipo β1, con una pequeña cantidad de 
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receptores β2 y α1. A nivel cardiaco el sistema nervioso simpático tiene un efecto sobre 
los cardiomiocitos de trabajo que se traduce en una contracción muscular más enérgica 
(efecto inotrópico), en una aumento en la velocidad de conducción a nivel de las células 
del NAV, (efecto dromotrópico) y en una mayor tasa de despolarización en las células del 
NS (efecto cronotrópico) (13). 
A nivel parasimpático el nervio Vago (X par craneal o nervio neumogástrico) se encarga de 
las respuestas cardiacas, este nervio posee una neurona preganglionar larga y una 
neurona posganglionar corta, el neurotransmisor de la sinapsis es acetilcolina donde se 
une a receptores muscarínicos tipo M2, estos se encuentran de manera abundante en el 
NS donde tienen un efecto cronotrópico negativo y en el NAV donde el efecto es 
dromotrópico negativo, se ha descrito presencia de receptores M2 en cardiomiocitos de 
trabajo especialmente auriculares pero la respuesta colinérgica en estos está sujeta a 
controversia y al parecer es mínima (13). 
RESPUESTA MOLECULAR A LA ACTIVACIÓN SIMPÁTICA Y PARASIMPÁTICA 
Tanto los receptores β1 como los receptores M2 pertenecen al grupo de receptores 
acoplados a proteínas G, estos receptores están constituidos por una región extracelular, 
responsable de la unión al ligando, siete hélices transmembranales que actúan como 
traductoras de la información y una región intracelular que cambia conformacionalmente 
para unirse a proteínas citoplasmáticas (14). 
A nivel intracelular estos receptores se encuentran unidos a una proteína trimérica 
formada por las unidades α, β y γ, cuando la noradrenalina y la acetilcolina se unen cada 
una a su de receptor, se produce un cambio conformacional que en presencia de energía 
en forma de Guanidin trifosfato (GTP) disocia las unidades β/γ de la α, actuando cada una 
de estas como ligando para nuevas proteínas intracelulares. El principal ligando para la 
subunidad α de la proteína G en respuesta a noradrenalina y acetilcolina lo constituye la 
adenilato ciclasa (AC), una enzima que cataliza la conversión de ATP en adenosin 
monofosfato cíclico (cAMP), sin embargo, la diferencia fundamental entre la activación 
simpática y la parasimpática es que la primera promueve la activación de la AC gracias a 
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que la subunidad α es excitatoria (Proteína Gs) y la segunda inhibe la acción de la AC al ser 
la subunidad α de tipo inhibitoria (Proteína Gi) (15;16). Figura 1.4.  
En la activación parasimpática se ha encontrado que adicional al efecto de la subunidad α, 
las subunidades β/γ juegan un papel importante en proteínas rectificadoras de canales de 
potasio acopladas a proteínas G (GIRK) (17). 
 
Figura 1.4. Mecanismos moleculares de estimulación adrenérgica y colinérgica 
muscarínica 
 
EFECTO DEL SIMPÁTICO Y EL PARASIMPÁTICO SOBRE LOS CARDIOMIOCITOS 
A nivel de los cardiomiocitos marcapasos, el incremento del cAMP, lleva a la activación de 
un gran número de proteínas intracelulares como la proteín Kinasa A (PKA), la cual a su 
vez, se encarga de fosforilar otras proteínas como Canales de calcio CaV1.3 y canales tipo 
HCN para corrientes tipo ICa,L y If, de esta forma la activación simpática permite a las 
células del NS una entrada masiva de calcio y sodio con lo que aumenta la velocidad 
despolarización, de otra parte, la respuesta parasimpática reduce el cAMP, con lo que se 
produce una menor apertura de canales CaV1.3 y HCN y por lo tanto una despolarización 
más lenta (18). 
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En cardiomiocitos de trabajo la PKA fosforila el RyR para aumentar su apertura y la mayor 
liberación de calcio hacia el citoplasma, esta mayor cantidad de calcio facilita la 
interacción entre un mayor número de puentes cruzados de actina y miosina con lo que se 
genera una contracción más fuerte, este fenómeno es observable en aurículas, pero es 
más intenso en ventrículos y se conoce con el nombre de efecto inotrópico positivo. Dado 
que prácticamente no hay receptores de acetilcolina a nivel de cardiomiocitos de trabajo, 
no se considera que exista efecto inotrópico negativo por parte del sistema nervioso 
parasimpático (13). 
En cardiomiocitos de conducción como los del NAV, no es muy claro porque la 
estimulación adrenérgica aumenta la velocidad de conducción (efecto dromotrópico 
positivo), se presume que por acción de la PKA sobre canales CaV1.3 produciendo la 
apertura de estos, de la misma forma que en los cardiomiocitos marcapasos la activación 
parasimpática al reducir el cAMP genera un efecto dromotrópico negativo, estos 
fenómenos son observables a través de variaciones en el intervalo PR del 
electrocardiograma (13). 
En los cardiomiocitos en general se tiene otro efecto mediante el cual el aumento de la 
PKA fosforila el fosfolamban que actúa como regulador de la SERCA, para facilitar la 
captación de calcio durante la fase de relajación, esto hace que esta fase sea más rápida, 
fenómeno que se conoce con el nombre de lusitropismo positivo. La reducción del 
lusitropismo no se vincula habitualmente a la actividad parasimpática sino a una 
disminución del efecto simpático, encontrándose discrepancias en la literatura. Sin 
embargo si es posible observar dicho efecto en la disminución electrocardiográfica del 
intervalo QT (13). El resumen de las propiedades de los cardiomiocitos se encuentra en la 
Tabla 1.1. 
DIFERENCIAS FUNCIONALES ENTRE LA ACCIÓN SIMPÁTICA Y PARASIMPÁTICA 
La evidencia ha demostrado que los cambios del SNP son mucho más rápidos que los que 
se dan en el SNS. En situaciones de estrés el SNS responde de una manera muy rápida y en 
condiciones fisiológicas rápidamente el SNP ejerce control, al parecer si no existiera dicha 
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regulación en respuesta al estrés la frecuencia podría elevarse tanto que llevaría a 
desarrollo de arritmias como la fibrilación ventricular. 
 
Tabla 1.1. Resumen del efecto de la actividad simpática y parasimpática sobre las 
células cardiacas. 
 Sistema nervioso 
simpático 




↑cAMP - ↑PKA 
↑ apertura de Canales 
CaV1.3 y HCN 
Despolarización más rápida 
Cronotropismo positivo 
↓cAMP - ↓PKA 
↓ apertura de Canales 
CaV1.3 y HCN 




↑cAMP - ↑PKA 
Acción sobre RyR 
↑Ca++ 
↑ en la fuerza de contracción 
Inotropismo positivo 
No existe o es mínimo 
Cardiomiocitos de 
conducción 
↑cAMP - ↑PKA 
Mayor apertura de Canales 
CaV1.3  
Mayor velocidad de 
conducción 
Dromotropismo positivo 
↓cAMP - ↓PKA 
Menor apertura de Canales 
CaV1.3 





↑cAMP - ↑PKA 
↑ fosforilación del 
fosfolamban 
Lusitropismo positivo 
El efecto parece existir pero 
no se ha logrado determinar 
en todos los cardiomiocitos 
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Desde el punto de vista histológico las fibras del SNP que inervan los nodos tienen sinapsis 
más profundas que las del SNS que son más superficiales, gracias a esto, lesiones cardiacas 
como procesos isquémicos o cardiomiopatías tienen más impacto sobre el SNP, esto 
significa que ante la inminencia de lesión es la porción parasimpática la primera en 
responder (19). 
Desde el punto de vista molecular hay dos grandes diferencias que se relacionan con la 
velocidad de respuesta y el tiempo de la misma entre el SNP y el SNS. La respuesta 
simpática requiere la unión del neurotransmisor a su receptor, la activación de la AC, la 
formación del segundo mensajero (cAMP) y la fosforilación de proteínas adicionales para 
generar su efecto, especialmente PKA. Sin embargo, el SNP solo requiere la unión a su 
receptor y la inhibición de la AC, lo cual hace que el tiempo de respuesta sea mucho 
menor, véase Figura 1.4. 
De otra parte, el tiempo que dura la unión del neurotransmisor con su receptor es muy 
corto en el caso de acetilcolina, ya que esta es inactivada en aproximadamente un 
milisegundo por la acetilcolinesterasa, haciendo de esta forma que la respuesta del SNP 
termine muy rápido y de forma abrupta, esto a diferencia de la respuesta del SNS que 
disminuye muy lentamente por el menor tiempo de recaptación de la noradrenalina en la 
terminal nerviosa de la neurona presináptica (12). 
SISTEMAS HORMONALES 
Además del SNA, existen otros mecanismos que influencian respuestas en torno de las 
propiedades de los cardiomiocitos. Las células cromafin de la médula suprarrenal liberan 
adrenalina (80%) y noradrenalina (20%) durante un estímulo de origen simpático, a bajas 
concentraciones la adrenalina tiene la capacidad de estimular receptores α1, α2 y β2, 
mientras que a altas concentraciones actúa sobre β1, más prevalentes en el corazón (11). 
La Tiroxina (T4), una hormona producida por las células foliculares de la glándula tiroides 
tiene un efecto directo sobre la síntesis de proteínas específicas, haciendo que a nivel del 
corazón se incremente el número de receptores β1 adrenérgicos, produciendo un efecto 
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cronotrópico e inotrópico positivo, el efecto es tal que la probabilidad de que se 
desarrollen arritmias como la fibrilación auricular es mayor en pacientes hipertiroideos 
(20). 
En la mujer, los estrógenos producidos en la célula granulosa de la corteza del ovario 
reducen al parecer la expresión de canales de calcio tipo L (CaV1.3), fenómeno que 
modularía la excitabilidad y la contractilidad cardiaca (21). En el hombre la testosterona 
producida por las células de Leydig del testículo tiene efecto sobre los cardiomiocitos 
ventriculares al incrementar canales L tipo CaV1.2 (22). 
Otras hormonas vinculadas de forma directa con la posible modulación de la respuesta 
cronotrópica o inotrópica del corazón son el óxido nítrico (NO), la angiotensina II, la 
angiotensina (1-7), y el péptido natriurético tipo C, estos en conjunto producen pequeñas 
variaciones de la concentración especialmente de canales tipo L de calcio (23). 
VARIABILIDAD DE LA FRECUENCIA CARDIACA 
El término: variabilidad de la frecuencia cardiaca (VFC), hace referencia al análisis de las 
oscilaciones consecutivas de tiempo experimentadas entre los intervalos RR del 
electrocardiograma, estas variaciones obedecen a la respuesta del corazón a estímulos 
mecánicos, nerviosos o químicos.  
En los últimos años la investigación asociada a la VFC ha ido en aumento, esto 
especialmente por el resultado de múltiples estudios que han demostrado que existe 
relación entre las Enfermedades Crónicas no Trasmisibles (ECNT) y alteraciones del 
sistema nervioso autónomo, caracterizadas por la disminución en la variabilidad de la 
frecuencia cardiaca y un predominio de la actividad del SNS (24). 
El pulso descrito en la antigua Grecia, ha sido objeto constante de estudio, existiendo 
múltiples descripciones de las variaciones, cambios y adaptaciones que se presentan en 
condiciones patológicas y no patológicas. Sin embargo, el estudio de la VFC inició con el 
desarrollo del electrocardiograma (ECG) y la posibilidad de evaluar latido a latido los 
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cambios del ritmo cardiaco, de esta forma a principios de los años 60 se desarrollaron los 
primeros estudios de relación entre la variación de los intervalos y la enfermedad (25). 
Las variaciones de la frecuencia cardiaca se asocian en gran medida a las variaciones de la 
presión arterial (PA), ya que desde el punto de vista fisiológico las rápidas variaciones de la 
FC tienen como función ajustar la perfusión sanguínea de los diferentes órganos, efecto 
que se logra cuando se modifica el gasto cardiaco (Q) o la resistencia vascular periférica 
(RVP), a su vez el Q es el resultado de la multiplicación de la FC por el volumen latido (VL). 
Ec. 1.1 y Ec 1.2. 
 𝑄 = 𝐹𝐶 𝑥 𝑉𝐿      Ec. 1.1 
𝑃𝐴 = 𝑅𝑉𝑃 𝑥 𝑄     Ec. 1.2 
REFLEJOS CARDIOVASCULARES 
En el cuerpo humano los reflejos cardiovasculares al igual que todos los reflejos, están 
organizados como un circuito cerrado, donde existe un sensor dado por receptores, una 
vía que en este caso se llama aferente, un sistema integrador dado por el sistema nervioso 
central (cordón espinal, tronco cerebral o hipotálamo), una vía eferente y un conjunto de 
órganos efectores que en este caso corresponden al corazón y los vasos sanguíneos. Son 
dos básicamente los reflejos cardiovasculares que permiten la modificación de la FC y la 
PA. 
REFLEJO BARORRECEPTOR 
Los barorreceptores se encuentran ubicados en el arco aórtico y el seno carotideo 
especialmente, aunque se han descrito barorreceptores en los pulmones y el corazón 
mismo. Estos se encargan de censar los cambios en la presión arterial, enviando esta 
información a través de los nervios craneales IX y X, la información se integra en el núcleo 
del tracto solitario (NTS) e influencia respuestas sobre el núcleo ambiguo (NA) y dorsal del 
vago que posteriormente llevarán información parasimpática al corazón y sobre la médula 
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ventrolateral caudal (MVLC), que reduce de ser necesario la inhibición sobre medula 
ventrolateral rostral (MVLR) para generar las respuestas simpáticas (26;27). Figura 1.5.  
Otros barorreceptores se ubican en la vena cava y en las venas pulmonares, para censar la 
caída de la presión arterial, con lo cual se estimula el sistema renina angiotensina 
aldosterona y la liberación de arginina vasopresina. El último de los mecanorreceptores 
descritos está presente en la aurícula, el estímulo es la distención de la aurícula con el 
llenado sanguíneo, este produce aumento de la frecuencia cardiaca por activación 
simpática (reflejo de Bainbridge) (28). 
 
 
Figura 1.5. Origen, integración y respuesta de los reflejos cardiovasculares  
La relación entre la FC y la PA son la manifestación de la respuesta barorrefleja, de esta 
forma la combinación de la medición de la VFC y la variabilidad de la presión arterial 
(VPA), sirven para cuantificar la sensibilidad del barorreflejo (29). 
REFLEJO QUIMIORRECEPTOR 
Los quimiorreceptores están ubicados en los cuerpos carotideos y la aorta, y son los 
encargados de censar la concentración de oxígeno, dióxido de carbono (CO2) e 
hidrogeniones en la sangre (pH), al igual que los barorreceptores la información aferente 
se integra en el NTS desde donde envía información a los centros de control respiratorio y 
al RVLM, de esta manera, ante el incremento del CO2, la reducción de la presión de 
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oxígeno y la caída del pH, se produce un incremento de la FC y un mayor intercambio de 
oxígeno (30). Adicional a estos hay quimiorreceptores centrales en la superficie RVLM y en 
el sistema nervioso central para evaluar los valores de pH y CO2, que contribuyen a la 
respuesta autonómica (31). 
ORIGEN MECÁNICO DE LA VARIABILIDAD DE LA FRECUENCIA CARDIACA 
El sistema respiratorio tiene un efecto directo sobre la VFC, esto es observable en lo que 
se conoce como arritmia sinusal respiratoria (ASR), esto significa, que durante la 
inspiración la FC aumenta y durante la espiración la FC disminuye. La razón de esto es que 
durante la inspiración la presión intratorácica se reduce llevando a un aumento del 
volumen ventricular del lado derecho del corazón por aumento del retorno venoso, como 
resultado los receptores de presión de la aurícula derecha inhiben la actividad vagal con 
su consecuente aumento de la FC. Durante la espiración sucede lo contrario y el menor 
retorno venoso y por ende el menor llenado auricular llevan a una reducción de la FC (32). 
El estiramiento muscular o la contracción muscular esquelética: estos estímulos al parecer 
al parecer actúan por la acción de mecanorreceptores musculares que envían información 
hacia los centros de control de la frecuencia cardiaca a nivel hipotalámico, probablemente 
reduciendo el tono parasimpático (33). Aunque de manera indirecta, se entiende que la 
contracción muscular también facilita el retorno venoso, este mecanismo llamado la 
“bomba muscular” produce cambios a nivel del flujo sanguíneo que llega a la aurícula y 
por lo tanto cambios en la VFC. 
CONTROL CENTRAL DE LA VARIABILIDAD DE LA FRECUENCIA CARDIACA 
La regulación de la función autonómica ocurre especialmente a nivel del hipotálamo, 
donde se integra información de múltiples áreas del cerebro: corteza insular, corteza 
anterior del cíngulo, amígdala entre otras. El hipotálamo cuenta con una organización 
funcional que lo divide en núcleos (conjuntos celulares con funciones similares), de los 
cuales el núcleo paraventricular (PVN), el dorso medial (DMH) y el área hipotalámica 
lateral (HLA) son los principales responsables de respuestas autónomas, ya que se 
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encargan de la liberación de hormonas y de generar proyecciones hacia las núcleos 
autonómicos: núcleo del tracto solitario (NTS) y la médula rostral ventrolateral (MVLR), 
esta última responsable de la regulación de la frecuencia cardiaca y la presión arterial (34). 
De forma reciente se han descrito nuevos mecanismo de control de la frecuencia cardiaca, 
analizados a través de VFC que relacionan áreas como: la corteza del cíngulo, la ínsula, el 
hipotálamo parietal, la amígala y la corteza somatosensorial (35), especialmente la corteza 
frontal derecha (36). Por ejemplo, desde la corteza prefrontal se proyectan neuronas 
inhibitorias (GABAérgicas) hacia el núcleo central de la amígdala lo que se asocia al 
desarrollo de emociones (37), y desde la amígdala se proyectan: fibras hacia la médula 
ventrolateral rostral donde se reduce la inhibición y en menor proporción se proyectan 
fibras en el área simpato-exitatoria, y de otra parte se proyectan fibras inhibitorias hacia el 
núcleo del tracto solitario con una reducción de la actividad parasimpática (38). 
INFLAMACIÓN 
La inflamación es considerada una respuesta protectora de los tejidos ante una noxa o 
daño, en un principio su objetivo es la protección del cuerpo a través de la activación del 
sistema inmune, fenómeno denominado inflamación aguda, sin embargo cuando dicha 
activación se prolonga, constituye un estado patológico en el cual, los agentes 
inflamatorios alteran la homeóstasis induciendo efectos nocivos. Muchas enfermedades 
crónicas exhiben un estado inflamatorio crónico de bajo grado que se asocia a 
complicaciones y mal pronóstico (39;40).  
El grado de inflamación puede ser evaluado a través de diferentes sustancias producidas 
especialmente por el sistema inmune y dentro de los marcadores inflamatorios más 
estudiados se encuentran: 
FACTOR DE NECROSIS TUMORAL ALFA (TNF ALFA) 
El TNFα es un miembro de la familia de péptidos de crecimiento producido por diferentes 
grupos celulares como macrófagos, monocitos y células T (41). Sin embargo, el tejido 
 18 
adiposo es considerado en la actualidad el principal productor de TNFα, razón por la cual 
se encuentran valores elevados de esta citoquina en la obesidad (42;42), aunque se ha 
logrado demostrar que los macrófagos activos (M1) que acompañan el tejido adiposo 
visceral, también son responsables en gran medida de la producción de TNFα (43). 
La respuesta biológica al TNFα, está mediada por dos tipo de receptor, TNFR1 (p55 o 
CD120a) y TNFR2 (p75 o CD120b), los cuales se expresan ampliamente a nivel celular (41), 
ambos receptores difieren significativamente en la afinidad por el TNFα y en la 
señalización intracelular, donde al parecer el efecto inflamatorio está asociado a la 
presencia de TNFR1 (44), mientras que el TNFR2, del cual menos se conoce, tiene un 
efecto protector (45). Para el TNFα también se han descrito receptores solubles 
denominados (sTNFR1 y sTNFR2), los cuales se producen por escisión del receptor de 
membrana, estos antagonizan los efectos del TNFα, y se han propuesto para el 
seguimiento de procesos inflamatorios (46). 
El TNFα, ha surgido como un importante promotor de lesiones ateroescleróticas, al 
facilitar la expresión de moléculas de adhesión endotelial y la activación de complejos 
inflamatorios intracelulares (47), haciendo que en la célula endotelial se produzca menos 
óxido nítrico (NO) e incrementando la producción de especies reactivas de oxígeno (ROS) 
entre otras (48), Figura 1.6. 
INTERLEUCINA 6 (IL-6)  
La IL-6 pertenece a una gran familia de citoquinas es producida por diferentes células 
donde se destacan: células del sistema inmune, tejido adiposo y músculo esquelético (49). 
Para la IL-6, se han descrito dos modelos de receptor celular, uno asociado a membrana 
(IL-6R o CD126) que junto a gp130 (CD130) lleva a una señalización celular denominada 
“clásica”. En las células que no expresan IL-6R la respuesta está mediada por receptores 
solubles (sIL6R), no asociados a membrana, cuya vía se ha denominado “trans”; se ha 
propuesto a la vía clásica como encargada de la respuesta antinflamatoria y la vía trans 
como la vía proinflamatoria (50). El correceptor gp130, ampliamente se ha identificado en 
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la membrana de casi todas las células, relacionando su presencia con procesos patológicos 
(51).  
 
Figura 1.6. Esquema representativo de la producción de TNFα y sus receptores de 
membrana (TNFR1/2) y solubles (sTNFR1/2), TRADD = Dominio de la muerte asociado al 
receptor de TNF, MAP3K, Proteína activadora de la mitosis kinasa kinasa kinasa, TRAF2 = 
Receptor asociado al TNF, IkB Kinasa Inhibitoria de NF-kB, NF-kB = Factor nuclear kappa 
potenciador de las células B activas, JNK = Kinasa N terminal c-Jun, AP-1 = Proteína 
activadora 1. 
La IL-6 ha sido considerada durante mucho tiempo un marcador de inflamación, aunque 
en la actualidad, en razón de que su producción está asociada al ejercicio, ha empezado a 
pensarse en ella como un sustancia antiinflamatoria, reguladora de la respuesta 
inflamatoria aguda y con posibles efectos antagónicos con el TNFα (52). La IL-6 también 
está muy relacionada con la sobrecarga muscular mediando respuestas como la 
hipertrofia o la reparación celular y tiene efectos sobre el metabolismo al influir en la 
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lipólisis en el tejido adiposo, la glucogenolisis en el hígado y la utilización de glucosa por 
parte del músculo esquelético, entre otras (53). Figura 1.7.  
 
Figura 1.7. Esquema representativo de la producción y acción de la IL-6, IL6R = Receptor de 
IL-6, sIL6R = Receptor soluble de IL-6, JAK = Janus Kinasa, STAT = Señal trasductor de la 
activación de la transcripción. 
ADIPONECTINA 
Es una citoquina producida por el tejido adiposo que recientemente se ha encontrado en 
el músculo esquelético con propiedades anti-ateroescleróticas y anti-diabéticas. La 
adiponectina se encuentra reducida en enfermedades como la obesidad y la diabetes. En 
los últimos 20 años una gran cantidad de información se ha publicado, ayudando a 
entender la importancia que la adiponectina tiene en procesos inflamatorios (54), aun así, 
es necesario ser cuidadoso a la hora de interpretar su concentración plasmática, ya que en 
condiciones patológicas como la falla cardiaca la adiponectina puede aumentar sin que 
exista consenso del porqué en esta condición (55).  
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La adiponectina tiene dos tipos de receptores (AdipoR1 y AdipoR2), cuya acción 
intracelular se relaciona al aumento de 5’ Protein Kinasa activada por AMP (AMPK), el cual 
es un importante sensor de energía a nivel de células como el músculo esquelético (56). 
En relación al ejercicio físico, los resultados de varios estudios han demostrado un 
aumento de la concentración de adiponectina tras el ejercicio, la cual se sostiene con su 
práctica regular (57). 
PROTEÍNA C REACTIVA (PCR) Y OTROS MARCADORES INFLAMATORIOS 
La PCR es producida en el hígado como respuesta a estímulos inflamatorios, infecciosos o 
de daño tisular, hace parte de la familia de reactantes de fase aguda que se sintetizan 
como respuesta a citoquinas producidas por el sistema inmune (58). Otras moléculas 
identificadas dentro del proceso inflamatorio son las proteínas de adhesión leucocitaria 
(VCAM-1 e ICAM-1), las cuales facilitan el paso de leucocitos al espacio intersticial y 
marcadores de disfunción plaquetaria como el inhibidor de la activación de plasminógeno 
(PAI-1) y el fibrinógeno, entre otros (59). 
La respuesta de la PCR ha sido ampliamente estudiada como marcador de múltiples 
enfermedades crónicas, como lo han demostrado múltiples estudios, incluyendo la 
enfermedad cardiovascular (60), diabetes (61) y obesidad (62), lo que vincula una vez más 
estas enfermedades con el sistema inmune.  
En el caso del deporte y la inflamación pos entrenamiento la PCR ha sido pobremente 
estudiada pero podría ser un candidato para la evaluación del rendimiento (63). 
COMPOSICIÓN CORPORAL E INFLAMACIÓN 
El estudio de la composición corporal (CC) aplicado a la fisiología no es una práctica muy 
antigua, los primeros estudios se publicaron hace un poco más de 70 años, sin embargo, 
es una ciencia en la que se han desarrollado múltiples métodos, algunos directos como la 
resonancia magnética o la bioimpedancia y otros indirectos como la antropometría, cada 
uno con su ventajas y desventajas (64). 
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La mayoría de los estudios de CC consideran que el cuerpo humano se divide en 
compartimentos, de los cuales se destacan el muscular y el adiposo por su amplio aporte 
al peso corporal y sus antagónicas características metabólicas. 
TEJIDO ADIPOSO 
Considerado durante mucho tiempo como un órgano o tejido, cuya función primordial era 
el almacenamiento de la energía en forma de triglicéridos, ahora es visto como un órgano 
endocrino, productor de hormonas denominadas adipokinas, cuya característica 
fundamental, es que la gran mayoría de ellas tiene un efecto deletéreo para la salud (65). 
A pesar de que se han descrito un alto número de adipokinas, las más estudiadas han sido: 
la leptina, que entre otras, favorece las lesiones endoteliales afectando el sistema 
cardiovascular (66) y el TNFα, que en conjunto con la IL-6 son potentes agentes 
inflamatorios que alteran la regulación metabólica energética e incrementan el riesgo de 
desarrollar y complicar múltiples enfermedades (67). 
MÚSCULO ESQUELÉTICO 
De la misma forma que el tejido adiposo, En la última década el músculo esquelético ha 
dejado de ser visto como el órgano encargado del movimiento, para ser entendido como 
un importante productor de hormonas (miokinas)  (68;69), hasta el momento se habla de 
cerca de 86 miokinas completamente reconocidas, que son producidas como resultado de 
la contracción muscular (70), algunas de estas han sido ampliamente estudiadas por su 
papel como reguladores metabólicos, al facilitar la utilización de ácidos grasos y 
carbohidratos como fuente de energía, entre las miokinas están: la IL-6, con un posible 
papel antiinflamatorio adicional (52), el Factor Neurotrófico Derivado del Cerebro (BDNF), 
que también participa en la neurogénesis del sistema nervioso central (71) o la Irisina, que 
además se asocia a procesos adaptativos como la hipertrofia muscular o la conversión de 
grasa blanca a grasa beige (72). 
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RELACIÓN ENTRE CITOQUINAS INFLAMATORIAS Y SISTEMA AUTÓNOMO 
Diferentes estudios han demostrado una correlación inversa entre la concentración de 
TNFα y disminución en la VFC (73), la experimentación en ratas ha demostrado que la 
presencia de citoquinas inflamatorias llevan a un aumento de neurotransmisores 
excitatorios (glutamato y norepinefrina) y una disminución de inhibitorios ácido gama 
amino butírico (GABA) y óxido nítrico sintasa neuronal (nNOS) a nivel del PVN (74). Las 
sustancias inflamatorias parecen alcanzar el PVN a través del órgano subfornical donde se 
ha encontrado una alta concentración de TNFR1 (75). Gracias a que el PVN en el 
hipotálamo presenta proyecciones excitatorias sobre la RVLM la actividad simpática 
aumenta (26), la evidencia también sugiere una menor activación del NTS, responsable de 
la respuesta parasimpática (34). 
De otra parte, también se ha encontrado que la adiponectina tiene acción sobre el PVN, 
produciendo excitación sobre neuronas liberadoras de Hormona liberadora de 
Corticotropina y probablemente induciendo a una mayor actividad del sistema nervioso 
simpático (76). Al igual que se ha descrito la presencia de receptores de TNFα en el cuerpo 
carotideo, donde se presume genera una mayor excitabilidad, representando así otro 
posible mecanismo de relación entre el sistema inmune y el SNA (77). 
INFLUENCIA DEL SISTEMA NERVIOSO AUTÓNOMO EN LA RESPUESTA INMUNE 
Recientemente se ha empezado a resaltar el papel que el sistema nervioso autónomo 
tiene sobre la actividad inmune, encontrándose que el comportamiento de células como 
granulocitos, células Natural Killer (NK), células presentadoras de antígeno y el sistema 
monocito macrófago entre otras, es favorecido por la acción simpática tras la presencia de 
catecolaminas como la adrenalina (78;79), esta acción está mediada en especial por 
receptores α1 adrenérgicos y lleva a una mayor expresión de receptores tipo toll (TLR) y a 
una mayor síntesis y liberación de factores inflamatorios como TNFα (80). 
De otra parte, también se ha propuesto que el sistema nervioso parasimpático tiene un 
efecto antiinflamatorio “Vía antiinflamatoria colinérgica” (81), cuya acción está mediada 
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por receptores nicotínicos α7 (α7nAcFC), los cuales se encuentran en ganglios simpáticos 
modulando su función, en macrófagos y células T (82), En el caso específico de los 
macrófagos la acción parasimpática inhibe la síntesis y liberación de TNF e IL-6 (83), por 
último, la evidencia sugiere que el tejido adiposo de los pacientes obesos expresa menor 
número de (α7nAcFC) lo que contribuiría a perpetuar el proceso inflamatorio (84). La 
relación teórica entre el sistema nervioso autónomo y cambios en el sistema inmune se 
encuentran en la Figura 1.8. 
 
Figura 1.8. Resumen de las interacciones entre el sistema nervioso autónomo y el sistema 
inmune, el signo (+) representa una mayor activación o liberación y el signo (–) una 






Un modelo matemático es uno tipo de modelo científico que emplea fórmulas 
matemáticas para expresar relaciones de variables o parámetros. Estas técnicas de 
implementación de modelos se realizan para entender el comportamiento de sistemas 
complejos ante situaciones difíciles de observar en la realidad. Las ecuaciones construidas 
en estos modelos están basadas en el conocimiento previo y compacto que se tiene del 
fenómeno en estudio, para finalmente ser expresadas en forma de funciones matemáticas 
(85). 
Cuando se hace referencia a modelos matemáticos, necesariamente se debe hablar de 
sistemas de control y para incursionar en este concepto es necesario describir las fases 
que lo componen: preprocesamiento, procesamiento, análisis y posprocesamiento 
PREPROCESAMIENTO 
Las variables de entrada a un sistema pueden ser análogas o digitales, y ambas muestran 
un comportamiento dinámico en el tiempo, razón por la cual son denominadas series 
temporales (ST). A diferencia de los modelos estadísticos, estas variables utilizan otros 
métodos de análisis los cuales pueden ser resumidos en técnicas del dominio del tiempo y 
técnicas del dominio de la frecuencia. En el contexto biológico, los fenómenos que nos 
rodean pueden ser entendidos a través de sus señales. En el caso de los seres vivos, las 
señales se denominan biológicas y son producidas de forma independiente por cada 
sistema, pero mantienen relaciones entre sí; lo cual hace posible la construcción de 
ecuaciones matemáticas que integran sus respuestas, sean estas: lineales o no lineales, 
univariadas o multivariadas. Dichas señales son una fuente de información para la 
comprensión de los fenómenos que se dan mediante variaciones en el tiempo (86). 
Con el objetivo de asegurarse que la información que entra al sistema sea la adecuada y se 
minimice el efecto de la falsa información “ruido”, se deben filtrar las ST adquiridas 
usando funciones predeterminadas conocidas como filtros; estos a su vez pueden ser 
clasificados en dos grandes grupos: filtros de respuesta impulsiva finita (FIR) y filtros de 
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respuesta impulsiva infinita (IIR), por ejemplo, en el caso de la variabilidad de la frecuencia 
cardiaca son comúnmente utilizados los filtros FIR (Butterworth) pasa baja que permiten 
el paso de frecuencias bajas y atenúan las altas. Esto en razón de que frecuencias por 
arriba de los 0,4 Hz en las ST de variabilidad de frecuencia cardiaca son consideradas como 
ruido (87;88). Adicionalmente y para mejorar la resolución temporal se pueden realizar 
interpolaciones lineares o no lineares así como extrapolaciones usando modelos 
autorregresivos media-móvil (89). 
PROCESAMIENTO 
En esta etapa del modelaje matemático se pretende obtener la función de transferencia 
que explique la relación existente entre las señales de entrada y la de salida. Para este 
punto se deben tener en cuenta dos estados del sistema: El primero es aquel en el cual se 
genera el disturbio (estado transitorio) y el segundo hace referencia al periodo de 
estacionariedad del sistema (estado estable). Para la determinación del momento en que 
el sistema cambia a estado estable, se utilizan técnicas de modelaje en sistemas de malla 
abierta y malla cerrada. Seguidamente el análisis debe ser hecho durante el estado 
estable; y posteriormente el sistema deberá ser analizado en el dominio del tiempo desde 
una perspectiva linear. Para este fin técnicas de análisis para respuesta impulsiva y 
respuesta al escalón deben ser implementadas (90). 
Para muchos modelos se debe abordar la perspectiva no linear y para esto se deben 
implementar ecuaciones con orden mayor y se deben reducir los efectos de disturbios 
externos para finalmente proponer un sistema de control integral. A continuación, el 
sistema de control deberá ser analizado linealmente desde el dominio de la frecuencia. 
Para este tipo de análisis se utilizan herramientas como la transformada de Fourier, 
modelaje Autoregresivo (AR), transformada Wavelet y transformada Hilbert entre otras 
(91). Estas transformadas nos permiten obtener las componentes espectrales de las 
señales originales y de esta forma permiten establecer relaciones entre la salida del 
sistema y la entrada. Esta relación es lo que se conoce como función de transferencia y al 
final es la que se describe a través de un modelo matemático. En esta fase 
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representaciones gráficas de la respuesta en frecuencia son realizadas y métodos como 
Bode plot, Nichols Charts, Nyquist plots pueden ser utilizados. A continuación, en el 
dominio de la frecuencia la estabilidad del sistema debe ser probada, una vez más, 
métodos como: Root locus plot, Routh-Hurwitz y Nyquist pueden ser usados  (92). 
ANÁLISIS  
Después del procesamiento la identificación del sistema de control debe ser realizada. 
Para tal fin suelen utilizarse métodos paramétricos y no paramétricos en el tiempo (por 
ejemplo: deconvolución numérica, mínimos cuadrados y función de correlación), e 
implementar técnicas de optimización con lo cual se establece si el sistema es de 
retroalimentación negativa, positiva o simplemente se comporta como un sistema de 
malla abierta (93). 
Finalmente, se debe hacer un análisis no linear del sistema y para tal fin, métodos como 
análisis plano-fase, estabilidad de puntos locales, Isoclines, redes neuronales artificiales y 
lógica neurodifusa suelen ser implementados. La anterior metodología permitirá entonces 
obtener una respuesta en frecuencia que a través de métodos como la transformada 
inversa de Fourier o el método de Winner-Kitchine nos lleva de nuevo al dominio del 
tiempo y así nos permite generar el modelo matemático que explica la salida con respecto 
a las entradas (90). 
POS-PROCESAMIENTO 
Esta etapa del modelaje matemático hace referencia a la prueba y validación del modelo 
con otras señales. Para tal motivo se recomienda implementar el modelo en un 70% de las 
señales de la muestra y luego probarlo en el restante 30%, determinando errores en la 
predicción y potencia del mismo. Para tal efecto se usan indicadores como sensibilidad y 
especificidad (85). Finalmente el modelo debe ser probado en la población general o en 
una muestra representativa de esta para que así se pueda afirmar que el mismo puede 
explicar el fenómeno en determinada población.  
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…Por supuesto el cerebro es una máquina y un 
ordenador: todo lo que dice la neurología clásica 
es válido. Pero los procesos mentales, que 
constituyen nuestro ser y nuestra vida, no son 
sólo abstractos y mecánicos sino también 
personales...Y, como tales, no consisten sólo en 
clasificar y establecer categorías, entrañan 
también sentimientos y juicios continuos. Si no los 
hay, pasamos a ser como un ordenador. 
 





ABORDAJE DE LA INVESTIGACIÓN DOCTORAL 
En la actualidad existe una creciente necesidad por entender al cuerpo humano como un 
sistema integrador, donde el estudio de órganos y sistemas no se debe hacer de manera 
aislada, sino por el contrario de forma interrelacionada. Adicionalmente, cuando los 
sistemas se analizan a través de algoritmos matemáticos, el resultado es mucho más 
fiable, al igual que la predicción de resultados, esto no significa la perfección del sistema, 
pero si la asociación de causalidad que se busca establecer entre las variables. 
De esta forma, el trabajo se diseñó para aportar al conocimiento en ciencias básicas, al 
demostrar la relación que existe entre el sistema inmunológico y el sistema nervioso 
central en situaciones de estrés no patológico. Para llegar a este resultado, se realizó de 
manera secuencial. 
1. Un análisis de los algoritmos matemáticos desarrollados para el análisis de la 
variabilidad de la frecuencia cardiaca como marcador de la actividad autonómica. 
2. Un análisis de la relación existente entre la composición corporal y la respuesta 
autonómica en sujetos sanos en reposo.  
3. Un análisis de la respuesta inflamatoria y de actividad autonómica posterior a una 
sesión de estrés fisiológico no patológico, dado por una sesión de ejercicio físico.  
4. Un análisis del papel de la actividad de la corteza cerebral en las respuestas del sistema 
nervioso autónomo. 
5. Con los resultados obtenidos se alimentó el modelo matemático que permite establecer 





HIPÓTESIS DE TRABAJO 
El proceso inflamatorio asociado a estrés fisiológico o patológico guarda relación con una 
mayor actividad del sistema nervioso simpático y una reducción de la actividad del sistema 
nervioso parasimpático (evaluado como una disminución en la variabilidad de la 
frecuencia cardiaca). Esto es evidente durante los procesos de estrés asociados al 
entrenamiento de alta intensidad en deportistas (inflamación aguda) o ante la presencia 
de factores de riesgo asociados al desarrollo de enfermedades crónicas no transmisibles 
(inflamación crónica), ya que la relación entre inflamación y VFC es siempre la misma. 
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2.1. ANÁLISIS DE LA VARIABILIDAD DE LA FRECUENCIA CARDIACA 
INTRODUCCIÓN 
El análisis de la variabilidad de la frecuencia cardiaca (VFC) implica una serie de etapas que 
inician con la recolección de las señales y termina con hallar los parámetros 
fundamentales para comprender las respuestas del sistema nervioso autónomo que es el 
objetivo fundamental. 
A lo largo del tiempo se han desarrollado múltiples estrategias de análisis para la 
evaluación de la VFC, los cuales han terminado con el desarrollo de diferentes software, 
sin embargo, la mayoría de estos se desarrolla como sistemas cerrados donde los códigos 
utilizados se desconocen, al igual que los parámetros a modificar en relación a filtros y 
métodos de análisis son limitados. La Tabla 2.1.1. presenta un resumen de los Software 
desarrollados hasta el momento. 
OBJETIVO 
Desarrollar un código de análisis de la variabilidad de la frecuencia cardiaca en ambiente 
Matlab que reproduzca los resultados encontrados por el software Kubios HRV, University 
of Kuopio (94). 
MATERIALES Y MÉTODOS 
El modelo metodológico utilizado reproduce los pasos señalados para la generación de un 
modelo matemático, los cuales fueron presentados en la primera parte del documento, en 
la parte final se incluye el pos-procesamiento mediante el cual se evaluaron los resultados 
del código en comparación con los resultados arrojados por Kubios en un mismo conjunto 
de señales.  
El pos-procesamiento se evaluó mediante la correlación de las señales; coeficiente de 
correlación de Pearson, estableciendo la relación de acuerdo al valor de r (no existe 
correlación r = 0,0 - 0,09; débil r = 0,1 - 0,49; media r = 0,5 - 0,74, considerable r = 0,75 - 
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0,89; muy fuerte r = 0,9 - 0,99 y perfecto r = 1) (95). La correlación se consideró 
estadísticamente significativa con una p < 0,05 y altamente significativa con p < 0,01. 
RECOLECCIÓN DE LA SEÑAL 
Las señales de variabilidad de la frecuencia cardiaca se obtuvieron con un reloj POLAR 
referencia: RX800CX desarrollado por POLAR, Figura 2.1.1., el cual tiene una precisión 
Superior a ± 0,5 segundos/día a 25 °C, en la función RR el reloj tiene una precisión de 
registro de 1 milisegundo por latido (106). 
 
Figura 2.1.1. Imagen del reloj utilizado para la recolección de datos de variabilidad de la 
frecuencia cardiaca, Imagen tomada de la página web http://www.polar.com/co-es 
Los datos fueron recolectados a través de modo “grabación RR” que guarda un registro de 
tiempo entre latido y latido. Estos datos fueron descargados por vía infrarroja al 
computador utilizando el software Polar WebLink y almacenados en el computador con 
ayuda del software Polar ProTrainer 5™. Ambos programas fueron suministrados con el 
reloj Polar RS800CX. Los archivos se guardan automáticamente en una carpeta copia en 
forma de documentos de texto .txt, que se almacenan por fecha y hora y a la cual se 
accede a través de la ruta: Equipo/Disco local (C:)/Usuarios/Acceso Público/Polar 
ProTrainer. Esto permite el acceso a los archivos, los cuales pueden descargarse como 
archivos modificables y almacenables en Excel (.xls) o Matlab (.mat). 
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Tabla 2.1.1. Presentación de los diferentes programas desarrollados para el análisis de la 
Variabilidad de la Frecuencia Cardiaca. 
Nombre Página Web Plataforma Ref 
Kubios 
http://kubios.uef.fi/ 































Bio-Impedance Thechnology inc. 
DATAQ Instruments Inc.eu/maini/hrv.html 
Windows (102) 



















































*No se encontró la página web. NR: No hay trabajos científicos que reporten el software. 
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PREPROCESAMIENTO  
Identificación de la señal: Los datos fueron recuperados como un archivo de Excel antes 
de ser exportados a Matlab (v.r2014a, Licenciado por la Universidad de La Sabana), donde 
se graficó el comportamiento de los RR, Figura 2.1.2. Allí se presenta una señal ejemplo 
con variaciones en el tiempo expresadas en milisegundos de un sujeto acostado en 
posición supino (clinostatismo), que posteriormente se pone de pie (ortostatismo), para 
este sujeto se tomaron un total de 840 datos, esta misma señal se utilizará como ejemplo 
a lo largo de todo el capítulo. 
Para el análisis de las señales habitualmente se analizan de manera independiente los 
datos en posición supina y al ponerse de pie, ya que represetan dos estímulos diferentes 
del sistema nervioso autónomo (107), la Figura 2.1.3. representa los datos sin procesar de 
la posición supino para el ejemplo. 
 
Figura 2.1.2. Representación gráfica de los cambios expresados en la variabilidad de la 
frecuencia cardiaca (tacograma), tanto en posición supina (clinostatismo) como en 
posición de pie (ortostatismo). 
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Figura 2.1.3. Tacograma de los datos sin procesar del paciente en posición supina, estos 
datos fueron recolectados durante 5 minutos y corresponden a 386 datos. 
Retiro de artefactos: Luego de la adquisición de señales es necesario determinar la 
presencia o no de artefactos, estos suelen ser de tipo técnico, los cuales ocurren por la 
incapacidad del equipo para detectar señales, usualmente este tipo de artefactos pueden 
ser fácilmente detectados y se observan como grandes variaciones de la señal, las cuales 
deben ser retiradas (108), el criterio utilizado corresponde a señales que se alejaron más 
de 2,5 desviaciones estándar por fuera de la señal de base y para el mismo periodo de 
tiempo (ortostatismo o clinostatismo) (109). La Figura 2.1.4. presenta una simulación de 
señales atípicas en la señal ejemplo las cuales son marcadas con un asterisco (*). 
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Figura 2.1.4. Para la señal ejemplo se han simulado la presencia de dos señales atípicas 
señaladas con un*, estas datos se retiran durante la fase de preprocesamiento de la señal. 
 
Interpolación de la señal: Antes de iniciar el análisis de las señales es necesario convertir 
la función del intervalo R-R vs número de muestras, en una serie temporal (ST).  Para este 
fin y debido a que los tiempos en los cuales se tomaron las muestras no son equidistantes, 
es necesario implementar una interpolación de los datos, y de esta forma obtener 
muestras en los mismos intervalos de tiempo en la ST de frecuencia cardiaca (tacograma). 
El método de interpolación utilizado fue Cubic Spline (110). El número de datos que se 
quiere obtener por segundo equivale a la frecuencia y se expresa en Hertz (Hz), para el 
análisis de la variabilidad de la frecuencia cardiaca se sugiere un interpolado de 4Hz, lo 
que genera muestras tomadas a cada 250 ms (111). 
Para la interpolación se parte de una serie temporal, que está constituida por un conjunto 
de señales (S) de duración variable Ec. 2.1.1 
 S𝑡 =  𝑆0 +  𝑆1 + 𝑆2  … . 𝑆𝑛   Ec. 2.1.1 
La interpolación Cubic Spline busca encontrar polinomios de tercer grado (112) Ec. 2.1.2 
cada tres puntos contiguos de la señal, Ec. 2.1.3 
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a3x3  +  a2x2  +  a1x +  a0    Ec. 2.1.2 
Donde X = el valor del intervalo en ms. 
(𝑆2,  𝑆1, 𝑆0), (𝑆3, 𝑆2, 𝑆1), (𝑆4, 𝑆3, 𝑆2). . … (𝑆𝑛, 𝑆𝑛−1, 𝑆𝑛−2)  Ec. 2.1.3 
La Figura 2.1.5. muestra el ejemplo de interpolación para los primeros 8 datos de la señal 
ejemplo y la Tabla 2.1.2. muestra sus ecuaciones y correlaciones. 
El resultado final de la interpolación para toda la señal ejemplo pasando de una señal 
original de 382 datos a una señal de 1200 datos (equivalente a un dato cada 250 ms) se 
encuentra en la Figura 2.1.6. El código Matlab utilizado se encuentra en el Anexo 1.1 
 
Figura 2.1.5. La señal A corresponde a los primeros 8 datos del ejemplo, ya que cada dato 
no tiene la misma duración, es necesario determinar la ecuación que relaciona cada 3 
datos. La señal B presenta la línea de tendencia que relaciona los datos la ecuación que 
permite su interpolación 
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Tabla 2.1.2. Ecuaciones y valor de la regresión lineal para los primeros 8 datos analizados. 
 
Ecuación R2 
S1 - S2 - S3 y = 6,5X
2 - 18,5X + 734 1 
S2 - S3 - S4 y = -15X
2 + 59X + 679 1 
S3 - S4 - S5 y = 5X
2 - 31X + 763 1 
S4 - S5 - S6 y = 18X
2 - 60X + 763 1 
S5 - S6 - S7 y = -2X + 749 1 
S6 - S7 - S8 y = -X




Figura 2.1.6. La señal original y la señal interpolada se encuentran sobrepuestas, 
obsérvese que no hay una diferencia entre las señales, la señal original está compuesta por 
386 datos, la señal interpolada contiene 1200. 
 
Filtrado de la señal: Un segundo tipo de ruido que puede aparecer corresponde a señales 
patológicas (arritmias), estas suelen cursar con manifestaciones clínicas y corresponden a 
extrasístoles aisladas, bigeminadas o trigeminadas, taquicardias o fibrilaciones 
ventriculares. Las arritmias tienen una morfología típica en el estudio electrocardiográfico 
y pueden ser identificadas a través de comportamiento del tacograma, ninguno de los 
participantes en la investigación presentó alguna condición patológica de este tipo. 
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Por último, está el ruido fisiológico, correspondiente a señales de interferencia 
provenientes de movimiento, alteraciones en el patrón respiratorio, contracción muscular 
voluntaria o involuntaria; su aparición se minimiza al tener un protocolo adecuado de 
adquisición de señales, sin embargo y con el objetivo de dejar una señal que corresponda 
solo a la actividad del sistema nervioso autónomo se suelen utilizar filtros. Nuestro grupo 
de trabajo determinó utilizar un filtro tipo Smoothness prior (113), el cual se comporta 
como un filtro pasa-alta que atenúa las señales por debajo de un determinado punto de 
corte; su utilización se basa en el hecho de que son las señales ruido las que corresponden 
al comportamiento de la frecuencia respiratoria y movimientos leves, y que estas se 
ubican en el rango de las muy bajas frecuencias. 
Para poder aplicar el filtro a las señales es necesario retirar la tendencia, esto significa que 
se saca el promedio de la señal y luego se evalúan los valores como positivos o negativos 
con respecto a dicho promedio, la señal ejemplo habiendo retirado la tendencia se 
observa en la Figura 2.1.7A., obsérvese como la línea roja representa una señal de muy 
baja frecuencia de fondo la cual se quiere retirar con ayuda del filtro. Código Matlab en el 
anexo 1.2. 
El filtro tipo Smoothness prior utiliza las variaciones de tiempo entre latido y latido (RR) 
generando una serie temporal Ec. 2.1.4 
𝑧 =  (𝑅2 −  𝑅1, 𝑅3 − 𝑅2, … . 𝑅𝑁 −  𝑅𝑁−1)
𝑇    Ec. 2.1.4 
Donde N = Número de R detectados. 
A partir de la serie temporal RR los valores de z pueden ser considerados de tipo 
estacionario, los cuales son el objeto de estudio (zest) o de tipo tendencia, los cuales son 
aperiódicos y de baja frecuencia (zten) Ec. 2.1.5 




La tendencia zten corresponde a un modelo de observación lineal de tipo y = mx+b, Ec. 
2.1.6 
𝑧𝑡𝑒𝑛 = 𝐻𝜃 + 𝑣     Ec. 2.1.6 
 
Dónde  
H = es la matriz de observación 
θ = los parámetros de regresión 
v = error 




−1𝐻𝑇𝑧    Ec. 2.1.7 
Donde  
λ es la regularización del parámetro 
Dd es la aproximación discreta 
El punto de corte sugerido es un valor de λ = 300, el cual equivale a una frecuencia de 
corte de 0,043 Hz que se relaciona con el punto de corte donde se inicia el análisis de la 
baja frecuencia. Figura 2.1.7. y Anexo 1.3. 
PROCESAMIENTO 
Análisis temporal: El análisis temporal corresponde al análisis estadístico de las 
variaciones entre los intervalos RR, es el más simple de los análisis, parte del análisis del 
valor promedio de los intervalos RR (𝑅𝑅), y supone que los datos cumplen con 
condiciones de estacionariedad lo cual se asegura evaluando en periodos cortos de 
tiempo y bajo condiciones estables. Los parámetros de análisis temporal han sido 
estandarizados por las sociedades europeas y americanas de cardiología (114). 
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La desviación estándar de los intervalos RR (SDNN) sirve para la evaluación de periodos 




∑ (𝑅𝑅𝐽 − 𝑅𝑅̅̅ ̅̅ )2
𝑁
𝑗=1    Ec. 2.1.8 
Dónde: RRj = Es el valor j-ésimo de los intervalos RR y N es el número total de intervalos 
sucesivos. 
 
Figura 2.1.7A. Corresponde al ejemplo sin tendencia y sin filtrar, B. Señal ejemplo luego de 
aplicar un filtro Smoothies prior de λ = 300. 
La desviación estándar de las diferencias de intervalos (SDSD), la cual es utilizada para 
medir la variabilidad durante cortos periodos de tiempo, generalmente menos de 5 




    Ec. 2.1.9 
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Cuando se evalúa una serie estacionaria de RR, la raíz cuadrada del promedio de 





∑ (𝑅𝑅𝑗+1 − 𝑅𝑅𝑗)2
𝑁−1
𝑗=1    Ec. 2.1.10 
El NN50 corresponde al número de pares adyacentes cuyos intervalos RR difirieren en más 
de 50 ms, y el pNN50 corresponde a un porcentaje del número de NN50 dividido en el 




 𝑋 100%    Ec. 2.1.11 
El Anexo 1.4. presenta el código Matlab para el análisis temporal y la Tabla 2.1.3. los 
resultados del análisis en el tiempo de la señal ejemplo. 
 
Tabla 2.1.3. Resultados del análisis temporal 
para el ejemplo. 
VARIABLE VALOR 
Promedio RR (ms) 769.97 
STDRR  (SDNN) (ms) 56,63 
Promedio FC (1/min) 78,35 
STDFC (1/min) 5.82 
RMSSD 56,55 
NN50 (conteo) 64 
pNN50 (porcentaje) 16,41 
  
Análisis espectral: Aunque las series temporales aportan información sobre los cambios 
de la variabilidad, las técnicas de análisis de la VFC hasta el momento más utilizadas 
incluyen los métodos de análisis espectral, mediante los cuales una serie temporal es 
descompuesta en una serie de ondas sinusoidales. El análisis espectral busca analizar el 
área bajo la curva para un rango de frecuencia establecido (114). 
Los dos modelos de análisis espectral más utilizados son la transformada rápida de Fourier 
(FFT) basada en el hecho de que las series temporales están compuestas por 
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componentes determinísticos (116) y el análisis de modelado autorregresivo (AR), cuyos 
datos están compuestos por elementos determinísticos y estocásticos (117). 
Cuando se analizan periodos cortos de tiempo (2 a 5 minutos), se utilizan 3 rangos de 
frecuencia denominados de muy baja frecuencia (VLF) < 0,04 Hz, de baja frecuencia (LF) 
0,04 a 0,15 Hz y de alta frecuencia entre 0,15 y 0,4 Hz los cuales pueden expresarse en 
términos de potencia (ms2) (118) o en porcentaje de una potencia total (119). Cuando se 
realiza un análisis en periodos de tiempo muy largos como 24 horas se utiliza un cuarto 
rango denominado de ultra baja frecuencia (ULF) entre 0,003 y 0,04 Hz (114).   
Aunque la potencia obtenida es expresada en ms2, usualmente se utilizan unidades 
normalizadas (un), para determinar el impacto de una banda y también se suelen usar 
relaciones como (LF/HF) para evaluar el índice de balance simpático/parasimpático, un 
concepto que ha ido cambiando y que es objeto de múltiples estudios (120). La Ec. 2.1.12 
y 2.1.13 presenta los índices normalizados para la evaluación de la VFC. 
La Figura 2.1.8. representa la configuración espectral de la señal ejemplo, destacándose 
allí las frecuencias correspondientes al alta y baja frecuencia. En el Anexo 1.5. se 
encuentra el código Matlab que muestra el procedimiento para el análisis de la frecuencia 
por la transformada rápida de Fourier. 
En la Tabla 2.1.4. están los resultados del análisis de la frecuencia de la señal ejemplo. 
𝐿𝐹𝑢𝑛 = (1 +  (𝐿𝐹/𝐻𝐹)−1)−1    Ec. 2.1.12 
𝐻𝐹𝑢𝑛 = (1 − 𝐿𝐹)     Ec. 2.1.13 
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Figura 2.1.8. Representación gráfica en el dominio de la frecuencia analizado a través de 
FFT para la señal ejemplo. 
Tabla 2.1.4. Datos del análisis de la frecuencia en el dominio de la frecuencia 
VARIABLE Potencia (%) 
Potencia total (0 – 0,4 Hz) 1191,9 ms2 (100) 
VLF (0 – 0,04 Hz) 41,0 ms2 (3,4) 
LF (0,041 – 0,15 Hz) 679,6 ms2 (57,0) 
HF (0,151 – 0,4 Hz) 491,1 ms2 (41,2) 
Unidades normalizadas (un) 
LFun 58,1% 
HFun 41,9% 
Relación LF/HF = 1,384 
Hz = Hertz, VLF = Muy baja frecuencia, LF = Baja frecuencia, HF, alta frecuencia 
 
Análisis no lineal: A principios de 1980 se empezó a plantear que el comportamiento de la 
FC no obedece a un sistema periódico, sino que su comportamiento era no lineal y que 
por lo tanto un análisis estadístico de una serie temporal no representa los cambios en la 
VFC. Basados en esto se hicieron los primeros planteamientos a partir de la teoría del caos 
(121). 
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El ciclo cardiaco representa un sistema determinístico, lo cual significa que la distancia 
entre los latidos (RR) depende del valor de RR anterior y por lo tanto, en los últimos años 
el número de estudios que utilizan métodos no lineales para la evaluación de la VFC se ha 
incrementado con resultados interesantes, sin embargo, la mayoría de los métodos 
desarrollados resultan difíciles de analizar en el contexto práctico fisiológico.  Para efectos 
de este trabajo el modelo de análisis no lineal utilizado fue el gráfico de Poincare:  
Gráfico de Poincare: éste es un método muy utilizado, que consiste en la representación 
gráfica de los intervalos RR, esto es una gráfica de RRj contra RRj+1, el cual genera una 
figura elíptica como se observa en la Figura 2.1.9. La desviación estándar (SD) de los 
puntos de la perpendicular a la línea de dispersión son denominados SD1 y describen la 
variabilidad a corto plazo responsable especialmente de la arritmia sinusal respiratoria, la 
cual se relaciona con SDSD.  De otra parte la SD de la línea de base denominada SD2, 
describe la variabilidad a largo plazo y se encuentra relacionada con SDNN y SDSD 
(122;123). 
 
Figura 2.1.9. Gráfico de Poincare para los datos presentados la señal ejemplo utilizada 
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El análisis de Poincare se encuentra relacionado con el análisis en el tiempo, de esta forma 
existe una relación matemática entre SD1 y SDSD, Ec. 2.1.14, al igual que una relación 




 𝑆𝐷𝑆𝐷2                                    Ec. 2.1.14 
𝑆𝐷22 = 2𝑆𝐷𝑁𝑁2 −  
1
2
 𝑆𝐷𝑆𝐷2                      Ec. 2.1.15 
A partir de los datos de SD1 y SD2 de manera reciente se ha encontrado que estos pueden 
representar la actividad del sistema nervioso simpático, nombrando este parámetro como 
índice simpático cardiaco (ISC), Ec. 2.1.16 o la influencia del sistema nervioso 
parasimpático conocido como índice vagal cardiaco (IVC) (124) Ec. 2.1.17, dado como la 
relación entre SD2/SD1 y el entendido como el Log10(SD1*SD2). El resultado del análisis 
del ejemplo se encuentra en la Tabla 2.1.5. 
𝐼𝑆𝐶 = 𝑆𝐷2/𝑆𝐷1     Ec. 2.1.16 
𝐼𝑉𝐶 = 𝐿𝑜𝑔10(𝑆𝐷1 ∗ 𝑆𝐷2)                   Ec. 2.1.17 
Tabla 2.1.5. Datos del análisis no lineal a partir del 






SD: Desviación Estándar, ISC: Índice simpático 
cardiaco, IVC: Índice vagal cardiaco 
 
El Anexo 1.6. contiene el procedimiento para el análisis no lineal por el método de 
Poincare. 
Adicional al análisis de Poincare se han utilizado otros modelos de análisis como el análisis 
de la entropía, el cual fue originalmente descrito en sistemas termodinámicos y que 
intentan determinar la irregularidad de una señal. De esta forma valores altos entropía 
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indican una alta complejidad del sistema y viceversa, valores bajos una mayor regularidad 
de esta; existen diferentes modelos para el análisis de la entropía los cuales difieren 
básicamente por el modelado matemático que subyace a su desarrollo: entropía 
aproximada (ApEn), entropía de muestra (SampEn) o entropía multiescala (MSE) 
(125;126). Adicional a esto se ha trabajado en el análisis de fluctuaciones sin tendencia, 
(Detrended fluctuation analysis DFA) (127;128), sin embargo, la dificultad radica en 
relacionar los resultados de estos métodos con los fenómenos fisiológicos que subyacen y 
por tal razón no se utilizaron en el desarrollo de esta tesis. 
POSPROCESAMIENTO 
Con el objetivo de verificar los resultados del código en relación a los resultados que 
muestra el software Kubios, se analizaron 10 señales seleccionadas al azar para ser 
analizadas por los dos métodos, encontrándose una alta correlación entre los datos para 
cada una de las variables. Tabla 2.1.6. y Figura 2.1.10. 







Diferencia Correlación Significancia 
Promedio RR (ms) 865,61 865,96 -0,35 1,00 < 0,01* 
SDNN (ms) 56,84 76,80 -19,97 0,99 < 0,01* 
Promedio FC (1/min) 71,853 71,83 0,02 1,00 < 0,01* 
SDFC (1/min) 4,80 6,15 -1,36 0,92 < 0,01* 
RMSSD (ms) 71,61 71,70 -0,09 1,00 < 0,01* 
NN50 (conteo) 129,80 131,00 -1,20 1,00 < 0,01* 
pNN50 (%) 40,56 40,41 0,15 1,00 < 0,01* 
VLF (%) 1,37 2,14 -0,77 0,96 < 0,01* 
LF (%) 38,46 39,19 -0,73 0,95 < 0,01* 
HF (%) 60,06 60,21 -0,15 0,95 < 0,01* 
SD1 (ms) 50,72 50,69 0,03 1,00 < 0,01* 
SD2 (ms) 61,74 61,71 0,03 1,00 < 0,01* 
ms = (milisegundos), FC = Frecuencia cardiaca, SDFC = Desviación estándar de la 
frecuencia cardiaca, RMSSD = Raíz cuadrada del promedio de diferencias entre intervalos 
adyacentes, NN50, número de intervalos con una duración menor a 50 ms, VLF = Muy baja 




Figura 2.1.10. La tabla de la izquierda muestra los datos obtenidos por los dos métodos de 
análisis de la VFC, el gráfico central la regresión lineal con su R2 y el gráfico de la derecha 
la comparación entre los promedios de las mediciones y las diferencias de las mismas 
(Bland Altman). 
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CONCLUSIÓN Y APORTE A LA TESIS 
Los software comerciales, utilizados para el análisis de la variabilidad de la frecuencia 
cardiaca, en su gran mayoría son desarrollados en ambiente Matlab por su comodidad de 
trabajo y por la robustez del software en procesamiento complejo, sin embargo, estos 
software tienen códigos de programación cerrados que dificultan el manejo de muchas 
variables. 
La mejor forma de comprender las fases del procesamiento digital de señales es 
desarrollar el código mediante el cual se analizó y por lo tanto el resultado de este 
capítulo es la consecución de dicho código, el cual fue comparado con los resultados 
arrojados por el software Kubios para un conjunto de señales. 
Los resultados obtenidos entre el software y el código de Matlab tienen una diferencia 
muy pequeña, por lo cual, se ha decidido utilizar Kubios para el análisis posterior de las 
señales, dejando abierta la posibilidad de utilizar el código desarrollado en caso de que se 
requiera modificar algún parámetro. 
  
 50 
2.2. INFLUENCIA DE LA COMPOSICIÓN CORPORAL EN LAS RESPUESTAS 
FISIOLÓGICAS DEL SISTEMA NERVIOSO AUTÓNOMO 
INTRODUCCIÓN 
La composición corporal hace referencia al estudio de los elementos que constituyen el 
cuerpo humano, estos pueden agruparse como: atómicos, moleculares, compartimentales 
o por tejidos, siendo este último el objeto de interés al permitir la determinación 
porcentual de tejido adiposo y tejido muscular esquelético especialmente (129). 
Desde hace algo más de 70 años se hicieron los primeros esfuerzos por evaluar la 
composición corporal (CC) de personas saludables a partir de estudios hechos en 
cadáveres (64). En la actualidad está ampliamente reconocido el papel que juega la CC en 
el rendimiento deportivo, y en la influencia de esta en el desarrollo de enfermedades 
crónicas no trasmisibles, llegando en la actualidad a considerarse cambios en la CC como 
predictores entre otras de mortalidad por enfermedades cardiovasculares (130). 
En la práctica médica es común la utilización de datos como el peso corporal, el índice de 
masa corporal, el perímetro abdominal o la relación cintura-cadera; algunos de ellos son 
útiles en el consultorio para aproximarse a la CC de los pacientes (131), sin embargo, 
ninguna de estas mediciones asegura una verdadera evaluación, motivo por el cual, es 
necesario utilizar otros métodos para cuantificar adecuadamente la proporción de los 
tejidos que conforman el cuerpo humano. 
Si bien es cierto que existen métodos bastante confiables para la determinación de la CC 
como la densitometría por absorción de rayos X (DEXA) o la resonancia magnética, siguen 
todavía teniendo validez métodos clásicos como la antropometría y la bioimpedancia, 
cada uno con sus ventajas y desventajas (132). 
Uno de los principales argumentos que justifica la evaluación de la CC está en determinar 
de la forma más confiable el porcentaje de masa muscular y de tejido adiposo, intentando 
diferenciar en este último el correspondiente a grasa visceral y grasa subcutánea. Esto 
gracias a que en años recientes el músculo esquelético ha empezado a ser observado 
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como un órgano endocrino, con una alta capacidad de producción de hormonas con un 
papel antiinflamatorio y antiaterogénico (133), haciendo que se considere fundamental 
para la salud el tener una adecuada cantidad y calidad de este (134), mientras que el 
tejido adiposo (especialmente visceral) es considerado un órgano productor de hormonas 
en su mayoría con acción inflamatoria (135). 
Uno de los métodos que evalúa la composición corporal de manera integral es el 
somatotipo, este considera tres componentes: endomórfico (predominio de tejido 
adiposo), mesomórfico (predominio de tejido muscular esquelético) y ectomórfico (donde 
predomina el tejido óseo) (136), aunque muy utilizado su uso en deportistas, el 
somatotipo es también una herramienta útil para la cuantificación de la composición 
corporal de personas sedentarias (137). 
En relación con la actividad del sistema nervioso autónomo la evidencia biológica ha 
sugerido que el tejido adiposo se encuentra asociado con estados proinflamatorios, los 
cuales, a su vez, tienen un impacto sobre la respuesta autonómica dada por una mayor 
actividad simpática y menor parasimpática (138;139). La misma respuesta que se ha 
encontrado en enfermedades como la hipertensión (140), la diabetes (141), la obesidad 
(142), entre otras. Sin embargo, menos evidencia existe sobre la relación que pueda existir 
entre masa muscular y su potencial efecto autonómico, el cual hipotéticamente hablando 
debería estar dado por una mayor actividad parasimpática y menor efecto simpático. 
OBJETIVO 
Determinar la relación que existe entre la composición corporal y la respuesta del sistema 






MATERIALES Y MÉTODOS 
TIPO DE ESTUDIO Y DISEÑO DE LA INVESTIGACIÓN 
Estudio de tipo descriptivo, diseño no experimental de corte transversal, a partir de los 
datos de composición corporal y respuestas del sistema nervioso autónomo en personas 
en reposo. 
POBLACIÓN MUESTRA Y MUESTREO 
Población: un total de 63 individuos (31 hombres de 19,9±2,4 años y 32 mujeres de 
19,6±2,0 años).  
Muestreo: La muestra fue de tipo no probabilístico, con un tamaño muestral establecido 
por conveniencia pero ajustados a estudios previos similares: Molfino y cols en 2009 (25 
individuos) (143), Rutherford y cols en 2011 (64 individuos) (144) y Koenig y cols en 2014 
(59 Individuos). 
Criterios de Inclusión: Tener entre 18 y 24 años, sin historia de enfermedad 
cardiovascular, sin condiciones patológicas osteoarticulares y el no consumo de 
medicamentos que afecten la respuesta del sistema nervioso autónomo.  
Criterios de exclusión: Aquellos sujetos que aun cumpliendo los criterios de inclusión no 
firmaron el consentimiento informado, consumieron bebidas estimulantes tipo café o té, 
fumaron en las 8 horas previas a la evaluación, hicieron ejercicio físico 24 horas antes de 
la evaluación y/o tienen evidencia de procesos inflamatorios, dolor o infección con 
manifestaciones clínicas 24 horas antes de la evaluación.  
La muestra incluyó sujetos físicamente activos y sedentarios con el objetivo de tener un 
amplio rango de valores. 
ADQUISICIÓN DE LAS VARIABLES 
Con el objetivo de evaluar la relación entre las variables composición corporal y 
variabilidad de la frecuencia cardiaca ambas variables fueron recolectadas siguiendo 
protocolos establecidos que se describen a continuación. 
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Composición corporal la cual fue evaluada mediante dos métodos: 
Método antropométrico, para el cual se tomaron los siguientes datos: peso corporal (Kg), 
estatura (cm) y 6 pliegues cutáneos (tríceps, suprailiaco, subescapular, abdominal, muslo y 
pierna), perímetros (brazo relajado y en contracción, muslo medio, pierna y abdominal) y 
los diámetros: (biestiloideo, biepicondileo, bicondileo y bimaleolar). Los perímetros, 
diámetros y pliegues fueron obtenidos mediante protocolo estandarizado aplicado por un 
experto certificado por la International Society for the Advancement of Kinanthropometry 
(ISAK) (145). La evaluación antropométrica se realizó con el mínimo de ropa posible en 
condiciones de total privacidad dentro del laboratorio de fisiología del campus biomédico 
de la Universidad de La Sabana. 
Para la toma de los pliegues se utilizó un plicómetro marca Holtain®, con un rango de 
medida de 0 a 46 mm, el plicómetro tiene una presión constante de 10 gramos por 
milímetro cuadrado y precisión de 0,1 mm, todos los pliegues se tomaron por duplicado y 
se acudió a una tercera medición en caso de una discrepancia mayor a 0,5 centímetros 
entre las dos iniciales, los pliegues fueron tomados en el lado derecho del cuerpo y para 
todos se hizo una demarcación previa.  
 Pliegue del tríceps (tricipital): Grosor del pliegue vertical posterior del brazo a nivel 
medio de la línea acromio – cubital. 
 Pliegue subescapular: Grosor del pliegue inferior al ángulo escapular inferior, en 
dirección oblicua, abajo, afuera. 
 Pliegue suprailiaco: Grosor del pliegue por encima de la cresta iliaca sobre la línea 
ilioaxilar media. 
 Pliegue abdominal: Grosor del pliegue en sentido vertical 2 centímetros a la 
derecha y 2 centímetros abajo del ombligo. 
 Pliegue del muslo: Grosor del pliegue en sentido longitudinal anterior del muslo, 
en el punto medio entre el pliegue inguinal y el borde superior de la rótula. 
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 Pliegue de la pierna: Grosor del pliegue vertical medial de la pierna a nivel de su 
perímetro máximo. 
Para los perímetros se utilizó una cinta métrica stanley®, se realizó una sola toma en el 
lado derecho del cuerpo según protocolo. 
 Perímetro del brazo en relajación: Circunferencia máxima con flexión de 90º del 
codo a la altura de la línea media entre el acromion y el olecranon. 
 Perímetro del brazo en contracción: Circunferencia máxima con flexión de 90º del 
codo a la altura de la línea media entre el acromion y el olecranon, pero con una 
contracción muscular máxima voluntaria. 
 Perímetro abdominal: Circunferencia mínima entre la cresta iliaca y último arco 
costal palpable (10ª costilla). 
 Perímetro del muslo: Circunferencia en el plano horizontal en el punto medio 
entre el trocánter mayor y el cóndilo lateral de la tibia. 
 Perímetro de la pierna: Circunferencia en el plano horizontal correspondiente al 
perímetro máxima de pierna.  
Los diámetros se midieron mediante antropómetro Siber-Hegner®, se realizó una sola 
toma en el lado derecho del cuerpo según protocolo estandarizado. 
 Diámetro humeral (biepicondileo): Distancia entre los epicóndilos medial y lateral 
del húmero. 
 Diámetro de la muñeca (biestiloideo): Distancia entre los procesos estiloideos 
radio-cubital. 
 Diámetro femoral (bicondileo): Distancia entre los cóndilos medial y lateral del 
fémur. 
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 Diámetro de tobillo: (bimaleolar): Distancia entre los maléolos tibial y peroneo. 
El peso se tomó con una báscula Omron®, con el paciente descalzo y con el mínimo de 
ropa, en ayunas y luego de haber entrado al baño, para la talla se tomó contra la pared 
con los pies juntos, con los talones en contacto contra el suelo, talones, glúteos y cabeza 
contra la pared, y el plano de Frankfort paralelo al piso (145). 
Bioimpedancia: La impedancia es un concepto más simple hace referencia a la relación 
entre voltaje y corriente en un sistema. De esta forma, la impedancia (Z), es la que se 
opone al paso de una corriente (I)  a través de un conductor, cuando sobre esta se aplica 




      Ec.2.2.1 
La corriente se mide en Amperios (A) y denota el movimiento de una carga eléctrica a 
través de una sección transversal en 1 segundo y por tal motivo los Amperios también se 
pueden expresar como Columbus · s-1 · (m2)-1. Cuando se habla de una carga eléctrica esto 
significa que se pueden mover iones o electrones, y éstos viajaran sólo si el material 
conductor también posee cargas y dejarán de hacerlo si el material conductor no está 
cargado eléctricamente. En el caso de la bioimpedancia la corriente es de tipo alterna, lo 
cual significa que cambia su polaridad a una determinada frecuencia (f), expresada en 
ciclos por segundo (Hz) (146).  
Cuando se habla de impedancia esto denota una pérdida de energía conocida como 
resistencia (R), más la reactancia de la membrana celular (Xc). Los materiales 
superconductores por lo tanto, son aquellos cuya R = 0, y en los cuales no hay pérdida de 
energía, la relación entre resistencia y reactancia se encuentra en la Ec. 2.2.2 (147). 
𝑍 = 𝑅 + 𝑗𝑋𝑐     Ec.2.2.2 
Algunas variables que modifican la resistencia son el área de conducción (A), la longitud 
de conducción (L), la temperatura y el tipo de material (ρ). La Ec. 2.2.3 reúne la relación 
entre área, longitud y material, y desprecia la temperatura por ser constante en el ser 
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humano. La reactancia (Xc), la cual está determinada especialmente por la habilidad de los 
sistemas no conductores de almacenar cargas eléctricas fenómeno que sucede como ya se 
dijo en la membrana celular es inversamente proporcional a la frecuencia y a la 
capacitancia (148), Ec. 2.2.4 
𝑅 (𝑜ℎ𝑚) = 𝜌(Ω. 𝑚)
𝐿(𝑚)
𝐴(𝑚2)




     Ec.2.2.4 
Por último la Capacitancia es posible establecerla a partir de una diferencia de voltaje 
entre dos puntos generada en un tiempo determinado (dV/dt) divida por la intensidad de 




/𝐼(𝑡)     Ec. 2.2.5 
En el caso de la bioimpedancia como método para evaluar la composición corporal, el 
cuerpo humano está constituido por múltiples tejidos con propiedades biológicas 
diferentes los cuales poseen impedancias que se relacionan estrechamente con la 
frecuencia, en general se asume que las bajas frecuencias tienen recorridos más 
extracelulares, mientras que las altas frecuencias tienen un recorrido intracelular (149). 
La Bioimpedancia por lo tanto se basa en el hecho de que la grasa por su escasa 
concentración de iones conductores tiene una alta impedancia, mientras que tejidos como 
el muscular que poseen gran cantidad de agua y electrolitos tiene baja impedancia. 
Aplicando una corriente de intensidad conocida, a una frecuencia de usualmente de 50kHz 
y obteniendo los datos de: Impedancia, la diferencia de voltaje por unidad de tiempo en 
dos puntos conocidos (dV/dt) y conociendo la longitud entre los electrodos, es posible 
calcular el volumen corporal. El volumen corporal a su vez, se utiliza para determinar la 
cantidad de grasa, la cual no conduce la corriente eléctrica y la masa libre de grasa que 
corresponde a aproximadamente un 73,2% en sujetos adecuadamente hidratados (148). 
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Para la evaluación de la bioimpedancia se utilizó un equipo: (Full Body Sensor, Body 
Composition Monitor and Scale Model HBF-510, Marca Omron) que utiliza el principio de 
bioimpedancia tetrapolar, utilizando una intensidad de corriente de 500µA a una 
frecuencia única de 50kHz. Este se utilizó para la evaluación del tejido adiposo, la masa 
muscular y la grasa visceral. Con el objetivo de estandarizar el protocolo la evaluación 
antropométrica se realizó en horas de la mañana con el sujeto en ayunas y luego de la 
micción. 
Actividad del sistema nervioso autónomo (SNA): Para la evaluación de la actividad del 
(SNA) se utilizó la variabilidad de la frecuencia cardiaca (VFC), para ello se evaluó la 
frecuencia cardiaca en reposo a través de un registro latido a latido (RR), este registro fue 
adquirido en el laboratorio de fisiología del Campus Biomédico de la Universidad de La 
Sabana a una temperatura promedio de 20°C sin la influencia de corrientes de aíre, ruido 
o luces que alteraran la respuesta del SNA. Se usó un monitor de frecuencia cardiaca Polar 
RS800CX durante 10 minutos, 5 minutos en posición supina (clinostatismo) y 5 minutos en 
posición bípeda (ortostatismo), tiempo que ha demostrado ser suficiente para el análisis 
de la señal (115). 
ANÁLISIS DE LAS VARIABLES 
Luego de haber sido recolectadas las variables, cada una de estas fue analizada según 
protocolos estandarizados previamente determinados: 
Análisis de la composición corporal: Después de obtenidos los datos de composición 
corporal estos fueron registrados en una base de datos de Excel, donde se introdujeron las 
ecuaciones para la evaluación. Para calcular el porcentaje de grasa fue utilizada la 
ecuación de Yuhasz en población de 17 a 25 años, para hombres Ec. 2.2.6 y para mujeres 
la Ec. 2.2.7 (150).  
% 𝐺𝑟𝑎𝑠𝑎 = 3,64 +  ∑ 6 𝑝𝑙𝑖𝑒𝑔𝑢𝑒𝑠 ∗ 0,097    Ec. 2.2.6 
% 𝐺𝑟𝑎𝑠𝑎 = −4,47 +  ∑ 6 𝑝𝑙𝑖𝑒𝑔𝑢𝑒𝑠 ∗ 0,217    Ec. 2.2.7 
El porcentaje de masa muscular se calculó con la Ecuación de Doupe (151), Ec. 2.2.8 
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𝑀𝑀 = (𝑇𝑎𝑙𝑙𝑎 (𝑐𝑚) ∗ ((0,031 ∗ 𝑃𝑀𝑐2) + (0,064 ∗ 𝑃𝑃𝑐2) + (0,089 ∗ 𝑃𝐵𝑐2))) − 3,006
 Ec. 2.2.8 
Dónde: 
MM = Masa muscular en gramos  
PMc = Perímetro de muslo máximo corregido por pliegue del muslo. 
PPc = Perímetro de pantorrilla máximo corregido por pliegue de la pierna. 
PBc = perímetro del brazo relajado corregido por pliegue de tríceps. 
La aplicación de esta ecuación requiere perímetros corregidos esto significa, determinar el 
perímetro que tendría la extremidad si quitáramos el tejido celular subcutáneo, Ec. 2.2.9.  
𝑃𝑒𝑟í𝑚𝑒𝑡𝑟𝑜 𝑐𝑜𝑟𝑟𝑒𝑔𝑖𝑑𝑜 = 𝑝𝑒𝑟í𝑚𝑒𝑡𝑟𝑜 𝑑𝑒𝑙 𝑚𝑖𝑒𝑚𝑏𝑟𝑜 − (𝑝𝑙𝑖𝑒𝑔𝑢𝑒 𝑒𝑛 𝑐𝑚 𝑥 𝜋)  Ec. 2.2.9 
El porcentaje de peso óseo se calculó con la Ecuación de Von Döbeln modificada por 
Rocha (152), el cual determina la cantidad de masa ósea expresado en Kilogramos, Ec. 
2.2.10 
𝑇𝑂 = 3,02 ∗ (𝑇𝑎𝑙𝑙𝑎 𝑚2) ∗ (𝐷𝐸𝑠 ∗ 𝐷𝐶𝑜 ∗ 0,04)0,712  Ec. 2.2.10 
Dónde: 
TO = Tejido óseo (Kg) 
DEs = Diámetro biestiloideo 
DCo = Diámetro bicondileo 
 
El somatotipo se determinó mediante el método Heath-Carter (153), conocido como el 
procedimiento de Carter. Para este, se determinan por separado los componentes 
endomórfico, mesomórfico y ectomórfico. 
Para la determinación del componente endomórfico se utiliza la Ec. 2.2.11  
𝐸𝑛𝑑𝑜 = −0,718 + (0,1451 ∗ ∑ 𝑃𝐴) −  (0,1451 ∗ ∑ 𝑃𝐴2) + (0,1451 ∗ ∑ 𝑃𝐴3) 
Ec. 2.2.11 
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Dónde: PA: es la sumatoria de los valores de los panículos adiposo del: Tríceps, 
subescapular y suprailiaco multiplicado a su vez por el resultado de dividir la altura del 
Phantom (170,18) / estatura del sujeto (154). Ec. 2.2.12  






La determinación del componente mesomórfico utiliza la Ec. 2.2.13 
𝑀𝑒𝑠𝑜 = (0.858 ∗ 𝐷𝐸𝑠) + (0,601 ∗ 𝐷𝐶𝑜) + (0,188 ∗ 𝑃𝐵𝑐) + (0,161 ∗ 𝑃𝑃𝑐)
− (𝑇𝑎𝑙𝑙𝑎 ∗ 0,131) + 4,5 
Ec. 2.2.13 
Dónde: 
Meso = Componente mesomórfico 
DEs: Diámetro estiloideo (muñeca) 
DCo: Diámetro Condíleo (femoral) 
PBc = perímetro del brazo relajado corregido por pliegue de tríceps  
PPc = Perímetro de pantorrilla máximo corregido por pliegue de la pierna. 
 
Por último para el análisis del componente ectomórfico se requiere establecer 




3     Ec. 2.2.14 
A partir de los datos del IP se utiliza la ecuación adecuada, para esto se utiliza la Ec. 2.2.15  
𝑆𝑖 𝐼𝑃 {
> 40,75, 𝐸𝑛𝑑𝑜 = (𝐼𝑃 ∗ 0,732) − 28,58
> 38,28, < 40,75, 𝐸𝑛𝑑𝑜 = (𝐼𝑃 ∗ 0,463) − 17,63
< 38,28, 𝐸𝑛𝑑𝑜 = 0,1
  Ec. 2.2.15 
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Análisis de la variabilidad de la frecuencia cardiaca: El análisis de la variabilidad de la 
frecuencia cardiaca se realizó mediante el software Kubios VFC, University of Kuopio (94), 
tanto en posición de cúbito supino (clinostatismo), como en posición de pie 
(ortostatismo), cada uno con un tiempo de 5 minutos. La fase de pre procesamiento de la 
señal de FC, consistió en el retiro de artefactos (variaciones del intervalo RR superiores a 
2,5 desviaciones estándar respecto al promedio), y de ser necesario el filtrado de la señal 
utilizando un filtro pasa alta tipo Smoothness priors con un valor de Lambda de 300 y una 
frecuencia de corte de 0,035Hz (155). A partir del tacograma obtenido libre de ruido, la 
serie temporal de VFC fue analizada en el dominio del tiempo: Promedio de la Frecuencia 
cardiaca (FC), Raíz Cuadrada del promedio de diferencias entre intervalos RR sucesivos 
(RMSSD), número de RR sucesivos que difieren en más de 50 ms divido por el total de 
intervalos RR- (pNN50). (108) 
Para el análisis en el dominio de la frecuencia se utilizó la trasformada rápida de Fourier 
(FFT) en series temporales de 5 minutos. Para obtener una Serie Temporal con muestras 
equidistantes se utilizó interpolación piecewise cubic spline interpolation a una taza de 4 
Hz, a continuación, se aplicó una FFT para obtener poder de la densidad espectral (PSD) y 
los parámetros de potencia (en valores totales y porcentual del total) en la muy baja 
frecuencia (VLF = 0 - 0,04 Hz), baja frecuencia (LF = 0,04 – 0,15 Hz) y alta frecuencia (HF = 
0,15 – 0,4 Hz).  
Para el análisis no lineal se usó el diagrama de Poincare para establecer los parámetros 
SD1 y SD2, a partir de estos se estableció el índice simpático cardiaco (ISC) dado como la 
relación SD2/SD1 y el índice vagal cardiaco (IVC) entendido como el Log10(SD1*SD2) (124). 






TABLA DE OPERACIONALIZACIÓN DE VARIABLES 
Tabla 2.2.1. Operacionalización de Variables recolectadas para el estudio 
Nombre de la 
variable 
Definición conceptual 




Escala de medición 
VARIABLES INDEPENDIENTES 
Edad 
Tiempo de vida del 
sujeto en años al 
momento de la toma de 
los datos. 
Edad: Número de 
años. 
Cuantitativa discreta 
dada en años. 
Sexo 
Condición orgánica que 
diferencia los hombres 
de las mujeres  
Hombre o Mujer Nominal dicotómica 
VARIABLES ANTROPOMÉTRICAS DEPENDIENTES 
Talla 
Distancia vertical desde 
la planta de los pies 
apoyados en el suelo 




continua dada en 
centímetros. 
Peso 
La masa corporal 
expresada en kilogramos. 
Peso en kilogramos 
(Kg). 
Cuantitativa discreta 
dada en kilogramos 
Pliegue tricipital 
Grosor del pliegue 
vertical posterior del 
brazo a nivel medio de la 









Grosor del pliegue 
inferior al ángulo 
escapular inferior, en 





continua dada en 
milímetros. 
Pliegue Grosor del pliegue por Grosor en Cuantitativa 
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suprailiaco encima de la cresta iliaca 
sobre la línea ilioaxilar 
media. 




Grosor del pliegue en 
sentido vertical a 2 
centímetros abajo y 




continua dada en 
milímetros. 
Pliegue muslo 
Grosor del pliegue en 
sentido longitudinal 
anterior del muslo, en el 
punto medio entre el 
pliegue inguinal y el 





continua dada en 
milímetros. 
Pliegue pierna 
Grosor del pliegue 
vertical medial de la 











con flexión de 90º del 










entre la cresta iliaca y 




continua dada en 
centímetros. 
Perímetro muslo 
Circunferencia en el 
plano horizontal en el 
punto medio entre el 



















Distancia entre los 
epicóndilos medial y 









Distancia entre los 
procesos estiloideos 









Distancia entre los 









Distancia entre los 









Cantidad de grasa 
corporal expresada como 




continua dada en 
porcentaje 
Grasa Visceral 
Cantidad de grasa que se 







Cantidad de músculo que 
contiene el cuerpo 
expresada como 




continua dada en 
porcentaje 
Somatoscopia 
Relación de Músculo 
(mesomorfismo), grasa 







VARIABLES FISIOLÓGICAS DEPENDIENTES  
(VARIABILIDAD DE LA FRECUENCIA CARDIACA) 
RR  
Tiempo expresado 
en milisegundos que 
milisegundos 
Cuantitativa 
continua dada en 
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Frecuencia cardiaca  
Inverso del RR, 
corresponde al 
número de veces 
que late el corazón 
en un minuto 
Latidos por minuto 
Cuantitativa 
continua dada en 
latidos por minuto 
Análisis de la VFC en 
dominio del tiempo 
Conjunto de 
variables que surgen 
del análisis 
estadístico de los 
datos 
RMSSD = ms 
NN50 = conteo 
pNN50 = % 
Cuantitativa 
continua 
Análisis de la VFC en 
dominio de la 
Frecuencia 
Conjunto de 
variables que surgen 
de transformar la 
señal al espectro de 
frecuencias 
HF = % o ms2 
LF = % o ms2 
HFun = % 
LF/HF = un 
Cuantitativa 
continua 
Análisis de la VFC 
por métodos no 
lineales 
Conjunto de 
variables que surgen 
de analizar la VFC 
por otros métodos 
SD1 = ms 
SD2 = ms 
ISC = un 





del cuerpo en 







La distribución normal de la muestra, para cada una de las variables de análisis, se 
confirmó a través de la prueba de normalidad Kolmogorov-Smirnov. Los datos 
recolectados se almacenaron en una base de datos en el programa Excel 2016 (Microsoft 
Corporation), la cual se analizó mediante el programa estadístico IBM SPSS Statistics 
versión 23 (SPSS Inc.), licenciado por la Universidad de La Sabana. Para describir las 
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variables se emplearon medidas de tendencia central (promedios) y de dispersión 
(desviación estándar, DE). Se efectuó una prueba t de student de muestras 
independientes para contrastar los resultados entre hombres y mujeres, y una prueba t de 
student de muestras pareadas para analizar la respuesta del clinostatismo, y paso al 
ortostatismo. El nivel de significancia se estableció en p < 0,05.  
Para las correlaciones se empleó Pearson y la asociación se estableció de acuerdo al valor 
de r (no existe correlación r = 0,0; débil r = < 0,1; media r = 0,11 - 0,5; considerable r = 0,51 
- 0,75; muy fuerte r = 0,76 - 0,9; y perfecto r = 1) (95). 
El análisis estadístico del somatotipo se calculó por el método de Heath & Carter (156), 
donde se evaluaron los siguientes elementos:  











]   Ec. 2.2.16 
 
La distancia de dispersión del somatotipo (SDD), la cual permite determinar a distancia 
entre dos somatotipo; el SDD es estadísticamente significativo cuando su valor es mayor a 
dos unidades y se utilizó para determinar las diferencias entre hombres y mujeres. Para su 
cálculo se utilizó la Ec. 2.2.17 
𝑆𝐷𝐷 =  √(3(𝑋1 − 𝑋2)2) + (𝑌1 − 𝑌2)2  Ec. 2.2.17 
Dónde: X1, Y1, X2 y Y2 son las coordenadas de los dos somatotipos y el valor 3 es una 
constante que convierte las unidades del eje X en unidades del eje Y. 
2. El índice de dispersión del somatotipo (SDI), se utiliza para comprobar la 
homogeneidad de cada grupo, se utilizó para determinar el grado de dispersión de 
los datos en hombres y en mujeres; el SDI es estadísticamente significativo cuando 






    Ec. 2.2.18 
Dónde: SDD1 es el valor de la distancia de dispersión en relación a un punto medio y n es 
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el número de sujetos del grupo. 
CONSIDERACIONES ÉTICAS 
Desde el punto de vista ético los métodos empleados no tienen implicaciones para la 
salud, por lo que se clasifica como una investigación con riesgo mínimo, según la 
Resolución 8430 de 1993 del Ministerio de Salud de la República de Colombia, todo lo 
consignado fue estrictamente privado y confidencial. 
Al final del estudio a cada participante se le entregó un reporte detallado con los datos 
tomados (Anexo 2) y los resultados del análisis de composición corporal (Anexo 3), dichos 
resultados fueron discutidos de manera individual con los participantes donde además se 
dieron recomendaciones de mejoramiento.  
RESULTADOS 
COMPOSICIÓN CORPORAL: 
En los hombres analizados se encontró un promedio de tejido adiposo de: 13,57±3,81% 
evaluado por antropometría (Ant) y 18,95±5,99% al evaluarse por bioimpedancia (Bio), en 
el caso de las mujeres los valores fueron superiores encontrándose: Ant: 29,21±9,00% y 
Bio: 33,48±7,21%. La masa muscular en hombres fue: (Ant 51,45±6,34% y Bio 
40,56±3,48%) y en mujeres (Ant 39,88±7,01% y Bio 25,85±3,14%). Figura 2.2.1.  
El somatotipo promedio (Endo-Meso-Ecto) fueron en hombres: (4,7±1,6; 4,0±1,5; 2,9±1,5) 
con una SDI de 5,33 y en mujeres (6,6±1,5; 3,8±1,5; 2,1±1,3) con una SDI de 4,66, la 
somatocarta se encuentra en la Figura 2.2.2A, el gráfico de dispersiones y la distancia de la 
dispersión (SDD) están en la Figura 2.2.2B. Los datos completos de composición corporal 
para hombres y mujeres se encuentran en la Tabla 2.2.2. 
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Figura 2.2.1. Diagrama de Cajas y bigotes del porcentaje de grasa y masa muscular en 
hombres y mujeres evaluado a través de antropometría y bioimpedancia. 
SISTEMA NERVIOSO AUTÓNOMO: 
El sistema nervioso autónomo se evaluó a través del comportamiento de:  
La frecuencia cardiaca en reposo, la cual fue mayor en mujeres (M = 75,6±11,1), que en 
hombres (H = 68,1±13,8), siendo la única diferencia estadísticamente significativa entre 
géneros. 
En el dominio del tiempo se analizó la RMSSD (H = 80,9±45,8 y M = 64,9±36,7, p = 0,13), la 
NN50 (H = 118,0±58,7 y M = 103,8±68,4, p = 0,38) y el pNN50 (H = 42,4±22,9 y M = 
34,0±22,6, p = 0,15), sin diferencias estadísticamente significativas entre género. 
En el dominio de la frecuencia %HF (H = 0,4±0,2 y M = 0,4±0,2, p = 0,76) y LF/HF (H = 
1,0±0,7 y M = 1,0±0,8 p = 0,96). Y en el análisis no lineal SD1 (H = 22,0±12,7 y M = 
20,9±17,2, p = 0,13) y SD2 (H = 87,5±39,5 y M = 77,9±34,8, p = 0,38). Los resultados 
completos del análisis de la variabilidad se encuentran en la Tabla 2.2.3. 
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 Figura 2.2.2A. Somatocarta para todos los participantes, 2.1.2B. Gráfico de dispersión de 
los resultados en hombres y mujeres y distancia de dispersión de los datos entre géneros. 
Tabla 2.2.2. Resultados de las variables antropométricas 
Variable 
Hombres n = 31 Mujeres n = 32 
p valor IC (95%) 
Rango Media±DE Rango Media±DE 
Peso (Kg) 56,0 -85,0 68,8±7,4 41,3 - 80,3 58,3±7,4 0,00£ 6,8 - 14,2 
Talla (cm) 165 -197 175,5±6,6 150 - 170 161,6±4,7 0,00£ 11,0 - 16,8 
Perímetro 
Abdominal (cm) 
68,0 -97,0 83,5±7,1 65,0 - 92,0 79,0±6,4 0,01£ 1,1 - 7,9 
% Grasa  
Antropometría 
7,4 - 24,2 13,6±3,8 12,5 - 47,8 29,2±9,0 0,00£ -19,1 - (-12,1) 
% Músculo  
Antropometría 
40,4 - 65,6 51,4±6,3 29,1 - 54,2 39,9±7,0 0,00£ 8,2 - 14,9 
% Hueso  
Antropometría 
11,5 - 19,7 15,5±2,0 11,6 - 18,4 14,7±1,6 NS -0,1 - 1,7 
% Grasa  
Bioimpedancia 
7,2 - 28,6 18,9±6,0 17,3 - 48,8 33,5±7,2 0,00£ -17,9 - (-11,2) 
Visceral  
Bioimpedancia 
1,0 - 10,0 4,5±2,6 1,0 - 7,0 3,6±1,2 NS -0,1 - 2,0 
% Músculo  
Bioimpedancia 
35,2 - 47,6 40,6±3,5 15,7 - 29,6 25,9±3,1 0,00£ 13,0 - 16,4 
Endomorfismo 1,7 - 8,2 4,7±1,6 3,5 - 9,6 6,6±1,5 0,00£ -2,7 - (-1,1) 
Mesomorfismo 1,3 - 7,0 4,0±1,5 0,4 - 7,1 3,8±1,5 NS -0,5 - 1,0 
Ectomorfismo 0,6 -5,4 2,9±1,5 -0,6 -  5,3 2,1±1,3 0,04¥ 0,0 - 1,5 




Durante el cambio de posición de clinostatismo a ortostatismo hubo un aumento 
significativo en hombres y en mujeres de las variables asociadas a respuesta simpática (FC, 
LF/HF e ISC) y una disminución de las variables asociadas a la respuesta parasimpática 
(RMSSD, NN50, pNN50, HF, SD1 e IVC), sin cambios significativos en SD2. Tabla 2.2.4. y 
Figura 2.2.3A. para hombres, y 2.2.3B. para mujeres. 
Tabla 2.2.3. Resultados de las variables utilizadas para analizar la actividad del sistema nervioso 
autónomo, resultados en decúbito supino. 
Variable 
Hombres n = 31 Mujeres n = 32 
p valor IC (95%) 
Rango Media±DE Rango Media±DE 




80,9±45,8 11,7 - 140,6 64,9±36,7 0,13 -5,0 - 37,0 
NN50 0,0 – 218 118,0±58,7 0,0 - 215 103,8±68,4 0,38 -17,9 - 46,3 
pNN50 0,0 - 79,2 42,4±22,9 0,0 - 71,2 34,0±22,6 0,15 -3,2 - 19,8 
LF/HF 0,2 – 3,0 1,0±0,7 0,2 - 3,6 1,0±0,8 0,96 -0,4 - 0,4 
%HF 0,1 - 0,8 0,4±0,2 0,0 - 0,7 0,4±0,2 0,76 -0,1 - 0,1 











89,1±32,6 0,42 -8,9 - 25,1 
ISC 1,0 – 3,7 2,0±0,7 1,0 – 6,0 2,3±1,0 0,10 0,0 - 0,2 
IVC 2,4 - 4,3 3,6±0,4 2,6 - 4,2 3,5±0,4 0,26 -0,1 - 0,3 
FC = Frecuencia Cardiaca, RMSSD = Promedio de la raíz cuadrada de las diferencias sucesivas, NN50 
= Número de complejos normales con diferencia de más de 50 mseg. pNN50 = porcentaje de 
latidos con diferencia de más de 50 mseg, LF = Baja frecuencia, HF = Alta frecuencia, un = unidades 
normalizadas, SD = Desviación estándar en el diagrama de Poincare, ISC = Índice simpático 
Cardiaco, IVC = Índice Vagal cardiaco, DS = Desviación Estándar, NS = No significativo, £ = p < 0,01, ¥ 







Tabla 2.2.4. Comparación de los resultados de variabilidad de la frecuencia cardiaca entre posición 
supino (clinostatismo) y posición de pie (ortostatismo). 
 HOMBRES MUJERES 
 
Clinost Ortost Dif (%) Clinost Ortost Dif (%) 
FC 68,1±13,8 85,5±15,5 17,4(+26,8) 75,6±11,1 91,6±14,0 16,0 (+21,1) 
RMSSD 80,9±45,8 30,9±17,9 -50,0(-54,1) 64,9±36,7 24,2±29,5 -35,4(-50,4) 
NN50 118,0±58,7 34,1±33,7 -84,0(-68,6) 103,8±68,4 39,6±30,9 -72,9(-69,4) 
pNN50 42,4±22,9 11,1±12,6 -31,3(-74,3) 34,1±22,6 14,8±9,7 -24,3(-74,2) 
LF/HF 1,0±0,7 6,3±4,1 5,3(+1066,5) 1,0±0,8 4,8±5,1 4,1(+759,8) 
%HF 0,4±0,2 0,1±0,1 -0,3(-63,5) 0,4±0,2 0,1±0,1 -0,2(-58,5) 
HFun 0,6±0,2 0,2±0,1 -0,4(-64,8) 0,6±0,2 0,2±0,2 -0,3(-54,5) 
SD1 57,3±32,5 22,0±12,7 -35,3(-61,6) 45,9±26,0 20,9±17,2 -25,0(-54,4) 
SD2 95,9±34,8 87,5±39,5 -8,3(-8,8) 89,1±32,6 77,9±34,8 -11,2(-12,6) 
ISC 2,0±0,7 4,5±1,8 2,55(130,2) 2,3±1,0 4,4±1,2 2,1 (90,4) 
IVC 3,6±0,4 3,2±0,4 -0,5(-12,6) 3,5±0,4 3,1±0,4 -0,4(-12,0) 
Clinost = Clinostatismo, Ortost = Ortostatismo, FC = Frecuencia Cardiaca, RMSSD = Promedio de la 
raíz cuadrada de las diferencias sucesivas, NN50 = Número de complejos normales con diferencia de 
más de 50 mseg. pNN50 = porcentaje de latidos con diferencia de más de 50 mseg, LF = Baja 
frecuencia, HF = Alta frecuencia, un = unidades normalizadas, SD = Desviación estándar en el 
diagrama de Poincare, ISC = Índice simpático Cardiaco, IVC = Índice Vagal cardiaco., Dif = Diferencia 
 
Figura 2.2.3. Representación gráfica de los cambios en la variabilidad de la frecuencia 
cardiaca al cambiar de clinostatismo a ortostatismo, A. Respuesta en los hombres y B. 
Respuesta en las Mujeres. * p < 0,01, Unidades normalizadas a la respuesta en posición 
supino, NS = No significativo. 
A B 
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RELACIONES ENTRE LAS VARIABLES: 
Se analizó la relación existente entre los valores de tejido adiposo (encontrados por 
antropometría y bioimpedancia), el tejido adiposo visceral y el componente endomórfico 
del somatotipo.  Se encontró una relación r = 0,95 en hombres y r = 0,96 en mujeres entre 
el componente endomórfico y el porcentaje de grasa evaluado por antropometría. Entre 
grasa por antropometría y por Bioimpedancia la relación fue menor pero significativa, r = 
0,77 en hombres y 0,74 en mujeres. La grasa visceral se correlacionó mejor con la grasa 
por bioimpedancia (r = 0,82 en hombres y r = 0,86 en mujeres) que por antropometría (r = 
0,67 en hombres y r = 0,63 en mujeres.  
El gráfico de dispersión y las relaciones para hombres y mujeres se encuentran en la Figura 
2.2.4., los datos marcados en color negro corresponden a los hombres y los de color rojo a 
las mujeres. 
 
Figura 2.2.4. Dispersión y relaciones entre las variables analizadas de la composición 
corporal, los datos en negro corresponden a los hombres y los datos en rojo a las mujeres. 
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El estudio de las relaciones asociadas a la VFC mostró que: La RMSSD, el porcentaje de HF, 
la SD1 y el Índice Vagal cardiaco (IVC), las cuales son variables asociadas al estudio de la 
actividad parasimpática, presentaron relaciones significativas entre sí, siendo la relación 
entre RMSSD y SD1 = 1,0 tanto en hombres como en mujeres. La relación entre el %HF y el 
RMSSD fue r = 0,69 en hombres y r = 0,52 en mujeres, con la SD1 r = 0,69 en hombres y r = 
0,52 en mujeres y con el IVC r = 0,58 en hombres y r = 0,46 en mujeres. Figura 2.2.5. 
 
Figura 2.2.5. Dispersión y relaciones entre las variables analizadas en la VFC que se han 
identificado como respuestas del sistema nervioso simpático, los datos en negro 
corresponden a los hombres y los datos en rojo a las mujeres. 
 
Al analizar la relación de la CC con la VFC se encontró que en hombres hay una relación 
directamente proporcional entre la masa muscular evaluada por antropometría con las 
variables que representan la actividad parasimpática: RMSSD (0,40; p < 0,05), SD1 (0,40; p 
< 0,05), e IVC (0,46; p < 0,05), mientras que las variables: grasa por bioimpedancia y grasa 
visceral se asocian más a variables simpáticas como el aumento de la relación LF/HF (0,36; 
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p < 0,05 y 0,46; p < 0,05 respectivamente), los componentes del somatotipo no tuvieron 
diferencias estadísticamente significativas. El ISC es proporcional a la grasa (0,36; p < 0,05) 
e inversamente proporcional a la masa muscular (-0,41: p < 0,05), Tabla 2.2.5. 
En las mujeres las relaciones no fueron estadísticamente significativas excepto con la 
relación directa entre la frecuencia cardiaca y el porcentaje de grasa por antropometría 
(0,35; p < 0,05), e inversamente proporcional entre la frecuencia cardiaca y la masa 
muscular por antropometría (0,42; p < 0,05). Tabla 2.2.6. 
El cambio de posición de clinostatismo a ortostatismo en hombres demostró que más 
masa muscular se relaciona con una mayor amplitud de la respuesta del sistema nervioso 
tanto simpático como parasimpático, dado por relaciones positivas entre las variables y 
que más tejido adiposo se relaciona con una menor respuesta del sistema nervioso 
autónomo (SNS y SNP) dado por relaciones negativas; estas relaciones fueron más 
evidentes en hombres Tabla 2.2.7. y Tabla 2.2.8. 
Tabla 2.2.5. Correlación entre las variables de composición corporal y actividad autonómica en 
hombres 
  FC RMSSD pNN50 LF/HF HFun SD1 ISC IVC 
% Grasa (A) 
r -0,06 -0,25 -0,25 0,27 -0,33 -0,25 0,36 -0,19 
p 0,75 0,17 0,17 0,15 0,07 0,17 0,04* 0,31 
% Músculo 
(A) 
r -0,43 0,40 0,45 -0,18 0,25 0,40 -0,41 0,46 
p 0,02* 0,02* 0,01* 0,34 0,17 0,02* 0,02* 0,01* 
% Grasa (B) 
r -0,27 -0,08 -0,08 0,36 -0,36 -0,08 0,08 -0,01 
p 0,14 0,68 0,68 0,05* 0,04* 0,68 0,45 0,97 
Grasa 
Visceral (B) 
r -0,35 -0,08 -0,08 0,46 -0,46 -0,08 0,05 0,04 
p 0,05* 0,66 0,68 0,01* 0,01* 0,66 0,54 0,82 
% Músculo 
(B) 
r 0,16 0,13 0,16 -0,36 0,36 0,13 0,18 0,16 
p 0,40 0,49 0,39 0,05* 0,04* 0,49 0,33 0,38 
Endomor 
r -0,13 -0,17 -0,18 -0,14 0,21 -0,20 0,22 -0,10 
p 0,48 0,37 0,34 0,56 0,26 0,29 0,15 0,60 
(A) = Antropometría, (B) = Bioimpedancia, Endomor = Endomorfismo, FC = Frecuencia Cardiaca, 
RMSSD = Promedio de la raíz cuadrada de las diferencias sucesivas, pNN50 = porcentaje de latidos 
con diferencia de más de 50 mseg, LF = Baja frecuencia, HF = Alta frecuencia, un = unidades 
normalizadas, SD = Desviación estándar en el diagrama de Poincare, ISC = Índice simpático 
Cardiaco, IVC = Índice Vagal cardiaco, * = diferencia estadísticamente significativa  
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Tabla 2.2.6. Correlación entre las variables de composición corporal y actividad autonómica en 
Mujeres  
 
FC RMSSD pNN50 LF/HF HFun SD1 ISC IVC 
% Grasa 
(A) 
r 0,35 -0,14 -0,03 -0,04 0,15 0,02 0,13 0,01 




r -0,42 0,21 0,16 -0,11 0,16 -0,14 -0,08 -0,12 
p 0,02* 0,24 0,39 0,54 0,38 0,44 0,93 0,51 
% Grasa 
(B) 
r 0,26 -0,18 -0,02 0,04 0,04 0,21 0,03 0,23 




r 0,13 -0,07 0,06 0,08 0,08 -0,18 0,05 -0,20 




r -0,25 0,04 -0,09 -0,09 -0,01 -0,07 -0,02 -0,06 
p 0,18 0,84 0,64 0,62 0,94 0,72 0,93 0,76 
Endomor 
r 0,28 -0,11 -0,02 -0,03 0,15 -0,11 0,05 -0,08 
p 0,11 0,56 0,94 0,88 0,43 0,55 0,78 0,65 
(A) = Antropometría, (B) = Bioimpedancia, Endomor = Endomorfismo, FC = Frecuencia Cardiaca, 
RMSSD = Promedio de la raíz cuadrada de las diferencias sucesivas, pNN50 = porcentaje de latidos 
con diferencia de más de 50 mseg, LF = Baja frecuencia, HF = Alta frecuencia, un = unidades 
normalizadas, SD = Desviación estándar en el diagrama de Poincare, ISC = Índice simpático 
Cardiaco, IVC = Índice Vagal cardiaco, * = diferencia estadísticamente significativa 
 
DISCUSIÓN 
Los resultados muestran una adecuada correlación entre bioimpedancia (Bio) y la 
antropometría (Ant) en la evaluación del tejido adiposo (r = 0,88 en conjunto para 
hombres y mujeres), con una media superior para la Bio. Estos resultados son acordes a 
los anteriormente publicados por Rutherford et al. en 2011, también en adultos jóvenes 
donde se encontró una r = 0,69 al comparar la Bio con Ant por 3 pliegues y r = 0,73 en 7 
pliegues (144). El porcentaje de grasa en hombres por antropometría es calificado por el 
American Collegue of Sports Medicine (ACSM) como debajo del promedio para la edad, lo 
cual es equivalente a percentil 65 calificándolo como bueno, mientras que en las mujeres, 
es calificado en el percentil 15 que es muy alto para la edad (157). 
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Tabla 2.2.7. Correlación entre las variables de composición corporal y la magnitud de cambio en la 
maniobra ortostática en Hombres 
 
FC RMSSD NN50 Pnn50 LF/HF HFun SD1 SD2 ISC IVC 
% Grasa 
(A) 
r 0,07 -0,29 -0,30 -0,28 -0,27 -0,35 -0,29 0,00 -0,27 -0,27 




r -0,32 0,26 0,22 0,24 -0,07 0,16 0,26 0,24 0,10 0,14 
p 0,08 0,16 0,25 0,20 0,71 0,35 0,16 0,17 0,48 0,55 
% Grasa 
(B) 
r 0,17 -0,17 -0,25 -0,18 -0,26 -0,38 -0,17 0,06 -0,34 -0,28 




r -0,09 -0,27 -0,41 -0,32 -0,43 -0,55 -0,27 -0,09 -0,35 0,45 




r -0,20 0,15 0,24 0,18 0,11 0,32 0,15 0,08 0,23 0,22 
p 0,29 0,41 0,20 0,33 0,57 0,08 0,41 0,69 0,21 0,26 
Endomor 
r 0,03 -0,26 -0,24 -0,20 -0,32 -0,34 -0,26 0,05 -0,34 -0,24 
p 0,88 0,16 0,21 0,27 0,08 0,06 0,17 0,75 0,03* 0.14 
(A) = Antropometría, (B) = Bioimpedancia, Endomor = Endomorfismo, FC = Frecuencia Cardiaca, 
RMSSD = Promedio de la raíz cuadrada de las diferencias sucesivas, NN50 = Número de complejos 
normales con diferencia de más de 50 mseg. pNN50 = porcentaje de latidos con diferencia de más 
de 50 mseg, LF = Baja frecuencia, HF = Alta frecuencia, un = unidades normalizadas, SD = 
Desviación estándar en el diagrama de Poincare, ISC = Índice simpático Cardiaco, IVC = Índice 
Vagal cardiaco, * = diferencia estadísticamente significativa. 
 
Al establecer la masa muscular por los diferentes métodos también se encontró una 
relación (analizados en conjunto hombres y mujeres) de r = 0,67, con un valor superior en 
la cuantificación por Ant tanto en hombres como en mujeres. Esto seguramente se 
relaciona con los diversos niveles de error en los procedimientos, a pesar de esto, la 
bioimpedancia sigue siendo un método fiable al establecer la composición corporal 
incluso en condiciones patológicas (158). El porcentaje de masa muscular en los hombres 





Tabla 2.2.8. Correlación entre las variables de composición corporal y la magnitud de cambio en la 
maniobra ortostática en Mujeres 
 
FC RMSSD NN50 Pnn50 LF/HF HFun SD1 SD2 ISC IVC 
% Grasa 
(A) 
r -0,19 -0,16 0,03 -0,05 -0,25 -0,11 -0,16 -0,09 -0,14 -0,13 




r 0,10 0,16 0,02 0,08 0,20 0,24 0,16 0,09 0,15 0,14 
p 0,62 0,38 0,98 0,66 0,27 0,20 0,38 0,66 0,41 0,41 
% Grasa 
(B) 
r -0,27 -0,34 -0,12 -0,17 -0,31 -0,17 -0,34 -0,29 -0,23 -0,38 




r -0,48 -0,28 -0,13 -0,16 -0,33 -0,22 -0,28 -0,21 -0,29 -0,37 




r 0,17 0,08 -0,06 -0,03 0,25 0,08 0,08 0,23 -0,12 0,22 
p 0,43 0,68 0,76 0,89 0,17 0,75 0,68 0,13 0,51 0,17 
Endomor 
r -0,30 -0,20 -0,02 -0,10 -0,27 -0,15 -0,20 -0,01 -0,16 -0,16 
p 0,07 0,27 0,90 0,57 0,14 0,46 0,26 0,20 0,80 0,18 
(A) = Antropometría, (B) = Bioimpedancia, Endomor = Endomorfismo, FC = Frecuencia Cardiaca, 
RMSSD = Promedio de la raíz cuadrada de las diferencias sucesivas, NN50 = Número de complejos 
normales con diferencia de más de 50 mseg. pNN50 = porcentaje de latidos con diferencia de más 
de 50 mseg, LF = Baja frecuencia, HF = Alta frecuencia, un = unidades normalizadas, SD = 
Desviación estándar en el diagrama de Poincare, ISC = Índice simpático Cardiaco, IVC = Índice 
Vagal cardiaco, * = diferencia estadísticamente significativa 
 
El gráfico de Bland Altman (159) que relaciona el comportamiento de los datos de 
porcentaje de grasa encontrados por bioimpedancia y por antropometría se encuentra en 
la Figura 2.2.6., y para la comparación de los resultados de porcentaje de masa muscular 
en la Figura 2.2.7.; allí se observa que los métodos utilizados para la evaluación de la 
composición corporal tienen un grado de acuerdo aceptable, sin embargo hay datos que 
se salen claramente del intervalo de confianza, los cuales representan esos individuos en 
donde los dos métodos difieren considerablemente.  
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Figura 2.2.6. Gráfico de Bland Altman, para la comparación de las diferencias entre los 
resultados encontrados por bioimpedancia y antropometría para la evaluación del 
porcentaje de grasa. 
 
Figura 2.2.7. Gráfico de Bland Altman, para la comparación de las diferencias entre los 
resultados encontrados por bioimpedancia y antropometría para la evaluación de la masa 
muscular 
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En el estudio de la VFC existen diversos abordajes, una vez más este estudio demostró que 
estos métodos se encuentran relacionados entre sí y que su utilización depende de las 
necesidades y del tiempo de análisis, esto significa que para estudios de corto tiempo se 
sugieren análisis de la frecuencia y no lineales, más que los análisis de estudio en el 
tiempo (108). 
Estudios previos han demostrado una relación entre el índice de masa corporal y la 
actividad autonómica, encontrando una relación inversamente proporcional con la señal 
HF (143), mientras que otros estudios evidencian la relación pero en la reducción del 
pNN50 y el RMSSD (160). Dado que el índice de masa corporal puede verse modificado 
por cambios de peso asociados al aumento de la masa muscular o aumentos del tejido 
adiposo este estudio no utilizó el IMC para el análisis, sino los cambios en la CC. 
De otra parte, en adultos de edad promedio 41±11 años se han reportado asociaciones 
inversamente proporcionales entre el perímetro abdominal y parámetros de actividad 
vagal como el RMSSD, resultados estos más significativos en hombres r = -0,32 que en 
mujeres r = -0,23 (161), analizando el perímetro abdominal en nuestros datos se encontró 
una relación entre perímetro abdominal y RMSDD r = -0,17 en hombres y r = -0,07 en 
mujeres, que no son significativos, esta disminución en la relación se asocia 
probablemente a la edad de los participantes quienes al ser más jóvenes tienen menor 
perímetro abdominal. 
Otro estudio, que no utilizó porcentaje grasa demostró que existe una relación inversa 
entre la sumatoria de los pliegues y la HFun (r = -0,46), esto en jóvenes de raza negra 
(162); en nuestro caso la sumatoria de pliegues tampoco fue significativa: r = -0,25 en 
hombres y r = 0,13 en mujeres, y por lo tanto no se tuvo en cuenta, ya que por sí solos no 
constituyen un adecuado marcador de composición corporal. 
Por último, un grupo de investigadores evaluó el porcentaje de tejido adiposo por 
bioimpedancia en una población con promedio de edad de 40 años y encontró una 
relación menor actividad de RMSSD r = -0,35, sin cambios significativos en parámetros 
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como la HF (142). En nuestro caso los datos que más relacionaron al tejido adiposo fueron 
el análisis en la frecuencia y el no lineal. 
Cuando se relacionó el porcentaje de masa muscular con la actividad autonómica se 
observó que ésta tiene una relación directamente proporcional con la respuesta 
parasimpática, al igual que el tejido adiposo es directamente proporcional a la actividad 
simpática, Éstas relaciones fueron significativas en hombres, pero no así en mujeres 
(Tablas 2.1.4 y 2.1.5). Muy poco se ha publicado sobre la relación entre masa muscular y 
actividad del sistema nervioso autónomo. Un grupo de investigadores coreanos encontró 
un aumento de la actividad parasimpática en individuos obesos y no obesos con altos 
porcentajes de masa muscular evaluados por bioimpedancia (163). No existen trabajos 
que hayan relacionado el somatotipo con la actividad del SNA, sin embargo, tampoco en 
este estudio se encontraron relaciones significativas. 
Uno de los hallazgos más representativos son las diferencias de género, ya que la 
influencia de la composición corporal es muy evidente en hombres, pero no así en 
mujeres. Un reciente metanálisis reunió el análisis de 172 estudios en donde se estudiaron 
diferencias de género, dentro de los resultados se encontró un mayor promedio de 
frecuencia cardiaca, y en la mayoría de los estudios un predominio de la actividad 
parasimpática (164). Comparado con nuestros resultados efectivamente se encontró un 
aumento en el promedio de la frecuencia cardiaca, sin otras diferencias. Probablemente el 
hecho de que no haya diferencia está asociado a la edad de las participantes, ya que los 
resultados demostraron mayor predominio de HF en la adultez premenopáusica, mientras 
que las mujeres posmenopáusicas presentaron una menor HF y mayor LF y relación LF/HF 
(165). 
Otro elemento a considerar entorno de las diferencias de género está asociado a la fase 
del ciclo menstrual, ya que la evidencia ha mostrado un incremento leve de la actividad 
LFun y de la relación LF/HF en la fase luteal, mientras que también es observable un 
aumento leve de la actividad de HFun en la fase folicular, sugiriendo una actividad 
simpática aumentada en la fase luteal (166). Estos hallazgos son explicados especialmente 
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por el efecto que tiene un mayor nivel de estrógenos a nivel del hipotálamo (167), de 
forma similar al efecto que en los hombres tiene un mayor nivel de andrógenos (168). 
La respuesta autonómica secundaria al cambio de posición es igual a la descrita en 
trabajos previos, donde se presenta un incremento de la actividad simpática dado por un 
aumento de la FC, LF, LF/HF e ISC y una reducción de la actividad parasimpática (menor 
RMSSD, HF, SD1 e IVC) (169). También han sido estudiado como en respuesta al ejercicio 
físico las personas entrenadas tienen una porcentaje de respuesta mayor, tanto en 
indicadores de actividad simpática, como parasimpática (170), algo interesante ya que 
este estudio generó los mismos resultados pero en respuesta a una mayor masa muscular. 
Los hallazgos encontrados entre CC – SNA pueden ser entendidos por dos fenómenos: El 
efecto del ejercicio físico, el cual a la vez que produce cambios en la CC, también tiene un 
impacto sobre el sistema nervioso autónomo, de esta forma, el entrenamiento se refleja 
en menores valores de frecuencia cardiaca y aumentos de RMSSD y HF (mayor actividad 
parasimpática) (171). Dentro de los mecanismos fisiológicos propuestos en la relación 
ejercicio físico – sistema nervioso autónomo está la menor concentración de: renina y 
Angiotensina II (172), catecolaminas y receptores adrenérgicos tipo Beta (173) y por otro 
lado, la mayor expresión de Óxido Nítrico (NO) (174) y de acetilcolina cardiaca (175). Estas 
adaptaciones en conjunto se asocian al aumento de la actividad vagal y la supresión 
simpática. 
Por otra parte, se propone que la producción de hormonas tanto del tejido adiposo como 
del músculo esquelético puede modular las respuestas autonómicas de manera directa. A 
nivel del tejido adiposo hormonas como la leptina tienen un efecto sobre la actividad 
simpática renal (176), además, la leptina tiene receptores sobre el hipotálamo (núcleo 
arcuato) donde su función primordial es regular el apetito, aunque podría relacionarse con 
áreas de control autónomo (177) y sobre el núcleo del tracto solitario donde puede 
estimular la actividad simpática (178). El Factor de Necrosis Tumoral alfa (TNFα) es 
producido por células del sistema inmune y en el tejido adiposo especialmente por la 
grasa visceral. El TNFα puede interactuar a nivel hipotalámico facilitando la liberación de 
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neurotransmisores excitatorios (74) o modulando las respuestas del cuerpo carotideo 
(179). De otra parte, los ácidos grasos no esterificados (AGNE) en plasma se aumentan en 
proporción al tejido adiposo y tienen la capacidad de atravesar la barrera hemato-
encefálica aumentando la presión arterial (180), a la vez que reduce la sensibilidad del 
reflejo barorreceptor (181), varias otras sustancias se han identificado pero sus relaciones 
son menos claras como el angiotensinógeno o la adiponectina (182). 
En cuanto a las miokinas (hormonas musculares), menos se conoce, es claro que el 
músculo actúa como agente antiinflamatorio inhibiendo la liberación de TNFα (183), en 
este proceso es probable que participe la IL-15, una miokina que se produce con el 
ejercicio y que genera un efecto antiinflamatorio al reducir la concentración de TNFα (184), 
favoreciendo de manera indirecta una reducción de la actividad simpática. Se supone que 
miokinas como el Factor de Crecimiento fibroblástico 21 (FGF21), pueden tener una 
eventual interacción con respuestas hipotalámicas (185) y el Factor de Crecimiento 
derivado del cerebro (BDNF) que tiene un potencial efecto en la expresión de acetilcolina 
en las neuronas postsinápticas del sistema nervioso parasimpático y aunque menos claro 
probablemente un efecto a nivel central (186). Un resumen de las interacciones 
propuestas entre composición corporal y la respuesta del sistema nervioso autónomo se 
encuentran en la Figura 2.2.8.  
CONCLUSIÓN Y APORTE A LA TESIS 
Los estudios de composición corporal han sido una herramienta útil en la evaluación de 
deportistas y de forma más reciente en la evaluación clínica de pacientes, esto es debido 
al papel que juega el tejido adiposo y la masa muscular en la regulación fisiológica a 
diversos niveles. Los resultados de este estudio demuestran que el tejido adiposo tiene 
relación con una mayor actividad del sistema nervioso simpático y una reducción de la 
actividad parasimpática, pero que la masa muscular puede ser un determinante aún más 
importante en el control autonómico favoreciendo la actividad parasimpática y 
reduciendo la simpática. Estos resultados sugieren que, por diversos mecanismos, 
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probablemente algunos de ellos de tipo hormonal, es posible modular las respuestas del 
sistema nervioso autónomo al hacer modificaciones de la composición corporal. 
Debido a que el tejido adiposo está relacionado con una mayor actividad inflamatoria y la 
masa muscular a un estado antiinflamatorio, estos resultados sugieren de manera 
preliminar que la composición corporal debe ser considerada al momento de desarrollar 
el modelo matemático que vincule inflamación y sistema nervioso autónomo. 
Figura 2.2.8. Esquema representativo del papel de las Adipokinas y las Miokinas en la 
regulación del sistema nervioso autónomo, TNFα = Factor de Necrosis Tumoral, AGNE = 
Ácidos grasos no esterificados, FGF21 = Factor de crecimiento fibroblástico 21, BDNF = 
Factor Neurotrófico derivado del cerebro, NTS = Núcleo del tracto solitario.  
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2.3. MARCADORES INFLAMATORIOS Y SU RELACIÓN CON LA VARIABILIDAD DE LA 
FRECUENCIA CARDIACA 
INTRODUCCIÓN 
La inflamación representa una respuesta protectora de los tejidos ante un daño, se basa 
en la activación del sistema inmune el cual genera respuestas en diversos tejidos, las 
respuesta inflamatorias pueden ser agudas o crónicas y se caracterizan por el incremento 
en el plasma de citoquinas producidas en su mayoría por el sistema inmune (39). Dentro 
de los marcadores inflamatorios más reconocidos se encuentran: el Factor de Necrosis 
Tumoral Alfa (TNFα), la Interleucina 6 (IL-6), la Proteína C Reactiva (PCR), moléculas de 
adhesión celular vascular tipo 1 (VCAM-1), moléculas de adhesión intersticial (ICAM-1), el 
inhibidor de la activación de plasminógeno (PAI-1), fibrinógeno, P-selectina entre otros 
(187). 
De forma reciente se ha planteado que los “clásicos” marcadores inflamatorios son 
inespecíficos, así pues la IL-6 considerada durante mucho tiempo una sustancia de 
características inflamatorias ahora parece tener propiedades antiinflamatorias gracias a 
que el músculo esquelético produce IL-6 en respuesta al ejercicio (188). Actualmente se 
viene planteado que el verdadero marcador inflamatorio es su receptor soluble (sIL6R), 
encontrándose que en algunas ocasiones, este se eleva más rápido y en mayor proporción 
que la misma IL-6; evidencia del papel del sIL6R se ha encontrado en pacientes con un 
mayor riesgo de infarto agudo de miocardio (189) y en pacientes infartados con un menor 
grado de reperfusión (190). Al aumentar los factores de riesgo para el desarrollo de 
síndrome metabólico (191), en pacientes con enfermedad pulmonar obstructiva crónica 
(192), en mujeres con alteraciones de la salud vascular (193), en procesos infecciosos 
virales como los producidos por Influenza (194) e incluso en pacientes con fractura de 
cadera que desarrollan Delirium (195). 
En el caso del TNFα, este se aumenta en múltiples procesos inflamatorios incluyendo la 
obesidad (196), la actividad del TNFα se da a través de receptores de membrana 
denominados TNFR, (tipo 1 y tipo 2), sin embargo, estos receptores se encuentran 
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también en su forma soluble y una vez más sus concentraciones plasmáticas elevadas se 
encuentran asociadas a enfermedades crónicas, especialmente aquellas que se 
encuentran en estadios avanzados como el Lupus eritematoso sistémico (197), falla renal 
crónica avanzada (198), Infarto agudo de miocardio con disfunción ventricular (199) y 
enfermedades inflamatorias intestinales tipo enfermedad de Crohn o Colitis ulcerativa 
(200) entre otras, siendo considerado para muchos autores un marcador de inflamación 
más sensible que el TNFα. 
Aunque el tejido adiposo es un importante productor de hormonas de carácter 
inflamatorio, también se encarga de producir una hormona importante en los procesos de 
regulación energética denominada adiponectina (201), sin embargo, paradójicamente las 
concentraciones de adiponectina se reducen en pacientes obesos y precisamente es esta 
reducción la que se asocia a un mayor estado inflamatorio (202). 
Aunque existe evidencia que relaciona el comportamiento de diversos marcadores 
inflamatorios con cambios en la variabilidad de la frecuencia cardiaca (VFC), estos se han 
originado en citoquinas como el TNFα y la IL-6 (203). Poco se ha descrito sobre el posible 
efecto de los receptores solubles en órganos blanco, ya que en teoría es posible producir 
un efecto de las citoquinas acopladas a sus receptores solubles en órganos fundamentales 
para la modificación de la respuesta autonómica como el hipotálamo, el núcleo del tracto 
solitario o el corazón mismo. 
Por último, una sesión de ejercicio físico puede tener un efecto inflamatorio o 
antiinflamatorio según las características del mismo (intensidad y tiempo especialmente) 
o dependiendo del estado de adaptación de los individuos (204), y por tal razón resulta 
interesante evaluar la respuesta inflamatoria de individuos con diversos grados de 
entrenamiento, tratando de comprender a la vez la relación de estos marcadores 
inflamatorios con la respuesta del sistema nervioso autónomo (SNA) luego de una sesión 




Establecer la relación entre el comportamiento de marcadores inflamatorios y cambios en 
la variabilidad de la frecuencia cardiaca en un grupo de individuos con diversos niveles de 
entrenamiento, tanto en reposo, como después de una sesión de ejercicio físico. 
MATERIALES Y MÉTODOS 
La metodología utilizada para este estudio incluyó. 
TIPO DE ESTUDIO Y DISEÑO DE LA INVESTIGACIÓN 
Estudio de tipo descriptivo, diseño no experimental de corte transversal, a partir de los 
datos de citoquinas inflamatorias y respuestas del sistema nervioso autónomo en 
personas en reposo, luego de una sesión de ejercicio y 24 horas después de la sesión de 
ejercicio. 
MUESTREO 
27 Sujetos (13 hombres de 19,3±1,6 años y 14 mujeres de 19,1±1,7 años), que cumplieron 
con los siguientes criterios de inclusión: Sujetos sin historia de enfermedad cardiovascular, 
sin condiciones patológicas osteoarticulares o patologías del sistema cardiorrespiratorio, 
sin consumo de medicamentos que afecten la respuesta del sistema nervioso autónomo, 
sin antecedente familiar de muerte súbita de familiares en primero o segundo grado de 
consanguinidad, no consumidores de alcohol o cigarrillo. Los criterios de exclusión: 
aquellos sujetos que aun cumpliendo los criterios de inclusión consumieron bebidas 
estimulantes tipo café o té y/o ejercicio físico 48 horas antes de la evaluación, la presencia 
de procesos inflamatorios, dolor o infección con manifestaciones clínicas 24 horas antes 
de la evaluación. La muestra incluyó sujetos físicamente activos (deportistas con actividad 
física reportada de al menos cuatro veces a la semana, con un periodo de tiempo no 
inferior a 30 minutos por sesión) y sedentarios (sujetos que hacen ejercicio físico durante 
un periodo de tiempo menor a 150 minutos a la semana) (205). 
Todos los sujetos llenaron un autoreporte de historia médica (Anexo 3), con preguntas 
que incluyen antecedentes deportivos y personales, con dicha historia médica se hizo una 
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consulta médica que incluyó toma de signos vitales, auscultación cardiaca y pulmonar, 
evaluación osteoarticular si se requería, y un electrocardiograma en reposo si se 
consideraba pertinente. 
 
ADQUISICIÓN Y ANÁLISIS DE LAS VARIABLES 
Bioimpedancia y peso: Se utilizó un equipo: (Full Body Sensor, Body Composition Monitor 
and Scale Model HBF-510, Marca Omron) que utiliza el principio de bioimpedancia 
tetrapolar, utilizando una intensidad de corriente de 500µA a una frecuencia de 50kHz, 
para la evaluación del tejido adiposo, la masa muscular y la grasa visceral. Todas las 
bioimpedancias se realizaron en horas de la mañana con el sujeto en ayunas y luego de 
haber asistido al baño, sin haber hecho ejercicio físico previo a la evaluación y con el 
mínimo de ropa posible. 
La talla se estableció a través de un tallímetro de pared 206 Seca, con un rango de 
medición de 1 a 2 metros. 
La presión arterial se tomó con un tensiómetro Durashock DS44-11CBT Welch Allyn, por 
parte de un médico. 
 
Actividad del sistema nervioso autónomo (SNA): Para la evaluación de la actividad del 
(SNA) se utilizó la variabilidad de la frecuencia cardiaca (VFC), para ello se evaluó la 
frecuencia cardiaca en reposo a través de un registro latido a latido (RR), este registro fue 
adquirido en el laboratorio de fisiología del Campus Biomédico de la Universidad de La 
Sabana a una temperatura promedio de 20°C sin la influencia de corrientes de aíre, ruido 
o luces que alteraran la respuesta del SNA. Se usó un monitor de frecuencia cardiaca Polar 
RS800CX durante 10 minutos, 5 minutos en posición supina (clinostatismo) y 5 minutos en 
posición bípeda (ortostatismo), esta evaluación se realizó en condiciones de reposo, 5 
minutos después de finalizada la prueba de ejercicio físico y 24 horas después de haber 
finalizado la prueba de ejercicio físico. 
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El análisis de la variabilidad de la frecuencia cardiaca se realizó mediante el software 
Kubios VFC, University of Kuopio (94), tanto en posición de cúbito supino (clinostatismo), 
como en posición de pie (ortostatismo), cada uno con un tiempo de 5 minutos. La fase de 
pre procesamiento de la señal de FC, consistió en el retiro de artefactos (variaciones del 
intervalo RR superiores a dos desviaciones estándar con respecto al promedio) y de ser 
necesario el filtrado de la señal utilizando un filtro pasa alta tipo Smoothness priors con un 
valor de Lambda de 300 y una frecuencia de corte de 0,035Hz (155). A partir del 
tacograma obtenido libre de ruido, la Serie Temporal de VFC fue analizada en el dominio 
del tiempo: Promedio de la Frecuencia cardiaca (FC), Raíz Cuadrada del promedio de 
diferencias entre intervalos RR sucesivos (RMSSD), número de RR sucesivos que difieren 
en más de 50 ms (NN50) y NN50 divido por el total de intervalos RR- (pNN50).  
Para el análisis en el dominio de la frecuencia se utilizó la trasformada rápida de Fourier 
(FFT). Para obtener una Serie Temporal con muestras equidistantes se utilizó interpolación 
piecewise cubic spline interpolation a una tasa de 4 Hz, a continuación, se aplicó una FFT 
para obtener la densidad espectral de potencia (DEP) y los parámetros de potencia (en 
valores totales y porcentual del total) en la muy baja frecuencia (VLF, 0 - 0,04 Hz), baja 
frecuencia (LF, 0,04 – 0,15 Hz) y alta frecuencia (HF, 0,15 – 0,4 Hz). Para el análisis no 
lineal se usó el diagrama de Poincare para establecer los parámetros SD1 y SD2 y a partir 
de estos se estableció el índice simpático cardiaco (ISC) dado como la relación SD2/SD1 y 
el índice vagal cardiaco (IVC) entendido como el Log10(SD1*SD2) (124). Los detalles 
matemáticos del análisis de las señales se encuentran en el capítulo 2.1.  
Actividad inflamatoria: Adiponectina, Interleucina 6 (IL-6), Factor de Necrosis tumoral alfa 
(TNFα), receptor soluble de Interleucina 6 (sIL6R), y los receptores solubles del factor de 
necrosis tumoral alfa tipo 1 (sTNFR1) y tipo 2 (sTNFR2), fueron evaluados a partir de 
muestras de plasma congelado. 
Para la adquisición del plasma muestras de sangre venosa fueron tomadas por 
venopunción antecubital previa asepsia y antisepsia. Se tomaron 4 ml de sangre en tubo 
tapa lila con Ácido Etilendiaminotetraacetico (EDTA) como anticoagulante, las muestras 
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fueron centrifugadas en un periodo de tiempo no inferior a 15 minutos a 5000 rpm 
durante 10 minutos. El plasma (aproximadamente 2 ml) fue tomado por pipeteo 
alicuotado para generar 7 muestras de 250 µL y colocado en tubos Eppendorf para ser 
congelado de manera inmediata a -80° Celsius para su posterior análisis. Se tomaron 
muestras de sangre después de la evaluación de la VFC en reposo, luego de evaluar la VFC 
posterior al ejercicio y luego de evaluar la VFC 24 horas después al ejercicio físico. 
La concentración de citoquinas se determinó con el método de ensayo de 
inmunoabsorción ligado a enzimas (ELISA), tipo sándwich para el cual se utiliza de forma 
general el siguiente procedimiento*: 
1. Se parte de un anticuerpo de captura que se encuentra fijo al fondo de los pozos 
en la placa, este es específico para la citoquina que se va a evaluar. 
2. Se agrega 100 µL de la muestra a ser evaluada y se incuba 
3. Lavado y aspirado según protocolo. 
4. Se agrega un anticuerpo específico de detección anti- la citoquina que va ser 
evaluada, este anticuerpo ha sido previamente conjugado con Biotina 
(Biotinylated). 
5. Lavado y aspirado según protocolo. 
6. Se agrega Estraptividina, una proteína derivada de Streptomyces avidinni que 
forma un enlace no covalente con la Biotina. 
7. Lavado y aspirado según protocolo. 
8. Se agrega 3,3´,5,5´-tetrametilbenzidina (TMB), una sustancia cromogénica con 
actividad peroxidasa que colorea la estraptividina. 
9. Se agrega ácido sulfúrico (2 Molar) para detener la reacción del TMB. 
10. Se lee la absorbancia por medio de un espectrofotómetro utilizando una longitud 
de onda de 450 nm. 
El equipo utilizado para la evaluación de los ELISA fue un ELx800™ (BioTek Instruments, 
Winooski, VT, EE.UU) de 6 a 96 pozos con filtros en un rango de longitud de onda de 400 a 
                                                          
*
 Algunos pasos del procedimiento pueden variar según la muestra, los protocolos exactos se encuentran en 
la página web del proveedor: http://www.abcam.com/ 
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750 nm, con resolución de 0,001 Densidades ópticas (DO), Exactitud de < 1% a 2 DO, 
linealidad < 1% a 2 DO y repetibilidad <0,5% a 2 DO. El software utilizado para la 
recolección y análisis de los datos fue Gen5 v.3.0 (BioTek Instruments, Winooski, VT, 
EE.UU). 
Los kits para la evaluación fueron provistos por la casa comercial (Abcam, Cambridge, UK), 
todas las muestras fueron analizadas durante el mismo experimento para evitar 
variaciones en el error intraensayo. Los datos de coeficientes de variación, recuperación 
en plasma, detección mínima y diluciones se encuentran en la Tabla 2.3.1, los datos de 
correlación y las ecuaciones utilizadas para cada una de las citoquinas evaluadas se 
encuentran en la Figura 2.3.1. 
 
Tabla 2.3.1.  Datos reportados por la casa comercial para sus kits de análisis de ELISA y 
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96,0* 
81,4 
(73 – 91) 
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(94 – 118) 
CV: Coeficiente de variación. * Sin rango reportado. 
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Evaluación del consumo máximo de oxígeno (VO2max) 
Para la evaluación del consumo máximo de oxígeno se utilizó el test de Astrand (206), y 
para la predicción del VO2max el nomograma ajustado a la edad (207). Los datos de 
validación del test demostraron en comparación con una espirometría una relación = 0,83 
con un error de estimación aproximado de 5,7 mL*Kg-1*min-1, sin diferencia 
estadísticamente significativa entre los resultados p = 0,85 (208).  
El procedimiento para la ejecución del test fue: 
1. Determinar el rango de frecuencia cardiaca 75% (70 – 80%) de la frecuencia 
cardiaca máxima (FCM) a partir de la fórmula de Tanaka (209), Ec. 2.3.1 
𝐹𝑟𝑒𝑐𝑢𝑒𝑛𝑐𝑖𝑎 𝐶𝑎𝑟𝑑𝑖𝑐𝑎 𝑚á𝑥𝑖𝑚𝑎 (𝐹𝐶𝑀) = 208 − (0,7 ∗ 𝑒𝑑𝑎𝑑)  Ec. 2.3.1 
2. Establecer la altura apropiada del sillín en el cicloergómetro, la rodilla debe tener 
una flexión de aproximadamente 15° (10° – 20°). 
Figura 2.3.1. Correlaciones y ecuaciones utilizadas para determinar las 
concentraciones de las citoquinas a evaluar. 
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3. Calentamiento pedaleando durante 5 minutos, a una potencia de 25 W en Mujeres 
y 50 W en hombres, descender y hacer un estiramiento ligero. 
4. Iniciar con una carga de 50 W en mujeres y 75 W en hombres, se evalúa el 
comportamiento de la frecuencia cardiaca luego del primer minuto y se aumenta la 
carga hasta alcanzar entre el minuto 5 a 6 el 75% (±5%) de la frecuencia cardiaca 
máxima.  
5. Mantener el pedaleo entre el 70 y 80% de la FCM durante 15 minutos más hasta 
completar 20 minutos de ejercicio. 
6. Al completar 20 minutos se disminuye la potencia a 25 W en mujeres y 50 W en 
hombres para mantener el pedaleo por 3 minutos más antes de descender de la 
bicicleta. 
Todo el tiempo a los sujetos se les monitorizó su frecuencia cardiaca, de considerarlo 
necesario por parte del personal médico se realizó seguimiento también con 
electrocardiografía toda la prueba, cada minuto se evaluó la saturación de oxígeno 
mediante pulsioximetría, cada minutó se le preguntó al sujeto su percepción de esfuerzo 
mediante una escala visual análoga modificada de Borg que evalúa entre 6 – 20 la 
intensidad del esfuerzo (210), se tomó cada 3 minutos la presión arterial, se evaluó la 
respuesta verbal a través de preguntas simples durante toda la prueba. 
Criterios para finalizar la prueba (211). 
1. Incapacidad para alcanzar la frecuencia cardiaca establecida antes del minuto 5. 
2. Valores de presión arterial diastólica 10mmHg o más por encima del valor en 
reposo. 
3. Cambios electrocardiográficos (Bloqueos de rama de novo, bloqueo 
auriculoventricular, extrasístoles ventriculares, inversión de ondas T, supra o 
infradesniveles del ST, taquicardia o fibrilación ventricular). 
4. Dolor torácico sin importar el origen. 
5. Incapacidad para mantener un pedaleo por encima de 60 revoluciones por minuto. 
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6. Alteraciones en la ventilación dadas por desaturación por debajo del 90%, o 
dificultad para mantener una conversación durante el ejercicio. 
7. Escala de Borg registrada por el sujeto con un valor superior a 18. 
8. Cuando el sujeto que está haciendo la prueba decida por voluntad propia terminar 
el test. 
A partir de los datos de Frecuencia cardiaca y potencia alcanzados durante el estado 
estable se estimó el VO2max utilizando el nomograma de Astrand (212), Figura 2.3.2. el 
cual puede ser interpretado también a partir de fórmulas de predicción diferentes 
para hombres y para mujeres (213) Ec. 2.3.2 y 2.3.3 
 
 
Figura 2.3.2. Nomograma de Astrand, para la estimación 
del consumo máximo de oxígeno, tomado de Br J Sports 










    Ec. 2.3.3 
Los valores absolutos de consumo máximo de oxígeno se expresaron en forma de 
consumo relativo de oxígeno al dividir su valor por el peso corporal, Ec. 2.3.4 
𝑉𝑂2𝑚𝑎𝑥 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑜 (𝑚𝐿 ∗ 𝐾𝑔
−1 ∗ 𝑚𝑖𝑛−1 ) =





∗ 1000   Ec 2.3.4 
Con los valores obtenidos de consumo de oxígeno la población de hombres físicamente 
activos es clasificada según el Colegio Americano de Medicina del Deporte (ACSM) como 
de consumo de oxígeno excelente (51,0 a 55,9 ml·kg-1·min-1), mientras que los hombres 
sedentarios tienen un consumo de oxígeno muy pobre (< 35 ml·kg-1·min-1), en el caso de 
las mujeres físicamente activas son calificadas como Superior (> 41 ml·kg-1·min-1) y las 
mujeres sedentarias como pobre (25,0 a 30,9 ml·kg-1·min-1) (214). 
Tabla 2.3.2. Operacionalización de Variables recolectadas para el estudio 
Nombre de la 
variable 
Definición conceptual 




Escala de medición 
VARIABLES INDEPENDIENTES 
Edad 
Tiempo de vida del 
sujeto en años al 
momento de la toma de 
los datos. 
Edad: Número de 
años. 
Cuantitativa discreta 
dada en años. 
Sexo 
Condición orgánica que 
diferencia los hombres 
de las mujeres  
Hombre o Mujer Nominal dicotómica 
Presión arterial 
Fuerza que ejerce la 
sangre contra las 





Nivel de ejercicio 
Nivel de actividad física 
evaluado a través del 
consumo de oxígeno 
Activo o Sedentario Nominal dicotómica 
VARIABLES ANTROPOMÉTRICAS DEPENDIENTES 
Talla 
Distancia vertical desde 
la planta de los pies 
apoyados en el suelo 
hasta el vertex. 
Talla en centímetros 
(cm). 
Cuantitativa 
continúa dada en 
centímetros. 
Peso 
La masa corporal 
expresada en 
kilogramos. 
Peso en kilogramos 
(Kg). 
Cuantitativa discreta 
dada en kilogramos 
Porcentaje de 
grasa 
Cantidad de grasa 








Cantidad de músculo 
que contiene el cuerpo 




continua dada en 
porcentaje 
VARIABLES INFLAMATORIAS DEPENDIENTES  
Adiponectina  
Citoquina producida por 






Citoquina producida por 
el sistema inmune, el 















producida por el 















 VARIABILIDAD DE LA FRECUENCIA CARDIACA 
RR  
Tiempo expresado 
en milisegundos que 





continua dada en 
milisegundos 
Frecuencia cardiaca  
Inverso del RR, 
corresponde al 
número de veces 
que late el corazón 
en un minuto 
Latidos por minuto 
Cuantitativa 
continua dada en 
latidos por minuto 
Análisis de la VFC en 
dominio del tiempo 
Conjunto de 
variables que surgen 
del análisis 
estadístico de los 
datos 
RMSSD = ms 
NN50 = conteo 
pNN50 = % 
Cuantitativa 
continua 
Análisis de la VFC en 
dominio de la 
Frecuencia 
Conjunto de 
variables que surgen 
de transformar la 
señal al espectro de 
frecuencias 
HF = % o ms2 
LF = % o ms2 
HFun = % 
LF/HF = un 
Cuantitativa 
continua 
Análisis de la VFC 
por métodos no 
lineales 
Conjunto de 
variables que surgen 
de analizar la VFC 
por otros métodos 
SD1 = ms 
SD2 = ms 
ISC = un 





del cuerpo en 


































Frecuencia del test 








Los datos recolectados se almacenaron en una base de datos en Excel 2016 (Microsoft 
Corporation), la cual se analizó mediante el programa estadístico IBM SPSS Statistics 
versión 23 (SPSS Inc.), licenciado por la Universidad de La Sabana. Para describir las 
variables se emplearon medidas de tendencia central (promedios) y de dispersión 
(desviación estándar, DE). La homogeneidad en el comportamiento de las variables fue 
evaluada utilizando el estadístico de Levene. Las diferencias entre cada uno de las fases 
del estudio: (reposo, post ejercicio inmediato y 24 horas post ejercicio) y las diferencias 
entre cada grupo (hombres sedentarios, hombres físicamente activos, mujeres 
sedentarias, mujeres físicamente activas) se determinaron mediante el análisis de la 
varianza (ANOVA) de una vía, seguido de comparaciones post hoc de diferencias mínimas 
significativas (DMS). t student para muestras no pareadas se usó para establecer las 
diferencias entre hombres y mujeres y las correlaciones entre las variables se 
establecieron mediante el coeficiente de correlación de Pearson estableciendo la relación 
de acuerdo al valor de r (no existe correlación r = 0,0 - 0,09; débil r = 0,1 - 0,49; media r = 
0,5 - 0,74; considerable r = 0,75 - 0,89; muy fuerte r = 0,9 - 0,99 y perfecto r = 1) (103). La 
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diferencia se consideró estadísticamente significativa con una p < 0,05 y altamente 
significativa con p < 0,01. 
CONSIDERACIONES ÉTICAS 
Todos los participantes iniciaron el proceso de evaluación luego de firmar el 
consentimiento informado (Anexo 4). Desde el punto de vista ético los métodos 
empleados son inocuos por lo que se clasifica como una investigación con riesgo mínimo, 
según la Resolución 8430 de 1993 del Ministerio de Salud de la República de Colombia, 
todo lo consignado fue estrictamente privado y confidencial. 
Al final del estudio a participante se le entregó un reporte detallado con los resultados de 
la prueba de esfuerzo (Anexo 5) y el resultado de las muestras sanguíneas, debidamente 
interpretadas. 
RESULTADOS 
Analizando las características generales entre hombres y mujeres se encontró un mayor 
porcentaje de grasa en mujeres 30,5±8,7% comparado con 13,6±3,1% en los hombres, al 
igual que una mayor frecuencia cardiaca en reposo 80,4±12,2 latidos por minuto 
comparado con 66,9±16,3 latidos por minuto en hombres. De otra parte se encontró un 
mayor porcentaje de masa muscular en hombres 49,8±6,4% comparado con 37,2 ±4,6%, 
sin diferencias significativas en: la edad de los participantes y valores de presión arterial. 
Tabla 2.3.2 
Los datos derivados del análisis de la variabilidad de la frecuencia cardiaca en reposo no 
mostraron diferencias significativas entre hombres y mujeres. Tabla 2.3.3.  
Durante la ejecución de la prueba de esfuerzo se encontró que los hombres alcanzaron 
una potencia promedio 101,8±21,5 W y una potencia relativa 1,5±0,2 W/Kg mayor, las 
cuales fueron estadísticamente significativas comparados con los valores alcanzados por 
las mujeres 65,7±15,7 W y 1,1±0,2 W/Kg. Sin embargo los valores de consumo de oxígeno, 
la frecuencia cardiaca alcanzada durante la prueba y el porcentaje de frecuencia cardiaca 
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al que se desarrolló la prueba no presentaron diferencias estadísticamente significativas. 
Tabla 2.3.3. 
Hallazgos durante la fase de reposo: En cuanto a la concentración de citoquinas 
inflamatorias en reposo (Adiponectina, IL-6, sIL6R, TNFα, sTNFR1 y sTNFR2) no hubo 
diferencias estadísticamente significativas entre hombres y mujeres, sin embargo si se 
observó una concentración mayor de adiponectina en mujeres 22,9±9,3 µg/mL, 
comparado con la concentración en hombres 17,0±8,1 µg/mL. Tabla 2.3.3. 
Al analizar los resultados por grupos, hombres (sedentarios y físicamente activos) y 
mujeres (sedentarias y físicamente activas), las mujeres físicamente activas tienen un 
porcentaje de tejido adiposo menor 24,0±4,5% comparado con el porcentaje de grasa de 
las mujeres sedentarias 34,0±8,5 (p < 0,05), sin cambios significativos en hombres. El 
porcentaje de masa muscular entre sedentarios y físicamente activos no presentó 
diferencias significativas ni en hombres ni en mujeres. Figura 2.3.3. 
El consumo de oxígeno si fue estadísticamente diferente entre los sujetos: hombres 
físicamente activos 50,4±6,0 ml·kg-1·min-1 y hombres sedentarios 33,8±4,8 ml·kg-1·min-1 y 
entre mujeres físicamente activas 43,5±3,0 ml·kg-1·min-1 y mujeres sedentarias 30,4±4,0 
ml·kg-1·min-1.  Figura 2.3.3. 
Comparando por grupos es posible observar que la frecuencia cardiaca en reposo es 
menor en hombres activos físicamente 54,8±11,8 en comparación con hombres 
sedentarios 72,3±15,5 (p < 0,05), al tiempo que los valores de RMSSD es superior en 
aquellos físicamente activos 116,4±32,2, comparado con sedentarios 66,24±42,3 (p < 
0,05). No se encontraron diferencias en el análisis de la frecuencia (HFun, relación HF/LF) 







 Tabla 2.3.3. Características generales entre hombres y mujeres. 
  
Hombres n = 13 Mujeres n = 14 
Valor p 
  
















Edad (años) 19,3 (±1,6) 18,0 - 23,0 19,1 (±1,7) 18 - 24 0,80 
Peso (Kg) 67,8 (±5,8) 59,2 - 77,5 58,9 (±7,2) 50,4 - 80,3 < 0,01£ 
Talla (cm) 174,1 (±5,5) 165,0 - 183,0 161,6 (±5,0) 150,0 - 167,0 < 0,01£ 
Grasa (%) 13,6 (±3,1) 9,4 - 20,7 30,5 (±8,7) 19,3 - 47,8 <0,01£ 
Músculo (%) 49,8 (±6,4) 40,4 - 61,8 37,2 (±4,6) 31,4 - 48,5 < 0,01£ 
PAS (mm/Hg) 110,9 (±7,6) 100,0 – 125,0 111,7 (±9,3) 100,0 – 127,0 0,81 
PAD (mm/Hg) 70,9 (±9,4) 55,0 – 85,0 68, 4 (±9,3) 56,0 – 88,0 0,49 





















HFun 0,54 (±0,15) 0,37 – 0,84 0,51 (±0,16) 0,22 – 0,79 0,62 
HF/LF 0,96 (±0,47) 0,19 – 1,71 1,19 (±0,89) 0,27 – 3,61 0,40 
ISC 1,88 (±0,72) 1,06 – 3,68 2,61 (±1,12) 1,24 – 5,98 0,05 

















38,9 (±9,3) 28,0 - 56,6 35,1 (±7,4) 21,4 - 46,3 0,25 
Pot prom (W) 101,8 (±21,5) 73,6 - 144,5 65,7 (±15,7) 42,7 - 91,7 < 0,01£ 
Pot rel (W/Kg) 1,5 (±0,2) 1,2 - 2,0 1,1 (±0,2) 0,7 - 1,5 < 0,01£ 
FC Test (lat/min) 145,9 (±6,8) 134,8 - 159,3 147,0 (±6,9) 134,3  - 155,3 0,68 

















17,0 (±8,1) 7,5 - 35,6 22,9 (±9,3) 8,4 - 41,0 0,09 
IL-6 (pg/mL) 2,5 (±1,2) 1,2 - 5,0 2,3 (±0,8) 1,2 - 3,9 0,62 
sIL6R (ng/mL) 67,1 (±12,4) 52,2 - 92,6 76,3 (±25,9) 41,8 - 129,5 0,25 
TNFα (pg/mL) 1,9 (±1,3) 1,0 - 5,7 2,1 (±1,3) 1,0 - 6,0 0,67 
sTNFR1 
(pg/mL) 












PAS = Presión Arterial Sistólica, PAD = Presión Arterial Diastólica, FC reposo = Frecuencia cardiaca 
en reposo, Pot prom = Potencia en Vatios promedio durante la prueba, Pot rel = Potencia relativa 
(Potencia en Vatios máxima divida por el peso corporal), VO2 = Consumo de oxígeno, 
£ = 




Figura 2.3.3. Comportamiento de los valores de composición corporal y del consumo 
máximo de oxígeno, entre hombres y mujeres (sedentarios y físicamente activos), * = 
Diferencia estadísticamente significativa. 
La comparación de los marcadores inflamatorios entre hombres y mujeres, físicamente 
activos y sedentarios no mostró diferencias estadísticamente significativas entre los 
grupos, Figura 2.3.5. 
Relación entre marcadores inflamatorios y otras variables analizadas: De los marcadores 
inflamatorios utilizados solo la concentración del receptor soluble de Interleucina 6 
(sIL6R), demostró una asociación directamente proporcional con el tejido adiposo r = 0,47 
p < 0,05 e inversamente proporcional con la masa muscular r = -0,45 p < 0,05. Relaciones 
positivas con el tejido adiposo y negativas con la masa muscular también se encontraron 
en el comportamiento del TNFα y el sTNFR2, sin que estas llegaran a ser estadísticamente 




 Figura 2.3.4. Comportamiento de los valores de frecuencia cardiaca en reposo y los datos 
del análisis de la variabilidad de la frecuencia cardiaca. * = Diferencia estadísticamente 
significativa.  
Tabla 2.3.4. Relaciones entre citoquinas y composición corporal 
 
 Adiponectina IL-6 TNFα sTNFR1 sTNFR2 sIL6R 
% Grasa 
r 0,10 -0,22 0,22 -0,19 0,22 0,47 
p 0,61 0,27 0,28 0,35 0,26 0,01* 
% Músculo 
r -0,14 -0,01 -0,16 0,13 -0,24 -0,45 
p 0,50 0,96 0,42 0,53 0,23 0,02* 
* Diferencia estadísticamente significativa (p < 0,05) 
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Figura 2.3.5. Comportamiento de las citoquinas inflamatorias para hombres y mujeres. 
El comportamiento de marcadores inflamatorios y VFC evaluada a través de métodos 
estadísticos una vez más fue significativo únicamente para las concentraciones de sIL6R, 
encontrándose una relación inversa con RMSSD (r = -0,48; p < 0,05), NN50 (r = -0,54; p < 
0,01) y pNN50 (r = -0,51; p < 0,05). Relaciones a tener en cuenta, que no alcanzaron a ser 
significativas se encontraron entre sTNFR2 e IL-6 las cuales se comportaron de manera 
inversamente proporcional con el comportamiento de RMSSD. Tabla 2.3.5. 
El análisis a través de la frecuencia de la VFC, mostró una relación directamente 
proporcional entre el sIL6R con la relación LF/HF r = 0,52; p < 0,05, e inversamente 
proporcional con la actividad de la alta frecuencia, sea esta evaluada a través de su 
potencia en el espectro r = -0,47; p < 0,05, a través del porcentaje de la potencia r = -0,48; 
p < 0,05, o de la actividad de la alta frecuencia normalizada r = -0,53; p < 0,01. Tabla 2.3.6.  
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Tabla 2.3.5. Relaciones entre citoquinas y métodos estadísticos del análisis de la 
variabilidad de la frecuencia cardiaca 
 
 Adiponectina IL-6 TNFα sTNFR1 sTNFR2 sIL6R 
FC 
r 0,19 0,21 0,06 0,14 0,25 0,28 
p 0,36 0,29 0,78 0,50 0,21 0,16 
STDFC 
r -0,12 -0,08 0,10 -0,32 -0,26 -0,29 
p 0,55 0,69 0,63 0,10 0,19 0,15 
RMSSD 
r -0,10 -0,34 0,16 -0,28 -0,35 -0,48 
p 0,62 0,09 0,43 0,15 0,07 0,01* 
NN50 
r 0,06 -0,38 0,09 -0,26 -0,29 -0,54 
p 0,77 0,05 0,64 0,18 0,14 0,00** 
pNN50 
r -0,08 -0,33 0,03 -0,28 -0,32 -0,51 
p 0,71 0,09 0,87 0,16 0,10 0,01* 
* Diferencia estadísticamente significativa (p < 0,05), ** (p < 0,01). FC = Frecuencia 
cardíaca en reposo, STDFC = Desviación estándar de la variabilidad de la frecuencia 
cardiaca, RMSSD = Raíz cuadrada de la diferencia sucesiva de latidos. NN50 = número de 
latidos que difieren más de 50 mseg. pNN50 = porcentaje de latidos que difieren en más 
de 50 mseg. 
 
El análisis del comportamiento no lineal de la VFC en relación con los marcadores 
inflamatorios demostró una relación positiva entre IL-6 y el ISC r = 0,39; p < 0,05, una 
relación negativa entre el sTNFR2 y la SD2 r = -0,40; p < 0,05, y una relación también 
negativa entre sIL6R y SD1 r = -0,48 p < 0,05 y el IVC r = -0,44; p < 0,05, y positiva con el ISC 
r = 0,45; p < 0,05. También el IVC presentó relaciones inversas no significativas 









Tabla 2.3.6. Relaciones entre citoquinas y análisis en la frecuencia de la variabilidad de la 
frecuencia cardiaca 
 
 Adiponectina IL-6 TNFα sTNFR1 sTNFR2 sIL6R 
P-VLF 
r -0,34 -0,11 -0,03 -0,26 -0,36 -0,10 
p 0,08 0,58 0,88 0,19 0,07 0,63 
P-LF 
r -0,25 -0,23 0,01 -0,24 -0,24 -0,42 
p 0,22 0,24 0,96 0,22 0,23 0,03* 
P-HF 
r 0,08 -0,30 0,24 -0,31 -0,29 -0,47 
p 0,68 0,13 0,24 0,11 0,14 0,01* 
Potencia Total 
r -0,11 -0,28 0,14 -0,34 -0,35 -0,43 
p 0,58 0,15 0,48 0,09 0,07 0,03* 
LF/HF 
r -0,21 -0,01 0,00 -0,04 -0,12 0,52 
p 0,29 0,97 0,98 0,83 0,55 0,01* 
% HF 
r 0,28 -0,16 0,17 -0,13 0,00 -0,48 
p 0,15 0,43 0,40 0,51 1,00 0,01* 
HFun 
r 0,34 -0,02 0,11 -0,16 -0,02 -0,53 
p 0,08 0,93 0,58 0,41 0,93 0,00** 
* Diferencia estadísticamente significativa * (p < 0,05), ** (p < 0,01). P-VLF = Potencia en el 
espectro de la muy baja frecuencia (0 – 0,04 Hz), P-LF = Potencia en el espectro de la baja 
frecuencia (0,04 – 0,15 Hz), P-HF = Potencia en el espectro de la alta frecuencia (0,15 – 0,4 Hz), 
LF/HF = Relación entre baja frecuencia y alta frecuencia, % HF = Porcentaje de la alta frecuencia de 
la potencia total, HFun = Porcentaje de alta frecuencia en la relación a la sumatoria de HF y LF 
(unidades normalizadas). 
 
Tabla 2.3.7. Relaciones entre citoquinas y análisis no lineal. 
 
 Adiponectina IL-6 TNFα sTNFR1 sTNFR2 sIL6R 
SD1 
r -0,10 -0,34 0,16 -0,28 -0,35 -0,48 
p 0,62 0,09 0,43 0,15 0,07 0,01* 
SD2 
r -0,27 -0,17 0,01 -0,35 -0,40 -0,32 
p 0,18 0,39 0,95 0,07 0,04* 0,10 
ISC 
r -0,04 0,39 -0.14 0,01 0,02 0,45 
p 0,73 0,04* 0,31 0,67 0,40 0,02* 
IVC 
r -0,18 -0,24 0,09 -0,33 -0,30 -0,44 
p 0,36 0,23 0,66 0,10 0,13 0,02* 
* Diferencia estadísticamente significativa * (p < 0,05), ** (p < 0,01). SD1 = Desviación estándar 1, 
SD2 = Desviación estándar 2, ISC = Índice simpático cardiaco, IVC = Índice Vagal cardiaco. 
 
Respuesta (inmediata y 24 horas) inflamatoria y del sistema nervioso autónomo al 
ejercicio físico: Justo al finalizar el ejercicio se encontró un cambio significativo en las 
variables de análisis de la VFC tanto en el análisis del tiempo, y el análisis no lineal. En el  
análisis de la frecuencia se encontró un cambio signficativo excepto en el porcentaje de la 
señal de baja frecuencia Figura 2.3.6. El análisis de la VFC comparando los datos de reposo 
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y pasadas 24 horas no fue estadísticamente significativo para los grupos sedentario y 
físicamente activo.  
 
Figura 2.3.6. Variación de los parámetros de variabilidad de la frecuencia cardiaca y 
frecuencia cardiaca al finalizar el ejercicio y pasadas 24 horas. NS = No significativo, * = p < 
0,05, ** = p < 0,01 
Luego del ejercicio y pasadas 24 horas no se encontró un cambio significativo en las 
concentraciones de marcadores inflamatorios excepto en el grupo de hombres 
físicamente activos, donde la concentración de sIL6R aumentó de 58,1 a 70,9 ng/mL (p < 
0,05). El comportamiento de las variables expresadas como logaritmo en base 10 de la 
concentración se encuentra en la Figura 2.3.7. 
La representación gráfica del comportamiento de las variables que se asocian a la 
actividad del sistema nervioso autónomo en unidades normalizadas y agrupado por sexo y 
nivel de actividad física, se encuentra en la Figura 2.3.8, y el comportamiento de las 
variables asociadas a la respuesta de citoquinas inflamatorias también por sexo y nivel de 




Figura 2.3.7. Variación de las citoquinas inflamatorias al finalizar el ejercicio y pasadas 24 
horas. NS = No significativo, ψ Cambio significativo (p < 0,05) en el grupo de Hombres 
físicamente activos. 
 
Figura 2.3.8. Comportamiento de las variables asociadas a variabilidad de la frecuencia 




Figura 2.3.9. Comportamiento de las citoquinas inflamatorias para cada subgrupo de 
individuos (Valores expresados en unidades normalizadas). 
 
Relación entre la intensidad del ejercicio físico y el comportamiento de marcadores 
inflamatorios post ejercicio: La frecuencia cardiaca promedio (FC prom) durante el test 
presentó una relación positiva con la concentración de sIL6R post ejercicio inmediato y 24 
horas después del ejercicio (r = 0,43; p < 0,05 y r = 0,45; p < 0,05), siendo también 
significativo el porcentaje de frecuencia cardiaca máxima (%FC max) a la cual se realizó el 
test (r = 0,41; p < 0,05 y r = 0,43; p < 0,05). Tabla 2.3.8. 
De la misma forma la FCprom y el % FCmax tuvieron relaciones directamente 
proporcionales con la Frecuencia cardiaca post ejercicio (r = 0,64 p < 0,01 y r = 0,65 p < 
0,01) y 24 horas después (r = 0,54 p < 0,01 y r = 0,52 p < 0,05), al tiempo que la potencia 
de la prueba absoluta (valor total en Vatios) y relativa (Vatios/Kg) tuvieron una relación 
inversamente proporcional con la FC post ejercicio (r = -0,64 p < 0,05 y r = -0,47 p < 0,05) y 
24 horas después (r = 0,64 p < 0,01 y r = 0,60 p < 0,01). Tabla 2.3.8. 
 108 
Otras relaciones de consideración se dieron con ISC donde la FCprom y el FCmax fue 
directamente proporcional al finalizar el ejercicio (r = 0,53 p < 0,01 y r = 0,53 p < 0,01) y 
luego de 24 horas (r = 0,41 p < 0,05 y r = 0,41 p < 0,05) y con el IVC que fue inversamente 
proporcional con la FCprom y el FCmax al finalizar el ejercicio (r = -0,49 p < 0,05 y r = -0,50 
p < 0,05) y luego de 24 horas (r = -0,44 p < 0,05 y r = -0,42 p < 0,05). Tabla 2.3.8. 
DISCUSIÓN 
El test de Astrand constituye uno de los test indirectos para la evaluación de la capacidad 
aeróbica más utilizados por su fácil aplicación y seguridad, fue desarrollado inicialmente 
en 1954 (206), en 1960 fue modificado su nomograma para ser ajustado a la edad (207), y 
se validó en 1981 (215), sin embargo, a pesar del tiempo continua siendo un test con un 
alta confiabilidad para la evaluación de diversas poblaciones. 
La Adiponectina es para algunos investigadores un factor anti-inflamatorio que inhibe la 
producción de otros factores inflamatorios como la IL-6 o el TNFα los cuales se encuentran 
relacionados con condiciones patológicas inflamatorias como la obesidad (216), 
comprender su comportamiento plasmático es importante en pro de reconocer los 
cambios y adaptaciones que acompañan el ejercicio. El resultado de varios estudios 
demuestra que la adiponectina aumenta con el ejercicio físico, probablemente por su 
asociación a cambios en la composición corporal (217). En este estudio se encontró que 
las mujeres tienen concentraciones mayores de Adiponectina que los hombres y que a la 
vez las personas físicamente activas tienen también concentraciones superiores a los 
inactivos físicamente, datos estos que son estadísticamente significativos. 
La interleucina 6 (IL-6) es una citoquina que se relaciona clásicamente con procesos 
inflamatorios, sin embargo, desde que se encontró que el músculo esquelético producía 
IL-6 en respuesta al ejercicio físico y que contrario a lo que se creía sus efectos en varios 




Tabla 2.3.8. Relaciones entre las variables de la prueba de esfuerzo y la respuesta inflamatoria 
y del sistema nervioso autónomo 
 
Correlaciones  





















r -0,23 -0,12 -0,02 -0,05 -0,19 -0,11 0,17 0,14 
p 0,24 0,55 0,92 0,81 0,34 0,59 0,41 0,47 
IL-6 
r 0,13 0,12 -0,06 -0,07 -0,15 -0,14 -0,02 -0,03 
p 0,53 0,54 0,75 0,73 0,47 0,50 0,91 0,88 
TNFα 
r 0,00 0,06 -0,10 -0,13 -0,03 0,02 -0,08 -0,09 
p 0,99 0,76 0,61 0,53 0,88 0,93 0,71 0,64 
sTNFR1 
r 0,16 0,06 0,20 0,20 0,45 0,36 0,04 0,04 
p 0,41 0,78 0,31 0,32 0,02* 0,07 0,84 0,86 
sTNFR2 
r 0,16 0,07 0,03 0,05 -0,09 -0,19 0,23 0,26 
p 0,43 0,74 0,89 0,82 0,65 0,35 0,26 0,18 
sIL6R 
r -0,04 -0,04 0,43 0,41 0,09 0,05 0,45 0,43 
p 0,86 0,83 0,03* 0,03* 0,67 0,81 0,02* 0,02* 
FC 
r -0,42 -0,47 0,64 0,65 -0,64 -0,60 0,54 0,52 
p 0,03* 0,01* 0,00£ 0,00£ 0,00£ 0,00£ 0,00£ 0,01* 
RMSSD 
r 0,17 0,16 -0,43 -0,44 0,46 0,45 -0,46 -0,45 
p 0,39 0,42 0,02* 0,02* 0,02* 0,02* 0,02* 0,02* 
NN50 
r 0,07 0,07 -0,32 -0,33 0,29 0,31 -0,41 -0,39 
p 0,71 0,71 0,11 0,10 0,14 0,12 0,03* 0,05* 
SD1 
r 0,17 0,16 -0,43 -0,44 0,46 0,45 -0,46 -0,45 
p 0,39 0,42 0,02* 0,02* 0,02* 0,02* 0,02* 0,02* 
SD2 
r 0,22 0,20 -0,36 -0,37 0,43 0,40 -0,36 -0,34 
p 0,26 0,33 0,07 0,06 0,02* 0,04* 0,07 0,09 
ISC 
r 0,02 0,07 0,53 0,53 0,30 0,34 0,41 0,41 
p 0,92 0,72 0,00£ 0,00£ 0,13 0,08 0,04* 0,03* 
IVC 
r 0,16 0,17 -0,49 -0,50 0,41 0,41 -0,44 -0,42 
p 0,44 0,41 0,01* 0,01* 0,03* 0,03* 0,02* 0,03* 
FCpr = Frecuencia cardiaca promedio en reposo, %FCmax = Porcentaje de la frecuencia 
cardiaca máxima, Pot prom = Potencia en Vatios promedio durante la prueba, Pot rel = 
Potencia relativa (Potencia en Vatios máxima divida por el peso corporal), £ = p < 0,01, * = p < 
0,05. Nota. Las relaciones con el análisis en la frecuencia no se muestran por no haber sido 
estadísticamente significativas 
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La repuesta clásica descrita para el comportamiento de la IL-6 con el ejercicio incluye su 
aumento inmediato al terminar la actividad con una reducción de la concentración 
algunas horas después (219). Sin embargo, las concentraciones de IL-6 en el plasma 
sanguíneo luego del ejercicio, están relacionadas a la intensidad del mismo, ya que estas 
son muy superiores luego de ejercicio de alta intensidad tipo entrenamiento interválico, 
más que actividades de moderada o baja intensidad (220), de la misma forma, actividades 
de larga duración, produce mayores cambios en las concentraciones de IL-6 que 
actividades de corta duración (221). 
Se supone que la IL-6 tiene un papel importante en el proceso de regulación energética 
durante y posterior al ejercicio, mediante mecanismos independientes, pero relacionados 
a la acción de las catecolaminas plasmáticas, ya que se ha reportado una relación 
significativa entre el aumento de la IL-6 post ejercicio y la concentración de adrenalina (r = 
0,63) y noradrenalina (r = 0,57) (222).  
De otra parte la respuesta de la IL-6 parece no tener una amplia relación con el nivel de 
entrenamiento, ya que tanto personas físicamente activas como sedentarios presentan 
una elevación similar de los valores de IL-6 posterior al entrenamiento, sin embargo, es la 
magnitud del cambio es la que presumiblemente cambia con el nivel de entrenamiento 
(223). 
Los resultados encontrados al finalizar el ejercicio fueron mínimos (una reducción del 
2,4%), mientras que pasadas 24 horas el comportamiento fue similar al descrito en la 
literatura, esto quiere decir, que se encontró una reducción de la concentración del IL-6 
del 15,1%. Los resultados obtenidos no demostraron cambios significativos en la 
concentración de IL-6, lo que podía relacionarse al hecho que, tanto la intensidad como la 
duración del estímulo no fueron suficientes para inducir un cambio significativo en los 
sujetos. 
En el caso del comportamiento del sIL6R, inmediatamente después del ejercicio no se ha 
encontrado un aumento significativo de su concentración (224), algunos estudios han 
demostrado que su concentración se reduce pasadas 24 y hasta 72 horas después de un 
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estímulo intenso de entrenamiento de fuerza (225), pero tiene a incrementarse en 
presencia de estímulos intensos de ejercicio aeróbico asociándose este cambio con el 
cambio de marcadores inflamatorios como la proteína C Reactiva (226). Nuestros 
resultados evidenciaron que el sIL6R aumentó significativamente solo en la población de 
hombres físicamente activos quienes realizaron un esfuerzo físico mayor, de la misma 
forma, se encontró que entre mayor fue el porcentaje de frecuencia cardiaca al cual hizo 
la prueba física, mayor sIL6R lo que es acorde a la relación entre su concentración 
plasmática y el esfuerzo. 
Los resultados de cómo se comporta el TNFα no han sido iguales en todos los estudios, ya 
que algunos utilizando sujetos jóvenes ha demostrado como tanto personas físicamente 
activos como sedentarios presentan una disminución del TNFα (222), así como en 
ejercicios de muy larga duración se incrementan las concentraciones de TNFα y en 
ejercicios de moderada intensidad no se producen cambios significativos. El 
comportamiento del TNFα en este estudio no mostró diferencias significativas al comparar 
el reposo con el post ejercicio inmediato, ni en reposo con el ejercicio pasado 24 horas, lo 
que sugiere que la intensidad y el tiempo del ejercicio pudieron no ser suficientes para 
inducir un proceso inflamatorio basado en un respuesta celular como la que sucede 
cuando se incrementan las concentraciones de TNFα (227). 
Poca evidencia existe del efecto que el ejercicio físico tiene sobre los receptores solubles 
de TNFα, excepto algunos estudios de intervención a través del ejercicio donde el objetivo 
era reducir el proceso inflamatorio en enfermedades como lo osteoartritis (228), o 
analizar la relación con el aumento de la masa ósea (229), los resultados obtenidos en este 
estudio no demostraron cambios significativos en el comportamiento de los receptores 
solubles de TNFα, lo que sugiere que el cambio inflamatorio fue mínimo. 
Cuando se evaluó la composición corporal con los marcadores inflamatorios se encontró 
que varias citoquinas inflamatorias (TNFα, sTNFR2  y sIL6R) tuvieron una relación positiva 
con el tejido adiposo y negativa con la masa muscular, resultado este acorde con la 
mayoría de las publicaciones recientes que asocian al tejido adiposo con procesos 
 112 
inflamatorios (230), al tiempo que destacan al músculo esquelético con una respuesta 
anti-inflamatoria (231). 
El análisis de los marcadores inflamatorios en relación a la actividad del SNA, mostró en 
general una escasa relación, sin embargo el sIL6R se asoció de manera estadísticamente 
significativa con respuestas simpáticas como la relación LF/HF y el ISC, y de manera 
inversa con respuestas parasimpáticas como el RMSSD, la HF y el IVC. Aunque la relación 
entre inflamación y actividad autonómica ha sido demostrada, ésta es evidente en 
procesos inflamatorios claramente instaurados como pacientes hipertensos, diabéticos o 
con enfermedad cardiovascular (232).  
Estudios previos han demostrado que las concentraciones de la Proteína C Reactiva (PCR) 
son inversamente proporcionales a la reducción de la HF de la VFC (233;234). Adicional a 
ello, relaciones débiles se han encontrado entre la PCR y el Amiloide sérico A con la HF 
(235), entre la IL-6 en conjunto con el Factor Tisular soluble y la HF (236), y la IL-6 y el 
fibrinógeno en relación a la potencia total de la HRV (237). 
Ninguno de los estudios que ha involucrado la IL-6 ha demostrado relaciones fuertes, los 
hallazgos han sido similares encontrados en este estudio, lo cual podría relacionarse con el 
hecho de que la IL-6 es una citoquina que se produce en condiciones de inflamación, pero 
que a la vez es producida por el músculo esquelético en condiciones de ejercicio físico, 
siendo en este caso una citoquina antiinflamatoria. Así pues, para que el efecto sea 
efectivamente inflamatorio se requiere que la señalización sea de tipo trans (mediada por 
el receptor soluble de IL-6), diferente de la señalización clásica que tiene un potencial 
efecto regulador energético y no requiere del sIL6R (50). Figura 2.3.10. 
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Figura 2.3.10. Diferencia entre los mecanismos de señalización Clásica y Trans para la IL-6. 
Varias citoquinas inflamatorias tienen la capacidad de modificar respuestas del SNC, esto 
es fácil de entender en condiciones patológicas, sin embargo, en ausencia de patología o 
en procesos inflamatorios subclínicos entender la asociación entre inflamación actividad 
autonómica es más complicado (238). 
Estudios en ratas han permitido identificar que: existe una alta expresión de gp130 en 
órganos sensoriales circunventriculares como el órgano vascular de la lámina terminal 
(OVLT), lo que permitiría transmitir señales desde el plasma al SNC (239) y que en áreas 
hipotalámicas (núcleos dorsomedial, ventromedial y preóptico medial) se expresa también 
la IL-6 y su correceptor (240). Esto significa que un aumento en la concentración 
plasmática de IL-6 y de sIL6R puede estimular áreas hipotalámicas lo que se asocia con 
respuestas como la fiebre o la reducción del apetito, pero también puede producir 
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respuestas autonómicas como una mayor actividad simpática y un descenso de las 
respuestas parasimpáticas. 
También en ratas, se ha descrito el efecto de la vía trans de la IL-6 se asocia al aumento de 
la presión arterial en relación con cambios plasmáticos de angiotensina II (241), la 
inyección intraventricular cerebral de IL-6 simulando procesos inflamatorios del SNC 
generó respuestas simpáticas periféricas (242), y la inyección de IL-6 a nivel del Núcleo del 
tracto solitario (NTS) moduló el reflejo barorreceptor reduciendo la actividad 
parasimpática gracias a que las células del NTS expresan el correceptor gp130 (243). 
Por último, los cardiomiocitos expresan ampliamente el gp130 al igual que muchas otras 
células en el sistema cardiovascular (244), donde la señalización mediada por la IL-6/sIL6R 
produce respuestas protectoras (anti-apoptóticas), pero en concentraciones altas 
favorece la hipertrofia cardiaca lo cual se asocia al desarrollo de falla cardiaca (245), la IL-6 
tiene al parecer un efecto directo sobre los cardiomiocitos reduciendo la respuesta 
cronotrópica e inotrópica (246), aunque los mecanismos no son claros podrían involucrar 
un proceso de regulación de canales o receptores asociado al sistema JAK/STAT en el 
cardiomiocito. 
CONCLUSIÓN Y APORTE A LA TESIS 
El sistema inmune es un sistema dinámico que responde de manera constante a múltiples 
estímulos produciendo citoquinas. Uno de los sistemas que responde de manera directa a 
estas citoquinas es el sistema nervioso autónomo, de tal forma que cambios inflamatorios 
incluso sutiles tienen una representación en parámetros de la variabilidad de la frecuencia 
cardiaca. Este estudio demuestra que los marcadores inflamatorios clásicos como la 
adiponectina, la IL-6 y el TNFα, no generan respuestas tan evidentes como sí lo hacen los 
receptores solubles, especialmente el receptor soluble de IL-6 (sIL6R). El mecanismo 
inflamatorio propuesto involucra una forma de señalización denominada trans que al 
parecer genera un efecto directo a nivel central y periférico que acompaña una mayor 
respuesta simpática y una inhibición de la respuesta parasimpática. Figura 2.3.11. 
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Figura 2.3.11. Representación esquemática de la teoría de regulación autonómica 
propuesta a partir de cambios inflamatorios, ADAM17 = Disintegrina y metaloproteinasa 
que contiene el dominio proteico 17, enzima responsable de liberar el sIL6R de la 
membrana de los polimorfonucleares.   
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2.4. INFLUENCIA DE LA ACTIVIDAD CORTICAL SOBRE LA VARIABILIDAD DE LA 
FRECUENCIA CARDIACA 
INTRODUCCIÓN 
La Electroencefalografía (EEG) es una técnica diagnóstica que permite evaluar la actividad 
eléctrica de las estructuras cerebrales mediante la utilización de electrodos colocados 
sobre el cuero cabelludo; clásicamente las ondas obtenidas se clasifican de acuerdo a la 
banda de frecuencia en que se presentan: beta (>13 Hz), alfa (8 - 13 Hz), theta (4 - 8 Hz) y 
delta (0,5 - 4 Hz). En adultos jóvenes en condiciones de reposo, relajación y sin actividad 
mental  los ritmos predominantes son beta y alfa, mientras que la presencia de ondas 
theta, se relaciona en ocasiones a condiciones patológicas no siendo claro su origen o 
significado (247). 
Diversos estudios electrofisiológicos han demostrado que en áreas del cerebro como la 
corteza frontal se incrementa la actividad theta durante procesos de aprendizaje (248), 
este incremento de ondas theta se hace evidente en la transición del reposo hacia la 
observación, y coinciden con las respuestas de uso de memoria  episódica (249), 
especialmente cuando se utiliza memoria de trabajo (250;251). 
De otra parte, la variabilidad de la frecuencia cardiaca (VFC) ha sido ampliamente utilizada 
para la evaluación de múltiples condiciones tanto fisiológicas como patológicas, por la 
representación directa de la actividad del sistema nervioso autónomo a múltiples 
estímulos externos (252). Estudios previos han demostrado que el estrés mental 
(evaluado a través de pruebas de concentración), lleva a una reducción de la VFC lo que 
sugiere un aumento de la actividad simpática y una reducción de la actividad 
parasimpática (253). 
Estudios previos han relacionado la actividad de la corteza frontal (especialmente la 
corteza frontal derecha) al proceso de control de la actividad autonómica y, por lo tanto, a 
la modulación de la VFC (36). Sin embargo, existen pocos trabajos que relacionen la 




Este trabajo busca evaluar la relación entre la actividad neuronal cortical frontal evaluada 
a través de electroencefalografía y la respuesta autonómica evaluada a través de VFC 
frente a tareas cognitivas observacionales, de concentración, memoria y juego. 
MATERIALES Y MÉTODOS 
TIPO DE ESTUDIO 
El presente es un estudio transversal descriptivo con dos grupos (Grupo hombres n = 20 y 
grupo mujeres n=19) con promedio de edad de 21,2 ± 2,32 años. Los criterios de inclusión 
considerados fueron: individuos con una edad entre 18-24 años, sin consumo previo de 
sustancias que afecten el sistema nervioso (cafeína, alcohol, tabaco). Aun reuniendo los 
criterios descritos, los pacientes fueron excluidos si al analizar las señales biológicas estas 
se encontraban contaminadas con ruido en exceso que impidiera realizar su limpieza, así 
como alguna condición limitante observada en la valoración clínica previa que pudiera 
afectar la respuesta autonómica (ausencia de sueño, estrés físico asociado a dolor o 
lesiones entre otras). 
El estudio y sus procedimientos fueron ajustados a los principios establecidos en la carta 
de Helsinki (2013). En consecuencia, todos los individuos fueron informados de las 
características del estudio, sus objetivos, los procedimientos a aplicar, los riesgos 
potenciales y el uso de la información, aprobando su participación con su firma y huella. 
De cara a garantizar la integridad de los participantes fue necesaria una valoración clínica 
inicial por parte del personal biomédico del estudio, en la cual se evaluaron las 
condiciones de elegibilidad y el control de potenciales riesgos para la salud. 
MUESTREO  
Considerando los criterios descritos y la complejidad de los procedimientos de laboratorio 
a emplear, se acudió a un muestreo no probabilístico y una agrupación de los grupos por 
género. Por tanto, un total de 40 individuos de ambos géneros fueron incluidos en el 
estudio, los cuales fueron divididos en dos grupos (Hombres n = 20; Mujeres n = 20). Al 
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final del proceso se establece una pérdida muestral del 2,5% (una mujer), explicada por la 
baja calidad de las señales adquiridas.  
DESCRIPCIÓN DE LOS PROCEDIMIENTOS 
De cara a controlar fuentes de invalidación relacionadas con las condiciones de aplicación 
de protocolos e instrumentos se determinó que los participantes fueran evaluados en 
horas de la mañana e interrogados sobre la calidad del sueño y el uso de cafeína, alcohol o 
cigarrillo durante las 24 horas previas. Por tanto, aquellos individuos que incumplían a 
alguna de estas condiciones fueron programados nuevamente en otra sesión, de manera 
que se garantizara unas condiciones mínimas para la toma y registro de las variables. 
ADQUISICIÓN DE SEÑALES 
La adquisición de las variables se hizo mediante un equipo PowerLab 8/35 (ADInstruments 
Europe, Oxford, UK), la señal electroencefalográfica se obtuvo mediante electrodos de oro 
plateado dispuestos en posición frontopolar izquierda FP1, frontopolar derecha FP2, 
Temporal izquierda T3 y Temporal derecha T4 y un electrodo de referencia a nivel 
auricular A1 y A2, para un montaje longitudinal FP1-T3 y FP2-T4, según el sistema 
internacional 10/20. Para la adquisición se utilizó una ganancia x 106 usando un filtro 
digital pasa baja con frecuencia de corte 35Hz y frecuencia de muestreo de 400Hz, el 
software utilizado en la adquisición de las señales fue LabChart 8 (ADInstruments). Figura 
2.4.1. 
La señal electrocardiográfica se obtuvo mediante una derivación DII (60°), ubicando un 
electrodo negativo en el acromion derecho, un electrodo positivo en la espina iliaca 
anterosuperior izquierda y un electrodo neutro en la espina iliaca anterosuperior derecha. 
Para la adquisición se utilizó una ganancia x 103 y se usó un filtro digital pasa baja de 30Hz 




Figura 2.4.1. Ejemplo de las señales obtenidas, el registro en rojo corresponde a la señal 
electroencefalográfica FP1-T3, el registro en azul a la señal electroencefalográfica FP2-T4, 
y el registro en verde la señal electrocardiográfica. 
FASES DEL PROCEDIMIENTO 
Cada uno de los participantes cumplió con cinco fases seguidas durante el estudio: (1. 
Reposo), durante 2 minutos se recolectaron las señales en reposo con el paciente en 
posición sedente, (2. Observación), durante 30 segundos se le permitió al evaluado 
observar una serie de imágenes con su respectivo nombre, Figura 2.4.2A. (3. Memoria), 
luego de la observación el evaluado tuvo un tiempo de 2 minutos para consignar el 
nombre del mayor número de imágenes que recordara, (4. Concentración), durante 3 
minutos el evaluado resolvió el Test de Harris & Harris para concentración (254), 
consistente en una cuadrícula con números aleatorios entre el 0 y el 99, Figura 2.4.2B. 
(5.juego), por último los participantes del estudio jugaron durante 10 minutos el juego 
para PC “reto mental” (Gameloft París, Francia), que reúne pruebas de memoria, habilidad 
visual, lógica, matemáticas y atención. 
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Figura 2.4.2. (A). Figuras utilizadas para la evaluación de la observación y la memoria, (B). 
Test de Harris & Harris utilizado para evaluar la concentración (254). 
 
ANÁLISIS DE LAS SEÑALES 
Para el análisis de la señal electroencefalográfica se utilizó Matlab r2014a (Mathworks, 
Massachusetts, USA), luego de seleccionar un periodo de tiempo libre de artefactos se 
extrajo la serie temporal (ST) y mediante la trasformada rápida de Fourier (FTT) se obtuvo 
la densidad espectral de potencia (DEP), luego se calculó la energía en cada banda del EEG 
(beta, alfa, delta y theta) utilizando el método trapezoidal, el cual representa el área bajo 
la curva en una banda de frecuencia (255;256), Figura 2.4.3.  
Finalmente, se determinó el peso porcentual de energía que aporta cada ritmo a la 
energía total del EEG. Figura 2.4.4.  
El análisis de la VFC se realizó mediante el software Kubios HRV, University of Kuopio (94). 
La fase de pre procesamiento de la señal de FC, consistió en el retiro de artefactos 
(variaciones del intervalo RR superiores a dos desviaciones estándar con respecto al 
promedio) y el filtrado de la señal utilizando un filtro pasa alta tipo Smoothness priors con 






Figura 2.4.4. Distribución porcentual de las frecuencias. 































































































































































































Figura 2.4.3. Distribución de frecuencias a partir de una señal libre de artefactos. 
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A partir del tacograma obtenido libre de ruido, en la ST fue analizado el promedio de la 
frecuencia cardiaca (FC). Para el análisis en el dominio de la frecuencia a partir de la ST fue 
necesario realizar interpolación spline cubic debido a que los latidos cardiacos no son 
equidistantes. Finalmente, una taza de 4 Hz con muestras equidistantes fue utilizada, a 
continuación se aplicó una FFT para obtener la DEP y los parámetros de potencia fueron 
obtenidos (en valores RMS y porcentual del total de la potencia) en la muy baja frecuencia 
(VLF 0 - 0,04 Hz), baja frecuencia (LF 0,04 – 0,15 Hz) y alta frecuencia (HF 0,15 – 0,4 Hz), 
según protocolo descrito en el capítulo 2.1. 
Tabla 2.4.1. Operacionalización de Variables recolectadas para el estudio 
Nombre de la 
variable 
Definición conceptual 




Escala de medición 
VARIABLES INDEPENDIENTES 
Edad 
Tiempo de vida del 
paciente en años al 
momento de la toma de 
los datos. 
Edad: Número de 
años. 
Cuantitativa discreta 
dada en años. 
VARIABLES ELECTROENCEFALOGRÁFICAS 
Ondas delta 
Ondas cuya frecuencia 





Ondas cuya frecuencia 





Ondas cuya frecuencia 





Ondas cuya frecuencia 







 VARIABILIDAD DE LA FRECUENCIA CARDIACA 
RR  
Tiempo expresado 
en milisegundos que 





continua dada en 
milisegundos 
Frecuencia cardiaca  
Inverso del RR, 
corresponde al 
número de veces 
que late el corazón 
en un minuto 
Latidos por minuto 
Cuantitativa 
continua dada en 
latidos por minuto 
Análisis de la VFC en 
dominio de la 
Frecuencia 
Conjunto de 
variables que surgen 
de transformar la 
señal al espectro de 
frecuencias 
HF = % o ms2 
LF = % o ms2 
HFun = % 





La homogeneidad en el comportamiento de las variables fue evaluada utilizando el 
estadístico de Levene. Las diferencias entre cada uno de las fases del estudio: (reposo, 
observación, memoria, concentración y juego) se determinaron mediante el análisis de la 
varianza (ANOVA) de una vía, seguido de comparaciones post hoc de diferencias mínimas 
significativas (DMS). t student para muestras no pareadas se usó para establecer las 
diferencias entre hombres y mujeres y las correlaciones entre las variables se 
establecieron mediante el coeficiente de correlación de Pearson. La diferencia se 
consideró estadísticamente significativa con una p < 0,05 y altamente significativa con p < 
0,01. 
RESULTADOS 
No se encontraron diferencias estadísticamente significativas en la distribución de ondas 
electroencefalográficas entre hombres y mujeres; existiendo en ambos grupos un 
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predominio de ondas Beta a todo lo largo de la evaluación, Figura 2A; de la misma forma, 
tampoco se observaron diferencias en las variables asociadas a VFC y la FC aunque fue 
superior siempre en mujeres solo fue significativa su diferencia en la fase de memoria (p < 
0,01) y juego (p = 0,02). Figura 2.4.5. 
 
 
Figura 2.4.5. Respuestas encontradas entre los datos de hombres y mujeres (A) Actividad 
electroencefalográfica (δ – Ondas delta 0,5 – 4 Hz), (θ – Ondas Theta 4 – 8 Hz), (α = Ondas 
alfa 8 – 13 Hz) y (β – Ondas Beta > 13 Hz). (B) Diferencia entre los datos de frecuencia 
cardiaca (FC) y VFC: (VLF – Muy baja frecuencia 0-0,04 Hz), (LF – Baja frecuencia, 0,04 – 
0,15 Hz) y (HF – Alta frecuencia 0,15 – 0,4 Hz). * Diferencia estadísticamente significa p < 
0,01. 
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El análisis de la varianza mostró diferencias significativas entre las diferentes fases de la 
evaluación para el comportamiento de ondas Theta, para ondas Beta las diferencias se 
observaron al comparar cada fase con el reposo, la FC y la VFC, también mostraron 
diferencias significativas en la mayoría de las variables Tabla 2.4.2. 
 
Comparados con la señal obtenida en reposo, se observa que las variables 
electroencefalográficas con cambios estadísticamente significativos fueron el porcentaje 
de ondas Theta, las cuales aumentaron (p < 0,01), hubo una reducción de las ondas Beta, 
las ondas Delta no presentaron variación y para las ondas alfa solo durante la fase de 
concentración de los hombres donde aumentó de 13,2% a 16,3% (p = 0,03). Tabla 2.4.2. y 
Figura 2.4.5. 
Las correlaciones entre cambios electroencefalográficos y VFC, vincularon el aumento de 
las ondas Theta con una reducción del porcentaje de señal HF (r = -0,86), y un aumento de 
la FC (r = 0,71), de la misma forma también se asoció la reducción de ondas Beta a una 
disminución del porcentaje HF (r = 0,96) y a un aumento de la FC (r = -0,75). Tabla 2.4.3. 
Tabla 2.4.2. Resultados de ANOVA para la evaluación de las diferencias entre las variables. 
 
ANOVA Observación Memoria Concentración Juego 
EEG - Theta < 0,01£ < 0,01£ < 0,01£ NS < 0,01£ 
EEG - Beta NS 0.02* <0,01* 0.03* 0.02* 
FC < 0,01£ < 0,01£ < 0,01£ < 0,01£ < 0,01* 
VFC - VLF% < 0,01£ NS < 0,01£ < 0,01£ < 0,01£ 
VFC - LF% < 0,01£ < 0,01£ < 0,01* NS NS 
VFC - HF% < 0,01£ < 0,01£ < 0,01£ < 0,01£ < 0,01£ 
LF/HF < 0,01£ < 0,01£ NS NS NS 
Prueba de diferencias mínimas y su significativas entre las variables comparada con el reposo. FC: 
Frecuencia Cardiaca. VFC: Variabilidad de la Frecuencia Cardiaca. VLF: Muy baja frecuencia. LF: Baja 
frecuencia. HF: Alta frecuencia. * p < 0,05. £ p < 0,01. NS: No significativo.   
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Los cambios en conjunto de la distribución de ondas en el EEG, la variación de la FC y la 
distribución de la VFC se observa en la Figura 2.4.6. 
 
Tabla 2.4.3. Correlaciones entre los datos electroencefalográficos y datos de 
variabilidad de la frecuencia cardiaca. 
 
Theta 4 - 8 Hz Beta < 13 Hz 
 
Hombres Mujeres Todos Hombres Mujeres Todos 
FC 0,50 0,73 0,71 -0,69 -0,57 -0,75 
VLF% 0,57 0,24 0,63 -0,59 -0,39 -0,68 
LF% -0,24 0,65 0,03 0,13 -0,46 -0,06 
HF% -0,69 -0,71 -0,86 0,80 0,76 0,96 
LF/HF 0,26 0,70 0,47 -0,39 -0,45 -0,45 
FC: Frecuencia Cardiaca. VLF: Muy baja frecuencia. LF: Baja frecuencia. HF: Alta 
frecuencia. 
DISCUSIÓN 
En el presente estudio se encontró que el comportamiento de la FC en todo el grupo de 
estudio fue superior durante el periodo de observación, memoria, concentración y juego, 
en comparación con el reposo; una respuesta que puede relacionarse inicialmente con 
una inactivación autonómica parasimpática, la cual se observa en la reducción de la señal 
HF de la VFC (252). Estos resultados son similares a los reportados en otras situaciones 
como: la transición desde el reposo hacia la actividad física, los cuales se acompañan de 
un aumento de la FC explicado especialmente por supresión vagal (257).  
Respuestas autonómicas similares a las reportadas en este estudio, se han encontrado en 
diversas formas de estrés psicosocial (258). Se presume que la presión evolutiva ha 
impulsado adaptaciones funcionales para centrar la atención en la detección de 
amenazas, basados en la información que provea la vía visual sin mediación inicial de la 
conciencia, todo para facilitar respuestas fisiológicas autonómicas (259), situación similar 
 127 
a la observada en actividades que requieren memoria a corto plazo, en las cuales se ha 
encontrado un incremento en la actividad simpática (260). 
 
 
Figura 2.4.6. Respuestas fisiológicas observadas durante cada fase del estudio, promedio 
para todos los individuos n = 39 (A), Comportamiento de la actividad 
electroencefalográfica, (B) FC = Frecuencia cardiaca promedio, (C), Variabilidad de la 
frecuencia cardiaca expresada en porcentaje: VLF = Muy baja frecuencia, LF = Baja 
frecuencia y HF = Alta frecuencia 
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Experimentos en ratas han demostrado un incremento de ondas Theta ante un estímulo 
nuevo asociado al proceso de aprendizaje (248), y de la misma forma durante procesos de 
atención, en los cuales se produce una reducción de los ritmos corticales Beta y Gamma 
que anteceden a un incremento de Theta (261). Estos hallazgos son similares a los 
encontrados en nuestro estudio donde se evidenció una reducción de ritmo Beta y 
aumento de Theta durante la transición reposo-observación. 
Los hallazgos proponen que los estímulos visuales que evocan procesos cognitivos de 
aprendizaje generan estímulos en la corteza prefrontal medial, la cual se encarga de 
procesos de asociación e involucra entre otras: contexto, ubicación espacial, eventos, 
respuestas emocionales, al igual que toma de decisiones (262), la participación de esta 
región es evidenciable por una mayor actividad de ondas theta (263). Desde la corteza 
prefrontal se proyectan neuronas inhibitorias (GABAérgicas) hacia el núcleo central de la 
amígdala (CeA), lo que se asocia al desarrollo de emociones (37). 
Desde el CeA a su vez está demostrado que se proyectan axones glutaminérgicos hacia la 
médula ventrolateral rostral desde donde se proyectan fibras excitatorias simpáticas 
preganglionares vía retículo espinal (264), y de otra parte, desde el CeA también se 
proyectan fibras inhibitorias GABAérgicas hacia el núcleo del tracto solitario lo que podría 
relacionarse con una reducción de la actividad parasimpática (38). 
En los procesos de comprensión de la regulación de la actividad autonómica 
cardiovascular, clásicamente se tiene en cuenta: el papel de los barorreceptores (26;27) y 
los quimiorreceptores (31), sin embargo, en la actualidad la adecuada comprensión 
requiere tener en cuenta de forma adicional el efecto mecánico del sistema respiratorio 
(32), el efecto de mecanorreceptores musculares (33) la presencia de citoquinas 
proinflamatorias por acción directa sobre el hipotálamo, (265;266) y el efecto de la 
actividad cortical descrito hasta ahora en condiciones de sueño (267) y como lo evidencian 
los resultados expuestos, también la actividad cortical en vigilia cuando hay transición del 
estado de reposo hacia demandas cognitivas observacionales de concentración, memoria 
y juego. 
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Basados en la evidencia se ha sugerido al núcleo central de la amígdala como una posible 
estructura fundamental en la relación corteza cerebral – Sistema nervioso autónomo, sin 
embargo, es necesario desarrollar nuevos estudios para comprobar esta relación. 
 
CONCLUSIÓN Y APORTE A LA TESIS 
Cambios en la respuesta electroencefalográfica de la corteza prefrontal dados por una 
mayor actividad de ondas theta se asocian a una mayor actividad del sistema nervioso 
simpático y una menor respuesta del sistema nervioso parasimpático; esto sugiere que 
adicional a moduladores clásicos como los barorreceptores y los quimiorreceptores, la 
corteza cerebral participa activamente durante la vigilia de la  regulación de la actividad 
autonómica, siendo evidenciable este fenómeno cuando del estado de reposo se pasa a 
una demanda cognitiva observacional. 
La actividad cortical debe ser por lo tanto tenida en cuenta siempre que se quiera estudiar 
la respuesta autonómica. 
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2.5. INFLAMACIÓN Y SISTEMA NERVIOSO AUTÓNOMO (UN MODELO 
MATEMÁTICO) 
INTRODUCCIÓN 
En la actualidad se cuenta con un amplio número de opciones para el análisis de la 
variabilidad de la frecuencia cardiaca (VFC), sin embargo, el análisis no lineal a partir del 
gráfico de Poincare, ha demostrado la mayor exactitud al buscar un parámetro de relación 
de la VFC con la respuesta autonómica, especialmente cuando a partir de los resultados 
del gráfico SD1 y SD2 se calcula la actividad simpática: índice simpático cardiaco (ISC) y la 
actividad parasimpática: índice vagal cardiaco (IVC) (124;268). Estos índices han sido 
evaluados a través de la administración de fármacos que modifican la respuesta del 
Sistema Nervioso Autónomo (SNA), con muy buenos resultados (269). 
Aunque el ISC y el IVC, no han sido ampliamente utilizados, han demostrado ser 
marcadores muy eficientes en patologías con pequeños cambios de la actividad 
autonómica como: previo a ataques de epilepsia (270), ataques psicógenos no epilépticos 
(271) y para identificar pacientes con Parkinson y desordenes en el sueño (272). 
A partir de los resultados del ISC e IVC, se han propuesto modelos matemáticos que 
relacionan el comportamiento oscilatorio del sistema nervioso autónomo, una vez más, 
con mejores resultados que los análisis elaborados a partir de la distribución de 
frecuencias (273). Sin embargo no se ha encontrado en la literatura trabajos que vinculen 
la actividad del SNA con determinantes como el proceso inflamatorio evaluado a través de 
marcadores específicos de inflamación. 
De otra parte, estudios previos han demostrado que el comportamiento de diferentes 
marcadores inflamatorios como la Interleucina 6 (IL-6), no tiene un comportamiento lineal 
y que es posible encontrar un aumento de esta en situaciones de inflamación (274), pero 
también en condiciones de estados antiinflamatorios (275), describiendo un 
comportamiento parabólico, mientras que otros marcadores como el receptor soluble de 
Interleucina 6 (sIL6R) se incrementan solo en casos de inflamación (276), lo que significa 
que su comportamiento si es lineal. 
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Gracias a que los modelos matemáticos han demostrado ser la mejor forma de 
comprender las posibles relaciones entre diferentes fenómenos, incluyendo los 
fenómenos biológicos (85), se ha generado la hipótesis que un modelo matemático 
basado en regresiones no lineales (93), puede representar la posible relación entre los 
cambios en la concentración de citoquinas que acompañan los procesos inflamatorios y 
las respuestas del SNA. 
OBJETIVOS 
Determinar el mejor modelo matemático que relacione la actividad del sistema nervioso 
autónomo al variar las concentraciones de los marcadores inflamatorios IL-6 y su receptor 
soluble. 
Generar una relación matemática a partir de datos previos, que permita explicar de una 
mejor forma los cambios del sistema nervioso autónomo.  
Evaluar el posible impacto de otras variables como la composición corporal en el 




Los datos a partir de los cuales se calibró el modelo corresponden a marcadores 
inflamatorios y datos de actividad de SNA de 27 sujetos (13 hombres de 19,3±1,6 años y 
14 mujeres de 19,1±1,7 años), los criterios de inclusión y exclusión se encuentran en el 
subtítulo muestreo del capítulo 2.3. 
VARIABLES UTILIZADAS 
Las variables a partir de las cuales se desarrolló el modelo matemático incluyeron: 
Actividad del SNA: evaluados a través de la variabilidad de la frecuencia cardiaca (VFC). 
Los datos fueron tomados con el monitor de frecuencia cardiaca Polar RS800CX, 
analizados a través del software Kubios. Las variables iniciales escogidas para la 
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generación del modelo incluyeron: SD1, SD2, el Índice Simpático Cardiaco (ISC) dado como 
la relación SD2/SD1 y el Índice Vagal Cardiaco (IVC) calculado a partir del Log10(SD1*SD2) 
(124), más adelante se incluyó una nueva variable denominada índice autonómico (IA), 
que surge de la relación entre IVC/ISC, véase más adelante. 
Comportamiento inflamatorio: Interleucina 6 (IL-6) y receptor soluble de Interleucina 6 
(sIL6R), evaluados a partir del plasma sanguíneo de cada uno de los participantes minutos 
después de haber sido evaluada la actividad de su sistema nervioso autónomo. 
Los detalles del análisis de la VFC se describen en el capítulo 2.1, y detalles de la 
recolección de las muestras sanguíneas y análisis de los marcadores inflamatorios en el 
capítulo 2.3. 
MODELOS DE REGRESIÓN 
Un modelo de regresión cuando éste es lineal univariado, hace referencia a un proceso 
estadístico que busca establecer la relación entre dos variables; esto quiere decir entre 
una variable dependiente y una independiente, sin embargo, en ocasiones se requiere la 
utilización de modelos multivariados que corresponden a los modelos en los cuales hay 
más de una variable independiente, siendo el objetivo fundamental de los modelos de 
regresión la predicción o la estimación (277). 
Sin importar el tipo de modelo todos requieren que se cumplan una serie de supuestos 
iniciales que aportan validez al análisis,  
Normalidad: El primer supuesto tenido en cuenta hace referencia a la distribución normal 
de los datos, que significa la posibilidad de que los datos se agrupen cerca de su valor 
promedio. 
Aunque existen varios tipos de evaluación son los modelos de distribución la mejor forma 
de evaluar una distribución de los datos, estos utilizan la media (µ) y la desviación 
estándar (σ) de la muestra para generar un gráfico de Función de Densidad de 
Probabilidad (PDF), esta se expresa mediante una función matemática en la cual un valor x 
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adquiere un valor F(X) dentro de una probabilidad de distribución, asignándole una 
posición dentro del gráfico de distribución. Ec. 2.5.1 








      Ec. 2.5.1 
La densidad de probabilidad puede expresarse también como datos absolutos en cuyo 
caso el gráfico que se genera es una función de distribución acumulada. 
Autocorrelación: Cuando se cuenta con un conjunto de datos estos no deben estar 
relacionados entre sí, esto quiere decir que los datos sean independientes, en este análisis 
de la autocorrelación suelen utilizarse autocorrelaciones parciales que de estar presentes 
se manifestarían por un patrón ondulatorio de alternancia entre valores positivos y 
negativos al ser graficados. 
Cuando se cuenta con los datos entre estos pueden existir diferentes tipos de relación 
(lineal, cuadrática o polinomial) y puede a su vez ser de tipo univariado cuando solo hay 
una variable independiente o multivariado cuando existen varias. 
Modelos lineales: Un comportamiento lineal entre las variables representa una relación 
en la cual una variable dependiente cambia de manera proporcional (directa o inversa) en 
relación a los cambios de una o varias variables independientes. El modelo se basa en una 
respuesta Z que surge de una serie de k predictores (variables independientes) 
denominados x1, x2. x3 …. xk. Ec. 2.5.2 
{
𝑧1 = 𝛽0 +  𝛽1𝑥11 + ∙∙∙  + 𝛽𝑘𝑥1𝑘 +  𝑒1 
𝑧2 = 𝛽0 +  𝛽1𝑥21 + ∙∙∙  + 𝛽𝑘𝑥2𝑘 +  𝑒2
∙
𝑧𝑛 = 𝛽0 + 𝛽1𝑥𝑛1 + ∙∙∙  + 𝛽𝑘𝑥𝑛𝑘 +  𝑒𝑛
   Ec. 2.5.2 
De esta forma es posible agrupar la respuesta Z como se muestra en la Ec. 2.5.3 
𝑍 =  𝛽0 +  𝛽1𝑥1 +  𝛽2𝑥2 + ⋯ + 𝛽𝑘𝑥𝑘 +  𝜀  Ec. 2.5.3 
Donde Z es el valor de la variable dependiente y: x1, x2… xk son las variables 
independientes, 𝛽0 es la condición inicial y  β1, β2... βk  corresponde a los coeficientes de 
cada una dichas variables y ε es el residuo o valor no predecible. 
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Modelos polinomiales: En muchas ocasiones el modelo lineal no representa el 
comportamiento real de la variable independiente y por esto surgen modelos de 
comportamiento curvilíneo cuya representación general se encuentra en la Ec. 2.5.4  
𝑍 =  𝛽0 +  𝛽1𝑥 +  𝛽2𝑥
2 + ⋯ + 𝛽𝑘𝑥
𝑘 +  𝜀   Ec. 2.5.4 
Donde al igual que en el modelo lineal, Z es el valor de la variable dependiente y en este 
caso x, x2, x3… xk es la variable dependiente, β0 es la condición inicial y β1, β2... βk  
corresponde a los coeficientes que acompañan la variable x y ε es el residuo. 
El modelo utilizado en este capítulo representa una combinación de una variable de 
comportamiento cuadrático x y una variable con un comportamiento lineal y, dado por la 
naturaleza de las variables, en cuyo caso la ecuación representativa estaría dada por la Ec. 
2.5.5 
𝑍 = 𝛽0 + 𝛽1𝑥 + 𝛽2𝑦 + 𝛽3𝑥
2 + 𝛽4𝑥𝑦 + 𝜀    Ec. 2.5.5 
Desde el punto de vista estadístico en muchas ocasiones es posible forzar los datos para 
generar los resultados deseados, especialmente al utilizar modelos multivariados 
polinomiales, sin embargo, es importante para la correcta elección del modelo, contar con 
un conocimiento previo del comportamiento biológico de las variables (277). 
EVALUACIÓN DE UN MODELO DE REGRESIÓN 
Los resultados de un modelo de regresión deben ser evaluados para determinar la 
veracidad en la relación descrita, en este proceso es necesario determinar, el valor 
promedio de los datos = 𝑧, el valor predicho de cada dato = ?̂?𝑖 y el dato original = 𝑧𝑖. De 
esta forma es posible evaluar la desviación total de cada dato Ec. 2.5.6 
(𝑧𝑖 − 𝑧) = −(?̂?𝑖 − 𝑧) − (𝑧𝑖 − ?̂?𝑖)    Ec. 2.5.6 
Donde (𝑧𝑖 − 𝑧) es la desviación total de cada dato, (?̂?𝑖 − 𝑧) la desviación explicada por el 
modelo y (𝑧𝑖 − ?̂?𝑖) la desviación no explicada por el modelo que corresponde al error. 
Para ser analizadas como medidas de dispersión o variabilidad las desviaciones de cada 
dato son elevadas al cuadrado y luego son sumadas, Ec. 2.5.7 las cuales corresponden a la 
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sumatoria de los cuadrados totales (SST), la sumatoria de los cuadrados del modelo (SSR) y 
la sumatoria de cuadrados debido al error (SSE). Ec. 2.5.8 
∑(𝑧𝑖 − 𝑧)
2 = ∑(?̂?𝑖 − 𝑧)
2 − ∑(𝑧𝑖 − ?̂?𝑖)
2   Ec. 2.5.7 
𝑆𝑆𝑇 = 𝑆𝑆𝑅 + 𝑆𝑆𝐸    Ec. 2.5.8 
De esta forma se utiliza la suma de los cuadrados debidos al error (SSE) como un 
cuantificador de la dispersión del error, Ec. 2.5.9, que es uno de los parámetros de 
evaluación más utilizados en la veracidad de un modelo. 
𝑆𝑆𝐸 = ∑ (𝑧𝑖− ?̂?𝑖
𝑛
𝑖=1 )
2     Ec. 2.5.9 
También es reconocido como método de evaluación del error el valor cuadrático medio 
del error (Root Mean Squared Error – RMSE) (278). Ec 2.5.10, el cual también es incluido 
dentro del proceso de evaluación del modelo. 
𝑅𝑀𝑆𝐸 =  √
1
𝑛
 ∑ (𝑧𝑖 − ?̂?𝑖)
2𝑛
𝑖=1    Ec. 2.5.10 
Con el objetivo de determinar la capacidad de predicción del modelo, se determina el 
valor R2, el cual surge de la relación entre SSR y SST comprendida en valores entre 0 y 1 
donde, entre más cercano a 1 esté el valor, el ajuste es mejor y el modelo es capaz de 
explicar el impacto de las variables independientes en la variable dependiente, Ec. 2.5.11 
𝑅2 =  
𝑠𝑠𝑅
𝑠𝑠𝑇
, 0 ≤ 𝑅2  ≤ 1    Ec. 2.5.11 
Cuando el valor de R2 se relaciona con el número de datos, a esto se le conoce como el 
valor de R2 ajustado (R*2), cuyo resultado suele ser menor al del R2, Ec. 2.5.12 
𝑅∗2 =  𝑅2 −  
(1−𝑅2)𝑘
𝑛−(𝑘+1)
     Ec. 2.5.12 
 
Evaluación de los coeficientes: Con el objetivo de evaluar las posibles influencias que la 
variación de los coeficientes tenga en el modelo final, dichos coeficientes (𝛽0, 𝛽1, 𝛽2, 𝛽3,
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𝛽4) que acompañan a las variables fueron calculados de manera individual para cada 
sujeto, esto permitió establecer el valor real del coeficiente eliminando en este caso el 
error. Esto se hizo despejando en la fórmula general Ec. 2.5.5. los valores de 𝛽0 = Ec. 
2.5.13, 𝛽1 = Ec. 2.5.14, 𝛽2 = Ec. 2.5.15, 𝛽3 = Ec. 2.5.16, y 𝛽4 = Ec. 2.5.17, para cada fórmula 
el valor de Zr corresponde al valor real de Z que es el índice autonómico (IA) calculado 
para cada individuo a partir de los datos de IVC e ISC. 
𝛽0 = −𝛽1𝑥 − 𝛽2𝑦 − 𝛽3𝑥



















     Ec. 2.5.17 
 
SOFTWARE DE ANÁLISIS 
El software utilizado para el análisis fue Matlab r2014a (Mathworks, Massachusetts, USA), 
Licenciado por la Universidad de la Sabana, Utilizando los toolbox:  
- Distribution Fitting evaluation (dfittool) para el análisis de normalidad de los datos.  
- Curve Fitting tool (cftool) para el análisis con una sola variable independiente  
- Surface fitting tool (sftool) para el análisis con dos variables independientes. 
ÍNDICE AUTONÓMICO 
Con el objetivo de integrar las respuestas simpáticas y parasimpáticas en un solo dato, se 
ha propuesto el desarrollo de un cociente entre el índice parasimpático (IVC) y el índice 
simpático (ISC), Ec. 2.5.18 y 2.5.19, al cual se le denomino Índice autonómico (IA).  
𝐼𝑛𝑑𝑖𝑐𝑒 𝑎𝑢𝑡𝑜𝑛ó𝑚𝑖𝑐𝑜 (𝐼𝐴) =
𝐼𝑉𝐶
𝐼𝑆𝐶





  𝑜  𝐼𝐴 = 𝐿𝑜𝑔10(𝑆𝐷1 ∗ 𝑆𝐷2) ∗  
𝑆𝐷1
𝑆𝐷2
       Ec. 2.5.19 
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Las variaciones de este cociente se relacionan con la respuesta integrada de los sistemas 
nerviosos: simpático y parasimpático. De forma que, entre mayor sea el valor del IA mayor 
actividad parasimpática y menor actividad simpática y viceversa. 
RESULTADOS Y ANÁLISIS 
En las variables utilizadas para la generación del modelo se evaluó la normalidad de los 
datos a través del cálculo de la función de densidad de probabilidad y la función de 
distribución acumulada, ésta se calcula a partir de los datos de Promedio (µ) y desviación 
estándar (σ); (IL6, µ = 2,37 y σ = 0,99) y (sIL6R, µ = 71,88 y σ = 20,67), utilizando la Ec. 2.5.1 
los gráficos resultantes del análisis se encuentran en las figuras 2.5.1. y 2.5.2. 
demostrando la distribución normal de los datos. 
 
Figura 2.5.1. Función de densidad de probabilidad y función de distribución 
acumulada para la IL-6 evidenciando la distribución normal de los datos, la línea 
punteada corresponde al intervalo de confianza establecido en el 95%.  
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Figura 2.5.2. Función de densidad de probabilidad y función de distribución 
acumulada para la sIL6R evidenciando la distribución normal de los datos, la línea 
punteada corresponde al intervalo de confianza establecido en el  95%. 
 
El análisis de los datos no demostró la presencia de autocorrelación, para su análisis se 
utilizó un intervalo de confianza del 95% equivalente a un rango entre (-0,4080; 0,4080) y 
su representación gráfica no evidenció un comportamiento periódico, Figura 2.5.3. 
 
 
Figura 2.5.3. Gráficos de autocorrelación de las variables IL -6 y sIL6R, la línea 
punteada demuestra un intervalo de confianza establecido en 95%. 
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Regresiones lineales y cuadráticas fueron realizadas con los datos de IL-6 y sIL6R, que 
demostraron ser las variables con mejor correlación según los datos presentados en el 
capítulo 2.3. No se encontraron grandes diferencias entre los dos modelos de análisis y 
tampoco se encontró una relación fuerte entre los marcadores inflamatorios y la variables 
de análisis de la VFC, siendo la relación más alta para la relación cuadrática de la sIL6R y 
SD1 (R2 = 0,27), sIL6R e ISC (R2 = 0,21) y sIL6R e IVC (R2 = 0,26). Tabla 2.5.1; para la IL-6 los 
valores R2 entre la regresión lineal y la regresión cuadrática fueron muy similares siendo la 
mayor relación el comportamiento de IL-6 y el ISC (R2 = 0,16). Tabla 2.5.1. 
Estos datos refuerzan la idea de que un solo marcador inflamatorio no es suficiente para 
producir un marcado cambio en la respuesta autonómica y que por lo tanto no deben 
estudiarse de manera aislada. 
Tabla 2.5.1. Regresiones que relacionan los marcadores inflamatorios de forma individual y los 
marcadores de actividad autonómica. 
 SD1 SD2 ISC IVC 
  Lineal Cuadr Lineal Cuadr Lineal Cuadr Lineal Cuadr 
IL-6 
SSE 23177 23170 35160 35157 22,14 22,13 6,63 6,63 
RMSE 30,45 38,28 37,50 38,27 0,94 0,96 0,52 0,53 
R2 0,11 0,11 0,03 0,02 0,16 0,16 0,06 0,06 
R*2 0,08 0,03 -0,009 -0,05 0,12 0,08 0,02 -0,02 
sIL6R 
SSE 20225 19052 32518 30500 20,90 20,68 5,68 5,24 
RMSE 28,44 28,17 36,07 35,6 0,91 0,93 0,48 0,47 
R2 0,22 0,27 0,10 0,16 0,20 0,21 0,19 0,26 
R*2 0,19 0,21 0,07 0,08 0,16 0,14 0,16 0,19 
Interleucina 6 (IL-6), Receptor soluble de Interleucina 6 (sIL6R), Desviación estándar (SD), Índice 
Simpático Cardiaco (ISC), Índice Vagal Cardiaco (IVC), Raíz del promedio del error al cuadrado 
(RMSE), Suma de los cuadrados debidos al error (SSE). 
 
Para mirar el efecto combinado de IL-6 y sIL6R se utilizó un modelo cuadrático para IL-6 (x) 
(𝑧 = 𝛽0 + 𝛽1𝑥 + 𝛽3𝑥
2) y lineal para sIL6R (𝑧 = 𝛽0 + 𝛽1𝑦) (y) donde el resultado final es un 
modelo de la forma: (𝑧 = 𝛽0 + 𝛽1𝑥 + 𝛽2𝑦 + 𝛽3𝑥
2 + 𝛽4𝑥𝑦), este corresponde al modelo 
de mejor resultado y además es el que mejor se relaciona con el comportamiento 
fisiológico de las variables, Figura 2.5.4. Como resultado se encontraron valores de 
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regresión superiores a hallados al evaluar las variables de forma individual en la ecuación 
inicial siendo estos para SD1 e ISC de R2 = 0,40 y R2 = 0,28 en el IVC. Tabla 2.5.2. 
Esto significa que el efecto combinado de la IL-6 y su receptor soluble tienen un efecto 
mayor sobre el sistema simpático que sobre el sistema parasimpático. 
 
Figura 2.5.4. Comportamiento de las variables IL-6 y sIL6R, en modelos 
antiinflamatorios e inflamatorios.  
 
Tabla 2.5.2. Regresiones que relacionan los marcadores inflamatorios agrupados y los 
marcadores de actividad autonómica.  
 SD1 SD2 ISC IVC 
IL-6 
sIL6R 
SEE 15581 30374 16,02 5,09 
RMSE 26,61 37,16 0,39 0,48 
R2 0,40 0,16 0,40 0,28 
R*2 0,30 0,009 0,28 0,14 
Interleucina 6 (IL-6), Receptor soluble de Interleucina 6 (sIL6R), Desviación estándar 
(SD), Índice Simpático Cardiaco (ISC), Índice Vagal Cardiaco (IVC), Raíz del promedio 





Fueron analizados los resultados de las variables inflamatorias IL-6 y sIL6R de forma 
individual en relación al índice autonómico (IA) propuesto, una vez más fue débil el 
resultado de las regresiones, para IL-6 una R2 de 0,17 para la propuesta de una regresión 
lineal e igual valor para la relación cuadrática, mientras que para el sIL6R la R2 alcanzó 0,29 
al analizar la relación cuadrática. Tabla: 2.5.3. 
 
Tabla 2.5.3. Regresiones lineales y cuadráticas que relacionan los 
marcadores inflamatorios de forma individual y el índice 
autonómico 
 Lineal Cuadrática 
IL-6 
SSE 17,3 17,3 
RMSE 0,83 0,85 
R2 0,17 0,17 
R*2 0,14 0,10 
sIL6R 
SSE 15,3 15,0 
RMSE 0,78 0,78 
R2 0,26 0,29 
R*2 0,23 0,23 
Interleucina 6 (IL-6), Receptor soluble de Interleucina 6 (sIL6R), Raíz 
del promedio del error al cuadrado (RMSE), Suma de los cuadrados 
debidos al error (SSE). 
 
Evaluando en conjunto la respuesta de la IL-6 (modelo cuadrático) y sIL6R (modelo lineal) 
el R2 con la respuesta autonómica es de 0,49; superior a los encontrados de manera 
independiente para ISC e IVC. Tabla 2.5.4. Esto significa que la evaluación conjunta de IL-6 
y sIL6R evidencia una mejor relación con la respuesta autonómica; IL-6 evaluado a través 
de un modelo cuadrático y sIL6R como un modelo lineal, tienen la capacidad de explicar la 






Tabla 2.5.4. Regresiones lineales y cuadráticas que relacionan los 







Interleucina 6 (IL-6), Receptor soluble de Interleucina 6 (sIL6R), 
Raíz del promedio del error al cuadrado (RMSE), Suma de los 
cuadrados debidos al error (SSE). 
 
La Tabla 2.5.5. muestra los coeficientes de las ecuaciones que relacionan el modelo 
propuesto con las variables de evaluación del sistema nervioso autónomo incluyendo el 
IA. La representación gráfica del comportamiento de las variables independientes IL-6 y 
sIL6R en relación a las variables dependientes: (SD1, SD2, ISC e ICV) se encuentra en la 
Figura 2.5.5. 
La relación con el índice autonómico (IA) en la Figura 2.5.6. muestra una representación 
esquemática de la tendencia simpática y parasimpática que se encuentra al modificar la 

















Tabla 2.5.5. Coeficientes e intervalo de confianza para la relación entre IL-6 y sIL6R 
con los marcadores de actividad autonómica. 
 β0 β1 β2 β3 β4 
SD1 
































































Desviación estándar (SD), Índice Simpático Cardiaco (ISC), Índice Vagal Cardiaco 
(IVC), Índice Autonómico (IA), Coeficientes (Coef), Intervalo de confianza (IC). 
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Figura 2.5.5. Comportamiento de las variables dependientes IL -6 (x) y sIL6R (y) en 
relación a las variables independientes SD1, SD2, ISC e IVC (z)  
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Figura 2.5.6. Comportamiento de las variables dependientes IL-6 (x) y sIL6R (y) en 
relación a la variable: índice autonómico, la barra inferior representa el 
desplazamiento desde la mayor actividad parasimpática hacia la simpática.  
 
Ya que los coeficientes corresponden a valores que acompañan las variables y estas se 
generan de acuerdo al comportamiento de un grupo de datos, se calcularon los 
coeficientes para cada uno de los sujetos con el objetivo de establecer las variaciones 
entre individuos de estas Tabla 2.5.6. 
El comportamiento de cada coeficiente fue evaluado en relación con otras variables de los 
sujetos, encontrándose que los coeficientes tienen un comportamiento inversamente 
proporcional a la edad y al porcentaje de grasa y directamente proporcional al porcentaje 
de masas muscular, la capacidad aeróbica (dada por sus valores de VO2max) y a la potencia 
aeróbica (dada por la cantidad de Vatios alcanzada durante la prueba). Tabla 2.5.7. 
Esta observación resulta interesante ya que puede representar como las variables 
inflamatorias se pueden modificar (potencializar o minimizar) por variables previamente 
analizadas como lo son la composición corporal capítulo 2.2. y el nivel de entrenamiento 
2.3. 
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Tabla 2.5.6. Coeficientes calculados para cada sujeto en la predicción del 
índice autonómico. 
 β0 β1 β2 β3 β4 
Sujeto 1 6,370 -0,924 -0,03201 0,16020 0,015214 
Sujeto 2 5,249 -1,391 -0,05801 -0,05097 0,004320 
Sujeto 3 5,554 -1,352 -0,05075 -0,06666 0,005338 
Sujeto 4 5,462 -1,557 -0,05167 -0,29362 0,001741 
Sujeto 5 7,439 -0,463 -0,01356 0,35327 0,022892 
Sujeto 6 5,859 -1,233 -0,04382 -0,02855 0,008153 
Sujeto 7 5,130 -1,622 -0,05633 -0,23193 0,001513 
Sujeto 8 6,877 -0,504 -0,02638 0,49265 0,020632 
Sujeto 9 6,378 -1,048 -0,03501 0,05330 0,011359 
Sujeto 10 6,462 -1,021 -0,03372 0,06180 0,011775 
Sujeto 11 5,932 -1,172 -0,04242 0,01909 0,009310 
Sujeto 12 5,057 -1,509 -0,05602 -0,11026 0,004072 
Sujeto 13 6,309 -0,959 -0,03673 0,14032 0,012510 
Sujeto 14 5,840 -1,196 -0,04369 0,01268 0,008972 
Sujeto 15 5,436 -1,391 -0,04924 -0,07704 0,006292 
Sujeto 16 5,475 -1,401 -0,04865 -0,09515 0,006175 
Sujeto 17 6,018 -1,104 -0,04123 0,07567 0,010226 
Sujeto 18 5,452 -1,371 -0,04885 -0,06269 0,006641 
Sujeto 19 7,145 -0,709 -0,02664 0,19624 0,015327 
Sujeto 20 5,763 -1,216 -0,04440 0,00768 0,008791 
Sujeto 21 6,610 -0,919 -0,03443 0,11392 0,012285 
Sujeto 22 5,330 -1,604 -0,04887 -0,28925 0,004650 
Sujeto 23 6,087 -1,069 -0,04071 0,08964 0,010421 
Sujeto 24 5,883 -1,188 -0,04288 0,01415 0,009153 
Sujeto 25 5,063 -1,504 -0,05151 -0,10779 0,005822 
Sujeto 26 5,612 -1,422 -0,04537 -0,17343 0,006960 
Sujeto 27 6,618 -0,774 -0,03704 0,25061 0,012396 






Tabla 2.5.7. Influencia de las variables antropométricas y de capacidad física 
en el valor de los coeficientes. 
 
β0 β1 β2 β3 β4 
Edad -0,12 -0,18 -0,18 -0,22 -0,25 
Grasa % -0,32 -0,27 -0,31 -0,22 -0,27 
Músculo % 0,36 0,34 0,35 0,30 0,35 
VO2 0,38 0,34 0,32 0,25 0,28 
Vatios 0,54 0,45 0,47 0,34 0,39 
 
CONCLUSIONES DEL MODELO 
El modelo encontrado utilizó un comportamiento cuadrático para la respuesta de la IL-6, 
lo que se relaciona con el comportamiento fisiológico (inflamatorio – antiinflamatorio) de 
esta citoquina, mientras que el receptor soluble de IL-6 (sIL6R) demostró un 
comportamiento lineal asociado a su acción fisiológica que es solo inflamatoria. 
No es posible utilizar una sola variable para explicar el impacto sobre el sistema nervioso 
autónomo, es la evaluación combinada, en este caso de las concentraciones de IL-6 y 
sIL6R las que generan un modelo aceptable que en teoría permite explicar cerca del 50% 
del cambio en la respuesta autonómica, especialmente por un aumento de la actividad 
simpática y en menor proporción por una disminución de la actividad parasimpática. 
Las respuestas del sistema nervioso autónomo involucran cambios tanto en su rama 
simpática como en su componente parasimpático, el modelo propone la relación entre 
actividad parasimpática/actividad simpática como un marcador adecuado para la 
evaluación y el seguimiento de estos cambios. 
El modelo generado presenta una serie de coeficientes (constantes) que acompañan a las 
variables inflamatorias, pero el estudio detallado de estas constantes, analizadas de 
manera individual en cada sujeto permitió evidenciar que estos coeficientes pueden estar 
influenciados por aspectos como la capacidad aeróbica o la composición corporal, estos 
significa que el valor de cada coeficiente sería mayor entre más nivel de entrenamiento y 
mayor proporción de masa muscular, lo que generaría un mayor índice autonómico. 
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3. DISCUSIÓN GENERAL, CONCLUSIONES Y PERSPECTIVAS 
Los hallazgos de la investigación apuntan a que la regulación de la actividad autonómica es 
un proceso que se encuentra controlado a todo nivel. Clásicamente los libros de fisiología 
consideran que los responsables de las respuestas simpáticas y/o parasimpáticas están 
centradas en la información aferente de los barorreceptores y los quimiorreceptores.  
Efectivamente los barorreceptores generan potentes estímulos que disparan las 
respuestas simpáticas y atenúan las parasimpáticas, estos hallazgos son fácilmente 
comprobables con maniobras como la ortostática, donde el cambio de posición generó 
cambios muy marcados en la respuesta autónoma evidenciables en la variabilidad de la 
frecuencia cardiaca.  
Los datos reportados en el capítulo 2.2, evidencian un aumento del 130% en hombres y 
90% en las mujeres en el índice simpático cardiaco y una reducción de 12% promedio en 
ambos géneros en el índice vagal cardiaco al pasar de clinostatismo a ortostatismo. 
La respuesta de los quimiorreceptores también se evidenció en el capítulo 2.3, donde 
posterior al ejercicio físico se encontró un aumento de más del doble en el índice 
simpático cardiaco y una reducción del índice vagal cardiaco, esto en una fase post 
ejercicio inmediato que coincide con un estado de hipercapnia, hipoxemia y acidosis. 
Sin embargo y sumado a estos hallazgos también es destacable como otros elementos 
como la composición corporal aportan a la modulación de la respuesta autonómica. l 
capítulo 2.2, hizo evidente que la cantidad de tejido adiposo también se relacionaba con 
un aumento de la actividad simpática y que más aún es la cantidad de músculo 
esquelético la que se relaciona de manera directamente proporcional con la actividad 
parasimpática e inversamente con la simpática. Llama la atención sin embargo que estos 
resultados fueron muy evidentes en hombres y menos en las mujeres, lo cual 
probablemente obedezca a otros factores que se salen del alcance de la investigación y 
que involucren sistemas hormonales propios de cada género. 
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Ya que el hipotálamo, principal regulador de la actividad autonómica se encuentra 
relacionado anatómicamente con otras áreas cerebrales como la corteza cerebral 
encargada de múltiples procesos cognitivos, el capítulo 2.4 evaluó esta relación a través 
de tareas que involucraban aprendizaje y observación, encontrándose que este tipo de 
estímulos más que cambios simpáticos producía una reducción de las respuestas 
parasimpáticas. 
Por último, el hallazgo más representativo del proceso se asocia a establecer la influencia 
del sistema inmune, evaluado a través de marcadores inflamatorios en la respuesta del 
SNA, el capítulo 2.3 demostró que especialmente un marcador poco relacionado en la 
literatura, el receptor soluble de Interleucina 6 (sIL6R), tiene una relación positiva con la 
actividad simpática autonómica y negativa con la actividad parasimpática, pero adicional a 
ello, que también se asocia a un mayor porcentaje de tejido adiposo y una menor cantidad 
de masa muscular. 
Ya que la biología detrás de la interacción del sIL6R, involucra también la biología de la 
misma Interleucina 6 (IL-6) y que esta última no tiene un comportamiento meramente 
inflamatorio sino que está presente en estados antiinflamatorios como el ejercicio físico, 
el capítulo 2.5 exploró su relación fisiológica a través de la utilización de modelos de 
regresión, encontrándose que lo expuesto en la literatura sobre la forma como se 
comportan la IL-6 y el sIL6R, reflejaba efectivamente los cambios de la actividad 
autonómica.  
Con el fin de integrar las respuestas autonómicas simpática y parasimpática y teniendo en 
cuenta que no es posible desligar estas dos ramas del SNA, el capítulo 2.5 propone 
también el desarrollo de un índice autonómico (IA), como una alternativa para la 
evaluación del SNA. La Figura 3.0, corresponde a una propuesta de integración de los 
resultados de los capítulos 2.2., 2.3. y 2.4., en torno de las vías aferentes que participan en 
la regulación del SNA. 
Como todo proceso investigativo, los experimentos realizados pueden encontrarse 
sesgados por variables que se salen del control de la investigación y que introducen ruido 
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a los resultados. Esto significa que hallazgos como el modelo matemático final suponen 
limitaciones en representar de una manera cien por ciento exacta el fenómeno a explicar. 
Entre otras limitaciones, se encuentra la alta cantidad de variables que condicionan la 
respuesta del sistema nervioso autónomo y otro tanto las del sistema inmune, en este 
sentido la investigación continua y lo hace a partir de preguntas que incentivan a seguir 
abordando el tema. 
- ¿Cuál es el papel de otros sistemas hormonales como los estrógenos o los 
andrógenos en la regulación autonómica? 
- ¿Cuáles son las variables adicionales que hacen que el ejercicio físico module la 
respuesta autonómica? 
- ¿Cuál es el potencial clínico de la relación descrita en torno de la posible aplicación 
en el diagnóstico, seguimiento y evaluación del tratamiento en pacientes? 
- ¿Cuál es el potencial en la planificación del entrenamiento deportivo y como la 
evaluación del sistema nervioso autónomo puede servir como marcador de lesión 




Figura 3.0. Propuesta integradora basada en los resultados de los capítulos 2.2; 2.3 y 2.4, 
PVN = Núcleo Paraventricular, NTS = Núcleo del tracto solitario, NA = Núcleo Ambiguo, 
MVLC = Médula Ventrolateral Caudal, MVLR = Médula Ventrolateral Rostral. 
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ANEXO 1. CÓDIGOS MATLAB UTILIZADOS DURANTE LA INVESTIGACIÓN 
Anexo 1.1. Interpolación de datos. 
%%Interpolación de datos%% 
xx=(0:250:300000); %interpolado cada 250ms% 
x=cumsum(y); 
y2=spline(x,y,xx)'; %y = conjunto de datos, x = sumatoria de tiempos en los datos, y2 = 
Señal interpolada% 
figure, plot(y2) 




Anexo 1.2. Retiro de la tendencia. 
%%Retirar la tendencia de la señal%% 
yy=Detrend(y2); 
figure, plot(yy) 




Anexo 1.3. Filtrado de la señal 




D2=spdiags(ones(T-2,1)*[1 -2 1],[0:2],T-2,T); 






Anexo 1.4. Análisis en el tiempo 
%%Análisis en el tiempo de las señales%% 
%Promedio del RR% 
Promedio = mean(y);  







%Promedio Frecuencia cardiaca% 
FC = 60./y*1000; 
PromedioFC = mean(FC); 
%DS de la Frecuencia cardiaca% 


















Anexo 1.5. Análisis en la frecuencia 
%%Análisis en la frecuencia%% 
%%Transformada de Fourier%% 








title('Espectro de la frecuencia y(t)') 
xlabel('Frequency (Hz)') 
ylabel('|Y(f)|') 
%%Cálculo de las Potencias y sus porcentajes%% 




TP = avgpower(psdest,[0.0 0.4]); 
VLF = avgpower(psdest, [0.0 0.04]); 
LF = avgpower(psdest, [0.04 0.15]); 
HF = avgpower(psdest, [0.15 0.4]); 







Anexo 1.6. Análisis no línea por el método de Poincare 





%Índice simpático cardiaco% 
ISC=SD2/SD1; 
%Índice vagal cardiaco% 
IVC=log10(SD1*SD2); 
%Gráfico de Poincare% 
figure, plot(xm,xp,'.') 






ANEXO 2. REPORTE DE COMPOSICIÓN CORPORAL CON LOS DATOS TOMADOS 
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ANEXO 4: MODELO DE HISTORIA CLÍNICA 
 
HISTORIA MÉDICA Y  
  
 
DE ANTECEDENTES DEPORTIVOS 
  
              
              DATOS PERSONALES 
           FECHA     
           
NOMBRES             
No de 
identificación         
 APELLIDOS             SEXO M 
 
F 
   FECHA DE 
NACIMIENTO      DD MM AA EDAD   
      OCUPACION             
       TELEFONO(S) 1   
 
2     
       
              HISTORIA CLÍNICA 
           Sufre usted o ha 
sufrido de 
            1. Cefaleas (dolor de cabeza) SI NO 
 
1 




2       




3             




4             




5             




6             




7             
 8. Accidente  cerebrovascular SI NO 
 
8             
 9. Dolor en el pecho (angina) SI NO 
 
9 




10       




11             




12             




13             




14             





15             




16             
 17. Enfermedades del corazón SI NO 
 
17             










19             




20             
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21             




22             











       25. Distenciones de 
ligamentos SI NO 
 
25             
 26. Luxaciones o 
Subluxaciones SI NO 
 






27             










29             




30             




31             




32             




33             




34             





35             




36             
 37.Cúando fue su último examen rutinario de la 
laboratorio 37           
 




38       




39             




40             




41             




42             
 43. Anorexia nerviosa,  Bulimia SI NO 
 
43             




44             




45             
 46. Insuficiencia 
corticosuprarenal SI NO 
 
46             




47             




48             
 49. Bronquitis, Neumonía, 
pulmonía SI NO 
 
49             




50             





51             











53             




54             





55             
 56. Le han practicado cirugías SI NO 
 
56             
 57. Toma algún medicamento SI NO 
 
57             





58             




59             





60             










62             




63             
 
              Para 
Mujeres 



















              
 
 
Complicaciones SI NO 
 
              











66             





67             


























           71. Tratamientos para bajar 
peso SI NO 
 
71             
 72. Tratamientos para subir 
peso SI NO 
 
72             
 




73       
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 74. Otros                    
                           
                           
                           
 
              HISTORIA FAMILIAR 
           Alguno de sus familiares padece o ha padecido de uno o varios de los siguientes síntomas o 
enfermedades 





75             




76             
 77. Muerte súbita antes de 55 
años SI NO 
 
77             




78             
 79. Enfermedades coronarias 
(infarto) SI NO 
 
79             




80             
 81. Trombosis o derrame
cerebral SI NO 
 
81             




82             
 83. Otras enfermedades de 
corazón SI NO 
 
83             




84             




85             




86             
 87. Otro(s)                      
 
                           
 
              HISTORIA DEPORTIVA 




88       
 89. Cuanto hace que no practica 
ejercicio 
 
89             









           91. Lleva entrenamiento 
deportivo SI NO 
 




   





   
              
 
 
Duración de la 
  











92             





93             
 94. Hace trabajo 
cardiovascular SI NO 
 
94             




95             
 96. Toma algún hidratante 
especial SI NO 
 




            97. lesiones haciendo ejercicio SI NO 
 
97       
 98. Utiliza o utilizó anabólicos SI NO 
 
98             
 99. Existe alguna otra condición, relacionada con su salud que no haya sido nombrada y que pueda 
implicar 
 un riesgo con el 
ejercicio                       
                           
                           
 
              100. Existe alguna incapacidad, que no haya sido nombrada que le impida realizar algún 
ejercicio. 
                           
                           
                           
 
              YO ASEGURO QUE TODAS LAS RESPUESTAS DADAS SON CIERTAS Y QUE NO HE HECHO OMISIÓN 
 DE NINGÚN ASPECTO RELACIONADO CON MI SALUD TENIENDO EN CUENTA LOS RIESGOS QUE 
PUEDE 
 ACARREAR LA PRÁCTICA DE LA ACTIVIDAD FÍSICA 
 
              
              
 
FECHA    
  
FIRMA     
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ANEXO 5: CONSENTIMIENTO INFORMADO  
Fecha: _____________  
NOMBRE: ______________________________________________        COD: 
CONSENTIMIENTO INFORMADO 
Título del proyecto: “modelo para establecer la relación fisiológica entre inflamación y sistema 
nervioso autónomo en jóvenes sedentarios” 
Investigador principal:  
Henry Humberto León A. Lic. M.D. -  Cel 3127831825  henrylear@clinicaunisabana.edu.co 
 
Lugar donde se realizará el estudio: Laboratorio de fisiología – Clínica Universitaria La Sabana. 
A usted se le está invitando a participar en este estudio de investigación. Antes de decidir si 
participa o no, debe conocer y comprender cada uno de los siguientes apartados. Este proceso se 
conoce como consentimiento informado. Siéntase con absoluta libertad para preguntar sobre 
cualquier aspecto que le ayude a aclarar sus dudas al respecto. 
Una vez que haya comprendido el estudio y si usted desea participar, entonces se le pedirá que 
firme la hoja de consentimiento. 
 
JUSTIFICACIÓN DEL ESTUDIO. Este permitirá evaluar el impacto inflamatorio que tiene una prueba 
de ejercicio y su relación con el sistema nervioso autónomo. 
 
OBJETIVO DEL ESTUDIO 
A usted se le está invitando a participar en un estudio de investigación que tiene como objetivos:  
- Evaluar el grado de inflamación luego de una prueba de ejercicio 
- Evaluar el comportamiento del sistema nervioso autónomo en relación al ejercicio. 
 
PROCEDIMIENTOS DEL ESTUDIO 
En caso de que acepte participar en el estudio se le realizarán una serie de evaluaciones físicas que 
incluyen: 
- Examen médico general. 
- Evaluación de la variabilidad de la frecuencia cardiaca a través de un electrocardiograma en 
reposo y/o el registro de la frecuencia cardiaca a través de un monitor de frecuencia cardiaca y la 
toma de la presión arterial, procedimiento que se repetirá 24 horas posterior al ejercicio. 
- Prueba de ejercicio durante 20 minutos en bicicleta, a una frecuencia cardiaca de entre 140 a 170 
latidos por minuto, monitorizado de forma permanente mediante monitor de frecuencia cardiaca. 
- Toma de sangre venosa a través de punción, para análisis en el laboratorio de marcadores de 
inflamación, procedimiento que se realizará antes de la prueba física en ayunas, luego de prueba y 
24 horas posterior a la misma. 
 
RIESGOS ASOCIADOS CON EL ESTUDIO 
Las evaluaciones a realizar no constituyen peligro alguno para su salud, existen contraindicaciones 
relativas para procedimientos como la punción venosa, que serán tenidas en cuenta durante la 
evaluación pre participación, esta será realizada por personal médico de la clínica universitaria, la 
punción venosa consiste en el acceso a una vena de su antebrazo para extraer de allí 4 ml de 
sangre por toma, este procedimiento es rutinario y tiene un muy bajo riesgo para el desarrollo de 
procesos infecciosos y molestias, con el objetivo de minimizar dichos riesgos la extracción de 
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sangre será realizada por un profesional en el área de la salud y con materiales desechables, las 
cuales serán abiertas en su presencia y desechadas luego de su utilización. 
El día de la evaluación se realizará además una prueba física submaximal, consistente en un 
ejercicio en bicicleta a una intensidad al 70% de su frecuencia cardiaca máxima durante un tiempo 
de 20 minutos, estás pruebas no constituyen peligro para la salud y se realizan de forma rutinaria, 
aun así, usted estará acompañado todo el tiempo por personal médico, quien seguirá 
detenidamente los cambios fisiológicos que se puedan presentar durante su desarrollo. 
 
ACLARACIONES 
• Su decisión de participar en el estudio es completamente voluntaria. 
• No habrá ninguna consecuencia desfavorable para usted, en caso de no aceptar la invitación. 
• Si decide participar en el estudio puede retirarse en el momento que lo desee, informando las 
razones de su decisión, la cual será respetada en su integridad. 
• Si decide participar, tendrá que estar dispuesto a evaluar su frecuencia cardiaca en reposo y a 
ser tomadas muestras sanguíneas antes de la prueba, después de la prueba y 24 horas 
después de esta.  
• La asistencia a la consulta médica es obligatoria y usted debe allí responder con total 
sinceridad a preguntas que le serán hechas sobre antecedentes personales y farmacológicos. 
• No tendrá que hacer gasto alguno durante el estudio. 
• No recibirá pago por su participación.  
• En el transcurso del estudio usted podrá solicitar información actualizada sobre el mismo al 
investigador. 
• La información obtenida en este estudio, utilizada para la identificación de cada paciente, será 
mantenida con estricta confidencialidad por el grupo de investigadores. 
• Al final del estudio el grupo de investigadores se comprometen a entregar un informe 
completo y detallado de los resultados, con una descripción e interpretación de los hallazgos 
aclaraciones adicionales y consejos le serán suministrados por vía electrónica o mediante 
entrevista programada con el grupo de investigadores. 
• Los resultados podrán ser utilizados en la elaboración publicaciones científicas especializadas, 
pero en ningún momento se nombrará la identidad de los evaluados. 
• En caso de eventos adversos, los investigadores asumen el tratamiento que fuere necesario, 
con el objetivo de subsanar la situación. 
Yo, ____________________________________ identificado con documento: 
________________________ he leído y comprendido la información anterior y mis preguntas han 
sido respondidas de manera satisfactoria. He sido informado y entiendo los riegos de la evaluación 
y comprendo que los datos obtenidos en el estudio pueden ser publicados o difundidos con fines 





          
TESTIGO 1: _________________________________________          Huella Índice derecho 
TESTIGO 2: _________________________________________ 
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