It is well known that the conjugate gradient method and a quasi-Newton method, using any well-defined update matrix from the one-parameter Broyden family of updates, produce identical iterates on a quadratic problem with positive-definite Hessian. This equivalence does not hold for any quasi-Newton method. We define precisely the conditions on the update matrix in the quasiNewton method that give rise to this behavior. We show that the crucial facts are, that the range of each update matrix lies in the last two dimensions of the Krylov subspaces defined by the conjugate gradient method and that the quasiNewton condition is satisfied. In the framework based on a sufficient condition to obtain mutually conjugate search directions, we show that the one-parameter Broyden family is complete.
Introduction
In this paper we examine some well-known methods used for solving unconstrained optimization problems and specifically their behavior on quadratic problems. A motivation why these problems are of interest is that the task of solving a linear system of equations Ax = b, with the assumption A = A T ≻ 0, may equivalently be considered as the one of solving an unconstrained quadratic programming problem, min x∈R n q(x) = min
where one lets H = A and c = −b to obtain the usual notation.
Given an initial guess x 0 , the general idea of most methods for solving (QP) is to, in each iteration k, generate a search direction p k and then take a steplength α k along that direction to approach the optimal solution. For k ≥ 0, the next iterate is hence obtained as
The main difference between methods is the way the search direction p k is generated. For high-dimensional problems it is preferred that only function and gradient values are used in calculations. The gradient of the objective function q(x) is given by g(x) = Hx + c and its value at x k is denoted by g k . The research presented in this paper stems from the desire to better understand the well-known connection between the conjugate gradient method, henceforth CG, and quasi-Newton methods, henceforth QN. We are interested in determining precise conditions in association with the generation of p k in QN such that, using exact linesearch, CG and QN will generate the same sequence of iterates as they approach the optimal solution of (QP).
CG and QN are introduced briefly in Section 2 where we also state some background results on the connection between these two methods. In Section 3 we present our results and some concluding remarks are made in Section 4.
Background
On (QP), naturally, we consider the use of exact linesearch. Then in iteration k, the optimal steplength is given by
Since H = H T ≻ 0, it can be shown that the descent property, q(x k+1 ) < q(x k ), holds, as long as p
Note that the usual requirement p T k g k < 0, i.e. that is p k is a descent direction with respect to q(x) at x k with steplength α k > 0, is included in the more general statement of (3).
Given two parallel vectors and an initial point x k , performing exact linesearch from the initial point with respect to a given objective function along these two vectors will yield the same iterate x k+1 . Hence, two methods will find the same sequence of iterates if and only if the search directions generated by the two methods are parallel. Therefore, in the remainder of this paper our focus will be on parallel search directions rather than identical iterates. We will denote parallel vectors by p // p ′ .
On (QP), one is generally interested in methods for which the optimal solution is found in at most n iterations. It can be shown that a sufficient property for this behavior is that the method generates search directions which are mutually conjugate with respect to H, i.e. p T i Hp j = 0, ∀i = j, see, e.g., [17, Chapter 5] .
Conjugate gradient method
A generic way to generate conjugate vectors is by means of the conjugate GramSchmidt process. Given a set of linearly independent vectors {a 0 , . . . , a n−1 }, a set of vectors {p 0 , . . . , p n−1 } mutually conjugate with respect to H can be constructed by letting p 0 = a 0 and for k > 0,
The values of {β kj } k−1 j=0 are uniquely determined in order to make p k conjugate to {p 0 , . . . , p k−1 } with respect to H. Conjugate direction methods is the common name for all methods which are based on generating search directions in this manner.
With the choice a k = −g k in (4) one obtains the conjugate gradient method, CG, of Hestenes and Stiefel [11] . In effect, in CG let p 0 = −g 0 , and for k > 0 the only β-value in (4) that will be non-zero is
where one may drop the first sub-index. It can be shown that
, so that (4) may be written as
From the use of exact linesearch it holds that g T k p j = 0, for all j ≤ k − 1, which implies that g T k g j = 0, for all j ≤ k − 1, i.e. the produced gradients are orthogonal and therefore linearly independent, as required. As for any conjugate directions method using exact linesearch, the search directions of CG are descent directions. See, e.g., [20] for an intuitive introduction to the conjugate gradient method with derivation of the above relations.
In CG, one only needs to store the most recent previous search direction, p k−1 . This is a reduction in the amount of storage required compared to a general conjugate direction method where potentially all previous search directions are needed to compute p k .
Although equations (1), (2), (5) and (6) give a complete description of an iteration of CG, the power and richness of the method is somewhat clouded in notation. An intuitive way to picture what happens in an iteration of CG is to describe it as a Krylov subspace method.
Definition 2.1. Given a matrix A and a vector b the Krylov subspace generated by A and b is given by K k (b, A) = span{b, Ab, . . . , A k−1 b}.
Krylov subspaces are linear subspaces, which are expanding, i.e.
, see, e.g., [9] for an introduction to Krylov space methods. CG is a Krylov subspace method and iteration k may be formulated as the following constrained optimization problem
see, e.g., [17, Chapter 5] . The optimal solution of (CG k ) is x k+1 and the corresponding multiplier is given by g k+1 = ∇q(x k+1 ) = Hx k+1 + c. In each iteration, the dimension of the affine subspace where the optimal solution is sought increases by one. After at most n iterations the optimal solution in R n is found, which will then be the optimal solution of (QP). 1 The search direction p k belongs to K k+1 (p 0 , H), and as it is conjugate to all previous search directions with respect to H it holds that span{p 0 , p 1 , . . . , p k } = K k+1 (p 0 , H), i.e., the search directions p 0 , . . . , p k form an H-orthogonal basis for K k+1 (p 0 , H). We will henceforth refer to the search direction produced by CG, in iteration k on a given (QP), as p CG k . Since the gradients are mutually orthogonal, and because of the relationship with the search directions in (6) , it can be shown that span{g 0 , . . . , g k } = K k+1 (p 0 , H), i.e. the gradients form an orthogonal basis for K k+1 (p 0 , H).
General conjugate direction methods can not be described as Krylov subspace methods, since in general span{p 0 , . . . , p k } = K k+1 (p 0 , H). We will use this special characteristic of CG when investigating the connection to QN.
Although our focus is quadratic programming it deserves mentioning that CG was extended to general unconstrained problems by Fletcher and Reeves [6] .
Quasi-Newton methods
In QN methods the search directions are generated by solving
in each iteration k, where the matrix B k is chosen to be an approximation of H in some sense. 2 In this paper, we will consider symmetric approximations of the Hessian, i.e. B k = B T k . It is also possible to consider unsymmetric approximation matrices, see, e.g., [12] .
The first suggestion of a QN method was made by Davidon in 1959 [2] , using the term variable metric method. In 1963, in a famous paper by Fletcher and Powell [5] , Davidon's method was modified 3 and this was the starting point for making these QN methods widely known, used and studied.
We choose to work with an approximation of the Hessian rather than an approximation of the inverse Hessian, M k , as many of the earlier papers did, e.g. [5] . Our results can however straightforwardly be derived for the inverse point of view where (7) is replaced by the equation
The approximation matrix B k used in iteration k to solve for p k is obtained by adding an update matrix, U k , to the previous approximation matrix,
One often considers the Cholesky factorization of B k , then (7) can be solved in order of n 2 operations. Also, if in (8) the update matrix U k is of low-rank, one does not need to compute the Cholesky factorization of B k from scratch in each iteration, see, e.g., [8] .
One of the most well-known update schemes is the one using update matrices from the one-parameter Broyden family of updates [1] described by
, and where φ k is a free parameter, known as the Broyden parameter. Equation (9) may be written more compactly, momentarily dropping all subscripts, as
where ϕ = φ k p T Bp. It is common to express the one-parameter Broyden family in terms of y k = g k+1 − g k and s k = x k+1 − x k , see, e.g. [4] , but as our interest is in the search directions we prefer the equivalent form of (9) . For all updates in this family, (8) has the property of hereditary symmetry, i.e. if B k−1 is symmetric then B k will be symmetric. The update given by the choice φ k = 0 is known as the Broyden-Fletcher-Goldfarb-Shanno-update, or BFGS-update for short. For this update, when exact linesearch is used, (8) has the property of hereditary positive definiteness, i.e. if B k−1 ≻ 0 then B k ≻ 0. An implication of this is that for all updates given by φ k ≥ 0, when exact linesearch is used, (8) has the property of hereditary positive definiteness, see, e.g., [13, Chapter 9] . Note that there are updates in the one-parameter Broyden family for which (8) does not have this property.
Background results
In [3] , Dixon has shown that on any smooth function, using perfect linesearch 4 , the one-parameter Broyden family gives rise to parallel search directions. On (QP), these search directions will in addition be mutually conjugate with respect to H, see, e.g., [12] .
On (QP) it is well-known that these conjugate search directions, generated by the one-parameter Broyden family, will be parallel to those of CG, i.e. p k // p CG k , for all k. See, e.g., [4, 12, 15] . In particular Theorem 3.4.2 on page 65 of [4] states that CG and QN using well-defined update matrices from the one-parameter Broyden family generate identical iterates. Note that this connection between CG and QN does not hold for general convex functions.
In this paper we approach the well-known connection between QN and CG from another perspective. The main question handled in this paper is: when solving (QP), what are the precise conditions on B k and U k such that p k // p CG k is obtained? We provide an answer by turning our attention to the search directions defined by CG and the Krylov subspaces they span. In Proposition 3.3 we state explicit conditions on U k and in Theorem 3.6 we extend the well-known connection between CG and QN as we show that, under a sufficient condition to generate conjugate search directions, no other update matrices than those in the one-parameter Broyden family will make p k // p CG k .
Results
As a reminder for the reader we will, in the following proposition, state the necessary and sufficient conditions for a vector p k to be parallel to the vector p CG k given that p i // p CG i , for all i ≤ k − 1. Given x 0 , one may calculate g 0 = Hx 0 + c.
Proof. For the sake of completeness we include the proof.
Necessary: Suppose p k is parallel to p CG k . Then p k = δ k p CG k , for an arbitrary nonzero scalar δ k . As p CG k satisfies (i), it holds that
Sufficient: Suppose p k satisfies (i) and (ii)
These necessary and sufficient conditions will serve as a foundation for the rest of our results. We will determine conditions, first on B k , and second on U k used in iteration k of QN, in order for p k // p CG k . Given the current iterate x k , one may calculate g k = Hx k +c. Hence, in iteration k of QN, p k is determined from (7) and depends entirely on the choice of B k . We make the assumption that (7) is compatible, i.e. that a solution exists. A well-known sufficient condition for p k to satisfy (ii) of Proposition 3.1 is for B k to satisfy
This condition, known as the hereditary condition, will be used in the following results, which implies that the stated conditions on B k and later U k will be sufficient conditions, and not necessary and sufficient as those in Proposition 3.1. All B k satisfying (11) can be seen as defining different conjugate direction methods, but only certain choices of B k will generate conjugate directions parallel to those of CG. Assume that B k is constructed as,
i.e. an identity matrix plus a matrix V k . 5 We make no assumptions on V k except symmetry.
where R(V k ) = {y : y = V k x}, the range-space of the matrix V k .
Proof. First we show that p k satisfies condition (i) of Proposition 3.1. If (12) is inserted into (7) one obtains,
Hence, p k satisfies condition (i) of Proposition 3.1. Secondly, p k satisfies condition (ii) of Proposition 3.1 since condition (ii) of this lemma is identical to (11) . Hence, p k // p CG k by Proposition 3.1.
As B k is updated according to (8) , one would prefer to have conditions, in iteration k, on the update matrix U k instead of on the entire matrix B k . Therefore, we now modify Lemma 3.2 by noting that equation (12) may be stated as
We make no assumptions on U k except symmetry. Note that one may split (11) as
Equation (15) is known as the quasi-Newton condition. 6 Using (8) one can reformulate (14) and (15) in terms of U k , see (ii) and (iii) of the following proposition. Given B k−1 that satisfies condition (i) of Lemma 3.2, and given p i // p CG i , for all i ≤ k − 1, the following proposition gives sufficient conditions on U k in order for Lemma 3.2 , that a solution p k is obtained from (7) and that B k is obtained from (13) .
Proof. The proof is identical to the one of Lemma 3.2. If (13) is inserted into (7) one obtains
Conditions (ii) and (iii) of this lemma are merely a reformulation of (11), hence p k satisfies condition (ii) of Proposition 3.1.
Hence, p k // p CG k by Proposition 3.1.
The assumption of the previous proposition, that B k−1 is chosen to satisfy condition (i) of Lemma 3.2, will be satisfied if, in each iteration k, the update matrix U k is chosen according to conditions (i)-(iii) of Proposition 3.3. This is summarized in the following corollary. Next we state a result, which will be needed in our further investigation, and holds for any update scheme of B k , which generates search directions parallel to those of CG.
Proof. Since p k = δ k p CG k , for some non-zero scalar δ k , and since p CG k is a descent direction it holds that
for some non-zero scalar δ k , unless g k = 0.
Note that this implies that (3) is satisfied for any QN method using an update scheme that generates search directions that are parallel to those of CG. Also, assuming g k = 0, it implies that the fraction
is well-defined.
Update matrices defined by Proposition 3.3
Having stated precise conditions on U k in Proposition 3.3 we now turn to look at what these conditions imply in terms of actual update matrices. In Theorem 3.6, we show that the conditions on U k in Proposition 3.3 are equivalent to the matrix U k belonging to the one-parameter Broyden family, (10) . This implies that, under the sufficient condition (11) , there are no other update matrices, even of higher rank, that make p k // p CG k . The if-direction of Theorem 3.6, the fact that the one-parameter Broyden family satisfies the conditions of Proposition 3.3 is straightforward. However, the only ifdirections shows that there are no update matrices outside this family that satisfy the conditions of Proposition 3.3. Proof. Note that since K k−1 (p 0 , H) = span{p 0 , . . . , p k−2 }, condition (ii) of Proposition 3.3 can be stated as
where N (U k ) = {x : U k x = 0}, the null-space of U k . This implies that dim(N (U k )) ≥ k − 1. Since U k is symmetric and applying condition (i) of Proposition 3.3 it follows that
and that dim(R(U T k )) = dim(R(U k )) ≤ 2. Hence, one may write a general U k that satisfies the conditions (i) and (ii) of Proposition 3.3 as
Note that due to the linear relationship between
Hence, since
by the exact linesearch, dropping all ′ k − 1 ′ -subscripts and letting g k be represented by g + , we obtain
We may therefore rewrite (16) as
Now imposing condition (iii) of Proposition 3.3, (18) yields
A combination of Proposition 3.5 and (17) shows that Hp and Bp are linearly independent. Hence, (19) implies that
Substituting into (18), we obtain (10) with the scaling ϕ = φ k p T Bp. This completes the proof.
The precise conditions of Proposition 3.3 are equivalent to choosing U k from the one-parameter Broyden family. As seen in the proof, the conditions (i)-(iii) of Proposition 3.3 may be expressed as
Note that after we impose (a) we have three degrees of freedom,m 1,1 ,m 1,2 and m 2,2 . Then after imposing (b), the quasi-Newton condition, we are left with one degree of freedom φ k .
What is often mentioned as a feature of the one-parameter Broyden family, using information only from the current and previous iteration when forming U k , is in fact a condition that guarantees the equivalence to CG. Also, the fact that the update matrices in (10) are of rank at most two is a consequence of satisfying this condition. This is what distinguishes the one-parameter Broyden family of updates from any B k satisfying (11) .
We stress that the fact that CG and QN, using a well-defined update matrix from the one-parameter Broyden family, generates parallel search directions and hence identical iterates is well-known. By Proposition 3.3 and Theorem 3.6 we may draw the additional conclusion that, under the sufficient condition (11) , there are no other update matrices, even of higher rank, that make p k // p CG k .
Relation between δ k and φ k
Next we derive a relation between the free parameter φ k , the Broyden parameter used in U k when forming B k according to (8) , and the non-zero parameter δ k in
In the following lemma we state an alternative way to express U k belonging to the one-parameter Broyden family (10).
Lemma 3.7. An update matrix U k from the one-parameter Broyden family (10) can be expressed on the form
where all omitted subscripts are ′ k − 1 ′ .
Proof. Reversing relation (17) gives
If (21) is inserted in (10) with ϕ = φ k p T Bp, then (20) is obtained.
In the following proposition we show the one-to-one correspondence between the two parameters φ k and δ k , Lemma 3.2 , that a solution p k is obtained from (7) , that B k is obtained from (13) and that U k belongs to the oneparameter Broyden family, (10), for some φ k , where
Remarks on when the one-parameter Broyden family is welldefined
There are several ways in which an update scheme using the one-parameter Broyden family may become not well-defined. We have already mentioned the degenerate value that makes B k singular in the previous section. In addition to the above, the matrix U k may itself become not well-defined. For all well-defined values of φ k it holds U k given by (10) is not well-defined if and only if
It is clear that requiring B k−1 to be definite (positive or negative) is sufficient to avoid U k being not well-defined. However, from Proposition 3.5 it follows that, on (QP), p T k−1 B k−1 p k−1 = 0 and B k−1 p k−1 = 0 does not occur for any update scheme which generates search directions parallel to those of CG. 8 Hence, on (QP), in order for U k , given by (10), to become not well-defined, the undefinedness must enter in the Broyden parameter φ k . It is well-known that the symmetric rank-one update, SR1, may become not well-defined on (QP), see, e.g. [13, Chapter 9] . SR1 is uniquely determined by (15) 9 and the Broyden parameter for SR1 is given by
Hence, we may summarize our remarks on when U k given by the one-parameter Broyden family, (10) , is well-defined in the following corollary.
Corollary 3.9. Unless φ k = φ SR1 k in (10) with the unit steplength taken in the same iteration, then U k defined by (10), the one-parameter Broyden family, is always welldefined on (QP).
Hence, taking the unit steplength is an indication that one needs to choose a different update scheme than SR1 when forming B k . We therefore stress that hereditary (positive or negative) definiteness is not a necessary property for the update matrices U k to be well-defined when solving (QP).
Conclusions
The main result of this paper are the precise conditions on the update matrix U k stated in Proposition 3.3. In addition, from Theorem 3.6, we draw the conclusion that, in the framework where we use the sufficient condition (11) to guarantee conjugacy of the search directions, the update schemes in QN that give parallel search directions to those of CG are completely described by the one-parameter Broyden family. Hence, we are able to extend the well-known connection between CG and QN, e.g., given in [4] . We show that, under the sufficient condition (11) , there are no other update matrices, even of higher rank, that make p k // p CG k .
It seems as it may be the sufficient requirement to get conjugate directions, (11) that limits the freedom when choosing U k to the one-parameter Broyden family of updates as shown by the above results. Since this condition is only sufficient, one may still pose the question if there are other update schemes for QN that yield the same sequence of iterates as CG on (QP). We believe that in order to understand this possible limitation it will be necessary to obtain a deeper understanding of CG.
We derive a one-to-one correspondence between the Broyden parameter φ k and the scaling δ k . This relation implies that the assumption that (7) is compatible implies uniqueness of the solution p k . If the degenerate value is used B k becomes singular.
We are also able to make the remark that the update matrices belonging to the one-parameter Broyden family is always well-defined on (QP), unless the steplength is of unit length and in the same iteration the rank-one update is used. In this case it is the Broyden parameter φ k that becomes undefined.
In this paper we have focused on quadratic programming. Besides being important in its own right, it is also a highly important as a subproblem when solving unconstrained optimization problems. For a survey on methods for unconstrained optimization see, e.g., [18] . Also, it deserves mentioning that work has been done on QN update schemes for general unconstrained optimization considering (11) for only j = k − 1 and j = k − 2, deriving an update scheme that satisfies the quasi-Newton condition and has a minimum violation of it for the previous step, see [14, 16] .
A further motivation for this research in this paper is that the deeper understanding of what is important in the choice of U k could be implemented in a limited-memory QN method. I.e., can one choose which columns to save based on some other criteria than just picking the most recent ones? See, e.g., [17, Chapter 9] , for an introduction to limited-memory QN methods.
Finally, it should be pointed out that the discussion of this paper is limited to exact arithmetic. Even in cases where CG and QN generate identical iterates in exact arithmetic, the difference between numerically computed iterates by the two methods may be quite large, see, e.g. [10] .
