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I. Introduction
The relationship between geographically separate markets is often evaluated on the basis of price differentials. The magnitude of the price differential and its time varying properties indicate the efficacy of potential arbitrage at disciplining prices across locations. When the pattern of prices is such that there exist no profitable arbitrage opportunities, the spatially separate markets are said to be integrated together} Such an arbitrage-proof pattern of prices is characteristic of aUocative eflldency.
In the simplest characterization of spatial market integration the price in the first market, pl, is said to differ from the price in the second market P2, by transportation cost tl,2 at each point in time. A test of whether the two prices are drawn from the same market is often based on the estimable model
P~,t = flo + fll P2,t + #~(1)
where ~, is a random disturbance that is independently and identically distributed with zero mean and finite variance. 2 In the case of perfect market integration, the market price at each location reflects all ava~able information such that there exists no strategy from which traders can profit consistently by buying a commodity at one location and selling at another. This definition of market integration implies the testable restriction that fil = 1 in equation (1). A less stringent definition of market integration would let fll differ from 1 by only a small amount. This less stringent definition implies the testable restriction that I fll -1 I< c for some arbitrary constant c. For example, if c were set equal to 0.1 and the marginal significance level were 5%, this definition would restrict fll to lie in the dosed interval [0.9, 1.1] with at least 95% probability. 3
The method used to test the parameter restriction on /~1 depends on whether the price series are stationary or not. The asymptotic distribution theory used to construct a test statistic is valid only when the data are stationary. When the price series are not stationary, asymptotic statistical inference cannot be made. Granger (1986) finds that many economic time series are not stationary and that they contain a unit root. When the data are nonstationary, the usual t-test of the hypothesis that fll = 1 is not valid.
Recently, the theory of cointegrafion as developed by Granger (1986) and Engle and Granger (1987) has been used to test for market integration when the data are nonstationaryfi The cointegration method accounts for the nonstationarity of the data and has intuitive appeal as well: the nonstafionarity of the first series explains the nonstationarity of the second series. The Engle-Granger cointegration test for an equilibrium relationship between p~ and p2 consists of two steps: first estimate equation (1), the cointegrating regression that specifies the long-run equilibrium between the two prices; second, test the residuals of the cointegr~ting regression for stationarity using a unit root test. If the residuals are stationary, the mill hypothesis of no cointegrating relationship between pl and p2 is rejected. While this procedure allows cointegration to be tested, it does not allow inference to be made directly on the parameters of the cointegrating regression. The leastsquares estimator of the cointegrating parameters is consistent, but making inference on the parameters based on the estimated standard errors can be misleading (Stock, 1987) . This limitation decreases the usefulness of the Engle-Granger cointegration procedure in this application, because testing parameter restrictions on fll is of primary interest. Johansen (1988 Johansen ( ,1991 and Johansen and Juselius (1990) develop demonstrate a new method for analyzing a set of cointegrated variables; the new method can be used to test for market linkages. Johansen's test for cointegration is based on the method of maximum likelihood and allows inference to be made on the cointegrating parameters using likelihood ratio tests. The method also allows the rank of the cointegrating relationship to be tested. This allows inference to be made on the number of cointegrating relationships in the set of variables. Johansen's procedure is further distinct from the Eng|e-Granger procedure because it specifies the full vector autoregression model. The vector autoregression model characterizes the joint distribution of the data without imposing a priori structural relations.
Economic hypotheses can then be tested as parameter restrictions using likelihood ratio statistics. 
II. Cointegration and Market Linkages
would generally also be an I (1) represents the long-run equilibrium error between the two price series. In this light, the cointegration relation between the two price series can be viewed as a partial adjustment or "error correction" model. It is useful to discuss briefly the error correction model since Johansen's cointegration analysis is expressed in this form. Engle and Granger (1987) show that if the null hypothesis of noncointegration cannot be rejected, an error correction model of the cointegrated price series is appropriate. For example, the error correction model for Pl could be expressed as a least-squares regression of changes in Pl on past changes in Pa and P2, and on lags of the residual from the cointegrating regression:
where & is the difference operator, et is a random disturbance, /2t is the estimated residual from the cointegrating regression, and A, B, and C are
parameters. An analogous regression equation could be expressed for the changes in P2. The intuition that underlies the error correction formulation is dear: agents react to prior deviations from equilibrium,/~t, causing the current period change in the cointegrated price series.
Cointegration is a necessary condition for two price series to have been drawn from the same market. The implication is that p2 will be a good predictor of PI. If the two price series are not cointegrated~ then #~ will be nonstationary; this implies that Pl and p2 would tend to drift apart widely (Engle and Granger, 1987, p. 253) . Clearly~ this is inconsistent with the hypothesis that the two price series were generated in the same market since arbitrage between the two markets would bound the difference in prices.
Cointegration is a necessary but not a sufficient condition for market integration. Market integration requires that the estimated price adjustment parameter j31 satisfy the condition [ fl1-1 IX c where c is an acceptably small number; in the case of perfect market integration c would be equal to zero.
However, the price series could move closely over time and still not come from the same market. So, the test for market integration must combine cointegration testing and testing restrictions on the model's parameters.
The Engle-Granger method for testing cointegration is not applicable to the latter problem, since the distribution of the least-squares estimator of the cointegrating parameters is unknown. However, Johansen's procedure allows general linear restrictions on the cointegrating parameters to be tested using a likelihood ratio test and his method is applied in this study.
III. Empirical Method
Cointegration allows estimation and testing on a long-run equilibrium relationship in the presence of short-run deviations from equilibrium. Johansen's method tests for cointegration within a larger vector autoregressire (VAR) model that incorporates the relationships between the system of economic variabIes. The VAR model describes the variation in the data without restriction. Johansen has shown that the test for cointegration can be expressed as a test of reduced rank of a regression coefficient matrix.
The coefficient matrix can be estimated consistently using linear regression techniques and the test statistic can be computed from the solution to an eigenva~ue problem (eqn. 10 below). Additionally, linear restrictions on the cointegrating parameters can be tested by computing a likelihood ratio test statistic which follows a X 2 distribution.
The basic unrestricted vector autoregressive model of prices can be writ-
where Pt is an n × 1 vector of prices, the Ai are n × n parameter matrices, 7 is a vector of constants, and/~, is a vector of stochastic disturbances distributed independently and identically with mean zero and finite variance. The price series contained in Pt are assumed to be I(1) as this is required for the statistical procedures discussed here to be valid; the price series are tested for this property in the empirical results section.
To distinguish between stationarity achieved by forming linear combinations and that achieved by differencing, the model can be written in the error correction form as
where /~ is the difference operator. Johansen (1989 Johansen ( , 1990 Johansen has shown that the likelihood ratio test statistic for the null hypothesis of at most r cointegrating relationships can be written as
i----rq-1 where A1 > ... > An are the eigenvalues that solve the equation
The likelihood ratio statistic -2 In Q(r) converges in distribution to (n-r)-dimensional Brownian motion. This distribution is nonstandard and must be generated through simulation. Johansen and Juselius (1990) and OsterwMdLenum (1992) tabulate the quantiles of the distribution for n-r = 19..., 5
and n-r = 1,...,10, respectively.
The maximum likelihood estimate of the cointegrating vector is the first 
where H is the matrix of linear restrictions and ~r is a matrix of unknown parameters. In general Johansen (1988 Johansen ( , 1991 and Johansen and Juselius (1990) show that the likelihood ratio statistic for Ho is given
where A~ > ... > A t are the eigenvalues of H~SulS~lSmH with respect to the matrix $22.
IV. An Application to Natural Gas Markets
Since the Federal Energy Regulatory Commission permitted gas pipelines to function as contract carriers in 1985, natural gas spot markets have flourished. Prior to that time, gas pipelines were merchant carriers; as merchants they were required to own the gas that they transported and could not transport gas on behalf of other parties. Customers could only purchase gas from the pipeline to whicil they were connected, s Now that pipelines are contract carriers, the natural gas market functions much like any other product market: the good is bought and it is shipped. The linkages between geographically separate natural gas spot markets are quantified using the cointegration methods discussed in the previous section.
Natural gas spot market prices at twenty nodes throughout the U.S. gas pipeline network are tested for cointegration and for market integration dur- Each price series is tested for a unit root using the augmented DickeyFuller (ADF) test (Dickey and Fuller, 1979) . The ADF(p) test for series pt is given by the t-statistic for ¢ in
where /X is the difference operator. The t-statistic on ¢ is compared to the Monte Carlo generated critical values reported by MacKinnon (1990) . Table 1 reports the results of the unit root test for p = 1 and p = 4. The null hypothesis of a unit root could not be rejected for any of the price series and this conclusion is not sensitive to the number of lagged residuals included in the ADF testing equation. 9 In addition, the ADF test was performed on the first differences and the results showed that the first differences of the price series are stationary. These results indicate that all of the natural gas price series analyzed are I(1).
Due to the large number of price series involved, the ANR pipeline located in the Louisiana Onshore region was selected as a base node for comparison. This node is located at the primary hub of the gas pipeline network and near the delivery point for the natural gas futures contract.~° Each pair of price series was tested for cointegration using Johansen's procedure. 11
Then, the parameter restriction that/~1 = 1 was tested for each pair of price series. The results of the tests of cointegration and of parameter restrictions are reported in Table 2 .
The null hypothesis of no cointegration was rejected at the 5% significance level for all market pairs° This is strong evidence that these natural gas spot markets are tightly linked together. 12 Moreover, even at the 1% marginal significance level, the null hypothesis of no cointegration can be is that the ANR pipeline in Louisiana is tightly integrated with all pipelines in regions where ANR has at least one pipeline. This pattern of market linkages suggests that it may be difficult for ANR customers to execute certain inter-pipeline gas shipments to regions where ANR has no physical presence.
V. Conclusion
Price series from spatially separate commodity markets may be nonstationary. For such price series, it is now widely accepted that conventional hypothesis testing procedures are not appropriate; cointegration tests are the appropriate method when the data are nonstationary. This research argues that the cointegration methodology developed by Johansen (1988 Johansen ( , 1991 the most fruitful way to test for spatial market linkages. The test for market integration is illustrated with an application to the natural gas spot markets located across the North American pipeline grid. Overall, the empirical findings show that the pipeline network connects the various spot markets such that gas prices at dispersed locations are cointegrated with one another.
In the majority of market pairs examined, the hypothesis of perfect market integration could not be rejected; however, a distinct geographic pattern emerged from the market pairs in which market integration was rejected. 2. Stigler and Sherwin (1985) use this model as a way to describe '~the extent of the market" by examining the correlation between prices and various transformations of prices. Making inference on a correlation
gives the same t-statistic as making inference on the slope parameter in a bivariate regression with a constant term.
3. I am indebted to an anonymous referee for suggesting this more general way of quantifying the strength of market integration. Elam and Dixon (1988) for futures markets indicate that this incorrect test would be biased towards rejecting the hypothesis that the two prices are from the same market.
Monte Carlo results reported by
5. For studies that apply Engle-Granger cointegration tests see Ardeni (1989) , Goodwin and Schroder (1991) , Bessler and Covey (1991 ), hury (1991 ), and DeVany and Walls (1993 .
6. This exposition of Johansen's method of analyzing cointegrated systems closely follows Juselius (1991 See Smith e$ al. (1987 Smith e$ al. ( ,1990 for the definitive study of merchant carriage in the gas pipeline industry and the original proposa] for open access applied to natural gas pipelines. See De Vany and Walls (1992) and Walls (1992) (Phillips, 1987; Phillips and Perron, 1988 ) and the Bayesian odds ratio unit root test (Sims, 1988) 
