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Abstract 
Recently, there is an increasing interest to obtain cost-effective and accurate coordinates using the 
technique of GNSS Precise Point Positioning (PPP). This technique is mainly based on utilizing just 
one dual frequency GNSS instrument. The hydrography has the main interest in the field of 
positioning using the GNSS technique. The precise hydrographic surveying causes a better estimation 
for the bathymetric survey, which provides a vital estimation for the level of the bed of water resource 
and detects soil sedimentations and obstacles. The current study investigates the performance of the 
kinematic PPP solution using Bernese GNSS software from two sides. The first side relates to the 
effective parameters that affect the PPP solution, and the second side to its performance for the 
hydrographic applications.  
The accuracy of the PPP solution is affected by the interval of the satellite clocks, especially, for the 
high rate kinematic data. There are a lot of studies concerning the impact of the satellite clocks on the 
static PPP solution. On the other hand, few studies regarding real kinematic measurements are 
published. Therefore, the current study focuses on this impact on the kinematic measurements and 
improves the estimated accuracy using Bernese GNSS solution. In order to evaluate this parameter, 
the final satellite clocks from CODE (Centre of Orbit Determination in Europe) with an interval of 
30 s and 5 s have been investigated. Regarding this impact, two groups have been processed. Each 
group includes static data and kinematic hydrographic measurements.  
The first observation group had a sampling rate of 5 s. The first data set is based on four CORS 
(Continuously Operating Reference Station) stations showing with satellite clocks of CODE/5 s, a 
mean RMS error of 1.30 cm, 1.70 cm, and 3.35 cm for the East, North, and height, respectively. This 
solution provided better accuracy of 70% than that obtained from the default solution using CODE/30 
s. In comparison with the adapted solution from Bernese for CODE/30 s, the solution of CODE/5 s 
achieved a better solution of 25% in the East, 40% in the North, and 12% in the height. Regarding 
the hydrographic measurements that were observed on the River Rhine, Germany, the solution 
showed for the satellite clocks of CODE/5 s, a mean root mean square (RMS) error of 4.73 cm, 3.90 
cm, and 6.77 cm for the East, North, and height directions, respectively. In comparison with the 
default solution of CODE/30 s, the solution of CODE/5 s provided an improvement of 50% in the 
horizontal and 70% in the height. In comparison with the modified solution of CODE/30 s, the 
solution of CODE/5 s delivered 25% improvement in the horizontal component and 45% in the 
height.  
The second observation group had a sampling rate of 1 s. The first data set of four CORS stations 
obtained consequently a mean RMS error of 2.43 cm, 2.15 cm, and 6.10 cm for the East, North, and 
height. The default solution from Bernese GNSS software of CODE/30 s provided very high errors; 
therefore, the modified solution of CODE/30 s was considered. The solution of CODE/5 s provided 
an improvement of 10% compared to CODE/30 s. Furthermore, for the second data set of the 
hydrographic data that was measured on the River Nile, Egypt, the solution achieved a mean RMS 
error of 2 cm to 3 cm in the horizontal component, and 5 cm for the height component. This solution 
provided a better solution compared to the solution obtained from CODE/30s with a percentage of 
15%, 40%, and 35% for the East, North, and height directions, respectively. 
A further parameter which is affecting the PPP solution is the zenith troposphere delay (ZTD). Three 
troposphere models have been investigated: the NIELL model, the Vienna Mapping Function 
(VMF1) model and the Global Mapping Function (GMF) model. 45 global IGS’s stations have been 
investigated. These stations cover different climates over the world. The results showed that the 
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variation in the estimated height between the models is in the level of sub-mm to 1 mm; only for the 
Antarctica region, the NMF showed a worse solution than others. In addition, the real hydrographic 
measurements do not provide a significant coordinate solution difference between the three models.  
Since the water level is theoretically stable for the shallow water resources, the PPP estimation 
approach can be extended to enhance the obtained positions. The approach is based on constraining 
of the height for the hydrographic measurements by a specified standard deviation. The first solution 
was established using the assumption of the stable water level. The procedure is applied for a 
hydrographic trajectory that was observed on the Rhine River. The solution did not achieve any 
improvement due to the high variation of height during measurement. The solution is extended by 
considering a piecewise stability of the water level. Three hydrographic trajectories that provided 
without constraining a RMS2D position of 7 cm to 10 cm were processed concerning this concept. Two 
trajectories were observed on the Rhine River and one trajectory was surveyed on the Nile River. The 
trajectories were divided into different sessions; each session had a mean height, a standard deviation 
(σ), and a number of epochs (t). After applying the height constraining with the concept of piecewise 
stability of water level for these trajectories, the achieved RMS2D position after height constraining was 
4.7 cm to 8 cm. This means that the RMS2D position is improved by 16% to 35%. 
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Zusammenfassung 
Heutzutage wächst das Interesse, kostengünstige und präzise Koordinaten durch die Nutzung der 
GNSS Precise Point Positioning (PPP) Technik zu erhalten. Diese Technik basiert hauptsächlich auf 
der Verwendung von einem Zwei-Frequenz-GNSS-Instrument. In der Hydrographie liegt das 
Hauptinteresse in der Verwendung dieser GNSS-Technik zur Positionierung. Diese präzise 
Seevermessung bedingt eine bessere Schätzung der bathymetrischen Vermessung, die eine 
entscheidende Abschätzung für die Höhe des Flussbetts liefert und Bodensedimente und Hindernisse 
detektiert. Diese Arbeit untersucht die Leistungsfähigkeit der kinematischen PPP-Lösung unter 
Verwendung der Bernese GNSS-Software hinsichtlich zweier Aspekte. Diese sind einerseits die 
wirksamen Parameter, welche die PPP-Lösung beeinflussen und andererseits die Leistungsfähigkeit 
für die hydrographischen Anwendungen. 
Die Genauigkeit der PPP-Lösung wird durch das Intervall der Satellitenuhren beeinflusst, 
insbesondere bei hochfrequenten kinematischen Daten. Aus diesem Grund gibt es viele 
Untersuchungen über den Einfluss von Satellitenuhren auf die statische PPP-Lösung. Andererseits 
sind nur wenige Studien bezüglich realer kinematischer Messungen veröffentlicht. Daher konzentriert 
sich die aktuelle Untersuchung auf den Einfluss für kinematische Messungen und verbessert die 
geschätzte Genauigkeit mittels der Bernese GNSS-Lösung. Zur Bewertung dieser Parameter wurden 
die finalen Satellitenuhren von CODE mit einem Intervall von 30 und 5 Sekunden untersucht. In 
Bezug auf diesen Einfluss wurden zwei Gruppen herangezogen. Jede Gruppe enthält statische und 
kinematische hydrographische Messungen. 
Die erste Gruppe von Beobachtungen besitzt eine Abtastrate von 5 Sekunden. Der erste Datensatz 
besteht aus vier CORS-Stationen (Continuously Operating Reference Station), die Satellitenuhren 
vom CODE/5  aufzeigen, und einen mittleren RMS-Fehler von 1,30 cm, 1,70 cm und 3,35 cm für 
Ost, Nord und Höhe erreichen. Diese Lösung stellt eine zu 70% bessere Genauigkeit bereit als 
diejenige, die mit der Standardlösung mit CODE/30 s erzielt wird. Im Vergleich zu der von Bernese 
adaptierten Lösung für CODE/30 s erreicht die Lösung mit CODE/5 s eine um 25% bessere Lösung 
für Ost, 40% für Nord und 12% für die Höhe. In Bezug auf die hydrographischen Messungen, die auf 
dem Rhein, Deutschland, beobachtet wurden, weist die Lösung für die Satellitenuhren des CODE/5 
s einen RMS-Fehler von 4,73 cm, 3,90 cm und 6,77 cm für Ost, Nord und die Höhe auf. Im Vergleich 
mit der Standard-Lösung mit CODE/30 s bietet die CODE/5 s -Lösung eine Verbesserung von 50% 
horizontal und 70% in der Höhe. Verglichen mit der modifizierten Lösung mit CODE/30 s liefert die 
CODE/5 s -Lösung eine Optimierung von 25% horizontal und 45% in der Höhe. 
Die zweite Gruppe von Beobachtungen besitzt eine Abtastrate von 1 s. Der erste Datensatz, bestehend 
aus vier CORS Stationen, erzielt einen mittleren RMS-Fehler von 2,43 cm, 2,15 cm und 6,10 cm für 
Ost, Nord und die Höhe. Die Standardlösung der Bernese GNSS-Software für CODE/30 s liefert sehr 
große Fehler; aus diesem Grund wurde nur die modifizierte Lösung des CODE/30 s berücksichtigt. 
Im Vergleich zur CODE/30 s Lösung liefert die CODE/5 s Lösung eine Optimierung von 10%. Des 
Weiteren erzielt die Lösung des zweiten Datensatzes der hydrgraphischen Daten, der auf dem Nil, 
Ägypten, gemessen wurde, einen mittleren RMS-Fehler von 2 cm bis 3 cm für die horizontale 
Komponente und 5 cm für die Höhenkomponente. Diese Lösung stellt im Vergleich zu den mit 
CODE/30 s erreichten Ergebnissen eine bessere Lösung mit einem Prozentsatz von 15%, 40%, 35% 
für Ost, Nord und Höhe dar. 
Ein weiterer Paramater, der die PPP-Löung beeinflusst, ist die troposphärische Laufzeitverzögerung 
im Zenith. Es wurden drei Troposphärenmodelle untersucht: Das NIELL-Modell, das Vienna 
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Mapping Function-Modell (VMF1) und das Global Mapping Function-Modell (GMF). 45 weltweit 
verteilte IGS-Stationen wurden untersucht. Diese Stationen decken unterschiedliche Klimazonen auf 
der Erde ab. Die Ergebnisse zeigen, dass die Variationen in der geschätzten Höhe innerhalb der 
Modelle im Bereich von Submillimeter bis 1 mm liegen; nur in der antarktischen Region weist das 
NMF eine schlechtere Lösung auf. Außerdem liefern die realen hydrographischen Messungen keine 
signifikante Differenz in der Koordinatenlösung zwischen den drei Modellen. 
Da der Wasserpegel sich in Flachwasserresourcen theoretisch nicht ändert, kann der Ansatz für die 
PPP-Schätzung erweitert werden, um die geschätzte Position zu verbessern. Der Ansatz basiert auf 
der Fixierung der Höhe für die hydrographischen Messungen mit einer spezifischen 
Standardabweichung. Die erste Lösung wird unter der Annahme eines stabilen Wasserpegels 
berechnet. Das Verfahren wird auf die hydrographische Trajektorie angewendet, die auf dem Rhein 
beobachtet wurde. Aufgrund der großen Schwankungen in der Höhe während der Messungen erreicht 
diese Lösung keine Verbesserung. Die Lösung wird erweitert unter Berücksichtigung eines 
stückweisen stabilen Wasserpegels. Die drei hydrographischen Trajektorien, die ohne Zwangs-
bedingungen eine RMS2D position von 7 cm bis 10 cm liefern, wurden unter Berücksichtigung des 
Konzepts prozessiert. Zwei Trajektorien wurden auf dem Rhein und eine auf dem Nil gemessen. Die 
Trajektorien wurden in verschiedene Sessions unterteilt. Jede Session besitzt eine mittlere Höhe, eine 
Standardabweichung und eine Epochenanzahl. Nach Anwendung des Konzepts der Höhefixierung 
mithilfe der stückweisen Stabilität des Wasserpegels auf diesen Trajektorien erreicht die RMS2Dposition 
nach der Höhefixierung einen Wert von 4,7 cm bis 8 cm. Das bedeutet eine Optimierung der RMS2D 
position von 16% bis 35%. 
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1 Introduction 
1.1 Motivation 
Since the first launch of the global positioning system (GPS) in 1978, GPS is playing a vital role for 
positioning in various disciplines (e.g. land, space, water resources, weather monitoring, construction 
fields, etc.). The usage of GPS has been steadily growing. Currently, there are in addition to the GPS 
system different satellite systems e.g. the Russian system or the Russian Globalnaja Nawigazionnaja 
Sputnikowaja Sistema (GLONASS), which was launched in 1982 (Leick, 2004). In addition, the 
Chinese Navigation Satellite system (BeiDou) was launched in 2000. Since 2002, the European 
Civilian Navigation satellite system (GALILEO) (Leick, 2004) has been started, but the satellite 
constellation is still not completed. These different Global Navigation Satellite Systems (GNSS) 
increase the possibility of obtaining higher accuracies. 
The interest is raised regarding two main advantages for the usage of GNSS: the accuracy and the 
cost-effectiveness. The high accuracy of the GNSS measurements is mainly obtained from the 
Differential GNSS (DGNSS) that requires one or more known reference stations; the other receiver 
serves as a rover station (Grinter and Roberts, 2011). Zumberge et al. (1997a) have developed at the 
Jet Propulsion Laboratory (JPL) the first efficient method for the PPP estimation of GPS data. 
Zumberge et al. (1997b) introduced the PPP estimation using precise satellite clock data with an 
interval of 30 s. The key aspect concerning the PPP technique is to obtain cost-effective coordinates 
using only one dual frequency GNSS instrument. Therefore, the PPP technique provides the 
advantage of cost-effectiveness in comparison with the Differential Global Navigation Satellite 
System (DGNSS). Recently, the surveying technique of PPP has achieved the centimetre (cm) 
accuracy level or, even, the millimetre (mm) level for the static-PPP technique. This high accuracy 
could be delivered with the long convergence time. This time ensures a high number of processed 
epochs, avoiding bad observations, and a high number of satellites (Grinter and Janssen, 2012 and 
Abdallah, 2015). 
In order to obtain a high accuracy using the PPP technique, different errors have to be modelled or 
eliminated. These errors can be summarized in four categories; (1) Satellite dependent errors, which 
are related to the satellite clocks and orbit errors, satellite antenna phase centre variations, and antenna 
phase wind-up effect. (2) Receiver dependent errors, which include the user antenna phase centre 
variation and the receiver clocks errors. (3) Atmospheric errors, which cause the ionosphere and 
troposphere zenith delay. (4) Finally, for a high accurate solution, ocean tide loading, earth rotation 
parameters and atmospheric tidal loading have to be considered in the solution.  
The interval of the satellite clocks is a fundamental parameter affecting the accuracy of the kinematic 
PPP solution especially for the high rate kinematic measurements. Various satellite clocks are 
currently available. The International GNSS Service (IGS) provides the final satellite clocks with an 
interval of 5 minutes (min), and 30 seconds (s). In addition, the Centre of Orbit Determination in 
Europe (CODE) offers two final satellite clocks with an interval of 30 s, and 5 s. Varied studies 
examined the impact of the satellite clocks on the static PPP estimation, but regarding kinematic 
measurements, only a few studies pay attention to this part. Fei et al. (2010) conducted the effect of 
different final satellite clock products on the kinematic PPP solution. In their study, the final satellite 
clocks from IGS with an interval of 5 min and 30 s and from CODE with an interval of 30 s and 5 s 
have been investigated. They has been processed one day of the static IGS station, ALGO, with a 
data interval of 1 s. The clocks are linearly interpolated and the PPP solution is estimated using the 
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TriP software, which was delivered by Wuhan University, China. The estimated kinematic PPP 
solution for this station using IGS with an interval of 5 min showed an RMS error of 7 cm in the East 
and North directions; moreover, they showed double dm in the vertical direction. The using of the 
clocks 30 s and 5 s improved the accuracy by 30%; in addition, there was no obvious difference 
between the impact of the IGS clocks with 30 s and the one from CODE. For better understanding 
the effect of the different satellite clocks, they processed real kinematic measurements from a 
shipborne GPS receiver. The obtained kinematic PPP coordinates were compared to the double 
difference solution. The solution reached the same accuracy as the one of the ALGO station.  
Huber et al. (2010) presented the impact of the satellite clocks for a station located in Graz, Austria. 
The observation data interval of 15 s was processed using the Bernese GNSS V. 5.0 software package. 
They investigated the estimated heights of the PPP solution using IGS satellite clocks with an interval 
of 30 s, and CODE satellite clocks with an interval of 30 s and 5 s. Due to the low rate of the 
observation data, the three tested satellite clocks showed almost the same height error with 3 cm. 
Therefore, this thesis fills a gap in the literature regarding the estimated accuracy from different 
satellite clock intervals for  real kinematic measurements. Moreover, it focuses on the improvement 
of the accuracy of high rate measurements with 30 s satellite clocks. 
Since the PPP estimation is mainly based on the ionosphere-free linear combination for the dual 
frequency data, a float solution with the carrier phases is obtained. The number of ambiguities remains 
constant as long as no loss of lock occurs (Mirsa and Enge, 2012). In order to achieve a high accuracy 
for the kinematic PPP solution, it is recommended to begin the surveying with an initialization time 
of 20 min (minutes) before moving (Rizos et al., 2012). The ionosphere-free linear combination 
eliminates the first order of the ionosphere errors; therefore, higher order ionosphere terms are 
important to be modelled (Keder et al., 2003).  
Furthermore, the zenith troposphere delay (ZTD) affects the PPP solution, especially for the height 
component. Basically, the troposphere refraction consists of two parts; the hydrostatic dry delay, 
which can be modelled, includes nearly 90% of the ZTD. The second part is called the wet 
component, and it is typically less than 30 cm (Hoffmann-Wellenhof et al., 2000). To sum up, the 
tropospheric models present the correction forms without considering the arbitrary zenith angle of 
the signal. The tropospheric mapping function is the simplest form to transit the zenith delay relative 
to the arbitrary zenith angle (Hoffmann-Wellenhof et al., 2000). Typically, three troposphere models 
are available to implement the TZD: (1) the NIELL model, which is based on the Saastamoinen 
troposphere model (Saastamoinen, 1973) in addition to the Niell mapping function (Niell, 1996). (2) 
The Vienna Mapping Function (VMF1) (Boehm and Schuh, 2004), which depends on the numerical 
weather models provided by the European Centre for Medium-Range Weather Forecasts (ECMWF). 
(3) The Global Mapping Function (GMF) model is based on the Saastamoinen troposphere model 
and the GMF is considered a mapping function. 
The water management and the hydrographic discipline is a major field of interest for positioning. 
The highly accurate positioning of objects on the water resources assists on the field of the 
bathymetric surveying, water construction works, climate studies, and other related activities. The 
bathymetric survey is very vital to calculate the bed level of water resources; it estimates the volumes 
of soil sedimentation over the water resource bed. In addition, it helps to detect the obstacles and the 
storage of water volumes. In Germany, the federal waterways are managed by the Waterways and 
Shipping Administration of the Federal Government (Wasser- und Schifffahrtsverwaltung des 
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Bundes (WSV)). Mainly, the surveying vessels on the Germans’ waterways are equipped with 
GNSS’s antennas to obtain the positions. These positions are delivered in real time kinematic (RTK) 
technique with corrections from a network service solution such as the Continuously Operating 
Reference Station (CORS) network of SAPOS (SAtellitenPOSitionierungsdienst der 
Deutschen Landesvermessung) (SAPOS, 2015). Great scientific and expert information is provided 
by the German Federal Institute of Hydrology (Bundesanstalt für Gewässerkunde (BfG)) to 
implement efficient and safe transport systems on the waterways (BfG, 2014). Hentschinski and 
Wirth (2012) reported that the required accuracy for the hydrographic surveying is 7.00 cm in the 
position and 10.00 cm in the height direction. The Bundesamt für Seeschifffahrt und Hydrographie 
(Federal Maritime and Hydrographic Agency of Germany) provides a great support for the maritime 
shipping and industry in Germany. It supports various tasks (e.g. sustainable use of oceans, 
environmental protection, the status of the North Baltic Seas, hydrographic surveying, ensuring the 
continuity of measurements) (BSH, 2015).  
A long time ago, the ancient Greek historian Herodotus (born in 484 B.C.) said that ‘Egypt is the gift 
of the Nile’. Egypt, which is surrounded by the desert, has the River Nile as the only water resource. 
Therefore, the hydrographic sector is of great interest. After the construction of the high dam in 
Aswan, an artificial lake was generated, which is called Lake Nasser. The High Aswan Dam 
Authority (HADA) and the Nile Research Institute (NRI) have launched a surveying mission inside 
Lake Nasser to detect the level of sedimentation on the bed, which affects the total volume of the 
lake. In addition, these sedimentations work as an additional force over the high dam and decrease 
the actual volumes of water storage. Due to the poor coverage of national CORS stations in this area, 
the positioning survey regarding this mission is mainly depending on a real-time solution from the 
OmniSTAR-VBS service (OmniSTAR, 2014) from Trimble and (Trimble, 2015). The used technique 
from OmniSTAR-VBS provided an accuracy of less than 1.00 metre. Since the whole processing of 
the data is visualized in the office as a post-processing, there is a growing demand for the use of the 
PPP-technique instead of the worldwide real-time service. Therefore, the PPP solution will be a vital 
cost-effective tool instead of the paid service of OmniSTAR in order to obtain the positions of the 
survey vessel.  
One of the properties of the rivers or the shallow water resources is that the water level is stable. 
Therefore, the estimated PPP height has to be constrained in order to improve the 2D positions. This 
concept provides an advantage for hydrographic surveying.  Furthermore, previous literature revealed 
no investigations on this concept to improve the estimated PPP 2D positions for the hydrographic 
applications. Therefore, there is an open research area to improve the 2D positions of hydrographic 
objects. 
The PPP estimation in this dissertation depends on the processing using Bernese GNSS software V. 
5.2, which has been developed at the Astronomical Institute of the University of Bern (AIUB), 
Switzerland (Dach et al., 2007). It is widely used for orbit determination by network solutions of IGS 
stations in CODE centre. Various previous studies investigated the performance of Bernese software 
for a network, double-difference and static PPP solutions. With respect to the PPP kinematic solution, 
there is no previous published literature using Bernese GNSS software. Thus, it is an appreciable 
challenge to obtain a high performance of Bernese GNSS software in the kinematic measurements. 
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1.2 Objectives 
The main keywords in this thesis are hydrographic surveying, precise point positioning (PPP), 
Bernese GNSS software, satellite clocks, troposphere, and height constraining. The objectives of the 
thesis are going towards the evaluation of the performance of the precise point positioning (PPP) 
technique using Bernese GNSS software for kinematic hydrographic measurements. These 
hydrographic data were collected on different waterways. Moreover, some static observation data 
was processed as well to support the obtained results from Bernese GNSS software. Three aspects 
have been examined to achieve these objectives: 
 Effect of interval of the satellite clocks on static and kinematic PPP estimation:  
Two satellite clock products have been examined in this thesis: the final satellite clocks of CODE 
with an interval of 30 s (CODE/30 s), and with an interval of 5 s (CODE/5 s). The following aims 
have been evaluated in this study: 
 To evaluate the effect of the interval of the satellite clocks of CODE/30 s and CODE/5 s on 
observation data with a sampling of 5 s: 
o To assess the accuracy obtained by four CORS stations in Germany. The epoch-wise 
kinematic PPP solution for these stations has been considered for evaluation in 
comparison to the known coordinates for these stations. The RMS values have been 
estimated to evaluate the solutions. 
o To assess the effect of the interval of the satellite clocks of CODE/30 s and CODE/5 s on 
real hydrographic measurements. Three hydrographic measurements have been observed 
on the Rhine River, Germany, in order to complete this investigation. 
o To improve the obtained kinematic PPP solution from Bernese GNSS software due to the 
low rate satellite clocks of CODE/30 s. The default solution of Bernese GNSS software 
using the satellite clocks of CODE/30 s has been adapted to achieve a higher accuracy for 
the high rate observation measurements. 
 
 To evaluate the effect of the interval of the satellite clocks of CODE/30 s and CODE/5 s on 
observation data with a sampling of 1 s: 
o To assess the accuracy obtained from the previous static four CORS stations, but with a 
sampling of 1 s. The epoch-wise kinematic PPP solution has been compared with the 
known coordinates for these stations. 
o To establish and improve the kinematic PPP solution from Bernese GNSS solution for 
hydrographic measurements that has been surveyed on the River Nile, Egypt. 
o To adapt Bernese GNSS software to obtain a high PPP kinematic accuracy from the 
satellite clocks of CODE/30 s with these high rate observations. 
 
 Effect of different troposphere zenith delay (TZD) models on the PPP estimation:  
Three troposphere models have been investigated: NIELL, GMF, and VMF1. The following purposes 
have been assessed in this study: 
 43 static global IGS stations: 
o To establish the epoch-wise kinematic PPP solution for worldwide IGS stations with 
different climates (Arctic Circle, Antarctica, mid-latitude North and South, tropical North 
and South, and equatorial regions). The studied sample was 24-hours. 
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o To study the impact of each TZD model on each climate region. 
o To present the achieved results in East, North, and height directions. The accuracy in 
position and, in addition, in the height direction of each station has been presented. The 
mean values are concluded, as well. 
o To present the estimated TZD values for each model for each station. 
 For hydrographic measurements: 
o To study the impact of each TZD model on the hydrographic measurements from the 
Rhine River, Germany, that is located in the mid-latitude region. 
o To investigate the effect of the three TZD models on the hydrographic observation data 
observed in Egypt that is located in the tropical region. 
 
 Development of a procedure to constrain the height for hydrographic measurements. 
A new approach of height constraining has been developed through Bernese GNSS software to 
enhance the estimated PPP positions. This approach has been applied to three hydrographic 
trajectories from Germany and Egypt. This research section aims to improve the estimated 2D 
positions obtained from the different investigations for the hydrographic measurements by using 
Bernese GNSS software. 
The following goals have been evaluated in this study: 
o To develop a new approach of height constraining for kinematic hydrographic 
measurements to improve the estimated kinematic PPP solution. 
o To assess the height constraint on the assumption of a stable water level. The procedure 
is updated to constrain the heights in piecewise stability for the water level.  
 
1.3 Thesis outline 
The thesis is prepared in nine chapters; in addition, two appendices are included. A brief description 
of the content is following.  
Chapter 1 introduces a brief background of the PPP techniques and the hydrographic surveying. It 
shows the motivation of the dissertation. In addition, it gives the objectives and the thesis outline. 
Chapter 2 presents the concepts and fundamental for the hydrographic surveying, implementation of 
the GNSS technique in the hydrography sector, and the hydrographic activities in Egypt.  
Chapter 3 presents information about the GNSS technology in detail; GNSS errors are also explained. 
Chapter 4 presents the concept of the PPP technique, the background, and the previous studies 
regarding the performance of PPP. The algorithms of PPP estimation and the height constraining 
concept are addressed as well. 
Chapter 5 describes the realization of measurements, which includes the processing using Bernese 
GNSS software. The different experimental data sets are defined. Moreover, the processing schedule 
is presented as well.  
Chapter 6 presents the results regarding the investigations of the impact of satellite clock intervals. 
Chapter 7 provides the analysis results of the impact of the troposphere models on the PPP estimation. 
Chapter 8 shows the results with respect to the height constraining for the hydrographic measurements 
and the results that are obtained from the different solutions. 
14   Introduction 
Chapter 9 concludes the whole research in this thesis. In addition, ideas for future works are given. 
Appendix A shows the processing procedure using Bernese GNSS software. 
Appendix B provides plots of results. 
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2 Water Resource Management and Hydrographic Surveying 
2.1 Introduction 
Water resource management is a large discipline content that includes the methods for planning, 
managing and protecting the water resource. The main goals of the water resource management are 
to arrange the water demands, to develop a long duration strategy to use the water resource, to plan 
the water resource system, increase the quality of water, to provide the possibility for multi-use of the 
water resource, and to monitor the water resource to save it from pollution. In addition, it aims to 
protect the sustainability of the nature of water resource (Hisar et al., 2015). WSV (2015) reports that 
one of the main tasks of water management is to ensure the water resource for saving the navigation 
without risks for the shipping. Therefore, it is very important to provide hydrographic information, 
e.g. position, water level, water depth, structure of the bed of the water resource (Breitenfeld et al., 
2014).  
Since the GNSS technique provides the position of objects with high accuracy (Hoffmann-Wellenhof 
et al., 2000), this technique has become one of the most important techniques to obtain hydrographic 
information. Typically, the hydrographic applications have two measurements: point positioning and 
the water depth measurement (Erener and Gökalp, 2004). There are two significant goals of 
measuring the water depth. The first goal aims to compute the mud and sedimentation levels of the 
concerned water resource. This mud level can affect the navigation way for ships and influence the 
Under-Keel Clearance (UKC), see Figure 2.3; the UKC is the distance between the bed of a ship and 
the bed of the water resource. The second goal is to detect obstacles under the water surface like cars 
or ships, so these obstacles can quickly be released to clear the water resource (Michaud et al., 2002). 
A bathymetric survey can introduce a reliable method to detect e.g. the archaeological objects under 
water with a high accuracy (Böder, 2010a). Therefore, a better estimation of the positioning of the 
surveying vessel is leading to a precise solution for the corresponding water depth. This chapter 
focuses on the applications of GNSS techniques for the hydrographic survey. Some descriptions for 
different hydrographic applications are given. In addition, an intensive literature review about the 
using of the technique of GNSS and PPP is illustrated. Finally, the hydrographic surveying activities 
in Egypt are figured, too.  
2.2 Fundamental of Hydrographic surveying 
Mills and Dodd (2014) described the moving of the surveying vessel on the water in an International 
Federation of Surveyors (FIG) publication. Three rotations and three movements are caused by the 
motion of the vessel.  They are concluded as following: 
Three rotations 
 Roll effect, which refers to the rotation around the longitudinal axis (X) of the ship;  
 pitch effect, that means the rotation around the transversal direction (Y), where the bow and 
stern of the ship move up and down;  
 yaw effect, which is caused by the rotation around the (Z) axis of the ship.  
Three movements 
 The forward and backward movement is called ‘surge’, 
 the lateral movement is called ‘sway’, 
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 The movement in the vertical direction is called ‘heave’. 
 
Figure 2.1: Vessel motion (Shipmotion, 2015) 
The vertical component of the hydrographic survey with respect to the ellipsoidal height is described 
in Figure 2.2. The measured height of the GNSS antenna is the ellipsoidal height of the antenna phase 
centre APC. The ΔZ antenna refers to the distance between APC to the vessel reference point RP. ΔZ 
transducer is the distance between RP and the echo-sounder, which is used to measure the depth of 
the water of the water resource. DD refers to the dynamic drift of the surveying vessel in a vertical 
position (distance between RP and water surface). This effect is also called squat (Mills and Dodd, 
2014). The squat effect is a hydrodynamic phenomenon that occurs due to the relative speed through 
the water (Michaud et al., 2002). Figure 2.3 shows the squat and Under-Keel Clearance (UKC).  
 
Figure 2.2: Vertical components according to Mills and Dodd (2014) 
Various methods have been used to measure the depth of water resources. Erener and Gökalp (2004) 
surveyed the bed floor of Trabzon Harbour, which is gradually filled with sand, using a mechanical 
leads line. They reported that the use of this technique decreases the costs for depth determination. 
The disadvantage of this technique is that it takes a lot of time to get to the depth in good weather 
conditions. The most common tools which are used in depth measurement are the Single-Beam Echo 
Sounder (SBES) and the Multi-Beam Echo Sounder (MBES) (FIG_NO56, 2010). 
GNSS Antenna 
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.  
Figure 2.3: Squat and UKC according to Michaud et al. (2002) 
The positioning of the hydrographic vessels is widely obtained by using the differential GPS solution. 
The quality of the position is checked during the measuring through the number of satellites and the 
dilution of precision DOP; e.g. Horizontal DOP (HDOP) and Position DOP (PDOP). This solution 
can be a post proceeded or a real-time kinematic (RTK) solution. Both of them provide a high 
accuracy solution (FIG_NO56, 2010). Moegling et al. (2009) examined through their bathymetric 
survey the RTK solution on the Columbia River in North America. The solution was based on one 
reference station to transmit the corrections. This connection between the base and rover stations 
required an open area without any obstacles. They reported that due to some shortages in RTK 
connection, the post-processing technique can solve the gap of this real-time connection. In addition, 
the baseline can be extended to up to 20 km with an acceptable accuracy.  
Table 2.1: OmniSTAR services and their accuracies according to OmniSTAR (2014) 
Service Purpose 
Accuracy 
(95%) 
confidence 
Usage 
OmniSTAR HP 
‘High 
Performance’ 
The most accurate solution with 
L1/L2 carrier phase solution using a 
dual frequency receiver 
6-10 cm 
Agricultural machine 
guidance, other 
surveying 
applications 
OmniSTAR XP 
High accuracy worldwide dual fre-
quency using L1/L2 carrier phase 
solution. Orbit and clock 
corrections together with 
atmospheric correction are derived 
from the dual frequency data  
10-15 cm 
Agricultural 
automatic steering 
systems 
OmniSTAR G2 
GPS+GLONASS 
Most recent advanced service, 
worldwide dual frequency. Includes 
GLONASS satellites in the solution 
to avoid the satellite un-visibility  
10-15 cm 
In areas of trees or 
buildings which block 
the sky view; or in 
areas with high 
sunspot activity  
OmniSTAR 
VBS 
It is an L1 only service with code 
phase pseudo-range solution 
Less than  
1 m 
Less accurate applica-
tions 
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A further positioning technique is provided by the global real-time GNSS solution. For instance, there 
is a global service that is provided by OmniSTAR (OmniSTAR, 2014). This service belongs to the 
Trimble group; it is available worldwide for various applications (e.g. agriculture, survey, mapping, 
hydrographic, and many others) (Trimble, 2015). As reported in Trimble (2015), there are four types 
of the global service illustrated in Table 2.1. Pflugmacher et al. (2009) reported that the OmniSTAR 
HP service for a static station with an observation time of 24 hours achieved a 95% measurement 
uncertainty of 10.70 cm for horizontal and 16.90 cm for vertical components. These achieved 
accuracies have been obtained with a high number of visible satellites, low shadowing and multipath. 
In addition, the loss of service solution due to signal disturbances can be the main problem of the 
kinematic positioning. Heunecke and Heister (2010) recommended the usage of the OminSTAR HP 
and XP for the kinematic positioning in case of excluding any source of the signal disturbance.  
Canter et al. (2008) introduced a professional GPS technique for centimetre level in the open ocean. 
The positioning techniques were based on the integration of GPS and inertial navigation system (INS) 
and the inertial measurement unit (IMU) to reduce the GPS noise and provide a high bandwidth 
solution for GPS signals. The research used the Applanix SmartBase TM software (Applanix, 2013) 
to process the virtual reference stations and solve the multi-sensor measurements. Canter et al. (2008) 
concluded that the factors affecting the hydrographic processing technique are heading, roll, pitch, 
accelerometer biases, and gyro biases. In addition, the number of satellites, dynamic draft, tide effects, 
PDOP, and the processing mode influence the estimation of coordinates as well.  
Recently, a hydrographic project ‘HydrOs (Integrated Hydrographic Positioning System)’ has been 
launched. This project is a co-operation of the department M5 (Geodesy) of the BfG and the Institute 
of Engineering Geodesy at the University of Stuttgart (IIGS). One of the aims of this project is to 
improve the estimated three-dimensional positions. The required accuracy for this project is 30 cm 
for the horizontal components and 10 cm for the vertical component in areas under bridges. A multi-
sensor system was developed in this project to stabilize the positions to fulfil the required accuracy 
in the area of loss of GNSS signals. The system contains GNSS receivers which are providing a RTK 
solution from SAPOS. An IMU unit is included that consists of three accelerometers and three 
gyroscopes. This IMS system provides a relative position with a high accuracy for an only short time; 
after that, a drift occurs in the solution. In addition, a Doppler velocity log is included to determine 
the velocity in three dimensions (Scheider et al., 2014). 
The post-processing PPP is considered as a positioning technique for hydrographic surveying. In 
2010, Böder has conducted a study to investigate the PPP solution for four antennas aboard of a 
surveying vessel. The PPP solution was compared to the RTK solution for the hydrographic 
applications on the Elbe River for over 40 km between Wedel and Freiburg (Elbe), Germany. The 
PPP solution was determined by using the software modules Wapp and TripleP, which were 
implemented by the Technical University of Dresden, Germany. However, the analysed results 
established different results. On the one hand, Böder (2010a) published that the error’s mean value 
in the East direction is equal to 13.4 cm with a standard deviation (SD) of 3.5 cm. In the North 
direction, the mean error was calculated to 3.10 cm (SD = 6.60 cm) and in the height direction to 
19.20 cm (SD = 9.40 cm). On the other hand,  Böder (2010b) provides for the same experiment a 
mean error in the East of 0.5 cm (SD = 1.1 cm). In the North direction, the mean error is equal to 1.90 
cm (SD of 1.40 cm), and in the height to 6.90 cm (SD = 2.1 cm) .  
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In her study, Heßelbarth (2011) has presented a comparison between the kinematic PPP solution and 
a DGNSS solution. This comparison was carried out for 8 kinematic trajectories between July and 
September 2009 which were observed on the Baltic sea (open ocean). The DGNSS solution was 
obtained using WA1 software, which was developed by Lambert Wanninger, the Technical 
University of Dresden, Germany. The PPP solution has been provided using the software modules 
Wapp and TripleP. The GPS kinematic PPP solution provided a mean standard deviation of 1.20 cm, 
1.70 cm, and 5 cm for East, North, and height, respectively.   
A decimetre accuracy level for ellipsoidal heights is achieved by Marreiros, et al. (2012) in the 
comparison between the kinematic PPP results and RTK solutions. In August 2009, GNSS data on 
the Halic Bay, Istanbul, Turkey, have been observed by Alkan and Öcalan (2013). The DGNSS 
solution was obtained by using Leica Geo-Office software. The CSRS-PPP online service (CSRS-
PPP, 2015) was used to get the kinematic PPP solution. The obtained solution accuracy, in this case, 
has reported 15 cm for the position and up to 25 cm in height. Figure 2.4 shows the observation 
components of this study; the kinematic measurements started with a static initialization time. 
Moreover, the kinematic measurements were surveyed with a small measuring ship. 
 
Figure 2.4: Observation components according to Alkan and Öcalan (2013) 
2.3 Hydrographic surveying in Egypt 
The hydrographic sector in Egypt is of great interest. The River Nile, see Figure 2.5, is the main water 
resource in Egypt. Therefore, the Egyptian life significantly depends on this water resource. To 
manage this essential water resource, the Egyptian government has a special institute for Nile studies, 
which is called National Water Resource Centre (NWRC) (NWRC-Egypt, 2013). The NWRC is the 
responsible institution for the water research activities in Egypt. This institute belongs to the Ministry 
of Water Resources and Irrigation (MWRI). There are twelve research institutes belonging to the 
NWRC. These institutes provide various research activities to cover the demands towards the national 
development plans. The institutions are interested in the disciplines of water management, hydraulic 
research, maintenance, groundwater, water constructions, mechanical and electrical, surveying, 
coastal, and the environmental and climate research (NWRC-Egypt, 2013). 
20 Water Resource Management and Hydrographic Surveying 
 
Figure 2.5: The basin of River Nile  
This map is based on the World Bank maps (Nile_River_Basin, 2015). It shows the basin of Rive 
Nile from the source in the centre of Africa to the outlet in the Mediterranean Sea. 
Mohamed et al. (2007) investigated the importance of the hydrographic surveying to control the 
changes in the bed level and estimate the amount of sedimentation. These changes in the bed levels 
influence the stability of the banks of the Nile and may affect the navigation process through the river. 
Since 1979, the Nile Research Institute (NRI) (NRI-Egypt, 2011) has cooperated with the Egyptian 
Survey Authority (ESA) (ESA-Egypt, 2011) to perform a continuous hydrographic and topographic 
surveying for the River Nile and its two branches with a total length of 1440 km. The GPS techniques 
are used in this case for that matter. In addition, since 1998, the NRI institute has utilized the GPS 
technique for the hydrographic surveying on Lake Nasser (Mohamed et al., 2007). 
Dawod and Abdel-Aziz (2003) introduced a brief information about the GPS geodetic control 
networks in Egypt. They reported that the most important control geodetic networks are called the 
High Accuracy Reference Network (HARN). This network has been established by ESA in 1990. 
These stations are limited in coverage. In the interest of obtaining the morphological and hydrological 
maps for the River Nile, the NRI has established a national project to investigate precise digital 
hydrographic and topographic maps to cover the river and its two branches. This network comprises 
nearly 600 stations using GPS instruments (Dawod and Abdel-Aziz, 2003). Recently, a network of 
nine CORS stations has been established by the National Research Institute of Astronomy and 
Geophysics (NRIAG) (NRIAG-Egypt, 2014) (AFREF, 2007).  
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Lake Nasser is an artificial lake generated due to the construction of the Aswan High Dam between 
January 1964 and June 1971. The lake is located on the southern border between Egypt and Sudan 
[Latitude 21.8o to 24.0 o, Longitude 31.3o to 33.1o] (El Gammal et al., 2010, and Mostafa and Soussa, 
2006). Lake Nasser is designed to have a maximum water level of 182 m above the mean sea level 
(MSL) with a total water capacity of 162x109 m3. The length of Lake Nasser is around 550 km (more 
than 350 km on the Egyptian side, and the rest of the Sudan side) (Mostafa and Soussa, 2006, and El-
Sammany and El-Mostafa, 2011).  
 
Figure 2.6: The layout of Lake Nasser, according to El Gammal et al. (2010) 
Together with the hydrographic survey of the River Nile basin, the survey of the basin of Lake Nasser 
is seasonally carried out. This surveying trip aims to compute the sedimentation accumulation, the 
erosion, and failure of the Lake’s bank, the sand dunes, and the evaporation losses. The trip is part of 
the Lake Nasser/Nubia Management Framework Project (LNNMF) between Egypt and Sudan. The 
sedimentations are caused by the transportation of sediments from the Ethiopian Highlands (~90 %) 
through the Blue Nile and Atbara River during the flood season between July and October. The other 
sedimentation parts come from the sand encroachment from the western and eastern desert 
(National_Report, 2010).  
In the regional workshop in Marseille, France, the Nile water sector team published a detailed report 
describing the sedimentation monitoring at Lake Nasser (National_Report, 2010). They mentioned 
that the sedimentation monitoring and bathymetric survey project was a framework management 
project between Egypt and Sudan. From the Egyptian side, the Nile Research Institute (NRI) and the 
High Aswan Dam Authority (HADA) from the Ministry of Water Resources and Irrigation are the 
responsible for this mission. This bathymetric survey involves the following investigations:  
 Creating a bathymetric map with suitable interval with an accurate estimation of sedimentation 
volumes;  
 Updating the lake water levels, the lake surface area, and its volume; 
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 Detecting the lake bed materials,  
 Analysing the lake bed materials and sedimentations physiochemically and biochemically to study 
the organic contents. 
The bathymetric survey throughout the lake is performed using cross sections along the basin of Lake 
Nasser. Table 2.2 mentions the location of cross sections inside the Egyptian border, according to the 
National_Report (2010).  It is obvious from this table that the distance in between the cross sections 
is huge. According to the recommendations of this report, an intensive hydrographic surveying of the 
bed of Lake Nasser to detect the sediment deposition problem in an early state is required. This means 
that the increase of the sediment deposition decreases the water capacity and increases the bed level 
at the entrance of Lake Nasser. Typically, these reasons influence the management procedure for 
Lake Nasser.  
Further details were collected about the bathymetric processes, requirements and techniques of the 
project. These details have been informally collected by talking to an engineer in HADA. The details 
of the bathymetric survey are described as follows in the next points: 
1. The bathymetric survey is performed through the GNSS technology of OmniSTAR-VBS 
(OmniSTAR, 2014). That means that the available accuracy for a confidence level of 95% 
is less than one metre. 
2. Three surveying vessels are utilized in the observations, see Figure 2.7. 
3. The used software is Hypack program (Hypack, 2015); this software is widely used for 
hydrographic applications. It provides the tools to collect the data, remove outliers, plot the 
field sheets, compute volumes, and generates the contour maps. In addition, it receives the 
side scan for the water depth. 
4. The echo-sounder used is the multi-beam Echo-sounder from Echotrac hydrographic system 
(Echotrac, 2015). It offers a 3D modelling for the lake, and it helps to find lost objects. 
 
 
Figure 2.7: Vessel of the bathymetric survey, accoutring to National_Report (2010) 
Practically, the water level is known; nevertheless, the water depth is considered as the third 
component in the estimation. Typically, point coordinates are equal to East and North in UTM map 
projection from OmniSTAR solution, and the height comes from the echo-sounder technique. The 
OmniSTAR coordinates are provided in NMEA (National Marine Electronic Association) format 
(NMEA, 1998). The work is finished later at the office to extract all observation coordinates and 
create the cross-sections and contour maps. The required accuracy for the hydrographic survey in 
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Egypt is not officially published. The only available information is the obtained accuracy from the 
OmniSTAR solution.  
Table 2.2: The location of the surveying cross sections according to National_Report (2010) 
Region Serial No. Cross Section Name Location U.S. AHD (km) 
S
u
d
a
n
 
1 El-Daka 487.000 
2 Okma 466.000 
3 Malek El-Nasser 448.000 
4 El-Dowwaishat 431.000 
5 Ateere 415.500 
6 Semna 403.500 
7 Kajnarity 394.000 
8 Morshed 378.500 
9 Gomai 372.000 
10 Madeek Amka 368.000 
11 Amka 364.000 
12 Second Cataract 357.000 
13 Abdel-Qader 352.000 
14 Doghame 347.000 
15 Dabrosa 337.500 
E
g
y
p
t 
16 Arkin 331.100 
17 Sara 325.000 
18 Adendan 307.000 
19 Abu-Simbel 282.000 
20 Toushka 256.000 
21 Ibreem 228.000 
22 Korosko 182.500 
23 Wadi-Alarab 171.000 
24 El-Madeek 130.000 
25 Garf Hussien 90.000 
26 Morwaw 60.000 
27 Kalabsha 41.000 
28 Dahmeet 30.000 
29 High Dam 0.500 
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3 GNSS Technology Overview 
3.1 Introduction 
Since more than five decades, the concept of GNSS has been appraised. The GNSS technology is a 
major area of interest within the field of positioning. Different errors affect the positioning using the 
GNSS technique; these errors have to be corrected to obtain a high precise position. The purpose of 
this chapter is to review the literature on the GNSS technique. It begins by explaining the type of 
GNSS measurements and the mathematical estimation for each measurement type. The second part 
moves on to describe in more detail the error sources which are affecting the GNSS signals.  
3.2 GNSS measurement types  
Two measurement types are provided by the GNSS systems. Code pseudo-range observations are 
used for low accuracy navigation applications. Otherwise, carrier phase pseudo-range observations 
provide a high precision location. The main fundamental frequency of the GPS signals is equal to 
10.23 MHz (Leick, 2004). Two main GPS pseudo-range codes are available, Coarse Acquisition 
(C/A-code), which is called the civilian code, and the precision code (P-code). The C/A code has a 
chipping rate of a tenth of the fundamental frequency (1.023 MHz). The P-code has a chipping rate 
equal to the fundamental frequency. Two carrier phase observations are available: the first carrier 
phase L1 and the second one L2. Moreover, they have a frequency of 154 times (1572.42 MHz) and 
120 times (1227.60 MHz) of the fundamental frequency, respectively (Leick, 2004). The GPS signals 
have been recently modernized to involve new signals for civilian usage; L2C, which was started in 
September 2005, and L5, which was started in the year 2010. The code of L2C is similar to C/A-code 
with a chipping rate of 1.023 MHz and with a frequency of 1227.60 MHz. It is planned to be fully 
available in 2016. The code of L5 has a chipping rate of 10.23 MHz with a frequency of 1176.45 
MHz; it is longer and faster code than the C/A and L2C code. Also, it is planned to be fully available 
in 2018 (Mirsa and Enge, 2012).  
With respect to the GLONASS satellites, there are two main frequencies; these frequencies are called 
G1 and G2. The carrier frequency for both frequencies is equal to (1598.0625 MHz – 1607.0625 MHz) 
and (1242.9375 MHz – 1249.9375 MHz) for G1 and G2, respectively. Recently, a new additional 
carrier G3 is used with a frequency of (1190 MHz – 1214 MHz) (Mirsa and Enge, 2012). The C/A 
code for GLONASS has a half frequency C/A code for GPS; in addition, P-code has a frequency of 
5.110 MHz. Concerning the GALILEO satellites, the navigation signal is planned to be transmitted 
in four frequencies. E5A and E1-L1-E2 frequencies have the same frequency of GPS L5 and L1, 
respectively. E5B carrier has a frequency of 1202.025 MHz and E6 has 1278.750 MHz (Leick, 2004). 
Regarding the Chinese BeiDou satellite system, it transmits the satellite navigation signals on three 
frequency bands: B1 with a frequency of 1561.098 MHz and chip length of 2046 chips. B3 has a 
frequency of 1268.52 MHz and chip length of 10230 chips. In addition, B2 has a frequency of 1207.14 
MHz and chip length of 2046 chips (Montenbruck et al., 2013). 
3.2.1 Code pseudo-range 
The civilian C/A-code is modulated on the first satellite carrier phase L1 with a wavelength of a 300 
m. On the other side, the P-code is modulated on the second satellite carrier phase L2; it has a 
wavelength of 30 m (Langley, 1993). The code is modulated in a binary rectangular carrier with the 
specified frequencies. The digital stream for this code is changed from 1 to 0 and vice versa (Leick, 
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2004). The shape of the code is shown in Figure 3.2. The code pseudo-range between a satellite and 
a user receiver can be obtained by estimation of the time difference ∆t between the transmitted GNSS 
signal from the satellite tS and the received GNSS signal at the receiver tR. This time difference is 
multiplied by the speed of light c in the vacuum. In addition, there are errors in the synchronization 
of the satellite and receiver clocks with each other and with the GPS time. The satellite clock bias δS 
can be adjusted by the navigation message coefficients or the precise satellite clocks as well. The 
receiver clock bias δR needs to be corrected during the user position calculation (Hoffmann-Wellenhof 
et al., 2000); the time relationships are illustrated in Figure 3.1. 
 
Figure 3.1: Range measurement timing relationships, adapted to Kaplan and Hegarty (2006) 
The true geometric range r in meters is modelled relating to equation (3.1). This true range is a 
function of the satellite coordinates 𝑥𝑆, 𝑦𝑆 , 𝑧𝑆  and the receiver coordinates 𝑥𝑅 , 𝑦𝑅 , 𝑧𝑅, see equation 
(3.2).  
𝑟 = 𝑐(𝑡𝑅 − 𝑡𝑆) = 𝑐 ∙ ∆𝑡, (3.1) 
𝑟 =  √(𝑥𝑆 − 𝑥𝑅)2 + (𝑦𝑆 − 𝑦𝑅)2 + (𝑧𝑆 − 𝑧𝑅)2. (3.2) 
The observed pseudo-range ρ in the meter is shown in equation (3.3. a-c), where 𝜀 refers to the un-
modelled effects as, for example ionospheric, tropospheric, and multipath errors (Kaplan and 
Hegarty, 2006).  
𝜌 = 𝑐((𝑡𝑅 + 𝛿𝑅) − (𝑡𝑆 + 𝛿𝑆)) + 𝜀, (3.3.a) 
𝜌 = 𝑐(𝑡𝑅 − 𝑡𝑆) + 𝑐(𝛿𝑅 − 𝛿𝑆) + 𝜀, (3.3.b) 
𝜌 = 𝑟 + 𝑐(𝛿𝑅 − 𝛿𝑆) + 𝜀. (3.3.c) 
By considering the un-modelled errors, the equation (3.3.c) can be modified to include these formally 
as seen in equation (3.4) (Mirsa and Enge, 2012, and Héroux and Kouba, 2001): 
𝜌 = 𝑟 + 𝑐(𝛿𝑅 − 𝛿𝑆) + ∆𝑖𝑜𝑛𝑜 + ∆𝑡𝑟𝑜𝑝 + ∆𝑠𝑜𝑙 + ∆𝑝𝑜𝑙 + ∆𝑜𝑐𝑛 + ∆𝑎𝑡𝑚 + ∆𝑚𝑢𝑙 + 𝜖𝜌, (3.4) 
where, 
 
∆𝑖𝑜𝑛𝑜  : Correction due to the ionosphere refraction, 
∆𝑡𝑟𝑜𝑝  : Correction due to the troposphere refraction,  
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∆𝑠𝑜𝑙  : Correction due to the of solid Earth tides, 
∆𝑝𝑜𝑙  : Correction due to the of pole tides, 
∆𝑜𝑐𝑛  : Correction due to the of ocean loading, 
∆𝑎𝑡𝑚  : Correction due to the of atmosphere loading, 
∆𝑚𝑢𝑙  : Correction due to multipath effect, 
𝜖𝜌  : The remaining un-modelled errors for code. 
3.2.2 Phase pseudo-range 
The carrier frequencies have two wavelengths: 19.03 cm and 24.42 cm for L1 and L2, respectively. 
These carriers are just pure sinusoidal waves; the shape of the waves is seen in Figure 3.2. Therefore, 
the range between the GNSS satellite and receiver could be measured by the total number of full 
cycles plus the fractional cycle at the receiver. These numbers of cycles are multiplied by the carrier 
wavelength 𝜆. All received GNSS carrier cycles at the receiver look the same, which means that the 
GPS receiver cannot differentiate one cycle from another one (Langley, 1993). When the receiver is 
switched on, it cannot determine the total number of the complete cycles between the GPS satellite 
and the receiver. Only the fraction of a cycle can be measured by the user receiver very accurately (≈ 
0.005 cycle or 1 mm) while the initial number of the complete cycles remains unknown (ambiguous) 
(Mirsa and Enge, 2012). Thus, this effect is known as the initial cycle ambiguity or the ambiguity 
bias. Fortunately, the receiver has the ability to keep tracking of the phase changes after being 
switched on while the initial cycle ambiguity remains unchanged over time as long as no signal loss 
(or cycle slip) occurs (Wells et al., 1999). The carrier phase measurement in meters 𝜆𝛷 can be 
presented as in the following equation (3.5): 
𝜆𝛷 =  𝑟 + 𝑐 (𝛿𝑅 − 𝛿𝑆) − ∆𝑖𝑜𝑛𝑜 + ∆𝑡𝑟𝑜𝑝 + 𝜆𝑁+∆𝑠𝑜𝑙 + ∆𝑝𝑜𝑙 + ∆𝑜𝑐𝑛 + ∆𝑎𝑡𝑚 +
∆𝑝𝑐𝑣 + ∆𝑚𝑢𝑙 + 𝜆𝑤 + 𝜖𝛷, (3.5) 
where: 
𝛷  : Carrier Phase, 
𝜆  : Carrier wavelength, 
𝑁  : Ambiguity integer, 
∆𝑖𝑜𝑛𝑜  : Correction due to the ionosphere refraction, 
∆𝑡𝑟𝑜𝑝  : Correction due to the troposphere refraction,  
∆𝑠𝑜𝑙  : Correction due to the of solid Earth tides, 
∆𝑝𝑜𝑙  : Correction due to the of pole tides, 
∆𝑜𝑐𝑛  : Correction due to the of ocean loading, 
∆𝑎𝑡𝑚  : Correction due to the of atmosphere loading, 
∆𝑝𝑐𝑣  : Correction for antenna phase offset and variation, 
𝑤  : Correction for phase wind-up, 
∆𝑚𝑢𝑙  : Correction due to multipath effect, 
𝜖𝛷  : The remaining un-modelled errors for phase. 
Due to the loss of lock in the carrier phase loop, a discontinuity in the integer number of cycles N is 
generated. This case is known as the cycle slip. The phase ambiguity integer number N remains 
constant as long as no losses of the signal lock occur (El-Rabbany, 2002). Three reasons may cause 
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a loss of lock: (i) obstruction of the satellite signal due to trees, building, and bridges. (ii) Low signal-
to-noise ratio (SNR) due to atmospheric disturbance, multipath, high receiver dynamics and low 
satellite elevation, and (iii) receiver software failure. Hence, the cycle slips have to be detected and 
repaired to prevent the bias in the measurements (Hoffmann-Wellenhof et al., 2000). 
 
Figure 3.2: Shape of the sinusoidal waves and the digital code (El-Rabbany, 2002)  
Sinusoidal waves for the carrier phase (left figure); digital binary code for code range (right figure) 
3.3 GNSS Errors 
This part of the thesis discusses the related error sources of the GNSS signals, which are transmitted 
from the GNSS satellites and received by the GNSS receiver. This section is divided into four main 
sections; each presents the error and its effect on the measurements. 
3.3.1 Satellite dependent errors 
3.3.1.1 Satellite clock and orbit errors 
GNSS satellites carry on board atomic standard clocks to accurately estimate the transmission time 
of the signals from each satellite (Leick, 2004). For instance, the GPS satellite block II/IIA carries 
four on board: two Caesium clocks (Cs) and two Rubidium clocks (Rb). Block IIR and IIR-M use 
only Rubidium clocks (El-Rabbany, 2002 and Dach et al., 2007). Since 2010, the launched block of 
GPS IIF was equipped with two Rubidium clocks and one Caesium clock with a radiation-hardened 
design and high stability timing. The last generation of block GPS III has three Rubidium clocks 
(GPS-GOV, 2016). The value of the satellite clocks is controlled by the ground control segment. The 
clock drift is contained in the broadcast navigation message during the measurements. The navigation 
message contains information about the satellite orbit, satellite health, and different correction data 
(Hoffmann-Wellenhof et al., 2000). The satellite orbit and clock products are provided from different 
analysis centres of IGS (International GNSS Service) (IGS, 2015), e.g.: 
CODE   : Centre for Orbit Determination in Europe, in Switzerland, 
ESA   : European Space Agency, in Germany, 
MIT  : Massachusetts Institute of Technology, in USA, 
GFZ   : German Research Centre for Geosciences, in Germany, 
JPL   : Jet Propulsion Laboratory, in USA, 
EMR  : Natural Resources Canada, in Canada, 
GRG  : GRGS-CNES/CLS, in France, 
NGS                  : National Oceanic & Atmospheric Administration, National Geodetic Survey, in    
USA, 
SIO                    : Scripps Orbit and Permanent Array Centre, Scripps Institution of Oceanography, 
in USA. 
Each analysis centre has specific estimation parameters and processing software. The related 
estimation parameters and the used software packages are illustrated in Table 3.2 (IGS, 2015). IGS 
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provides a combined weighted average satellite orbit and clock data from these analysis centres. Table 
3.1 displays the accuracy, latency, time of updating and the sampling rate of the clock and orbit data. 
Four types of satellite clock and orbit data are provided in this table. The satellite data have different 
accuracies according to the latency time and the sampling rate. The final satellite orbit data have a 
RMS around 2.5 cm with a sampling interval of 15 min. The final satellite clocks have a RMS of 
approximately 0.075 ns for a sampling interval of 5 min, and 30 s. Except for the predicted orbits, the 
accuracies are estimated by the comparison with independent laser ranging results. For the RMS 
values, the internal instrumental delays are neglected. The standard deviation (SD) is computed by 
removing the internal instrumental bias for each satellite. The precision is better estimated (IGS, 
2015). 
Table 3.1: Parameters of IGS products (IGS, 2015) 
GNSS satellite data 
Accuracy 
[RMS] 
Latency Updates 
Sample 
Interval 
Ultra-Rapid 
(predicted) 
Orbit ~5 cm 
real time at 03, 09, 15, 21 UTC 15 min 
Clock 
RMS ~3 ns 
SD ~1.5 ns 
Ultra-Rapid 
(estimated) 
Orbit <3 cm 
3- 9 
hours 
at 03, 09, 15, 21 UTC 15 min 
Clock 
RMS ~0.15 ns 
SD ~0.05 ns 
Rapid 
(observed) 
Orbit ~2.5 cm 
17-41 
hours 
At 17 UTC daily 
15 min 
Clock 
RMS ~0.075 ns 
5 min 
SD ~0.025 ns 
Final 
(observed) 
Orbit ~2.5 cm 
12-18 
days 
Every Thursday 
15 min 
Clock 
RMS ~0.075 ns 5 min/ 
30 s SD ~0.020 ns 
 
The details, which are shown in Table 3.1 are related to the GPS satellite system. Regarding the 
GLONASS satellite data, the final ephemeris latency is in between 12-18 days with an orbit accuracy 
of ~3 cm and an interval of 15 min. The IGS satellite orbit and clock data are obtained from the FTP 
server under (ftp://igscb.jpl.nasa.gov/pub/product/wwww/). However, the related satellite data are 
defined under the format of (igswwwwd); where igs refers to the final satellite orbits, wwww means 
the GPS week and d refers to the day of the week. The clock information is available in two formats: 
(i) .clk for a sampling interval of 5 min, and (ii) .clk_30s for a sampling interval of 30 s. The final 
orbit data are provided in .sp3 format (Standard Product 3) with a sampling interval of 15 min 
(Spofford and Remondi, 2015). The final satellite data from CODE center are offered under the FTP 
server of (ftp://ftp.unibe.ch/aiub/CODE/yyyy/) (CODE, 2015). The clock data have two intervals, 30 
sec (CODwwwwd.clk) and 5 s (CODwwwwd.clk_05s). The satellite orbit data are presented by an 
interval of 15 min (CODwwwwd.eph). Figure 3.3 shows the weighted orbit RMS of the IGS rapid 
(IGR) products and the other AC final orbit solutions compared to the IGS final orbit products. It 
illustrates that the accuracy of the AC final orbits has been enhanced to reach 1 – 2 cm during the last 
15 years (Kouba, 2009a).  
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SIO 
USA 
GAMIT V. 
10.32, 
GLOBK 
V. 5.12 
GPS 
Double differences, 
ionosphere-free linear 
combination L1, L2 
2nd order relativistic correction 
Random 
walk 
Mapping 
function 
Niell 
1st order ionosphere-free 
linear combination L1, L2 
Weighted 
least-
squares 
algorithms
+ Kalman 
filter 
NGS 
Arc, orb, 
pages, 
gpscom 
Saastamoinen 
model + 
GMF 
Weighted least-squares 
algorithms 
GRG 
France 
GINS  
developed 
by CNES 
GPS/ 
GLONASS 
Un-differenced, LC and PC combinations 
GMF based 
on GPT 
model 
1st order ionosphere-free linear combination L1, L2 
2nd order modelled 
EMR 
Canada 
GIPSY/OASIS-II V. 6.3 
developed at JPL 
GPS 
VMF1 
Mapping 
function 
GMF 
square-root 
information 
filter 
 
JPL 
USA 
GPS 
Random 
walk 
Mapping 
function 
GPT2 
Stochastic 
Kalman 
filter 
GFZ 
Germany 
EPOS.P8 
developed at 
GFZ 
GPS/ 
GLONASS 
Un-
differenced, 
corrected for 
ionosphere-
free linear 
combination 
Saastamoinen 
model based 
on GPT 
model + 
GMF/VMF1 
Least-squares 
algorithms 
MIT 
USA 
GAMIT V. 
10.32, 
GLOBK V. 
5.12 
GPS 
Double 
differences, 
ionosphere-
free linear 
combination 
L1, L2 
Saastamoinen model based 
on GPT model + GMF 
1st order ionosphere-free 
linear combination L1, L2 
Weighted 
least-
squares 
algorithms+ 
Kalman 
filter 
ESA 
Germany 
NAPEOS 
V. 3.6 
GPS/ 
GLONASS/ 
Un-
differenced, 
corrected 
for 
ionosphere-
free linear 
combination 
for LC and 
PC 
Bayesian 
least-
squares 
algorithms 
CODE 
Switzerland 
Bernese GNSS 
software V. 5.3 
GPS/ GLONASS 
Double 
differences, 
ionosphere-free 
linear 
combination L1, 
L2 
VMF1 based on 
ECMWF 
1st order ionosphere-
free linear 
combination L1, L2 
2nd and 3rd order 
modelled 
Weighted least-
squares 
algorithms 
 
Location 
Software 
GNSS system 
Modelled 
observables 
Satellite clock 
corrections 
Troposphere 
model 
Ionosphere 
model 
Adjustment 
method 
Table 3.2: Properties of the different satellite products (IGS, 2015)  
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Figure 3.3: Final orbits compared to the IGS final products (Kouba, 2009a) 
3.3.1.2 Satellite antenna phase centre variation 
This error occurs due to the separation between the GPS satellite centre of mass and the phase centre 
of its antenna.  The force models that are used in satellite orbit determination refer to its centre of 
mass. At the same time, the IGS GPS precise satellite coordinates and clock products also indicate 
the satellite centre of mass.  On the other hand, orbits in the GPS navigation message refer to the 
satellite antenna phase centre. The phase centres for most satellites show offsets both in the body z 
coordinate directions (towards the Earth) and in the body coordinate direction x which is on the plane 
to the sun (Héroux and Kouba, 2001).  
Figure 3.4 displays the satellite axes and the locations of mass and phase centres. This error is not 
taken into account in the differential GPS solution (Rizos, 2010). Absolute phase centre variation 
(PCV) is offered on the NGS National Geodetic Survey website 
(http://www.ngs.noaa.gov/ANTCAL/LoadFile?file=ngs08.atx). It also provides phase centre 
variations and offsets for GPS and GLONASS.  
 
Figure 3.4: IGS conventional antenna phase centre with satellite fixed reference frame according to 
Héroux et al. (2004) 
3.3.1.3 Satellite phase wind up effect 
A GNSS satellite transmits right circularly polarized (RCP) radio waves to the GPS receiver. 
Therefore, the measured carrier phase is a function of the orientation of the antennas of satellites and 
receivers. This effect can change the carrier phase up to one wavelength when the receiver and 
satellite antenna are rotated around its bore. Satellite antennas and their solar panels are directed 
towards the sun, so the station-satellite geometry changes. This error is called phase wind up an error. 
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This error is neglected in double differencing positioning due to the differencing between the two 
receivers observing the same satellites (Wu et al., 1993). More details are presented in Héroux and 
Kouba (2001). 
3.3.2 Receiver dependent Errors 
3.3.2.1 Receiver clock error 
GPS receivers use inexpensive crystal clocks which are much less accurate than the satellite clocks. 
Most GPS receiver clocks are built on quartz oscillators  (El-Rabbany, 2002). The receiver clock error 
is estimated as an unknown parameter in the least square adjustment for the PPP solution (Kouba, 
2009a). More details about the estimation are explained in section 4.4. 
3.3.2.2 Receiver antenna phase centre variation 
The phase centre of an antenna is related to the electrical point to which the GPS satellite signal is 
referred. Generally, this phase centre is not identical to the geometric centre of the antenna. The offset 
is dependent on the elevation, the azimuth of the satellite signal, and it is different for the L1 and L2 
observations (Hoffmann-Wellenhof et al., 2000). The error value, which is caused by the antenna 
phase centre variation, depends on the antenna type and is usually in the range of a few centimetres 
(Kleusberg and Langley, 1990). This error can be cancelled through the differencing for short 
baselines if the antennas are directed to the same direction (Langley, 1991). NGS supplies the users 
with the antenna calibration parameters in ANTEX (the Antenna Exchange Format) format 
(Rothacher and Schmid, 2010). The ANTEX file includes data about the variations of the antenna 
phase centre as a function of azimuth and elevation angle. 
3.3.2.3 Multipath 
Multipath effect is caused by the surrounding reflecting surfaces near the receiver. This means that 
the receiver receives the signals from different paths. From the satellite geometry, the signals coming 
from low satellite elevations are more affected by multipath than the ones coming from high elevation 
angles (Hoffmann-Wellenhof et al., 2000). Moreover, code as well as carrier phase measurements are 
affected by multipath, but the effect in the case of code is two orders larger than on carrier-phase 
measurements (Seeber, 1993). The probable methods to minimize this effect are (i) choosing a 
receiver site far away the multipath environmental (open sky area), (ii) using a designed antenna with 
such ground plates or choke rings (Hoffmann-Wellenhof et al., 2000).   
3.3.3 Atmospheric Errors 
Since the measured GNSS signal passes throughout the earth’s atmosphere, the signal faces various 
errors; these errors bend the signal ray. The propagation components delay and signal bindings are 
the ionosphere and the troposphere effect.  However, in most of the geodetic purposes, these errors 
can be modelled (Hoffmann-Wellenhof et al., 2000). Figure 3.5 shows the atmospheric effect for the 
GNSS signal, which affects the signal ray and changes the speed of propagation and affects the 
estimated position for the receiver antenna. In addition, this figure shows the distance between the 
GNSS satellites and the earth’s surface. It shows as well the thickness of the ionosphere and the 
troposphere layers.  
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Figure 3.5: Atmosphere components according to Mirsa and Enge (2012) 
3.3.3.1 Ionosphere Errors 
The ionosphere layer is located about 50 km to 1100 km above the earth. This layer is ionized with 
gases as free electrons and ions (Mirsa and Enge, 2012). The ionosphere delay error ∆Iono can be 
estimated from equation (3.6):  
∆𝐼𝑜𝑛𝑜= ±
40.3
𝑓2
𝑇𝐸𝐶. (3.6) 
TEC refers to the total electron content along the signal path between the satellite and the receiver. 
For a column with a cross section of 1 m2, the total vertical electron content (VTEC) is modelled as 
to be seen in equation (3.7). The angle 𝜒′ in this equation refers to the zenith angle in the Ionosphere 
Pierce Point (IPP): 
∆𝐼𝑜𝑛𝑜= ±
1
𝑐𝑜𝑠𝜒′
40.3
𝑓2
𝑉𝑇𝐸𝐶. (3.7) 
Figure 3.6 depicts the geometry of the ionosphere path delay. In this figure below, 𝛽′ is the elevation 
angle of the Ionospheric Pierce Point, and 𝜒 is the zenith angle of the reference station (Hoffmann-
Wellenhof, et al., 2000).  
 
Figure 3.6: Geometry of ionosphere path delay according to Schaer et al. (1996)  
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The first order of the ionosphere delay can be mainly eliminated for dual frequency receivers using 
the ionosphere-free linear combination 𝐼𝐹, for code 𝜌𝐼𝐹, and for carrier phase ΦIF. This combination 
of code as well as carrier phase measurements for dual frequency data is formed as seen in equation 
(3.8) and (3.9). In this case, the estimation model is reported in equations (3.4) and (3.5) can be 
restructured as shown in equation (3.10) and (3.11) (Mirsa and Enge, 2012): 
𝜌𝐼𝐹 =
𝑓𝐿1
2
(𝑓𝐿1
2 −𝑓𝐿2
2 )
𝜌𝐿1 −
𝑓𝐿2
2
(𝑓𝐿1
2 −𝑓𝐿2
2 )
𝜌𝐿2 = 2.546𝜌𝐿1 − 1.546𝜌𝐿2, (3.8) 
𝛷𝐼𝐹 =
𝑓𝐿1
2
(𝑓𝐿1
2 −𝑓𝐿2
2 )
𝛷𝐿1 −
𝑓𝐿2
2
(𝑓𝐿1
2 −𝑓𝐿2
2 )
𝛷𝐿2 = 2.546𝛷𝐿1 − 1.546𝛷𝐿2, 
(3.9) 
𝜌𝐼𝐹 = 𝑟 + 𝑐(𝛿
𝑅 − 𝛿𝑆) + 𝑇𝑧 ∙ 𝑚(𝐸) + 𝜀𝜌, 
(3.10) 
𝛷𝐼𝐹 = 𝑟 + 𝑐(𝛿
𝑅 − 𝛿𝑆) + 𝑇𝑧 ∙ 𝑚(𝐸) + 𝜆𝐼𝐹 ∙ 𝑁𝐼𝐹 + 𝜀𝛷, 
(3.11) 
where, 
𝑓1, 𝑓2  : GPS frequencies of the L1 and L2 signals, 
𝜌𝐿𝑖, 𝛷𝐿𝑖, : measured code and phase data, 
𝑁𝐼𝐹  : combined integer ambiguity, 
𝜆𝐼𝐹  : combined carrier wavelength,  
𝑇𝑧 ∙ 𝑚(𝐸)  : troposphere zenith delay, including mapping function,  
 ,    : relevant measurement noises, including the multipath.  
The first order combination does not completely eliminate the ionosphere refraction; therefore, 
further higher order terms have to be considered. These terms are equal to sub-millimetre to several 
centimetre levels (Keder et al., 2003). The second order ionosphere group delay ∆𝐼𝑔 in meter can be 
expressed as given in equation (3.12). 𝜃𝑚
′ , is modelled in equation (3.13) refers to the magnetic co-
latitude of the sub-ionosphere point, where the satellite links the intersection of the ionosphere layer, 
see Figure 3.6 (Keder et al., 2003, and Bassiri and Hajj, 1993). The TEC value can be estimated from 
the GPS signal using the Global Ionosphere Mapping (GIM) (Bassiri and Hajj, 1993). More 
information about GIM is reported in Komjathy (1997), Schaer et al. (1998), and Schaer (1999). The 
ionosphere phase delay ∆𝐼𝑝 is equal to equation (3.14) (Bassiri and Hajj, 1993).  
∆𝐼𝑔 = 2.61 ∙ 10
−18 ∙ 𝜆𝑖
3 ∙ (
𝑅𝐸
𝑟𝑚
)
3
∙ (𝑠𝑖𝑛𝜃𝑚
′ ∙ 𝑐𝑜𝑠 𝜒 ∙ 𝑐𝑜𝑠 𝛽 − 2𝑐𝑜𝑠𝜃𝑚
′ ∙ 𝑠𝑖𝑛𝛽) ∙ 𝑇𝐸𝐶, (3.12) 
𝜃𝑚
′ = 𝜃𝑚 −
ℎ𝑚
𝑅𝐸𝑠𝑖𝑛𝛽
𝑐𝑜𝑠 𝜒. 𝑐𝑜𝑠 𝛽, 
(3.13) 
∆𝐼𝑝 = −
1
2
∆𝐼𝑔, 
(3.14) 
where: 
𝜃𝑚  : the magnetic co-latitude of the station, 
𝑅𝐸  : the Earth’s radius (6370 km), 
ℎ𝑚  : the height of ionosphere thin shell above the earth’s surface = 400 km, 
𝑟𝑚  :  𝑟𝑚 = 𝑅𝐸 + ℎ𝑚, 
𝛽  : the station’s elevation angle, 
λ𝑖  : the GPS signal’s wavelength. 
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3.3.3.2 Troposphere errors 
The lower part of the atmosphere extends up to 50 km from the surface of the earth. It significantly 
affects the GNSS signals. This part involves dry gases and water vapour. The troposphere is a non-
dispersive medium for radio frequencies below 15 GHz, which means that the refractive index does 
not depend on the frequency of the signal (El-Rabbany, 2002). The propagation speed in this layer is 
lower than in free space, so the measured range is about 2.5 - 25 m longer depending on the satellite 
elevation angle. The tropospheric delay cannot be eliminated by combining the L1 and the L2 
observations, but the user has to model this error (Mirsa and Enge, 2012).  
The tropospheric delay comprises two components; dry (zenith hydrostatic delay ZHD) and wet 
(zenith wet delay ZWD) parts. The dry component represents about 90% of the delay. This part is 
predictable with a high degree of accuracy using mathematical models (Hoffmann-Wellenhof et al., 
2000). The wet component of the tropospheric delay is dependent on the water vapour along the GPS 
signal path. Unlike the dry component, the wet component is not easy to model and to predict since 
the water vapour content varies very quickly with the local weather (Mirsa and Enge, 2012). This 
error reaches typically less than 30 cm (Bar-Sever et al., 1998).  
The tropospheric delay 𝑇𝑧 (meter) is equivalent to the integral of the refractive index (𝑛) along the 
tropospheric signal path (𝑑𝑠), which can be given as seen in equation (3.15) and (3.16). x and y define 
the limits of the troposphere boundary (Hoffmann-Wellenhof et al., 2000): 
𝑁𝑇𝑟𝑜𝑝 = 106(𝑛 − 1), (3.15) 
𝑇𝑧 = 10
−6 ∫ 𝑁𝑇𝑟𝑜𝑝𝑑𝑠
𝑦
𝑥
. (3.16) 
The estimation of the tropospheric zenith delay  𝑇𝑧  is determined using a signal from the zenith 
direction. 𝑇𝑧
ℎ and 𝑇𝑧
𝑤  refer to the tropospheric hydrostatic and wet delay, respectively (Mirsa and 
Enge, 2012):  
𝑇𝑧 = 𝑇𝑧
ℎ + 𝑇𝑧
𝑤. (3.17) 
By considering the arbitrary zenith angle of the signal, the estimation refers to the tropospheric delay 
as a function of the elevation angle E of the satellite. Therefore, the total tropospheric delay is 
estimated regarding equation (3.18) in relation with the mapping function (Mirsa and Enge, 2012). 
The tropospheric mapping function for the dry part 𝑚ℎ(𝐸) and the wet part 𝑚𝑤(𝐸) is the simplest 
form to transit the zenith delay relative to the arbitrary zenith angle (Hoffmann-Wellenhof et al., 
2000). 𝑇𝑧
ℎ  and 𝑇𝑧
𝑤  refer to the tropospheric hydrostatic and wet delay, respectively, and E is the 
elevation angle (Böhm et al., 2006a, and Hoffmann-Wellenhof et al., 2000):  
𝑇𝑧(𝐸) = 𝑇𝑧
ℎ ∙ 𝑚ℎ(𝐸) + 𝑇𝑧
𝑤 ∙ 𝑚𝑤(𝐸). (3.18) 
Troposphere model 
Hopfield (1969) has represented the dry tropospheric delay as a function of the total pressure 𝑃 in 
millibar and the temperature 𝑇 in Kelvin. Moreover, the wet tropospheric delay is presented as a 
function of the water vapour  𝑒 in millibar and the temperature T in Kelvin. The estimated delay 
expressions regarding Hopfield (1969) are reported in equation (3.19) and (3.20). These equations 
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provide the estimated delay as a function of the elevation angle 𝐸 to consider the arbitrary zenith 
angle of the signal (Hoffmann-Wellenhof et al., 2000):  
𝑇𝑧
ℎ(𝐸) =
10−6
5
77.64
𝑠𝑖𝑛√𝐸2+6.25
𝑃
𝑇
[40136 + 148.72(𝑇 − 273.16)], 
(3.19) 
𝑇𝑧
𝑤(𝐸) =
10−6
5
(−12.96𝑇+3.718∙105)
𝑠𝑖𝑛√𝐸2+2.25
𝑒
𝑇2
 11000. 
(3.20) 
Saastamoinen (1973) modelled the tropospheric delay as expressed in meters in equation (3.21). The 
model is a function of the pressure 𝑃 in millibar, temperature 𝑇 in Kelvin, water vapour 𝑒 in millibar, 
and 𝑧, which refers to the zenith angle to the satellite:  
𝑇𝑧 =
0.002277
cos𝑧
[𝑃 + (
1255
𝑇
+ 0.05) 𝑒 − 𝑡𝑎𝑛2𝑧]. (3.21) 
 
Table 3.3: Value of the correction terms 𝐵 and  𝛿𝑅 according to Hoffmann-Wellenhof et al.(2000) 
Zenith 
angle 
Station height above sea level [km] 
0 0.5 1.0 1.5 2.0 3.0 4.0 5.0 
 𝛿𝑅 
60° 00′ 0.003 0.003 0.002 0.002 0.002 0.002 0.001 0.001 
66° 00′ 0.006 0.006 0.005 0.005 0.004 0.003 0.003 0.002 
70° 00′ 0.012 0.011 0.010 0.009 0.008 0.006 0.005 0.004 
73° 00′ 0.020 0.018 0.017 0.015 0.013 0.011 0.009 0.007 
75° 00′ 0.031 0.028 0.025 0.023 0.021 0.017 0.014 0.011 
76° 00′ 0.039 0.035 0.032 0.029 0.026 0.021 0.017 0.014 
77° 00′ 0.050 0.045 0.041 0.037 0.033 0.027 0.022 0.018 
78° 00′ 0.065 0.059 0.054 0.049 0.044 0.036 0.030 0.024 
78° 30′ 0.075 0.068 0.062 0.056 0.051 0.042 0.034 0.028 
79° 00′ 0.087 0.079 0.072 0.065 0.059 0.049 0.040 0.033 
79° 30′ 0.102 0.093 0.085 0.077 0.070 0.058 0.047 0.039 
79° 45′ 0.111 0.101 0.092 0.083 0.076 0.063 0.052 0.043 
80° 00′ 0.121 0.110 0.100 0.091 0.083 0.068 0.056 0.047 
𝐵 [mb] 1.156 1.079 1.006 0.938 0.874 0.757 0.654 0.563 
 
As a numerical estimation for the tropospheric zenith delay using the standard atmospheric at sea 
level (P = 1013.25 millibar, T = 273.16 Kelvin, and e = 0 millibar ), the tropospheric delay is 
about 2.3 m (Hoffmann-Wellenhof et al., 2000). 
This model was refined to include two correction terms, the first term depending on the height of the 
user site, and the second term considering the height and the zenith angle as to be seen in equation 
(3.22). The terms 𝐵 and 𝛿𝑅 are reported in Table 3.3.  
𝑇𝑧 =
0.002277
cos𝑧
(𝑃 + (
1255
𝑇
+ 0.05) 𝑒 − 𝐵 𝑡𝑎𝑛2𝑧) + 𝛿𝑅. (3.22) 
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Mapping function 
Marini (1972) developed a mapping function (MF), and Herring (1992) specified this function with 
three constants. The general formulation of the mapping function is given by (3.23):  
 
cE
b
E
a
E
c
b
a
Em







sin
sin
sin
1
1
1
. (3.23) 
This mapping function has different constants for hydrostatic part 𝑎ℎ , 𝑏ℎ , and 𝑐ℎ   and for wet 
part 𝑎𝑤 , 𝑏𝑤, and 𝑐𝑤. These constants have different values related to the different mapping functions 
(Hoffmann-Wellenhof et al., 2000). Niell (1996) used the same type of mapping function as the 
Marini and Herring mapping function and continued by three term fraction in equation (3.24). The 
Niell mapping function (NMF) is one the most widely used (Ahn, 2005). The coefficients of the dry 
part depend on the latitude, the site height and the day of a year. Moreover, the wet coefficients 
depend only on the site latitude (Hoffmann-Wellenhof et al., 2000):  
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. (3.24) 
 
For the hydrostatic mapping function, the parameter a is obtained related to equation (3.25). Likewise, 
the parameter a, the parameters b and c are obtained using the same equation. 𝑎𝑎𝑣𝑔 and 𝑎𝑎𝑚𝑝 are 
parameters related to 𝜑, which are listed in Table 3.4  (Niell, 1996). These values are interpolated 
from the latitude values between the nearest values. 𝜑 value is set to 15°, if the latitude value is lower 
than 15°. In addition, this value is agreed to 75°, if the latitude value is higher than 75°. DOY 
mentions the day of the year and 𝐷𝑂𝑌0 is equal to 28 for the southern hemisphere; in addition, it is 
set to 211 for the northern hemisphere (Leick, 2004):  
𝑎(𝜑,𝐷𝑂𝑌) = 𝑎𝑎𝑣𝑔(𝜑) − 𝑎𝑎𝑚𝑝(𝜑). 𝑐𝑜𝑠 (2𝜋
𝐷𝑂𝑌−𝐷𝑂𝑌0
365.25
). (3.25) 
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Table 3.4: Coefficient for NMF (Hydrostatic delay) 
Coefficient 
Latitude 𝝋 
15o 30o 45o 60o 75o 
aavg 
a 1.2769934∙10-3 1.2683230∙10-3 1.2465397∙10-3 1.2196049∙10-3 1.2045996∙10
-3 
b 2.9153695∙10-3 2.9152299∙10-3 2.9288445∙10-3 2.9022565∙10-3 2.9024912∙10
-3 
c 62.610505∙10-3 62.837393∙10-3 63.721774∙10-3 63.824265∙10-3 64.258455∙10
-3 
aamp 
a 0.0 1.2709626∙10-5 2.6523662∙10-5 3.4000452∙10-5 4.1202191∙10
-5 
b 0.0 2.1414979∙10-5 3.0160779∙10-5 7.2562722∙10-5 11.723375∙10
-5 
c 0.0 9.0128400∙10-5 4.3497037∙10-5 84.795348∙10-5 170.37206∙10
-5 
aamp 
ah 2.53∙10-5 
bh 5.49∙10-3 
ch 1.14∙10-3 
 
For the estimation of the wet mapping function, the height part in (3.24) is eliminated and the other 
coefficients of Table 3.5 are applied (Niell, 1996). 
Table 3.5: Coefficient for NMF (Wet delay) 
Coefficient 
Latitude 𝛗 
15o 30o 45o 60o 75o 
a 5.8021897∙10-4 5.6794847∙10-4 5.8118019∙10-4 5.9727542∙10-4 6.1641693∙10
-4 
b 1.4275268∙10-3 1.5138625∙10-3 1.4572752∙10-3 1.5007428∙10-3 1.7599082∙10
-3 
c 4.3472961∙10-4 4.6729510∙10-4 4.3908931∙10-4 4.4626982∙10-4 5.4736038∙10
-4 
 
Recently, the tropospheric mapping functions have been improved to include numerical weather 
models like those that are obtained from the European Centre for Medium-Range Weather Forecasts 
(ECMWF) (ECMWF, 2015). In this contest, the Vienna Mapping Function (VMF) was introduced 
for the first time by Boehm and Schuh (2004). The updated Vienna Mapping Function (VMF1) is 
preceded with a hydrostatic and a wet coefficient ah, and aw given from a global grid sampling. These 
coefficients ah, and aw are determined by the ray traced mapping function of an elevation angle of 3o 
with a sampled global grid of 2.5o from West to East and 2.0o from North to South. Four parameter 
files are available every day for the time epochs 0, 6, 12, and 18 UT. As illustrated in Figure 3.7, each 
line of the grid file contains the latitude and longitude in degree, ah, aw, zhd, and zhw. The hydrostatic 
ah coefficients refer to the zero height. All these parameters can be downloaded from website of 
VMF1 (2015) (Boehm et al., 2006a). The coefficients bh, and ch are derived with the least square 
fitting from a data of one year of ECMWF data, where bh is a constant and ch depends on the DOY 
and the latitude. The coefficients bw, and cw are taken from NMF at a latitude of 45o (Boehm and 
Schuh, 2004). 
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Figure 3.7: VMF1 format, (VMF1, 2015), 
The added footer shows the data types for the different columns. 
The Global Mapping Function (GMF) is an empirical mapping function depending on the DOY and 
the side location. In addition, it is consistent with the VMF1. Since the hydrostatic delay depends on 
the pressure values, the Global Pressure and Temperature (GPT) model uses meteorological data. 
These data are based on the data of three years (September 1999 to August 2002); of mean monthly 
values and annual signals for pressure and temperature from ECMWF for a grid of 15o x 15o. These 
data are provided as a spherical harmonic expansion of degree and order 9. The hydrostatic part ZHD 
is estimated based on the Saastamoinen (1973) model. The coefficients ah, and aw are obtained from 
the previous expansion at an initial elevation angle of 3.3o. The coefficients b, and c are obtained 
from VMF1 (Boehm et al., 2006b, and Boehm et al., 2007a).  
3.3.4 Geophysical Effects 
For accurate PPP estimation, different corrections have to be considered. These corrections occur due 
to the effect of Earth displacements and deformation, ocean tides, and the atmospheric tidal loading.  
3.3.4.1 Polar motion 
Polar motion is defined as the rotation of the true celestial pole with respect to the z-axis of the 
terrestrial reference system. Polar motion has two oscillation parts. The first one is called the free 
oscillation, which has a periodical counter clockwise of 430 days that is called Chandler period. This 
oscillation has an amplitude of 3-6 m (Leick, 2004 and Hofmann-Wellenhof, et al., 2008). The second 
oscillation is the forced component that is occurred by the tidal forces with a diurnal period 
(Hofmann-Wellenhof, et al., 2008). To outline this variation in the altitude and the longitude, it is 
needed to define a conventional terrestrial pole (CTP), fixed to the crust. Firstly, this pole was defined 
as the centre of gravity of polar motion for the years of 1900-1905, but many refinements occurred 
due to the improving of the techniques of observations. The polar motion is currently precisely 
measured using s GPS, very long baseline interferometry (VLBI) and satellite laser ranging (SLR) 
(Leick, 2004). The rotation axis can be referenced to the CTP by the instantaneous polar coordinates 
(xp, yp). The x-axis is along the conventional zero meridian (longitude) and the y-axis is the positive 
meridian along the 270o axis (Leick, 2004) and orthogonal to x and z-axis. Figure 3.8 illustrates the 
trend of polar motion since 1900 and the variation of the polar motion for the time 2001-2003 (Leick, 
2004).  
..lat…....lon……….ah……………..aw………. zhd…….zwd... 
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Figure 3.8: Polar motion according to Leick (2004) 
 
The pole coordinates are defined by the IERS (International Earth Rotation Service) and published 
by the website of (www.iers.org). The accurate transformation between the terrestrial and 
international reference frames includes the Earth Rotation Parameters of the pole position and the 
polar motion. This rotation transformation matrix (𝑹𝑅) can be seen in equation (3.26). Where 𝑹𝑀 is 
the rotation matrix for polar motion, which is given by equation (3.27). 𝑹𝑆 is the rotation matrix for 
sidereal time and GAST is Greenwich Apparent Sidereal Time, as shown in equation (3.28) 
(Hofmann-Wellenhof, et al., 2008).  
𝑹𝑅 = 𝑹𝑀 . 𝑹𝑆, (3.26) 
𝑹𝑀 = 𝑹2(−𝑥𝑝)𝑹1(−𝑦𝑝) = [
1 0 𝑥𝑝
0 1 −𝑦𝑝
−𝑥𝑝 𝑦𝑝 1
], 
(3.27) 
𝑹𝑆 = 𝑹3{𝐺𝐴𝑆𝑇}. (3.28) 
3.3.4.2 Solid earth tide 
Due to the orbital motion of the Earth, the temporal variation of the gravitational attraction of the sun 
and the moon affects the Earth; this phenomenon is called the solid earth tide. These tides generate a 
periodic site displacement for the stations depending of the latitude value (Leick, 2004). The site 
displacement ∆𝑟 [∆𝑥 ∆𝑦 ∆𝑧] in Cartesian coordinates due to the solid earth tides is expressed as to be 
seen in equation (3.29) (IERS, 2010):  
∆𝑟 = ∑
𝐺𝑀𝑗
𝐺𝑀𝐸
‖ 𝑅𝐸‖
4
‖𝑟𝑗‖
3
3
𝑗=2 (ℎ2𝑒 (
3
2
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2
−
1
2
) + 3𝑙2(𝑟𝑗 ∙ 𝑒)[𝑟𝑗 − (𝑟𝑗 ∙ 𝑒)𝑒]), (3.29) 
where: 
𝐺𝑀𝐸  : the gravitational constant of the Earth, 
𝐺𝑀𝑗  : the gravitational constant of the Moon (j=2), and the Sun (j=3), 
𝑒  : the unit vector of the station in the geocentric coordinate system, 
𝑟𝑗  : the distance from geocentric to Moon or Sun, 
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Moreover, ℎ2, and  𝑙2 are the Love and Shida numbers of degree 2; these numbers describe the elastic 
properties of the earth model (Leick, 2004). The nominal values of Love and Shida numbers are 
estimated taking into account the latitude of site 𝜑 as given in equations (3.30), and (3.31). For 5 mm 
positioning precision, the second-degree tide is sufficient for estimation (IERS, 2010 and Kouba, 
2009a). 
ℎ2 = 0.6078 − 0.0006[(3𝑠𝑖𝑛
2𝜑 − 1)/2], (3.30) 
𝑙2 = 0.0847 − 0.0002[(3𝑠𝑖𝑛
2𝜑 − 1)/2]. (3.31) 
 
3.3.4.3 Ocean tide loading 
The ocean loading effect influences the deformation of the sea floor and the coastal land (Leick, 
2004). The effect of the ocean is smaller than the effect of solid Earth tides. The ocean tide effect is 
local and does not have a permanent part. For the stations far away from the oceans (> 1000 km) this 
error can be neglected. On the other side, this effect has to be considered in the case of cm precise 
kinematic measurements and especially for the stations near the coastal area and with a convergence 
time less than 24 hours (Kouba, 2009). The ocean loading effect can be estimated in each direction 
using:  
∆𝑐 = ∑ 𝑓𝑖𝐴𝑐𝑗 cos(𝜔𝑗𝑡 + 𝜒𝑗 + 𝑢𝑗 − 𝜙𝑐𝑗) .
𝑗
 (3.32) 
∆𝑐 is the side displacement due to the ocean tide loading, which mentions to the radial west and south 
component for a side at time t. The symbol j refers to 11 tidal waves, which are designed as a semi 
diurnal M2, S2, N2, K2, diurnal K1, O1, P1, and long-periodic Mf, Mm, Ssa. The symbols 𝜔𝑗 and 𝜒𝑗, 
respectively refer to the angular velocity and position of the sun and the moon at time t= 0h. 𝐴𝑐𝑗, and 
𝜙𝑐𝑗  denote the static amplitudes and phases for the tidal, south (positive) and west (positive) 
directions. Furthermore, 𝑓𝑖 and 𝑢𝑗 rely on the longitude of the lunar node. Typically, the M2 loading 
deformation does not exceed 5 cm in the vertical and 2 cm in the horizontal (Kouba, 2009a, IERS, 
2010 and Leick, 2004). Scherneck (2011) has delivered an online service to obtain the ocean tidal 
loading corrections as horizontal and vertical displacements. The web site provides 24 estimation 
models. The most recommended model is FES (Finite Element Solution) 2004, which is implemented 
by Le Provostl and Lyard (1997). The ID in four characters, longitude in degree, and latitude in degree 
for the station are inserted into the web site, and users can obtain the solution by e-mail. 
3.3.4.4 Atmospheric loading  
This error is called S1-S2 atmospheric pressure loading. This effect is caused by the diurnal heating 
of the atmosphere, which produces surface pressure oscillations at diurnal S1, semidiurnal S2, and 
higher harmonics. The current model is derived from the ECMWF operational global surface pressure 
files. This model is called S1 and S2 RP03 (Ray and Ponte, 2003) and is based on the conventions of 
IERS 2010. An effective online calculator is available to provide the S1 and S2 derived from Ray and 
Ponte (2003), using the surface loading from Farrell (1972) under the website of the Global 
Geophysical Fluid Centre GGFC (2010). The selected reference frame is CE (centre of solid Earth). 
The ID in four characters, longitude in degree, and latitude in degree for the station are inserted into 
the website GGFC (2010). 
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4 Precise Point Positioning (PPP) 
4.1 Introduction 
As described in Chapter 3, there are different errors affecting the GPS signals through the 
transmission path from the satellite to the receiver. Central to the entire discipline of the differential 
GNSS (DGNSS) is the concept of two GNSS receivers, which are tracking simultaneously the same 
satellites. The relative coordinates are estimated between a minimum of two receivers. One of these 
receivers is considered as a reference station, which has accurately known coordinates. The second 
receiver is called rover (static or kinematic technique), and its coordinates are unknown (Hoffmann-
Wellenhof et al., 2000).  
In recent years, there has been an increasing interest in using the concept of the precise point 
positioning (PPP). PPP technique has the fundamental property of using only a single receiver (Goa, 
2006, and Grinter and Roberts, 2011). Therefore, this technique has an advantage in the comparison 
to the DGNSS technique. Moreover, the PPP estimation is free from the correlation between the two 
sites and the limitation of baseline length (Mirsa and Enge, 2012). To obtain a centimetre accuracy 
level using the PPP technique, a dual frequency receiver is needed, in addition to carrier phase 
measurement. 
Table 4.1: Comparison between PPP and DGNSS biases and errors that have to be considered; 
updated after Rizos et al. (2012) 
Correction Type PPP DGNSS 
Satellite dependent errors 
Precise satellite clock corrections   
Satellite antenna phase centre offset   
Satellite antenna phase centre variations   
Precise satellite orbits  / 
Satellite antenna phase wind-up error   
Receiver dependent errors 
Receiver antenna phase centre offset   
Receiver antenna phase centre variations   
Receiver antenna phase wind-up error   
Atmospheric dependent errors 
Troposphere delay   
Ionosphere delay  (L1 only)  
Geophysical Models 
Solid earth tides Displacements   
Polar tides   
Ocean tide loading   
Earth rotation parameters   
Atmospheric tidal loading   
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In order to identify the characteristics of the DGNSS and PPP solutions, Table 4.1 illustrates the 
different corrections regarding both observation techniques (Rizos et al., 2012). This table reports the 
four types of the corrections for the two techniques. In this table, the sign () refers to the errors or 
biases, which should be modelled. Conversely, the sign () means that these errors or biases do not 
need to be modelled due to the differentiation in DGNSS. The sign (L1 only) means that this error or 
bias is considered only in the case of single frequency data.  
As presented in equations (3.8) - (3.11), the estimation of the PPP solution is mainly based on the 
ionosphere-free linear combination for code and carrier phase. The estimated ambiguity from this 
combination is no longer an integer, which means that this solution is a float solution. This ambiguity 
number is still constant as long as no loss of lock in the carrier phase errors occurs (Mirsa and Enge, 
2012). Overviews of correction models that are important for the PPP are illustrated in Table 4.2 
(Hesselbarth, 2009). Moreover, it presents the error type and effect values on the positions. 
Table 4.2: PPP correction model after Hesselbarth (2009)  
orrEr Correction Impact on positioning 
Satellite antenna offset 
Correction of satellite coor-
dinates 
height: up to 10 cm 
position: several cm 
Satellite phase variation 
Correction of carrier phase 
observation 
height: several mm 
Satellite phase wind up effect 
Correction of carrier phase 
observation 
height: several mm 
Solid earth tides 
(site displacement Effect) 
Correction of station 
coordinates 
height: several decimetre (dm) 
position: several cm 
Ocean tide loading 
(site displacement effect) 
Correction of stations 
near the coasts 
height: up to 5 cm 
Earth rotation 
parameters (ERP site displace-
ment effect) 
Correction of station 
coordinates used) 
height: several cm 
position: several cm 
Atmospheric loading 
Correction of atmospheric 
pressure loading 
Height: up to 18 mm for 24-
hour observation data 
(Tregoning and  van Dam, 
2005) 
Ionosphere delay 
Correction of station 
coordinates 
1 m – 15 m for mid-latitude 
Reach 36 m near equatorial 
(Mirsa and Enge, 2012) 
Troposphere delay 
Correction of station 
coordinates 
2.30 m – 2.60 m at sea level 
(Mirsa and Enge, 2012) 
 
4.2 Available software and online services 
Over the last two decades, the PPP estimation has raised increasing interest; so different software 
packages have been prepared. These software packages are presented in Table 4.3; like Bernese 
GNSS software (Dach et al., 2007). The processing methodology using Bernese GNSS software will 
be explained in detail in Chapter 5 and Appendix A. GIPSY-OASIS II (GOA) software package 
(GIPSY = GPS Inferred Positioning System, OASIS = Orbit Analysis and Simulation Software) is a 
scientific software for processing GNSS data. This software has been published by JPL (Jet 
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Propulsion Laboratory for NASA); the current version is GIPSY 6.3 under Linux (GIPSY-OASIS, 
2015). The help documentations related to the software are available via the website GIPSY-OASIS 
(2015). In addition, Gregorius (1996) provided the major documentation for the theoretical approach 
of the software.  
RTKLIB is an open source program, provided by Tokyo University Marine Science and Technology. 
Since April 2013, the available version is RTKLIB 2.4.2, and it can be downloaded from the website 
RTKLIB (2007). TerraPos is a post-processing software which is widely used in hydrographic and 
marine applications (TerraPos, 2011). It shows for hydrographic applications an accuracy of 5 cm, 
and 6 cm for the horizontal and vertical directions, respectively (Kjørsvik and Brøste, 2009). In the 
same manner, GPSTk is an open source software which is programmed in C++ language (GPSTk, 
2015).  
Table 4.3: Available PPP software packages 
Software package Provider 
Bernese GNSS software V. 
5.2 
Astronomical Institute of the University of Bern (AIUB), 
Switzerland 
GIPSY-OASIS II 
JPL (Jet Propulsion Laboratory- California Institute of 
Technology), USA 
RTKLIB 
aEoEoT aT Tie Tr aE eE rk  uri re iTr ku o  uk u Tka 
au lkEhEee, Japan 
TerraPos TerraTec and the Norwegian Hydrographic Service, Norway 
GPSTk 
Space and Geophysics Laboratory within Applied Research 
Laboratories at the University of Texas at Austin 
Effort and time might be spent to know the functions of the software packages. In addition, sometimes 
the PPP processing software packages are not provided for free. Therefore, different agencies offer 
web-based online services. These free online services provide the user with a PPP estimation. Mainly 
a RINEX measurement file is needed to be uploaded to the web pages of the online services or to be 
sent to the processing server by e-mail, see Figure 4.1. The results can be obtained on the online web 
page, or alternatively, sometimes they are sent to the users e-mail address. The disadvantage of these 
online services is that the user does not know completely the processing steps behind the final 
solution. Moreover, the user cannot change many parameters during the estimation. Table 4.4 briefly 
presents the providers of the different free PPP online services.  
 
Figure 4.1: PPP online service technique (NRCAN, 2014)  
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Table 4.4: Freely available PPP online services 
Online service Provider 
CSRS-PPP Canadian Geodetic Survey (CGS) 
APPS-PPP 
JPL (Jet Propulsion Laboratory- California Institute of 
Technology) 
GAPS-PPP 
Department of Geodesy and Geomatics Engineering             
University of New Brunswick 
magicGNSS GMV Aerospace and Defence S.A., Spain 
CSRS-PPP (Canadian Spatial Reference System) provides the registered user with the ability to 
obtain a PPP solution for static and kinematic measurement data. Moreover, it provides the possibility 
to process single or double frequency GNSS measurement data. In both cases, the user gets an e-mail 
message with the details of the processing with the Cartesian and ellipsoidal coordinates (CSRS-PPP, 
2015). APPS-PPP (Automatic Precise Point Service) is currently based on GIPSY-OASIS software, 
v. 6.3. The registered user can get the PPP solution for the static data on the web page interface. In 
addition, in the case of kinematic measurements the user receives an e-mail with the results (APPS-
PPP, 2015). GAPS-PPP (GPS Analysis and Positioning Software) is based on GAPS software V. 
5.50. In the case of static and kinematic data, the user receives an e-mail with the estimation details 
(GAPS-PPP, 2015). In addition to the previous online services, there is the magicGNSS online 
service. Using this online service, static and kinematic measurement data are sent via e-mail to the 
service (magicGNSS, 2015).   
4.3 Previous studies about performance of kinematic PPP 
The aim of this part is to review the previous literature on the accuracy of the kinematic PPP 
technique. The different parameters used in investigations are described as well. In 2002, Shen and 
Gao issued a paper in which they described the kinematic PPP solution for 6 Canadian Active Control 
Stations. The observation data were surveyed using dual frequency receivers with a sampling rate of 
1 s and a different convergence time from 6 to 8 hours. The IGS precise orbits with a sampling rate 
of 15 min and IGS satellite clocks with an interval of 30 s have been used in the estimation. The 
estimated average RMS for the PPP static solution solved epoch-wise for these stations showed 10 
cm in the horizontal direction and 12 cm in the height direction. 
Gao and Wojciechowski (2004) processed two airborne kinematic trajectories with a 10o elevation 
cut-off angle to obtain a PPP solution. The P3 software package, which has been implemented at the 
University of Calgary, Canada, has been mainly used to obtain the PPP solution. The first data set 
had a flight duration of around 4.75 hours with a maximum speed not exceeding 310 km/h. The 
precise orbit and clock data were provided from JPL with intervals of 15 min and 1 s, respectively. 
The estimated PPP solution from P3 software has been compared with the one obtained from GIPSY-
OASIS II software, which uses JPL satellite orbit and clock data as well. After this comparison, the 
solution reported 2.4 cm and 2.2 cm in the latitude and longitude, respectively; it showed 8 cm in the 
height direction. The second data set had an observation duration of approximately of 3.75 h with a 
maximum speed up to 810m/h. The IGS final orbit and clock products with an interval of 15 min and 
5 min, respectively, were used to obtain the PPP solution using P3 software package. The solution has 
been compared twice; first, with the data suppliers' multi-reference station DGPS solution; second, 
with the GIPSY-OASIS II software solution. The first comparison with the DGPS showed 8 cm in 
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latitude and longitude directions, and half a meter for the height. In the other comparison with the 
GIPSY-OASIS II software, it provided 5 cm in the horizontal and up to a couple dm in height.  
Abdel-salam (2005) compared the accuracy of the kinematic PPP by the differential solution from 
GrafNavTM software (GrafNav, 2004) in different experimental aspects. The observation data had an 
interval of 1 s and a cut-off angle of 10o. The satellite clocks of 5 min have been used for the PPP 
estimation. The first trajectory has been surveyed by a land vehicle; the estimated SD was 4 cm, 10 
cm, and 15 cm for the latitude, longitude, and height, respectively. The second trajectory has been 
observed using a marine vessel for 6 hours. The reported SD was likewise the estimated from the first 
trajectory. The third trajectory has been surveyed using an aircraft for more than 6 hours; the final 
SD for PPP estimation showed 3 cm for latitude, 6 cm for longitude, and 15 cm for height. The last 
data was collected using a helicopter for two and half hours; the PPP solution achieved 4 cm, 16 cm, 
and 17 cm for the latitude, longitude, and height, respectively. 
To calibrate onboard airborne sensors, Ovstedal et al. (2006) examined the accuracy of TerraPos 
software in comparison with DGPS. Three hours of continuous flight observation data have been 
processed using this software package. The observation data had an interval of 1 s. The PPP 
estimation for dual frequency data was based on the ionosphere-free linear combination. In addition, 
the precise orbits, satellite clocks and the earth orientation parameters have been provided from IGS. 
The estimated horizontal accuracy using TerraPos software in comparison to DGPS was up to 10 cm 
with an average of 5 cm. Schwieger et al. (2009) compared GIPSY-OASIS and CSRS-PPP online 
services relative to the DGPS. They reached a height RMS better than 0.5 m from the PPP solution 
with an availability rate of the observation data around 60%. Anquela et al. (2013) analysed a 
kinematic trajectory with an observation interval of 5 s. This trajectory was surveyed using a car with 
a dual frequency GNSS receiver. The sky was open enough to obtain a good satellite visibility. The 
kinematic PPP coordinates were estimated using MagicGNSS software. The DGNSS solution was 
considered as the reference solution for the accuracy calculations. The estimated SD for the absolute 
GNSS-PPP errors showed 8 cm in the East and North; moreover, it achieved double dm in the up 
direction.  
In 2014, Abdallah and Schwieger examined the effect of the static initialization time for the kinematic 
PPP solution. Two kinematic trajectories have been surveyed using a surveying vehicle in an open 
area with a dual frequency receiver. The observation data had an interval of 1 s. The observation 
processes started with one hour as an initialization time and followed with 30 min of kinematic 
measurements. The kinematic PPP coordinates have been obtained twice: i) using the GIPSY-OASIS 
II V 6.3 software package, which uses the JPL satellite products; ii) using the  CSRS-PPP online 
service, which uses the IGS satellite products. The estimated PPP coordinates have been compared 
with the DGNSS solution as a reference solution. GIPSY-OASIS software showed after an 
initialization time of 20 min less than 5 cm accuracy in the East and North and less than 10 cm for 
the height. CSRS-PPP online service achieved with an initialization time from 10 min the same 
accuracy. 
A recent study by Ceylan et al. (2015) evaluated the kinematic PPP estimation for the urban areas. 
Three kinematic trajectories have been observed in Turkey using a dual frequency GNSS receiver 
with an elevation cut-off angle of 10o and observation interval of 1 s. The DGNSS solution from 
Leica Geo-Office 5.0 software was considered as the reference solution. The PPP estimation was 
performed using CSRS-PPP online service. The disadvantage of this kind of study is that a loss of 
the GNSS signals has occurred due to the high buildings surrounding the area. The three trajectories 
had different lengths, a different number of observation data and different satellite visibilities. Various 
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estimated accuracies have been delivered in this study according to the observation conditions. The 
estimated standard deviation of the differences between the DGNSS and PPP solutions showed that 
the first trajectory delivered an accuracy of 5 cm for the East, North and 10 cm for the height. The 
second trajectory achieved less than 5 cm in all directions; the third one displayed 10 cm for the East 
and North and more than 15 cm for the height. The third one provided the worst accuracy due to the 
low satellite visibility. 
 
Table 4.5: Summary of the previous PPP studies  
Reference Type of data 
Reference 
solution 
PPP 
software 
Satellite  
clocks 
interval 
Results 
Shen and Gao 
(2002) 
6 static stations 
[sample rate 1 s] 
Known 
coordinates 
Based on 
own model 
Canadian 
30 s 
RMShorz= 10 cm 
RMSh= 12 cm 
Gao and 
Wojciechowski 
(2004) 
Airborne kinematic 
data 
GIPSY-
OASIS 
P3 
JPL 
1 s 
RMShorz = 2.4 – 2.2 cm 
RMSh= 8 cm 
Airborne kinematic 
data 
GIPSY-
OASIS 
P3 
IGS 
5 min 
RMShorz= 5 cm 
RMSh= 20 cm 
DGPS 
RMShorz= 8 cm 
RMSh= 0.5 m 
Abdel-salam 
(2005) 
Land data 
[sample rate 1 s] 
Marine data 
[6 hours] 
GrafNavTM 
Based on 
own model 
IGS 
5 min 
SDhorz= 4 – 10 cm 
SDh= 15 cm 
Aircraft data 
[6 hours] 
Not 
reported 
SDhorz= 3 – 6 cm 
SDh= 15 cm 
Helicopter data 
[2.5 hours] 
Not 
reported 
SDhorz= 4 – 16 cm 
SDh= 17 cm 
Ovstedal et al. 
(2006) 
Flight data 
[3 hours] 
[sample rate 1 s] 
GPSPROG-
software 
TerraPos IGS RMShorz= up to 10 cm 
Schwieger et 
al. (2009) 
Land data 
[sample rate 0.1 s] 
Leica Geo-
Office 
GIPSY-
OASIS & 
CSRS-PPP 
JPL 
30 s 
RMSh= less than 0.5 m 
IGS 
30 s 
Anquela et al. 
(2013) 
Land data 
[sample rate 5 s] 
Not reported MagicGNSS 
Not 
reported 
SDhorz= 8 cm 
SDh= 20 cm 
Abdallah and 
Schwieger 
(2014) 
Land data 
[sample rate 1 s] 
Leica Geo-
Office 
GIPSY-
OASIS 
JPL 
30 s 
RMShorz= less than 5 
cm 
RMSh= less than 5 cm CSRS-PPP 
IGS 
30 s 
Ceylan et al. 
(2015) 
Three Land data 
sets 
[sample rate 1 s] 
Leica Geo-
Office 
CSRS-PPP IGS 
RMShorz= 5 cm 
RMSh= 10 cm 
RMShorz= 5 cm 
RMSh= 5 cm 
RMShorz= 10 cm 
RMSh= 15 cm 
Böder (2010a) Hydrographic data 
Observed on Elbe 
River, Germany 
Real time 
solution 
Wapp and 
TripleP 
IGS 
SDhorz= 3.5 – 6.6 cm 
SDh= 9.4 cm 
Böder (2010b) 
SDhorz= 1.1 – 1.40 cm 
SDh= 2.1 cm 
Hesselbarth 
(2011) 
Eight hydrographic 
data on Baltic sea 
WA1 
Wapp and 
TripleP 
IGS 
SDhorz= 1.2 – 1.7 cm 
SDh= 5 cm 
Alkan and 
Öcalan (2013) 
Hydrographic data 
on Halic Bay, 
Turkey 
Leica Geo-
Office 
CSRS-PPP IGS 
RMShorz= 15 cm 
RMSh= up to 25 cm 
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Table 4.5 summarizes the previous works regarding the accuracy of the kinematic PPP technique and 
for hydrographic measurements as well. It is obvious that these studies indicate different 
characteristics. Sometimes the data have been from static stations, and sometimes from real kinematic 
measurements. In addition, different processing software packages, satellite clocks, observation 
intervals and observation conditions have been used in the processing. Therefore, different accuracies 
have been obtained during the last two decades. Together, these studies provide important insights 
into the previous investigations regarding the accuracy of the kinematic PPP techniques.  
 
4.4 Least Square Estimation (LSE) 
4.4.1 General estimation  
One least square adjustment model is the Gauss-Markoff Model. The observation matrix is formed 
related to a priori observation value 𝑳0. Thus, the reduced observation vector is called 𝒍𝑛×1; see 
equation (4.1). As well as the observation matrix, the estimated parameter vector ?̂? is calculated 
relating to a priori value 𝑿0. The correction vector is called ?̂?, see equation (4.2) (Niemeier, 2008).  
𝑳 =  𝑳0 + 𝒍, (4.1) 
?̂? =  𝑿0 + ?̂?. (4.2) 
 
The linearized form of the estimation is shown in equation (4.3), where 𝒗 refers to the residual vector 
(Niemeier, 2008). This equation is the basic formula of the Gauss-Markoff Model. 
𝒍 + 𝒗 = 𝑨 ∙ ?̂?, (4.3) 
where: 
𝑨  : 𝑛 × 𝑢, design matrix,  
𝑛 × 𝑢  : number of observations, number of unknown parameters, 
𝒍  : 𝑛 × 1, reduced observation vector, 
𝒙  : 𝑢 × 1, vector of unknown parameters. 
 
The following section describes the stochastic model. The covariance matrix Σ𝑙𝑙 of observations is 
defined in equation (4.4) and (4.5), where 𝜎0
2 refers to the a priori variance of unit weight; this value 
is set to 1 mm2 during the parameter estimation using Bernese GNSS software (Dach et al., 2007). 
𝑸𝑙𝑙 is the co-factor matrix. As reported in Niemeier (2008) and Héroux et al. (2004), the considered 
𝜎 for the phase measurements is set to 1cm and 100 cm for code observations.  
Σ𝑙𝑙 = 𝜎0
2𝑸𝑙𝑙, (4.4) 
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Σ𝑙𝑙 =
[
 
 
 
𝜎1
2 0 0 0
0 𝜎2
2 … 0
0 ⋮ ⋱ ⋮
0 0 … 𝜎𝑛
2]
 
 
 
 . (4.5) 
 
𝑷 is the weight matrix for observations and equal to the inverse of the co-factor matrix, see equation 
(4.6) (Niemeier, 2008). 
𝑷 = 𝑸𝑙𝑙
−1 = 𝜎0
2
[
 
 
 
 
 
1
𝜎1
2⁄ 0 0 0
0 1
𝜎2
2⁄ … 0
0 ⋮ ⋱ ⋮
0 0 … 1
𝜎𝑛
2⁄ ]
 
 
 
 
 
= [
𝑝11 0 0 0
0 𝑝22 … 0
0 ⋮ ⋱ ⋮
0 0 … 𝑝𝑛𝑛
]. (4.6) 
The estimation of the least square method aims to minimise the residuals. It means that the best 
solution Ω (the quadratic form) equals the minimum. The quadratic form is described in equation 
(4.7) (Niemeier, 2008). 
Ω = 𝒗𝑇𝑷𝒗 = (𝒍 − 𝑨?̂?)𝑇𝑷(𝒍 − 𝑨?̂?) = 𝑚𝑖𝑛𝑖𝑚𝑢𝑚. (4.7) 
The estimated vector of unknowns ?̂? is estimated in equation (4.8). 𝑵 is the normal equation matrix 
(called ANOR in Bernese GNSS software) and 𝒏 is the right hand of the normal equation matrix 
(called BNOR in Bernese GNSS software) (Niemeier, 2008 and Dach et al., 2007).  
?̂? = (𝑨𝑇𝑷𝑨)−1 ∙ 𝑨𝑇𝑷𝒍 = 𝑵−1 ∙ 𝒏. (4.8) 
The co-factor matrix  𝑸𝑥?̂? for the estimated parameters is then calculated using equation (4.9) 
(Niemeier, 2008).  
𝑸𝑥?̂? = (𝑨
𝑇𝑷𝑨)−1 = 𝑵−1. (4.9) 
The a posteriori variance of unit weight (variance factor) ?̂?0
2 is estimated through equation (4.10). 
𝒗 ̂is the estimated residual from the estimated parameters ?̂?, which is calculated according to equation 
(4.11).  
?̂?0
2 =
?̂?𝑇𝑷?̂?
𝑛−𝑢
, (4.10) 
?̂? = 𝒍 − 𝑨?̂?. (4.11) 
The expected covariance matrix of the estimated parameters is modelled in equation (4.12) (Niemeier, 
2008 and Dach et al., 2007). 
∑𝑥?̂? = ?̂?0
2𝑸?̂??̂?. 
(4.12) 
In the previous equation of (4.10), the term of 𝑛 − 𝑢 shows the degree of freedom (redundancy). If a 
datum or a configuration defect occurs a pseudo-inverse has to be determined, since the equations 
(4.8) and (4.9) cannot be solved. The deficiency may be occurred due to a lack of the coordinate 
system definition or missing datum information, which is called the datum defect (Leick, 2004). To 
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fix this problem, an additional (pseudo) observation such as control point coordinates is inserted to 
the network (Niemeier, 2008, and Jäger et al 2005). Further, Niemeier (2008) suggested another 
approach to solve the problem by introducing condition equations. 
4.4.2 Parameter pre-elimination 
In order to reduce the dimension of the normal equation matrices, the estimated parameters may be 
divided into two groups or more. The first group of parameters is estimated and inserted as known 
values afterwards. The final model of parameters is defined in equation (4.13) and (4.14). The vector 
?̂?1 is the one to be estimated and vector ?̂?2 is the one to be pre-eliminated (Niemeier, 2008 and Dach 
et al., 2007). The pre-elimination procedure is applied in Bernese GNSS software; e.g. the receiver 
clock error is firstly estimated through the code combination and then inserted to the final parameter 
estimation as known value. 
?̂?=[
?̂?1
?̂?2
], (4.13) 
𝒍 + 𝒗 = [𝑨1 𝑨2] ∙ [
?̂?1
?̂?2
]. (4.14) 
The normal equations matrices 𝑵, and n are formed as seen in equation (4.15), and (4.16): 
𝑵 = [
𝑨1
𝑇
𝑨2
𝑇]𝑷[𝑨1 𝑨2] = [
𝑨1
𝑇𝑷𝑨1 𝑨1
𝑇𝑷𝑨2
𝑨2
𝑇𝑷𝑨1 𝑨2
𝑇𝑷𝑨2
] = [
𝑵11 𝑵12
𝑵21 𝑵22
], (4.15) 
𝒏 = [
𝑨1
𝑇
𝑨2
𝑇]𝑷𝒍 = [
𝑨1
𝑇𝑷𝒍
𝑨2
𝑇𝑷𝒍
] = [
𝒏1
𝒏2
]. (4.16) 
The complete model for estimation is as follows in equation (4.17): 
[
𝑵11 𝑵12
𝑵21 𝑵22
] [
?̂?1
?̂?2
] = [
𝒏1
𝒏2
]. (4.17) 
The pre-eliminated vector ?̂?2 is estimated as follows in equation (4.18): 
?̂?2 = 𝑵22
−1(𝒏2 − 𝑵21?̂?1). (4.18) 
By substituting of ?̂?2 in equation (4.15), the vector ?̂?1 is obtained in equation (4.19) and (4.20). 
(𝑵11 − 𝑵12𝑵22
−1𝑵21)?̂?1 = 𝒏1 − 𝑵12𝑵22
−1𝒏2, (4.19) 
?̂?1 = (𝒏1 − 𝑵12𝑵22
−1𝒏2)(𝑵11 − 𝑵12𝑵22
−1𝑵21)
−1. (4.20) 
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4.4.3 Estimation model for PPP solution 
The key aspect of the PPP estimation depends on the using of the ionosphere-free linear combination. 
In the next part, the traditional PPP implementation using the least square adjustment estimation is 
explained in details. Since the precise satellite orbit and clock data are known, the satellite clock error 
δS and the satellite position xS, yS, zS are precisely known. The estimation equations can be reformed 
as seen in equation (4.21), and (4.22):  
𝜌𝐼𝐹 = 𝑟 + 𝑐𝛿
𝑅 − 𝑐𝛿𝑆 + 𝑇𝑧 ∙ 𝑚(𝐸) + 𝜀𝜌 = 2.546𝜌𝐿1 − 1.546𝜌𝐿2, (4.21) 
𝛷𝐼𝐹 = 𝑟 + 𝑐𝛿
𝑅 − 𝑐𝛿𝑆 + 𝑇𝑧 ∙ 𝑚(𝐸) + 𝜆𝐼𝐹 ∙ 𝑁𝐼𝐹 + 𝜀𝛷 = 2.546𝛷𝐿1 − 1.546𝛷𝐿2. (4.22) 
Since the geometric range 𝑟 equals the distance between the satellites coordinates xS, yS, zS and the 
receiver coordinates xR, yR, zR (equation 3.2), the estimation equations are updated as shown in 
equations (4.23) and (4.24). Thus, the known observations are the satellite coordinates, pseudo-
ranges 𝜌𝐿1, 𝜌𝐿2, and carrier phases 𝛷𝐿1, 𝛷𝐿2 from the RINEX file. The unknowns are the receiver 
coordinates, receiver clock error  𝛿𝑅 , troposphere zenith delay  𝑇𝑧 , and the float ambiguity 
integers 𝑁𝐼𝐹 . The traditional PPP estimation is carried throughout the least square adjustment. This 
estimation methodology is the one which is used in the Bernese GNSS software. 
((𝑥𝑆 − 𝑥𝑅)
2 + (𝑦𝑆 − 𝑦𝑅)
2
+ (𝑧𝑆 − 𝑧𝑅)
2)0.5 + 𝑐𝛿𝑅 + 𝑇𝑧 ∙ 𝑚(𝐸) + 𝜀𝜌 − 𝜌𝐼𝐹 = 0, (4.23) 
((𝑥𝑆 − 𝑥𝑅)
2 + (𝑦𝑆 − 𝑦𝑅)
2
+ (𝑧𝑆 − 𝑧𝑅)
2)0.5 + 𝑐𝛿𝑅 + 𝑇𝑧 ∙ 𝑚(𝐸) + 𝜆𝐼𝐹 ∙ 𝑁𝐼𝐹 + 𝜀𝛷 − 𝛷𝐼𝐹
= 0. 
(4.24) 
 
According to the estimation using the Bernese GNSS software, the receiver clock errors are pre-
eliminated and inserted into the final estimation as known values. The two vectors of unknowns are 
defined as ?̂?1 and ?̂?2. ?̂?1 contains the receiver coordinates xR, yR, zR troposphere, and the ambiguity 
integers; see equation (4.26). ?̂?2 refers to the receiver clock error, which is firstly estimated as shown 
in equation (4.25): 
?̂?2 = [𝛿
𝑅], (4.25) 
?̂?1 = 
[
 
 
 
 
 
 
 
𝑥𝑅
𝑦𝑅
𝑧𝑅
𝑇𝑧
𝑁𝐼𝐹
1
𝑁𝐼𝐹
2
⋮
𝑁𝐼𝐹
𝑛 ]
 
 
 
 
 
 
 
. 
(4.26) 
 
The design matrix 𝑨𝟏 for the main estimation is formed in equation (4.27):  
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𝑨𝟏 = [
∂𝑓(𝑋,𝜌𝐼𝐹)
∂X𝑥𝑅
∂𝑓(𝑋,𝜌𝐼𝐹)
∂X𝑦𝑅
∂𝑓(𝑋,𝜌𝐼𝐹)
∂X𝑧𝑅
∂𝑓(𝑋,𝜌𝐼𝐹)
∂X𝑇𝑧
∂𝑓(𝑋,𝜌𝐼𝐹)
∂X
𝑁𝐼𝐹
1
∂𝑓(𝑋,𝜌𝐼𝐹)
∂X
𝑁𝐼𝐹
2
…
∂𝑓(𝑋,𝜌𝐼𝐹)
∂X𝑁𝐼𝐹
𝑛
∂𝑓(𝑋,𝛷𝐼𝐹)
∂X𝑥𝑅
∂𝑓(𝑋,𝛷𝐼𝐹)
∂X𝑦𝑅
∂𝑓(𝑋,𝛷𝐼𝐹)
∂X𝑧𝑅
∂𝑓(𝑋,𝛷𝐼𝐹)
∂X𝑇𝑧
∂𝑓(𝑋,𝛷𝐼𝐹)
∂X
𝑁𝐼𝐹
1
∂𝑓(𝑋,𝛷𝐼𝐹)
∂X
𝑁𝐼𝐹
2
…
∂𝑓(𝑋,𝛷𝐼𝐹)
∂X𝑁𝐼𝐹
𝑛
]. (4.27) 
 
The first row refers to the phase observations for one satellite and the second mentions the code 
observations as well. The whole design matrix 𝑨𝟏 is linearized as to be seen in equation (4.28), where 
n refers to the total number of observed satellites: 
 
𝑨𝟏 = 
[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(𝑥𝑅−𝑥𝑆
1)
𝑟1
(𝑦𝑅−𝑦𝑆
1)
𝑟1
(𝑧𝑅−𝑧𝑆
1)
𝑟1
𝑚(𝐸)1 𝜆𝐼𝐹
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The second design matrix 𝑨𝟐 refers to the receiver clock error as shown in equation (4.29).  
𝑨𝟐 = 
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4.4.4 Constraining of parameters 
The constraining of parameters is added to the normal equation matrix 𝑵 in the Gauss-Markoff 
Model. Consequently, the exterior information regarding the constraining parameters as well the 
covariance matrix is introduced in equation (4.30) and (4.31) (Dach et al., 2007). 
𝒉 + 𝒗ℎ = 𝑯 ∙ ?̂?, (4.30) 
∑ℎℎ = 𝜎
2𝑷ℎ
−1, (4.31) 
where, 
𝑯  : matrix with given coefficients (𝑟 × 𝑢) with rank 𝐻 = 𝑟, 
𝑟 × 𝑢   : number of constraints, number of unknown parameters, 
?̂?  : vector of unknown parameters (𝑢 × 1), 
𝒉  : vector of constrained parameters (𝑟 × 1), 
𝒗  : vector of residuals (𝑟 × 1), 
𝑷ℎ  : weight matrix of constraints (𝑟 × 𝑟). 
The model of constrained parameters may be considered as an additional pseudo-observation to the 
main estimation model. Therefore, the estimation model in equation (4.11) can be updated to perform 
the following observation equation (4.32) with a co-factor matrix as shown in equation (4.33).  
[
𝒍
𝒉
] + [
𝒗𝑙
𝒗ℎ
] = [
𝑨
𝑯
] ∙ ?̂?, (4.32) 
𝐷 ([
𝒍
𝒉
]) = 𝜎2 [
𝑷𝑙
−1 0
0 𝑷ℎ
−1]. (4.33) 
The related normal equation system is described in equation (4.34): 
(𝑨𝑇𝑷𝑙𝑨 + 𝑯
𝑇𝑷ℎ𝑯) ∙ ?̂? = 𝑨
𝑇𝑷𝑙𝒍 + 𝑯
𝑇𝑷ℎ𝒉. (4.34) 
The absolute constraint for any parameter to its a priori value has the observation weight of 𝑷𝑖 as 
defined in equation (4.35). 𝜎0 refers to the a priori sigma; this value is set to 1 mm in the Bernese 
GNSS software. 𝜎𝑖 refers to the input sigma for the parameters to be constrained. As regards to  this 
study, only the height is constrained with different standard deviations or adapted ones. More details 
are given in chapter 8 regarding the height constraining. During the estimation, the input sigma for 
the horizontal components is set to 100 m, which means that the horizontal components (𝜎𝜑
2  𝑎𝑛𝑑 𝜎𝜆
2) 
are not constrained. Otherwise, for the height component, the inserted variance 𝜎ℎ 
2 is used for 
constraining.  
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𝑷𝑖 = 𝜎0
2
[
 
 
 
 
1
𝜎𝜑
2 0 0
0
1
𝜎𝜆
2 0
0 0
1
𝜎ℎ
2]
 
 
 
 
. (4.35) 
 
The matrix 𝑯 refers to the Jacobian matrix for the relationship between the ellipsoidal and Cartesian 
coordinates (Dach et al., 2007).  
𝑯 =
[
 
 
 
 
𝜕𝜑
𝜕𝑥
𝜕𝜑
𝜕𝑦
𝜕𝜑
𝜕𝑧
𝜕𝜆
𝜕𝑥
𝜕𝜆
𝜕𝑦
𝜕𝜆
𝜕𝑧
𝜕ℎ
𝜕𝑥
𝜕ℎ
𝜕𝑦
𝜕ℎ
𝜕𝑧 ]
 
 
 
 
. (4.36) 
The partial derivation for this relationship is explained in equation (4.37) (Leick, 2004), where N 
and M refer to the vertical and meridian radius of curvature; for definition, see section 5.4.2.1. 
𝑯 = [
−(𝑀 + ℎ)cos (𝜆)sin (𝜑) −(𝑁 + ℎ)cos (𝜑)sin (𝜆) cos (𝜑)cos(𝜆)
−(𝑀 + ℎ)sin (𝜆)sin (𝜑) (𝑁 + ℎ)cos (𝜑)cos(𝜆) cos (𝜑)sin (𝜆)
(𝑀 + ℎ)cos (𝜑) 0 sin (𝜑)
]. (4.37) 
 
If the constraining would be realized in the ellipsoidal system, the matrix H would be the unit matrix. 
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5 Concept and Realization of Measurements 
 
The GNSS Precise Point Positioning (PPP) technique is one of the most challenging surveying 
methodologies to achieve high accurate positioning. It is one of the major research areas in surveying 
in recent years to obtain cost-effectively coordinates using a dual frequency GNSS instrument (Goa, 
2006). Two main factors play a significant role in the estimation of kinematic PPP solutions: (i) the 
satellite clocks, and (ii) the troposphere zenith delay. These two factors have been examined in this 
study. One more concept needs to be studied, the height constraining for the hydrographic 
measurements. All of these investigations have been accomplished using Bernese GNSS software V. 
5.2. More details about the measurement data, the processing schedule, and the estimation using 
Bernese software are described. Additionally, quality check using TEQC software is explained. This 
chapter gives a brief description of the used software packages, the experimental work, and the 
processing procedures as well.  
5.1 Data quality check using TEQC software 
TEQC (Translate Edit and Quality Check) is an executable software; it is applicable to operating 
systems like Windows and Linux. The software provides many functions related to GNSS data. It has 
the ability to check RINEX files for cycle slips, multipath and loss of look. In addition, TEQC is an 
effective tool for excluding satellites, observation data, and observation time (TEQC, 2015). In this 
study, the software has been used to exclude the GLONASS satellites and check the quality of the 
measurement data. Moreover, for some experimental work the sampling rate was reduced from 1 s to 
5 s. A part of the report of the quality check for a RINEX file can be seen in Figure 5.1. This figure 
shows the observed GPS satellites (SV) in the vertical columns and their quality during the 
observation times in the horizontal lines. The definition of these different symbols is illustrated below 
the figure.  
 
Figure 5.1: Screenshot for quality check of RINEX file  
High quality data 
                 55 
 
o : Phase and/or code data for SV is L1, C/A, L2, P2 ; satellite was above elevation mask, 
I : Ionosphere delay (phase) slip occurred, 
M : Slip occurred for both signals, 
c : Clock slip occurred, 
. : Phase and/or code data for SV is L1 and C/A only, satellite was above elevation mask, 
Obs : Number of the observed satellites.  
 
5.2 Processing using Bernese software V. 5.2  
Bernese GNSS Software, Version 5.2 is a high-quality geodetic software package for the post-
processing mode (Dach et al., 2007). Bernese software is widely used for geodetic networks 
estimation in many aspects. In addition, it has the potential to process the GNSS data for the static 
and kinematic applications. Moreover, it processes the measurement data in double-difference 
(Differential GNSS estimation) and zero-difference (PPP solution estimation) (Dach et al., 2007). 
Complete documentation of the software can be obtained from the official website under 
(http://www.bernese.unibe.ch/). Dach et al. (2007) provided the user manual, and Dach and Walser 
(2015) showed a course tutorial including processing examples, introductory course and a terminal 
session; this tutorial is always updated. The complete descriptions for the processing procedure are 
illustrated in Appendix A.  
Figure 5.2 is a flow chart depicting a brief explanation about the processing using Bernese GNSS 
software. The processing in the case of the kinematic PPP technique is obtained using the automatic 
script (Bernese Protocol Engine (BPE)). The related processing steps for the PPP solution are 
illustrated in the following points: 
 The related processing data, e.g. satellite orbits, clocks and earth rotation parameters, are 
downloaded from the CODE ftp server. 
 The orbit tools, which are used to prepare the earth orientation parameters, generate the 
satellite clock, and prepare the standard satellite orbits. 
 The pre-processing of the RINEX files, which are used to create observation statistics, 
smooth code and phase observation data from the outliers and cycle slips, is performed in 
addition to convert the observation data to a binary Bernese format. 
 The orbit and the binary observation data are inserted to the synchronization process for the 
receiver clock using the dual code combination. These clock errors are stored to the binary 
observation files; moreover, an a priori kinematic file is generated. 
 The parameter estimation for the zero-difference solution (PPP solution) is estimated using 
the main program GPSEST. In this case, the orbit data, observation data after receiver clock 
synchronization and the a priori kinematic file are inserted into the estimation. As described 
in Appendix 1, two loops from the GPSEST program are realized inside the software to get 
the final solution: 
1. The first solution is aimed to generate a residual file for the data based on the L3 
linear combination. Residuals are written as elevation dependent weighting of 
the observations. The solution is followed by residual statistics for estimation 
outliers (using program RESRMS). Then the residuals are screened. The satellite 
residuals with more than 6 mm for phase and 60 cm for code are marked as 
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outliers (using program SATMRK). These outliers are eliminated afterwards 
from the next estimation.  
2. The second solution is based on the cleaned observation.  
 
 The main programs of ADDNEQ, NUVELO, COOVEL and CRDMERGE aim to determine 
the coordinate velocity and merge the different static solutions for the networks. 
 
Download orbit data 
POLUPD
PRETAB
ORBGEN
Orbit tools
Rinex 
measurement 
data
RNXGRA
RNXSMT
RXOBV3
Preprocessing
tools
 Clock Synchronization
CODSPP & CODXTR
A priori 
kinematic file
CODE/IGS
 ftp server
Static Kinematic
Receiver Clock error stored to Obs. 
files
GPSEST/RESRMS/SATMRK/ADDNEQ2
GPSXTR/RESCHK/HELMR1
Processing
tools
NUVELO/COOVEL/CRDMERGE
Final Solution
PPP kinematic file
 
Figure 5.2: General processing schedule for Bernese GNSS software in PPP technique 
Turning now to the double-difference solution, it can be seen from Figure 5.3 that the processing 
procedure for the double-difference solution begins with the same pre-processing steps as for the PPP 
solution, Figure 5.2. What follows is a brief outline of the double-difference solution: 
 The baseline is created in Bernese software throughout (SNGDIF program), and this single 
difference is sorted into files; 
 Four loops using GPSEST program are performed for the main estimation of the parameters 
as follow: 
1. The main task of the first loop is to screen the satellite residuals using float 
solution (L3). The residuals are displayed (using REDISP program) and the 
statistical summary file is stored (with RESRMS program), 
2. The second loop aims to estimate the tropospheric delay using float solution (L3) 
3. The ambiguity resolution is resolved in the third loop using GPSEST program. 
The tropospheric delay, which is estimated in the second loop, is defined as a 
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known parameter. The estimated ambiguities for L1 & L2 are stored. The 
summary of the ambiguity resolution is generated by the GPSXTR program. 
4. The final estimation of the coordinates can be accomplished through the fourth 
loop, where the stored ambiguities are inserted in this case, and the a priori 
kinematic coordinate file from the CODSPP program is inserted as well.  
Loop 4
Loop 3
Loop 2
Loop 1
Download orbit data 
POLUPD
PRETAB
ORBGEN
Orbit tools
Rinex 
measurement 
data
RNXGRA
RNXSMT
RXOBV3
Preprocessing
tools
 Clock Synchronization
CODSPP & CODXTR
A priori 
kinematic file
Pre-processing (Residual screening)
GPSEST/REDISP/RESRMS
CODE/IGS
ftp server
Form Baseline (SNGDIF)
Static Kinematic
Receiver Clock error stored to Obs. 
files
First solution (Tropospheric delay estimation)
GPSEST
Satellite 
residuals
Tropospheric 
delay
Ambiguity resolution (Save estimated ambiguity for L1 & L2)
GPSEST/GPSXTR
Store 
ambiguity
Final estimation (Final solution)
GPSEST/ADDNEQ/NUVLEO/COOVEL/CRDMERGE
Double-difference kinematic file
 
Figure 5.3: Bernese GNSS software flow chart for double-difference solution 
As previously described, the processing using Bernese GNSS software is carried out for the double-
difference solution step by step. In case of the PPP solution, an automated script (Bernese Protocol 
Engine (BPE)) is used in the estimation; this script may be adapted relative to each case study. The 
processing parameters for the computations in this thesis using Bernese software are illustrated in 
Table 5.1. The used satellite orbit and clock data are provided from CODE with different clock 
intervals related to the case study. Satellite and receiver phase centre offsets are considered using the 
IGS-ANTEX format (NGS, 2015, and CODE_FTP, 2015). The tropospheric correction is applied 
using two models (NIELL, GMF, and VMF1) for the hydrostatic and wet delay estimation. These 
models are applied related to the case study. Regarding ionospheric correction, the estimation of the 
PPP solution is based on the linear ionospheric-free combination. Moreover, high order ionospheric 
parameters are used to improve the estimation. For an accurate estimation, the ocean tidal loading 
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correction is considered in the PPP estimation; the model parameters (of FES2004 model) are 
obtained through the website of Scherneck (2011). The atmosphere tidal loading is corrected by the 
Ray and Ponte model based on the IERS 2010 conventions (Ray and Ponte, 2003).  
 
Table 5.1: Bernese software processing parameters for the thesis 
DI ledoM 
Reference System ITRF2008 
Coordinate format Cartesian & Ellipsoidal 
Satellite Orbits CODE/15 min   
Satellite clocks  CODE/05 s, CODE/30 s 
Satellite phase centre offsets PCV.I08 (ANTEX format) 
Receiver phase centre offsets PCV.I08 (ANTEX format) 
Tropospheric model NIELL, GMF, VMF1 
Ionosphere model 
Linear ionosphere free combination 
Higher order parameters  
GNSS System GPS 
Observation data Both phase and code 
Ocean tidal loading FES2004 model 
Atmosphere tidal loading 
Ray and Ponte 2003 model 
based on ITRS 2010 
Cut off elevation angle 10° 
Sampling rate 30 s/5 s/1 s 
 
5.3 Experimental work description 
In order to investigate the accuracy and validity of kinematic PPP solutions for the application in the 
hydrographic survey, various observation data have been examined in this dissertation. Also, static 
GNSS stations have been processed as an epoch-wise solution to identify the accuracy of the 
kinematic PPP solution in different investigations. The advantages of using these data sets are to 
obtain kinematic PPP solutions for a long observation time. More details about these static GNSS 
stations are described later on. In addition, real kinematic measurements have been processed to 
reflect the reality of the measuring during movement; further details about these data sets are reported 
in the next sections. The purpose of this part of the thesis is to describe the experimental data that 
were processed.  
5.3.1 The first data set 
Four SAPOS (SAPOS, 2015) stations have been processed as a kinematic PPP solution. These 
stations are located in Baden-Württemberg State, Germany. The RINEX files for these stations were 
downloaded with a sampling interval of 1 s from SAPOS web server (SAPOS-BW, 2015). It is 
important to know that the reference solution of the stations is based on ETRS89 (European 
Terrestrial Reference System) coordinate system with a reference epoch of 01.01.1989. The 
coordinates were transformed to the ITRF2008 (International Terrestrial Reference System) 
coordinate system with epoch 01.07.2012 (ITRF, 2015) to be compared with the kinematic PPP 
solution from Bernese software. The transformation process is explained in section 5.4.1. SAPOS 
service is collecting GNSS data in Germany (SAPOS, 2015). It is a CORS (Continuously Operating 
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Reference Station) GNSS service; for more information about CORS, see Schwieger et al (2009). 
More details about the characteristics of these stations are reported in Figure 5.4. This figure displays 
the station IDs and the locations. The four stations have the same antenna and receiver type (SAPOS-
BW, 2015). Figure 5.5 delineates the locations of the CORS stations. 
 
ID                   : 0384, 
City                : Stuttgart, 
Antenna type  : TRM59800.00   SCIS, 
Receiver type : TRIMBLE NETR5. 
  
ID                   : 0386, 
City                : Heilbronn, 
Antenna type  : TRM59800.00   SCIS, 
Receiver type : TRIMBLE NETR5. 
 
ID                   : 0391, 
City                : Geislingen, 
Antenna type  : TRM59800.00   SCIS, 
Receiver type : TRIMBLE NETR5. 
 
ID                   : 0400, 
City                : Tübingen, 
Antenna type  : TRM59800.00   SCIS, 
Receiver type : TRIMBLE NETR5. 
Figure 5.4: Characteristic of SAPOS stations (DOY: 2012/183) 
 
Figure 5.5: Locations of SAPOS’s stations, Baden-Württemberg State, Germany  
© Google earth (Image: 30.06.2015)  
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These data have been mainly used to investigate the effect of the satellite clock interval on the PPP 
estimation; in this case, the static stations solved as an epoch-wise solution. The RINEX files were 
processed twice, (i) with a sampling interval of 5 s for only 6-hour observation times due to the 
limitation of the software during processing (total samples of 4320 epochs), and (ii) a sampling 
interval of 1 s for an observation time of 72 min (total samples of 4320 epochs). The two cases have 
the same number of epochs; that leads to a possible logical comparison between the two solutions.  
5.3.2 The second data set 
For assessing whether and how the troposphere zenith delay affects the kinematic PPP solution, 45 
IGS stations over the world have been chosen to be processed using Bernese software for DOY 
(126/2014). The processed stations cover various climates zones around the world, which identify the 
troposphere effect for the different locations. The existing reference coordinates are given in the 
ITRF2008 coordinate system with epoch 06.05.2014. The observation time of these stations was 24 
hours, and the sample interval was 30 s. The advantage of using these stations is that they provide 
full day observation time while the maximum observation time of the kinematic experimental data 
was 5 hours. The RINEX observation data are downloaded from the server of IGS under 
[ftp://igs.ensg.ign.fr/pub/igs/data/2014/126/]. The reference solution of these stations is available at 
the CODE server in SINEX format [ftp://ftp.unibe.ch/aiub/CODE/2014/COD17912.SNX.Z].  SINEX 
format is the abbreviation of (Solution (Software/technique) INdependent EXchange Format); this 
format is used by the IGS for the weekly solution since 1995 (SINEX, 2015).   
Figure 5.6 clarifies the locations of IGS stations; the legend of each location is shown below this 
figure. The details of these stations are given in Table 5.2. The table provides the IDs of these stations, 
the latitude, the longitude in degree, and the ellipsoidal height in meter (m) as well. Moreover, it 
indicates the antenna type and the location region.  
 
Figure 5.6: Layout of the fourth data set (2014/126) 
© The MathWorks Inc 
 
Arctic Circle & Antarctica Mid-latitude Tropical Equatorial  
` 
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Table 5.2: Details of the second data set (IGS stations over the world) 
ID Country 
Lat. 
[deg] 
Long. 
[deg] 
Height 
[m] 
Antenna Type Location Region 
ALRT Canada 82.4941667 -62.3402778 78.11 ASH701945D_M 
Arctic Circle 
NYA1 Norway 78.9294444 11.8652778 84.0 ASH701073.1 
THU3 Greenland 76.5369444 -68.8250000 36.1 ASH701073.1 
RESO Canada 74.6905556 -94.8930556 34.90 ASH700936A_M 
TIXI Russian 71.6344444 128.8663889 46.98 TPSCR3_GGD 
TRO1 Norway 69.6625000 18.9394444 138.0 TRM59800.00 
NRIL Russian 69.3616667 88.3597222 47.89 ASH701945B_M 
FAIR USA 64.9777778 -147.4991667 319.17 ASH701945G_M 
Mid-latitude 
Northern 
hemisphere 
REYK Iceland 64.1386111 -21.9552778 93.1 LEIAR25.R4 
YELL Canada 62.4808333 -114.4805556 181.00 AOAD/M_T 
QAQ1 Greenland 60.7150000 -46.0477778 110.4 ASH701945E_M 
ARTU Russian 56.4297222 58.5602778 247.511 ASH700936D_M 
MDJV Russian 56.0213889 37.2144444 257.4 JPSREGANT_DD_E1 
MORP US 55.2127778 -1.6852778 144.4 AOAD/M_T 
WSRT Netherlands 52.9144444 6.6044444 82.28 AOAD/M_T 
POTS Germany 52.3791667 13.0658333 144.42 JAV_RINGANT_G3T 
BRUX Belgium 50.7980556 4.3583333 158.15 JAVRINGANT_D 
GLSV Ukraine 50.3641667 30.4966667 226.8 NOV702GG 
GOPE 
Czech 
Republic 
49.9136111 14.7855556 592.61 TPSCR.G3 
PENC Hungary 47.7894444 19.2813889 291.73 LEIAT504GG 
GRAZ Austria 47.0669444 15.4933333 538.29 LEIAR25.R3 
ZIMM Switzerland 46.8769444 7.4652778 956.34 TRM29659.00 
BJNM China 40.2452778 116.2238889 118.6 NOV702GG 
Tropics 
Northern 
hemisphere 
KIT3 Uzbekistan 39.1400000 66.8800000 643.0 JAV_RINGANT_G3T 
AMC2 USA 38.8030556 -104.5244444 1912.48 AOAD/M_T 
TSKB Japan 36.1055556 140.0872222 67.30 AOAD/M_T 
PIE1 USA 34.3013889 -108.1188889 2347.71 ASH701945E_M 
INEG Mexico 21.8561111 -102.2841667 1888.3 TRM29659.00 
IISC India 13.0211111 77.5702778 843.71 ASH701945E_M 
CGGN Nigeria 10.1230556 9.1180556 916.69 ASH701945B_M 
ADIS Ethiopia 9.0350000 38.7661111 2439.15 TRM29659.00 
NTUS Singapore 1.3455556 103.6797222 79.0 LEIAT504GG 
Equatorial 
NKLG Gabon 0.3538889 9.6719444 31.49 TRM59800.00 
MBAR Uganda -0.6013889 30.7377778 1337.65 ASH701945B_M 
RIOP Ecuador -1.6505556 -78.6508333 2793.00 TRM41249.00 
SALU Brazil -2.5933333 -44.2122222 18.9 TRM59800.00 
MAL2 Kenya -2.9958333 -2.9958333 -020.4 LEIAR25.R4 
BAKO Indonesia -6.4900000 106.8500000 158.18 LEIAT504GG 
Tropics 
Southern 
hemisphere 
CHPI Brazil -22.6869444 -44.9850000 617.41 PSCR.G3 
ALIC Australia -23.670000 133.8852778 603.35 LEIAR25.R3 
HARB South Africa -25.8869444 27.7072222 1558.07 TRM59800.00 
HOB2 Australia -42.8044444 147.4386111 41.1270 AOAD/M_T 
RIO2 Argentina -53.7852778 -67.7511111 32.0 JAV_RINGANT_G3T 
Mid-latitude 
Southern 
hemisphere 
OHI3 Antarctica -63.3208333 -57.9011111 32.15 LEIAR25.R4 
Antarctica 
SYOG Antarctica -69.0069444 39.5836111 50.09 TRM59800.00 
 
The location regions of these stations are as follows:  
 Arctic Circle: 7 stations, latitude from 69.36o to 82.49o, 
 Mid-latitude Northern hemisphere: 15 stations, latitude from 64.98o to 48.87o, 
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 Tropics Northern hemisphere: 9 stations, latitude from 40.25o to 9.04o, 
 Equatorial: 6 stations, latitude from 1.34o to -2.99o, 
 Tropics Southern hemisphere: 5 stations, latitude from -6.49o to -42.80o, 
 Mid-latitude Southern hemisphere: 1 station, latitude of -53.78o, 
 Antarctica: 2 stations, latitude from -63.32o to -69.00o. 
 
Using the TEQC software, some quality hints about these stations can be concluded as follow: 
 FAIR station has a gap of data of more than 3 hours;  
 ADIS has losses of observation data of different durations; 
 NKLG shows loss of lock of the end of this file; therefore, only 20 hours of the results have 
been considered to calculate the RMS value; 
 18 hours from the observation data of MAL2 have been processed; 
 The stations of PENC, MBAR, MAL2, BAKO, CHPI, HARB, HOB2, OHI3, MORP, and 
KIT3 have cycle slips in the observation data, which affect the results of kinematic PPP. 
There are some drops in the PPP estimation due to these cycle slips.  
 
5.3.3 The third data set 
Three kinematic trajectories have been observed on the Rhine River, Duisburg, Germany as a part of 
the project “HydrOs - Integrated Hydrographic Positioning System”. This project is launched in co-
operation between the department M5 (Geodesy) of the German Federal Institute of Hydrology (BfG) 
and the Institute of Engineering Geodesy at the University of Stuttgart (IIGS) (Breitenfeld et al., 
2014). The layout of these trajectories is shown in Figure 5.8, Figure 5.9, and Figure 5.10, 
respectively. The data sets are particularly useful for studying the kinematic PPP solution for hydro 
surveying and water resources management. In addition, different parameters have been investigated 
in order to obtain high accurate kinematic PPP positioning. 
An antenna LEIAX1203+GNSS and a receiver LEICA GX1230+GNSS are located on a surveying 
vessel to collect the GNSS data with an interval of 1 s during two days. Since the processing capacity 
of Bernese software is limited, the observation data have been reduced to an interval of 5 s. Moreover, 
the interval of 5 s is matching the satellite clock interval provided by the CODE centre.  
Figure 5.3 illustrates the details of the three trajectories; start and end time of the data are also shown 
in this table. The trajectories have different lengths; 10.70 km, 19.40 km, and 21 km for the first, 
second, and third trajectory, respectively. The total length of the three trajectories is 51.10 km. the 
table shows the number of processed epochs in Bernese software as well. The third trajectory shows 
the highest number of processed epochs.  
Figure 5.7 shows the location of the GNSS antenna on the surveying vessel. The virtual SAPOS 
reference station was considered as a reference station, which was provided from SAPOS-NRW team 
(SAPOS-NRW, 2015). Since the reference coordinates of these stations are based on the ETRS89 
coordinate system, the coordinates have been converted to the ITRF2008 coordinate system, to be 
comparable to the PPP coordinates obtained for Bernese software. 
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Table 5.3: Details of the third data set 
 
 
 
 
 
 
 
 
 
Figure 5.7: Observation vessel for the second data set: 
Mercator surveying vessel (left photo); GPS antenna on the vessel (right photo)  
Photos by: Annette Scheider (IIGS) 
 
 
Figure 5.8: Location of the first trajectory (2014/126), 
© Google earth (Image: 30.06.2015)  
ID 
Country/ 
City 
Year/ 
DOY 
Start time End time 
Trajectory 
Length [km] 
No. of 
processed 
epochs 
hh mm ss hh mm ss 
1 Germany/ 
Duisburg 
 
2014/126 07 40 00 10 10 05 10.70 1801 
2 2014/126 10 17 05 14 15 00 19.40 2855 
3 2014/127 06 14 20 11 34 30 21.00 3842 
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Figure 5.9: Location of the second trajectory (2014/126), 
© Google earth (Image: 30.06.2015) 
 
Figure 5.10: Location of the third trajectory (2014/127), 
© Google earth (Image: 30.06.2015) 
5.3.4 The fourth data set 
A case study approach has been used to allow the investigation and the applicability of the kinematic 
PPP solution for the hydrographic in Egypt. In January 2015, two kinematic trajectories were 
observed on the River Nile, Aswan, Egypt. A GNSS antenna of Leica15 Viva is connected to a GPS 
pole on a small ship; the antenna on the ship is shown in Figure 5.11. The first trajectory on the river 
Nile started from the west bank of the River against the water flood direction. The second trajectory 
started from the west and turned to the east bank of the River with the direction of the water flood. 
Figure 5.12 and Figure 5.13 show the location of the two trajectories. Table 5.4 shows the details of 
these trajectories: start and end observation time, the interval in seconds, antenna types and the 
trajectory lengths. The total length of the two trajectories is 10.27 km. The table shows the number 
of processed epochs as well.  
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Figure 5.11: Leica15 Antenna on the vessel 
Measurement ship (left photo), antenna of Leica 15 Viva (right photo) 
Table 5.4: Details of the third data set 
ID 
Country/ 
City 
Year/ DOY 
Start time End time Trajectory 
Length 
No. of 
processed 
epochs hh mm ss hh mm ss 
1 Egypt/ 
Aswan 
2015/019 13 07 43 14 10 46 4.17 3783 
2 2015/019 14 15 25 15 22 06 6.10 4001 
The GPS instrument that has been used in the experimental work belongs to the surveying laboratory 
of the Faculty of Engineering in Aswan, Aswan University. A CORS reference station is located in 
the Earthquake Centre in the Sahary region beside the high dam, Aswan, Egypt. This station works 
24 hours and is controlled by the NRIAG Institute in Cairo, Egypt. The provided RINEX file has 1 s 
interval, but unfortunately, the known coordinates of the CORS station are not provided by NRIAG. 
Therefore, these reference coordinates were estimated by various processing tools with an 
observation time of 24-hour observation time. CSRS-PPP and APPS-PPP online services were used 
to obtain the PPP solution. Moreover, AUSPOS (Geoscience Australia's On-line GPS Positioning) 
was used to obtain a DGNSS solution relative to the surrounding IGS stations (AUSPOS, 2015). 
Finally, the DGPS solution using Bernese software with a large scale network is provided as well.  
This network included 8 IGS stations around Egypt. These stations were well chosen to surround the 
base station ASWN from all directions.  
A list of these stations with latitude, longitude and ellipsoidal height values is listed in Table 5.5. The 
station IDs, country of the station, and the antenna type are available as well. The RINEX data of the 
IGS stations can be downloaded from the server of IGS under 
[ftp://igs.ensg.ign.fr/pub/igs/data/2015/019/]; the reference solution is available under the website of 
CODE [ftp://ftp.unibe.ch/aiub/BSWUSER52/STA/2015/COD15019.CRD.Z]. The location of the 
user stations is shown in Figure 5.14. This final solution showed sub-millimetre to some millimetres 
in comparison to the other solutions of CSRS-PPP, APPS-PPP, and AUSPOS online services.  
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Figure 5.12: Location of the first trajectory (2015/019) 
© Google earth (Image: 30.06.2015) 
 
 
Figure 5.13: Location of the fifth trajectory (2015/019) 
© Google earth (Image: 30.06.2015) 
Table 5.5: Details of Bernese network stations 
ID Country Lat. [deg] Long. [deg] Height [m] Antenna Type 
ASWN Egypt 23.9707806 32.8483729 215.484 TRM55971.00 
ADIS Ethiopia 9.0350000 38.7661111 2439.154 TRM29659.00 
BJCO Benin 6.3844444 2.4500000 30.700 TRM59800.00 
MAS1 Spain 27.7636111 -15.6330556 197.300 LEIAR25.R4 
NICO Cyprus 35.1408333 33.3963889 155.000 LEIAR25.R4 
NOT1 Italy 36.8758333 14.9897222 126.200 TRM29659.00 
RABT Morocco 33.9980556 -6.8541667 90.100 TRM29659.00 
SOLA Saudi Arabia 24.9105556 46.4005556 760.139 ASH701945E_M 
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Figure 5.14: Location of Aswan station with IGS stations (2015/019) 
© The MathWorks Inc 
 
5.3.5 Framework of experimental work and investigation concept 
As mentioned before, four main data sets were processed in this thesis. These data sets were selected 
to cover the investigation factors that affect the kinematic PPP estimation. The following is a brief 
description of the processing procedure for each data set and the answer to questions about the use of 
each data set. Three main parameters have been investigated in this study, as follows: 
1. The impact of the interval of the satellite clocks on the kinematic PPP estimation.  
To establish the relationship between the accuracy of the kinematic PPP measurements and 
the interval of satellite clocks, two satellite clock products have been examined: CODE with 
an interval of 30 s, and CODE with an interval of 5 s. The processed data sets have a sampling 
interval of 5 s and 1 s. The reason for using a data sampling interval of 5 s is that the data 
interval matches the satellite clock of CODE with the interval of 5 s; this causes the ideal 
processing case. The major objective of using a data sampling interval of 1 s was to clarify 
the effect of the satellite clocks interval on such high rate measurement data. The flowchart 
of the processing concept regarding the satellite clock interval is given in Figure 5.15. For 
this investigation, different data sets have been identified as follows: 
a) One static data set: The first data sets of four CORS stations that have been downloaded 
from SAPOS were processed twice; once, with an observation sampling interval of 5 s; 
second, with an observation sampling interval of 1 s. 
b) Two kinematic data sets (Hydro measurements): the first kinematic data set is the third 
data set that has been observed on the Rhine River, Duisburg, Germany with an 
observation interval of 5 s. The second data set was the fourth data set that was surveyed 
on the River Nile with an observation sampling interval of 1 s.  
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Figure 5.15: Flowchart of the satellite clock investigation process 
 
2. The impact of the troposphere model on the kinematic PPP estimation. 
Three troposphere models were investigated:  
 NMF, which is based on the Saastamoinen model plus Niell as model mapping 
function; 
 a GMF model with a dry troposphere estimation based on the atmosphere data from 
the GPT model, which is estimated using the Saastamoinen model. 
 The other model is based on the grids of a VMF1 model which is based on the 
atmosphere data provided by the ECMWF. 
The objective of this study investigation is to evaluate the qualitative and quantitative 
influence of the three troposphere models on the kinematic estimation. In addition, it aims to 
investigate the effect of the three models on the kinematic PPP estimation. A static data set 
and all hydrographic kinematic data sets have been examined. The flowchart of the 
processing concept regarding the troposphere modelling is shown in Figure 5.16. These data 
sets are as follows: 
 
a) One static data set: the static data set is the second data set of 45 IGS’s stations. The 
RINEX files have an observation time of 24 hours with a sampling interval of 30 s. One 
advantage of the analysis of these stations is that these stations cover different climates 
around the world, which reflect various atmosphere parameters. This advantage offers 
some important insights into the variation of the climate regions and their effect on the 
kinematic PPP estimation. Another advantage from this analysis is that the 24-hour 
observation time provides a longer observation time than the one of the real kinematic 
experimental works.  
b) All kinematic data sets (Hydro measurements): the kinematic data sets are the third and 
fourth data sets. Figure 5.16 shows the processing procedure for this parameter.  
 
Figure 5.16: Flowchart of the analysis strategy for troposphere modelling   
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3. The impact of height constraining on kinematic PPP positioning. 
This study section provides an exciting opportunity to advance our understanding of the way 
to improve the estimated hydrographic kinematic PPP position by constraining the height. 
The concept of height constraining has been investigated for three hydrographic trajectories. 
Two trajectories of the third data set were observed on the Rhine River, Germany. One 
trajectory of the fourth data set was observed on the River Nile, Egypt. These trajectories 
provided a high positional error after the previous investigations of satellite clocks and 
troposphere. Figure 5.17 concludes the analysis scenario of the height constraining concept. 
Two main aspects are applied for this concept as follow: 
a) Concept of stability of the water level: this concept is based on considering one height to 
be constrained for the whole trajectory. One trajectory is examined for this concept. 
b) Concept of piecewise stability of the water level: this concept aims to consider the 
piecewise stability of the height over the time in series sessions. For each session, a mean 
height and a standard deviation have to be estimated and be used for height constraining. 
The procedure is based on the detection of the different sessions automatically using a 
code that is programmed in MATLAB. This code defines the sessions according to the 
user conditions for the length of these sessions and the required standard deviation for 
the height. Two trajectories are applied for this concept of automatic detection of 
piecewise stability of the water level. 
 
Figure 5.17: Flowchart of analysis strategy for height constraining  
 
5.4 Processing procedures 
5.4.1 Coordinate transformations 
5.4.1.1 Transformation ETRS89 system to ITRF2008 
Since the CORS reference stations in Germany are based on the European Terrestrial Reference 
System (ETRS89), while the PPP solution is based on the ITRF2008 reference system, it is very 
important to transform the coordinates from ETRS89 to ITRF2008. The ETRS89 reference system is 
related to epoch 1989.0 (AdV, 2015). The first realization for ETRS89 is ITRF89 (epoch 1.1.1989) 
as reference epoch; which means that ITRF89 (1989.0) = ETRF89 (1989.0) = EUREF, as Görres and 
Mayer (2013) reported. The EUREF is the IAG Reference Frame Sub-Commission for 
Europe integrated into the Sub-Commission 1.3, Regional Reference Frames (see http://www.euref-
iag.net/euref_abouteuref.html). The EUREF Technical Group (TWG) recommended using the 
ETRF2000 reference system as a conventional frame of the ETRS89 system (Boucher and Altamimi, 
2011). Today, the European stations are available in ETRF2000 (R08) that can be derived from 
ITRF2008 with reference epoch (1.1.2005) (Görres and Nothnagel, 2012).  
On the other hand, according to ITRF (2015), the PPP coordinates are related to the current 
International Terrestrial Reference System ITRF2008 in the observation epoch. Therefore, the 
Height constraining 
for hydrographic 
survey 
One trajectory, third data set Stability of water level 
Piecewise stability of water 
level [Automatic detection]  
Two rrTou rEr ui‚ third data set 
One trajectory, fourth data set 
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reference station coordinates have to be transformed to ITRF2008. However, the transformation 
between the two systems can be carried out according to Boucher and Altamimi (2011). The general 
procedure for transformation consists of two steps as shown in Figure 5.18. 
 
 
 
Figure 5.18: Transformation procedure from ETRF2000 to ITRF2008  
The first step aims to transform the ETRF2000 (𝑿𝑌𝑌
𝐸 ) to ITRF2000 (𝑿𝟐𝟎𝟎𝟎
𝑰 )  according to the 
transformation parameters that have been reported in Boucher and Altamimi (2011). Table 5 in 
Boucher and Altamimi (2011) reported 14 transformation parameters between the two systems for 
epoch 2000. The parameters of the transformation 𝑻𝑌𝑌and rate of rotation matricies ?̇?𝑌𝑌 are based on 
table 3 and table 4 in Boucher and Altamimi (2011), respectively. The relationships are given in 
equations (5.1) – (5.3). 
𝑋2000
𝐼 = 𝑿𝑌𝑌
𝐸 + 𝑻𝑌𝑌 + ?̇?𝑌𝑌 ∙ 𝑿𝑌𝑌
𝐸 (2000 − 1989), (5.1) 
𝑻𝑌𝑌 = (
𝑻1
𝑻2
𝑻3
) , 
(5.2) 
?̇?𝑌𝑌 = (
0 −?̇?3𝑌𝑌 ?̇?2𝑌𝑌
?̇?3𝑌𝑌 0 −?̇?1
−?̇?2𝑌𝑌 ?̇?1𝑌𝑌 0
). 
(5.3) 
The second step purposes to transform the ITRF2000 to ITRF2008 with a reference epoch of 2000. 
In this case, the transformation parameters are considered according to ITRF transformation 
parameters that are reported under (http://itrf.ign.fr/doc_ITRF/Transfo-ITRF2008_ITRFs.txt). These 
parameters are considered for epoch 2000, so the parameters should be propagated for the observation 
epoch as given in equation (5.4) - (5.7) (Boucher and Altamimi, 2011). 𝑷(𝑡𝑐) refers to the current 
epoch (e.g. 2014); 𝑷2000 are the transformation parameters for epoch 2000; ?̇? are the rates of change 
of these parameters.  
𝑃(𝑡𝑐) = 𝑃2000 + ?̇?(𝑡𝑐 − 2000), 
(5.4) 
𝑇(𝑡𝑐) = 𝑇2000 + ?̇?(𝑡𝑐 − 2000), 
(5.5) 
𝐷(𝑡𝑐) = 𝐷2000 + ?̇?(𝑡𝑐 − 2000), 
(5.6) 
𝑅(𝑡𝑐) = 𝑅2000 + ?̇?(𝑡𝑐 − 2000), 
(5.7) 
where: 
𝑇(𝑡𝑐), 𝐷(𝑡𝑐), 𝑅(𝑡𝑐) : the transition, scale factor, and rotation vectors for the current epoch, 
𝑇2000, 𝐷2000, 𝑅2000 : the transition, scale factor, and rotation vectors for epoch 2000, 
?̇?, ?̇?, ?̇?  : the rate of transition, scale factor, and rotation vectors for the current  
   epoch. 
Transformation and 
Propagation 
Transformation 
Propagation 
ETRF2000 ITRF2000 ITRF2008 
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After that, the transformation procedure is carried out through equation (5.8):  
(
𝑋2008
𝑌2008
𝑍2008
) = (
𝑋2000
𝑌2000
𝑍2000
) + (
𝑇1
𝑇2
𝑇3
) + (
0 −𝑅3 𝑅2
𝑅3 0 −𝑅1
−𝑅2 𝑅1 0
) ∙ (
𝑋2000
𝑌2000
𝑍2000
) + 𝐷 ∙ (
𝑋2000
𝑌2000
𝑍2000
). (5.8) 
 
T1, T2, and T3 refer to the translation parameters, R1, R2, and R3 refer to the rotation angles, and D is 
the scale factor between the two systems. 
 
5.4.1.2 Transformation ITRF2008 system to UTM 
 
In order to visualize the kinematic PPP coordinates in an applicable way, the coordinates are 
transformed to the UTM system (East and North). Therefore, the estimated Cartesian coordinates 
𝑋, 𝑌, 𝑍 are firstly transformed to ellipsoidal coordinates 𝜑, 𝜆, ℎ. According to the equations reported 
in Hoffmann-Wellenhof et al. (2000), the transformation is carried out iterativly. The estimation starts 
with computing of vector 𝑝 according to equation (5.9). An approximate value for the latitude is 
estimated using equation (5.11). The eccentricity of the ellipsoid is given by equation (5.10), where 
a and b respectively refer to the semi major and minor axes of the ellipsoid. The aproximation of the 
radius of curvature in prime vertical 𝑁(0) is obtained by equation (5.12). After that, the ellipsoidal 
height can be caclulated by (5.13). An improved value of the latitude is given by equation (5.14). 
Another iteration should be done to improve the estimated value. Finally, the longitude (𝜆 ) is 
calculated using equation (5.15). Figure 5.19 shows the relation between  the Cartesian and ellipsoidal 
coordinates for a point P.  
 
Figure 5.19: Cartesian and ellipsoidal coordinates  
(Hoffmann-Wellenhof et al., 2000) 
 
𝑝 =  √𝑋2 + 𝑌2, (5.9) 
𝑒2 =
𝑎2−𝑏2
𝑎2
, (5.10) 
tan𝜑(0) =
𝑍
𝑝
(1 − 𝑒2)−1, (5.11) 
𝑁(0) =
𝑎2
√𝑎2𝑐𝑜𝑠2𝜑(0)+𝑏2𝑠𝑖𝑛2𝜑(0)
, (5.12) 
P 
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ℎ =
𝑝
𝑐𝑜𝑠𝜑(0)
− 𝑁(0), 
(5.13) 
𝑡𝑎𝑛 𝜑 =
𝑍
𝑝
(1 − 𝑒2
𝑁(0)
𝑁(0)+ℎ
)
−1
, 
(5.14) 
𝑡𝑎𝑛 𝜆 =
𝑋
𝑌
. 
(5.15) 
 
The ellipsoidal coordinates (latitude & longitude) are transformed afterwards to the Universal 
Transverse Mercator (UTM) map projection. This map projection is a cylindrical projection. In 
addition, it is widely used throughout the world. The ellipsoid is divided into 60 zones with a width 
of 6o longitude. The scale factor is applied to 0.9996. The central meridian M1 starts with λ0 = 177o 
W, and the numbers continue with M2 with the central meridian of λ0 = 171o W. The number of zones 
is calculated by equation (5.16). The plus sign refers to the eastern longitudes and the minus to 
western longitudes. INT refers to the integer value of the result (Hoffmann-Wellenhof et al., 2000). 
The series expansion for UTM is explained in Hofmann-Wellenhof et al. (2008).  
𝐼𝑁𝑇 (
180±λ
6
) + 1. (5.16) 
 
5.4.2 Evaluation procedure 
As explained earlier, the estimated PPP coordinates are available in the format of East, North and 
ellipsoidal height. To begin the statistical analysis, mainly the error values 𝛿 in the East, North and 
ellipsoidal height are calculated with respect to the reference coordinates in case of the static stations 
and to the double-difference solution from Bernese software in case of the kinematic measurement 
data. The root mean square (RMS) error, which refers to the accuracy of the PPP estimation, is 
calculated. Mathematically the expression of RMS is defined in equation (5.17). 𝑛 refers to the total 
number of processed epochs, 𝑖 denotes the station number or trajectory estimated, and 𝑗 mentions the 
East, North and ellipsoidal height (Mikhail, 1976). As can be seen in Figure 5.20, the kinematic errors 
(𝛿) are calculated from the difference between the reference solution and the PPP solution in East, 
North and height direction. The RMS error for the coordinate biases (𝛿) is estimated regarding 
equation (5.17) (Mikhail, 1976).  
𝑅𝑀𝑆𝑖,𝑗 = √
1
𝑛
∑ (𝛿𝑖,𝑗)
2𝑛
𝑖=1
. (5.17) 
With respect to the study of the troposphere effect, the RMS2D position can be calculated as shown in 
equation (5.18). Indeed, this value is calculated for the effect the height constraining as well. 
𝑅𝑀𝑆𝑖2𝐷 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = √𝑅𝑀𝑆𝐸𝑎𝑠𝑡
2 + 𝑅𝑀𝑆𝑁𝑜𝑟𝑡ℎ
2 . 
(5.18) 
 
 
Reference SolutionZero-Difference
Kinematic Errors (E, N, ellip H)RMS (E, N, ellip H) RMS 2D position
 
Figure 5.20: Flowchart of the evaluation strategy  
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6 Results and analysis of the satellite clock investigation 
In this chapter, the impact of the interval of satellite clocks is investigated. The satellite clocks from 
CODE with an interval of 5 s and 30 s were investigated. In order to understand how the interval of 
the satellite clocks affects the observation data with different sampling rates, two observation data 
categories were processed. The first category refers to observation data with a sampling rate of 5 s. 
The second category mentions the high rate sampling data with a sampling rate of 1 s.  
6.1 Observation data with a sampling rate of 5 s  
To obtain the optimum solution from the kinematic PPP solution, the observation data from different 
data sets have been processed with an observation interval of 5 s. This data sampling interval matches 
the high rates of satellite clocks provided by the CODE centre. This means, there is no interpolation 
process for the satellite clocks needed. The next sections show the kinematic PPP results with 
different satellite clocks for the static dataset and real hydrographic kinematic measurements. 
6.1.1 Static measurement data 
Due to the huge number of epochs for the CORS stations, only the observation time of 6 hours was 
processed in this case. To assess the accuracy of the estimation, the kinematic PPP solution was 
compared with the reference coordinates for these stations. The error in the East, North and height 
directions was calculated; the RMS values for all plans are tabulated. As described in section 5.2, two 
loops are carried out to estimate the PPP solution. The first loop aims to screen the estimated residuals 
for each satellite for each epoch. The default solution using the satellite clocks of 5 s shows a few 
eliminated observation data. On the other side, due to the interpolation process for the satellite clocks 
of 30 s, the observation data which have satellite residuals bigger than the limits are marked as bad 
observations. The estimated accuracy, in this case, is significantly reduced. Therefore, the default 
settings for this estimation are adapted to deactivate this screening filter, which means for the second 
loop, all observations were considered without elimination. This solution is called in this case the 
modified solution.  
The next results show the obtained accuracy from the satellite clocks of 5 s and 30 s with the default 
and modified solutions. Table 6.1 presents the statistical results for all stations. The table compares 
between the solution of using the satellite clocks of CODE/5 s and the two solutions from CODE/30 
s. It shows the RMS in the East, North and height directions. In regards to station 0384, the solution 
using the satellite clocks of 5 s obtains RMS values of 1.30 cm, 1.50 cm and 2.60 cm for the East, 
North and height, respectively. On the other hand, the satellite clocks with an interval of 30 s provide 
higher errors. The default solution presents an RMS error of 4.80 cm in the East and 6.00 cm in the 
North; in the height, the solution shows an RMS error of 12.00 cm. The modified solution achieves a 
better solution than the one obtained from the default solution, where it delivers RMS error values of 
1.70 cm in the East, 2.40 cm in North and 3.00 cm in height.   
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Table 6.1: RMS values for static measurements [sampling rate of 5 s] 
 
 East [m] North [m] height [m] Satellite clocks 
0384 
0.013 0.015 0.026 CODE/5 s 
0.048 0.060 0.120 CODE/30 s-default 
0.017 0.024 0.030 CODE/30 s-modified 
0386 
0.008 0.010 0.025 CODE/5 s 
0.023 0.030 0.068 CODE/30 s-default 
0.014 0.021 0.030 CODE/30 s-modified 
0391 
0.016 0.019 0.025 CODE/5 s 
0.070 0.100 0.122 CODE/30 s-default 
0.020 0.026 0.030 CODE/30 s-modified 
0400 
0.015 0.024 0.058 CODE/5 s 
0.080 0.070 0.150 CODE/30 s-default 
0.019 0.030 0.060 CODE/30 s-modified 
 
 
 
Figure 6.1: PPP solution for SAPOS stations with satellite clocks for station 0384  
[sampling rate of 5 s];a: PPP solution from CODE/5s; b: PPP solution from CODE/30s-default;c: 
PPP solution from CODE/30s-modified  
b 
a 
c 
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Figure 6.1.a-c depicts the estimated PPP errors of station 0384 for all solutions. The left part points 
out the error plot over time; the vertical axis refers to the error in metre and the horizontal axis shows 
the GPS time on week seconds. The right part presents the error plot of East-North and East-height. 
The aim of these plots is to show the density of the errors for the estimated epochs. A smoother 
solution has been obtained from the satellite clocks of 5 s, which is shown in Figure 6.1.a, compared 
to the one obtained from the satellite clocks of 30 s. This means that a lower range of errors is achieved 
in this case. In details, Figure 6.1.b shows the kinematic PPP errors for station 0384 for the default 
solution for CODE/30 s. It can be concluded from this figure that the height coordinates are the most 
influenced. Two jumps in the height solution are presented by the dashed lines. Figure 6.1.c shows 
the errors for the modified solution. A significant improvement has been achieved in comparison to 
the default solution. 
For station 0386, the solution shows for the satellite clocks of CODE/5 s in the East an estimated 
RMS of 0.8 cm. In addition, it gives in the North a RMS of 1.00 cm and in the height, a RMS of 2.40 
cm. Regarding the satellite clocks of the CODE/30 s, the default solution provides high errors with 
RMS values of 2.30 cm, 3.00 cm, and 6.80 cm for East, North and height, respectively. The modified 
solution shows a better solution than the default solution, especially in the height plan. The solution 
delivers RMS values of 1.40 cm for East, 2.10 cm for North and 3.00 cm for height. Figure B.1.a-c 
shows the epoch-wise errors for the solution during the processing time series. It is apparent that there 
is an enhanced solution using the satellite clock intervals of CODE/5 s. The modified solution from 
satellite clocks of CODE/30 s shows a higher epoch to epoch error. However, almost all of the 
residuals are within the 10 cm error level. The default solution of CODE/30 s shows two jumps in the 
height direction, which decreases the height accuracy.  
In the case of station 0391, a solution with the satellite clocks of CODE/5 s achieves in the East a 
RMS of 1.60 cm, and in the North a RMS of 1.90 cm. Moreover, as for the height, the solution gets 
a RMS of 2.50 cm. With respect to the default solution from satellite clocks of CODE/30 s, the 
solution shows high errors in the horizontal direction. The solution shows RMS values of 7.00 cm, 
10.00 cm and 12.20 cm for the East, the North and the height direction, respectively. The modified 
solution shows in the East a RMS of 1.80 cm and in the North a RMS of 2.60 cm. For the height 
direction, higher errors are obtained, that is to say a RMS of 3.00 cm. More presentations for the 
epoch errors in the East, North and height directions for all solutions are shown in Figure B.2.a-c. 
This figure shows the error plot for the satellite clocks of 5 s, and 30 s. Likewise stations 0384 and 
0386, the modified solution obtained from satellite clocks of 30 s has a less range of errors than the 
one obtained from the default solution given by CODE/30 s. Remarkable deviations, which are 
marked with dashed lines, in the default solution using CODE/30 s are presented in Figure B.2.b. 
With respect to station 0400, the errors obtained from the satellite clocks of CODE/5 s achieve a RMS 
error in the East direction of 1.50 cm and in the North of 2.40 cm; in the height direction, the RMS is 
5.80 cm. In regard to the default solution from CODE/30 s, high errors have been reported. The 
estimated RMS values are 8.00 cm, 7.00 cm and 15.00 cm for East, North and height, respectively. 
As far as the modified solution from satellite clocks of CODE/30 s is concerned, the calculated RMS 
values are 1.90 cm, 3.00 cm and 6.00 cm in East, North and height, respectively. The more accurate 
solution is achieved in this case. There are, however, other possible descriptions for the kinematic 
PPP errors for station 0400 as can be shown in Figure B.3.a-c. It presents the errors for estimated 
kinematic PPP coordinates for CODE/5 s, and for the default and modified solution from CODE/30 
s as well. The solution shows a higher error in the height direction than that reported from the other 
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stations. The solution of the satellite clocks of 5 s achieves a smoother solution than the one obtained 
from satellite clocks of 30 s. In comparison with the default solution from CODE/30 s, high deviations 
are given in this solution. 
Figure 6.2 concludes the previous study for these CORS stations with a sampling rate of 5 s. It 
illustrates the estimated average RMS for the two satellite clock products. Absolutely, the satellite 
clock products of CODE/5 s provide the best solution. The achieved mean RMS from CODE/5 s is 
1.30 cm for the East and 1.70 cm for the North; in addition, 3.35 cm for the height. The default 
solution from the satellite clock products of CODE/30 s delivered a mean RMS of 5.50 cm in the 
East, 6.50 cm in the North and 11.50 cm in the height direction. On the other hand, the modified 
solution using CODE/30 s showed an improved solution. These results achieved 1.75 cm in the East, 
2.53 cm in the North and 3.75 cm in the height. The results of this investigation showed that the high 
rate satellite clocks from CODE/5 s delivered a better accuracy than that obtained from the modified 
solution of CODE/30 s, with around 25% in the East, 40 % in the North and 12 % in the height. In 
comparison with the default solution from CODE/30 s, the CODE/5 s displayed a more accurate 
solution, which realized more than 70 % improvement from the solution of CODE/30 s.  
 
Figure 6.2: Mean RMS for kinematic PPP solution of SAPOS stations [sampling rate of 5 s] 
6.1.2 Hydrographic kinematic data 
Further analysis of real kinematic observation data was carried out through three hydrographic 
kinematic trajectories. These trajectories were surveyed for two days on the River Rhine, Duisburg, 
Germany. The first estimation of Abdallah and Schwieger (2015) is extended in this thesis. Likewise, 
the estimation schedule of the previous static SAPOS stations, CODE satellite clock data with an 
interval of 30 s and 5 s was used in the kinematic PPP processing. Moreover, the observation data for 
the kinematic trajectories had a sampling interval of 5 s. The measurement data were processed three 
times: (1) using CODE/5 s, (2) using the default solution for CODE/30 s, and (3) the modified solution 
for CODE/30 s. Table 6.2 illustrates the RMS errors for all hydrographic trajectories in East, North 
and height.  
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Table 6.2: RMS values for the hydrographic survey in Germany [sampling rate 05 s]  
 East [m] North [m] height [m] Satellite clocks 
Traj. 1 
0.049 0.042 0.066 CODE/5 s 
0.088 0.086 0.180 CODE/30 s-default 
0.055 0.048 0.100 CODE/30 s-modified 
Traj. 2 
0.072 0.051 0.087 CODE/5 s 
0.072 0.089 0.190 CODE/30 s-default 
0.084 0.058 0.113 CODE/30 s-modified 
Traj. 3 
0.021 0.024 0.050 CODE/5 s 
0.077 0.070 0.200 CODE/30 s-default 
0.050 0.050 0.150 CODE/30 s-modified 
 
Regarding the first trajectory, the satellite clock of CODE/5 s definitely provides a high accuracy. 
From the data in Table 6.2, the estimated RMS values are 4.90 cm and 4.20 cm in the East and North, 
respectively; in addition, 6.60 cm in the height direction is achieved as well. The default solution 
shows high values for the estimated errors, which achieve a RMS of 8.80 cm in the East, 8.60 cm in 
the North, and 18.00 cm in the height. A better solution is obtained by the modified solution for 
satellite clocks of CODE/30 s. A RMS error of 5.50 cm in the East and 4.80 cm in the North is 
delivered; in addition, it shows 10 cm in the height direction.  
 
 
 
Figure 6.3: Kinematic PPP errors for the first trajectory for different satellite clock products  
a: PPP solution from CODE/5s; b: PPP solution from CODE/30s-default;c: PPP solution from 
CODE/30s-modified  
a 
b 
c 
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Figure 6.3.a-c refers to the error plot for the kinematic PPP solution in East, North and height. Due 
to some cycle slips in the estimation, which are presented by the dashed lines, high error values are 
reported. The estimated errors by the default solution of CODE/30 s show higher ranges than the ones 
reported by the solution by CODE/5 s, and even by the modified solution by CODE/30 s. A smooth 
solution has been achieved by the solution of CODE/5 s after the dashed lines. 
For the second trajectory, as shown in Table 6.2, the kinematic PPP solution using the satellite clocks 
of CODE/5 s shows in the East an RMS error of 7.20 cm; in addition, it delivers an accuracy of 5.10 
cm in the North direction; in the height direction, the estimated RMS is 8.70 cm. Utilizing the satellite 
clock of CODE/30 s, the default solution shows a larger range of errors, which realize consequently 
RMS values of 7.20 cm, 8.90 cm and 19.00 cm for the East, North and height. Moreover, the modified 
solution delivers a RMS of 8.40 cm in the East and 5.80 cm in the North direction. For the height 
direction, the solution shows a RMS of 11.30 cm. The following is a description for the error plots of 
the second trajectory in East, North and height. As shown in Figure B.4.a-c, there are cycle slips 
during the kinematic measurements which affect the kinematic solution and increase the error ranges. 
These cycle slips are indicated by the dashed lines. The PPP height solution shows a high error at the 
beginning of the estimation; afterwards, the solution is steady. Figure B.4.a shows the obtained 
solution from the clocks of CODE/5 s. The errors in East and North almost match together. The 
default solution using CODE/30 s, Figure B.4.b indicates the kinematic PPP errors in this case. A 
great deviation is reported in the solution which is marked with dashed lines. In addition, Figure 
App.B.4.c describes the kinematic PPP errors which have been achieved by the modified solution of 
using CODE/30 s. 
Compared to the previous two trajectories, the third trajectory shows a better solution due to the lower 
number of cycle slips. In detail, Table 6.2 compares the kinematic PPP statistics derived from the 
different satellite clock products. It can be noticed that the use of the high rate satellite clock interval 
from CODE/5 s provides an RMS error of 2.10 cm in the East and 2.40 cm in the North. In the height, 
the estimation presents an accuracy of 5.00 cm. Regarding the satellite clocks of CODE/30 s, the 
default solution reports a lower accuracy than the one achieved from CODE/5 s. As is reported in 
Table 6.2, the solution provides a RMS of 7.70 cm in the East direction, 7.00 cm in the North direction 
and 20.00 cm in the height direction. The modified solution from CODE/30 s shows better results, 
which achieved RMS values of 5.00 cm in the East and North. In addition, the solution reports 15.00 
cm for the height. Figure B.5.a-c presents the estimated PPP errors from the solution of CODE/5 s 
and default and modified estimated by CODE/30 s. The error plot of CODE/5 s shows a lower RMS 
than the one reported from the 30 s interval from CODE for the default solution or even the modified 
one. Decreased accuracy is reported in the height direction as well. Higher variations are marked with 
dashed lines.  
Figure 6.4 concluded the previous processing for the hydrographic measurements. It illustrates the 
mean RMS of these trajectories. The results of this data set indicated that the satellite clocks of 
CODE/5 s provided the most accurate solution of a mean RMS of 4.73 cm in the East, 3.90 cm in the 
North and 6.77 cm in the height. The modified solution of CODE/30 s has delivered 6.30 cm in the 
East and, in addition, 5.27 cm in the North direction. Regarding the height direction, the solution 
achieved was 12.10 cm. It is evident from this figure that CODE/5 s provided the most accurate 
solution with an accuracy improved by 25% in the East and North directions compared to the one 
delivered by CODE/30 s. Furthermore, the solution is improved significantly by around 45% over the 
one obtained from the satellite clocks of CODE/30 s. On the other hand, the default solution shows 
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the worst solution, which achieved a RMS of 8.00 cm in the horizontal components and around two 
dm in the height.  
 
Figure 6.4: Mean RMS  for kinematic PPP solution for the hydrographic measurements in 
Germany[sampling rate of 5 s] 
6.2 Observation data with a sampling rate of 1 s  
On the question of the effect of the satellite clocks on high rate observation data, two data sets have 
been examined with a sampling interval of 1 s. The first data set was the one with four SAPOS stations 
that were processed previously. The second data set was a real hydrographic kinematic measurement. 
The following sections describe the kinematic PPP solution for both data sets. As previously stated, 
the default solution using the satellite clocks of 30 s showed less accuracy than the modified one. 
This difference between the two solutions is caused by the satellite residual checking after the first 
loop of the estimation. It is clear from this step that the more interpolations there are for the satellite 
clocks, the higher the satellite residuals are estimated. Therefore, for the observation with a sampling 
rate of 1 s, the default solution using CODE/30 s causes a very high estimated error due to the 
elimination of the observation data. Therefore, in this case only the modified solution using CODE/30 
s will be reported. In addition, satellite clocks of CODE/5 s are included in the investigation as well.  
6.2.1 Static measurement data 
Table 6.3 shows the RMS results that are obtained from the kinematic PPP solution for the CORS 
stations. Regarding station 0384, the solution using CODE/5 s delivers in the East a RMS of 1.90 cm, 
in the North of 0.6 cm. In addition, the RMS in the height direction is 2.60 cm. Regarding the satellite 
clocks with an interval of 30 s, surprising results are obtained for the solution, while the solution 
shows a little higher errors. Nevertheless, the errors are within 5.00 cm level for the horizontal 
direction and 10 cm for the height level. The estimated RMS using CODE/30 s reached 2.00 cm, 1.00 
cm and 3.20 cm for the East, North and height directions, respectively. A possible explanation for the 
kinematic PPP solution for this station is shown in Figure 6.5. The difference between the two 
solutions is obvious; the solution obtained from the CODE/ 5 s is smoother than the given by CODE/ 
30 s. This behaviour occurs due to the interpolation during the processing.  
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Table 6.3: RMS values for kinematic PPP solution for static measurements [sampling rate of 1 s] 
 
 East [m] North [m] height [m] Satellite clocks 
0384 
0.019 0.006 0.026 CODE/5 s 
0.020 0.010 0.032 CODE/30 s-modified 
0386 
0.014 0.020 0.030 CODE/5 s 
0.015 0.022 0.034 CODE/30 s-modified 
0391 
0.028 0.019 0.088 CODE/5 s 
0.032 0.020 0.092 CODE/30 s-modified 
0400 
0.036 0.041 0.100 CODE/5 s 
0.036 0.043 0.100 CODE/30 s-modified 
 
 
Figure 6.5: Kinematic PPP errors for station 0384 [sampling rate 1 s] 
a: PPP solution from CODE/5s; b: PPP solution from CODE/30s-modified 
 
With respect to station 0386, the estimated RMS values regarding the satellite clocks with 5 s are 
1.40 cm for the East, 2.00 cm for the North and 3.00 cm for the height. Higher errors have been 
reported from the solution of the satellite clocks with an interval of 30 s. As shown in Table 6.3, the 
calculated RMS from the satellite clocks of 30 s is a little higher than that one received from the 
satellite clocks with 5 s. Figure B.6 shows the kinematic PPP estimation from the satellite clocks of 
5 s and 30 s. The solution obtained from the satellite clocks of 30 s includes higher blunders than that 
given by the interval of 5 s.  
Continuously, station 0391 shows higher errors than that acquired from station 0384 and 0386. Using 
satellite clocks of CODE/5 s, the kinematic PPP solution delivers a RMS of 2.80 cm in the East and 
1.90 cm in the North. In addition, the solution shows a RMS of 8.80 cm in the height. On the other 
hand, the solution of satellite clocks of 30 s presents a somewhat higher error rate. This solution 
achieves an RMS error of 3.20 cm, 2.00 cm and 9.20 cm in East, North and height, respectively. The 
epoch-wise solution from the two satellite clocks is displayed in Figure B.7. As shown in this figure, 
a 
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the errors in the horizontal directions are within 10 cm. Otherwise, the errors in the height reached up 
to 20 cm.  
Finally, the kinematic PPP solution for station 0400 is shown in Table 6.3. Like the previous stations, 
the solution given from the two satellite clocks provided the same trend. In detail, the solution of 
satellite clocks of 5 s achieves smoother results than that delivered from the satellite clocks of 30 s. 
The error values in the horizontal direction are less than 10 cm. In addition, the errors in the height 
direction are in double dm. As reported in Table 6.3, the two solutions show almost the same RMS 
values. The time series kinematic PPP solution from the two satellite clock products is presented in 
Figure B.8.  
As shown in Figure 6.6, the solution using the satellite clocks of CODE/5 s delivered a mean RMS 
of 2.43 cm, 2.15 cm and 6.10 cm in the East, the North and the height, respectively. In the case of the 
satellite clocks of CODE/30 s, the modified solution showed a little higher RMS values. The 
estimated mean RMS in this case was 2.58 cm in the East, 2.38 cm in the North and 6.45 cm in the 
height. Despite the high interpolation in these case studies, the solution for this kind of static stations 
provided around 10% improvement in the accuracy compared to the one from CODE/5 s. The most 
apparent point in this process is the use of satellite clocks of CODE/30 s showing the same trend for 
the solution of CODE/5 s but with higher ranges of errors.  
 
Figure 6.6: Mean RMS for kinematic PPP solution of SAPOS stations [sampling rate of 1 s] 
6.2.2 Hydrographic kinematic data 
The second data set includes two real hydrographic kinematic trajectories that were observed on the 
River Nile, Egypt. The two trajectories with an observation interval of 1 s have been processed using 
the two satellite clock intervals provided by CODE. Table 6.4 shows the RMS errors in the East, 
North and height for the two trajectories. Considering the first trajectory, the solution obtained from 
CODE/5 s shows an RMS error of 0.5 cm for the East and 1.60 cm for the North. In addition, the 
solution achieves in the height an RMS error of 3.60 cm. With respect to the satellite clocks of 
CODE/30 s, a lower accuracy is achieved. The delivered RMS values are 1.30 cm, 4.50 cm and 8.50 
cm in the East, the North and the height, respectively.  
Figure 6.7 below compares the estimated PPP errors for the satellite clock of CODE/5 s and CODE/30 
s. It depicts that the errors of East and North in Figure 6.7.a are smooth and nearly within the 5 cm 
level. Only some epochs at the beginning reach more than 5 cm. In addition, the height errors reach 
more than 10 cm. It can obviously be seen from Figure 6.7.b that higher errors are presented due to 
the effect of satellite clocks interval. These errors reach 10 cm for the horizontal components. For the 
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height direction, the errors are in the range of 10 cm, but after the dashed lines the errors increase 
significantly. This increasing of the errors may be explained by multipath effects, since some trees 
on the west bank of River Nile exist. The modified solution is estimated without eliminating the high 
satellite residuals in the step after the first loop of the parameters estimation. 
Table 6.4: RMS values for the hydrographic survey in Egypt [sampling rate 1 s]  
 East [m] North [m] height [m] Satellite clocks 
Traj. 1 
0.005 0.016 0.036 CODE/5 s 
0.013 0.045 0.085 CODE/30 s-modified 
Traj. 2 
0.060 0.027 0.060 CODE/5 s 
0.065 0.030 0.065 CODE/30 s-modified 
 
 
Figure 6.7: Kinematic PPP errors for the first trajectory with different clocks [sampling rate of 1 s] 
a: PPP solution from CODE/5s; b: PPP solution from CODE/30s-modified 
 
Likewise the first trajectory, further analyses were performed for the second trajectory. The results 
obtained from the analysis are set out in Table 6.4. The kinematic PPP solution from satellite clocks 
of 5 s gives an RMS error of 6.00 cm in the East and 2.70 cm in the North. Furthermore, it delivers 
6.00 cm for the height. With respect to the satellite clock of CODE/30 s, the modified solution shows 
a large range of the errors due to the interpolation process. The solution achieves nearly the same 
RMS, which is delivered from the satellite clocks of 5 s. The difference between the two solutions is 
only around 0.5 cm. Figure 6.8 shows the errors in the East, North and height directions for the 
kinematic PPP solution from CODE/5 s and CODE/30 s. It is clear from this solution that the obtained 
solution from the satellite clocks of CODE/5 s achieves smoother plots than the ones reported from 
the satellite clocks of CODE/30 s. This effect occurs due to the lower interpolation process between 
the satellite clocks of CODE/5 s and the data sampling rate of 1 s. On the other hand, using the satellite 
clocks of CODE/30 s causes a higher interpolation process with the data sampling rate of 1 s. 
a 
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Figure 6.8: Kinematic PPP errors for the second trajectory with different clocks [sampling rate of 
1 s] 
a: PPP solution from CODE/5s; b: PPP solution from CODE/30s-modified 
 
As can be seen in Figure 6.9, it can be concluded from the achieved results for these hydrographic 
data that the solution using CODE/5 s delivered a mean RMS of 3.25 cm in the East, 2.15 cm in the 
North and 4.80 cm in the height. In addition, the modified solution from CODE/30 s achieved 3.90 
cm, 3.75 cm and 7.50 cm in the East, North and height, respectively. These results showed that the 
use of satellite clocks of CODE/5 s could consequently improve the accuracy by 15 %, 40 % and 35 
% for the East, North, and height. 
 
Figure 6.9: Mean RMS  for kinematic PPP solution for the hydrographic measurements in Egypt 
[sampling rate of 1s] 
6.3 Conclusion of the satellite clock effect 
This previous analysis provided a framework for the exploration of the effect of the satellite clock 
interval of 5 s and 30 s, on the observation data with a sampling interval of 5 s and 1 s. For each data 
set, the same observation time and number of observation epochs were solved. In addition, the same 
processing parameters, e.g. troposphere, Earth orientation parameters, elevation cut-off angle have 
been used as well. That means, for this processing concept only the satellite clock products were 
changed. The obtained results contribute evidence on the effect of the interval of the satellite clocks. 
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The important result of this chapter is the estimated accuracy of each satellite clock product. Two 
observation data groups have been processed in the solution.  
The effect of the interval of the satellite clocks has been investigated for the static observation data, 
which was processed as a kinematic solution (epoch-wise solution). Observation data of four CORS 
stations in Germany have been processed twice; once, with an observation interval of 5 s, and 
secondly, with an interval of 1 s. The two cases have the same number of processed epochs. In the 
case of an observation interval of 5 s, three solutions were reported: solution of CODE/5 s, default 
CODE/30 s, and modified CODE/30 s. In the case of an observation interval of 1 s, two solutions 
were achieved: solution of CODE/5 s, and modified-CODE/30 s. The default CODE/30 s solution 
was obtained by screening the satellite residuals. The modified solution was estimated without 
screening. 
Table 6.5 summarizes the estimated mean RMS errors for the two observation intervals. In 
comparison of the results with respect to the accuracy, the high rate satellite clocks of 5 s show the 
best solution for the observation data with a sampling rate of 5 s. In second place comes the 
observation data with an interval of 1 s. The obvious variant between the two solutions is the height 
component, where a double error is achieved in the observation interval of 1 s. Concerning the low 
rate satellite clocks CODE/30 s, the modified solution of the observation data with an interval of the 
5 s delivers the best solution; this is followed by the results from the observation data with an interval 
of 1 s. The worse results are achieved from the satellite clocks of 30 s with the observation data of 5 
s; nevertheless, the accuracy is 5-6 cm for the horizontal and more than one dm for the height. 
Table 6.5: Mean RMS values for the static observation data 
Satellite clock 
Observation interval of 5 s Observation interval of 1 s 
East 
[cm] 
North 
[cm] 
Height 
[cm] 
East 
[cm] 
North 
[cm] 
Height 
[cm] 
CODE/05 s 1.30 1.70 3.35 2.43 2.15 6.10 
CODE/30 s-modified 1.75 2.53 3.75 2.58 2.38 6.45 
CODE/30 s-default 5.50 6.50 11.50 ---- ---- ----- 
 
Table 6.6: Mean RMS values for the hydrographic kinematic observation data 
Satellite clock 
Observation interval of 5 s 
Hydrographic measurements 
[Rhine River] 
Observation interval of 1 s 
Hydrographic measurements 
[Nile River] 
East 
[cm] 
North 
[cm] 
Height 
[cm] 
East 
[cm] 
North 
[cm] 
Height 
[cm] 
CODE/05 s 4.73 3.90 6.77 3.25 2.15 4.80 
CODE/30 s-modified 6.30 5.27 12.10 3.90 3.75 7.50 
CODE/30 s-default 7.90 8.17 19.00 ---- ---- ---- 
 
Table 6.6 illustrates the estimated RMS errors for the hydrographic kinematic measurements. The 
first data with an observation sampling rate of 5 s have been observed on the Rhine River, Germany. 
The second measurements with an observation sampling rate of 1 s were surveyed on the Nile River, 
Egypt. The results that have been estimated from the satellite clocks of CODE/5 s for the two 
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hydrographic data sets are different. The hydrographic measurements on the Nile River showed a 
better accuracy than the ones obtained from the measurements from the Rhine River. The reason of 
this variant is that the hydrographic data from the Nile River have a higher quality and fewer cycle 
slips during the measurement than the data observed on the Rhine River. However, the solution 
achieved with this high rate satellite clock an RMS error for the horizontal components in 2.20 cm - 
4.70 cm. In addition, it delivered for the vertical component an RMS error in between 4.80 cm - 6.80 
cm. The modified solution of the low rate of the satellite clocks of CODE/30 s shows for the 
hydrographic data with a sampling rate of 5 s an RMS error for the horizontal components in between 
5.30 cm - 6.30 cm; in addition, for the vertical, it showed more than 10 cm. For the hydrographic data 
with a sampling rate of 1 s, the solution showed an RMS error of around 4 cm for the horizontal 
component and 7.50 cm for the height component. The default solution from the satellite clocks of 
CODE/30 s delivered a lower accuracy than the modified solution for the data with a sampling rate 
of 5 s. The horizontal component showed a RMS error of 8 cm and the height component one around 
2 dm.  
An explanation for the effect of the interval of satellite clocks on the data sampling rate of 1 s is 
presented in Figure 6.10. This figure shows a zooming for a part of the estimated solution for a 
trajectory with an observation sampling rate of 1 s. The dotted line refers to the solution of the satellite 
clocks of CODE/5 s. On the other hand, the continuous line presents the solution of the satellite clocks 
of CODE/30 s. The obtained solution from the satellite clocks of CODE/5 s shows a smoother 
solution. The solution of CODE/30 s appears like a saw tooth solution in East, North, and height 
directions, which can be explained due to the satellite clock interpolation procedure inside the Bernese 
software.  
 
Figure 6.10: Impact of the interpolation process on the kinematic PPP estimation  
[Sampling rate of 1 s]  
86                                         Results and analysis of the satellite clock investigation 
The performance of the satellite clock interpolation during PPP estimation using Bernese software is 
somehow stepwise as shown in Figure 6.11. The horizontal axis refers to the GPS week second; the 
vertical axis refers to the satellite clock error. The vertical lines indicate points of time e.g. 0 s, 30 s, 
and 60 s. The known clock errors are plotted with the blue circles, the obtained interpolated clocks 
are presented by the dotted line. The interpolation procedure programmed in the Bernese software is 
carried out stepwise between the two known neighbouring values. That means that from 0 - 15 s, the 
satellite clock errors are equal to the value of 0 s, and from 15 - 45 s they are equal to the value of 30 
s. 
 
Figure 6.11: Satellite clock performance using Bernese GNSS software 
 
 
 
             87 
 
7 Results and analysis of troposphere model investigation 
The troposphere delay is one of the major sources of errors for the PPP estimation, which needs to be 
modelled precisely. Kouba (2009b) compared the effect of using the GMF/GPT and VMF1/ECMWF 
models on the static PPP solution for 11 global IGS stations. The processed data period was between 
July 2004 and December 2005 with a cut-off angle of 10o. He considered that the results obtained by 
VMF1 are the reference. For the horizontal component, the difference was nearly zero and 1 mm – 2 
mm for the polar stations (station NYAL in Norway, OHI2, and MCM4 in Antarctica). The height 
difference varied more than that reported for the horizontal component. The equatorial stations that 
have a small pressure variation showed a significant height variation. Hesselbarth (2011) studied for 
six global stations the effect of GMF, NMF, and VMF1 on the static PPP solution. The studied period 
was between January 15, 2010, and February 14, 2010, with a cut-off angle of 10o. She reported that 
the difference between the three models was up to 2 mm.  
Boehm et al. (2006b) reported that the NMF model shows a deficiency for the Antarctica region south 
of 45o S, which causes height changes. These changes vary throughout the year (up to 15 mm); the 
large value happens in January. Also, they mentioned that near the equator NMF did not show a 
seasonal variation. Moreover, the GMF model reflected a seasonal variability, but on average it 
matches with the VMF1 model. Zanutta et al. (2008) notified that the Antarctica region faces a high 
ionosphere refraction due to the frequent scintillation phenomena. This influence affects the quality 
of the observation data and increases the number of cycle slips. SWPC_NOAA (2016) described this 
phenomenon as the rapid modification of radio waves caused by the ionosphere, which can prevent 
the GPS receiver receiving the signals and reducing the accuracy.  
Abdallah and Schwieger (2016) investigated the effect of the troposphere zenith delay (TZD) for 7 
stations provided by IGS in Africa. The stations have different climates, ellipsoidal heights and 
weather seasons. Three are equatorial stations (NKLG, NURK, and MAL2) and four mid-latitude 
stations (HARB, WIND, SUTH, and HUNS). These stations have different ellipsoidal heights from 
low to high values for each region. Two data sessions were selected to be processed to cover the 
winter and summer seasons: (i) 3 days of 01-03 January, 2013 (DOY: 001-003/2013), and (ii) 3 days 
of 01-03 July 2013 (DOY: 001-003/2013). Three free online services were tested in this study: CSRS-
PPP, APPS-PPP, and GAPS-PPP. The services have different troposphere models. The estimated 
troposphere values are compared with the Tropospheric Zenith Delay (TZD) values provided from 
IGS (CDDIS, 2015). These reference tropospheric parameters were estimated using Bernese GNSS 
software V. 5.0 with an interval of 5 minutes using GMF model.  
It can be concluded from this study that the APPS-PPP online service provides the best PPP 
tropospheric estimation both in winter and during the summer season. The GAPS-PPP online service 
shows a systematic difference in the estimation and delivers a high RMS error. With respect to the 
effect of the ellipsoidal height of the antenna, the NKLG, MAL2, and HNUS stations, which have a 
low ellipsoidal height, show a high TZD value. Positive correlation was found between the PPP 
coordinates and the PPP tropospheric parameter estimation. The GAPS-PPP online service, which 
provides the worst PPP tropospheric errors relative to the known one from IGS, shows the worst PPP 
coordinate solution for equatorial stations. For the mid-latitude, estimated PPP tropospheric 
parameters in the summer show a higher RMS than in the winter season.  
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The study of Abdallah and Schwieger (2016) has only examined the impact of the troposphere zenith 
delay in the southern hemisphere in Africa. Therefore, the research is extended to investigate the 
effect of TZD on the PPP estimation globally for the epoch-wise (kinematic PPP) solution mode. To 
assess whether and on which place on Earth the tropospheric models of NIELL, GMF & VMF1 would 
make a difference in the kinematic solution, the second data set of the global IGS (45 stations) was 
processed. As described before, the stations cover different climates over the world from the Arctic 
Circle region to the Antarctica. The final CODE satellite orbits (sampling rate of 15 min), and clock 
data (sampling rate of 30 s) were used in the kinematic PPP estimation. The measurement sampling 
rate was 30 s. The automated Bernese processing script (BPE) was utilized for the estimation of 
epoch-wise coordinates with a cut-off elevation angle of 10o. 
The estimated PPP errors are calculated relative to the known coordinates for each station. The 
estimated epoch-wise solution for these stations in the East, North and height directions are presented 
in Appendix B. The estimated TZD values from each model are shown in the Appendix as well. The 
next sections describe the RMS values for the position and the height for each region. In addition, the 
mean TZD values in mm are reported.  
7.1 Arctic Circle and Antarctica stations  
As previously described, 7 stations in the Arctic Circle and two stations in the Antarctica region have 
been processed. The kinematic PPP errors for these stations in the East, North, and height are shown 
in Figure App.B.10 for the Arctic Circle stations. In the case of the Arctic Circle stations, it is 
necessary to mention that the solution of station ALRT provides a gap in the estimation, which affects 
the estimated RMS values. A comparison between the estimated RMS2D position from the different 
troposphere models is seen in Figure 7.1; the horizontal axis refers to the stations and the vertical axis 
refers to the RMS values in cm. Due to the data problems that were reported for the stations ALRT, 
the greatest RMS values are achieved for this station. For the other stations, station TIXI provides an 
RMS2D position of 1.55 cm; the other stations vary between mm levels to 1.25 cm. With respect to the 
RMS for the height direction, Figure 7.2 refers to the RMSh. For the position estimation, the stations 
ALRT (RMSh ≅ 3.50 cm) and TIXI (RMSh ≅ 4.25 cm) also show the highest errors. The other stations 
in this region deliver RMSh from 1.50 cm to 2.50 cm. With respect to the differences between the 
three troposphere models for the position estimation, only station ALRT shows a better position than 
the GMF model with 1.50 mm. For the other stations, there is no significant difference between these 
models. Regarding the estimated height of the three models, the difference between the models is 
varying; nevertheless, these differences are in the level of sub-mm to 1 mm. The full TZD plots in 
mm are shown in Figure B.9.  
 
Figure 7.1: RMS2D position for Arctic Circle stations & Antarctica  
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Figure 7.2: RMSh for Arctic Circle stations & Antarctica 
In addition, Figure B.12 shows the kinematic PPP errors for Antarctica stations. From this figure, due 
to cycle slips, station OHI3 gives higher errors in this area, which decreases the estimated accuracy. 
Therefore, this station offers a high RMSh (≅ 6.70 cm). Otherwise, station SYOG shows RMSh ≅ 
2.00 cm. These stations show RMS2D position values of 1.93 cm, and 1.00 cm for the station of OHI3 
and SYOG, respectively. The obtained RMS2D position values for these stations from the different 
troposphere models are almost the same. The solution that is obtained from NMF is worse than the 
one achieved with the other models, where station OHI3 reported a higher error of sub-mm in the 
height. For station SYOG, this model shows the worse solution with 0.5 cm. These values are 
matching the trend of the TZD plot in Figure B.11, where the two stations give a higher TZD from 
the NMF model. The possible reasons for this performance for these stations from the Antarctica 
region are the deficiency of  NMF as reported by Boehm et al. (2006b). Moreover, the high errors are 
caused by the high ionosphere refraction as mentioned by Zanutta et al. (2008).  
 
7.2 Mid-latitude stations  
The estimated RMS2D position values for the mid-latitude stations are shown in Figure 7.3; in addition, 
the RMSh values are presented in Figure 7.4. The gap of the measurement data causes cycle slips in 
the PPP estimation for station FAIR and MORP. This cycle slip causes higher RMS values in the 
position and height directions. These gaps are shown in Figure B.14. Moreover, this figure shows the 
kinematic PPP errors in East, North and height directions.  
 
Figure 7.3: RMS2D position for mid-latitude stations  
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Figure 7.4: RMSh for mid-latitude stations 
 
The delivered RMS2D position for the northern hemisphere is varying in between 0.85 cm to 2.30 cm. 
For station RIO2, which refers to the mid-latitude southern hemisphere, the solution shows RMSh ≅ 
2.00 cm. Regarding the difference between the troposphere models, for all mid-latitude stations there 
are no significant differences between the models for the kinematic PPP solution. With respect to the 
height direction, absolutely, the height errors are higher than the ones estimated from the position. 
The difference between the models is at sub-mm level. 
7.3 Tropical stations  
A continuous analysis has been carried out for the tropical stations. The northern as well as the 
southern stations do not show a particular great troposphere difference; only a sub-mm difference is 
reported. Therefore, the three troposphere models record the same accuracy for the position. For the 
height direction, a sub-mm to 1 mm level has been delivered for all stations. The exception, in this 
case, is station CHPI; this station shows a substantial difference between the three models. The reason 
for this effect is the cycle slips in the observation data, which change the integer number of the 
ambiguity resolution.  
 
Figure 7.5: RMS2D position for tropical stations  
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Figure 7.6: RMSh for tropical stations 
As shown in Figure 7.5 and Figure 7.6, the northern hemisphere stations provide RMS2D position values 
between 0.90 cm and 2.40 cm; in addition, they show RMSh values between 2.00 cm and 3.30 cm. 
Only station KIT3 achieves a high RMSh of more than 5.00 cm. Regarding the southern hemisphere 
stations, the RMS2D position values are varying from 8 mm for station ALIC to more than 4.00 cm for 
station BAKO. The RMSh values for these stations are from 2.00 cm to more than 3.00 cm and as 
reported previously, station CHPI provides the worst solution for the height. The complete plots for 
the estimated errors in the metre for the kinematic PPP solution are shown in Figure B.16; the dashed 
lines refer to the periods of the problems of the observation data. Moreover, the TZD values in mm 
for the three models are shown in Figure B.15.  
7.4 Equatorial stations  
The study of the impact of the TZD from the three troposphere models has been extended to cover 
the equatorial stations; six stations were processed in this region. Five of those stations have a lot of 
problems regarding the quality of the observation data; see Figure B.18. A possible explanation for 
these problems is the extreme ionospheric effects in this area, which cause a loss of the observation 
data (Abdallah and Schwieger, 2016). As shown in Figure 7.7, station RIOP provides the best solution 
for the RMS2D position, which shows an RMS2D position error less than 1.00 cm. Due to the different 
qualities of the observation data, different accuracies have been achieved. Station MBAR achieves 
the worst position solution with an RMS2D position error of more than 4.00 cm. In addition, there is no 
significant difference between the results obtained from the three troposphere models; only a 
difference in sub-mm level.  
 
Figure 7.7: RMS2D position for equatorial stations  
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Figure 7.8: RMSh for equatorial stations 
Regarding the accuracy in the height direction, stations RIOP and NKLG show the best solution with 
RMSh values less than 3.00 cm. The other stations provide an RMSh error between 4.00 cm and 6.00 
cm. With respect to the estimated TZD values, the different values are almost matching together, a 
difference of sub-mm can be reported which does not affect the kinematic PPP solution. The TZD 
values of all equatorial stations are shown in Figure B.17.  
7.5 Impact on the hydrographic kinematic measurements 
As previously explained in this chapter, two hydrographic measurement data sets are included in the 
investigation. The first data set was surveyed in Germany, which is located in the mid-latitude region. 
The second data set was measured in Egypt, which is situated in the tropical region. Figure 7.9 and 
Figure 7.10 show the RMS2D position and RMSh errors for the three trajectories that have been observed 
in Germany. The solution achieves a RMS2D position of 3.20 cm to 8.80 cm with an average of 6.00 cm. 
In addition, it shows a RMSh of 5.00 cm to 8.70 cm with an average of 6.70 cm. Figure 7.11 and 
Figure 7.12 show the RMS2D position and RMSh errors for the two trajectories that were surveyed in 
Egypt. The solution delivers a RMS2D position of 1.68 cm to 6.58 cm with an average value of 4.00 cm. 
Moreover, it shows a RMSh of 3.60 to 6.00 cm with an average value of 5.00 cm. The solutions that 
were obtained from the three models deliver the same accuracies for the two hydrographic data sets. 
As previously obtained from the global IGS stations, the solution presented differences within the 
sub-mm level for those two regions. These differences did not affect the hydrographic kinematic 
measurements.  
 
Figure 7.9: RMS2D position for hydrographic measurements in Germany  
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Figure 7.10: RMSh for hydrographic measurements in Germany 
 
 
Figure 7.11: RMS2D position for hydrographic measurements in Egypt 
 
Figure 7.12: RMSh for hydrographic measurements in Egypt 
7.6 Conclusion of the troposphere model for the kinematic PPP solution 
The main goal of this part of the study is to identify the effect of the different troposphere models 
‘NMF, GMF, and VMF1’ on the kinematic PPP estimation for 45 IGS’s stations. These stations are 
located in various climate regions all over the world. Two main reasons for using these stations:  
(1) The stations cover different climates which reflect the TZD values for each climate with the 
different troposphere models. (2) The stations have an observation time of 24 hours which might 
provide a variation in the estimated TZD value. This time is longer than the processed time for the 
real kinematic measurements. Therefore, this study extends the knowledge about the applicability of 
the tested troposphere models. As concluded from the results obtained from this part, the height 
component is the most influenced by the TZD value. The overall mean RMSh values are shown in 
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Figure 7.13. In general, the difference between the three models is in the sub-mm to 1 mm level. Only 
the Antarctica stations deliver a higher RMSh from the NMF model. These results are matching the 
estimated TZD from NMF that means a high TDZ obtained from NMF, the high RMSh is estimated.  
 
Figure 7.13: Mean RMSh different regions 
 
The contribution of this investigation part is to reflect the impact of the troposphere models on the 
kinematic PPP estimation. In this case of the kinematic PPP estimation, the effect of changing the 
troposphere model did not provide a significant change in the obtained accuracy. The reported 
differences in this case study were in the sub-mm to mm level; in addition, only the Antarctica stations 
showed 3 mm height difference from the NMF. In this case, it can be concluded that there is no 
difference for the kinematic PPP. More explanations in this area are that the epoch-wise solution has 
been affected by the loss of the observation data and the quality of the data itself. Therefore, these 
reasons disturb the final accuracy for these stations in the kinematic mode.  
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8 Results and analysis of height constraining for hydrographic 
applications 
8.1 Introduction 
Since, theoretically, the water level of the shallow water resources, rivers or lakes is stable or changes 
with only little variation, an investigation with respect to the constraint of the estimated height in 
order to improve the kinematic PPP positions research is needed. Bernese GNSS software provides 
different constraining possibilities in various levels. The first level is the absolute constraining, which 
means constraining of the parameters to its a priori value.  These absolute constraints include 
constraining of the station coordinates and its velocities over the time. In addition, the kinematic 
coordinates may be constrained with respect to the a priori trajectory. Also, the troposphere values in 
time can be constrained for a specified value for the zenith path delay. Moreover, the global 
ionosphere models, orbits, Earth geocentric coordinates, Earth orientation parameters, and the 
receiver and satellite antenna offsets can be constrained, as well. The second level is the relative 
constraining, which means constraining of two parameters with respect to each other. This relative 
constraining is possible in the parameter estimations in Bernese software for the troposphere ZPD 
and the gradient parameters. Moreover, the relative constraining is possible for the station coordinates 
and its velocities as well. The third level is the fixing of the parameters. This level includes fixing of 
the reference stations for network solution (Dach et al., 2007).  
Bernese GNSS software provides two possibilities to constrain the coordinates of stations. The 
coordinates might be constrained in XYZ plan or ENU (East, North, up) plan. In the case of XYZ 
plan, one sigma for all Cartesian components has to be used in the constraining procedure. In addition, 
for the ENU plan, one sigma for horizontal and vertical components respectively is as well inserted 
to the software procedure. Figure 8.1 obtains a screen shot of the parameter setting for kinematic 
coordinates during the constraining procedure. The user selects the station name to be constrained; in 
addition, a priori sigma values are inserted according to the required value. 
 
Figure 8.1: Coordinates constraining in Bernese GNSS software 
A general flowchart of the constraining using Bernese GNSS software is presented in Figure 8.2. The 
procedure of constraining mainly depends on a priori kinematic trajectory. This kinematic trajectory 
contains the Cartesian coordinates (XYZ) of the whole. For the default PPP solution (without 
constraining), the a priori kinematic file is estimated from the code combination during the clock 
synchronisation process. In the case of constraining, the a priori trajectory will be created to be 
inserted into the software for the parameter estimation. The Cartesian coordinates are extracted from 
the a priori kinematic file with a flag. There are three flags within Bernese software. Flag ‘K’ means 
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that the coordinates are well estimated in the kinematic mode. Flag ’X’ means that the coordinates 
are not estimated and flag ‘S’ means that the coordinates are interpolated. The constraining in the 
kinematic mode is only running with a ‘K’ flag. Thus, if the software reads the flag ‘X’ or ‘S, the 
solution will be estimated without any constraint.  
 
Figure 8.2: Constraining using Bernese software 
If a priori file contains the ‘K’ flag, the constraining procedure is checked if it is running for XYZ or 
the ENU component. In case of the ENU component, the software reads the inserted σ1  for the 
horizontal and vertical components. In this study, the height component is constrained. In addition, 
the horizontal components in this study are free from constraining. The a priori Cartesian kinematic 
coordinates are transformed to ellipsoidal coordinates (latitude, longitude, height). Then the 
covariance matrix for the ellipsoidal coordinates is defined with a priori sigma for constraining 𝜎1
2 
and the a priori sigma of observation data  𝜎0
2 . The defined covariance matrix for ellipsoidal 
coordinates ∑𝐿𝐿ℎ is transformed to the covariance matrix for Cartesian coordinates ∑𝑋𝑌𝑍. Finally, the 
normal equations N are updated by including the constraint values and then the parameters are 
estimated. 
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8.2 Assumption of stability of the water level 
8.2.1 General procedure for the stability of the water level 
In order to identify the reliability of the height constraining for the hydrographic kinematic 
measurements, the procedure of height constraining begins with considering that the water level is 
stable during the measurement. Basically, the kinematic measurement starts with quasi-static 
measurements. The average coordinates of the first 10 min of the estimated PPP kinematic 
coordinates are considered for this constraining procedure. Figure 8.3 shows the processing procedure 
for this assumption using Bernese GNSS software. The average ellipsoidal coordinates are 
transformed to Cartesian format. A priori kinematic file ‘.KIN’ is created using Matlab and is inserted 
for parameter estimation using Bernese software. Finally, the constraint solution is differenced by the 
double-difference solution and compared with the default PPP solution without constraining. 
Create Apriori .KIN file
[Matlab]
Insert Apriori.KIN to Bernese
Constraining solution
with estimated sigma
Compare epoch to epoch solution 
for position
Average coordinates
(Lat., Long, ellips. height)
Transform to Cartesian
 
Figure 8.3: Constraining solution in case of stable water level 
 
Figure 8.4: The PPP height coordinates for the first trajectory [Rhine River data] 
 
8.2.2 Validation of the procedure of stability of the water level 
To evaluate the validity of the procedure, the first trajectory of the hydrographic data that was 
observed on the Rhine River, Duisburg, Germany, was processed. Figure 8.5 shows the estimated 
PPP height plot for this trajectory. It is apparent from this plot that the height is highly varying during 
the moving of the measurement vessel in the range of more than 60 cm. This variation may occur due 
to squat effects. During the height constraining, two sigma values have been applied: once, with 1 
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mm, and secondly, with 5 cm. The first case refers to a stable height level without any variation of 
the height during the constraining procedure. The second case refers to a variation of the height in the 
range of 5 cm. The obtained results are shown in Figure 8.5. The upper plot shows the estimated 
positions before and after constraining with a constraint of 1 mm. The lower plot refers to the 
estimated positions with a constraint of 5 cm.  
 
Figure 8.5: Results of stability of the water level solution 
 
Figure 8.6: Results of stability of the water level solution 
The two solutions show at the beginning of the trajectory an improvement of the positions after 
constraining, which means that the used height to be constrained is reflecting the reality. Afterwards, 
due to the moving of the measurement vessel, the height is varying. Therefore, there is no significant 
improvement in the position. Figure 8.6 shows the estimated RMS2D position values for original position 
and the constraint position, respectively. There is no improvement in the position after constraining 
of the height with 1 mm or 5 cm.  
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8.3 Assumption of piecewise stability of the water level 
To this point, the previous suggestion has focussed on the use of one a priori height for the complete 
trajectory. The following phase will introduce a new implementation by considering different heights 
over time. The implementation is done using an automatic detection for the processed sessions 
utilizing a specified standard deviation for height variations and a defined number of epochs for each 
session. The following sections describe the procedure and the validity of the idea for the 
hydrographic measurements. 
8.3.1 General procedure of piecewise stability of the water level 
The automatic detection for the piecewise stability of the water level aims to detect the short stability 
of the height. The procedure of this automated detection is summarized in Figure 8.7. This figure 
presents the flow chart of the implementation concept for this height constraining. Two steps are 
illustrated in the flow chart. Step number 1 was realised by a MATLAB code to create the piecewise 
stability and estimate the constraining sigma and the length of each piecewise in addition to the 
creation of the a priori kinematic file. Step 2 is carried out using Bernese GNSS software to estimate 
the constrained PPP solution.  
Create Apriori .KIN filet  i i .  il
Insert Apriori.KIN to Berneset i i.  t  
Constraining solution with estimated sigmat i i  l ti  it  ti t  i
Compare epoch to epoch solution for position  t   l ti   iti
Kinematic PPP filei ti   il
σi≤ σmaxi  
YES
N
O
Transform Cartesian coordinates 
to ellipsoidal
 t i  i t  
t  lli i l
Transform Ellipsoidal coordinates to Cartesian  lli i l i t  t  t i  
Average coordinates (Lat., Long, ellip. height) i t  t., , lli . i t
Estimate σiti t  i
σmax,ti,ti σi,tmaxi,t
ti≤ tmaxti  t
N
O
YES
i= i+1i  i
1
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Figure 8.7: Procedure for piecewise stability of the water level  
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As seen in Figure 8.7 the procedure of the constraining concept is obtained as follow:  
 The kinematic PPP file that is estimated without constraining is inserted into the MATLAB 
program. 
 The whole PPP coordinates are transformed from Cartesian to ellipsoidal coordinates. 
 The cumulative standard deviation (σi) is checked in comparison to the defined maximum 
value (σmax). If this value is equal or less than the maximum value, then the length of the 
piecewise session (ti) is checked. If not, the session is defined by (σmax, ti). 
 Check the length of the session (ti); if this time is equal or less than the maximum, go to the 
next session. If not; the session is defined as the standard deviation of (σi) and the maximum 
time (tmax).  
 The average latitude, longitude and height coordinates for the detected epochs are calculated. 
In addition, these coordinates are transformed to Cartesian coordinates. 
 A priori kinematic file is created with flag ‘K’ for the detected epochs and flag ‘X’ for the 
other epochs. In this case, the constraining procedure will be done in Bernese software for 
the epochs that have only a ’K’ flag and the other epochs are free of constraining. Figure 8.8 
shows a screenshot for the created a priori kinematic file. This figure reports the different 
flags ‘K’ and ‘X’.  
 
Figure 8.8: Screen shot of a priori kinematic file 
 For the constrained PPP estimation, the created a priori file is inserted into Bernese software 
for the kinematic PPP estimation for height constraining with the estimated σi for height. 
 The estimated 2D position after constraining is compared epoch by epoch with the double-
difference solution for the same epochs, 
 
8.3.2 Validation of the procedure of piecewise stability of the water level 
The procedure of piecewise stability of the water level is examined for two groups of the kinematic 
hydrographic measurements. The first group contains two trajectories from the hydrographic data that 
were observed on the Rhine River, Germany. The second group has one kinematic hydrographic 
trajectory that was observed on the River Nile, Egypt. However, the total three trajectories provided 
a RMS2D position of 7-10 cm without constraining. The aim of this section is to improve this accuracy 
by applying the concept of height constraining.  
8.3.2.1 Hydrographic measurements on the Rhine River, Germany 
Two trajectories from the hydrographic measurements that were observed on the Rhine River have a 
height variation of 60 cm to 80 cm. The observation data have a sampling rate of 5 s. The maximum 
time (tmax) for each session is set to be 10 min, which means that the maximum number of epochs for 
a session is 120. The standard deviation is set to 7 cm; this value was found to be the best value to 
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obtain an improved constrained solution. The values of the standard deviation and a maximum 
number of epochs for each session may be decreased, which affects the number of processed sessions 
for each trajectory.  
Table 8.1: Sessions for the hydrographic data on the Rhine River 
Session 
ID 
Height means  
[m] 
Sigma 
(σ1) [cm] 
No. of 
processed 
epochs/ 
Session 
Session 
ID 
 
Heightmean 
[m] 
Sigma 
(σ1) 
[cm] 
No. of 
processed 
epochs/ 
Session 
First trajectory  Second trajectory 
1 68.19 0.033 120 1 68.22 0.020 120 
2 68.12 0.070 57 2 68.26 0.024 120 
3 68.28 0.070 110 3 68.24 0.017 120 
4 68.14 0.070 55 4 68.22 0.019 120 
5 68.14 0.070 31 5 68.30 0.036 120 
6 68.32 0.070 61 6 68.22 0.070 53 
7 68.49 0.042 120 7 68.09 0.070 110 
8 68.42 0.070 75 8 68.15 0.055 120 
9 68.22 0.050 120 9 68.29 0.070 86 
10 68.20 0.019 120 10 68.20 0.070 33 
11 68.15 0.067 120 11 68.36 0.070 25 
12 68.24 0.070 109 12 68.28 0.068 120 
13 68.40 0.062 120 13 68.27 0.070 63 
14 68.26 0.070 120 14 68.18 0.04 120 
15 68.24 0.025 120 15 68.25 0.070 96 
16 68.21 0.029 120 16 68.42 0.045 120 
17 68.17 0.025 127 17 68.33 0.072 51 
18 68.22 0.022 97 18 68.21 0.065 120 
------------------------ 19 68.24 0.037 120 
------------------------ 20 68.23 0.033 120 
------------------------ 21 68.25 0.039 127 
------------------------ 22 68.22 0.045 120 
------------------------ 23 68.28 0.028 120 
------------------------ 24 68.29 0.065 120 
------------------------ 25 68.37 0.070 118 
------------------------ 26 68.30 0.065 120 
------------------------ 27 68.36 0.063 120 
------------------------ 28 68.41 0.063 54 
 
By applying this constraining procedure to the first trajectory, 18 sessions were detected. Figure 8.9.a 
shows the estimated PPP height values and the mean heights for the sequenced sessions. As shown 
in this figure, different mean heights, sigma and length of sessions are obtained. In addition, the 
complete details about the sessions are reported in Table 8.1. The table indicates the session ID, mean 
height and standard variation σ1. It shows as well the number of processed epochs per session.  
It is apparent from this table that there are some sessions having a number of processed epochs less 
than the maximum length due to the condition of the sigma value. Height constraining using the 
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piecewise procedure provides an improved solution for these trajectories. In Figure 8.9.b, there are 
presented the 2D positions obtained from the analysis procedure without and with constraining of the 
height. It is is obvious that there is a significant improvement in the estimated 2D position. In this 
figure, the blue circles indicate the estimated 2D position for original processing (without 
constraining). On the other hand, the red x points refer to the estimated 2D position with constraining. 
As can be seen in Figure 8.11, the estimated the RMS2D position from the original solution is 7.2 cm; 
otherwise, the reported one after constraining is 4.70 cm. 
 
 
Figure 8.9: Heights, sessions and the estimated positions for original and constraint solutions  
[first trajectory] 
The dashed lines refer to the excluded part from the position RMS estimation 
Likewise the first trajectory, the same procedure was realized for the second trajectory. In this case, 
28 sessions were detected by the constraining procedure. Figure 8.11 shows the kinematic PPP 
solution in the height, which is plotted with the blue circles. The red line refers to the detected mean 
height values for each session. As shown in this figure, there is a high variation in the height level 
(more than 80 cm), therefore a higher number of sessions is estimated than that detected for the first 
trajectory. More information about the sessions is illustrated in Table 8.1. Figure 8.10 shows the 
whole 2D positions of the original solution and the constraint one. As shown in this figure, there is a 
significant improvement in the position after constraining of height for most epochs. Only the last 
epochs did not show an improved solution. In addition, there is a jump in the estimation due to a loss 
of data; this jump is marked by dashed lines. The statistical results are reported in Figure 8.11. The 
original solution shows a RMS2D position of 10 cm; on the other side, the constraint solution delivers a 
RMS2D position of 8.00 cm.  
 
a 
b 
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Figure 8.10: Heights, sessions and the estimated positions for original and constraint solutions 
[second trajectory] 
 
Figure 8.11: RMS2D position for original and constraint solutions [data from Rhine River] 
8.3.2.2 Hydrographic measurement on the Nile River, Egypt 
One hydrographic trajectory from the data that was observed on the Nile River is included in this 
investigation. This trajectory showed less accuracy than the other trajectory. As explained before, the 
data was collected using a small observation vessel, which provided less variation in the height during 
measuring. As seen in Figure 8.12, there is a high estimated level at the beginning of the data (the 
marked area). The reason of this high level is due to the high water flood within the starting of this 
trajectory, which increased the water level in this region. For extra explanation, Figure 8.13 shows a 
zoom view for this region.  
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Figure 8.12: Kinematic PPP heights and the estimated mean values for Nile River data 
 
 
 
Figure 8.13: Location of the high water level area for hydrographic data on the River Nile 
 
By applying the constraining procedure, the used sigma σ1 for this data is 4 cm within a session length 
of 10 min, which equals to 300 epochs in this case. As shown in Table 8.2, 14 sessions were detected 
for the constraining procedure. This table shows the mean heights, sigma and a number of processed 
epochs for each session. The first four sessions refer to the region of high water level. It is obvious 
from this table that the condition of maximum sigma is twice achieved (session no. 4 and 8) with the 
maximum number of epochs. The relation between the PPP heights and the determined mean heights 
is presented in Figure 8.12. Figure 8.14 presents the estimated 2D positions without constraining and 
after constraining for the different sessions. There is an improvement after constraining the height. 
The obtained accuracies are shown in Figure 8.15. Statistically, the solution delivers without 
constraining a RMS2D position of 7.40 cm. After constraining, it achieves a RMS2D position of 6.20 cm. 
 
  
Water flow 
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Table 8.2: Sessions for the hydrographic data on the Nile River 
Session ID Heightmean [m] Sigma (σ1) [cm] 
No. of processed 
epochs/ Session 
1 96.36 0.016 300 
2 96.37 0.027 300 
3 96.43 0.035 300 
4 96.40 0.040 197 
5 96.16 0.030 300 
6 96.14 0.010 300 
7 96.10 0.017 300 
8 96.14 0.040 178 
9 96.22 0.010 300 
10 96.20 0.013 300 
11 96.21 0.027 300 
12 96.15 0.019 300 
13 96.15 0.029 300 
14 96.12 0.024 229 
 
 
Figure 8.14: Height plot for the hydrographic trajectory on the Nile River  
 
Figure 8.15: RMS2D position for original and constraint solutions (data from Nile River)  
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8.4 Conclusion about height constraining  
To improve the estimated kinematic PPP 2D positions, the concept of the height constraining for the 
hydrographic measurements was developed. Two main procedures have been applied. Three 
hydrographic trajectories have been investigated; these trajectories provided a RMS2D position for PPP 
solution of 7-10 cm without constraining. The first procedure assumes that the water level is stable. 
It aims at constraining the height for the whole trajectory with one mean height and one standard 
deviation. This procedure was applied for a hydrographic trajectory that was observed on the Rhine 
River, Germany. This trajectory showed a height variation of more than 60 cm. The procedure was 
applied twice; once, with a standard deviation of 1 mm; second, with a standard deviation of 5 cm. 
This solution did not provide any improvement in the estimated positions due to the high variation of 
the water level. 
The solution has been followed by a procedure that assumes the piecewise stability of the water level. 
Therefore, the trajectory was divided into different sessions; each session had a mean height to be 
constrained. In addition, a constraint sigma is estimated. The concept of piecewise stability of the 
water level was implemented to detect automatically the boundaries of the various sessions. Two data 
sets were investigated in this procedure. The first data set consisted of two trajectories that were 
surveyed on the Rhine River. The two trajectories were automatically divided to 18 and 28 sessions 
for the first and second trajectory, respectively. This solution showed an improvement in the 
estimated RMS2D position. The reported improvement is between 20% - 35%. The second data set 
consists of one trajectory that was observed on the Nile River. The trajectory has been divided into 
14 sessions. After applying the height constraining with the concept of piecewise stability of the water 
level for this trajectory, the RMS2D position is improved by 16%.  
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9 Conclusion and Future work 
9.1 Conclusion  
This thesis extends the knowledge about kinematic PPP solutions. The results enhance the 
understanding of providing a high accuracy for the hydrographic applications. In order to determine 
the accuracy of the kinematic PPP, different aspects have been investigated: (1) Impact of the interval 
of satellite clocks, (2) Impact of the troposphere zenith delay (TZD) model, and (3) Implementation 
of height constraining for the hydrographic measurements. The interval of the satellite clocks plays a 
major role in the estimation of the accuracy of the kinematic PPP solution. Two satellite clocks 
provided by CODE center have been utilized in kinematic PPP processing. These clocks have an 
interval of 30 s and 5 s. The processing regarding this factor includes two processing groups; the first 
group has an observation data sampling rate of 5 s. This group consists of two data sets; the first data 
set including four CORS stations provided by SAPOS in Germany. The second data set contains three 
hydrographic kinematic measurements which are observed on the Rhine River, Germany.  
For the static CORS stations, the overall findings of the estimation using the satellite clocks of 
CODE/5 s shows a mean RMS of 1.30 cm, 1.70 cm and 3.35 cm for the East, North and height, 
respectively. In comparison with the modified solution of CODE/30 s, the solution of CODE/5 s 
achieves a better solution of around 25% in the East, 40% in the North, and 12% in the height. In 
addition, the solution of CODE/5 s shows an improvement of 70% more than the one obtained from 
the default solution of CODE/30 s. Concerning the kinematic hydrographic measurements, the high 
rate satellite clocks of CODE/5 s achieves a mean RMS of 4.73 cm, 3.90 cm and 6.77 cm for the East, 
North and height directions respectively. In comparison with the modified solution of satellite clocks 
of CODE/30 s, the solution of CODE/5 s provides a 25% improvement in the East and North 
directions; in addition, it obtained a 45% in the height direction. However, the solution of CODE/5 s 
delivers a better solution than that obtained from the default solution of CODE/30 s with around 50% 
in the horizontal and 70% in the height. 
The second group has a high rate sampling data of 1 s. As well as the first group, this group has two 
data sets; the first data set consists of four CORS stations. The second data set consists of the 
hydrographic kinematic measurements which are measured on the Nile River, Egypt. Due to the high 
interpolation interval between the satellite clocks of CODE/30 s and the observation sampling rate of 
1 s, a huge number of observation data are eliminated. Therefore, the solution includes only the 
modified solution from CODE/30 s. In addition, the satellite clock of CODE/5 s has also been 
investigated. Four CORS stations show consequently a mean RMS of 2.43 cm, 2.15 cm and 6.10 cm 
for the East, the North and the height directions. In comparison to the modified solution of CODE/30 
s, the CODE/5 s achieves around 10% improvement in the accuracy. Further analysis has been carried 
out for the kinematic hydrographic measurements in Egypt. The solution of CODE/5 s achieves 2 cm 
- 3 cm in the horizontal components. In the height direction, the solution shows a mean RMS of 
around 5.00 cm. This solution delivers a better solution than that obtained from the modified solution 
of CODE/30 s with a percentage of 15%, 40% and 35% for the East, North and height directions, 
respectively. In general, the results of this study indicated that the estimation using the CODE/30 s 
provides a high range of estimated errors due to the interpolation process.  
It is obvious that the kinematic hydrographic measurements collected from Egypt have a high quality 
while the data observed in Germany provided some losses of observation data. It can be concluded 
that using the high rate satellite clocks from CODE provides for the hydrographic measurements from 
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the Rhine River, Germany, an accuracy of less than 5 cm in the horizontal components. In addition, 
it achieved less than 7 cm for the height component. On the other hand, the kinematic PPP estimation 
achieves accuracy in the horizontal components smaller than 3 cm, and in the height, less than 5 cm 
for the data collected on the Nile River, Egypt. This solution achieves a higher accuracy than that 
obtained from the OmniSTAR solution during the Egyptian seasonal trip in the Lake Nasser. These 
results are very suitable for hydrographic applications. These accuracies can achieve as well the 
required accuracies according to Hentschinski and Wirth (2012). 
The impact of the troposphere models on the kinematic PPP solution has been studied for 45 global 
IGS stations. Three troposphere models, NMF, GMF, and VMF1, have been examined. The global 
stations cover different climates all over the world; the Arctic Circle, Antarctica, mid-latitude, tropical 
and the equatorial zones. The variant in the height estimation between the models is in the level of 
sub-mm to 1 mm. Only for the Antarctica region, the NMF shows a worse solution than other models 
with about 3 mm relative to the known coordinates due to the deficiency of this model in this region. 
For real hydrographic measurements, the different models did not show a significant difference 
between the solutions.  
The last investigation is the implementation of the height constraining concept to improve the 
estimated position from the kinematic PPP solution. The hydrographic measurements for the rivers 
or the shallow water resources have theoretically a stable water level. The variation of the estimated 
water levels is mainly caused by the motion of the measurement vessel. Three hydrographic 
trajectories are investigated. They provided a RMS2D position of 7 cm – 10 cm. Different processing 
procedures are applied; the first procedure is based on the assumption of stability of the water level. 
One hydrographic trajectory observed on the Rhine River is investigated. This trajectory has a height 
variation of 60 cm; the height constraint solution does not provide any improvement in the solution. 
This estimation procedure does not reflect the reality of the height variation. The solution is extended 
to implement a new procedure of piecewise stability of the water level. The procedure is based on 
automatically detection for the piecewise sessions. In this case, the trajectory is divided into different 
sessions; each session has a mean height and a sigma to be used for height constraining. Two data 
sets have been investigated; the first data has two hydrographic trajectories that observed on the Rhine 
River. The two trajectories were automatically divided into 18 and 28 sessions for the first and second 
trajectory, respectively. The solution showed an improvement of RMS2D position in between 20% – 
35%. The second data set consisted of one trajectory that was observed on the Nile River. The 
trajectory was divided into 14 sessions. The constraining procedure provided a 16% improved RMS2D 
position. The achieved RMS2D position after applying the height constraining is 4.7 cm – 8 cm. 
Finally, the thesis presents a high accuracy of kinematic PPP for the hydrographic applications using 
Bernese GNSS software. This accuracy is better than the one obtained for the hydrographic 
applications in Egypt with more than 10-15 times. These accuracies are as well covering the required 
accuracy from BfG that are reported in Hentschinski and Wirth (2012). The thesis provides a new 
implementation procedure to constrain the height in piecewise methodology. This procedure 
improves the estimated position by around 16% – 35%.  In comparison to the previous PPP studies 
for kinematic measurements, the achieved accuracies from this thesis are better than those reported 
by Shen and Gao (2002), Abdel-salam (2005), Schwieger et al. (2009), Böder (2010a), Anquela et al. 
(2013), and Alkan and Öcalan (2013). Also, the delivered accuracies in this thesis are better than the 
mean accuracies that were achieved by Ceylan et al. (2015). The accuracies in this thesis are matching 
the accuracies that are reported by Gao and Wojciechowski (2004) for the results processed by 
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satellite clocks of JPL. In addition, the achieved accuracy in the horizontal components from 
Hesselbarth (2011) is better by 1 cm RMS than the one obtained in this current thesis. In the height 
component, the two studies showed the same accuracy. The data that were processed by Hesselbarth 
(2011) were observed on the open ocean providing an open sky satellite visibility. This survey 
environment can provide observation data without any losses during the measurements, and is causing 
a higher accuracy.  
9.2 Future work 
The estimated kinematic PPP solution in this study relies on the final satellite orbit data. Therefore, 
the user has to wait around two weeks to get this kind of performance. Thus, it is highly recommended 
to study the effect of the near real-time solution to the predicted or ultra-rapid satellite products on 
the performance of the kinematic PPP solution. These satellite products have low-rate satellite clocks. 
Future research should aim to investigate the stability of the low-rate satellite clocks with a sampling 
rate of 5 min for different sampling rates for the observation data (e.g. 1 s, 5 s, 30 s, and 5 min). In 
addition, the solution is needed in this case to implement an interpolation procedure for the satellite 
clocks to obtain a smoothed solution form those low-rate satellite clocks. 
The study of the effect of the interval of the satellite clocks using Bernese GNSS software includes 
two solutions for the lower-rate satellite clocks. The first solution is the default one, which is carried 
out using two estimation loops; the first loop aims to check the satellite residuals for specific values. 
The satellite data that have a higher value than the specific values are marked in the observation files 
as bad observations. The second loop is running without using these bad observation data. The 
modified solution aims to deactivate this residual check; in this case, the first and second loops are 
the same. The research on this point has to be extended to investigate other residual values instead of 
the specific values that are implemented within the software.  
Moreover, the achieved accuracies of the satellite clocks of CODE open the door to investigate the 
estimated PPP for a higher rate observation data (e.g. 10 Hz). The implemented time stamp in Bernese 
GNSS software is based on the second interval. Therefore, the sub-second rates are not implemented 
in the software. This investigation is important for the kinematic trajectories that observed with high 
speed (e.g. higher than 100 km/hour).  
The study is needed to be extended to investigate the performance for the single frequency PPP 
solution. The assessment should begin firstly for the static observation data and be followed by the 
kinematic measurements. This increases the research in the direction of the ionosphere delay 
estimation. The study may start with a single-frequency geodetic antenna and be followed by low-
cost antennas.  
The study needs to be extended to include the performance of the inertial-aided system to improve 
the positioning for hydrography. This system is important in order to model the motion of the 
measurement vessel. It helps to estimate the positions of the trajectory in the area of observation data 
with gaps. 
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Appendix A: Bernese GNSS V. 5.2 software  
Bernese GNSS software has a windows user interface to make the usage of the software easier. In 
addition, there are hundreds of FORTRAN codes that are running behind this interface. In identifying 
the software functions, Figure A.1 shows a screenshot of the main page of the user interface.  The 
upper toolbar refers to the main functions, and the lower toolbar mentions the current campaign, year 
and the day of the year (DOY).  
 
Figure A.1: Bernese GNSS software V. 5.2 user interface 
Table A.1 describes the various functions of the Bernese GNSS software, the function name, menu 
order, and the usage of these functions. By the way, processing with Bernese software begins with 
creating a new campaign with the observation DOY.  
Table A.1: Bernese GNSS software main functions 
Function 
Part 
Menu order Usage 
Configure Menu>Configure 
To set the session date, menu variables, paths and 
extensions, and change the general options 
Campaign Menu>Campaign 
To create a new campaign, edit campaign, session time, and 
station files 
Transfer Menu>RINEX 
To generate Bernese format from RINEX file and vice 
versa, cut/concatenate RINEX files, create RINEX 
statistics, and clean/smooth RINEX files 
Conversion Menu>Conversion 
To extract coordinates and velocities from IRTF in SINEX 
format, ANTEX format. Convert ascii/binary for 
observation, residuals, and orbit files 
Orbit Menu>Orbits/EOP 
To generate standard orbits, updating orbits, comparing 
orbits and Earth orientation tools 
Processing Menu>Processing 
To process the code data, single/dual code and phase pre-
processing, parameter estimation (program GPSEST) and 
normal equation systems (program ADDNEQ) 
Simulation 
Menu>Service>Generate 
simulated observation data 
To generate simulated GPS and GLONASS data for code 
and phase L1 and L2 
Service Menu>Service 
To collect tools (e.g. edit. Browse data, compare 
coordinates, convert binary to ASCII and vice versa) 
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The processing of the GNSS observation data using Bernese GNSS software starts with downloading 
different files to be inserted to the software folders. Two types of the files are inserted into the 
software:  
1. Campaign files: These files are downloaded for each processing campaign and inserted to 
different folders inside this campaign. Table A.2 illustrates the list of these files that are 
downloaded mainly from a CODE server (ftp://ftp.unibe.ch/aiub/CODE/); the final satellite 
clocks, CLK, with an interval of 5 s and 30 s, and satellite orbits, .SP3, with an interval of 15 
min are used in the processing. Ionospheric maps, .ION, earth orientations parameters, .ERP, 
and code biases, .DCB, solution are downloaded as well. In case of IGS satellite clocks and 
orbit data, the relevant data are downloaded from the IGS ftp server 
(ftp://igscb.jpl.nasa.gov/pub/product/). Only the final satellite clock with an interval of 30 s 
is used in this research, igswwww.clk_30.  
 
Table A.2: Downloaded main files from CODE ftp server 
 (CODE_FTP, 2015) & (Dach and Walser, 2015) 
File ID Description 
CODwwwwd.CLK Satellite precise clocks with 30 s. interval 
CODwwwwd.CLK_05S Satellite precise clocks with 05 s. interval 
CODwwwwd.EPH Satellite precise orbits .SP3 
CODwwwwd.ERP Earth rotation parameters; extension may be changed to *.IEP 
CODwwww7.ERP 
Earth rotation parameters for full week; extension may be changed 
to *.IEP 
CODwwwwd.ION CODE’s global ionosphere maps 
CODyymm.DCB 
CODE’s monthly GPS P1-C1 code biases solution for satellites and 
receivers, yy: year, mm: month 
 
2. General files: these files should be updated for each processing campaign and can be 
downloaded from under (ftp://ftp.unibe.ch/aiub/BSWUSER52/GEN/). These files are stored 
under the Bernese processing system. During the estimation, the software checks the 
availability of the entire files. A list of these general files is presented in Table A.3.  
 
After downloading the different files from the CODE server or even the IGS server, the user stores 
these files under the DATAPOOL or inside the new campaign.  The first processing group is called 
the orbit tools. Through this, the precise models are included in this estimation, e.g. ocean loading, 
atmospheric loading, and solid Earth tidal corrections. Moreover, nutation and sub-daily pole 
coefficients are considered as well. 
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Table A.3: Downloaded general files from CODE ftp server 
 (CODE_FTP, 2015) & (Dach and Walser, 2015) 
File ID Description 
PCV_COD.I08 
List of antenna phase centre variations derived from ANTEX file 
I08.ATX 
CONST General constants for Bernese GNSS software 5.2 
DATUM List of datum definition for Bernese GNSS software 5.2 
RECEIVER List of receiver information file for Bernese GNSS software 5.2 
SAT_yyyy.CRX List of satellite problems 
SATELLITE.I08 List of satellite specific Information 
TIDE2000.TPO Frequency dependence of solid earth tide model 
IAU2000R06.NUT Nutation model coefficients 
IERS2010XY.SUB Sub daily pole model coefficients 
OT_FES2004.TID Ocean tide coefficients 
 
As can be seen in Figure A.2, this figure shows the input and output parameters for the orbit tools in 
the Bernese software. These orbit tools consist of three main programs. These programs are described 
as follows: 
 POLUPD program: this program is used to convert the earth pole information from the 
International Earth Rotation and Reference Systems Service (IERS) in .IEP format to the 
internal format for Bernese software EOP (Earth orientation parameters). This function is 
running from ("Menu>Orbits/EOP>Handle EOP files>Convert IERS to Bernese Format"), 
   
 PRETAB program: the tabular satellite orbits data, .TAB, are provided from this software 
under "Menu >Orbits/EOP>Create tabular orbits". Moreover, the satellite clock file, .CLK, 
is generated. The previous generated earth pole file, .ERP, precise satellite orbits, .PRE, 
ocean loading and atmospheric loading corrections, sub-daily pole, and nutation model are 
inserted to the estimation, 
 
 ORBGEN program: it prepares the standard orbits for the satellite positions in tabular files, 
which will be later used for the least square adjustment. The obtained satellite clock file from 
PRETAB program is introduced to generate the standard orbit files. Different files are 
introduced to the estimation. This program is available under ("Menu>Orbits/EOP 
>Create/update standard orbits"). 
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Figure A.2: Schedule of orbit programs 
After generation of the pole data and the precise satellite orbits and clocks data, the observation 
RINEX files are pre-processed using three programs, which are working behind these tools: (i) 
RNXGRA program, (ii) RNXSMT program, and (iii) RXOBV3 program. More details are expressed 
as follows:   
 RNXGRA program: this program, "Menu>RINEX>RINEX utilities>Create observation 
statistics", is used to achieve an overview about the RINEX data availability and to get the 
graphic of the RINEX data. The user may select the measurement type “Phase or code”. 
 
 RNXSMT program: this program cleans the RINEX code and phase observation data 
through (”Menu>RINEX>RINEX utilities>Clean/smooth observation files”). According to 
Figure A.3, during smoothing, the sampling interval is set up and after that, the combinations 
options are introduced. Three main combinations are realized in this RINEX smoothing 
process.  
 
(1) The outliers and cycle slips are screened and checked based on the Melbourne-Wübbena 
linear combination L6 according to Melbourne (1985) and Wübbena (1985) through 
equation (1). After applying equation (A.1), the effects of ionosphere, geometry, clocks, 
and troposphere are eliminated by this combination, 
𝐿6 =
1
𝑓1 − 𝑓2
(𝑓1𝐿1 − 𝑓2𝐿2) −
1
𝑓1 + 𝑓2
(𝑓1𝑃1 + 𝑓2𝑃2) (A.1) 
POLUPD program
PRETAB program
ORBGEN program
Earth rotation parameters .ERP
Nutation model coefficients .NUT
Sub daily pole model coefficients .SUB
Bernese  file .ERP
Tabular orbit file .TAB
.BLQ Ocean loading correction .BLQ
Atmospheric loading correction .ATL
Satellite Ephermires .PRE
Nutation model coefficients .NUT
Sub daily pole model coefficients .SUB
Satellite problems .CRX
.BLQ Ocean loading correction .BLQ
Atmospheric loading correction .ATL
Nutation model coefficients .NUT
Sub daily pole model coefficients .SUB
Satellite problems .CRX
Planetary ephemeris .EPH
solid earth tide model .TPO
Ocean tides coefficients .TID
Standard orbit file .STD
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(2) The cycle slips, after that, are corrected using the Geometry free combination L4 in order 
to determine the size of cycle slips for the two frequencies. This combination can be 
expressed as can be seen in equation (A.2). This combination of receiver clocks, satellite 
clocks and geometry onlycontains the ionospheric delay and the initial phase ambiguity. 
This equation can also be formed for code observations (Dach et al., 2007), 
𝐿4 = 𝐿1 − 𝐿2 (A.2) 
(3) Sometimes, there are some systematic effects in the Melbourne-Wübbena linear 
combination, Therefore, the ionosphere-free linear combination L3 for carrier phase and 
code P3 is used to screen the data, too. 
 
RNXGRA program
RNXSMT program
RXOBV3 program
RINEX files .YYO Statistics file .GRA
Satellite problems .CRX
Satellite specific Information  .I08 
Melbourne- Wübbena combination
[cycle slip detection]
Geometry-Free combination L4
[Cycle slip correction]
Ionosphere-Free combination L3- P3
[Outlier detection]
General constants for Bernese CONST
Melbourne- Wüb ena combination L6
Number of records in Rinex file
Sampling interval (sec)
Smooth Rinex file 
.SMT
Station inormation file .STA
Satellite specific Information  .I08 
Satellite problems .CRX
Receiver information file RECEIVER 
Antenna phase centre variations .I08
 Satellite system (GPS)
 Sampling interval (sec)
 Observation window
 Signal strength check
 Check of RINEX file Header
.CHZ code file
  .PHZ phase file
 
Figure A.3: Schedule of pre-processing programs; 
the dash line means that the original RINEX file may be converted to Bernese binary format without 
a smoothing step. 
 RXOBV3 program: This program ("Menu>RINEX >Import RINEX to Bernese 
format>Observation files") aims to transform the RINEX observation file into a Bernese file 
in binary format. Two files are created from this program, a file with CA/P codes, .CHZ, and 
another one with carrier phases, .PHZ. The inserted RINEX file may be the original RINEX 
file without smoothing or the RINEX file after smoothing from the previous step. In this 
study, the smoothed RINEX file is used in this step. Besides using the general files, some 
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settings should be considered in the processing. Figure A.3 shows the used schedule for the 
RXOBV3 program; the satellite system, sample interval and observation time window are 
inserted, as well.  
The previous satellite data and the code observation data are introduced to the Receiver Clock 
Synchronization tools CODSPP program (”Menu>Processing>Code-based clock synchronization”). 
The main task of this program is to compute the receiver clock error 𝛿𝑅 based on P3 combination 
using least square adjustment theory. That means that the receiver clock error 𝛿𝑅 is introduced to the 
final least square adjustment with sufficient accuracy (< 1 µs).  
The receiver clock is synchronized with respect to the GPS time and stored to observation files with 
activation of ‘Save clock estimates for BOTH files (code and phase)’ inside the program. Thereafter, 
the estimated coordinates after this combination can be estimated in the static or kinematic mode.  A 
troposphere model is selected for the processing (e.g. GMF or VMF1) and the cut-off angle is inserted 
as well.  
CODSPP program
Standard orbits .STD
Nutation model coefficients .NUT
Input Options 2
 Frequency: L3
 Clock polynomial degree: E
 Save clock estimates: BOTH
 Estimate coordinates: Static/Kinematic 
Atmosphere models: GMF/VMF
Code observation file .CZH
Satellite clock .CLK
Earth rotation parameters .ERP
A priori coordinates .CRD
GPS P1-C1 code biases solution .DCB 
Sub daily pole model coefficients .SUB
Satellite specific Information  .I08 
Receiver information file RECEIVER 
Satellite problems .CRX
Station information file .STA
Antenna phase centre variations .I08
Input Options 3
 Minimum elevation: 5 degree
 Sampling rate: 1
Screening Options 
 Max. Number of iterations: 10
 Outlier detection options [only in case of 
using Rinex files without smoothing]       
Coordinate file .CRD
Kinematic Coordinate file .KIN
Residual file .RES
Clock offsets stored in CODE+PHASE 
Observation files 
[Updated observation files]
Summary file .SPP
Vienna mapping function VMF .GRD
 
Figure A.4: Schedule of CODSPP program 
In case of the kinematic mode, an a priori kinematic file (epoch-wise) is estimated from the code 
combination as output. This file is inserted into the final estimation process later on by the GPSEST 
program. Furthermore, a satellite residual file for code combination is obtained from this processing. 
The short summary from this step is extracted throughout the CODXTR program. Figure A.4 
presents the settings of the clock synchronisation process inside the software.  
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 The satellite orbits and clocks, code observation file, earth orientation data, a priori 
coordinates for the station (can be from the header of the RINEX file) are inserted to the 
estimation. 
 The differential code bias (DCB), sub daily pole, nutation model, satellite and receiver 
information, antenna phase centre variations and the VMF1 grids are introduced as well. 
 The input options are selected (e.g. combination frequency, mode of the estimation [static or 
kinematic], save the receiver clocks and degree of estimation, troposphere model, elevation 
cut off angle, and the sampling rate). 
 Finally, the screening functions in case of using the code observation data without previously 
smoothing are selected. 
GPSEST program
OUTPUTDifferencing level (Zero/Double-Difference)
Phase & Code observations .PZH/ .CZH
Baseline Phase observation .PSH
.ION Ionosphere models .ION
Normal Equation System .NQ0
Station coordinates .CRD
Troposphere estimates .TRP
Troposphere estimates SINEX .TRO
Kinematic coordinate .KIN
Estimated residuals .RES
General Options
 Satellite System/L3/Elevation angle
 Sampling interval
 A priori sigma(0.001 m)
 Elevation weighting (COSZ)
 Compute residuals (NORM APRIORI)
 Correlation Strategy (Correct)
 ZPD model and mapping function
 Handling of Ambiguities
 Resolution strategy
Datum definition
 Free network solution
 Constrained solution
 Fixed solution
Setup of Parameters and Pre-Elimination 1
 Station coord. NO
 Ambiguities: PRIOR to NEQ SAVING
 Site specific trop. Param: NO
 Receiver clock offset: PRIOR to NEQ SAVING
 Kinematic coord.: EVERY EPOCH
 Setup of Parameters and Pre-Elimination 2
 Diffr. Code biases: NO
 GLONASS receiver clock biases: PRIOR to NEQ SAVING
Site-specific Troposphere Parameters 1
 Mapping Function(WET GMF)
 Parameter spacing(01 00 00)  
 Horizontal Gradient Parameters
Kinematic Coordinates
 Station selection(ALL)
 A priori SIGMAS NEU (Constrain Solution)
 Min. number of observation/Epoch (6)
Standard orbits .STD
Satellite clock .CLK
Earth rotation parameters .ERP
A priori coordinates .CRD
GPS P1-C1 code biases solution .DCB 
.BLQ Ocean loading correction .BLQ
Atmospheric loading correction .ATL
Kinematic Coordinate file .KIN from CODSPP
Nutation model coefficients .NUT
Sub daily pole model coefficients .SUB
Satellite specific Information  .I08 
Receiver information file RECEIVER 
Satellite problems .CRX
Station inormation file .STA
Antenna phase centre variations .I08
Receiver information file RECEIVER 
Vienna mapping function VMF .GRD
General constants for Bernese CONST
Datum defination for Bernese  DATUM
 
Figure A.5: Schedule of GPSEST program 
In case of the double-differences solution, the single difference between the base receiver and the 
rover one is created in Bernese software throughout the SNGDIF program ("Menu 
>Processing>Create baseline files"). The created baseline data are stored in files. Usually, only phase 
single-differences are used for estimation the final solution later on. The user may select the satellite 
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system (GPS/GLONASS/GALILIO). Different strategies for baseline definitions are available in the 
software. They are defined as follows: 
 OBS-MAX: the baselines are created to consider the number of common observations for 
the network stations, 
 SHORTEST: the baselines are created according to the shortest baseline; this strategy can 
be used if the observations from all stations cover the same time interval, 
 STAR: the baselines are created by connecting one reference station, the reference station is 
selected, 
 DEFINED: only for predefined baselines, which can be created previously, 
 MANUAL: only one baseline is created; two zero-difference files are selected. 
The main parameter estimation is solved through the main program GPSEST 
(”Menu>Processing>Parameter estimation”). This main program is used to estimate the coordinates 
in level of zero-difference and double-difference techniques. Figure A.5 shows the setting of this 
program inside the Bernese software.  
As shown in Figure A.5, the various settings are illustrated in this figure. The next part moves to 
explain the main processing options using GPSEST program: 
 The differencing level is selected from the beginning (ZERO-difference/DOUBLE- 
difference), 
 
 Files to be inserted to the estimation; 
o Phase and code zero difference observation files in case of PPP estimation. 
o Phase baseline observation file in case of double-difference solution. 
o A priori coordinates for the processed receivers. 
o The standard satellite orbits, clocks, and earth orientation parameters, which are 
created previously. 
o GPS P1-C1 code bias solution, ionosphere models. 
o Ocean and atmospheric loading corrections. 
o A priori kinematic coordinate file, which is estimated from the code combination in 
the CODSPP program. 
o VMF1 grid file, in the case of modelling the troposphere using Vienna mapping 
function model. 
o Antenna phase centre variations. 
o Satellite, receiver, and station information files. 
o Satellite problem file. 
o Constant and datum definition files. 
o Sub-daily pole model and nutation model.  
 
 General options: 
o Satellite system (GPS). 
o Frequency/ linear combination L3, there are many another frequencies (e.g. L1, L2, 
L4, L1& L2, L3& L4, …). 
o Elevation cut off angle. 
o Sampling interval. 
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o A priori sigma of unit weight:  
The a priori weights for phase 𝑤𝑝 and for code 𝑤𝑐 are defined in equation (A.3).  
𝑤𝑐
𝑤𝑝⁄ = 10
−4 (A.3) 
o Elevation-dependent weighting of observations:  
The observation data with low elevations are more affected with the tropospheric 
refractions and multipath, which decrease the quality of the estimated coordinates. To 
adjust the use of these kinds of observation data, an elevation-dependent weighting 𝑤(𝑧) 
is considered as reported in equation (A.4), where 𝑧 is the zenith angle of the satellite. 
That means the satellites in the zenith have the unit weight. If the elevation-dependent 
weight is enabled, the a priori sigma is set to 0.001.   
𝑤(𝑧) = 𝑐𝑜𝑠2(𝑧) (A.4) 
o Zenith path delay (ZPD) model and mapping function: 
Generally, the troposphere path delay 𝑇𝑧𝑘
𝑖  between a receiver 𝑘 and a satellite 𝑖 is based 
on equation (A.5). 
𝑇𝑧𝑘
𝑖 (𝑡, 𝐴, 𝑧) = 𝑇𝑧𝑎𝑝𝑟𝑖𝑜𝑟𝑖 , 𝑘(𝑧𝑘
𝑖 ) + ∆ℎ(𝑡) ∙ 𝑚(𝑧𝑘
𝑖 ) + ∆𝑛𝑇𝑧(𝑡)
𝜕𝑓
𝜕𝑧
𝑐𝑜𝑠𝐴𝑘
𝑖
+ ∆𝑒𝑇𝑧(𝑡)
𝜕𝑓
𝜕𝑧
𝑠𝑖𝑛𝐴𝑘
𝑖  
(A.5) 
 
 
where,  
t : the observation time, 
𝑧𝑘
𝑖 , A : the zenith and azimuth of satellite i observed from receiver k, 
𝑇𝑧𝑎𝑝𝑟𝑖𝑜𝑟𝑖 , 𝑘(𝑧𝑘
𝑖 ) : the slant delay according to the a priori model, 
∆ℎ(𝑡) ∙ 𝑚(𝑧𝑘
𝑖 ) : is the time-dependent zenith delay and its mapping function, 
∆𝑛𝑇𝑧(𝑡), ∆
𝑒𝑇𝑧(𝑡) 
: the time-dependent horizontal north and east troposphere gradient  
   parameters. 
There are different a priori models and related mapping functions are implemented in 
Bernese software (e.g.); these models are available in panel GPSEST 3.2 General Option 
2. This part aims mainly to compute the dry component.  
 SAASTAMOINEN model: based on the standard atmospheric parameters at the sea 
level,  
 HOPFIELD model, 
 DRY_NIELL model: which is based on the Saastamoinen model with the related 
Neill mapping function,  
 DRY_GMF model: is based on Saastamoinen model with atmospheric parameters 
from the GPT model, 
 DRY_VMF model: is based on the gridded maps derived from the ECMWF. 
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The second part of the equation is the time-dependent zenith delay; it refers to the 
estimated wet part during the processing. This part is activated through panel GPSEST 
5.1, site-specific troposphere parameters and later panel GPSEST 6.1.1 Site-Specific 
Troposphere Parameter 1. For compatible reasons, it is recommended to select 
WET_NIELL in case of the a priori of DRY_NIELL, WET_GMF in case of DRY_GMF, 
and WET_VMF in case of DRY_VMF. The third part refers to the horizontal gradient 
model which is used to improve the accuracy of the estimation for the low elevation data. 
This model is not activated in this research, where the cut-off elevation angle is set to 
10o.  
 
 
 Copy the related processing files from DATAPOLE to CAMPAIGN, 
 Merge the hourly RINEX files, 
 POLUPD program, 
 Combine the satellite orbit files, 
 PRETAB program, 
 ORBGEN program, 
 Combined satellite clocks files, 
 Extract satellite clocks from clock RINEX files, 
 RNXGRA program, 
 RNXSMT program, 
 RXOBV3 program, 
 Merge coordinate /velocity files, 
 CODSPP program, 
 Extract CODSPP program, 
 GPSEST program for parameter estimation for zero-difference level, ‘first loop’, 
 Create residual statistics for estimation outliers, 
 Mark/delete observation 
 GPSEST for parameter estimation for zero-difference level, ‘second loop’, 
 Combine normal equations for multi-solutions networks, ADDNEQ2 program, 
 Extract GPSEST/ADDNEQ2 program outputs, 
 Create residual statistics to get a summary file, 
 analyses summary of the program RESRMS to detect bad stations and satellites, 
 Merge coordinate /velocity files, 
 ADDNEQ2 program, 
 Helmert transformations to compare of two coordinates, 
 Combined satellite clocks files, 
 ADDNEQ2 program, 
 Compute station velocity, 
 Extrapolate the station coordinates, 
 Merge coordinate /velocity files. 
Figure A.6: Schedule of BPE for PPP estimation 
Bernese software provides the possibility to obtain the PPP solutions using an automatic script 
(Bernese Protocol Engine (BPE)). The complete script of the BPE is shown in Figure A.6. In addition, 
in this figure the purpose of each program is described. 
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Appendix B: Analysis plots  
 
 
 
Figure B.1: Kinematic PPP solution for SAPOS stations for station 0386 [sampling rate 5 s] 
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Figure B.2: Kinematic PPP solution for SAPOS stations for station 0391[sampling rate 5 s] 
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Figure B.3: Kinematic PPP solution for SAPOS stations for station 0400[sampling rate 5 s] 
  
 
 
 
Figure B.4: Kinematic PPP solution for the second hydrographic trajectory [sampling rate 5 s] 
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Figure B.5: Kinematic PPP errors for the third hydrographic trajectory [sampling rate 5 s] 
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Figure B.6: Kinematic PPP errors for station 0386 [sampling rate 1 s] 
 
 
Figure B.7: Kinematic PPP errors for station 0391 [sampling rate 1 s] 
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Figure B.8: Kinematic PPP errors for station 0400 [sampling rate 1 s] 
  
a 
b 
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Figure B.9: TZD (mm) for Arctic Circle stations 
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Figure B.10: Errors in East, North, and height for Arctic Circle stations for NIELL, GMF & VMF1 
The dashed lines refer to the loss of the observation data. 
 
 
Figure B.11: TZD (mm) for Antarctica stations 
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Figure B.12: Errors in East, North, and height for Antarctica stations for NIELL, GMF & VMF1 
The dashed lines refer to the loss of the observation data 
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Figure B.13: Troposphere zenith delay for mid-latitude stations 
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Figure B.14: Errors in East, North, and height for mid-latitude stations for NIELL, GMF & VMF1 
The dashed lines refer to the loss of the observation data 
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Figure B.15: Troposphere zenith delay for tropical stations 
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Figure B.16: Errors in East, North and height for tropical stations for NIELL, GMF & VMF1      
The dashed lines refer to the loss of the observation data 
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Figure B.17: Troposphere zenith delay for equatorial stations 
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Figure B.18: Errors in East, North and height for equatorial stations for NIELL, GMF & VMF1 
The dashed lines refer to the loss of the observation data 
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