ABSTRACT This paper provides a comparison study among a set of novel algorithms that implement robust diffusion on optical flows. The proposed algorithms combine the anisotropic smoothing ability of the heat kernel and the outlier rejection mechanism of robust statistics algorithms. The diffusion kernel is considered Gaussian, where the covariance matrix is the local Hessian. This enables the kernel to detect significant transitions in the signal. In this study we show that diffusion does not eliminate outliers but rather spreads them around. We calculate the resulting bias induced by diffusing the outliers in their neighbourhood. On the other hand robust statistics operators reject the outliers from the diffusion process. Alpha-trimmed mean and median statistics are considered in combination with the diffusion processing. The proposed algorithms are applied for smoothing optical flow.
INTRODUCTION
Analyzing motion is essential for understanding visual surroundings. Representative applications of motion analysis [1] include video coding, robotic vision, moving object segmentation [2] , tracking [3] , etc. The consistency of localized grey-level patterns in consecutive frames is the basis for optical flow estimation. The block matching algorithm decides the motion vector according to the best correlation in pairs of blocks localized in consecutive frames [2] . However, the lack of contrast, the presence of noise and the variation in illumination can lead to wrong motion estimation. These problems are amplified when modelling complex movement such as that of fluids or of multi-object systems. This paper develops a methodology that combines the advantages of two different approaches: diffusion and robust statistics and applies it for smoothing vector fields.
Anisotropic diffusion was employed by Perona and Malik for image smoothing while preserving the edges [4] . Their work is extended to colour image diffusion by Black et al. [5] . While Perona and Malik used a Lorentzian function for edge detection, Black et al. proposed using the Tukey's biweight function for preserving sharper boundaries. Ling and Bovik combined the median filter and the diffusion operator of Black et al. [5] , for smoothing noisy molecular images [6] . The stochastic formulation of the heat equation employing partial differential equations (PDE) was used for shape contour modelling in [7] . Tschumperle and Deriche provide a simpler interpretation of the diffusion process in terms of local filtering with spatially adaptive Gaussian kernels [8] . Their method disassembles the regularization process into the smoothing itself and the underlying geometry that drives the smoothing. This algorithm was applied for smoothing colour images and for inpainting [8] .
According to a study provided in this paper, most of the diffusion algorithms are not able to properly deal with outliers. Outliers are diffused in the neighbourhood instead of being removed. This paper introduces a new category of algorithms that combine robust statistics [9] and Hessian based diffusion kernels. These algorithms are applied for smoothing optical flows. The smoothing of optical flows is very important for various applications including frame prediction [3] and video coding. The concept behind our approach is to enable the smoothing process with an outlier rejection mechanism. We extend these algorithms to employ 3-D Hessian based kernels. As a result we increase the amount of vectors used in the smoothing process by including the temporal information. Section 2 describes the application of Hessian based kernels to the optical flow, while Section 3 introduces the robust statistics diffusion kernels. Section 4 provides the experimental results of this study on both artificial data and in image sequences, while the conclusions of this study are outlined in Section 5.
DIFFUSION KERNELS
Generally, the two dimensional heat equation of a geometric manifold can be described as [10, 11] :
where I(x, t) describes the heat location at x and time t, starting with the initial conditions I(x, 0) = I(x). The solution to the heat equation yields [10] :
I(y, t) = Kt(x, y)I(x)dx (2) where Kt (x, y) is the heat kernel which applies an operation of diffusion onto M and x, y c M. where the second derivatives of the data are calculated along the directions of the eigenvectors, H(x) is the Hessian matrix at location x while T is the 2 x 2 tensor defined by:
(4) When M R_ 1, then the heat kernel is the Gaussian kernel [10] . In this case, the solution to the Heat equation (1) yields
where E represents the covariance matrix, zc is the kernel center and d is a normalization coefficient. 
where V = (Vx, Vy) denotes the motion vector and VI is the spatial intensity gradient. Equation (7) is known as the constrained optical flow equation [1] . Extending its calculation for multiple frames we obtain a vector field on a 3D lattice, where each plane of the lattice corresponds to the motion between two consecutive frames. Motion vectors can be initially calculated using the block matching algorithm [2] . In the block matching algorithm we search for the best correlation in the original frame of each block of pixels from the reference frame. However, the block matching algorithm often leads to wrong decisions, particularly in areas with similar texture and colour, or due to noise and changes in the illumination conditions. 2.1. The 2D Hessian Kernel Generally, in the case of image sequences one challenge is to achieve high optical flow robustness against strong assumption violations which are commonly met in practice.
In such cases vector field smoothing is necessary. However, indiscriminate smoothing could produce undesired effects in the estimated optical flow. In order to obtain smooth optical flows second order differential methods [1] , or robust statistics [2] is needed. The Hessian H2D is a matrix whose entries are the second order local partial derivatives which represents a suitable measure of variation in the geometry of the local statistics [11] . The correlation with the local Hessian can be viewed as the application of a moving mask that represents the variation in the local data. Therefore, the Hessian can be used as a detector of change in the direction of the optical flow indicating the location of moving object boundaries.
The Hessian of the local data is considered as the covariance matrix in the heat kernel from (5). The non-singularity of the local Hessian can be enforced by using various procedures [8] . The optical flow associated with complex motion such as that resulting from rotation, zooming or that created by the movement of turbulent fluids can be better represented after being smoothed with a Hessian kernel. After discretizing and normalizing equation (5), we obtain: (8) where V,t is the vector at location i within a neighbourhood r1(zc) = 3 x 3 centered at location zc, t denotes iteration number, k is the frame number, and where the dependency of d is no longer necessary.
Multiple 2D Hessian Kernels
The 2D Hessian kernel from (8) applies smoothing on motion vector fields calculated between pairs of consecutive frames. We can extend this approach by considering multiple frames. In this case we have a 3-D lattice formed from parallel and equidistant vector fields modelling the optical flow from the entire image sequence. Firstly, we apply the local smoothing by using (8) at each motion vector location from each frame. Thereafter, we consider temporal smoothing by calculating the resulting diffused vectors from averaging the effects of the Hessian based diffusion from the neighbouring frames. In the experiments two vector fields are considered on either side of the central frame.
3D Hessian Kernel
The diffusion kernel can be extended to 3D lattices E
where the neighbourhood is defined in 3D as (9) T13D(ZC) = 3 x 3 x 4, and k is the central frame. In (9), the 2D Hessian kernel is extended to 3D in order to accommodate the spatio-temporal variation in the optical flow. By processing a larger amount of data, the optical flow transitions and moving object boundaries would be better mod- (11) This signal has an outlier of height M at the location x K, and its discretized version is displayed in Fig. 1 (a) (12) where N is the size of the diffusion window. The location where the diffusion is calculated corresponds to the center of the window located at z = K -i. It can be observed that the second derivatives in the signal from (11) are zero except at the locations j = {i -1, i, i + 1}. After replacing (11) into (12) The right part of this expression represents the expression of the bias resulted from diffusing the outlier present in the signal from (11) . The diffusion of the outlier will influence several signal values in its neighbourhood, depending on the window size, N. We assume a window of N = 3 and we apply diffusion repeatedly on the signal displayed in Fig. l(a) . The results produced by diffusing the signal for successive iterations are shown in Fig. l(b Fig. 3(b) . Fig. 2 . Median of directional Hessian kernels. dian algorithm has the ability to eliminate up to 50 % outliers [9] and has been used for robustifying Gaussian kernels [2] as well as in combination with diffusion kernels for smoothing molecular images [6] . The way how this algorithm works is illustrated in Fig. 2 . The Hessian-based diffusion algorithm is initially applied as in (8) but calculated directionally instead of centrally with respect to the window location. The window locations for which the diffusion is calculated are indicated by crosses in Fig. 2 . Subsequently, the median operator is applied onto the results produced by the directional diffusions: VkcJ1 Median(V(i)1 r, lk(med)) The resulting vector field is shown in Fig. 3(a) . We corrupt the vector field using Gaussian and Poisson noise distributions, both added independently along x and y axes. The (e) ATM2DH (f) MED2DH Fig. 3 . Artificial vector field after corruption with Poisson noise with 72 = 0.25 and after 5 iterations of smoothing by various methods. The algorithms described in this paper and two well know diffusion algorithms, respectively Perona-Malik (PM) proposed in [4] and Black et al. algorithm described in [5] , have been used for smoothing the noisy data with the aim of reconstructing the original vectorial fields. In Table 1 are provided the numerical results obtained after one iteration of smoothing synthetic vector fields corrupted by noise. The algorithms presented in this paper are denoted as: 2DH -2D Hessian, ATM2DH -Alpha-Trimmed Mean 2D Hessian, and MED2DH -Median 2D Hessian. Five different variance values are considered for both Gaussian and Poisson noise. The numerical results are assessed in terms of two error measures representing the difference between the original and the smoothed vector fields. These error measures consists of the mean square error (MSE) and the mean cosine error (MCE). The MSE is given by: Black  2DH  ATM2DH  MED2DH  MSE  MCE  MSE  MCE  MSE  MCE  MSE  MCE  MSE  MCE Table 1 . MSE and MCE results for the synthetic vector field after one iteration of smoothing.
smoothing. The MCE is given by:
The dot product between the two vectors provides the cosine of the angle between them. The method providing the best result of the five tested, for each noise distribution, variance and according to each error measure, is highlighted in bold in Table 1 . MED2DH provides the best performances when smoothing out Gaussian noise whilst ATM2DH is the best kernel when smoothing out Poisson noise. Figs. 3(c)-3(f) show the results after applying diffusion kernels onto the noisy artificial vector field. From these figures we conclude that MED2DH provides well defined moving objects and smooth vector fields.
The second set of experiments provides a comparative study when diffusion algorithms are applied on optical flows extracted from image sequences. The block matching algorithm was used to initialize the optical flow. The image sequences considered in the experimental results are enumerated in Table 2 . Various smoothing algorithms have been considered on the resulting optical flows. The algorithms are denoted according to the type of kernel used for smoothing. The proposed algorithms are applied on both 2-D and 3-D vectorial fields. The new notations represent: 3DH -3D Hessian kernel, ATM-3DH -alpha trimmed mean of 3D Hessian, MED-3DH -median of 3D Hessian. The frame 4 from the "Concorde take-off" sequence is shown in Fig. 4(a) . This sequence was chosen for its complex motion characteristics such as rotational movement, turbulent air from jet thrusters, blocky artifacts from frame compression and camera movement combined with a rigid moving object. Fig. 4(b) shows the optical flow estimated using the block matching algorithm between frames 4 and 6. In order to assess the efficiency of the smoothed optical flows we calculate the PSNR (peak signal-to-noise ratio) between the real frame and the frame reconstructed using the smoothed optical flow. This is an important measure for frame prediction based on the optical flow, particularly in video coding Table 2 . PSNR between the predicted frame based on smoothed optical flow after 1 iteration and the actual frame. Table 2 provides the PSNR calculated between the actual frame and the predicted frame for six different image sequences. The best results in Table 2 are highlighted in bold. From these results it can be concluded that robust kernels such as MED-M2DH, ATM-3DH, ATM-M2DH, and MED-2DH have better overall performance than other algorithms such as Perona-Malik, Black or 2DH. In general, methods that operate on 3D lattices such as 3DH (10) and MED-2DH kernels (13) are better than those that employ 2DH kernels, as for example (8).
CONCLUSIONS
A set of robust diffusion algorithms is employed for optical flow smoothing. The local Hessian diffusion kernel performs smoothing along the main optical flow structure, thus preserving the moving object borders. In this study, we have shown that diffused outliers produce bias in the neighbouring data. The extention to 3D Hessian based kernels considers the temporal information from multiple frames. Robust statistics algorithms such as alpha trimmed-mean and marginal median are used for eliminating outliers. The pro-
