In this study we apply the African buffalo optimization (ABO) to solve benchmark global optimization problems. Such problems which are artificial representation of different search landscapes ranging from unimodal to multimodal, separable to non-separable, constrained to unconstrained search landscapes have become a veritable instrument to test the search capacities of optimization algorithms. After a number of experimental procedures involving 28 benchmark problems, results from ABO prove to be rather competitive leading to the conclusion that it is a worthy addition to the body of swarm intelligence techniques.
THE need for getting things done in a more effective and efficient manner makes optimization a favoured area of research. This trend has grown considerably in the last six decades leading to the development of several optimization search techniques whose contributions to scientific, engineering and industrial development have been invaluable. To date, some of the popular methods have been the genetic algorithm (GA) 1 , particle swarm optimization (PSO) 2 , artificial bee colony optimization (ABC) 3 , firefly algorithm (FA) 4 , bat algorithm (BA) 5 , cuckoo search (CS) 6 , teaching-learning based optimization (TLBO) 7 and Jaya algorithm (JA) 8 . The newly designed African buffalo optimization (ABO) 9 has proven to be quite successful in the areas it has so far been applied 10 . Hence this study proposes to investigate the capacity of ABO in global optimization test functions.
Benchmark global test functions have now become popular for investigating the capabilities of newly designed optimization techniques. The popularity of benchmark test functions is due to the fact that they represent diverse search landscapes imaginable from multimodal to unimodal, separable to non-separable and constrained to unconstrained. Investigating the capacity of ABO in these diverse landscapes and comparing the outcomes with those obtained from other optimization algorithms is therefore worthwhile.
Comparative algorithms
In this study a number of newly designed optimization algorithms, also called 21st century algorithms, are examined with special regard to their search capacities of benchmark global optimization test functions. The results obtained from these algorithms were compared with those from ABO. It is necessary to examine each of the comparative algorithms.
Firefly algorithm
This population-based algorithm which was inspired by the flashing behaviour of fireflies was developed by Yeomans and Yang 11 . In this algorithm, a number of fireflies work together through bioluminescent glowing that enables them to efficiently solve problems. The solutions to problems are modelled as a firefly whose flashes are proportional to the quality of solutions they represent. As a result, a brighter firefly attracts others and this aids further exploration of the search space. The four main characteristics of the algorithm include 12 : (a) All fireflies are unisexual; so they are attracted by brighter individuals, irrespective of the sex.
(b) The brightness of a firefly is a function of the distance between two fireflies: the nearer they are to one another, the more the effect of the brighter firefly and vice versa.
(c) If there are no fireflies brighter than a particular firefly then it will move randomly.
(d) The landscape of the objective function affects the brightness of the firefly. The brightness of the firefly is proportional to the objective function in a maximization problem. Figure 1 presents the pseudocode of FA 12 . FA has been successfully applied to industrial optimization, image processing, travelling salesman problem, antenna design, business optimization, civil engineering, robotics, semantic web, chemistry, meteorology, wireless sensor networks, etc. 13 . The algorithm is considered to have least error percentage compared to many other metaheuristic algorithms such as GA and PSO. Moreover, it is relatively simple to implement and has proven to perform well in multi-modal search environments. FA is similar to PSO, except that it does not employ search velocities in its quest for solutions 14 . However, it has complicated fitness Objective function: function and highly depends on correct parameter setting to achieve good results. These drawbacks make FA less user-friendly, and the use of several parameters places a huge demand on computer resources, thus making it a relatively slow algorithm compared to PSO, for instance. In fact, as if to emphasize the complexity of FA, PSO is referred as a simplified version of FA 15 . So there is need for a more user-friendly and less complex metaheuristic algorithm.
Cuckoo search
CS which is a simulation of the crafty attitude of the cuckoos was designed by Yang and Deb 16 . These birds lay their eggs in the nests of other birds, sometimes of other species too. The host bird either incubates the cuckoo's eggs, throws it away or simply relocates its own eggs to another nest. In response to this, the cuckoo bird by making its own egg look as much as possible as the host's. In CS, the host eggs in a nest represent an optimization solution, while the cuckoo egg is a representation of a newer solution with the objective of using it to replace the existing one.
In CS, it is assumed that a cuckoo lays an egg at a time in any nest chosen randomly. Next, the nest with the best quality/number of eggs carries on to the next generation. Moreover, there are a fixed number of nests and the cuckoo egg is discovered by the host bird with a probability usually between 0 and 1. Figure 2 presents the CS pseudocode.
The algorithm, though relatively young, has enjoyed wide applications in different areas such as travelling salesman problems, document clustering, wireless sensor networks, speaker recognition, flood forecasting, shortest path in distributed system, image processing, classification task in health sector, job scheduling, etc. 17 . CS is fairly effective, obtaining results where other algorithms fail 17, 18 . In spite of its wide applications, CS has the problem of speed due to the use of several parameters and sometimes falling into local optima 18 . Hence, the emergence of several types of the algorithms such as discrete CS, improved CS, etc. 19 .
Bat algorithm
BA which is inspired by the echolocation of micro-bats that employ different pulse rates of loudness and emission was designed by Yang in 2010. In this algorithm, individual artificial bats fly randomly as they employ a velocity v i at and at position (solution) x i at a given dynamic frequency (wavelength) and loudness A i . As the search process progresses, the micro-bats find a prey and change their frequency, pulse emission r and loudness. The local search component in this algorithm is done via a random walk. At each iteration, the algorithm selects the position of the best-performing bat as its solution until the stopping condition is reached.
So far, BA has been successful since its design and has enjoyed considerable applications such as in combinatorial optimization problems, parameter estimation and classification, image processing, data mining, etc. Its effectiveness is traceable to its simplicity, flexibility and straightforward implementation strategy. Moreover the algorithm provides quick convergence at the initial stages through switching from one exploration to another 20 . The pulse emission and loudness components of the algorithm help it to control and zoom into new regions (exploration). However, there is inherent danger in allowing BA to switch to exploitation stage too early by varying rl and Ai too fast; then, the algorithm settles into premature convergence. Moreover, the speed of BA is affected by several parameters since it appears to be a simplification of PSO. Invariably, it inherits the basic parameters of PSO, in addition to some of its own algorithm-specific parameters 21 . Figure 3 presents the pseudocode of BA 5 .
Jaya algorithm
JA which was developed by Rao 8 is in furtherance of the new paradigm in algorithm development, namely parameter-less algorithms following the successful design of TLBO, a novel approach to optimization. JA operates on the premise that solutions are obtainable for any problem moving towards the best results and deliberately avoiding the worst solutions. Like other optimization algorithms, JA requires few control parameters such as population size, maximum number of generations and number of design variables. It does not require any problem-specific parameters that need to be tuned to get appropriate results. Figure 4 presents the pseudocode JA.
JA is a simple-to-implement algorithm and has been successfully applied to solve benchmark global optimization functions, travelling salesman problem as well as power flow problems 22 . Although JA is parameter-less, controlling the algorithm-specific parameters is not as easy task (see for example, Pandey 23 ). 
Teaching-learning based optimization
TLBO is a recently developed population-based optimization algorithm that searches for solutions through each learner's deliberate effort to attain the knowledge level of his/her teacher 7, 24 . The algorithm approximates the view of teachers as the most knowledgeable individuals in the society. In TLBO, therefore, the teacher represents the optimum solution and a group of learners constitutes the population. The design variables in TLBO are the different subjects being offered to the learners and the learners' results represent the fitness. The search process of TLBO is divided into two phases -'teacher phase' and 'learner phase'. In the former phase, the learners learn from the teacher, but in the 'latter phase' learners interact among themselves. Therefore, a learner with the minimum objective function value is deemed a teacher for the subsequent iteration. The algorithm obtains good results through a careful interplay of the teacher and learner phases. Figure  5 presents the pseudocode of TLBO 25 . TLBO has proven to be efficient and has enjoyed wide application since its development. The algorithm has input capacities that ensures wide exploration of the search space. TLBO has been applied to solve the travelling salesman problem, constrained and unconstrained global optimization test functions, robotics, motif discovery problems, vehicle routing, etc. 26 with good results. Though TLBO has been found to be good at exploration, it performs poorly in exploitation, resulting in premature convergence in complex problems 27 .
The African buffalo optimization algorithm Figure 6 presents the ABO algorithm, where w k represents the waaa (move on/explore) signals of the buffalos with particular reference to buffalo k; m k is the maaa signal (stay to exploit); k w is the request for further exploration; k m represents requests for further exploitation; lp1 and lp2 are the learning parameters; r is a random number that takes a value of 0 and 1 depending on the problem under investigation -higher the value, more the exploitation and less the exploration.
Since its design, ABO has been successfully applied to solve several optimization problems, such as the travelling salesman problem, strategic management 27 , numerical function optimization, parameter-tuning of PID controllers for automatic voltage regulators, etc. 28 .
Initialization: randomly place buffalos to nodes at the solution space;
Update the buffalos' exploitation using equation:
where m k and w k represents exploitation and exploration moves respectively, of the kth buffalo (k = 1, 2 ... N); lp1 and lp2 are learning factors; bg is the herd's best fitness and bp is the individual buffalo's best location Update the location of buffalos using the equation: ( ) . 
ABO for global optimization
In this study, ABO was implemented on a set of 16 standard global optimization test problems 28 . These 16 benchmark global optimization test functions are described 28 . These functions were chosen because they represent diverse global optimization landscapes and problems ranging from constrained to unconstrained, unimodal to multimodal, separable to non-separable. Moreover, previous studies have used these functions to test and compare various algorithms [29] [30] [31] . The experimental results obtained were compared with those from FA and intelligent firefly algorithm (IFA) 32 . These algorithms chosen to be compared with ABO have provided some of the best results in the literature.
ABO solution strategies for global optimization problems
In a global search space, two equations control the movement of buffalos within the solution space. These are the democratic equations:
and decision equation:
Equation (2) provides for the actual movement of the herd using the maaa (move on) signal. Eq. (1) provides an avenue for interaction among the competing buffalos tapping into two competing forces bp and bg. The actual movement equation is the decision (eq (2)) taking into cognizance the result obtained from the democratic eq. (1). In practical terms, the solution steps are as follows:
Step 1: Randomly initialize the buffalos within the solution space.
Step 2: Initialize ABO parameters, namely lp1 and lp2.
Step 3: Update buffalo's exploitation and determine the prevailing bp for each buffalo and bg for the entire herd using eq. (1): Step 4: Update the location of the buffalos using eq. (2).
Step 5: Verify if bg is updating. If yes, go to step 6; if no, return to step 2.
Step 6: Validate stopping criteria. If yes, go to step 7; otherwise, return to step 3.
Step 7: Output the best result.
Experimental setting
The experiments performed were implemented in MATLAB on an Intel Duo Core TM i7-3770 CPU, 3.40 GHz with 4 GB RAM. The 16 benchmark global optimization test functions listed above were investigated. Table 1 presents the experimental parameters.
Benchmark global optimization test functions
To continue our validation process, ABO, FA and IFA were tested on 16 popular but difficult global optimization test functions. Table 2 provides a description of each of the 16 benchmark test functions.
A close examination of Table 2 reveals that the benchmark functions have been carefully chosen to represent diverse search landscapes such as unimodal to multimodal, constrained to unconstrained, separable to non-separable functions. This is necessary to provide a good testbed for the different algorithms under consideration. Table 3 presents the comparative performance results of the three algorithms under investigation. The table reveals that the three algorithms perform exceedingly 
D* represents dimension of the optimization problem which, in this case is the number of nodes; Q is the pheromone amount;  is the exploitation ratio. well, obtaining optimal results in all of the runs as indicated by the standard deviation of zero in some of the global optimization test cases. For instance, all the algorithms obtained optimal solution in f1, f3, f7 and f11. This is commendable, especially when one considers the fact that these are varying landscapes of constrained and unconstrained functions. A closer observation, however, reveals that the above four benchmark functions represent three unconstrained and one constrained function. This outcome is in agreement with earlier findings that the constrained function requires a longer procedure for optimization, because it may have to be first converted to unconstrained function [33] [34] [35] . Conversely, all the algorithms had their worst performance in the egg-holder function (Figure 7) . The global minimum of this function is -959.6407. Mean results of the algorithms show that they are far-off from the global minimum. For example, FA was hovering around -1.5200, IFA around -2.5000 and ABO around -66.7834. From these results, it can be argued that ABO is nearer to the optimum, though still very far-off.
The egg-holder is indeed a difficult function to optimize and has a deceptive landscape that easily misleads search agents because of the large number of local minima 30 . Another difficult benchmark function for all the algorithms under investigation here is the cross-leg table function. The global optimum of this multimodal function is -1. Again, due the flat nature of this artificial landscape (Figure 8 ), it provides misleading information leading to poor results. From the simulation outcomes, again, ABO was closer to the optimum with -0.80433 to -0.066 of FA and -746 of IFA. Actually, IFA was totally off-the-mark in tracking the global minimum of this function; however, the performance of ABO here is commendable.
On algorithm-by-algorithm basis, ABO showed the best performance with 11 optimal solutions out of the 16 test cases; followed by IFA with nine optimal solution and then FA with six optimal solutions. Since effectiveness in obtaining the optimal solution is one of the The output of the three comparative algorithms were statistically computed using Chi-square test (Tables  4 and 5 ).
H o : The output of ABO is significantly better statistically than those of FA and IFA.
H A: There is no significant difference between the outputs of ABO, FA and IFA.
Statistically, as can be seen from Table 5 , with 0.5 degree of freedom, showed a value of ABO 0.000 to 0.002 of IFA and 0.111 of FA. From this result, it is obvious that there is significant difference in the performance of ABO in obtaining solutions to the 16 benchmark test cases under investigation; so we reject the null hypothesis.
More experimental evaluations
In view of the competitive outcomes of the three swarmbased techniques in the first set of experiments, it is necessary to assess the performance of ABO with other population-based algorithms on global optimization functions. The comparative population-based algorithms represent some of the most successful optimization algorithms, namely GA and PSO as well as some newly designed optimization methods like ABC, TLBO and JA. The benchmark functions investigated are the sphere, beale, Easom, Matyas, Zakhorov, Schwefel1.2, Rosenbrock, Branin, Bohachevsky1, Booth, Michalewicz2, Michalewicz5, Bohachevsky2, Bohachevsky3, Goldstein Price, Perm and Langerman2 functions. The comparative results are obtained from Rao 8 . Table 6 presents experimental outcomes. It records the performances of some of the best algorithms in the literature. Out of the 17 benchmark functions considered, JA produced the best result since it was able to obtain optimal solutions in all test cases, except in f14 and f18, followed by ABC with 13 and TLBO with excellent results in 12 out of the 17 instances. TLBO did not do so well in f9, f11, f14, f18 and f22. ABO followed closely with excellent results in nine out the 17 instances, except in f3, f4, f10, f17, f18, f21, f22 and f23. PSO and GA did well too, obtaining optimum outcomes in eight instances each.
Conclusion
In this study we examined the application of ABO to solving global optimization benchmark functions. A number of experiments on different landscapes ranging from unimodal to multimodal, constrained to unconstrained, separable to non-separable functions were carried Table 6 . ABO with genetic algorithm, particle swarm optimization, artificial bee colony, teaching learning-based optimization and Jaya algorithms
