







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































 Lack of sensors and awareness from the robot towards its surroundings.   











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































𝐶𝑟𝑜𝑛𝑏𝑎𝑐ℎ 𝑎𝑙𝑝ℎ𝑎 ሺ∝ሻ ൌ 𝑁
ଶሺ𝐶𝑜𝑣തതതതതሻ
















SD Mean Variance Sample Size Number of 
items 











SD Mean Variance Sample Size Number of 
items 









SD Mean Variance Sample Size Number of 
items 
















SD Mean Variance Sample Size Number of 
items 



















Item Number Mean SD 
Q. 1 5.7 0.1 
Q. 2 5.7 1.2 
Q. 3 5.6 1.0 
Q. 4 6.1 1.1 
Q. 5 5.4 1.3 
Q. 6 (R) 5.4 0.9 
Q. 7 5.1 1.0 
Q. 8 5.7 1.0 
Q. 9 5.6 0.7 
Q. 10 5.1 1.4 
Q. 11 (R) 4.9 1.4 
Q. 12 6.3 1.2 
Q. 13 6.0 0.9 
Q. 14 5.5 0.6 
Q. 15 5.3 1.2 
Q. 16 5.3 1.1 
Q. 17 3.8 1.3 
Q. 18 4.0 1.4 
Q. 19 5.6 1.0 
Q. 20 5.5 1.4 
Q. 21 4.1 1.6 
Q. 22 4.6 1.7 
Q. 23 4.8 1.5 
Q. 24 4.9 1.6 
Q. 25 3.7 1.6 
Q. 26 3.8 1.6 
Q. 27 4.5 1.4 
Q. 28 4.2 1.6 
Q. 29 5.0 1.8 
Q. 30 5.5 1.6 
Q. 31 5.2 1.4 
Q. 32 4.0 1.6 
Q. 33 5.4 1.4 
Q. 34 5.6 1.4 
Q. 35 5.9 1.4 



































Item Number Correct Item‐total Correlation Cronbach’s Alpha if Deleted 
Q. 1 0.61 0.82 
Q. 2 0.49 0.82 
Q. 3 0.36 0.82 
Q. 4 0.26 0.82 
Q. 5 0.22 0.83 
Q. 6 0.07 0.83 
Q. 7 0.02 0.83 
Q. 8 0.25 0.82 
Q. 9 0.35 0.82 
Q. 10 0.18 0.83 
Q. 11 0.06 0.83 
Q. 12 0.31 0.82 
Q. 13 0.49 0.82 
Q. 14 0.21 0.83 
Q. 15 0.10 0.83 
Q. 16 0.53 0.82 
Q. 17 0.00 0.83 
Q. 18 0.17 0.83 
Q. 19 0.31 0.82 
Q. 20 0.33 0.82 
Q. 21 0.05 0.83 
Q. 22 0.33 0.82 
Q. 23 0.21 0.83 
Q. 24 0.55 0.81 
Q. 25 0.42 0.82 
Q. 26 0.38 0.82 
Q. 27 0.55 0.81 
Q. 28 0.70 0.81 
Q. 29 0.25 0.83 
Q. 30 0.27 0.82 
Q. 31 0.36 0.82 
Q. 32 0.06 0.83 
Q. 33 0.48 0.82 
Q. 34 0.67 0.81 
Q. 35 0.67 0.81 





































































SD Mean Variance Sample Size Number of 
items 



























    “I felt the robot was going to do what it was supposed to do” 
    (very unreliably – very reliably). 
    “The scanning, cutting and pushing seemed like they could be” 
    (highly reliable – highly unreliable). 
 Perceived robot motion 
 226 
    “The way the robot moved made me feel” 
    (highly uncomfortable – highly comfortable). 
    “The speed at which the robot performed its tasks made me feel” 
    (highly uncomfortable – highly comfortable). 
    “The robot moving in the expected way was” 
    (strongly concerning – strongly non‐concerning). 
     
 Perceived reliability of the information it is conveying to the design task 
    “I felt the information given by the robot was” 










    “By looking at the deformation of the material I could decide       
    my next move” 
    (strongly disagree – strongly agree). 
    “I believe the robot likes me” 
    (strongly disagree – strongly agree). 
 
 Perceived human safety 
    “I felt while interacting with the robot” 
    (very unsafe – very safe). 
    “I was comfortable the robot would not hurt me” 
 227 
    (strongly disagree – strongly agree). 
    “I trusted that to cooperate with the robot was” 
    (very unsafe – very safe). 







    “The complexity of the task made working with the robot” 
    (very uncomfortable – very comfortable). 
 Perceived interaction with the robot 
    “The task made interaction with the robot” 






















          “The robot helped me perform better on this task.” 
 The complete measure additionally includes the following individual, 
open question: 
      “How will you call the robot? (suggest a name).” 
 














“The robot and I improved our performance on this task over       
  time.” 







    “To what extent did you feel it was only your job to perform       
    well on the task?” (reverse scored). 
    “To what extent did you feel ownership of the task?” 
     
 Attribution of credit 
    “I am responsible for most things that we did well on the task” (reverse scored). 
    “The robot should get credit for most of what is accomplished       
    on this task.” 
    “The success of the task was largely due to the things I did”       
    (reverse scored). 
    “Our success was largely due to the things the robot did.” 
 
 Attribution of blame 






































































Year of Study Statistic df Sig 
2nd Year 0.98 17 0.92 















Levene Statistic df1 df2 Sig 


















Year of Study Mean SD 
2nd Year 177.5 16.0 









df Mean Square F Sig. 
Between 
Groups 
890.2 1 890.20 4.0 .06 
Within Groups 4945.5 22 224.8    




















































Year of Study Gender Statistic df Sig 
2nd Year Male 0.87 9 0.11 
  Female 0.94 8 0.63 
3rd Year Male 0.98 3 0.76 













Levene Statistic df1 df2 Sig 
















df Mean Square F Sig 
Year of Study * 
Gender 

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































robot idea think   designing like trust 
design with robot   doing think like 
weaknesses takes different   confusing tool model 
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Uncomfortable  Neutral  Comfortable  Highly 
Comfortable 
02. I felt the robot was going to do what it was supposed to do   




Uncomfortable  Neutral  Comfortable  Highly 
Comfortable 
04. I felt while interacting with the robot: 




Concerning  Neutral  Non‐concerning  Strongly Non‐
concerning 
06. I knew the scanning information from the robot would be 
Highly Inaccurate  Inaccurate  Neutral  Accurate  Highly Accurate 
07. The information from the scanning was useful for my downstream design decisions 
Very Unhelpful  Unhelpful  Neutral  Helpful  Very Helpful 
08. By looking at the deformation of the material I could decide my next move 
Strongly Disagree  Disagree  Neutral  Agree  Strongly Agree 
09. I felt the information given by the robot was 




Intimidating  Neutral  Encouraging  Highly 
Encouraging 
11. The robot cutting and pushing tools seemed 
Highly Unreliable  Unreliable  Neutral  Reliable  Highly Reliable 
12. I was comfortable the robot would not hurt me 





Very Unsafe  Unsafe  Neutral  Safe  Very Safe 
14. The scanning, cutting and pushing (robot actions) seemed like they could be 
Highly Unreliable  Unreliable  Neutral  Reliable  Highly Reliable 
15. If I had more experiences with other robots, I would feel about this task 





Uncomfortable  Neutral  Comfortable  Very Comfortable 
17. If the task was more complicated and I had to work with the robot I might have felt 
Highly Concerned  Concerned  Neutral  Unconcerned  Highly 
Unconcerned 
18. I might not have been able to work with the robot had the task been more complex 
Strongly Disagree  Disagree  Neutral  Agree  Strongly Agree 
19. The task made interaction with the robot 
Very Easy  Easy  Neutral  Complex  Very Complex 
20. I believe the robot likes me 




21. To what extent does  the  robot have  characteristics  that  you would expect  from a human 
partner doing the same tasks 
 















































































































































o Did  you  feel  you  could  rely  on  the  robot  to  perform  his  tasks‐  cutting,  pushing  and 
scanning‐ safely? 
 





































































feedback  to  add  into  your  formation process.  You will  also be asked  to provide  comments  about  the 
questions asked and share your experiences during the process. Also, your behaviour during the design, 
fabrication  and  feedback  process  will  be  studied  to  see  how  you  interact  and  relate  to  the  robotic 
manipulator and its influence on your design process. 


























        Bute Building, King Edward VII Avenue 








12. What  type of  information will  be  sought  from me and why  is  the  collection of  this  information 
relevant to achieving the research project’s objectives?   




























        Bute Building, King Edward VII Avenue 






























I  confirm  that  I  have  read  and  understand  the  information 
sheet  dated  _________________  explaining  the  above 
research project   




























________________________    ________________  ____________________   























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































intentions  in  2d  and  3d.  More  detailed  models  to  present  and  explain  the  project  to  the  spectator 
(professors or clients). 
A: Is it common for you to make physical models of your projects? 








































































































































































































































































































































Nothing  is  translated  from one  to  the other since action “is  simply  carried  through  them”.  If an actor 
makes no difference it’s not an actor. A bad written account simply transports causalities through mere 

































































with  the  research  proposal,  research  participant  information  sheet  and  questionnaires.  All  of  these 
documents are submitted to start the university ethical approval process with Katrina Lewis.   
04.10.16 





First  emails  from  interested  participants  started  to  arrive  this  morning.  An  afternoon  session  was 
proposed for the 12.10 with the aim of having all participants by then. The session will happen in the robot 















forms.  I  decide  to  keep  the  groups  in  which  they  came  for  the  first  two  sessions when  they will  be 
introduced to the more general software workflow and robotic interface. Participants that come on their 
































































































































Participant  CS2‐006  (Jac)  contacts  me  during  a  trip  to  the  café  in  Bute,  he  is  making  his  curves  in 
grasshopper and importing them to Maya for the simulation. The curves are not working. We meet inside 
the robot room where he brings his laptop and we fix the problem.    The problem is due to curve history 
and off‐centred pivot as  they are coming  from rhino.  I  show him how to  fix  these two  issues and the 
workflow is running again.   









































of  the  digital  design  process  takes  place  using  the  screen  as  with  the  other  groups  of  participants. 
Questions during this part are mainly involving technical issues and where to find things. Participants are 





Participants  CS2‐002  (Nik),  CS2‐004  (Epa),  CS2‐005  (Sim)  and  CS2‐006  (Jac)  arrive  for  second  session 
(recorded). Intention: to start creating a relationship between the human and non‐human actors involved 
in this research. Human actors are introduced to their non‐human partner (how to code him and all his 















Participant  CS2‐006  (Jac)  is  very  outspoken  and  volunteers  to  do  a  program  but  ended  up  doing 
movements with very little variation between them. Was taking his own pictures during the experience 
and more concerned with the digital workflow. When manually recording his path, he leaned to see if the 






place next  to  the  cage  or went  anywhere near  the  robot.  A  very outspoken  participant. None of  the 






joints  to  reach  each  point  and  purposefully  looking  for  creating  situations  of  twisting  and  contortion 
between joints at each position.     
Conversation  end  with  questions  regarding  the  7th  axis  and  its  influence  in  the  robot  behaviour. 
Participants were interested in knowing how the 7th axis works and were it is positioned in relation to the 

















































































































the workflow  into  the PowerPoint  that  previously were  taken  for  granted,  instructions become more 
specific regarding which menu to click and were to find it.   
Participant CS2‐019 (Anas) wants to test options and not only do one piece, she is encouraged to do it but 





































Point  (TCP)  is  referred and how  this will  be  a  common work whenever  they work with  robots  as  the 




coordinates of  their orientation sent  to Alice, when  the simulation  is  run  they can see how the  robot 
approaches  them  with  the  tool  following  the  specified  orientation.  A  physical  demonstration  going 



























































group  doesn’t  have  questions  regarding  the  robot  operations,  vectors  or  different  ways  of  robot 
movements.  They  are  interested  in  the  process  and  most  their  questions  are  geared  towards  the 
constraints  of  the design  system,  space between  joints,  connections  and  how  they  affect  the pop‐up 
outcome. They also enquiry about the material properties. Participant CS2‐011 (Mar) express that she 
feels braindead after the robot explanation and before moving to the PGR meeting room for the digital 






















that  they  start  to  ask  questions  regarding  the  kinematics  and  how  can  the  robot  feel  and  sense  its 
environment  as  well  as  the  material  properties  rather  than  only  technical  questions  regarding  the 
software.   

























the  robot  to  test  approaching  them.  Participants  don’t  like  neither  feel  comfortable  with  the  teach 
pendant. I explain the difference between online and offline programming to discuss the importance of 
the use of the teach pendant for more general robot tasks and applications. The discussion includes why 




































Day making wooden  frames  (actants)  for  the  concrete  to hang. This  includes  cutting  the wood  to  an 
























of  each  locator  (12  numbers  in  total).  This  information  can  then  be  fed  to  the  robot  purpose made 




(for  point  cloud  translation  purposes)  and  proceed  to  deform  it,  scan  it  and  compare  between 
digital/physical as well as the different states of the physical model using the processing and grasshopper 
definitions (actants).   















































































button  and  the  panic  button.  After  these,  the  different  jogging  modes  are  explained  and  how  the 
reference frames change depending which one is used. The axis mode is simple, for the base and tool 
mode participants are asked  to  look at  the end effector which  is positioned  in a 35‐degree angle and 
rotated upwards so that the difference can become obvious. Participants are invited to jog the robot after 
and test the different modes. 

















The  first  group  with  participants  CS2‐017  (Jan)  and  CS2‐027  (Alex)  starts.  The  session  starts  with  a 
discussion of their curves generation which are causing the software to crash. We check the problem and 















































































































































































are  teaching  the  robot  the  final  positions  it  could  be  considered  IK,  the  robot  with  its  proprietary 
algorithms and integrated kinematic solver  is figuring out all the rotations to reach the points that we 













































can  warranty  that  more  participants  complete  the  task,  I  am  concerned  on  how  will  it  affect  their 
involvement and sense of ownership over the design. In setting out the experiment I thought that design 
ownership was crucial, so that when they are doing the feedback loop, they are aiming to achieve their 






















A group of  arrives  for  their  robot  training with  participants  CS2‐009  (Vel),  CS2‐012  (Ele)  and CS2‐019 
(Anas).  Participant  CS2‐007  (Chen)  generally  training with  this  group  is moved  to  another  day  due  to 
design studio commitments 




































more  intuitive. He  records  an  interesting path  reaching  the  ‘targets’  in weird  tool  angles  and moving 
outside of the table for extra points with the robot going around the room. 





overwhelmed by the curve generation and simulation so we spend the  time going  through  the digital 
workflow and I help them to generate their paths. Participants seem happy with their curves and resultant 


























































































topic of his  interest and  that he  is writing an essay on. Conversation keeps going with  the  researcher 
providing examples of robots using traditional materials but adding something new through innovative 
geometries, or the way they manipulate the material such as the brick winery by Gramazzio and Kohler 


























































































































the  interview  and  the  questionnaire.  The  participant  leaves  after  completing  the  exercise.  She  only 
performs  two  scans and does a  lot of pushing and massaging always  jogging  the  robot manually.  She 
describes  her  experience  as  fun.  The  exercise  takes  around  2  hours,  2  scans  and  CS2‐003  (Val)didn’t 
considered any of the feedback offered by the robot in the actions after the scanning step.   
16.30   













would have gone, but doing  it by himself. He  takes on‐board  the  suggestion about  rotating A6 and  is 
massaging the geometry all along as well as pushing. The computer is showing that points in the left area 































































than  the  previous  participant  and  wants  to  perform  the  first  scan  to  see  how  the  shape  looks  in 
comparison to his simulation. He is also very much in love with the shape he designed. The participant 
performs an initial scan and decides he wants to push and massage manually jogging the robot. We do 

















































































































The  3  participants  on  this  batch  did  3  scans  while  deforming  their  shape  comparing  between  initial 





interesting  for  them.  They  mention  that  the  continuous  scanning  helped  them  understand  how  the 
material was deforming. 
These  students are  from a year higher  than all  the previous ones  that have done  the exercise  so  far. 































































of  the  pushing  on  the  peripheral  area.  This  participant  does  5  scans,  which  is  more  than  any  other 
participant has done so far and is continuously asking to see them in different colours before doing the 
pushing. It seems that they are informing his further design decisions.    5 scans total 









the  feedback or at  least use  it more/  influences more  their  thinking. 2nd year participants so  far have 
scanned  once,  third  year  2  or  3  times,  postgrad  participants  4  times.  This  might  be  due  to  younger 
participants being more about having fun with the robot or more keen on just following their intuition to 
deform whereas more  experienced  participants  are  interested  in  knowing  and understanding what  is 
happening  to  the  material  or  how  it  is  deforming  before  doing  more  moves?  Additionally,  older 
participants are asking if they can redo the design now that they experienced how the material performs. 
Based on observations so far it would be recommended not to introduce robotic arms until 3rd year to 





































































asked  for a design  to be made  for  them.  I  showed  them the  four designs with  the sets of curves and 
resultant digital simulation and assign one to each. CS2‐028 (An) gets the ‘cycle seat’ (elongated and 1D 
scaled  version  of  avocado),  CS2‐013  (Nad)  the  diamond  (CS2‐006  (Jac)  shape  but  scaled  and  inside  a 
rectangle), CS2‐016 (Mic) a modified version of CS2‐001 (Char) shell inside a rectangle and CS2‐014 (Iv) an 
elongated designed shape for him.   

























































participant  hanged  the  cloth  in  the  frame  the  other way  around,  the  frame  is  slightly  shorter  in  one 
direction and is designed to be used with the 30x40 face up. The height is calibrated in the grasshopper 
definition and after 2 tests the code is sent to the robot.    A second scan is made which shows the shape 
very  close  to  its  digital  simulation and  the  robot only  suggests  20 points  for pushing.  The participant 
decides to do a manual push of this points during which the fabric rips towards one end of the shape he 
keeps  pushing  but  decides  not  to  do  any  further  scans.  The  participant  does  a  total  of  2  scans,  one 














































Z‐values  are  checked  and  replaced  in  excel  to  ensure  they  are  all  the  same  before  exporting  the 
coordinates to generate the robotic path.   















































































pendant  to  the  participant  in  case  she  wants  to  do  some  manual  jogging  but  she  seems  rather 
uncomfortable in using the robot, tries to jog it but gives up after 5 minutes and says she is happy with 
the shape. This participant seemed in a hurry to finish the task, didn’t come anywhere near the robot even 




















close to the digital model. The participant  is engaged  looking at  the comparison and asking about the 
rhino  geometry  and  how we  generate  the data  to  compare  both point  clouds.  CS2‐020  (Soo)  finds  it 
surprising how both shapes ‐physical and digital‐ are very similar, and only few points need to be pushed, 





experience  the  full workflow. We prepare the code and send to the robot but she decides  to run  the 
program manually in teaching mode. This takes a long time. After finishing the program, we take another 
scan  which  shows  no  more  points  above  the  digital  shape  hence  no  program  from  the  robot.  The 


























be  related  to  their design year and more of a personal matter.  Some students  lean naturally  towards 
digital processes which make them interested in seeing the computer and the machine gain agency.   
Wassim suggest  looking at clustering algorithms for data analysis and to  ignore the extremes as some 





























pattern  of  this  nature won’t  deform due  to  the  huge  concrete  losses.  He  agrees  to  do  the  prepared 
pentagon pattern  instead. The pattern of CS2‐017 (Jan) will have a similar problem  in some  identified 
areas where  the curves are very small. This was discussed with her previously and she didn’t want  to 


















































































she  realises  that  the  cuts  are being done  by quadrants  rather  than  in  a  sequential  clockwise or  anti‐


































the  shell  and  leave  it  to dry. 2  scans, 1  round of auto‐pushing  (outside  the  cage), 1  round of manual 
pushing. 
CS2‐007 (Chen) is the next one. His shell is also based in a square pattern and hence straight lines. Distance 
between cuts in some of the quadrants  is very  little so the shell  is hanging a lot. We do an initial scan 
which shows that the physical model is  lower than the simulation. We generate the robot code as the 
participant  is  interested  in  the  grasshopper  workflow  which  is  explained  to  him  step  by  step.  His 
simulation is very shallow so when we run the code the robot is not going low enough to touch the actual 
physical model. He runs the code and sees how does it work, also how there is a rotation and a lift after 








































































































































































































































































































































































































































































































































































































































6. Materiality  as  defined  by  Antoine  Picon  doesn’t  refer  to  the  material  or  matter  but  to  the 
relationship that humans form with materials and matter. Materiality is a co‐construct between 

































































































































































             
Data Analysis and Validation 
The evaluation of the training process is performed through a validation data set of 10 images ‐ 5 pairs 
of plunging and resultant condition‐ which were reserved unseen to the network and used to test its 
prediction rate. From this dataset four predictions from the trained neural network resulted correct and 
corresponding to the results from the dataset.   
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Finally, two physical tests were performed with new pieces of concrete cloth. These pieces had the same 
pattern from the training data set cut by the robot. They were deformed using 120 randomly generated 
x, y, z positions and a scan was taken. This initial condition scan was then paired with their 
corresponding randomly generated x, y, z plunging position for the sphere (Figure N‐7). The results were 
scanned to be compared with the predictions of the trained neural network. In both cases, the trained 
network, successfully predicted the resultant concrete shape, including the deformation after plunging 
when the concrete springs back to place, within a 5mm range (Figure N‐8 and N‐9).   
Figure N‐0‐7 Physical test performed for data validation. Input image of a cloth existing condition with an 
overlap of the proposed plunging position. 
 
Figure N‐0‐8 Comparison between the neural network predicted result (blue) and the actual result after 
performing the plunge and scanning (red). Top, centre and bottom.   
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Figure N‐0‐9 Top and Bottom: Images of validation shell (flipped 180 degrees after formation process) 
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Conclusion and Future Scope 
Deep learning research in robotics has been geared towards automation of human. In this section, the 
proposal is to use u‐net convolutional neural networks as a tool to couple material deformation with 
robotic motion to enable the robot to become a collaborator or advisor to the designer through the 
design process. The robot, in this scenario, can offer resultant geometries given different plunging 
positions for the designer to choose before proceeding. The robot, enabled by its computational power 
offers a bigger picture of possibilities for the designer to choose at each iteration.    The robot through 
the material acquires agency becoming a co‐designer in the design process rather than remaining as a 
final fabrication machine. 
The research presented in this section shows that deep learning can be used as a successful tool to 
merge material deformation with robotic fabrication. This research also illustrates that machine learning 
can be an efficient tool to predict material deformations for non‐linear materials where the physics are 
not known. The trained neural network    demonstrated the feasibility of capturing tacit material 
knowledge into a robotic system, i.e. the trained system successfully addresses changes in the material 
such as the bouncing back of the concrete after a plunge and hydrating iteration. It is important to note 
that the depth of the plunge is not equal to the depth of the deformed cloth as the fabric will bounce 
back and local deformations have implications in the overall cloth. The neural network evolves new 
material possibilities as the design and fabrication process unfolds by learning to form the new results at 
each iteration. However, there are fundamental differences between the input ‐ output learnings of 
geometric deformations that deep‐learning models do, and the way humans think an learn. The 
participants on this exercise could understand the potential deformations of the cloth and the impact of 
the initial design pattern as well as of the robot plunging positions from embodied experience instead of 
having to be presented with explicit training examples.   
Two divergent trajectories are foreseen as a next step for this section in which different strategies are 
applied to the use of machine learning for the design process:   
1) Further develop and utilise the current network data set to find the best set of parameters for a 
physics engine driving the simulation of the resultant concrete shapes. In this scenario, data will be 
collected from the simulation stage to record which parameters are driving each formation. The 
parameters from the physics solver will then be pushed through the network. The current data of real 
material deformations will also be pushed through the said network as examples of different inputs and 
their resultant deformations. The aim is for the neural network to learn which parameters of the physics 
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solver can be used to approximate the concrete deformation better. The rationale is that it will be faster 
for a designer to predict a deformation using a physics solver than going through the neural network 
prediction workflow.   
2) Develop a more intuitive interface that could be used by non‐expert users during the material 
formation process. This platform would integrate design intention and goal with the material 
explorations ‐ mediated by the robot‐. The proposed interface would also allow the designer access to 
different layers of information, besides the resultant deformation, i.e. FEA analysis of the potential 
deformation for different plunges in specific coordinates. This will allow the designer to make informed 
decisions relative to different material and structural variables throughout the material formation 
process. TensoRt is being explored as the platform for such interface as it allows ease of access to the 
trained neural network. In this scenario, a scan of the existent, deformed concrete shape can be taken, 
uploaded to Tensors and intuitively pushed through the trained network to get the resultant 
deformation in a user‐friendly way. The developed platform would then be tested with different users to 
understand how the robot can become a partner in the design process. 
On the current state of the research machine learning was used as a tool to link the material behaviour 
with the robot motion so that the robot can have enough information at each iteration to inform the 
participant. The human and the robot can become creative partners where they support each other. 
However, it is important to consider that the design process is a creative task. Creativity is a value that 
humans add to things (I.e. robots would not have a sense of what is creative). The machine might be 
doing a ‘creative’ novel move but it won’t know nor care that it is solving the problem in a particular 
creative way. HIRC in the design task requires from a joint effort between the man and the machine.     
 
 
 
 
 
 
 
 
