The theory of conjugate points in the calculus of variations is reconsidered with a perspective emphasizing the connection to finite-dimensional optimization. The object of central importance is the spectrum of the second-variation operator, analogous to the eigenvalues of the Hessian matrix in finite dimensions. With a few basic properties of this spectrum, one can gain a new perspective on the classic result that "stability requires the lack of conjugate points". Furthermore, we show how the spectral perspective allows the extension of the conjugate point approach to variants of the classic problems in the literature, such as problems with Neumann-Neumann boundary conditions.
Introduction
The calculus of variations is concerned with optimization problems in infinite dimensions, in which the domain is a set of functions rather than R n . The classic problem is to minimize a functional of the form
where y ranges over a given subset of a function space that includes boundary conditions pertinent to the physical problem. The central result in the calculus of variations is that any local minimizer of J must satisfy the Euler-Lagrange differential equation:
(we subscript by y or y to denote partial differentiation). Eq. (2) is the analogue of the familiar condition ∇J = 0 from finite-dimensional optimization, in which the goal is to minimize the function J(x) where x ranges over R n . Indeed, the left-hand side of Eq. (2) is sometimes called the variational derivative δJ/δy of J, and Eq. (2) can be derived [6] by discretizing the integral in Eq. (1) using intervals of width ∆s and then taking ∆s → 0 (although this is not the usual proof of Eq. (2)).
In the finite-dimensional case, we next proceed to a "second-derivative test". Given a solution x 0 to ∇J = 0, we Taylor-expand J about x 0 :
where H J ≡ d 2 J/dx 2 is the Hessian matrix of second derivatives of J, and the first-order term of the Taylor expansion vanishes because ∇J(x 0 ) = 0. The second-derivative test says that a sufficient condition for x 0 to be a local minimizer of J is that H J be positive-definite at x 0 , i.e., (∆x) T H J (x 0 )∆x > 0 for all ∆x ∈ R n . From a standard result in linear algebra, we can rephrase this: if the eigenvalues of H J (x 0 ) are all positive, then x 0 is a local minimizer of J.
In the calculus of variations, too, the usual approach is also to consider the second-order term in the expansion of J about a solution y 0 of the Euler-Lagrange equations:
F yy (h(s)) 2 + 2F yy h(s)h (s) + F y y (h (s)) 2 ds,
where F yy , F yy and F y y are evaluated at (s, y 0 (s), y 0 (s)). The expression δ 2 J is usually called the second variation. Its argument h is the analogue of the variation ∆x in the finite-dimensional case, and is usually called an "allowed variation" (see Sec. 2).
However, once the second variation has appeared on stage, the most common presentation of the calculus of variations seems to diverge from what we expect from our finite-dimensional experience. The typical sufficient condition for a local minimum involves two conditions: the (strengthened) Legendre condition (F y y > 0) and the Jacobi condition (the absence of "conjugate points").
The role of the Legendre condition can be related fairly easily to the finite-dimensional theory. If F y y < 0 at any point s, then by constructing a "bump" function h concentrated near s, and noting that δ 2 J[h] is then dominated by the F y y term, which is negative, we can conclude that δ 2 J is not positive definite and y 0 (s) is not a local minimizer of J (see, e.g., [3, p. 215] ).
Surely, we feel, the idea of conjugate points must similarly be analogous to some piece of the finite-dimensional theory, but in the standard presentation, it is not clear how. Here is a typical definition, paraphrased from [11, §3.6] , for the case that the boundary conditions on the original problem are Dirichlet (y(a) = y a , y(b) = y b ): A conjugate point is a value σ between a and b so that the following equation has a solution h (other than h ≡ 0):
It is not apparent how this definition relates to the eigenvalues that play a central role in the finite-dimensional theory. Our goal is present a formulation of conjugate points that makes the connection to eigenvalues more apparent. Furthermore, we will show how this formulation indicates the appropriate definition of conjugate point when the problem is changed from the classic problem just presented. Those interested in further exploring this connection between the calculus of variations and finite-dimensional optimization may be interested in the discussion in [6, §30] , where δ 2 J is discretized using intervals of width ∆s and a condition for its positive-definiteness is shown to converge to the Jacobi condition when ∆s → 0. In contrast, we will explore the analogy to the finite-dimensional problem while remaining in the infinite-dimensional setting (i.e., we will not discretize δ 2 J), and we will also seek to extend the analogy from the special case of all positive eigenvalues to a more general connection between the spectrum of the Hessian matrix and the spectrum of an appropriate second-variation operator.
The operator view of the second variation
First, let us fill in some fundamental details of the theory sketched in Sec. 1. We seek a function y that will be a local minimum of the functional in Eq. (1) . For technical reasons, we assume that the integrand F is C 3 in its arguments. In order to define a local minimum, we must choose an underlying function space and associated norm. We will choose the function space Many problems of interest involve boundary conditions imposed on the function y, so that the domain of J is a subset of C 1 ([a, b]). We will begin by assuming Dirichlet boundary conditions y(a) = y a and y(b) = y b ; in Sec. 6, we adapt the theory to Neumann boundary conditions.
In order to determine whether a particular function y is a local minimum, we investigate the behavior of J in a small neighborhood of y, by considering allowed variations. These are simply functions h for which y + h obeys the same conditions required of y itself.
† Thus, in terms of smoothness, we require h ∈ C 1 ([a, b]), and in order to respect the Dirichlet boundary conditions on y, we require h(a) = h(b) = 0.
To investigate a small neighborhood around y, we introduce a small parameter > 0, and consider J[y + h], i.e., we replace y by y + h and y by y + h in Eq. (1). We then perform a Taylor expansion, and collect terms of like order in , calling the first-order term δJ[h] and the second-order term δ 2 J[h]. By straightforward analogy with the finite-dimensional problem, we would think that y will be a local minimum if δJ = 0 and δ 2 J is positive definite. There is a little infinite-dimensional subtlety here, but this is basically true (we actually need a somewhat stronger condition than positive definiteness, namely
], but as we will shall see, for many problems the spectrum of δ 2 J is discrete and the stronger condition follows from positive definiteness). † Really, we are concerned with y + h for infinitesimal > 0, but the two notions are equivalent in the current setting. In other settings, e.g., if we had an isoperimetric constraint, this distinction would be crucial.
The first-order term in the Taylor expansion takes the form
Integrating F y h by parts, we find that
and since this must be zero for all allowed h, we arrive at the Euler-Lagrange equation in Eq.
(2), as can be seen in any calculus of variations text, e.g., [5, 6, 11] . Similarly, the second-order term in the Taylor expansion gives the form for δ 2 J found in Eq. (4). Here is where our story diverges from the traditional approach. We claim that the form of δ 2 J in Eq. (4) is not ideal for making the analogy to the finite-dimensional case. Instead, we rewrite δ 2 J as:
and integrate F yy hh + F y y (h ) 2 = (F yy h + F y y h )h by parts to find:
where , is the L 2 inner product f, g = b a
f (s)g(s)ds and S is the second-variation operator:
This operator S is the natural analogue of the Hessian matrix H J : in the Taylor expansion of J[y + h], the second-order term is 1 2 h, Sh , just as in the finite-dimensional case, the Taylor expansion in Eq. (3) has second-order term 1 2
(∆x)
T H J ∆x, which can be rewritten as 1 2 ∆x, H J ∆x , using the standard inner product in R n , u, v = u T v. Here we should inject a technical comment. In our initial setup, we chose an underlying function space that required one continuous derivative, and yet our second-variation operator S involves second derivatives. Thus, in our subsequent analysis, we will be considering variations h in the space
Since this space is dense in the space of all allowed variations (which only require one derivative), it will be sufficient to show that δ 2 J is positive definite on D([a, b]) in order to show that y is a local minimum.
Having defined S, we reach our first payoff: a more natural definition of conjugate point in terms of the eigenvalues of S. As usual, we say ρ is an eigenvalue of S on D if there exists a nonzero h ∈ D such that Sh = ρh. More explicitly, σ is a conjugate point if we can find a solution to
other than the obvious solution that h is the zero function. If we write out Sh explicitly, we recover Eq. (5). Thus, we have developed a definition of conjugate point that is consistent with the classic theory, but whose significance is more apparent, and which will be more easily transferred to other problems.
Finally, let us draw another satisfying parallel between the Hessian matrix and the secondvariation operator. We know that the Hessian matrix H J is symmetric, i.e., (H J ) T = H J . We can show that S is also symmetric, although what "symmetry" should mean in infinite dimensions is at first a bit mysterious, since the notion of the transpose of an operator is not obvious.
Take any pair of n-vectors u and v and an n-by-n square matrix M and consider u, Mv = u T Mv. This is a scalar, and hence it equals its own transpose:
By the properties of transposes, this means v
, and the derivation above shows that v, Mu = u, Mv for all u, v.
On the other hand, if we had some matrix M so that v, Mu = u, Mv for all u, v, then we could reverse the steps above to show that u T M T v = u T Mv for all u, v, and this then would imply that u T (M T −M)v = 0 for all u, v. From this, we can easily prove that M T = M, by choosing u = e i and v = e j for arbitrary i, j, and thereby finding that [M T − M] ij = 0 for all i, j, thereby proving that M T − M = 0. Thus, we have proven that M is a symmetric matrix if and only if v, Mu = u, Mv for all u, v. This is the inspiration for the definition of symmetry of an operator: Definition 2. We say that an operator S : X → X is symmetric on some inner product space X (with inner product , ) if g, Sf = f, Sg for all f, g ∈ X.
We can verify that our second-variation operator S is symmetric by a few integrations by parts. Obtaining this symmetry was the reason for the artificial-looking split of the term 2F yy hh into two equal pieces in our derivation of S. Why do we care? As we will see in the next section, this symmetry gives a particularly nice structure to the spectrum of S, since, just as in matrix theory, symmetric operators have special spectral properties. In the end, this spectrum is what determines whether our solution y is a local minimum.
3 The spectrum of S How does our definition of conjugate point help us determine whether a given solution y 0 to the Euler-Lagrange equation (plus boundary conditions) is a local minimum of J? As we have seen, we would like to determine whether δ 2 J is positive definite, i.e., whether h,
In the finite-dimensional case, we know that ∆x, H J ∆x > 0 for all ∆x = 0 exactly when the eigenvalues of H J are all positive. In the end, this will be our criterion as well: y 0 will be a local minimum of J if all the eigenvalues of S are positive. However, in infinite dimensions, there is a bit to worry about here.
To start, it's not even clear that S will have eigenvalues. In finite dimensions, we know that the matrix H J is a linear operator from the vector space R n to itself. The operator S is also a linear operator, but its domain and range do not match: we set its domain as D([a, b]) in order to have the second derivatives in S make sense, but there is certainly no reason for a function in the range of S to have two continuous derivatives, nor for it to vanish at s = a, b.
, the space of square-integrable functions on [a, b]. Given this mismatch, is the eigenvalue problem even sensible? Fortunately, it is. The saving grace is that S is self-adjoint (a technical extension of the symmetry of S that we have already mentioned) with a domain
We will take advantage of a powerful spectral theory for operators of this type.
One last technical comment: this spectral theory involves the L 2 -norm
This may be a little jarring, since we chose the C 1 norm · to define what constitutes a local minimum of J. There is not, in fact, a conflict here: the choice of the C 1 norm for defining the optimization problem led naturally to our need to understand the definiteness (or lack thereof) of S, and now we use the L 2 norm merely as a means to answer that question, since we have at our disposal a powerful theory of operators defined on a dense subset of L 2 ([a, b]). In general, the spectrum of an infinite-dimensional operator can contain more than just eigenvalues, and general results about positive definiteness are subtle. However, if F y y > 0 (here is the role of the Legendre strengthened condition), then S is a Sturm-Liouville operator [10] , and its spectrum consists of only a discrete increasing set of eigenvalues: Solutions with index zero are local minima. Higher-index solutions can be visualized by analogy with the finite-dimensional case, e.g., solutions with index one are "saddle points" where the graph of J has one downward-pointing direction. We emphasize that these two properties must be established for each particular problem in question. We will see in Ch. 5 that they do hold for the standard functional (1) with Dirichlet boundary conditions if the Legendre condition L y y > 0 is true. However, for more general functionals, or different boundary conditions, the properties must be established anew (and, as we will see in Ch. 6, they may fail, necessitating a revised conjugate point theory).
Given Properties 1 and 2, we can show:
The index of y 0 equals the number of conjugate points σ in (a, b).
The reasoning behind Proposition 1 is as follows: if the inborn eigenvalues are all positive and then decrease with σ, and if conjugate points record when eigenvalues hit zero, then logically the number of negative eigenvalues when σ = b must equal the number of conjugate points σ ∈ (a, b). In particular, we can only have all positive eigenvalues at σ = b if there are no conjugate points (the classic Jacobi condition).
To be sure, a full proof of Proposition 1 requires more careful analysis, e.g., on the question of the continuous dependence of the eigenvalues on σ, and worrying about the possibility of multiple zero eigenvalues, but this common-sense argument is a satisfying introduction to the idea of conjugate points.
A Fundamental Example
Before consider why Properties 1 and 2 are true for the Dirichlet problem, let us consider an example. Consider an elastic rod confined to a plane, with one end held at the origin, and with a mass m placed at the other end, as shown in Fig. 1 . Assume the rod is inextensible (it can neither stretch nor compress), so it has a fixed arclength, and assume for simplicity that the total arclength is one. We impose "clamped" boundary conditions that the tangent vector to the rod must be vertical at each end. Parametrize the rod by arclength s, and let θ(s) be the (clockwise) angle from the positive y-axis to the rod's tangent vector at arclength s. The position (x(s), y(s)) of the rod can be determined from θ because inextensibility implies that (x (s), y (s)) = (sin θ(s), cos θ(s)), and so (x(s), y(s)) = s 0 (sin θ(τ ), cos θ(τ ))dτ . Thus, θ describes a rod configuration completely. We use a simple model for the total energy of this system:
+ mg cos θ ds.
The first term models the bending energy of the rod: at each s, θ (s) is the local rate of bending in the rod, and we assume a quadratic energy in this bending rate, weighted by a stiffness parameter K. The second term is the gravitational potential energy of the mass m, since mg may be pulled outside of the integral and 1 0 cos θds = y(1). If we divide E by K (i.e., express energy in units of K), and define λ ≡ mg/K, we find:
Our goal is to study the equilibria of this functional as the parameter λ is varied (or, equivalently, as the mass m is varied). If we assume that the amount of bending is small, and therefore replace cos θ by the first two terms of its Taylor expansion, we arrive at an alternative small-angle energy functional:
which is useful for illustration since we can compute the eigenvalues of the associated operator S in closed form. The index of each solution in Fig. 2 is represented by grayscale, and comes from the following analysis. The second variation operator is:
The eigenvalue equation Sh = ρh simplifies to h = −(λ + ρ)h or h + (λ + ρ)h = 0, whose solutions are familiar from standard 2nd-order ODE theory:
In order for ρ to be an eigenvalue of S on D([0, σ]), these solutions must satisfy h(0) = h(σ) = 0. It can be easily shown that neither the ρ + λ < 0 nor the ρ + λ = 0 solution can satisfy these two conditions (except in the trivial case A = B = 0). In the remaining case, the condition h(0) = 0 implies that A = 0, and then the condition h(σ) = 0 implies that sin(σ √ ρ + λ) = 0, which implies that
The validity of both Properties 1 and 2 are now clear for this example, since, for all λ, all eigenvalues ρ > 0 for σ sufficiently close to a = 0, and ρ is clearly decreasing in σ. We note further that, even though λ ≥ 0 for our particular example, these two conclusions would still hold even if λ < 0.
Furthermore, setting σ = 1, these formulas allow us to find the index of a
In terms of the buckling of the rod, we imagine we start with a small mass m ≈ 0, and so the unbuckled solution θ ≡ 0 has index zero, and hence is stable (it is a local minimizer of the energy). When the mass reaches a critical value m = Kπ 2 /g, then the unbuckled solution becomes unstable (it has index one), and so the rod will instead switch to the first buckled branch of solutions, the vertical branch at λ = π 2 . We note that this problem is, in a sense, degenerate, in that S has a zero eigenvalue for all the buckled solutions, so the λ = π 2 solutions are only "marginally stable". In addition, it seems unphysical for all solutions B sin(πs) to be stable for λ = π 2 . This awkwardness comes from our simplification of cos θ to 1 − θ 2 /2 in order to get closed-form solutions. If we use the full energy functional in Eq. (7), we get the diagram in Fig. 3 , which is much like the diagram in Fig. 2 except the vertical branches now bend slightly and S only has zero eigenvalues at the "bifurcation points" where the curved branches meet the horizontal branch. (Fig. 3 includes sample rod configurations on the first two branches of buckled solutions; this was not possible in Fig. 2 because replacing cos θ by 1 − θ 2 /2 implied the loss of the ability to determine x, y from θ).
Making Fig. 3 involved the computation of a numerical solution of the Euler-Lagrange equation for J (plus boundary conditions). This could be done by a variety of methods, including shooting or finite differences. Here, we used a parameter continuation package AUTO97 [4] (http://indy.cs.concordia.ca/auto) that is specialized for solving boundary value problems such as this one, including the ability to detect bifurcation points and follow bifurcating branches.
Analysis of the eigenvalues of S
Since we are considering σ asymptotically close to a, we expand A, B, C in Taylor series about a and consider just the zeroth order term, e.g., A(s) ≈ A(a). Then, the zeroth order terms in the eigenvalue equation Sh = ρh become:
which simplifies to:
If we assume the Legendre strengthened condition holds, then A(a) > 0, and we divide both sides by it, and rearrange to find:
This is the differential equation from our analysis of the second variation in Sec. 4, with −C(a)/A(a) playing the role of λ, and ρ/A(a) playing the role of ρ. In Sec. 4, we showed that, for any λ, the eigenvalues ρ were all positive for σ ≈ a. Thus, in this case we have ρ/A(a) > 0 for all eigenvalues ρ, or, since A(a) > 0, ρ > 0 for all eigenvalues ρ. The proof of Property 2 relies on some more machinery: a variational expression for the eigenvalues. From linear algebra, we know that the smallest eigenvalue ρ 1 of a symmetric matrix M is the minimal value of v, Mv over all unit vectors v ∈ R n . Similarly, the second smallest eigenvalue ρ 2 is the minimal value of v, Mv over all unit vectors v orthogonal to the first eigenvector, etc. (see, e.g., [7] , p. 468 for the "max" version of this property). The same characterization is available in infinite dimensions, at least when the spectrum consists of an increasing sequence of eigenvalues as we have here [12] .
Specifically, let ρ i (σ) denote the ith smallest eigenvalue of S on D([a, σ]), and h i (s; σ) the corresponding eigenfunction normalized to be unit-length ( h i 2 = 1). We define a sequence of spaces: h, Sh .
The basic idea for the proof of Property 2 is then as follows. Consider σ 1 < σ 2 and define
i.e., j i is constructed by appending a zero function to the eigenfunction h i on [a, σ 1 ]. Now choose a k not all zero so that
(since we have m − 1 orthogonality conditions and m coefficients at our disposal, this can always be done, by solving an (m − 1)-by-m linear system). Rescale the set of a k so that m k=1 (a k ) 2 = 1, which implies that m k=1 a k j k ∈ B m (σ 2 ). Therefore, by Proposition 2,
The integrand vanishes for σ 1 < s ≤ σ 2 , so we may change the upper integration limit to σ 1 and replace j i by its restriction to (a, σ 1 ):
Now we use the fact that h i are orthonormal eigenfunctions of S to find:
The actual proof is somewhat more complicated because the functions j k may not be in the space D([a, b]) since they may not be C 2 . Instead, we construct a sequence of functions j kn ∈ D([a, b]) that converge to j k as n → ∞ in a sufficiently nice fashion that we can use the above sequence of inequalities to prove
and then take n → ∞. Details can be found in the Appendix.
The Neumann-Neumann problem
We now make a small change in our calculus of variations problem: changing to Neumann boundary conditions y (a) = α, y (b) = β. It seems like a simple change that would have minimal effect on the theory: the Euler-Lagrange equation doesn't involve the boundary conditions at all, and there is a natural analogue to the conjugate point equation from Eq. (5):
However, a statement of the Jacobi condition for the Neumann-Neumann problem is notably absent from all standard calculus of variations textbooks. Why is that? Because it isn't true! As we shall see, our alternate formulation of conjugate points clarifies why this natural extension of the theory to the Neumann case does not work, and also shows how to repair the theory. For the purposes of concreteness, we will continue to work with our rod-buckling example, replacing the clamped boundary conditions θ(0) = θ(1) = 0 by "pinned" boundary conditions θ (0) = θ (1) = 0. Thus the rod is not forced to be vertical at each end, but rather is free to rotate, as if the end were attached to a frictionless pin. Said another way, the pinned boundary conditions mean that we apply no "moment" or torque at the ends of the rod (although we can apply forces) [1, p. 93 ]. In addition, to allow for a richer variety of examples, we will allow λ < 0, which represents pulling up on the rod rather than pushing down on it.
The allowed variations now live in the space
in order that θ + h obey the pinned boundary conditions. The extraction of the first-order term from the Taylor expansion of J[θ + h] yields the same Euler-Lagrange equation as before, and the second-order term yields the same second-variation operator S. By our theory, the appropriate definition of conjugate point is a value of σ for which S has a zero eigenvalue on D ([0, σ]), and it is readily verified that this yields the conjugate point equation given by Eq. (11). So why is Jacobi's condition, or Proposition 1, not true? It relies on Properties 1 and 2, which we verified in Sec. 5 for Dirichlet boundary conditions. But these two properties are no longer true in the Neumann case. Let's investigate why for the rod-buckling example.
Number of negative inborn eigenvalues of S
We have as before (Sh)(s) = −h (s) − λ cos(θ(s))h(s). If we take σ = for some small > 0, and expand cos(θ(s)) about s = 0, we have:
where C denotes the constant λ cos(θ(0)). We seek the eigenvalues of S on [0, ], i.e., solutions
The differential equation has the same array of possible solutions we previously derived in Eq. (9), with λ replaced by C. When we apply the Neumann boundary conditions, we find an eigenvalue ρ = −C in addition to the infinite family ρ = −C + n 2 π 2 2 , n = 1, 2, · · · . If C < 0, all of these eigenvalues are positive, so there are no negative inborn eigenvalues of S and Property 1 is true. If C > 0, however, then ρ = −C is negative (and the rest of the eigenvalues are positive for small), so there is one negative inborn eigenvalue.
Direction of motion of zero eigenvalue at conjugate point
How about Property 2? It too can fail when we have Neumann boundary conditions, but the reason why is a bit subtle. Essentially, the problem is that the test function j i defined by Eq. (10) as an eigenfunction h i from s = 0 to s = σ 1 followed by the zero function from s = σ 1 to s = σ 2 is unacceptable. In the Dirichlet case, we had h i (σ 1 ) = 0, so j i was at least continuous, and therefore, as discussed in the Appendix, we could approximate it to within 1/n by C 2 functions with second derivatives that were only O(n) and that was small enough to make the proof of Property 2 work. In the Neumann case, however, we may have h i (σ 1 ) = 0 (we only know h i (σ 1 ) = 0), and so j i may have a jump discontinuity. Then, if we try to approximate it to within 1/n by a C 2 function, the first derivative must be O(n) somewhere, and therefore, the second derivative would be O(n 2 ) and our analysis would break down. Our solution to this quandary is to implement a numerical calculation that detects whether a zero eigenvalue corresponding to a conjugate point σ has positive or negative velocity, in the sense of determining whether the eigenvalue is positive or negative at σ + for small . We assume that a solution to the Euler-Lagrange equations has been determined numerically. The conjugate point equation from Eq. (11) can be solved numerically by solving the initial value problem (IVP)
(we may set h(0) = 1, since the differential equation is linear, and so any solution with h (0) = 0 is a multiple of the solution of Eq. (12)). Every value of σ between 0 and 1 for which h (σ) = 0 in the numerical solution to Eq. (12) is a conjugate point. Now we wish to determine the direction of motion of the zero eigenvalue at each of these conjugate points, ideally in terms of quantities available from our IVP solver. At the conjugate point just determined, we have ρ j (σ) = 0 for some j, and h(s) is a corresponding eigenfunction h j (s; σ). We introduce a small parameter > 0 and determine the sign of ρ j (σ − ): if ρ j (σ − ) < 0, the conjugate point is positive-velocity; otherwise it is negative-velocity.
We know that ρ j (σ − ) = h j (s; σ − ), Sh j (s; σ − ) , but h j (s; σ − ) is not available from our IVP solver. The restriction of h j (s; σ) to the interval [0, σ− ] is a tempting choice, but it may not be in D([0, σ− ]) because it may not satisfy the Neumann condition at σ− . Still, if we make the natural assumption that when σ is changed by , both ρ j and the corresponding eigenfunction h j change by O( ), the restriction should be within O( ) of h j (s; σ − ). Furthermore, we can tweak the restriction by only O( ) and create an element of D([0, σ − ]), e.g., by defining χ(s) ≡ h j (s; σ) + As 2 (the function s 2 is chosen since it preserves the Neumann condition at s = 0), and determining the value of A so that χ (σ − ) = 0:
In order to express A in terms of values of h j (s; σ) at s = σ rather than σ − , we Taylor expand h j (σ − ; σ) to find:
By the Neumann condition, h j (σ; σ) = 0, and by Sh = 0, h j (σ; σ) = −λ cos(θ(σ))h j (σ; σ), so:
Finally, we note that removing from the denominator would change A by O( 2 ), and χ(s) would thus still be within O( ) of h j (s; σ − ). So, for convenience, we instead set
Now we compute χ, Sχ (which we then argue has the same sign as ρ j (σ − )):
Thus,
Now, changing the upper limit of the integral to σ changes the integral by O( ), and since A = O( ), changing χ(s) to h j (s; σ) also changes the integral by O( ), so altogether
Thus, we adjoin two new differential equations to our IVP from Eq. (12): cos(θ(s))s 2 h(s)ds allow us to compute the leading-order term in χ, Sχ by Eq. (13). Note that the only remaining presence of is as a constant multiple of A, and hence it may be omitted altogether from the computations.
Claim: If χ, Sχ = 0, then its sign is the same as the sign of ρ j (σ − ) for sufficiently small.
Proof:
We may express χ as
where b = O( ) and h r is a unit vector orthogonal to h j (s; σ − ). Expanding h r in the remaining eigenfunctions at σ − :
Since the h i are orthonormal eigenfunctions of S, a straightforward computation shows that:
Since b = O( ) and ρ j (σ − ) = O( ), the first term dominates the second term, so that:
Since ρ j (σ − ) = O( ), we can see that χ, Sχ and ρ j (σ − ) agree in sign for sufficiently small. Our computation finds the leading-order term of χ, Sχ , and so, as long as it is non-zero, it too agrees in sign with ρ j (σ − ) for sufficiently small.
A Revised Theory
Once we know how to determine the number of negative inborn eigenvalues of S, and the sign of the velocity of the zero-eigenvalue at each conjugate point, it is straightforward to adapt the classic Jacobi condition generalized in Proposition 1 to the following revised version:
Index = (# of negative inborn eigenvalues of S) + (# of negative-velocity conjugate points) −(# of positive-velocity conjugate points) (Here, "positive-velocity conjugate point" is shorthand for "conjugate point at which the zero eigenvalue has positive velocity", and similarly for "negative-velocity conjugate point"). The logic of this proposition is the same as for the traditional Jacobi's condition using our spectrumbased perspective: the index, or number of negative eigenvalues on [0, 1] is determined by tracking zero eigenvalues on [0, σ] for values of σ between 0 and 1. In the traditional setting, we knew we started with no negative eigenvalues, and all zero eigenvalues were "becoming negative", so the index was just the number of conjugate points. With Proposition 3, we just have to remember that we may start with some negative eigenvalues, and that some zero eigenvalues are "becoming positive". Fig. 4 shows a bifurcation diagram for the rod-buckling problem with Neumann-Neumann boundary conditions θ (0) = θ (1) = 0. As in the Dirichlet case, the horizontal branch contains Figure 4 : Bifurcation diagram for rod buckling using energy from Eq. (7) and pinned boundary conditions θ (0) = θ (1) = 0. Branches are labeled (n i , n c ) where n i is the number of negative inborn eigenvalues of S and n c is the number of conjugate points (all negative-velocity).
Example: Rod buckling with pinned ends
the unbuckled straight-up configurations, and there are branches of buckled solutions bifurcating off the horizontal branch at λ = π 2 and λ = 4π 2 . In this case, there is an additional vertical branch at λ = 0. Solutions on this branch are fully extended but tilted at some angle; the Neumann boundary conditions allow this.
The index suggests that the straight-up solution is stable (index zero) if λ < 0 (we are pulling up on the rod), but that for even a tiny downward force, that straight-up solution is unstable. Given that the rod is pinned at the origin and thus free to rotate freely, this makes sense. At zero force (λ = 0), the solutions that are fully extended and tilted are also stable, which also makes sense, since we are ignoring the gravitational force on the rod itself. (In fact, these solutions are marginally stable: S has a zero eigenvalue). If we extended the diagram to larger values of max |θ|, we would see a branch of straight-down solutions θ(s) = π that are stable (index zero) for λ > 0.
Notice the annotation of this diagram by (n i , n c ), with n i the number of negative inborn eigenvalues and n c the number of conjugate points. If we had mistakenly used Jacobi's condition (ignoring the number of negative inborn eigenvalues), we would have concluded that the straight-up solution was stable for 0 < λ < π 2 , an erroneous conclusion. In addition, if we had continued either curve branch up to higher values of max |θ|, we would have reached a point at which θ(0) > π/2, so that cos(θ(0)) < 0. At this point, we simultaneously gain a conjugate point and lose an negative inborn eigenvalue. This (correctly) leaves the index fixed, whereas Proposition 1 would erroneously predict that the index increases by one.
Example: Rod buckling with end torques
Finally, we consider an example that illustrates the importance of distinguishing between positive-velocity and negative-velocity conjugate points. We change the boundary conditions to θ (0) = 0.75, θ (1) = −1.5, i.e., we impose torques in opposite directions at the two ends. The resulting bifurcation diagram in shown in Fig. 5 . Figure 5 : Bifurcation diagram for rod buckling using energy from Eq. (7) and torqued boundary conditions θ (0) = 0.75, θ (1) = −1.5. Branches are labeled (n i , n n , n p ) where n i is the number of negative inborn eigenvalues of S, n n is the number of negative-velocity conjugate points, and n p is the number of positive-velocity conjugate points. Open circles mark the points when any of these counts change. On the right side of the middle branch, there are two open circles very close to each other. The counts are (1, 1, 1) between these circles.
We have chosen relatively large boundary torques, and thus we see no solutions with max |θ| < 0.25 radians. Still, we can understand this diagram as a perturbation of the diagram in Fig.  4 , with the bifurcation points at λ = 0, π 2 , 4π 2 "splitting" so that our new diagram consists of separated branches.
To clarify this connection between Fig. 5 and Fig. 4 , we note that each branch in Fig. 4 , except for the horizontal one, is in fact a pair of branches lying on top of each other, one for buckling left and one for buckling right (or, in the case of the λ = 0 branch, tilting left and tilting right). When we perturb the problem by adding end torques, the "children" of these branches become separately visible in Fig. 5 .
The leftmost branch in Fig. 5 is the "child" of the λ < 0 portion of the horizontal branch from Fig. 4 plus one of the children of the λ = 0 branch. Each of these parent branches in Fig.  4 had the index equalling zero, and the same is true of the left branch in Fig. ? ? (at least for |θ| small). Similarly, the rod configurations on this left branch imitate its parents in Fig. 4 : we have almost-straight-up configurations in the roughly-horizontal portion and mostly-extended configurations that are tilting left in the roughly-vertical portion.
The middle branch in Fig. 5 is the child of the "U" in Fig. 4 that is formed by the λ = 0 branch, the second branch of buckled configurations, and the horizontal branch for 0 < λ < π 2 . Once again, the rod configurations are similar (only one configuration is shown in Fig. 5 due to space considerations). The index of this middle branch in Fig. 5 is one (for |θ| small) , matching the U from Fig. 4 except for the λ = 0 piece. This one discrepancy can be explained as follows. As previously noted, on the λ = 0 branch in Fig. 4 , the operator S has a zero eigenvalue for each solution. In the child of this λ = 0 branch that is part of the middle branch in Fig. 5 , the zero eigenvalue perturbs to a negative eigenvalue, yielding index one. (In the child that was part of the left branch, the zero eigenvalue perturbs to a positive eigenvalue, leaving the index zero).
Finally, the right branch in Fig. 5 is the child of the "U" in Fig. 4 that is formed by the second and third branches of buckled configurations and the horizontal branch for π 2 < λ < 4π 2 : the index pattern and rod configurations match quite well.
We have annotated the diagram in Fig. 5 by the three counts that contribute to the index as per Proposition 3. Note in particular for larger values of max |θ| several segments on which a positive-velocity conjugate point exists. In each case, if we counted all conjugate points as adding one to the index (as the traditional theory would dictate), our index prediction would be two larger than it currently is, yielding erroneous (and quite erratic) index patterns on the branches. Instead, we find index changes only at points in the diagram where λ folds (changes directions), matching the usual situation in bifurcation theory that the index only change at folds in the bifurcation parameter or at bifurcation points (not present in Fig. 5 ).
Discussion and Teaching Notes
Other extensions of basic conjugate point theory are possible in addition to accounting for Neumann-Neumann boundary conditions. It is relatively straightforward to handle the case in which J is a functional of a vector of unknown functions y(s) ∈ R n rather than a single real-valued function y(s). The Euler-Lagrange equation becomes a vector differential equation; the differential equation Sh = 0 has an n-dimensional basis of solutions to compute; and the conjugate point condition is that an appropriate determinant of this basis must cross zero [6, 8] . Although there is some matrix arithmetic required, this extension is significantly more straightforward than the Neumann-Neumann extension developed here.
In addition, "isoperimetric" constraints (of the form b a g(y(s))ds = 0) can be accounted for, using appropriate projection operators in the second-variation operator [8] . It is even possible to handle problems in which the Euler-Lagrange equations are integrodifferential equations [2] .
The material in Sec. 2-4 should fit in any course featuring the calculus of variations, even if a full semester is not devoted to that topic. Indeed, this treatment should require minimally more time to present than the standard Jacobi condition conjugate point treatment. Ideally, this material would come after a treatment of numerical methods for initial and boundary value problems, so that an example such as the rod-buckling problem in Sec. 4, in which students use a boundary-value problem method to solve the Euler-Lagrange equations and then solve the appropriate initial value problem to find conjugate points, can be treated.
Appendix: Proof of Property 2
Here we fill in the technical details of the proof of Property 2 for the case of Dirichlet boundary conditions, following the idea sketched at the end of Sec. 5. We are given σ 1 , σ 2 with a < σ 1 < σ 2 < b, and a positive integer m, and we seek to prove that ρ m (σ 1 ) ≤ ρ m (σ 2 ) where ρ m (σ) is the eigenvalue of S on [a, σ] .
First, we note that given any positive integer n and real numbers a and b, there is a quintic polynomial p n with p n (0) = p n (0) = p n (0) = 0, p n (1/n) = 0, p n (1/n) = a, and p n (1/n) = b (there are six conditions to satisfy and six coefficients of the polynomial). It can be readily verified that |p n (s)| ≤ a n
, and |p n (s)| ≤ 5an + b for 0 < s < 1/n. Next, recall the functions
from Sec. 5. Consider any positive integer n such that σ 1 + (1/n) < σ 2 . By translating and reflecting s from our construction of p n above, we can find a polynomial q n with q n (σ 1 +(1/n)) = q n (σ 1 + (1/n)) = q n (σ 1 + (1/n)) = 0, q n (σ 1 ) = 0, q n (σ 1 ) = a, and q n (σ 1 ) = b, where a is the left-derivative of j i at s = σ and b is the left-second-derivative of j i at s = σ. Now we use q n to smoothly connect j i on [0, σ 1 ] to j i on [σ 1 + (1/n), σ 2 ], giving us a function j in (s) that is C 2 on [a, σ 2 ] with j in (s) = j i (s) for s ≤ σ 1 and s ≥ σ 1 + (1/n) and obeying the following: |j in (s)| ≤ A/n, for σ 1 < s < σ 1 + (1/n) |j in (s)| ≤ B, for σ 1 < s < σ 1 + (1/n) |j in (s)| ≤ Cn, for σ 1 < s < σ 1 + (1/n), where A, B, C are constants that depend only on a and b.
Next, there are constants a 1n , · · · , a mn so that m i=1 a in j in is orthogonal to h 1 (s; σ 2 ), · · · , h m−1 (s; σ 2 ) by the argument proposed in Sec. 5, and we scale the set of a in so that Thus, overall, we have shown that
where |e n | < AEm 2 /n and |( n ) 2 − 1| ≤ A 2 m 2 /n 3 . Taking n → ∞, we then find, since e n → 0 and n → 1, that ρ m (σ 2 ) ≤ ρ m (σ 1 ).
