Abstract-An extraction of important features in cancer cell image analysis is a key process in grading renal cell carcinoma. In this study, we applied three-dimensional (3D) texture feature extraction methods to cancer cell nuclei images and evaluated the validity of them for computerized cell nuclei grading. Individual images of 1,800 cell nuclei were extracted from 8 classes of renal cell carcinomas (RCCs) tissues using confocal laser scanning microscopy (CLSM). First, we extracted the chromatin texture quantitatively by calculating 3D gray-level co-occurrence matrices (3D GLCM) and 3D run length matrices (3D GLRLM). To demonstrate the suitability of 3D texture features for grading, we had performed a principal component analysis to reduce feature dimensionality, then, we also performed discriminant analysis as statistical classifier. Finally this result was compared with the result of classification using several optimized features that extracted from stepwise features selection. Additionally AUC (area under curve) analysis was performed for the grade 2 and 3 cell images. Three dimensional texture features have potential for use as fundamental elements in developing a new nuclear grading system with accurate diagnosis and predicting prognosis.
INTRODUCTION
The evaluation of cell nuclei features helps determine the prognoses of patients with carcinomas, and from a cytometric perspective, the variation in the distribution of chromatin is considered a very important characteristic.
Various computer-assisted diagnosis systems have been developed, and in most of these systems, feature extraction is an important means of classification because the classification performance depends on the extracted features.
The most critical problems with the available systems are that they still depend for the most part on the pathologist's subjective decision. Conventional visual analysis for grading has low reproducibility because it is based on subjective evaluation, which is prone to inter-and intraobserver variation, regardless of any grading system. Several studies have examined and defined various features of cell nuclei such as the internal structure of cells (granularity and regularity of chromatin), size irregularity, shape of the nucleus, and distance between nuclei, which are important for determining the progress of cancer [1] [2] [3] [4] [5] [6] [7] . Histology-based statistical analyses of textural features are generally based on the gray level of cell nuclei, while the structural analysis method describes the properties and placement of texture elements. Nevertheless, most twodimensional (2D) texture feature based analysis systems still have low objectivity and reproducibility. Given the variety of analysis methods, no clear measurement standard has been established for extracting accurate numerical information. Similarly, the image analysis systems based on 2D images have several intrinsic limitations. For example, cells and cell nuclei are not perfectly spherical, and consequently, their shape differs noticeably according to the cutting angle and thickness of the sample tissues. Ultimately, it is difficult to confirm the shape of a cell. Another drawback of conventional 2D slice-based approaches is that they are tedious, fatiguing, and time-consuming. To guarantee reproducibility, a new method based on threedimensional (3D) image analysis is required.
Recently, some papers have reported different 3D texture features applied to various medical images. JafariKhouzani et al. suggested an analysis method based on a comparative study of 2D and 3D wavelet features [8] . Madhabushi et al. studied the automatic segmentation of high-resolution magnetic resonance (MR) images using a 3D Gabor filter and a co-occurrence matrix [9] . Kurani and Xu applied a 3D gray-level co-occurrence matrix (GLCM) and a 3D gray-level run length method (GLRLM) to computed tomography (CT) images to separate various organs of the human body [10] [11] . Most of these approaches were simply extended from conventional 2D methods, but the importance of 3D texture increases with its successful expansion. This study evaluates the validity of 3D GLCM and 3D GLRLM, which were studied by Kurani and Xu, by applying them to the images of cell nuclei for RCC (Renal Cell Carcinoma) obtained by CLSM. Our previous study examined the correlation between the changing grade following the cancer process and the 3D morphological features and also investigated the 2D features that can be a good proxy for estimating 3D features, while mainly focusing on the morphological changes of the Tae Yun Kim is Ph.D. student at the department of computer science, Inje University, Gimhae, Korea (e-mail: liminus@paran.com) Heung Kook Choi is associate professor at the department of computer science, Inje University, Gimhae, Korea (e-mail: cschk@inje.ac.kr) nucleus [12] [13] . In contrast to the previous study about the external changes of the nucleus, this study focuses on the delicate changes in chromatin pattern inside the nucleus.
In what follows, Section 2 describes the research method along with the details of obtaining the images used in the experiment. Section 3 presents the experimental results from the application of the method described in Section 2 to the actual image data. Finally, Section 4 contains concluding remarks evaluating the results of the study as well as suggesting a direction for further studies.
II. MATERIAL AND METHODS

A. Image Acquisition
We obtained eight classes of RCC tissues from the Department of Pathology, Yonsei University, Korea. They had been fixed in 10% neutral-buffered formalin and embedded in paraffin before receipt. The tissues were cut into 20-µm sections, stained with propidium iodide (PI) containing RNase A at a final concentration 0.5 mg/mL, and mounted in fluorescent mounting medium (DAKO, Carpinteria, CA, USA). The RCC tissues were imaged under a TCS SP2 AOBS confocal laser scanning microscope (Leica Microsystems, Mannheim, Germany), with a 630x, 2x zoom, 1.4 NA HEX PL-Apochromat objective lens, and a HeNe laser.
A series of 2D optical sections, 0.4-µm apart, were acquired, starting above the top surface of the section and extending down to the bottom surface. We obtained 100-130 slices for each volumetric data set, and each slice was a 24-bits/pixel image with a resolution of 256 * 256 pixels. 
B. 3D Texture Feature Extraction
The difference of spatial position of two image elements (pixels and voxels) can be described by a displacement vector. In 2D, for a certain distance D, there are 8 neighboring pairs independent directions corresponding to Ø = 0°, 45°, 90°, and 135°. In volumetric data, the displacement vectors still can be decomposed into a norm-1 distance D and a direction which can be specified by azimuth Ø and zenith θ. There are totally 26 neighboring voxel pairs in 13 independent directions. As like this, the difference between 2D and 3D data for calculating GLCM and GLRLM lie in the displacement vectors.
Generally, 2D texture features are computed using pixels from each slice. However, if we process 3D volume data as individual 2D slices, some inter-slice information is ignored, increasing the possibility of data loss. To resolve such problems, we applied the concept of 3D texture features. Despite the simplicity of extending conventional matrix-based algorithms to three dimensions, this approach gave a noticeable result.
The 2D GLCM considers the spatial dependency of pixels on one slice, while 3D GLCM quantifies the 3D dependency of voxel data on the object volume, which exists across several slices. Similar to the case for two dimensions, co-occurrence matrices for volume data also represent an n*n matrix in which n is the gray level. These matrices are defined using the specific displacement vector (disp) for each direction, where dx, dy, and dz are the number of voxels that move along the x-, y-, and z-axis, respectively.
With respect to each pixel, pixels in 26 directions can be examined, but only 13 directions were considered to avoid redundancy. From the calculated matrices, we extracted nine 3D texture features.
The basic concept used for expanding 3D GLRLM is very similar to that for 3D GLCM. Each component p [i, j] of matrix p indicates the number of runs that have a graylevel value of i, and the length of the runs j in specific orientations. The size of matrix p can as expressed by m * k, where m and k are the maximum gray level and the length of the maximum run, respectively. From the calculated matrices, we extracted eleven 3D GLRLM texture features. 
C. Nuclear Grading
To verify the effectiveness of the 3D texture features, we performed a quantitative analysis involving the study of grading classifiers. The 20 3D texture features were extracted from each of the 1,800 cell nuclei.
First, we reduced the dimensionality of the features using principal component analysis [14] [15] . Based on the result of this analysis, a total of five principal components were selected. Then, we used these five principal components as new features with the linear combination of each eigenvector and the original extracted feature values. Finally, we applied a discriminant analysis. We used a preperformed training process to improve the correctness of the classification by using 600 training data sets that had been selected randomly from each grade.
The rest of the nuclei data were used for the test. The correct classification rates of training data sets were 80.74%, 79.87%, 88.91%, and 91.62% for grades 1 to 4, respectively.
D. Stepwise Feature Selection
As another approach, we performed stepwise features selection process with 20 3D texture features [14] . Stepwise selection combines forward and backward selection, repeating the addition and removal of a feature at each step. This method can overcome the nesting problem (once a feature is added or removed, the decision cannot be changed.). We adopted sequential stepwise selection as our feature selection method.
To evaluate the significance of a set of features, selection criteria are needed. We used Wilk's Lambda and the misclassification rate. Wilk's Lambda is the ratio of the determinants of the with0in class and total covariance matrices.
It can be expressed as:
If the ratio of generalized variance is too small, the hypothesis of no treatment effect is rejected, so a good set of features has a small Wilk's Lambda value. From this process, we obtained 4 optimized features as the best candidate for grading and the result was compared with previous result of C.
E. AUC Analysis
Additionally, in order to find the discriminant power of the 3D texture feature for grade 2 and grade 3 images, 8 random sets were chosen whose area under receiver operating curve (AUC) was investigated. The nuclei in each dataset were categorized into grade 2 and grade 3 beforehand inside each set according to the properties of the nucleus through a visual inspection by the clinical diagnosis experts. In general, the features that have discriminant power have AUC values between 0.5 and 1.0. Those with AUC>0.8 are considered to have a superior discriminant power.
A method of estimating the curve that was proposed by Moses was used for our analysis [16] . It can be expressed as:
Where D is the diagnostic log odds ratio and S is a function of test threshold.
Correspondingly the AUC for ROC curve is obtained by integrating the curve as follows [17] [18] :
III. RESULTS
A system with an Intel® Pentium ® 4 3.0 GHz processor and the Nvidia GeForce TM 7200 graphics card was used for software implementation and the performance test. The software tool used for measuring 20 of the 3D features was newly implemented using Microsoft Visual C++ ® 6.0 (Microsoft, Redmond, WA, USA). All statistical evaluations were made using the SAS program package (SAS Institute, Cary NC, USA). 
A. Nuclear Gradings
B. Stepwise Feature Selection
After the feature selection, we obtained 4 optimized features. Table III represent the final result of stepwise selection. Using these 4 features, we performed a statistical classification in the same way and classification result was compared with others. The classification accuracy for the test data was 85.09%, 86.24%, 77.28%, and 89.45%. C. AUC Analysis Some features showed a consistent discriminant power for each of the different dataset. Among the twenty features, entropy (F7) has the best discriminant power with the AUC larger than 0.5 for all data sets, followed by second order diagonal moment (F6), high gray level run emphasis (F13), first order difference moment (F4), and long run emphasis (F11). Among the twenty features, about 4~6 features turned out to have validity on grade 2 and grade 3.
In the table IV, the values that have high discriminant power with AUC higher than 0.8 is highlighted. N 2 , N 3 , N T represent the number of grade 2 cells, the number of grade 3 cells and the total number of cells, respectively. Figure 3 represents comparative performance result between our two approaches. From the stepwise selection approach, we could obtain more improved result. Compared with the case of PCA only use, classification accuracy for grad 1 and 2 were lower, however the deviation for each grade were reduced and we could obtained most stable result.
D. Evaluation of the 3D Texture Features
In the case of grade 2 and grade 3, which are known to be most difficult to classify in actual clinical experiences, the accuracy fluctuated from one classifier to another. When optimized features were used as feature, the classification rate turned out to be stable in each grade. Meanwhile, the misclassification rate of grade 1, which is relatively easy due to apparent characteristics, was turned out to be a little higher unlike our expectation. This probably has played a role in decreasing the overall classification rate. Following the cause analysis result, the problem in the composition of the learning data and optimization of the data are assumed to be the reason lying behind the low rate. It is surmised that the learning was not sufficient due to a relatively small size of extracted learning data for each group compared to the other studies. Considering the wide range of the actual extracted features according to the properties of the features, it would be beneficial to use some stereotype data. When AUC was marginally conducted on a very small portion of the grade 2 and grade 3 data, a few features revealed consistently high discriminant power. Nevertheless, only half of the features turned out to have modest discriminant power with their overall AUC above 0.5 in each dataset. An improvement of accuracy for grade 2 and grade 3 is critical in enhancing the overall accuracy of the classification, and therefore a number of supplemental studies should be followed.
The 3D GLCM and GLRLM that were used in this study to extract the 3D feature are the extensions of the GLCM and GLRLM, which are traditional methods that are most commonly used in 2D texture analysis. Recently, a variety of methodologies regarding the extraction of 2D feature have been suggested. Hence, it is also necessary to consider the extension of these methods to three-dimension. Sufficient researches and data collection are also required to maintain the safety and robustness of the classifier. In addition to the statistical approach such as discriminant analysis used in this study, new research approach with an application of various recent classification models such as neural network, Fuzzy, SVM, etc. can also be considered in the future studies in order to improve the accuracy of classification, which is the most important factor in considering the classifiers.
IV. CONCLUSION
In this study, various 3D texture features of RCC cell nuclei images were extracted and the validity of them was also investigated in diverse forms. We showed that 3D texture features have potential for use as fundamental elements in developing a new nuclear grading system to accurately diagnose and predict prognosis.
Although we devised a successful system, more improvement is needed to develop an effective segmentation method for touching cell nuclei, reducing processing time, etc.
However, this study will provide a foundation for creating a new grading system with superior function in future studies. The new computerized grading method is expected to overcome the limitations of the previous system based on the 2D image analysis.
