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ABSTRACT 
This paper presents a solution to the problem of characterizing graphs that have at 
least one square-root graph. The characterization is stated in terms of existence of a 
set of complete subgraphs of the given graph satisfying certain properties. 
1. INTRODUCTION 
A graph G = (V, U) consists of a finite collection of vertices V = (vl, 
v2 ..... v~) with certain edges U = (ul,  uz .... , urn) joining pairs of dis- 
tinct vertices. The adjacency matrix of G is the square symmetric matrix 
A = (a~j), where a~3---- 1 if the vertices xi and x 3. are adjacent or if 
i = .j and aij = 0 otherwise. By the Boolean product of two matrices of 
O's and l 's is meant their ordinary product with the stipulation that 
1 + 1 = 1. The square of G, written G 2, is that graph whose adjacency 
matrix is A s. We shall assume that G has no multiple edges or self-loops, 
since their presence does not alter the square of G. This paper presents 
a solution to the problem of characterizing raphs that have at least 
one square-root graph. 
We shall need a few definitions. A graph is a subgraph of G if its vertex 
set is a subset of V of G and all its edges are edges in G. A subgraph is 
partial if its vertex set equals V of G. A complete graph C is one in which 
every two distinct vertices are adjacent. The neighborhood of a vertix vi 
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consists of v~ together with all vertices adjacent o vi 9 A path is a collec- 
tion of edges of the form vlv2, v2v3 .... .  vt_~vt where these t points are 
distinct. A graph is connected if there is a path between any two vertices. 
The minimum number of edges occurring in the path between two ver- 
tices is called the distance between the vertices. We shall assume that G 
is connected and has more than two vertices. 
Before proceeding to our main result, we give a pictorial interpreta- 
tion of the definition of a square root of a graph as follows: The square 
of a graph G is obtained by adding to G edges which connect pairs of 
vertices of G at a distance 2 apart. Conversely G has a square root S 
if and only if S is a partial subgraph of G such that by connecting pairs 
of vertices at a distance 2 in S, we obtain G. Obviously, S is connected if
G is connected. 
Let S be a square root of G. In squaring S, each vertex of S with its 
neighborhood generates a complete graph in G. This is clear because if 
the vertices vk and vr are both adjacent o a vertex v~ in S, the edge con- 
necting vk and vr must be added to S to obtain G if it were not already 
present in G. Thus in squaring the graph S of Figure l(a), the neigh- 
borhood of the vertex 2 generates the complete graph containing the 
vertices 1, 2, 3 and 6 in G = S ~ shown in Figure 1 (b). We denote this 
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FIG. 1. Illustration of squaring a graph: (a) the graph S. (b) the graph G = S ~. 
complete graph by C2 = (1 2 3 6), underlining the vertex 2 which gen- 
erates Ca. The set of complete graphs in G generated by the vertices 
of S is shown along with Figure l(a). It should also be clear that, in 
general, if S has n vertices vl ..... vn, then G is the union of the set of 
complete graphs (;'1,..., Cn. 
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2. THE MAIN RESULT 
We now state and prove our main result. 
THEOREM I. A connected graph G with n vertices va, ..., v,, has a square 
root if and only if some set of n complete subgraphs of G whose union 
is G can be labeled C1 .... , C~, so that, for all i, j -- 1, 2 ..... n the follow- 
ing conditions hold: 
(i) C~ contains vi. 
(ii) Ci contains v~ if and only if Cj contains vi. 
PROOF: Let S be the square root of G. We have already shown the 
existence of a set of complete graphs Ca .... , C~ generated by the vertices 
Vl, ..., vn in squaring S, whose union is G. By construction Ci contains vj 
if and only if vi and v 5 are connected by an edge. Therefore, C~ must 
also contain vi. Necessity is thus proved. 
To prove sufficiency, let us assume that there exists a set of complete 
graphs Ca .... , C~ whose union is G, satisfying conditions (i) and (ii) 
of the theorem. We give an algorithm to draw a graph S as follows: 
To each complete graph C~, there corresponds a vertex vi of S. Two 
vertices vi and uj are joined by an edge if C~ contains vj and Cj contains v~. 
We assert hat S is the square root of G. For, if Ci contains the vertices 
u~, uj .... ,um, by condition (ii) of the theorem, each of the complete 
graphs Cj .... , Cm must contain the vertex v~. This means that, in the 
graph S, any two vertices in the set (v~, vj . . . . .  vm) cannot be separated 
by a distance more than 2. Squaring S, therefore, we obtain G and hence 
S is the square root of G. Thus the theorem is proved. 
As illustrations of the above theorem, Figures 2(b) to 2(e) show square 
roots of the graph of Figure 2(a). The sets of complete graphs which 
are generated as the neighborhood of the vertices of the square roots are 
also indicated in the diagram. An interesting thing to note in this partic- 
ular example is that the square root shown in Figure 2(c) is a proper 
subgraph of the square root shown in 2(d). Similarly, Figure 2(d) is a 
proper subgraph of 2(e). This leads us to conceive of what should be 
called a minimal square root. A square root of a graph is said to be 
minimal if no proper subgraph of it is a square root of G. A graph may 
have more than one non-isomorphic minimal square roots. For example, 
the graphs shown in Figures 2(b) and 2(c) are both minimal square 
roots of the graph of 2(a). Given a square root of a graph, the following 
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rule can be appl ied to see whether it is possible to delete a set of edges 
f rom it so that the resultant graph is still a square root. A set of edges 
can be deleted from S, the square root  of G, to obtain S'  such that 
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F~G. 2. The square roots of a graph. Graphs shown in (b) and (c) are minimal 
square roots. 
S '2 = G if and only if the deletion of  this set f rom S does not change 
the distances between pairs of vertices which were at a distance 2 apart  
in S and the distance between the pairs of end-points of each such de- 
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leted edge does not exceed 2 in S'. Note also that, if G is a complete 
graph, as in the above example, G itself is one of the square roots of G 
and is, in fact, the maximal square root. 
3. DIscussioN 
A matrix representation of the conditions of Theorem I provides 
further insight. Let Ca ..... Cn be a set of complete subgraphs of G with 
n vertices (va ..... Un). We define a vertex inclusion matrix M = (m~3) 
as follows: M is an n • n matrix. The i-th column corresponds to C~ 
and the i-th row corresponds to ui. An element of the matrix rni3 = 1 
if u~ is included in C 5 ; otherwise rn~3 = 0. I f  G has a square root S and 
the complete graphs Ca ..... Cn are those generated by the vertices of S 
in squaring S, then it follows from Theorem I that M is symmetric, 
has all l 's on the diagonal, and is the adjacency matrix of the square 
root S. Conversely, given a set of n complete graphs whose union is G, 
if there exists a labeling of the complete graphs as Ca, ..., Cn such that 
M is symmetric, and has all l 's on the diagonal, then G has a square 
root whose adjacency matrix is M. Furthermore, given a square-sym- 
metric matrix M with all l 's on the diagonal, a reordering of the rows 
and a corresponding reordering of the columns leaves M square-sym- 
metric with all l 's on the diagonal. This leads to the following result: 
isomorphic graphs have isomorphic square roots, if they exist. 
Theorem I gives only a characterization f graphs for the existence of 
square-root graphs and does not lead to any efficient algorithhm for 
determining them except for the special class of graphs with a tree for 
a square root. This algorithm can be shown to be effectively identical 
to that obtained by Ross and Harary [1] and, therefore, we shall give 
below an alternative statement of the Ross-Harary theorem without 
proof. For this we need a few more definitions. 
A clique is a maximal complete subgraph of G. A vertex is said to be 
unicliqual if it occurs in only one of the cliques of G; otherwise it is called 
multicliqual. An end-point of a graph is one which is incident to exactly 
one edge. I f  T be a tree square root of G, it can be shown [1] that the 
complete graphs generated by the non-end-points of T in squaring T 
are the cliques of G and all the end-points in T are unicliqual in G. The 
theorem is as follows: 
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THEOREM II. A graph G with n vertices has a tree square root if and only 
if G has j cliques and u unicliqual points such that: 
(i) n=j+u.  
(ii) There exists a labeling of the cliques such that, with respect o the 
multicliqual vertices of G, the vertex inclusion matrix is symmetric and 
has aU l's on the diagonal. 
This theorem is illustrated in Figure 3. 
The author has recently learned that Harary, Tutte, and Karp have 
obtained a characterization f those graphs whose square is planar [2]. 
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FIG. 3. Illustration of Theorem II: (a) The graph has three cliques C3 = (1 2 3 4), 
C4 -- (3 4 5), and (?5 = (4 5_ 6) and three unicliqual points 1, 2, and 6. (b) The tree 
square root. (c) The vertex inclusion matrix with respect o the cliques and the multi- 
cliqual vertices. 
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