Abstract. A continuum X is a dendrite if it is locally connected and contains no simple closed curve, a self mapping f of X is called monotone if the preimage of any connected subset of X is connected. If X is a dendrite and f : X → X is a monotone continuous map then we prove that any ω-limit set is approximated by periodic orbits and the family of all ω-limit sets is closed with respect to the Hausdorff metric. Second, we prove that the equality between the closure of the set of periodic points, the set of regularly recurrent points and the union of all ω-limit sets holds for the induced maps Fn(f ) : Fn(X) → Fn(X) and Tn(f ) : Tn(X) → Tn(X) where Fn(X) denotes the family of finite subsets of X with at most n points, Tn(X) denotes the family of subtrees of X with at most n endpoints and Fn(f ) = 2 f |Fn(X) , Tn(f ) = 2 f |Tn(X) , in particular there is no Li-Yorke pair for these maps. However, we will show that this rigidity in general is not exhibited by the induced map C(f ) : C(X) → C(X) where C(X) denotes the family of sub-continua of X and C(f ) = 2 f |C(X) , we will discuss an example of a homeomorphism g on a dendrite S which is dynamically simple whereas its induced map C(g) is ω-chaotic and has infinite topological entropy.
Introduction
Let Z + and N be the sets of non-negative integers and positive integers respectively. Let X be a compact metric space with metric d and f : X −→ X be a continuous map. Denote by f n the n-th iterate of f ; that is, f 0 = id X : the Identity and f n = f • f n−1 if n ≥ 1. For any x ∈ X the subset O f (x) = {f n (x) : n ∈ Z + } is called the f -orbit of x. A point x ∈ X is called periodic if f n (x) = x for some n > 0. When n = 1 we say that x is a fixed point. The period of p is the least natural number m such that f m (p) = p. A subset A of X is called f -invariant (resp. strongly finvariant) if f (A) ⊂ A (resp. f (A) = A). It is called a minimal set of f if it is non-empty, closed, f -invariant and minimal (in the sense of inclusion) for these properties. Note that a nonempty closed set M ⊆ X is minimal if and only if the orbit of every point from M is dense in M . The ω-limit set of a point x is the set ω f (x) = {y ∈ X : ∃ n i ∈ N, n i → ∞, lim
The set ω f (x) is a non-empty, closed and strongly invariant set. If ω f (x) is finite then it is a periodic orbit. If ω f m (x) is finite for some m ∈ N then ω f (x) is also finite (see [8] for more details). A point x ∈ X is said to be:
-recurrent if for every open set U containing x there exists n ∈ N such that f n (x) ∈ U (equivalently, x ∈ ω f (x)).
-regularly recurrent if for any ε > 0, there is N ∈ N such that d(x, f kN (x)) < ε for all k ∈ N.
It is known that if x is regularly recurrent then ω f (x) is a minimal set (see [8] , Proposition 5, Chapter V).
Let Fix(f ), P(f), RR(f ), R(f ) and Λ(f ) denote the set of fixed points, periodic points, regularly recurrent, recurrent points and the union of all ω-limit sets respectively. Then we have the following inclusion relation Fix(f ) ⊂ P(f ) ⊂ RR(f ) ⊂ R(f ) ⊂ Λ(f ).
The notion of topological entropy for a continuous self-map of a compact metric space was first introduced by Adler, Konheim and McAndrew in [4] . We recall here the equivalent definition formulated by Bowen [10] , and independently by Dinaburg [11] : Let (X, d) be a compact metric space and let f : X → X be a map. Fix n ≥ 1 and ε > 0. A subset E of X is called (n, f, ε)−separated if for every two different points x, y ∈ E, there exists 0 ≤ j < n with d(f j (x), f j (y)) > ε. Denote by sep(n, f, ε) the maximal possible cardinality of an (n, f, ε)-separated set in X. Then the topological entropy of f is defined by h(f ) = lim ε→0 lim sup n→+∞ 1 n Log sep(n, f, ε).
A pair (x, y) ∈ X × X is called proximal if lim inf n→∞ d(f n (x), f n (y)) = 0.
If lim sup n→∞ d(f n (x), f n (y)) = 0, (x, y) is called asymptotic. A pair (x, y) is called a Li-Yorke pair (of f ) if it is proximal but not asymptotic. A subset S of X containing at least two points is called a Li-Yorke scrambled set (of f ) if for any x, y ∈ S with x = y, (x, y) is a Li-Yorke pair. We say that f is Li-Yorke chaotic if there exists an uncountable scrambled set of f . It is proved in [7] that if h(f ) > 0 then f is Li-Yorke chaotic.
A subset S of X containing at least two points is called an ω-scrambled set for f if for any x, y ∈ S with x = y the following conditions are fulfilled:
The map f is called ω-chaotic if there is an uncountable ω-scrambled set ( [17] ). Following Theorem 1.4 and Corollary 2.6 from [19] the definition of ω-scrambled set is reduced only to conditions (i) and (ii) when the space X is either a completely regular continuum (i.e every non-degenerate subcontinuum of X has non-empty interior) or a zero-dimensional compact space . It is noteworthy that ω-chaos is not related to the topological entropy. The paper ( [25] , Example 4.3) provides an example of a map which is ω-chaotic with zero topological entropy. Surely, positive topological entropy is not enough to imply ω-chaos, since there is known example of minimal map with positive topological entropy ( [26] ).
A continuum is a compact connected metric space. A topological space is arcwise connected if any two of its points can be joined by an arc. We use the terminologies from Nadler [22] . An arc is any space homeomorphic to the compact interval [0, 1] . By a dendrite X, we mean a locally connected continuum which contains no homeomorphic copy to a circle. Every sub-continuum of a dendrite is a dendrite ( [22] , Theorem 10.10) and every connected subset of X is arcwise connected ( [22] , Proposition 10.9). As dendrites are locally connected, any connected component of open subset of a dendrite is open in X. In addition, any two distinct points x, y of a dendrite X can be joined by a unique arc with endpoints x and y, denote this arc by [x, y] and let denote by [x, y) = [x, y] \ {y} (resp. (x, y] = [x, y] \ {x} and (x, y) = [x, y] \ {x, y}). If X is a dendrite and p ∈ X, then the order of p, denoted by ord X (p), is the number of connected components of X \ {p}. If ord X (p) = 1, we say that p is an endpoint and if ord X (p) > 2 then we say that p is a branch point. Denote by End(X) and Br(X) the sets of endpoints and branch points of X respectively. A point x ∈ X \ End(X) is called a cut point. Denote by Cut(X) the set of cut points of X. It is known that Cut(X) is dense in X ( [14] , VI, Theorem 8, p.302). A tree is a dendrite with finite set of endpoints. A continuous map from a dendrite into itself is called a dendrite map. Every dendrite has the fixed point property (see [22] ); that is when f is a dendrite map, then Fix(f ) = ∅. Given a closed subset S of X, denote by [S] = ∪ x =y∈S [x, y], called the convex hull of S. Definition 1.1. [14] Let X, Y be two topological spaces. A map f : X → Y is said to be monotone of for any connected subset C of Y, f −1 (C) is connected.
Notice that f n is monotone for every n ∈ N when f itself is monotone. Also note that when X is a dendrite then the monotony of f : X → Y implies that of f |A : A → Y for any connected subset A of X, this is due to the fact that the intersection of any two connected subset of X is connected ( [22] , Theorem 10.10). Given a continuum X with a metric d, we denote by 2 X the hyperspace of all nonempty closed subsets of X. For any two subsets A and B of X, This defines a distance on 2 X ([13], Theorem 2.2). Further, we denote by C(X) the hyperspace of all sub-continua of X (i.e, the family of all connected elements of 2 X ). If X is a continuum and f : X → X is a map, we can consider the maps (called the induced maps) 2 f : 2 X → 2 X and C(f ) :
. It is known that the continuity of f implies the continuity of both 2 f and C(f ) ( [13] , Lemma 13.3). For a metric space (X, d), the interior, the closure and the diameter of a subset A ⊆ X is denoted by int(A), A and diam(A) respectively. Let x ∈ X, Y ⊆ X and ε > 0. One write B(x, ε) = {x ′ ∈ X : d(x, x ′ ) < ε} for the ε-ball and B(Y, ε) = {x ∈ X, d(x, Y ) < ε}. The natural question arises: what is the connection between dynamical properties of f and those the induced maps 2 f and C(f ). For papers related to this topic, see ([6] , [3] , [20] , [16] ).
In this paper, we are dealing with monotone dendrite maps f : X → X and their induced maps
, where F n (X) denotes the family of finite subsets of X with at most n points, T n (X) denotes the family of subtrees of X with at most n endpoints and
This paper is organized as follow: We give in Section 2, some preliminaries results which are useful in the rest of the paper. In Section 3, we give more description on the dynamic of monotone dendrite maps. In section 4, we prove that any ω-limit set is approximated by periodic orbits and the space of all ω-limit sets is closed with respect to the Hausdorff metric. Sections 5 and 6 are devoted to the study of the dynamics of the induced maps F n (f ) and T n (f ) respectively. Finally, in Section 7 we discuss an example of a homeomorphism dendrite g : S → S dynamically simple whereas its induced map C(g) is ω-chaotic and has infinite topological entropy.
Preliminaries
The proof of the following Lemma is trivial.
Lemma 2.1. If J is a compact interval and f : J → J is a continuous monotone map, then for any x ∈ J, ω f (x) is either a fixed point or a periodic orbit of period 2. 
Lemma 2.5. ( [24] , Lemma 2.2) Let X be a dendrite and (p n ) n∈N be a sequence of X such that p n+1 ∈ (p n , p n+2 ) for all n ∈ N, and lim 
Lemma 2.7. Let (X, d) be a dendrite and f : X → X a monotone dendrite map. Let a ∈ Fix(f ) and x ∈ X. If for some n ∈ N, we have either 2) Let f : X → X be a monotone dendrite map. Then for any x ∈ X, we have:
Lemma 2.9. Let (X, d) be a compact metric space and f : X → X a continuous map. If x ∈ RR(f ) and y ∈ R(f ) such that (x, y) is an asymptotic pair then x = y.
Proof. Suppose that x = y. Then there exists ε > 0 such that y / ∈ B(x, ε). As x ∈ RR(f ), there exists N ∈ N such that f kN (x) ∈ B(x, ε 2 ), ∀k ∈ N and by the fact that (x, y) is an asymptotic pair, f kN (y) ∈ B(x, ε) for k large enough. So ω f N (y) ⊂ B(x, ε), a contradiction with the fact that y ∈ R(f ) = R(f N ).
3. More emphasis of the dynamic monotone dendrite maps Lemma 3.1. Let f : X → X be a monotone dendrite map and T is a subtree of X with k endpoints. Then we have the following assertions:
Proof. (i) Let e ∈ End(f (T )) and
is finite with at most k points where k is the number of endpoints of T .
Lemma 3.2. Let f : X → X be a monotone dendrite map. If M is an ω-limit set of f and D is the the convex hull of M . Then we have the following assertions.
(ii) If C is a connected subset of D then by the fact that f is monotone f −1 (C) is connected and so the intersection f −1 (C) ∩ D is connected as it is the intersection of two connected subsets of a dendrite. Then f |D is monotone.
If M is an ω-limit set of f and D is the convex hull of M . Then, we have:
If M is finite then it is a periodic orbit. So if we denote by T the convex hull of M then by Lemma 3.2 (i), T is a subtree of X strongly invariant. By Lemma 3.1 (ii), f (End(T )) = End(T ) hence due to the minimality of M , End(T ) = M . So there are no three points from M lying in the same arc. If now M is infinite and a, b, c ∈ M such that for some arc I, {a, b, c} ⊂ I and b ∈ (a, c). By Theorem 2.8, there are
. Since p and q are periodic, there is n ∈ N such that f n (p) = p and f n (q) = q. By Lemma 2.6,
(ii) It can be deduced easily from assertion (i).
. First, we prove that [a, y] contains a sequence of periodic points (p n ) n such that p n+1 ∈ (p n , y) for each n and lim
and we have also y = p 1 (since otherwise by the minimality of ω f (x), ω f (x) = ω f (y) and so ω f (x) is finite which is a contradiction). As
. By the fact that y is recurrent, there is m 2 ∈ N such that f m 2 (y) ∈ B(y, α 2 ). Then similarly as above we prove that [a,
We proceed the construction of the sequence (p n ) n by induction in the following way: Suppose that p n is already defined, let
. By Lemmas 2.3 and 2.4 and the fact that y is recurrent, there is m n+1 ∈ N and
By construction, we have for all n, p n+1 ∈ (p n , y) and
2 n . Therefore, the sequence (p n ) n converges to y. Now, we are going to prove that y ∈ RR(f ): We define for each n ∈ N, V n = ∅ to be the closure of the connected component of X \ {p n , y} that contains (p n , y). By Lemma 2.5, lim
This ends the proof. 
The addition in △ α is defined as follows:
where z 1 = (x 1 + y 1 ) mod j 1 and z 2 = (x 2 + y 2 + t 1 ) mod j 2 , with t 1 = 0 if x 1 + y 1 < j 1 and t 1 = 1 if x 1 + y 1 ≥ j 1 . So, we carry a one in the second case. Continue adding and carrying in this way for the whole sequence. We define f α :
We will refer to the map f α : △ α → △ α as the adding machine map.
, Corollary 2.5) Let f : X → X be a continuous map of a compact Hausdorff space to itself. There is a sequence α of prime numbers such that f is topologically conjugate to the adding machine f α if and only if X is an infinite minimal set for f and each point of X is regularly recurrent.
Recall that f is topologically conjugate to the adding machine f α means that there exists a homeomorphism h :
So we obtain the following description of the dynamical structure of infinite minimal set for monotone dendrite map.
Corollary 3.7. Let f : X → X be a monotone dendrite map and M is an infinite ω-limit sets. Then there is a sequence α of prime numbers such that f |M is topologically conjugate to the adding machine f α .
Proof. By Theorem 3.4, M ⊂ RR(f ). Hence by Theorem 3.6, there is a sequence α of prime numbers such that f |M is topologically conjugate to the adding machine f α .
Recall that the density of periodic points of f trivially implies the density of periodic points of 2 f . The converse is known to be not true, take for instance any adding machine map f α it has no periodic points but its induced map 2 fα has dense set of periodic points (see [6] ). However, it was conjectured by Méndez ([21] ) that the converse holds for any dendrite map. We affirm this conjecture for the subclass of monotone dendrite maps.
Theorem 3.8. Let f : X → X be a monotone dendrite map. Then the following statements are equivalent:
Proof. 
Remark 3.9. Recently, it is proved in ( [2], Theorem 7.3) that if P (2 f ) is dense in 2 X then P(f ) is dense in X for a class of continua called almost meshed (which contains in particular the dendrites with closed set of endpoints). By Theorem 3.8, P(f ) this also hold for every monotone map on any dendrite.
Spaces of minimal sets of monotone dendrite maps
We recall the first point map r Y : X → Y for a dendrite Y contained in a dendrite X, it is defined by letting r Y (x) = x if x ∈ Y , and by letting r Y (x) the unique point r Y (x) ∈ Y such that r Y (x) is a point of any arc in X from x to any point of Y if x ∈ X \Y ; this map is well defined and continuous, see ([22] , Lemma 10.25) . Note that r Y is constant in every connected component of X \ Y .
As the retraction map r D is continuous and M is compact, r D (M ) is compact. Thus r D (M ) is a minimal orbit, so it is a periodic orbit.
Lemma 4.2. Let f : X → X be a monotone dendrite map and M an infinite ω-limit set of f . Suppose that D is the convex hull of M and p ∈ D is a periodic point with T be the convex hull of its orbit O f (p). Then we have :
and by minimality of M there is n ∈ N such that f n (x) ∈ C. So by the fact that [f n (p), f n (x)] ∩ T = {f n (p)}, r T (f n (x)) = f n (p). Recall that the map r T is constant on C. Hence r T (C) = {f n (p)}.
(ii) By assertion (ii) of Lemma 3.3, D is a dendrite where its set of endpoints End(D) = M is closed then ord D (x) is finite for all x ∈ D (see [5] ). Lemma 4.3. Let (X, d) be a dendrite with set of endpoints End(X) closed and let (X n ) n∈N be a sequence of trees in X satisfying the following properties:
Then lim n→+∞ End(X n ) = End(X) (in the Hausdorff metric).
Proof. Let ε > 0. By Lemma 2.2, there exists 0 < δ < ε such that if d(x, y) < δ then diam([x, y]) < ε. By (a), it is easy to see that lim n→+∞ X n = X, then there is n 0 > 0 such that d H (X n , X) < δ for n ≥ n 0 . Take n ≥ n 0 . Let e ∈ End(X), we shall prove that d(e, End(X n )) < ε: If e ∈ End(X n ) then clearly d(e, End(X n )) = 0. If not, the point e belongs to some connected component of X \ X n . Thus by (b), e n := r Xn (e) ∈ End(X n ) and so e n ∈ [e, x] for any x ∈ X n . Let x ∈ X n be such that d(e, x) < δ. Then, we have d(e, e n ) ≤ diam([e, x]) < ε and therefore d(e, End(X n )) < ε. Take now e n ∈ End(X n ), we shall prove that d(e n , End(X)) < ε: If e n ∈ End(X) then clearly d(e n , End(X)) = 0. If e n / ∈ End(X), then let C be a connected component of X \ X n such that C ∩ X n = {e n }. Then for any x ∈ X n and e ∈ C ∩ End(X), we have e n ∈ [e, x]. So take any point e ∈ C ∩ End(X) and let x ∈ X n be such that d(e, x) < δ. Then diam([e, x]) < ε and so d(e, e n ) < ε. It follows that d(e n , End(X)) < ε. In result, we conclude that d H (End(X n ), End(X)) < ε for any n ≥ n 0 and therefore lim
Theorem 4.4. Let (X, d) be a dendrite and f : X → X a monotone dendrite map. Then any ω-limit set M of f is contained in the Hausdorff closure of periodic orbits in its convex hull.
Proof. Note that M is itself a periodic orbit when it is finite, then in this case there is nothing to prove. So suppose that M is infinite. Let D be the convex hull of M . Fix a ∈ M = End(D) and let τ = diam(D), we are going to construct a sequence of trees (T n ) n in D such that for each n ∈ N, End(T n ) is a periodic orbit, T n ⊂ T n+1 , d(a, T n ) ≤ τ n and Cut(D) = ∪ n∈N T n . Let T 1 = {γ} where γ ∈ Fix(f ) ∩ Cut(D). The other trees will be obtained by induction as follow: Suppose that T n was already defined with the required properties mentioned above. Let C be the connected component of D \ T n that contains a and let C ′ be another connected component of D \ T n that does not contain a, hence (C ∩ M ) = ∅ = (C ′ ∩ M ) and by assertion (i) of Lemma 4.2, any arc joining one point from C to another one from C ′ has nonempty intersection with End(T n ). By the minimality of M , there is s ∈ N for which f s (a) ∈ C ′ . Choose 0 < δ <
set V = B(a, δ)∩D. By Lemma 3.2 and Theorem 2.8, there is q n ∈ V ∩P(f ).
Again by the minimality of M , for some k ∈ N, f k (a) ∈ B(b, ε) and by the continuity of f k , there is µ > 0 such that f k (B(a, µ)) ⊂ B(b, ε). Suppose that Q is the connected component of D \ {x} that contains a. Then Q ∩ B(a, µ) is an open neighborhood of a in D. Hence, there is n ∈ N such that for some p n ∈ Q ∩ B(a, µ), thus [p n , f k (p n )] ∋ x, it follows that x ∈ T n . Now by assertion (i) of Lemma 4.2, the sequence of trees (T n ) n fulfilled condition (c) in Lemma 4.3. And by construction, the sequence (T n ) n fulfilled either condition (a) and (b) of Lemma 4.3, hence we get lim
It is known that, if X is a dendrite then the family of all ω-limit sets of a continuous map f : X → X endowed with the Hausdorff metric need not to be compact ( [15] , Theorem 2). In the case of monotone dendrite map, the family of ω-limit sets coincide with the family of minimal sets and we show that it is a compact subset of 2 X . Theorem 4.5. Let (X, d) be a dendrite and f : X → X a monotone dendrite map. Then the set of all minimal sets endowed with the Hausdorff metric is compact.
Proof. Let (M n ) n be a sequence of minimal sets that converges in the Hausdorff metric to M . Then by the compactness of (2 X , d H ), M is a compact set. By Theorem 4.4, one may assume that all M n are periodic orbits. By the continuity of
As M is in the closure of periodic orbits in the Hausdorff metric, we get that M ⊂ P(f ) and from Theorem 3.4, we have P(f ) = RR(f ) thus M ⊂ RR(f ) and so M is the union of minimal sets for f . We are going to show that M is in fact a unique minimal set for f . Suppose that M is not minimal, then there exists two minimal sets
, by the continuity of r H , we have lim
We distinguish two cases, both of them lead us to a contradiction.
Case 1:
. Now, as End(H) = K 2 is closed, each point in H has a finite order in H and the set of branch point of H is discrete (see [5] ). Take a point c ∈ K 1 , then c is a Cut point of H. Suppose that r = ord H (c). Then there is a neighborhood T r of c in H such that T r ∩ K 2 = ∅ and T r = ∪ 
Thus, for all i ∈ {1, . . . , r} there exist
Recall that H is strongly invariant as it is the convex hull of the minimal subset K 2 (assertion (i) of Lemma 3.2) and so N n = r H (M n ) is a periodic orbit by Lemma 4.1. For some i ∈ {1, . . . , r},
Recall that the three points c(n), b i (n) and b j (n) belong to N n which is a periodic orbit, a contradiction with Lemma 3.3. Case 2: H 2 H 1 and H 1 H 2 . In this case, End(H) = K 1 ∪ K 2 and it can be proved easily that H is strongly invariant and so N n = r H (M n ) is a periodic orbit by Lemma 4.1.
Recall that N n is a periodic orbit, thus N n ⊂ H 1 and so d(N n , K 2 ) > η for n large enough. However as lim
5. Induced maps on the hyperspaces F n (X) Given a dendrite X and n ∈ N. Let F n (X) = {A ∈ 2 X : A has at most n points} and denote by F n (f ) = 2 f |Fn(X) .
Lemma 5.1. Let f : X → X be a monotone dendrite map. Then for any x ∈ X there exists y ∈ ω f (x) such that (x, y) is an asymptotic pair.
Proof. If ω f (x) is finite then Lemma 5.1 is obviously holds. When ω f (x) is infinite, see the proof of Theorem 1.2 in [23] .
Lemma 5.2. Let f : X → X be a monotone dendrite map. Let n ∈ N and A = {x 1 , x 2 , ..., x n } ∈ F n (X). Then there exists B = {y 1 , . . . , y n } ∈ RR(F n (f )) asymptotic to A and such that y i ∈ ω f (x i ) for any i ∈ {1, . . . , n}.
Proof. Let n ∈ N and A = {x 1 , x 2 , ..., x n } ∈ F n (X). Then by Lemma 5.1, for each 1 ≤ i ≤ n, there exists y i ∈ ω f (x i ) such that (x i , y i ) is an asymptotic pair for f . Denote by B = {y 1 , y 2 , ..., y n }, then (A, B) is an asymptotic pair for F n (f ). Recall that Λ(f ) = RR(f ) = P(f ) (Theorem 3.4). So by ( [12] , Theorem 5), B ∈ RR(F n (f )). Theorem 5.3. Let (X, d) be a dendrite and f : X → X a monotone dendrite map. Then for any A ∈ F n (X), there exists B ∈ RR(F n (f )) ∩ P(F n (f )) asymptotic to A.
Proof. Let A = {x 1 , x 2 , ..., x n } ∈ F n (X). Then by Lemma 5.2, there exists B = {y 1 , y 2 , ..., y n } ∈ RR(F n (f )) such that (A, B) is an asymptotic pair for F n (f ) and y i ∈ ω f (x i ) for any i ∈ {1, . . . , n}. By Theorem 3.4, for each i ∈ {1, . . . , n}, there is a periodic point p i of f in the ball B(y i , ε), hence the set P = {p 1 , . . . , p n } is a periodic point of F n (f ) and d H (B, P ) < ε. It follows that B ∈ P(F n (f )).
Corollary 5.4. Let f : X → X be a monotone dendrite map. For each n ∈ N, we have:
Proof. (a) It follows immediately from Theorem 5.3. (b) By Lemma 2.9 and Theorem 5.3, we have Λ(F n (f )) = RR(F n (f )) ⊂ P(F n (f )). So it suffices to prove that P(F n (f )) ⊂ RR(F n (f )). Let P n be a sequence of periodic points of F n (X) that converges to P = {a 1 , ..., a k }. Clearly, for any i ∈ {1, ..., k}, a i ∈ P(f ). Recall that P(f ) = RR(f ) thus P ⊂ RR(f ). By ( [12] , Theorem 5), P ∈ RR(F n (f )).
The following Corollary follows immediately from Corollary 5.4 and Theorem 3.6.
Corollary 5.5. Let f : X → X be a monotone dendrite map. Then for any A ∈ F n (X), ω Fn(f ) (A) is either finite or a minimal Cantor set.
We also deduce easily from Theorem 5.3 the following:
Corollary 5.6. The induced map F n (f ) generated by a monotone dendrite map has no Li-Yorke pair. In particular, it has zero topological entropy.
Induced maps on the hyperspaces T n (X)
Given a dendrite X and n ∈ N, we denote by T n (X) the family of trees in X with at most n endpoints. We show that T n (X) is a closed subsets in 2 X (see Lemma 6.1). From Lemma 3.1, f (T n (X)) ⊂ T n (X). So we may study the dynamic of the map
Proof. Let k ∈ N and (T n ) n be a sequence of trees with k endpoints. If (T n ) n converges in the Hausdorff metric to T , then we will prove that T is a tree with at most k endpoints. Indeed, by the fact that (C(X), d H ) is compact, T is a sub-dendrite of X. Suppose that card(End(T )) > k. Let {e 1 , ..., e k+1 } ⊂ End(T ) with e i = e j for each i = j. There is ε > 0 such that for any i ∈ {1, ..., k + 1} and for any b i ∈ B(e i , ε), [{b 1 , ..., b k+1 }] is a subtree of X with (k + 1) endpoints. As, lim n→+∞ d H (T n , T ) = 0 so for some n ∈ N and for any i ∈ {1, ..., k + 1}, there is b i ∈ T n ∩ B(e i , ε). Thus, [{b 1 , ..., b k+1 }] is a subtree of X with (k + 1) endpoints. As, {b 1 , ..., b k+1 } ⊂ T n then [{b 1 , ..., b k+1 }] ⊂ T n . So, T n has more then k endpoints, a contradiction. Lemma 6.2. Let (X, d) be a dendrite. Let ε > 0 and 0 < δ < ε be as in Lemma 2.2. Let k ∈ N and let A = {a 1 , a 2 , ..., a k },
and x ∈ A then x = a i for some i ∈ {1, ..., k} and so
where a i = x = a j . Let C i (resp. C j ) be the connected component of X \ {x} that contain a i (resp. a j ), then at least one of them is disjoint from the connected component of X \ {x} that contain [B], suppose for example
Theorem 6.3. Let (X, d) be a dendrite and f : X → X a monotone dendrite map. Then for any T ∈ T n (X), there exists K ∈ RR(T n (f )) ∩ P(T n (f )) asymptotic to T .
Proof. Suppose that T ∈ T n (X) and End(T ) = {a 1 , ..., a k } where 1 ≤ k ≤ n. By Lemma 5.1, for each i ∈ {1, ..., k}, there exists
Let ε > 0 and 0 < δ < ε be as in Lemma 2.2, then there is N 0 ∈ N such that for any
for any n ≥ N 0 . Lets prove now that K is a regularly recurrent point for the induced map T n (f ) and belongs to the closure of the set of its periodic points. Indeed, the set of endpoints of K, {c 1 , ..., c r } ⊂ {b 1 , ..., b k } ⊂ Λ(f ) = RR(f ) by Theorem 3.4. Let ε > 0, 0 < δ < ε be as in Lemma 2.2, there is N ∈ N for which d(c i , f kN (c i )) < δ for each i ∈ {1, .., r} and for any k ∈ N. Also by Theorem 3.4, there is a periodic point p i ∈ B(c i , δ) for each i ∈ {1, .., r}, it is clear that the convex hull P of {p 1 , . . . , p r } is a tree which belong to
Corollary 6.4. Let (X, d) be a dendrite and f : X → X a monotone dendrite map. For each n ∈ N, we have:
Proof. (a) It follows immediately from Theorem 6.3. (b) By Lemma 2.9 and by Theorem 6.3, we have Λ(T n (f )) = RR(T n (f )) ⊂ P(T n (f )). So it suffices to prove that P(T n (f )) ⊂ RR(T n (f )). Let (T n ) n be a sequences of periodic points of T n (f ) that converges to T . Clearly, End(T n ) ⊂ P(f ) for each n ∈ N. We prove first that End(T ) ⊂ P(f ). Let e ∈ End(T ) and b ∈ Cut(T ) such that (b, e] is open in T . There is µ > 0 such that B(e, µ) ∩ T ⊂ (b, e]. Let 0 < ε < µ and 0 < δ < ε be as in Lemma 2.2. Due to the continuity of the map r T , we have lim
Hence, for some n ∈ N, d H (r T (T n ), T ) < δ and d H (T n , T ) < δ. Thus, there exists x n ∈ T n such that r T (x n ) ∈ B(e, δ) and so r T (x n ) ∈ (b, e] and hence d(r T (x n ), e) < δ, and hence by Lemma 2.2, diam([r T (x n ), e]) < ε. As r T (T n ) is a subtree of T , there is y n ∈ T n for which r T (y n ) ∈ [r T (x n ), e] and (r T (y n ), e] ∩ r T (T n ) = ∅. Take e n ∈ End(T n ) such that r T (e n ) = r T (y n ). As d H (T, T n ) < δ, there exists x ∈ T such that d(x, e n ) < δ, so diam([x, e n ]) < ε and as r T (y n ) = r T (e n ) ∈ [x, e n ], it follows that d(e n , r T (y n )) < ε. So, d(e n , e) ≤ d(e n , r T (y n )) + d(r T (y n ), e) < 2ε. Consequently, End(T ) ⊂ P(f ) = RR(f ). Now, we are going to prove that T ∈ RR(T n (f )). Suppose that End(T ) = {e 1 , ..., e k } and ε > 0, let 0 < δ < ε be as in Lemma 2.2, there is N ∈ N for which d(e i , f kN e i ) < δ for each i ∈ {1, ..., k} and for any k ∈ N. By assertion (b) of Lemma 3.1, [f kN (e 1 ), ..., f kN (e k )] = f kN (T ) and by Lemma 6.2, d H (T, f kN (T )) < ε for any k ∈ N. So, T is regularly recurrent for T n (f ).
The following Corollary follows immediately from Corollary 6.4 and Theorem 3.6.
Corollary 6.5. Let f : X → X be a monotone dendrite map. Then for any A ∈ T n (X), ω Tn(f ) is either finite or a minimal Cantor set.
We also deduce easily from Theorem 6.3 the following: Corollary 6.6. The induced map T n (f ) generated by a monotone dendrite map has no Li-Yorke pair. In particular, it has zero topological entropy.
Example of chaotic induced map generated by a homeomorphism dendrite
Recall that in the case of X being a tree and f : X → X a continuous map, Matviichuk proved in [20] that for any subtree A of X, lim n→+∞ diamf n (A) = 0 (so the orbit of A behaves similarly as the orbit of a point) or A is asymptotically periodic (that is, its ω-limit set is a periodic orbit). As a consequence, there is always equality between the topological entropy of f and the topological entropy of its induced map C(f ) ( [20] , Theorem 4.3). In the case of X being a dendrite it may happen that the dynamic of a continuous map f : X → X is quite simple but its induced map C(f ) is quite complicated. For instance, it was shown in [3] that for some homeomorphism of a dendrite f : X → X, its induced map C(f ) has infinite topological entropy and then it is Li-Yorke chaotic but f has no Li-Yorke pair and with zero topological entropy. In this section, we give a similar example of a homeomorphism dendrite g : S → S, where its induced map C(g) has infinite topological entropy and we show in addition that it is ω-chaotic. (Notice that C(f ) in the example of Section 7 in [3] is also ω-chaotic but there is no proof of this fact in [3] ).
The dendrite S. We define the dendrite S as a subset of the complex plane as follows: S = ∪ n∈Z I n where for each n ∈ Z + , we let I −n = {te In this way, g is a homeomorphism of S satisfying the following properties: * Fix(g) = {0}. * ∀n ∈ Z, g(I n ) = I n+1 .
So any point in S is asymptotic to 0. This illustrates the triviality of the dynamic of f . Moreover, since S is a dendrite and g is a homeomorphism, by ( [1] , Corollary 3.9), the topological entropy of g is zero.
ω-chaos for the induced map C(g): we are going to construct an uncountable ω-scrambled set for C(g). Let {a n , n ∈ N} be a dense sequence in . Let a λ (n) = h λ (a(n)), ∀n ∈ N. So, for each λ ∈ (0, 1], we let S λ = ∪ n∈N J −2 n (λ) where
The set {S λ , λ ∈ (0, 1]} is an ω-scrambled set: For any λ ∈ (0, 1], {0} ∈ ω C(g) (S λ ). Indeed, d H (g 2 n +2 n−1 (S λ ), {0}) ≤ , | a λ (m i ) − α |}. Let λ, λ ′ ∈ (0, 1] such that λ < λ ′ then
Hence, {S λ , λ ∈ (0, 1]} is an ω-scrambled set. Clearly, {S λ , λ ∈ (0, 1]} is uncountable. So, C(g) is ω-chaotic.
Topological entropy for the induced map C(g): Let k ∈ N and ε = 1 k . For any n ∈ N and for any σ = (σ 1 , ..., σ n ) ∈ {1, 2, ..., k} n , we let T σ be the subtree of S defined as follow:
For any σ = σ ′ ∈ {1, 2, 3, ..., k} n , there exists j ∈ {1, ..., k} such that
k . Thus, {T σ , σ ∈ {1, 2, ..., k} n } is an (n, C(g), ε)-separated set. It follows that sep(n, C(g), ε) ≥ k n . Hence, h(C(g)) ≥ ln(k), ∀k ∈ N. Therefore, h(C(g)) = +∞.
