ABSTRACT As a useful way to help users filter information and save time, item recommendation intends to recommend new items to users who tend to be interested. As the most common format related to items in online social networks, short texts have always been disregarded by previous research on item recommendation. The sparse features and insufficient information in short texts render the extraction of features from short texts difficult. To address the problems of short text feature extraction and item recommendation, we introduce a sense-based word embedding method to enrich word features and aid in item topic extraction. The sense is used to demonstrate the semantic meaning of a word since each word contains different senses, and each sense can be used to describe various words. Thus, the sense is befitting to enrich the information of short texts and address the problem of polysemy. By combining topic distribution, social relationships, and users' interests and interactions, we propose a time-aware probabilistic model to profile a user's preference score on items. By predicting the user preference score at a future time interval, the items with top scores can be regarded as the recommended items. Different experiments on real-world datasets are deployed to prove the feasibility and efficiency of sense-based short text topic assignment and item recommendation in multiple languages. The prediction results also demonstrate that the model substantially outperforms the compared methods.
I. INTRODUCTION
Online social networks (OSNs), such as microblogs, are increasingly essential for people to interact with their friends, diffuse social influence and obtain information. OSNs enable users to exchange small elements of content such as short texts, links, images or videos. Of all content, short texts comprise the most common format because they can be included in users' posts, comments, and descriptions of a picture or video. Thus, the study of short texts is a necessary part of the technologies related to OSNs.
The content in OSNs have exponentially increased, and the purpose of OSNs is to give users an efficient way to interact with other users. Therefore, it is crucial for OSNs to equip recommendation mechanisms and recommend users with proper information that they are interested in. A recommendation system is used to recommend information, such as articles, friends, movies, merchandise or advertisements
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by analyzing users' historical data. Item recommendation can efficiently extract personalized and customized information from the massive amount of data on the internet.
The recommendation systems in OSNs can be formalized into two types: user recommendation [1] and item recommendation [2] - [4] . User recommendation predicts the user links and recommends the target user with users who have high similarity, and item recommendation recommends new items to users who tend to be interested in. A user is usually associated with various kinds of items with different topics or types. For target user u i , when user u j is recommended to u i , some of the items related to u j may not fit the interest of u i . Thus, the item recommendation, which only recommends the contexts, can better filter the information that is concerned by u i and realizes precise delivery compared with the user recommendation. Items usually contain goods, texts, pictures, and videos. By tagging each item, items with similar tags can be divided into the same class and thus as the foundation of recommendation tasks.
Almost all the items in OSNs are correlated with textual content. For example, posted figures are annotated with texts; a movie item is introduced by texts; the comments of an article or video are formed by texts; and the merchandise on a shopping website is described in text format. For the item recommendation concerned with texts, the primary task is to analyze and tag or classify the texts. Assigning a topic for each item is a proper way to tag and classify items. The topic of a document can be extracted by a traditional topic model, such as Latent Dirichlet Allocation(LDA) [5] . For long documents, each document contains different topics and the word-and document-level features, such as term frequency and inverse document frequency, are easily obtained. Therefore, the topic distribution for long documents can be easily extracted. However, items with short and inadequate texts in OSNs have only a few words or sentences. Each text may contain only one topic, and each word may have different meanings. These features of short texts may cause a dispersive topic distribution; thus, the extracted topic tags by LDA cannot precisely represent the latent information of short texts. The sparse features of short texts make the analysis of short texts substantially more difficult than long documents. Thus, so it is challenging to properly extract the topic distribution of items with short texts under the disturb of polysemy and lack of features. One valid way to address the challenges of short texts is to enrich the wordand document-level features. The sense information of words is helpful for the following reasons: Since each word contains different senses, the sense can properly benefit the polysemy problem. The sense and sense-based word embedding can also demonstrate the semantic meaning of words, which can enrich the word-level features. By using the sense-based topic extraction method, the document-level feature is also complemented.
The social theory social influence effect [6] claims that users' preferences are affected by the social network around them. The homophily effect theory [7] states that people tend to follow those who have similar preferences. Thus, the item recommendation in OSNs needs to take into account both the dynamic evolution of users' interests and historical social relationships. Some previous studies combined the item topic and user' profile evolution for the item recommendation task [8] but did not consider the user relationships. Some research has also jointly modeled the social network and users' preference change to predict the social links or consumption behavior [9] - [11] ; however, none of them considered the distinctive features of items with short texts.
In this paper, we propose a novel topic and profile based method for item recommendation. The proposed model can be divided into two tasks. The first task is to model the sense-based latent topic extraction method for items. The sense embedding of each word is considered to enrich the word feature And address the problem of polysemy. An improved Dirichlet Multinomial Mixture (DMM) topic model is proposed to sample the topic for each text. The second task models the users' profile evolution over time by jointly combining the user preference score, sense-based item topic feature, social relationships and the interactions between users and items. The predicted preference score based on the profile evolution is regarded as the recommendation gist; items with higher preference scores are more likely to be recommended to the corresponding user.
Our contributions can be summarized as follows:
• We propose a novel item recommendation model by jointly combining sense-based topic modeling, user profile evolution, social relationships and interactions.
• An improved Dirichlet Multinomial Mixture topic model is proposed by introducing word sense embedding. The model takes into account sparse features and conquers the problem of polysemy in short texts.
• A probabilistic latent profile approach on modeling the evolution of user preference scores and latent interest is proposed for item recommendation.
II. RELATED WORK
The related work of this paper can be grouped into three categories.
A. SHORT TEXT TOPIC MODELING
Traditional topic models, such as LDA-based methods [5] , are the most commonly employed topic extraction methods. LDA models document-topic and topic-word vectors according to the word concurrence relationships. However, when the document is short and the features are sparse, LDA-based methods cannot obtain the actual topic or word distribution. Li et al. [12] and Liu et al. [13] introduced the topic feature for each word and generated the word-topic distribution for topic assignment. However, different words in one short text may only contain one identical topic; thus, this method is inapplicable to short texts. So one efficient way to obtain the topic distribution of short texts is to enrich the features by expanding texts. Sahami and Heilman [14] and Phan et al. [15] used third-party resources, such as Wikipedia, dictionary or search results of a search engine, to expand short texts. Qiang et al. [16] combined short texts with high similarity and converted short texts into a long document. However, this method may cause high noise and error propagation problems. Zhang et al. [17] employed both the topic of short texts and the images to model the topic distribution in OSNs.
Another method of enriching word-level features can also address the sparse feature problem. Cheng et al. [18] proposed a topic model named BTM, in which they treated a pair of two words as a unit: the more frequently two words have a cooccurrence, the more likely they belong to the same topic. Nguyen et al. [19] utilized pretrained word embedding vectors to extend two different Dirichlet multinomial topic models, i.e., LDA and DMM. Each word was represented by the word topic and embedding vector, and Gibbs sampling was utilized to obtain the topic words and document-topic distribution. In contrast to LDA, the DMM assumes that each document only contains one topic, which is more suitable for short texts. They achieved significant improvements on topic coherence evaluation and document clustering tasks on short documents, which proved the feasibility of combining word embedding and the DMM model for the topic extraction task on short texts. Gao et al. [20] also used the pretrained word embedding together with the Conditional Random Field(CRF) to model the topic of short texts. However, the word embedding used in these models is trained by the traditional method and does not consider the polysemy problem in short texts.
B. WORD SENSE BASED METHOD
Word embedding is an available feature to be used in topic modeling; however, in traditional word embedding methods, each word corresponds to one single embedding and the polysemy of most words is disregarded. External resources, such as the open knowledge base DBpedia [21] and lexical databases such as WordNet [22] , can express the relationship of words in English and can be utilized to help with the disambiguation of polysemy in the word embedding process. In WordNet, nouns, verbs, adjectives and adverbs are grouped into sets of cognitive synonyms, and relationships such as synonymy, hyponymy and meronymy are used to connect different words. Another lexical database in Chinese is HowNet [23] , which expresses the inter-conceptual relations and inter-attribute relations of concepts as connoted in lexicons of Chinese and their English equivalents. HowNet proposed the concepts of sense and sememe, where sememe is used to describe the minimum semantic unit of a word. Each word has different senses, and each sense is modified by various sememes.
Many types of research have proven the effectiveness of introducing senses into word embedding or other natural language processing tasks in both Chinese and English. Bian et al. [24] utilized WordNet in a deep learning algorithm to compute high-quality word embedding. Rothe and Schütze [25] also used WordNet as a lexical resource to learn the embeddings for synsets and lexemes. Sun and Chen [26] and Niu et al. [27] introduced the sememe information into the word representation learning task and solve the problems on polysemy and representations for low frequency words. The experimental results on word similarity and word analogy tasks demonstrated significant outperformance compared with baselines using sememe in word representation learning. Zeng et al. [28] also employed HowNet as a supplementary approach to help realize the extension of dictionaries. Inspired by these researches, we introduce the sense and hyponym of words to enrich the word features and solve the polysemy problem for word embedding of the short text topic model with the help of lexical resources such as HowNet and WordNet.
C. ITEM RECOMMENDATION
The objective of item recommendation in OSNs is to predict new items for target users; one feasible alternative is to build user profiling base on the content and relationships and then use the collaborative filtering method. The objective of tag-based user profiling is to profile users with predefined tags [3] , high weighted words [2] or topic tags [8] , [29] . The TF-IDF [30] or BM25 [4] term weighting method and topic model can be used to extract tags. The sources of tags include descriptions, posted texts, registered profile, reviews and information from neighbors. McAuley and Leskovec [31] proposed the HFT model and combined the max factorization-based rating dimensions with the latent review topics generated by the LDA model. He et al. [32] built TriRank, a user-relation-aspect ternary relation based tripartite graph by extracting aspects from reviews, and convert the recommendation problem into a vertex ranking problem. The model treated the words as aspects and was extracted by the rule-based system. However, the predefined tags lack flexibility and the traditional topic model or rule-based method cannot properly extract the features of the texts, especially for short texts in microblog scenarios.
To address the data sparsity problem, researchers have presented knowledge-based methods. Jiang et al. [33] and Jing et al. [34] proposed the transfer-learning based approach to apply the knowledge from an auxiliary domain to improve recommendation in the target domain. Palumbo et al. [35] also utilized a translational model with knowledge graphs. Zheng et al. [36] used the structure of the ontology category to extend the topic tags by adding the child nodes of the topic into the tags; the neighborhood was selected to construct the neighborhood-user profile. They assumed that the tastes from all child subjects of subject s should be acquired when a user is interested in s. However, this assumption is not pervasive since the child subjects are usually various and one may dislike some of the subcategories. Colombo-Mendoza et al. [37] jointly combined the LDA model and the ontology-based semantic similarity metric to aid in context modeling. The knowledge-based models can address the data sparsity problem but they need knowledge acquisition, which is time consuming when the text data are massive.
Not only the affiliated reviews or texts, but also the interactions, ratings of users and also the evolutions need to be taken into consideration in item recommendation. The JMARS model proposed by Diao et al. [38] also employed a Dirichlet-Multinomial model to capture the word distribution of reviews and a matrix factorization to generate the aspectspecific rating. They divided the words into five groups: background, movie specific, aspect, aspect sentiment and general sentiment. The JMARS model assumed that each user has a given interest distribution in terms of the aspect that they write or concerned; however, the interest of a user in real life is never a constant distribution and varies over time. Gao et al. [8] considered not only the item's topic information but also the evolution of users' interests for time-aware item recommendation; however, they disregarded the shortcomings of short texts. Wu et al. [10] , [11] modeled the evolutional latent consumption behavior and latent user social behavior for jointly learning both the social links and the item links. Liu [39] applied the LDA topic model to represent a users' temporal preference in interaction as a topic distribution and the Gaussian process [40] to predict the future users' preference. By calculating the Jensen-Shannon divergence between the predicted preference and the topic distribution of items, the author chose the items with the shortest Jensen-Shannon divergence as the predicted item. These previous methods extract the topic information with the traditional model and without considering the special features and limitations of short texts in OSNs.
III. PRELIMINARIES A. SOCIAL-ITEM-TAG NETWORK
Gong and Liu [41] proposed a network framework referred to as the social-behavior-attribute (SBA) network to integrate social structures, user behaviors and user attributes. However, with an improvement in security awareness, people would hide their attributes in OSNs, such as the city lived in or major, the apparent attributes that can be directly extracted are not sufficient. Thus, we consider the latent features that can be extracted from the open accessed texts, primarily the topic feature, instead of apparent attributes. We modify the SBA network and propose a more general framework named social-item-tag (SIT) network with directed and weighted links; in this framework, the tags are derived from the posted texts of users.
The SIT network framework is shown in Fig.1 ; the network is constructed with item nodes, social nodes, social links, behavior links, tag nodes and tag links. The social links are directed: user u 1 has an arrow that points to user u 2 who is followed by u 1 . The social type indicates whether the two users have a one-way social link or a two-way social link. The behavior link represents the relationship between a user and an item. The closer is the correlation between a user and an item, the higher the weight of the behavior link between them, while the behavior type expresses the correlation. The tag link can be weighted by the probability of an item with the tag. The SIT network is adaptable to different OSNs since it can generally cover all the entities in OSNs; the corresponding relationships of entities in SIT and real-word OSNs are described in Table 1 .
B. PROBLEM STATEMENT
In the SIT network, which is structured by a real-world online social network, we denote the user set by U = {u 1 , u 2 , . . . , u N } and the item set by V = {v 1 , v 2 , . . . , v M }. We assume that each item v is constructed from the relevant textual content, such as description or posted texts, and v is depicted by a topic model to extract the topic tags. The users' behavior links are recorded by the vector R ∈ R N ×M ×T , where R t ij is a rating preference score, i.e., the weight of a behavior link, of user u i to item v j at time t. R t ij = 0 if user u i does not have a relationship with item v j .
Given the data in an OSN, we formalize the observable data into the SIT framework, which contains the social nodes, social links, item nodes, behavior links and observed preference scores. As shown in Fig.1 , our first task is to obtain latent tag nodes and tag links according to the observed data to build a complete SIT network. Typically, we use the topic feature as the tag node in this paper. The latent topic distribution θ j of each item v j is evaluated by introducing sense-based word embedding into a topic model. Fig. 1 describes an example of the evolution process of SIT, i.e., process of the proposed item recommendation. Assume that time t − 1 is the initial status and that user u 1 follows u 2 and posted the context v 1 . After a time sequence at current time t, u 1 may be affected by u 2 's friend circle and started to follow u 3 and reposted the context v 2 . Considering the SIT network status and evolution process, our second task is to predict the new item v 4 for u 1 at time t + 1. We profile the user interests evolution by considering the SIT network and predict the rating preference score at time t + 1. The new items with the top preference scores are selected and recommended to user u 1 . Fig. 2 illustrates the global framework of the proposed model. The model contains three modules, sense-based latent item topic modeling, user profile evolution and item recommendation, which will be explained in the following sections. In the first module, a general corpus is used to learn sense-based word embedding, and then the historical short texts data, together with the learned word embedding, are used to generate the topic distribution according to an improved Dirichlet multinomial mixture topic model. In the second module, a user profile evolution model is proposed based on the topic generated in the first module, and the user interest, social links and preference score in the SIT network. In the third module, we learn the parameters in the proposed model and present an item prediction method. 
IV. PROPOSED MODEL

A. SENSE BASED LATENT ITEM TOPIC MODELING
The short texts contain sparse features; thus, we propose a method to enrich the word-level features of a text by introducing the semantic structure of words. Since the structure and inter-relations of words in different languages are similar, as described in Section II, we denote the words' structure in a more general and language-independent way: each word has one or more senses, while each sense is described by different hyponyms. For example, the word ''apple'' has two senses: ''Apple brand'' and ''fruit''. The sense ''Apple brand'' has In the topic model, topics are represented by groups of correlated words; the correlation is revealed by the latent senses of words in a document. For example, both the words ''register'' and ''keyboard'' have a hyponym ''computer'' because both words are a part of the computer; they have similar senses and possibly belong to the same topic. Sense and hyponym can help the model to better understand the meaning of words in short texts and enrich the features of each word.
The proposed sense-based latent item topic extraction model, which is shown in Fig. 3 , mainly contains two parts: sense based word embedding, i.e., the part in the red rectangle, and topic modeling. Inspired by the sememe attention over the target model proposed in [27] , we apply sense and hyponym based word embedding into our model. Niu et al. [27] only considered all annotated hyponyms of each sense as a hyponym set without considering their internal structure; however, this method has a problem. Some words are only used to modify the hyponym words and do not have a specific meaning; treating these words as hyponyms may cause high noise. In this model, we propose a more general language-independent method and take the internal structure of hyponyms into consideration. We only use the meaningful words as a hyponym set, i.e., definition words and words with leaf nodes in the tree structure.
Each word w in the text can be described by the attention based word embedding w. The context words, hyponym and sense word embedding of w are employed for disambiguation. The embedding w of the target word w is calculated by:
where s (w) e is the e-th sense embedding of word w, S (w) is the number of senses of word w, and the attention-based sense embedding is defined as Equation (2) . The purpose of an attention mechanism is to select more important information for the target from all massive information; i.e., select a sense that is more similar to the context words. The more similar a sense word is to context words, the higher is the attention weight. The softmax function format in the attention mechanism is used to ensure that the sum of all sense attention weight is 1.
whereŝ e w is the average of all vectors of hyponym words which belongs to sense e. w c represents the context embedding and is calculated by Equation (3).
the 2K words before and after the target words are treated as context words, and w k is the embedding of the context word k. After learning sense-based word embedding, the vector space is denoted as W = {w Fig. 3 , the vocabulary number of pre-trained sense-based word embedding is A, the number of texts, i.e., texts that can describe the items, is denoted as |D|. Since each item can be described by various texts, the value of |D| may not be equal to the number of items M . The number of words contained in all documents is denoted as B, and the number of topics is P. θ is an |D| × P dimensional distribution vector, where θ i is the topic distribution of document i. denotes a P × B dimensional vector, where ϕ p is the word distribution of topic p. Z is a |D|×1 dimensional topic vector, and z i is the topic of document i. Since the DMM model assumes that each short text only contains one single topic, we do not consider the topic distribution of each word. W is a word distribution vector with the M ×B dimension, and w i,j represents the word of the j-th word in text i. The binomial distribution is used to balance the weight of word embedding and topic-word distribution.
For the word embedding w i,j of target word w i,j in the proposed topic model, each word is represented by multiple sense embedding; thus, the sense word with maximum attention weight is utilized as the word embedding of w i,j . The attention-based weight of each sense s e is calculated by:
where |S| is the number of senses of word w i,j , the context word based embedding w c is calculated by Equation (3), and each context word's embedding w k is calculated by the weighted average of senses. The Gibbs sampling algorithm is used to sample the parameters in the previous topic model.
B. USER PROFILE EVOLUTION
Modeling the evaluation of user's profile over time is an essential part of the recommendation system. The user interest and user preference score, as well as the evaluation of interest over time, should be considered. We propose a probabilistic latent approach to model the evolution of the user profile. We jointly utilize the social links, behavior links and latent item topics to model the user profile. For user u i and item v j , the conditional distribution over the observed preference score R can be formulated as:
where N (µ, σ 2 ) is a normal distribution with mean µ and variance σ 2 . Y t ij is an indicator parameter, which equals 1 if user u i has an item link with item v j at time interval t; otherwise, it equals 0. U t i is the latent interest of user u i at time t, V j is the topic based item latent vector, and , is the inner product of two vectors. σ 2 R is the weighted parameter between a user and an item, in the circumstance of
The item latent vector V can be expressed as Equation (6),
where the item vector V j is denoted based on the topic distribution generated by Section. (IV-A), i.e., V j = θ j + j . The item latent offset j can help the model to distinguish topics that are important for recommendations from topics that explain the items. The users' latent interest degree U measures the degree of a user who shows a tendency for a behavior item. Regarding how to model the users' latent interest U , we consider both the social links and the historical item links. The current item link depends on two factors. The first factor comprise the items for which user u i had relationships with at a previous time period, for example, if u i posted item v 1 at time t, he/she VOLUME 7, 2019 is likely to post or repost another item v 2 that is similar to v 1 at time t + 1. The second factor which effects the item link is the social neighbors, e.g., u 1 is likely to forward the item that is posted or forwarded by his/her neighbor u 2 . Based on these factors, we formulate the latent interest as follows:
where
is the set of u i 's neighborhood users at time t−1. L t−1 hi denotes the influence score of user u h to u i at time t − 1, and the influence score is calculated by Equation (9) .
where η is an adjustable weighted parameter. Function f (u h , u i ) is the link weight between user u h and u i . The closer is the relationship between u h and u i , the higher is the value of f (u h , u i ). |F u h ∩ F u i | denotes the number of common friends of u h and u i .
C. MODEL LEARNING AND ITEM PREDICTION
Given the users' history behavior sequence with the rating preference score R, our goal is to learn the parameter set
The posterior distribution over the parameter set is expressed as follows:
Minimizing the log posterior of this equation is equivalent to minimizing the following objective:
Each parameter in Equation (11) is convex although the objective function is not convex. The derivative of each parameter is expressed as follows, where
The local minimum of parameter U can be achieved by iteratively updating each parameter with the Stochastic Gradient Descent (SGD) method [42] . For parameters α and β, which have bound constraints, the local minimum can be obtained by the Projected Gradient Descent (PG) [42] . The procedure of parameter learning is summarized in Algorithm 1.
Algorithm 1 Parameter Learning of the Proposed Model
1: Initialize U , V , γ and η 2: while not converged do 3: for i = 1, 2, . . . , N do 4: for t = 1, 2, . . . , T do 5: Fix V , γ , η, update U t i with SGD 6: end for 7: Fix U , V , update γ and η with PG for j = 1, 2, . . . , M do 10: Fix U , α, β, update V j using SGD 11: end for 12: end while Given the users' behavior set, such as friends followed by a user or texts posted by a user, we can learn the topic distribution [ 
V. EXPERIMENTS
To prove the effectiveness of the proposed model, we conduct three different experiments. The objective of the first experiment is to evaluate the performance of sense-based word embedding. Since our proposed model is suitable for Chinese related tasks, which are addressed in a few previous studies, we evaluate the sense-based topic distribution and item recommendation performance on a real-world online social network dataset in Chinese. Finally, to prove the scalability and feasibility of the proposed method in different languages, we apply the global English dataset to launch experiments on item recommendation and compare with state-of-art methods. 
A. SENSE BASED WORD EMBEDDING
The precondition of the proposed topic extraction model is to learn a global word embedding. We apply the Chinese-English bilingual dictionary Hownet as a supplement to learn the word representations based on a global corpus in this section. The texts in OSNs are topic limited and always have little information; thus, we employ a more universal Sogou-T 1 dataset as the corpus to pre-train the word embedding. This Chinese dataset is provided by a Chinese commercial search engine and contains approximately 2.7 billion words. For better illustration, we visualize the word embedding by reducing the dimensions from 200-dimensional space to 2-dimensional space; examples of some words are shown in Fig. 4 . In the vector space, the distance between two words demonstrates the semantic similarity between them; i.e., the closer are the two words in the vector space, the greater is their similarity. The trained word embedding is provided in Chinese; thus, we annotate some words with English for the explanation. In contrast to traditional word embedding, we concern the different senses of words to address the problem of polysemy and treat each sense as a word for visualization. The words with subscripts have different senses; each subscript represents one sense. For example, the word '' '' has two similar senses: ''have a hard time'' and ''feel bad'', which are similar to the sense of word '' ''; thus, these three senses are close to each other in vector space. The word '' '' also has one sense-''difficult to pass''-which does not have a meaning that is similar to the previous two senses; thus, this sense is far from the two in the vector space and does not appear in this figure. The four word senses in the upper-right corner are countries, so they are close to each other but far from other words.
The results indicate that the sense-based word embedding method can properly demonstrate the semantics of words and 1 https://www.sogou.com/labs/resource/t.php can also describe the polysemant by using different senses. Sense-based word embedding only needs to be learned once at the beginning of the entire experiment. After learning a word representation vector space, it can also be applied to other natural language processing tasks.
For the global English dataset, the sense-based word embedding is trained by the English data from Wikipedia 2 , and the visualization results are similar to the Chinese results, so we omit the word embedding results in English here.
B. ITEM PREDICTION ON CHINESE SPECIFIC MODEL
Chinese is a low resource language, and few corpora or research specifically on Chinese exist. Due to the special linguistic structure and complexity of Chinese, most models do not perform well on Chinese datasets.
To prove the feasibility of our proposed item prediction method for Chinese texts, we employ a real-world dataset of the Sina Weibo and Hownet lexical database to perform experiments. Sina Weibo is a microblog in Chinese that was collected in [43] , and Table 2 lists the statistics of this dataset.
The social nodes are the users in the Sina Weibo social network, and the types of social links contain FRIENDS and FOLLOWS, where FRIENDS is a bidirectional link that indicates that two users are following each other and FOLLOWS is a one-way link, meaning that the node of the start user follows the node of the end user. Item nodes are the behavior items, i.e., texts posted by social nodes. The behavior types for the links between a user and a behavior item contain POST and REPOST. The type POST of the behavior link indicates that the user is the original author of the item. The time in this dataset ranges from September 28, 2012 to October 29, 2012 . Thus, we use one day as the time interval and the dynamic changes in the 31 time periods as the basis of time-aware item recommendation. 
1) TOPIC DISTRIBUTION
First, we employ the sense-based latent item topic modeling method that was previously proposed to generate the topic distribution of the 300, 000 item short texts. Since the short texts in real-world social networks usually contain various topics, we set the topic number to 100 in the topic modeling process. Examples of topic-word distribution generated by the sense-based topic model are shown in Table 3 . The left column denotes the topic numbers of five example topics, and the right column shows the corresponding Chinese words and the English explanations. The subscript of the Chinese word, which is similar to that in Fig. 4 , denotes the number of senses of the words in the Hownet database. From Table 3 , we can conclude that our proposed sense-based topic modeling method can properly distinguish different topics and assign words with different senses to the corresponding topics.
2) COMPARED METHODS
We compare the proposed sense topic modeling based item recommendation method, noted as STIR here, with the following representative baselines.
• PMF. Probabilistic Matrix Factorization (PMF) is an effective method for item recommendation which models the user preference matrix into a product of two lower-rank users and items [44] .
• UCF. UCF proposed a user interest based collaborative filtering method to make timely recommendations, which took the user's historical data and the neighborhood similarity into consideration [45] .
• timeSVD++. A methodology proposed by Koren [46] for modeling time drifting user preferences in the context of recommender systems. Specifically, user bias, item bias and user latent factors are modeled as functions of time.
• GP. This method aggregated the topic distributions of the users' past interactions to build the profile, and applied the Gaussian process to predict the user's preference. The tradition LDA topic model is used to model the topic distribution of each item [39] .
• ContextMF This method utilized the social contextual information and summarized the social information knowledge as the individual preference and interpersonal influence for recommendation [47] .
3) PREDICTION RESULTS
The Root Mean Squared Error (RMSE) [44] , Precision and Mean Reciprocal Rank(MRR) [39] are commonly employed metrics to measure the performance of a recommendation system. RMSE is used to measure the rating prediction precision, whereas Precision and MRR are used to measure the recommendation precision. For the microblog OSN that we utilize in this experiment, the recommendation task intends to recommend similar items, i.e., items with similar rating preference scores. Due to the large number of items in a microblog, the chances that a predicted item is totally the same as the actual item are very low. The predicted item, which has a rating preference score that is similar to the actual item, is regarded as a successful recommendation. Thus, the metric RMSE, which measures the rating prediction performance, is more proper in this experiment than the Precision and MRR. The RMSE is calculated by Equation (17), whereR ij is the predicted rating preference score, while R ij is the actual preference score. The lower is the value of RMSE, the more precise is the rating prediction; thus, the item recommendation is more accurate.
During the process of prediction, we set the function f (u h , u i ) in Equation (9) equals to 1 when u h and u i are friends; f (u h , u i ) = 0.5 when u i is followed by u h ; and f (u h , u i ) = 0 when u h has no relationship with u i . We randomly choose 2, 000 active users with more than 25, 000 related items from the Sina Weibo dataset for the evaluation of item recommendation. We launch two experiments on different randomly selected datasets with different 2, 000 users and analyze the RMSE; the average results are shown in Fig. 5 . The results show that the RMSE of the test data converges to the value near 0.0697. The RMSE results for the compared methods are shown in Fig. 6 . The RMSE of the proposed method STIR is 38 percent smaller than the compared GP method in the training data and 8 percent smaller than the GP method in the test data, which demonstrate the efficiency of the proposed method STIR. The timeSVD++ introduced the time-related and dynamic features into the recommendation task and thus performs better than the two traditional methods PMF and UCF. ContextMF incorporated the topic model with matrix factorization and gets better results. GP outperforms the other four compared methods and proves that modeling the evolution of users' preferences can improve the performance of time-aware item recommendation.
The results indicate that the proposed sense topic modeling based item recommendation method is fit for the real-word Chinese social network dataset. This method also attains a reasonable RMSE results and is substantially smaller than the compared state-of-art methods.
C. ITEM PREDICTION ON GLOBAL ENGLISH DATASET
We choose the extensively used Last.fm 3 dataset to evaluate the performance of our model in English. The dataset records the information of 1, 892 users as social nodes, 17, 632 music artists as item nodes, 92, 834 pairs of userartist, i.e., item links, 11, 946 unique description words on artists and 186, 479 links from users to artists with timestamps. In addition, 12, 717 bidirectional user friend relations, i.e., social links, are also contained in this dataset. The artists are treated as items; the description words on artists are treated as the information of the short text and used to extract the topic distribution.
1) EXPERIMENTAL SETTINGS
The baseline methods that we employ here is the same as that in Section V-B.
In the Last.fm dataset that we use in this experiment, the items are music artists that have a limited number and is more easily to be recommended precisely. Compared with the metric RMSE, which only measures the rating similarity, Precision and MRR, which measures the recommendation precision, is more appropriately and precisely applied in this experiment. Precision is the ratio of successfully predicted items to the top-k recommendation. MRR is a popular ranking metric for measuring the recommendation quality by determining the discrepancy between the first item in the list and the first successfully predicted item, which is calculated by:
, where R i is the position of the first successfully predicted item in the recommendation list returned for the i-th user.
Since the time in the dataset Last.fm varies from 2005 until 2011, we treat each year as a time interval and use 60 percent of the data for training and 40 percent of the data for testing. The topic number is set to 10 in the topic modeling process. We ran three different experiments on different training and test data and employed the average value of different experimental results as the final result.
2) RECOMMENDATION RESULTS
The Precision and MRR metrics are separately calculated for each user at different times for the top-k recommendation. Fig. 7 and Fig. 8 show the average value of MRR and precision for the top-k recommendation, where k = 5, 10, 15, 20, 25, 30. The hyperparameters λ U = 1, and γ and η are initialized as 1. Similar to the results in item recommendation on Chinese dataset, the timeSVD++ shows better performance than the two traditional methods PMF and UCF and proves the importance of introducing the time-related and dynamic features into the recommendation task. ContextMF performs better than the previous three methods, which indicates the effectiveness of incorporating the topic model with matrix factorization. GP outperforms the other four compared methods on both Precision and MRR, which proves that modeling the evolution of users' preferences can improve the performance of time-aware item recommendation. It can be seen that our proposed method STIR outperforms all compared methods on MRR and generally performs better than the compared methods on Precision. Although STIR is slightly inferior to the method GP for the top-5, top-10 and top-15 recommendation, it performs better for other kinds of recommendations. Besides, STIR shows slower decline as the size of the recommendation list increases. GP performs slightly better than STIR on Precision because the use of the Jensen-Shannon divergence between users and items can help to filter the nearest items for a user. However, when the number of items increases, the difference in the Jensen-Shannon divergence may not be very diacritical, which causes a decline in the Precision.
In general, our approach outperforms other models in various aspects for the reason that we use the sense based topic model to accurately represent the item features and use the time-aware user behaviors to express users' dynamic interests.
To evaluate the impact of the parameter λ U on the latent model, we varied the value of λ U to observe the impact on the recommendation performance, as shown in Fig. 9 . When λ U varies from 0.1 to 1, both the Precision and MRR increase. However, when λ U is larger than 1, Precision and MRR decrease. The performance of item recommendation is the best when λ U equals 1, which explains why we used λ U = 1 in the experiment to evaluate the metrics MRR and Precision.
VI. CONCLUSION
In this study, we address the problem of short text topic modeling and recommendation in social networks and introduce the senses of words in these two tasks. We propose a sense-based latent item topic modeling method to enrich the word features and extract topics for short texts. By jointly combining the sense-based topic distribution, social relationships, and users' interests on texts, a time concerned user profile evolution model is introduced to perform the item recommendation task. Various experiments are established to evaluate the performance of sense-based word embedding, topic distribution and item recommendation, and two real-world datasets are applied to prove the feasibility and effectiveness of the proposed model. The model that we propose is scalable to other online social network scenarios and is suitable for texts in different languages. As part of our future research, we aim to jointly and simultaneously learn the sense-based word representation and topic distribution to reduce the error propagation problem. The method can also be further optimized to improve the accuracy and efficiency.
