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DIFFUSION LIMITS FOR SHORTEST REMAINING PROCESSING
TIME QUEUES UNDER NONSTANDARD SPATIAL SCALING
By Amber L. Puha1
California State University San Marcos
We develop a heavy traffic diffusion limit theorem under nonstan-
dard spatial scaling for the queue length process in a single server
queue employing shortest remaining processing time (SRPT). For
processing time distributions with unbounded support, it has been
shown that standard diffusion scaling yields an identically zero limit.
We specify an alternative spatial scaling that produces a nonzero
limit. Our model allows for renewal arrivals and i.i.d. processing times
satisfying a rapid variation condition. We add a corrective spatial
scale factor to standard diffusion scaling, and specify conditions un-
der which the sequence of unconventionally scaled queue length pro-
cesses converges in distribution to the same nonzero reflected Brow-
nian motion to which the sequence of conventionally scaled workload
processes converges. Consequently, this corrective spatial scale factor
characterizes the order of magnitude difference between the queue
length and workload processes of SRPT queues in heavy traffic. It
is determined by the processing time distribution such that the rate
at which it tends to infinity depends on the rate at which the tail of
the processing time distribution tends to zero. For Weibull processing
time distributions, we restate this result in a manner that makes the
resulting state space collapse more apparent.
1. Introduction. We study the heavy traffic behavior of the queue length
process in a shortest remaining processing time (SRPT) queue. We consider
a single server queue with renewal arrivals and independent and identically
distributed processing times that are also independent of the arrival process.
Jobs are served in a nonidling fashion such that at each instant the job with
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the shortest remaining processing time is served at rate one. This is done
with preemption so that if a job arrives for which the total processing time
is smaller than that remaining of the job in service, the job in service is
placed on hold and the arriving job enters service. Therefore, in order to
adequately track the state of the system, it is necessary to keep track of
all remaining processing times of all jobs in the system. We do this using a
measure valued process that at each time has a unit atom at the remaining
processing time of each job in the system. This is introduced formally in
Section 2.
Optimality of shortest remaining processing time, in the sense that it is
the queue length minimizer over all nonidling service disciplines, has been
known since the 1960s [21, 24]. One anticipates that this results at the
expense of lengthy delays for jobs with large total processing times. Hence,
sojourn times are naturally of interest for SRPT. For Markovian arrivals, the
early work Schrage and Miller [22] develops a formula for the mean response
time in steady state with extended results available in Schassberger [20] and
Perera [18]; see Schreiber [23] for a survey. Also see results in Pavlov [16]
and Pechinkin [17] on steady state queue length distributions. Recently, Lin,
Wierman and Zwart [13] followed up on the work in [22] by characterizing
the asymptotic behavior of the steady state mean sojourn time as the traffic
intensity approaches one for a large class of processing time distributions.
Interestingly, the rate at which the mean sojourn time tends to infinity
depends on the tail behavior of the processing time distribution. Results
in this spirit were also an outcome of [5, 6], where a fluid model (formal
functional law of large numbers limit) was proposed and an associate weak
convergence result (functional law of large numbers result) was stated and
proved. There the rate at which a fluid analog of the sojourn time as a
function of the initial processing time tends to infinity depends on the tail
behavior of the processing distribution. Other somewhat recent studies of
SRPT have focused on fairness (e.g., [1, 26]) or tail behavior [14, 15].
Here we focus on further developing existing diffusion limit results (func-
tional central limit theorems) for SRPT. The paper [9] contains a diffusion
limit theorem for the sequence of measure valued state descriptors under
standard heavy traffic conditions and standard diffusion scaling. For lim-
iting processing time distributions with bounded support, the main result
in [9] indicates that the limiting measure valued process is a single atom
supported at the supremum of the support of the limiting processing time
distribution for all time. The height of that atom varies randomly in time as
determined by the limiting workload process. More specifically, under stan-
dard heavy traffic conditions, the sequence of conventionally diffusion scaled
workload processes converges in distribution to a semi-martingale reflected
Brownian motion [11]. The height of the atom for the measure valued dif-
fusion limit is then given by the limiting workload process divided by the
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supremum of the support of the limiting processing time distribution. This is
analogous to early results for strict priority queues where in the heavy traf-
fic diffusion limit work piles up in the lowest priority class [25]. The main
result in [9] goes on to state that for limiting processing time distributions
with unbounded support, the limiting measure valued process is identically
equal to the zero measure. In particular, the limiting queue length process
is identically equal to zero. Such behavior had not been observed prior to
this for other nonidling service disciplines. The limiting queue length process
is typically recovered from the limiting workload process via multiplication
by a positive constant, a phenomenon known as state space collapse; see
[8, 11, 12, 25], for instance. The fact that the sequence of rescaled queue
length processes is of lower order magnitude than the sequence of rescaled
workload processes quantifies the extreme queue length minimizing nature
of SRPT.
A natural follow-up question to the work in [9] is whether or not there is
an alternative scaling that can be employed to yield a nontrivial limit for
this unconventionally rescaled queue length process. If such a limit exists,
it would be of interest to describe how that limit is related to the limit-
ing workload process that arises under standard diffusion scaling. Here we
identify such a nonstandard scaling for continuous processing time distribu-
tions with unbounded support for which the tails satisfy a rapid variation
condition. The main theorem in this paper, Theorem 3.1, specifies that the
spatial scaling must be modified by multiplying by a certain inverse function
related to the tails of the first moment of the processing time distribution.
In particular, there is multiplicative correction factor that must be applied
to standard diffusion scaling to obtain a nontrivial limit. The order of mag-
nitude of that correction factor depends on the rate at which the tails of
the first moment tend to zero. With this corrective scaling, the limiting
process is identically equal to the limiting workload process that arises un-
der standard diffusion scaling. Hence, with this corrective scaling factor, a
generalized version of state space collapse holds.
The corrective scaling identified here was inspired by fluid limit results in
[6]. The order of magnitude agrees with that of the left edge of the support
of fluid model solutions as time approaches infinity. This seems to be the
first result in the queuing theory literature where the nature of the scaling
depends on the tail behavior of the processing time distribution. In fact, we
only know of one previous result [10] that employs nonstandard scaling.
The scaling in [10] is a mixture of conventional fluid (functional law of
large numbers) and conventional diffusion (functional central limit theorem)
scaling.
It is interesting to note that the result in Theorem 3.1 is consistent with
the rapid variation case of [13], Theorem 3, as follows. Theorem 3 in [13]
specifies an asymptotic formula for the mean sojourn time in steady state as
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the traffic intensity increases to one. By using the rate at which the traffic
intensity approaches one for standard heavy traffic conditions [see (3.2)], one
can informally translate their asymptotic formula into one indexed by the
sequence of systems here. This results in an asymptotic formula that has the
same order of magnitude as the spatial scaling specified by Theorem 3.1. Of
course the former is for the steady-state mean response time, and the latter is
for the unconventionally rescaled queue length process. But, due to Little’s
law, the queue length and response time should be of the same order of
magnitude.
In general, the inverse function that produces the corrective scaling is not
available in closed form. Hence, the multiplicative constant contained within
it is not immediately available. However, for Weibull processing time distri-
butions, explicit calculations can be done to separate the order of magnitude
and multiplicative constant. The order of magnitude is determined by the
shape parameter and the multiplicative constant is given by the scale param-
eter. This is stated precisely in Corollary 3.2, which provides an interesting
illustration of the resulting generalize state space collapse.
This raises the next natural question of what happens when the process-
ing time distributions satisfy a regular variation condition. The work here
does not address that case. The works [6] and [13] suggest that the same
function might provide an appropriate corrective scaling. However, the proof
of Theorem 3.1 does not generalize to that case. The slowly varying nature
of the inverse function that specifies the corrective scaling factor plays an
important role in the proof of Theorem 3.1; see (2.2) and (2.3). Determining
the behavior in the case of regular variation is work in progress.
In the next section, we precisely define the model and associated measure
valued state descriptor. Then we specify the sequence of systems and asso-
ciated asymptotic conditions that they must satisfy. This allows us to state
the main result of the paper, Theorem 3.1, and its corollary for Weibull
processing time distributions, Corollary 3.2. The remainder of the paper
contains the proof of the main result.
1.1. Notation. Throughout R denotes the real numbers, and R+ denotes
the nonnegative real numbers. Similarly, Z denotes the integers, and Z+
denotes the nonnegative integers. Then N denotes the positive integers. For
a, b ∈R, a∧ b and a∨ b, respectively, denote the minimum and maximum of
a and b. Also, for a ∈R, |a|= (−a)∨ a denotes the absolute value of a.
We defineC(R+) to be the set of continuous real valued functions with do-
main R+. Then Cb(R+) denotes those elements of C(R+) that are bounded.
We use the notation 1(·) for the function in Cb(R+) that is identically equal
to one and χ(·) for the identity function in C(R+).
For a Polish space S , we let D([0,∞),S) denote the set of functions of
time taking values in S that are right continuous with finite left limits. We
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endow this space with the Skorohod J1-topology. Then D([0,∞),S) is also
a Polish space [7]. We denote the function in D([0,∞),R) that is identically
equal to zero by 0(·).
We use the notation M for the set of finite, nonnegative Borel measures
on R+. The zero measure in M is denoted by 0. Traditionally, for x ∈R+,
δx ∈M is the unit atom at x. For x ∈ R+, we also define δ+x to be the
measure inM that is δx if x > 0 and 0 otherwise. Given a Borel measurable
function f :R+ → R and ζ ∈ M, we let 〈f, ζ〉 =
∫
R+
f(x)ζ(dx), when the
integral exists. Then 〈1, ζ〉 is the total mass of ζ . We refer to 〈χ, ζ〉 as the first
moment of ζ . The setM is endowed with the topology of weak convergence.
In particular, for {ζn}n∈N ⊂M and ζ ∈M, ζn w→ ζ as n→∞ if and only if
limn→∞〈g, ζn〉= 〈g, ζ〉 for all g ∈Cb(R+). With this topology, M is a Polish
space. We denote the function in D([0,∞),M) that is identically equal to
the zero measure by 0(·).
We use “⇒” to denote convergence in distribution of random elements
of a metric space. Following Billingsley [2], we use P and E, respectively,
to denote the probability measure and expectation operator associated with
whatever space the relevant random element is defined on. Unless otherwise
specified, all stochastic processes used in this paper are assumed to have
paths that are right continuous with finite left limits (r.c.l.l.).
Finally, following [3], we say that a measurable function g : (0,∞)→ (0,∞)
is rapidly varying of index ∞ if for all ε > 0,
lim
x→∞
g((1 + ε)x)
g(x)
=∞,(1.1)
and is rapidly varying of index −∞ if for all ε > 0,
lim
x→∞
g((1 + ε)x)
g(x)
= 0.(1.2)
Together the functions in these two classes are called rapidly varying. In
addition, g : (0,∞)→ (0,∞) is slowly varying if for all c > 0,
lim
x→∞
g(cx)
g(x)
= 1.(1.3)
2. The stochastic model and state descriptor. We consider a GI/GI/1
SRPT queue such that the processing time distribution is continuous, has
unbounded support and the tails satisfy a rapid variation condition. In par-
ticular, jobs arrive according to a delayed renewal process E(·) with rate
λ ∈ (0,∞) such that the interarrival times have finite standard deviation
σa and E(0) = 0. Then, for t ∈ [0,∞), E(t) denotes the number of jobs that
have arrived to the system exogenously by time t. Processing times for these
jobs are independent and identically distributed positive random variables
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with common continuous cumulative distribution function F (·), finite mean
and finite standard deviation σs ∈ (0,∞). The sequence {vi}i∈N of process-
ing times is also assumed to be independent of the arrival process. For i ∈N,
the ith job to arrive to the system has total processing time vi. For simplic-
ity, we refer to the ith job to arrive to the system as job i, or the ith job. We
use the notation v to denote a random variable that is equal in distribution
to a generic processing time. Specifically,
F (x) = 1−F (x) = P(v > x), x∈R+.
Our assumptions include that F (·) is rapidly varying with index minus in-
finity; see (1.2). We restrict attention to a subset of such processing time dis-
tributions that includes, for example, Weibull distributions. For this, given
x ∈R+, let
S(x) =
1
E[v1{v>x}]
.
In [6], s(·) is the fluid analog of the sojourn time of initial jobs as a function
of the remaining processing time at time zero. The notation S(·) is chosen
here to highlight its similarity with s(·) in [6] (they differ by factor that
tends to a positive constant as x tends to infinity). Note that S(0) = 1/E[v].
Further, S(·) is positive, nondecreasing, continuous, unbounded and rapidly
varying with index plus infinity. Set
S−1(y) = inf{x ∈R+ :S(x)> y}, y ∈R+.(2.1)
Hence, S−1(·) is positive, strictly increasing, right continuous, unbounded
and slowly varying. Further, S(S−1(y)) = y for all y ∈R+. We assume that
for some c > 1,
lim
y→∞
(
S−1(cy)
S−1(y)
− 1
)
ln(S−1(y)) = 0.(2.2)
This is an assumption about the rate at which the ratio associated with
the slowly varying function S−1(·) converges to one. Rate of convergence
conditions such as this and their implications are discussed more fully in [3],
Section 2.3.1. Here we note that (2.2) is not satisfied by all slowly varying
functions. For example, as noted in [3], page 78, (2.2) does not hold for slowly
varying functions of the form exp((ln(·))δ), where 1/2 ≤ δ < 1. However, it
does hold for many processing distributions, including Weibull processing
time distributions. That Weibull processing time distributions satisfy (2.2)
is demonstrated in Section 3.
The reason for assuming (2.2) is that by [3], Theorem 2.3.3 (originally
stated in [4]), it follows that for all δ ∈R,
lim
y→∞
S−1((S−1(y))δy)
S−1(y)
= 1.(2.3)
DIFFUSION LIMITS FOR SRPT QUEUES 7
Recall that S−1(·) is slowly varying so that limy→∞S−1(cy)/S−1(y) = 1 for
all c > 0. Then (2.3) says that one can replace the constant c > 0 with
(S−1(y))δ , y ∈R+. As y tends to infinity, this tends to infinity if δ > 0 and
to zero if δ < 0. In Section 3, (2.3) is used to obtain (3.8), which is in turn
used to prove the main theorem of the paper, Theorem 3.1.
As far as the initial state of the system in concerned, there are Q(0) jobs
in the system at time zero. Here Q(0) is assumed to be a random variable
taking values in Z+. The time zero remaining processing times for such jobs
are the first Q(0) elements of the sequence {v˜i}i∈N ⊂ R+. Each member
of the sequence {v˜i}i∈N is assumed to be a positive random variable. For
1≤ i≤Q(0), we refer to the job in the system at time zero with remaining
processing time v˜i at time zero as initial job i, or the ith initial job. Let
W (0) =
∑Q(0)
i=1 v˜i, which is a random variable taking values in R+. Then
W (0) corresponds to the total work (measured in units of processing time)
in the system at time zero. Finally, let Z(0) ∈M be given by
Z(0) =
Q(0)∑
i=1
δ+v˜i .
Note that
Q(0) = 〈1,Z(0)〉 and W (0) = 〈χ,Z(0)〉.
Jobs are served in a nonidling fashion. In particular, the server does not
idle if there are jobs in the system. At any given instance at which the
system is nonempty, the job with the shortest remaining processing time is
served at rate one. This is done with preemption so that when a job arrives
to the system that requires less processing time than that remaining for the
job currently in service, the job in service is placed on hold and the arriving
job enters service immediately. For 1≤ i≤Q(0) and t ∈ [0,∞), v˜i(t) denotes
the remaining processing time of initial job i at time t. For 1≤ i≤E(t) and
t ∈ [0,∞), vi(t) denotes the remaining processing time of job i at time t. So
then, for t ∈ [0,∞), let
Z(t) =
Q(0)∑
i=1
δ+
v˜i(t)
+
E(t)∑
i=1
δ+
vi(t)
.
In particular, Z(·) ∈ D([0,∞),M) is the associated measure valued state
descriptor. For t ∈ [0,∞), let
Q(t) = 〈1,Z(t)〉 and W (t) = 〈χ,Z(t)〉.
Then Q(·) and W (·), respectively, denote the queue length and workload
processes.
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3. Statement of the main result. Let R be a sequence taking values in
(1,∞) tending to infinity. Fix a sequence of GI/GI/1 SRPT queues indexed
by R for which the initial conditions and stochastic primitive inputs satisfy
the conditions specified in Section 2. We further require that the process-
ing time distributions do not depend on r and have common cumulative
distribution function F (·). We place a superscript r on all parameters and
processes associated with the rth system. So then for each r ∈R, we have λr,
σra, E
r(·), Zr(·), Qr(·) and W r(·), which may depend on r, but F r(·) = F (·)
for all r ∈R. Also, for r ∈R, set
ρr = λrE[v].
For convenience later on, for r ∈R and x∈R+, we also define
ρrx = λ
r
E[v1{v≤x}].
Then, for r ∈R and x ∈R+,
ρr − ρrx =
λr
S(x)
.(3.1)
We assume that the stochastic primitive inputs satisfy the following asymp-
totic heavy traffic conditions. For some κ ∈R, as r→∞,
σra→ σa and r(ρr − 1)→ κ.(3.2)
Then it follows that λr → λ as r→∞, where λ = 1/E[v]. For r ∈ R and
t ∈ [0,∞), let
E
r
(t) =
Er(r2t)
r2
and Êr(t) =
Er(r2t)− λrr2t
r
.
Also assume that as r→∞,
Êr(·)⇒E∗(·),(3.3)
where E∗(·) is a Brownian motion starting from zero with drift zero and
variance (λ)3(σa)
2. This implies a functional weak law of large numbers for
the exogenous arrival process. Specifically, set λ(t) = λt for t ∈ [0,∞). Then,
as r→∞,
E
r
(·)⇒ λ(·).(3.4)
Given r ∈R, let
cr = S−1(r).(3.5)
For r ∈R and t ∈ [0,∞), set
Q˜r(t) =
crQr(r2t)
r
and Z˜r(t) = c
rZr(r2t)
r
.
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Also, for r ∈R and t ∈ [0,∞), set
Ŵ r(t) =
W r(r2t)
r
and Ẑr(t) = Z
r(r2t)
r
.
Then, the “hat” notation corresponds to processes under standard diffusion
scaling and the “tilde” notation corresponds to processes under the non-
standard scaling consisting of standard diffusion scaling multiplied by the
spatial correction factor cr, r ∈R. Note that limr→∞ cr =∞. Assume that
for some random variable W0 that is finite almost surely, as r→∞,
(Ŵ r(0), Q˜r(0))⇒ (W0,W0).(3.6)
For r ∈R and ε > 0, let
lrε = S
−1(r(cr)−2−ε) and urε = S
−1(r(cr)2+ε).(3.7)
Then, for ε > 0 and r ∈R, we have that 0< lrε < cr < urε <∞. Also, for all
ε > 0, limr→∞ l
r
ε = limr→∞ u
r
ε =∞. Further, by (2.3), (3.5) and (3.7), for
each ε > 0,
lim
r→∞
cr
lrε
= 1 and lim
r→∞
cr
urε
= 1.(3.8)
The proof of the main result (Theorem 3.1) will proceed by demonstrating
for any given ε > 0, the contribution to the total mass under the unconven-
tional scaling and to the work under the conventional scaling asymptotically
concentrates in (lrε , u
r
ε] as r→∞. Therefore, we further assume that for all
ε > 0, as r→∞,
〈(1 ∨ χ)1[0,lrε ], Z˜r(0)〉 ⇒ 0 and 〈χ1(urε,∞), Ẑr(0)〉 ⇒ 0.(3.9)
Theorem 3.1. Assume that (3.2), (3.3), (3.6) and (3.9) hold. As r→
∞,
(Q˜r(·), Ŵ r(·))⇒ (W ∗(·),W ∗(·)),
where W ∗(·) is a reflected Brownian motion with drift κ and variance
λ((σa)
2 + (σs)
2) such that W ∗(0) is equal in distribution to W0.
For the class of processing time distributions that satisfy the rapid vari-
ation condition (2.2), Theorem 3.1 implies that the asymptotic order of
magnitude difference between the R indexed queue length and workload
processes in heavy traffic is given by cr = S−1(r), r ∈R. Through (2.1), the
order of magnitude of the correction factor cr, r ∈R, is determined by the
rate at which the tail of the first moment of the processing time distribution
tends to zero.
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One can view Theorem 3.1 as a generalized state space collapse result
with a multiplicative lifting factor of one; that is, the heavy traffic limit of
the unconventionally rescaled queue length process is one times the heavy
traffic limit of the conventionally rescaled workload process. The proof of
Theorem 3.1 given in Section 4 provides insight into how this phenomenon
manifests itself. We give an informal overview there as well. Another way to
view this result is that the sequence of spatial correction factors {cr}r∈R,
has embedded in it both the order of magnitude difference between the
R indexed queue length and workload processes in heavy traffic and the
reciprocal of the multiplicative lifting map. For many processing time dis-
tributions that are of interest in practice, one can compute these explicitly.
We illustrate this in the following corollary.
In the following corollary, we consider Weibull processing time distribu-
tions with positive shape parameter α and positive rate parameter β. For
these processing time distributions, the corollary precisely identifies the or-
der of magnitude of the corrective spatial scaling factor as α
√
ln r. It also
identifies what can be viewed as a state space collapse lifting map that ob-
tains the limit of the sequence of diffusion scaled queue length processes
with the rth member multiplied by α
√
ln r from the limit of the sequence of
diffusion scaled workload process via multiplication by the rate parameter
β. In this regard, it is interesting to note that multiplication of the limiting
workload process by β is not the same as division by the mean processing
time, except in the exponential case α= 1. Indeed, the mean processing time
is given by Γ(1+α)/β, where Γ(t) =
∫
R+
xt−1 exp(−x)dx, t ∈ (0,∞), denotes
the gamma function. Note that Γ(1 +α)< 1 for 0< α< 1 and Γ(1+α)> 1
for α> 1. Then, under this nonstandard spatial scaling, the limiting residual
processing time per job in the system 1/β exceeds the mean processing time
for 0<α< 1. The opposite is true for α > 1.
Corollary 3.2. Let α,β > 0. Assume that (3.2), (3.3), (3.6) and (3.9)
hold and that F (x) = exp(−(βx)−α), x ∈ R+ (so that the processing time
distribution is Weibull distributed with rate parameter β > 0 and shape pa-
rameter α > 0). Then, as r→∞,
α
√
ln(r)Qr(r2·)
r
⇒ βW ∗(·),
where W ∗(·) is a reflected Brownian motion with drift κ and variance
λ((σa)
2 + (σs)
2) such that W ∗(0) is equal in distribution to W0.
Proof. Fix α,β > 0. We begin by more precisely determining the asymp-
totic behavior of S−1(·); see (3.10) below. Then we use this asymptotic be-
havior to verify (2.2) so that we may apply Theorem 3.1. The continuous
mapping theorem together with (3.10), then allows us to replace cr = S−1(r)
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with α
√
ln r/β and then to multiply by the constant β to obtain the desired
conclusion.
For x ∈R+,
1
S(x)
= E[v1{v>x}] = xF (x) +
∫ ∞
x
F (y)dy ≥ x
exp((βx)α)
.
Using L’Hopital’s rule, one can verify that
lim
x→∞
exp((βx)α)
xS(x)
= lim
x→∞
E[v1{v>x}]
xF (x)
= 1.
Fix δ ∈ (0,1). Then there exists X ∈R+ such that for all x >X ,
(1− δ) exp(((1− δ)βx)α)≤ (1− δ) exp((βx)
α)
x
≤ S(x)
≤ exp((βx)
α)
x
≤ exp((βx)α).
So then it follows that there exists Y ∈R+ such that for y > Y ,
α
√
ln(y)
β
≤ S−1(y)≤
α
√
ln(y/(1− δ))
(1− δ)β .
Hence
lim
y→∞
βS−1(y)
α
√
lny
= 1.(3.10)
Fix c > 1. For y > 1, we have(
α
√
ln(cy)
α
√
ln(y)
− 1
)
ln
(
α
√
ln(y)
β
)
=
(
α
√
1 +
ln(c)
ln(y)
− α
√
1
)(
ln(ln(y))
α
− lnβ
)
.
Set h(z) = α
√
1 + z, z ∈ (−1,∞). Using Taylor’s remainder theorem and the
fact that h′(·) is continuous in a neighborhood of the origin, there exists
B,δ > 0 such that for all |z|< δ,
1−B|z| ≤ h(z)≤ 1 +B|z|.
So then for all y sufficiently larger than 1,
0≤
(
α
√
1 +
ln(c)
ln(y)
− α
√
1
)
ln
(
α
√
ln(y)
β
)
≤ B ln(c)
ln(y)
(
ln(ln(y))
α
− lnβ
)
.
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Hence
lim
y→∞
(
α
√
ln(cy)
α
√
ln(y)
− 1
)
ln
(
α
√
ln(y)
β
)
= 0.(3.11)
Combining (3.10) and (3.11) implies (2.2) for S−1(·). Hence the result follows
from Thoerem 3.1, (3.10) and the continuous mapping theorem. 
4. Proof of Theorem 3.1. Here we state the main facts that will be
proved in subsequent sections in order to verify Theorem 3.1. Then we prove
Theorem 3.1 using these facts.
Henceforth, we assume that we have a sequence of R indexed GI/GI/1
SRPT queues satisfying the conditions in Section 3 and that W ∗(·) de-
notes a semi-martingale reflected Brownian motion with drift κ and variance
λ((σa)
2 + (σs)
2) such that W ∗(0) is equal in distribution to W0. Then, by
[11], as r→∞,
Ŵ r(·)⇒W ∗(·).(4.1)
In Section 5.1, we state and prove Lemma 5.1. This together with the fact
that cr < urε for all ε > 0 and r ∈R implies that for all ε > 0, as r→∞,
〈1(urε,∞), Z˜r(·)〉 ⇒ 0(·) and 〈χ1(urε,∞), Ẑr(·)〉 ⇒ 0(·).(4.2)
In Section 5.2.2, we state and prove Lemma 5.2. This implies that for all
ε > 0, as r→∞,
〈1[0,lrε], Z˜r(·)〉 ⇒ 0(·) and 〈χ1[0,lrε], Ẑr(·)〉 ⇒ 0(·).(4.3)
The asymptotic behavior summarized in (4.2) and (4.3) is used below in the
proof of Theorem 3.1.
Before proceeding to prove Theorem 3.1, we provide an overview, which
provides some insight into how the state space collapse that it implies arises.
For this, let ε > 0. Then (4.2) and (4.3) imply that in heavy traffic the jobs
that contribute to the unconventionally rescaled queue length process or to
the conventionally rescaled workload process have residual processing times
that asymptotically concentrate in (lrε, u
r
ε] as r→∞. For each r ∈ R, this
interval contains the scale factor cr. The interval itself is shifting out to
infinity as r→∞. However, since the workload process converges to a non-
degenerate limit under diffusion scaling, the number of jobs with residual
service time in this interval must tend to zero on diffusion scale. That the
diffusion scaled queue length has a zero limit was shown rigorously in [9],
which implies that the diffusion scaled measure valued state descriptor has
a zero limit as well. However, due to (3.8), all members of this interval are
of order cr. In particular, each job with residual processing time in this in-
terval contributes order cr to the diffusion scaled workload process. So then,
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since jobs with residual service time outside of (lrε, u
r
ε] do not asymptotically
contribute to the unconventionally rescaled queue length process, it should
follow that as r→∞
crQ̂r(·)≈ Ŵ r(·).
The proof of Theorem 3.1 given next demonstrates this in precise terms,
and thereby validates this line of reasoning.
Proof of Theorem 3.1. We have that for all ε > 0, r ∈ R and t ∈
[0,∞),
lrε〈1(lrε ,urε], Ẑr(t)〉 ≤ 〈χ1(lrε ,urε], Ẑr(t)〉 ≤ urε〈1(lrε ,urε], Ẑr(t)〉.
Then, for all ε > 0, r ∈R and t ∈ [0,∞),
cr
urε
〈χ1(lrε ,urε], Ẑr(t)〉 ≤ 〈1(lrε ,urε], Z˜r(t)〉 ≤
cr
lrε
〈χ1(lrε ,urε], Ẑr(t)〉.(4.4)
Fix T, ε, η, δ > 0. Given r ∈R, let
Ωr1 =
{
sup
t∈[0,T ]
〈1(urε ,∞), Z˜r(t)〉< δ/3
}
∩
{
sup
t∈[0,T ]
〈χ1(urε,∞), Ẑr(t)〉< δ/3
}
,
Ωr2 =
{
sup
t∈[0,T ]
〈1[0,lrε ], Z˜r(t)〉< δ/3
}
∩
{
sup
t∈[0,T ]
〈χ1[0,lrε], Ẑr(t)〉< δ/3
}
.
By (4.2) and (4.3),
lim
r→∞
P(Ωr1 ∩Ωr2) = 1.(4.5)
By (4.4), for each r ∈R, on Ωr1 ∩Ωr2, for all t ∈ [0, T ],
cr
urε
Ŵ r(t)− 2δ
3
≤ Q˜r(t)≤ c
r
lrε
Ŵ r(t) +
2δ
3
.
Then, for each r ∈R, on Ωr1 ∩Ωr2, for all t ∈ [0, T ],(
cr
urε
− 1
)
Ŵ r(t)− 2δ
3
≤ Q˜r(t)− Ŵ r(t)≤
(
cr
lrε
− 1
)
Ŵ r(t) +
2δ
3
.(4.6)
Given r ∈R and M ∈N, let
Ωr(M) =
{
sup
t∈[0,T ]
Ŵ r(t)<M
}
and Ω(M) =
{
sup
t∈[0,T ]
W ∗(t)<M
}
.
Since W ∗(·) is continuous almost surely,
P
( ⋃
M∈N
Ω(M)
)
= 1.
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Hence, there exists Mη ∈N such that
P(Ω(Mη))≥ 1− η.
Then, by (4.1) and the Portmanteau theorem,
lim inf
r→∞
P(Ωr(Mη))≥ 1− η.
This together with (4.5) implies that
lim inf
r→∞
P(Ωr1 ∩Ωr2 ∩Ωr(Mη))≥ 1− η.(4.7)
Further, by (4.6), for each r ∈R, on Ωr1 ∩Ωr2 ∩Ωr(Mη),
sup
t∈[0,T ]
|Q˜r(t)− Ŵ r(t)| ≤max
(
cr
lrε
− 1,1− c
r
urε
)
Mη +
2δ
3
.
By (3.8), there exists R ∈R such that for all r > R,
max
(
cr
lrε
− 1,1− c
r
urε
)
≤ δ
3Mη
.
Then, for each r > R, on Ωr1 ∩Ωr2 ∩Ωr(Mη),
sup
t∈[0,T ]
|Q˜r(t)− Ŵ r(t)| ≤ δ.
Hence, by (4.7),
lim inf
r→∞
P
(
sup
t∈[0,T ]
|Q˜r(t)− Ŵ r(t)| ≤ δ
)
≥ 1− η.
Since T, η, δ > 0 were arbitrary,
Q˜r(·)− Ŵ r(·)⇒ 0(·).
This together with (4.1) and the converging together lemma completes the
proof. 
5. Verification of (4.2) and (4.3). Theorem 3.1 was proved in Section 4
as a consequence of (4.2) and (4.3) and other facts already established in
the paper. The remainder of the paper is devoted to stating and proving the
two lemmas that imply (4.2) and (4.3), namely Lemmas 5.1 and 5.2.
5.1. Workload process tail behavior. In this section we prove Lemma 5.1,
which implies (4.2). The tail behavior asserted here is relatively easy to verify
since it is simply a manifestation of the scaling. This is evident in the proof
given below.
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Lemma 5.1. For all ε > 0, as r→∞,
〈χ1(urε,∞), Ẑr(·)〉 ⇒ 0(·).(5.1)
Proof. Fix ε > 0. For r ∈ R and t ∈ [0,∞), v˜ri (t) ≤ v˜ri for all 1 ≤ i ≤
Qr(0) and vri (t)≤ vi for all 1≤ i≤Er(r2t). Hence, for r ∈R,
〈χ1(urε,∞), Ẑr(·)〉 ≤ 〈χ1(urε,∞), Ẑr(0)〉+
1
r
r2E
r
(·)∑
i=1
vi1{vi>urε}.(5.2)
Further, for r ∈R,
1
r
r2E
r
(·)∑
i=1
vi1{vi>urε} =
1
r
(
r2E
r
(·)∑
i=1
vi1{vi>urε} − r2λr(·)E[v1{v>urε}]
)
+
rλr(·)
S(urε)
.
By (3.7), (3.2) and limr→∞ c
r =∞,
lim
r→∞
rλr(·)
S(urε)
= lim
r→∞
λr(·)
(cr)2+ε
= 0(·).(5.3)
Further, as r tends to infinity, E[v1{v>urε}] and E[v
21{v>urε}] converge to zero
since limr→∞ u
r
ε =∞. Hence, by Proposition A.1, as r→∞,
1
r
(
r2E
r
(·)∑
i=1
vi1{vi>urε} − r2λr(·)E[v1{v>urε}]
)
⇒ 0(·).
Therefore, as r→∞,
1
r
r2E
r
(·)∑
i=1
vi1{vi>urε}⇒ 0(·).
Combining this with (3.9) and (5.2) implies (5.1). 
5.2. Behavior in large neighborhoods of the origin. In this section, we
prove the following lemma, which implies (4.3).
Lemma 5.2. For all ε > 0, as r→∞,
〈(1∨ χ)1[0,lrε], Z˜r(·)〉 ⇒ 0(·).(5.4)
The behavior asserted in Lemma 5.2 is more subtle than that asserted in
Lemma 5.1 since it relies on the SRPT processing dynamics. Key elements
used in verifying this result are asymptotics obtained for the duration of
busy periods for large neighborhoods of the origin; see Lemmas 5.3 and 5.4.
Such results are refinements of [9], (4.9), where the neighborhood of the
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origin does not grow with r ∈ R, and a slower rate of convergence to zero
is verified for fixed width neighborhoods of the origin. Equations (5.6) and
(5.7) developed below play a central role in proving these rate of convergence
results. They exploit the nonidling nature of SRPT as well as the order in
which jobs are processed.
Once Lemmas 5.3 and 5.4 are established, we verify that the total mass in
a fixed width neighborhood of the origin converges to zero; see Lemma 5.5.
The proof of Lemma 5.5 utilizes an inequality similar in spirit to (5.6), but for
total mass rather than the total amount of work; see (5.15). This inequality
is less precise than (5.6) since knowing how many time units the server has
spent processing work does not exactly prescribe the number of jobs that
exit the system during that timeframe. However, by fixing the width of the
neighborhood of the origin, one can utilize this dynamic inequality together
with the result in Lemma 5.3 to obtain the desired conclusion.
The final step is to verify that the total amount of work in a growing
neighborhood of the origin tends to zero; see Lemma 5.6. For this, we return
to (5.7) multiplied by the corrective spatial scaling factor cr and with x taken
to be lrε , ε > 0 and r ∈R. This yields an upper bound on the desired quantity.
Then we need to verify that all terms on the right-hand side tend to zero.
In particular, we must verify that the net change over certain busy periods
of what could be referred to as centered truncated load processes tends to
zero sufficiently fast. This is addressed by Lemma 5.7. Since these centered,
truncated load processes converge to Brownian motion (as noted in the
Appendix), the proof strategy is to use Ho¨lder continuity of Brownian motion
to bound such differences by quantities involving the duration of the busy
period. This allows one to utilize the asymptotics obtained in Lemma 5.4 to
prove Lemma 5.7. The result in Lemma 5.7 is combined with other facts in
order to prove Lemma 5.6 at the end of Section 5.2.3.
For completeness, we write out the proof of Lemma 5.2 as a consequence
of Lemmas 5.5 and 5.6 here.
Proof of Lemma 5.2. Fix ε > 0. Then, given r ∈R,
〈(1 ∨ χ)1[0,lrε ], Z˜r(·)〉 ≤ 〈1[0,1], Z˜r(·)〉+ 〈χ1[0,lrε], Z˜r(·)〉.
This together with Lemmas 5.5 and 5.6 immediately implies (5.4). 
The remainder of this section contains the statements and proofs of Lem-
mas 5.5 and 5.6.
5.2.1. Asymptotics for busy period durations. For x ∈ R+, r ∈ R and
t ∈ [0,∞), let
τ r(t, x) = sup{s ∈ [0, t] : 〈1[0,x], Z˜r(s)〉= 0} and θr(t, x) = t− τ r(t, x).
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Given x ∈ R+, r ∈R and t ∈ [0,∞), θr(t, x) represents the amount of time
that has elapsed since the rth system had no jobs with residual process-
ing time in [0, x]. In particular, given x ∈R+, r ∈R and t ∈ [0,∞), 〈χ1[0,x],
Zr(r2s)〉> 0 for all s ∈ (τ r(t, x), t]. Hence, during the time interval (r2τ r(t, x),
r2t] the server in the rth system is busy and devoted to serving jobs with
remaining processing time in [0, x]. Hence, for each x ∈ R+, r ∈ R and
t ∈ [0,∞),
〈χ1[0,x],Zr(r2t)〉= 〈χ1[0,x],Zr(r2τ r(t, x))〉
+
Er(r2t)∑
i=Er(r2τr(t,x))+1
vi1{vi≤x} − r2θr(t, x).
For x ∈R+, r ∈R and t ∈ [0,∞), set
V rx (t) =
Er(t)∑
i=1
vi1{vi≤x},
V
r
x(t) =
V rx (r
2t)
r2
,
V̂ rx (t) =
1
r
(V rx (r
2t)− ρrxr2t).
Here, given r ∈ R and x ∈ R+, V rx (·) is referred to as a truncated load
process. Then, for x ∈R+, r ∈R and t ∈ [0,∞),
〈χ1[0,x], Ẑr(t)〉= 〈χ1[0,x], Ẑr(τ r(t, x))〉+ r(V rx(t)− V rx(τ r(t, x)))
− rθr(t, x),
〈χ1[0,x], Ẑr(t)〉= 〈χ1[0,x], Ẑr(τ r(t, x))〉+ V̂ rx (t)− V̂ rx (τ r(t, x))
+ (ρrx − 1)rθr(t, x).
Given x ∈R+, r ∈R and t ∈ [0,∞), either τ r(t, x) = 0 or τ r(t, x)> 0. If the
latter, then at time τ r(t, x), either a job with total processing time in [0, x]
arrives exogenously or a job with total processing time greater than x was in
service immediately before time τ r(t, x), and its remaining processing time
at time τ r(t, x) is x. Hence, for x ∈R+, r ∈R and t ∈ [0,∞),
〈χ1[0,x], Ẑr(τ r(t, x))〉 ≤ 〈χ1[0,x], Ẑr(0)〉
+
1
r
(V rx (r
2τ r(t, x))− V rx (r2τ r(t, x)−)) +
x
r
(5.5)
= 〈χ1[0,x], Ẑr(0)〉
+ r(V
r
x(τ
r(t, x))− V rx(τ r(t, x)−)) +
x
r
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= 〈χ1[0,x], Ẑr(0)〉
+ V̂ rx (τ
r(t, x))− V̂ rx (τ r(t, x)−) +
x
r
.
Therefore, for x ∈R+, r ∈R and t ∈ [0,∞),
〈χ1[0,x], Ẑr(t)〉 ≤ 〈χ1[0,x], Ẑr(0)〉+ r(V rx(t)− V rx(τ r(t, x)−))
(5.6)
− rθr(t, x) + x
r
,
〈χ1[0,x], Ẑr(t)〉 ≤ 〈χ1[0,x], Ẑr(0)〉+ V̂ rx (t)− V̂ rx (τ r(t, x)−)
(5.7)
+ (ρrx − 1)rθr(t, x) +
x
r
.
We use (5.6) to prove the next lemma, which specifies the asymptotic be-
havior of θr(·, x) as r→∞. We use (5.7) to prove the subsequent lemma,
which specifies the asymptotic behavior of θr(·, lrε) as r→∞.
Lemma 5.3. For each x ∈R+, as r→∞,
crrθr(·, x)⇒ 0(·).(5.8)
Proof. Given x ∈R+, let ρx = λE[v1{v≤x}] and ρx(t) = ρxt for all [0,∞).
Then, (A.1) implies that, for each x ∈R+, as r→∞,
V
r
x(·)⇒ ρx(·).(5.9)
Fix x ∈ R+, T > 0 and γ > 0. Note that ρx < 1. Let δ > 0 be such that
(1 + δ)ρx < 1. For r ∈R, let
Ωr0 =
{
〈χ1[0,x], Z˜r(0)〉 ≤
γ
2
}
,
Ωr1 =
{
sup
0≤s≤t≤T
V
r
x(t)− V rx(s−)< (1 + δ)ρx(t− s)
}
,
Ωr =Ωr0 ∩Ωr1.
By (3.9) and (5.9),
lim
r→∞
P(Ωr) = 1.
By (5.6), for each r ∈R, on Ωr, for each t ∈ [0, T ],
〈χ1[0,x], Ẑr(t)〉 ≤ 〈χ1[0,x], Ẑr(0)〉+ ((1 + δ)ρx − 1)rθr(t, x) +
x
r
.
But for each r ∈ R, 〈χ1[0,x], Ẑr(t)〉 ≥ 0 for each t ∈ [0, T ]. Hence, for each
r ∈R, on Ωr, for each t ∈ [0, T ],
(1− (1 + δ)ρx)crrθr(t, x)≤ 〈χ1[0,x], Z˜r(0)〉+
crx
r
.
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Recall that S−1(·) is slowly varying so that limy→∞S−1(y)/y = 0. Hence
limr→∞ c
r/r = limr→∞S
−1(r)/r = 0. Then for r ∈ R sufficiently large, on
Ωr, for each t ∈ [0, T ],
crrθr(t, x)≤ γ
(1− (1 + δ)ρx) .
Since limr→∞P(Ω
r) = 1, (5.8) holds. 
One feature of the SRPT discipline that is utilized in the above proof is
that by restricting to jobs with remaining processing time in [0, x] for a fixed
x, the workload process truncated to jobs with remaining processing time in
[0, x] effectively behaves as a subcritical queue. We wish to obtain a version
of Lemma 5.3 on [0, lrε ] for fixed ε > 0 with r→∞. Note that for ε > 0,
limr→∞ l
r
ε =∞. Therefore, on such time intervals, the truncated workload
process approaches that of a critical queue. This makes the verification of
Lemma 5.4 a bit more delicate, and the rate of convergence result obtained is
not as rapid. For this, for ε > 0, r ∈R and t ∈ [0,∞), we adopt the shorthand
notation
τ rε (t) = τ
r(t, lrε) and θ
r
ε(t) = θ
r(t, lrε).
Lemma 5.4. For ε > 0, as r→∞,
(cr)2+εθrε(·)⇒ 0(·).
Proof. Fix ε > 0 and t ∈ [0,∞). Given r ∈R, we take x= lrε in (5.7),
and then we subtract and add ρrrθrε(t), and use (3.1) and the fact that
S(lrε) = r(c
r)−2−ε to obtain that for r ∈R,
〈χ1[0,lrε], Ẑr(t)〉 ≤ 〈χ1[0,lrε ], Ẑr(0)〉+ V̂ rlrε (t)− V̂ rlrε (τ rε (t)−)
(5.10)
− λr(cr)2+εθrε(t) + (ρr − 1)rθrε(t) +
lrε
r
.
We have that 〈χ1[0,lrε], Ẑr(t)〉 ≥ 0 and θrε(t)≥ 0 for all r ∈R. This together
with the fact that lrε < c
r implies that, for all r ∈R,
0≤ λr(cr)2+εθrε(t)
(5.11)
≤ 〈χ1[0,lrε], Ẑr(0)〉+ V̂ rlrε(t)− V̂ rlrε (τ rε (t)−) + (ρr − 1)rθrε(t) +
cr
r
.
Upon dividing by (cr)2+ε and using limr→∞ c
r =∞, (3.2), (3.9) and (A.2),
we see that, as r→∞,
θrε(·)⇒ 0(·).(5.12)
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Hence, by (A.2) and the fact that V ∗(·) is continuous, as r→∞,
V̂ rlrε(·)− V̂ rlrε (τ rε (·)−)⇒ 0(·).(5.13)
Then letting r→∞ in (5.11) and using (3.2), (3.9), (5.12), (5.13) and the
fact that cr = S−1(r) and S−1(·) is slowly varying completes the proof. 
5.2.2. Truncated queue length process asymptotics. We are prepared to
use Lemma 5.3 to verify that the total mass in a fixed width neighborhood
of the origin vanishes as r tends to infinity.
Lemma 5.5. For all x ∈R+, as r→∞,
〈1[0,x], Z˜r(·)〉 ⇒ 0(·).(5.14)
Proof. Fix x ∈R+ and T > 0. By ignoring any processing that occurs
in (r2τ r(t, x), r2t], for r ∈R and t ∈ [0,∞), we have that
〈1[0,x], Z˜r(t)〉 ≤ 〈1[0,x], Z˜r(τ r(t, x))〉+ crr(Er(t)−Er(τ r(t, x))).
Further, by using arguments similar to those that yielded (5.5), for r ∈ R
and t ∈ [0,∞),
〈1[0,x], Z˜r(τ r(t, x))〉 ≤ 〈1[0,x], Z˜r(0)〉+ crr(Er(τ r(t, x))−Er(τ r(t, x)−))+
cr
r
.
Then, for r ∈R and t ∈ [0,∞), we have that
〈1[0,x], Z˜r(t)〉 ≤ 〈1[0,x], Z˜r(0)〉+ crr(Er(t)−Er(τ r(t, x)−)) +
cr
r
.(5.15)
Fix γ > 0. For r ∈R, let
Ωr0 =
{
〈1[0,x], Z˜r(0)〉 ≤
γ
3
}
,
Ωr1 =
{
sup
0≤s≤t≤T
(E
r
(t)−Er(s−))< 2λ(t− s)
}
,
Ωr2 =
{
sup
t∈[0,T ]
θr(t, x)<
γ
6λcrr
}
,
Ωr =Ωr0 ∩Ωr1 ∩Ωr2.
By (3.4), (3.9) and (5.8), limr→∞P(Ω
r) = 1. Then since cr = S−1(r) and
S−1(·) is slowly varying, it follows that, on Ωr, for r sufficiently large,
sup
t∈[0,T ]
〈1[0,x], Z˜r(t)〉 ≤ γ.
Since γ > 0 was arbitrary, the proof is complete. 
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5.2.3. Truncated workload process asymptotics. We are prepared to use
Lemma 5.4 to verify that the total work in a growing neighborhood of the
origin vanishes as r tends to infinity.
Lemma 5.6. For all ε > 0, as r→∞,
〈χ1[0,lrε], Z˜r(·)〉 ⇒ 0(·).
Before proving Lemma 5.6, we begin with an observation. By (5.10), for
each ε > 0, r ∈R and t ∈ [0,∞),
〈χ1[0,lrε ], Z˜r(t)〉 ≤ 〈χ1[0,lrε], Z˜r(0)〉+ cr(V̂ rlrε (t)− V̂
r
lrε
(τ rε (t)−))(5.16)
− λr(cr)3+εθrε(t) + cr(ρr − 1)rθrε(t) +
crlrε
r
.
We argue that each term on the right-hand side converges in distribution to
the zero process. We begin by proving the following lemma.
Lemma 5.7. For each ε > 0, as r→∞,
cr(V̂ rlrε (·)− V̂ rlrε (τ rε (·)−))⇒ 0(·).
Proof. Fix T, ε > 0. Recall that Brownian motion is Ho¨lder continuous
with exponent γ for any 0< γ < 1/2. Fix 0< γ < 1/2 such that γ(2+ ε)> 1.
For M ∈N, let
Ω(M) = {|V ∗(t)− V ∗(s−)|<M(t− s)γ for all 0≤ s≤ t≤ T}.
We have that Ω(M)⊂Ω(M + 1) for all M ∈N and
P
( ⋃
M∈N
Ω(M)
)
= 1.
Hence given η > 0, there exists Mη ∈N such that
P(Ω(Mη))≥ 1− η.
Given r ∈R and M ∈N, let
Ωr(M) = {|V̂ rlrε (t)− V̂ rlrε(s−)|<M(t− s)γ for all 0≤ s≤ t≤ T}.
For each M ∈N, the set A(M), given by
A(M) = {f ∈D([0, T ],R) : |f(t)− f(s−)|<M(t− s)γ for all 0≤ s≤ t≤ T},
is open in the uniform topology. Hence, (A.2) and the Portmanteau theorem
imply that
lim inf
r→∞
P(Ωr(Mη))≥ P(Ω(Mη))≥ 1− η.
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For r ∈R, let
Ωr1 =
{
sup
t∈[0,T ]
θrε(t)<
1
γ
√
Mη(cr)2+ε
}
.
By Lemma 5.4,
lim
r→∞
P(Ωr1) = 1.
Then
lim inf
r→∞
P(Ωr(Mη)∩Ωr1)≥ 1− η.
Given r ∈R, set
Ωr2 =
{
sup
t∈[0,T ]
cr|V̂ r(t)− V̂ r(τ rε (t)−)|<
cr
(cr)(2+ε)γ
=
1
(cr)(2+ε)γ−1
}
.
Then, for r ∈R,
Ωr(Mη)∩Ωr1 ⊂Ωr2.
Hence
lim inf
r→∞
P(Ωr2)≥ 1− η.
But, for r ∈R, Ωr2 does not depend on η. Therefore, we may let η decrease
to zero so that
lim inf
r→∞
P(Ωr2) = 1.
Fix δ > 0. Given r ∈R, let
Ωr3 =
{
sup
t∈[0,T ]
cr|V̂ r(t)− V̂ r(τ rε (t)−)|< δ
}
.
Since limr→∞ c
r =∞ and (2 + ε)γ − 1> 0, it follows that for r sufficiently
large Ωr2 ⊂ Ωr3. Therefore, lim infr→∞P(Ωr3) = 1. Since T, ε, δ > 0 were arbi-
trary, Lemma 5.7 holds. 
Corollary 5.8. For each ε > 0, as r→∞,
λr(cr)3+εθrε(·)⇒ 0(·).
Proof. Fix ε > 0. By (5.16), the fact that 〈χ1[0,lrε ], Z˜r(t)〉 ≥ 0 and θrε(t)≥
0 for all r ∈R and t ∈ [0,∞) and lrε < cr for all r ∈R, we have that, for all
r ∈R and t ∈ [0,∞),
0≤ λr(cr)3+εθrε(t)
≤ 〈χ1[0,lrε], Z˜r(0)〉+ cr(V̂ rlrε (t)− V̂
r
lrε
(τ rε (t)−))(5.17)
+ cr(ρr − 1)rθrε(t) +
(cr)2
r
.
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The result follows from this, (3.9), Lemma 5.7, (3.2), Lemma 5.4 and the
fact that cr = S−1(r) and S−1(·) is slowly varying. 
Proof of Lemma 5.6. Fix ε > 0. The result follows by combining
(5.16), (3.9), Lemma 5.7, Corollary 5.8, (3.2), Lemma 5.4, lrε < c
r for r ∈R,
cr = S−1(r) for r ∈R and S−1(·) is slowly varying. 
APPENDIX: BEHAVIOR OF TRUNCATED LOAD PROCESSES
The following result is well known and follows from [19], Theorem 3.1,
used to extend [2], Section 17.3.
Proposition A.1. For each r ∈R, let {xrk}∞k=1 be an independent and
identically distributed sequence of nonnegative random variables with finite
mean mr and finite standard deviation σr that is independent of Er(·). Sup-
pose that for some finite nonnegative constants m and σ, limr→∞m
r =m
and limr→∞ σ
r = σ. Further assume that for each δ > 0,
lim
r→∞
E[(xr1 −mr)2|xr1 −mr|> rδ] = 0.
For r ∈R, n ∈N and t ∈ [0,∞), let
Xr(n) =
n∑
k=1
xrk and X̂
r(t) =
Xr(⌊r2t⌋)− ⌊r2t⌋mr
r
.
Then, as r→∞, (Êr(·), X̂r(·))⇒ (E∗(·),X∗(·)), where E∗(·) is given by
(3.3), and X∗(·) is a Brownian motion starting from zero with zero drift
and variance σ2 per unit time, that is independent of E∗(·). Furthermore,
as r→∞,
Xr(r2E
r
(·))− r2λr(·)mr
r
⇒X∗(λ(·)) +mE∗(·),
where for each r ∈R and t ∈ [0,∞), λr(t) = λrt and λ(t) = λt.
Recall that, for r ∈R and x ∈R+,
V̂ rx (·) =
∑r2Er(·)
i=1 vi1{vi≤x}− r2λr(·)E[v1{v≤x}]
r
.
Proposition A.1 implies that for each x ∈R+, as r→∞,
V̂ rx (·)⇒ V ∗x (·),(A.1)
where V ∗x (·) is a Brownian motion starting from zero with drift zero and
finite variance per unit time. Similarly, Proposition A.1 together with 0≤
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E[v1{v≤lrε}]≤ E[v] and 0≤ E[v21{v≤lrε}] ≤ E[v2] for all ε > 0 and r ∈ R and
the monotone convergence theorem implies that for each ε > 0, as r→∞,
V̂ rlrε (·)⇒ V ∗(·),(A.2)
where V ∗(·) is a Brownian motion starting from zero with drift zero and
finite variance per unit time.
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