Abstract-Supporting continuous media (CM) data£such as video and audio£imposes stringent demands on the retrieval performance of a multimedia server. In this paper, we propose and evaluate a set of data-placement and retrieval algorithms to exploit the full capacity of the disks in a multimedia server. The data-placement algorithm declusters every object over all of the disks in the server£using a time-based declustering unit£with the aim of balancing the disk load. As for runtime retrieval, the quintessence of the algorithm is to give each disk advance notification of the blocks that have to be fetched in the impending time periods, so that the disk can optimize its service schedule accordingly. Moreover, in processing a block request for a replicated object, the server will dynamically channel the retrieval operation to the most lightly loaded disk that holds a copy of the required block. We have implemented a multimedia server based on these algorithms. Performance tests reveal that the server achieves very high disk efficiency. Specifically, each disk is able to support up to 25 MPEG-1 streams. Moreover, experiments suggest that the aggregate retrieval capacity of the server scales almost linearly with the number of disks.
INTRODUCTION
N recent years, demand for multimedia applications that are capable of manipulating both continuous media (CM) data, such as video and audio, and non-CM data (e.g., text and images), has been growing rapidly. Some examples are interactive multimedia education [1] and news on demand [28] . Such an application requires the underlying multimedia server to organize and retrieve its data in a way that would meet the performance objectives of the application. For non-CM data, the performance objective is typically to minimize the response time, i.e., the elapsed time between the issuance of a data request and the delivery of the target data. In the case of CM data, in addition to minimizing response time, there is also a constraint on the acceptable time interval between the delivery of successive portions of the data. For example, successive frames of an MPEG-1 [13] video may have to be retrieved within 1 seccontrast, a multimedia server needs to respect the temporal relationship between the components of a CM stream. For instance, it does not make sense to retrieve the frames of an MPEG video randomly. A multimedia server, therefore, needs to take into account this requirement for ordered retrieval in placing CM data on disk. In addition, the intradisk data-placement strategy should maximize the access efficiency of individual disks, while the interdisk dataplacement policy should lead to a balanced load across all of the disks in the system. While good data-placement policies are crucial, the ultimate performance determinant of a multimedia server is its data-retrieval algorithm. This algorithm comprises a component that decides when to request for each portion of an object, and a disk scheduling component that governs the way that the disks service their requests. Note that the need for the first component is unique to multimedia servers featuring CM data support; traditional systems that store only non-CM data simply request for all of the blocks of an object at once and let the disk scheduler figure out the best way to fetch these blocks. A big challenge in designing the data-retrieval algorithm is to optimize its handling of variable bit rate streams, which could overload a disk during some periods while leaving the disk lightly utilized at other times. In order for the system to perform well under such loads, the data-retrieval algorithm needs to be able to take full advantage of lull periods to fetch data blocks that will be needed shortly.
The multimedia server project at the Institute of Systems Science was initiated in April 1994. The ultimate goal of the project is to build a distributed server that is capable of supporting both CM and non-CM data. As a first step toward this goal, we have implemented a centralized CM server. The primary contribution of this paper is a set of dataplacement and retrieval algorithms that enable our server to efficiently manage its disks, the bottleneck resources in 30 ond of each other in order to achieve jitter-free display. These stringent performance objectives raise a number of issues in the construction of multimedia servers.
The first issue in building a multimedia server is data placement, both within individual disks and across multiple disks. In traditional storage servers that support only non-CM data, the order in which different portions of an object are retrieved is usually immaterial; what matters is the time that is needed to retrieve all of the portions. In the server. We focus on how the algorithms handle independent multimedia objects; the issue of scheduling multiple dependent objects has been addressed elsewhere (e.g., [8] ). The data-placement algorithm declusters every object over all of the disks, using a time-based declustering unit, with the aim of balancing the disk load. Within each disk, objects that are accessed more frequently are allotted pages in the middle cylinders, whereas objects that are less popular reside in the outer and inner cylinders. As for runtime retrieval, the quintessence of the algorithm is to give each disk advance notification of the blocks that have to be fetched in the impending time periods, so that the disk can optimize its service schedule accordingly. Moreover, in processing a block request for a replicated object, the server will dynamically channel the retrieval operation to the most lightly loaded disk that holds a copy of the required block. Extensive evaluations confirmed that the combination of these algorithms results in a very efficient multimedia server. Our implementation manages to achieve near jitter-free retrieval for up to 25 concurrent MPEG-1 streams, each averaging 1.2 Mbits/sec, out of a single Seagate Elite 9 drive that is capable of reaching only a maximum sequential retrieval speed of around 6 Mbytes/sec. Moreover, experiments suggest that the aggregate retrieval bandwidth of the server scales almost linearly with the number of disks.
The remainder of this paper is organized as follows: In Section 2, we present a framework for this study by introducing a taxonomy of the design decisions, and by classifying several related work according to this taxonomy. Section 3 presents an overview of our multimedia server. Following that, the intradisk and interdisk dataplacement/retrieval algorithms are introduced in Sections 4 and 5, respectively. Section 6 describes the accompanying memory management algorithm. Following that, Section 7 gives the results of a series of experiments that highlights the performance of our implementation, while Section 8 uses a simulation model to show how the server might scale up. Finally, our conclusions are presented in Section 9.
A TAXONOMY OF MULTIMEDIA SERVERS
A multimedia server comprises many components, among which are storage space management, data-placement, disk scheduling, and playback. As a result, a multimedia server implementor faces a wide range of design decisions. This section introduces a taxonomy of the design options that encompasses the algorithms that are studied in this paper, as well as other related algorithms proposed in the literature.
There are many possible ways to slice the design space for multimedia servers. The approach that we have taken is to follow the sequence of events that are associated with the data in a multimedia server, i.e., from compression, storage, to retrieval. The levels of the taxonomy are described below.
1) Object bit rate:
The first decision facing an implementor is whether to design the server for constant bit rate streams or variable bit rate streams. On one hand, many compression standards, including the popular MPEG and JPEG, formats, produce variable bit rate streams. Consequently, a server that supports variable bit rate streams will be more versatile. On the other hand, managing only constant bit rate streams leads to a more predictable resource requirement. This greatly simplifies admission control and resource scheduling, and is attractive from a quality of service standpoint. 2) Object partitioning: To facilitate storage space management and object retrieval, a server has to partition a multimedia stream into a sequence of smaller units. For a variable bit rate stream, there are two natural ways to carry out the partitioning£fixed duration (FD) vs. fixed-size (FS). In FD partitioning, the stream is divided into blocks that each last the same playback duration. This makes the arrival time of block requests at playback more predictable, but introduces space fragmentation problems. In contrast, FS partitioning divides the stream into blocks of equal sizes, which simplifies space management at the expense of unpredictable block request arrival times. We will discuss in detail the trade-offs between FD vs. FS partitioning in Section 4, when we present our design decisions. Of course, there is no difference between the two partitioning schemes in the case of constant bit rate streams. 3) Disk scheduling: At retrieval time, each disk usually has to service multiple playback streams. The default disk scheduling algorithms are SCAN and CSCAN [40] . Using these algorithms, a disk services the playback streams as its read/write head sweeps across the disk surface. This minimizes seek overheads, leading to very efficient disk utilization. However, SCAN and CSCAN are inadequate for variable bit rate streams that are partitioned in a size-based manner. The reason is that some blocks comprising these streams may have to be retrieved much faster than others. Consequently, a server that stores variable bit rate streams in a size-based fashion has to adopt a prioritycognizant disk scheduling algorithm, even at the expense of reduced disk efficiency. 4) Interdisk placement: Given the large amount of data and the number of concurrent users that multimedia applications typically need to support, the underlying servers are likely to be equipped with an array of disks. In storing its data, a multimedia server can do clustering, synchronous declustering, or asynchronous declustering. In the case of clustering, each object is kept in one disk whenever space permits, whereas declustering (or striping) entails a deliberate effort to spread an object over multiple disks. With asynchronous declustering (or coarse-grained striping), the smallest unit of data deposited at a disk each time is one block, whereas synchronous declustering (or finegrained striping) stripes each data block over the disks. Compared to clustering, declustering leads to a more balanced load distribution; the drawback is that declustering increases the likelihood that an object becomes unavailable due to disk failures. Between the two variants, asynchronous declustering incurs lower disk latency overheads and is more scalable, whereas disk scheduling is much simpler with synchronous declustering [15] .
5) Intradisk placement:
Having chosen an interdisk placement scheme, the next decision is whether to cluster or to interleave objects within each disk. Clustering fragments of the same object together is more straightforward to implement, whereas interleaving fragments belonging to different objects may reduce disk seeks if two or more object requests can be synchronized according to their storage patterns. 6) VCR operations: Another design decision concerns the way in which VCR operations like fast-play and reverse-play are supported. Some servers are able to vary the playback rate of a stream by reading data blocks faster/slower from the disk, or by skipping blocks periodically. These servers allow VCR operations on the same object that is used for normal playback. Other servers can only support a different playback rate by switching to a separate copy that was previously encoded at that rate. 7) Validation: Finally, a multimedia server implementor has to decide on a way to validate his/her architecture and algorithms. This could be done through analytical modeling, simulation, or system implementation. Strictly speaking, the validation approach is not a server design decision, but we included it in the taxonomy nonetheless as a server design is not complete until it has been validated.
Having described the design choices, we now present Table 1. The table shows how several recent studies on multimedia servers fit into the taxonomy, and how they contrast with our own approach. We have encountered some difficulty in the classification process, as a number of studies do not address all of the choices in the design space. However, we have tried our very best to be accurate. We would also like to clarify that we have labeled some proposed servers as "constant bit rate" because support for variable bit rate streams were not explicitly addressed; this does not mean that those servers cannot be generalized to cater for variable bit rate streams. In the interest of space, we shall not describe the related work in detail here.
SYSTEM OVERVIEW
The architecture of our multimedia server is depicted in Fig. 1 . As the figure shows, a user interacts with the server via a terminal, which is connected by network to the server. Each of the user's request for an object is forwarded by the network manager, and then the client manager to the directory manager. The directory manager translates the object request into physical block requests to the disk manager, which retrieves the data blocks into memory. Every block contains a predetermined number of data frames, as we will explain in the next section. Finally, the client manager periodically extracts data frames from the blocks and sends the frames back to the user terminal via the network manager. This section first describes the details of the various components, before presenting the performance objectives of the server.
Directory Manager
The directory manager keeps track of the storage locations of all of the objects. It maintains a root directory in the form of a B + -tree. Each entry in the root directory points to a [32] subdirectory that records the physical block locations of an object. The subdirectory is also implemented as a B + -tree.
Each record in the subdirectory corresponds to one data block, and is 9 bytes in size£2 bytes for the block id, 1 byte for the disk id, 4 bytes for the block's starting address on the disk, and 2 bytes for the number of disk pages that make up the block. All of the directories are stored on the system disk. An object request includes two arguments: ObjectId and BlockOffset. Upon receiving such a request, the directory manager first identifies the subdirectory that corresponds to the required object by looking up ObjectId in the root directory. Next, using the storage location recorded in the subdirectory, a request for the BlockOffsetth data block is generated and sent to the disk manager. After that, the directory manager periodically issues a request for the next block of data until the end of the object is reached, or until the user halts or terminates the retrieval. The length of a time period is determined by the data-placement algorithm to be described in Section 4.1. By suitably altering the block request pattern, the server can effect VCR-like operations other than just playback. For example, fast-forward is implemented by skipping data blocks, and reverse-play by decrementing BlockOffset.
Disk Manager
The disk manager controls the raw disks that hold the data blocks of all the objects. Each disk has its own block request queue, which is scheduled by the elevator algorithm [40] . In servicing a block request, the disk manager first checks whether the required block is in memory. If so, the request can be satisfied from memory and the disk manager proceeds to the next request. If not, a disk I/O is initiated to fetch the required data block into an I/O buffer that occupies physically contiguous locations. After that, the disk manager acquires memory from the memory manager and transfers the data block to the acquired memory.
We adopt the above two-step approach because, due to memory fragmentation, the memory manager may have to allocate several smaller memory chunks, rather than a contiguous chunk of memory, for a block request. When this happens, the two-step approach is consistently faster than the simpler approach of fetching data directly into disjoint areas in memory. To further improve efficiency, each disk is assigned two I/O buffers so that it can fetch data for the next request into one I/O buffer even as the data block for the previous request is being transferred from the other I/O buffer to memory.
Memory Manager
The memory manager is responsible for allocating memory to satisfy block requests, and for reclaiming used memory. To limit fragmentation, the system memory is divided into fixed-sized pages, and each block request is given the minimum number of memory pages that will meet its requirement. A memory page can either be "New" if it contains fresh data, or "Used" if its data have been consumed and it is eligible to be reclaimed. The memory manager delays the reclamation process as long as possible, in the hope that future block requests can be satisfied from memory, thereby eliminating some disk I/Os.
Client Manager
As the description of the above components shows, an object request from a user will cause a steady stream of data blocks that make up the object to be fetched into main memory. The task of the client manager is to periodically send the data blocks of each object onto the network for decoding and display at the user terminal. The client manager also assists in memory management. Initially, all memory pages that are assigned for a block request are marked as "New." The client manager is responsible for changing the status of these memory pages to "Used" once all of the embedded data frames have been extracted.
Performance Objectives
One performance objective of the multimedia server is to minimize response time. For a non-CM object retrieval, this is defined as the time that the system takes to return the entire object. In the case of a CM object request, response time is the elapsed time before the first data block of the object is delivered. Another performance objective is to ensure the smooth delivery of CM objects. The server strives to minimize response times for both continuous and noncontinuous media retrievals without jeopardizing the delivery of CM objects, i.e., smooth delivery of CM objects takes precedence over response time considerations.
To maximize the number of retrieval streams that a multimedia server can support while still meeting the above performance objectives, it is necessary to streamline the operation of the server, in particular, the bottleneck resources in the system. We expect the system disk to be relatively lightly loaded since the size of the directories are very much smaller than the size of the data: At 8 Kbytes per page and 9 bytes per directory entry, each directory page is capable of holding the physical locations of about 600 blocks. This means that the directory manager only fetches 1 page for every 600 data blocks, equivalent to 600 tracks since the average size of a block is chosen to be one track as described below, that the disk manager has to retrieve. Clearly, the data disks are the performance bottlenecks for which efficient data-placement and retrieval algorithms need to be developed, hence the focus of this paper.
INTRADISK DATA-PLACEMENT AND RETRIEVAL
Having presented an overview of the multimedia server, we now focus on how its components work in unison to produce a highly efficient server. This section presents the data-placement and retrieval algorithms for each individual disk; interdisk data-placement and retrieval will be introduced in the following section.
Data Placement
Depending on its compression rate and duration, the storage space requirement of a continuous media object may range from a few megabytes to a few gigabytes. The huge space requirement precludes a multimedia server from retrieving the object in its entirety all at once, as this is likely to result in very high buffer demands and unacceptably long waiting times for other retrieval requests. For this reason, a continuous media object typically has to be manipulated as a series of smaller-size blocks. There are two alternative formats for splitting the object: Fixed Size and Fixed Duration. Fig. 2 gives an example showing how an MPEG video object is split under the two formats, with the dotted vertical lines in the figure indicating block boundaries.
The Fixed Size (FS) format splits a continuous media object into data blocks that are equal in size. An obvious advantage of this format is that the buffer requirement of each retrieval stream is constant, thus simplifying memory management. However, since the retrieval bandwidth requirement of an object is likely to fluctuate over time, the data contained in each block do not span the same time duration, as the irregular intervals between the dotted lines in Fig. 2 show. As a result, the time allowance for fetching a block of an object is not fixed, but depends on when the previous block gets consumed. This may require the disk manager to give priority to urgent block requests. As shown in [5] , priority scheduling causes a disk to incur extra head movements and degrades its throughput. Consequently, the FS approach is conducive to efficient memory management but is likely to hinder productive disk utilization.
Using the Fixed Duration (FD) format, the system time is partitioned into equal time slices. Instead of insisting on a constant block size, an object is stored as a sequence of variable-size blocks that each contain enough data to span a time slice, as the constant interval between the dotted lines in Fig. 2 demonstrate. This fixes the time allowance for fetching each data block of an object to one time slice after its previous block's retrieval deadline. By batching block requests and by scheduling them together at the beginning of each time slice, a disk is given an opportunity to optimize its service schedule within the time slice, e.g., according to the elevator algorithm [40] . The drawback of the FD approach is that, since data blocks may vary in size, the number of buffer pages that are needed to support a retrieval operation may fluctuate over time. These fluctuations in buffer requirement impose extra demands on the memory manager compared to the FS scheme.
We decided to base our multimedia server on the FD approach for two reasons. First, with current storage technologies, the disks, rather than CPU or memory, are the performance bottlenecks. The second reason is that extra buffers can be put to good use in other ways, e.g., for caching data that are frequently accessed, whereas inefficient disk usage leads to unproductive overheads that limit overall system performance. For these reasons, we deemed it important to adopt a scheme that utilizes the disks most efficiently, hence our choice of the FD format.
Having selected the Fixed Duration format, we next tackled the task of picking an appropriate time slice, which is equivalent to selecting a "good" average data block size. On one hand, we would like the time slice to be large so as to reduce the relative amount of time that the disks spend on seek and rotational delays, thereby improving disk access efficiency. On the other hand, the time slice should not be too large because the buffer demands of a retrieval operation and the waiting times that it experiences are both proportional to the length of the time slice. To strike a balance between disk access efficiency, buffer demand and waiting time, we chose a time slice that translates to an average block size of one track, i.e.,
Time Slice =
Average Track Size Average Object Retrieval Rate .
Using this time slice, the multimedia server can proceed to split each continuous media object into data blocks. Within each disk, those data blocks belonging to objects that are more frequently accessed are placed in the middle cylinders of the disks, in order to minimize seek delays for those objects. Objects that are not as commonly requested for are held in the outer and inner cylinders. All data blocks of the same object are assigned to physically contiguous sectors as far as possible. We chose to store objects in this manner, rather than to interleave data blocks of different objects as advocated in [35] , [4] , [31] , for a number of reasons: First, when a disk is handling variable bit rate multimedia objects like MPEG videos, a contiguous placement allows the disk to combine those block requests that are leftover from an overloaded time slice with the block requests from a subsequent time slice. This would eliminate seek delays for the leftover block requests, thus helping the disk to clear its backlog of requests quickly after an overload. Second, we wish to avoid the extended start-up times that interleaving incurs as a new request waits in line for the region that holds its first required block to come under the disk head. A detailed comparison of the contiguous vs. interleaving schemes can be found in [33] .
Data Retrieval
The quintessence of the data-retrieval algorithm that drives the server is to use any excess disk capacity in each time slice to carry out advance data fetching, so as to avert disk overloads during future time slices that involve heavy data retrievals. To simplify the description of the algorithm, in this section we will focus on a server with only one data disk, although the algorithm is fully capable of driving multiple disks. The data-retrieval algorithm allows the disk manager to look ahead at (most of) the block requests that need to be satisfied in the next LookAhead + 1 time slices. There are two methods to achieve this. The first method is for the directory manager to request for the first LookAhead + 1 blocks all at once when a new CM stream is started. After this, the directory manager settles into a routine of requesting for one block per time slice until the end of the target object is reached, or until the retrieval operation gets interrupted. The disk manager is given only one time slice to deliver the first data block, and it has to follow up with another block every subsequent time slice. This method makes data available within one time slice after the start of a new stream, but does not allow the disk manager to look ahead at the initial block requests of any stream. Another method is to have the directory manager issue one block request per time slice right from the start of a new stream, while giving the disk manager up to LookAhead + 1 time slices to service its block requests. The second method has the advantage of enabling the disk manager to look ahead at all of its block requests, but incurs a LookAhead-time-slice delay in start-up time. We shall call the first method the Immediate variant, for immediate data delivery, and the second method the Delay variant.
At each disk, block requests are queued by the time slice when they are required for display, with requests belonging to the most imminent time slice being serviced first. Whenever the disk becomes free, the disk manager will send a batch of requests at the front of the queue for processing. The size of each batch varies, and is determined so that the requests are estimated to complete by the end of the current system time slice. The estimation is based on the disk model proposed in [38] . The reason for scheduling requests in batches is so that within each batch, requests can be processed according to the SCAN/elevator algorithm [40] . This allows block requests that are more urgently needed to be served ahead of other less critical requests, without resorting to a pure deadline-based disk scheduling approach that degrades throughput [5] . The batched SCAN approach is similar to the group sweeping scheme proposed in [45] .
Since the disk model cannot be expected to capture the disk behavior perfectly, the disk could complete a batch of requests before or after the current system time slice. Consequently, the disk manager needs to compensate by inserting more or fewer requests in the next batch, so that they will occupy the disk until the end of the following time slice. In this way, the disk can be kept busy so long as there are pending requests, thus smoothing out some of the load fluctuations across time slices. Fig. 3 illustrates how both variants might react to the introduction of a stream A in the midst of retrieving stream B.
In the figure, A i and B i denote the ith data block of streams A and B, respectively. The schedule shows that, under the Delay variant, the disk manager elected to skip stream B in time slice i + 1 in order to service a large block A 1 . Also, for time slice i + 4, the disk manager squeezes in one more request B 23 , as B 22 and A 3 are expected to complete early. In such situations, the batched SCAN approach saves on disk seek operations as consecutive blocks of the same video are placed on contiguous disk sectors as explained previously. Thus, the retrieval algorithm gives the disk manager significant flexibility. Obviously, the higher LookAhead is set to, the better the retrieval algorithm performs as the data server has more leeway in scheduling its requests. In practice, though, the value of LookAhead is capped by response time and buffer space considerations.
Note that our retrieval algorithm simply enables the disk manager to look ahead at the block requests that it has to service. The decision to fetch which particular blocks is made dynamically during the lifetime of a retrieval operation, based on load conditions and the time slice when each block is needed. For example, the data server may elect to skip the block request of a stream in one time slice, and to make up in a later time slice by fetching two blocks for the stream, as happens to stream B in time slices i + 1 and i + 4 in Fig. 3 . It, therefore, goes beyond prefetching algorithms, such as those proposed in [30] , which only require a predetermined number of blocks to be read into memory before a video playback begins. The algorithm is also more flexible than the scheme in [12] , which mechanically prefetches data after reading every disk block.
INTERDISK DATA PLACEMENT AND RETRIEVAL
While the data-storage and retrieval algorithms described in the previous section are designed to maximize the efficiency of individual disks, they need to be complemented by interdisk data-placement and retrieval algorithms that ensure even load distribution among the disks. Our dataplacement algorithm is based on a time-based declustering approach, while both the placement and retrieval algorithms support an object replication mechanism for better system reliability and performance. The details of the declustering and object replication mechanisms are presented below.
Declustering
To deliver good system performance, the interdisk dataplacement algorithm must be designed to balance the load on all of the disks. In addition, the data-placement algorithm has to allow each disk to be utilized efficiently. This necessitates a trade-off between fine-grain declustering, which balances load by enabling parallel retrieval from all disks but produces high disk seek and synchronization overheads [34] , and clustering, which leads to efficient utilization of individual disks but subjects the system to load imbalances as we will demonstrate later. A compromise between these two extremes is coarse-grain declustering. The aim of coarse-grain declustering is to let all the disks take turns to service every retrieval request. This avoids saddling a few disks with a disproportionately large number of retrieval requests for extended periods of time, and is expected to achieve statistically balanced load distributions [14] .
The coarse-grain declustering strategy that we adopt divides an object into several data fragments. blocks, where DeclUnit is a parameter of the interdisk dataplacement algorithm, LookAhead is a parameter of the intradisk data-retrieval algorithm, and each block contains enough data to last one time slice. The first fragment is assigned to a disk i, and subsequent fragments are assigned to disks i + 1, i + 2, ..., 1, 2, ..., i -1, respectively. This assignment pattern is repeated for all of the fragments. The reason for choosing a declustering unit of DeclUnit LookAhead + 1 blocks is to maximize the efficiency of look-ahead retrieval by allowing data blocks that are fetched in the same retrieval cycle to reside in contiguous sectors of the same disk. One important characteristic of our declustering strategy that distinguishes it from the schemes proposed in [17] , [37] is that our declustering unit has a fixed duration, rather than a fixed size. This ensures that block requests are due only by the end of a time slice. As mentioned previously, this allows the disks to optimize their service schedules by batching block requests, and by scheduling them together at the beginning of each time slice. Our coarse-grain strategy is also different from the streaming RAID of StarWorks [41] . Although a time-based storage unit is used in streaming RAID, its fine-grain declustering approach stripes each data block across all of the disks. As explained above, we avoid this approach because the resulting disk seek and synchronization overheads can potentially make the approach counterproductive.
Object Replication
As mentioned earlier, our server offers an option to replicate objects that are more frequently accessed, so that block requests for a popular object can be channeled to a copy that resides on a relatively lightly loaded disk. Given that, in practice, a small number of objects (say, 20 percent of the objects) account for most of the accesses in the system (say, 80 percent of the accesses) at any time [24] , this option allows a storage system to derive most of the load balancing benefits of replicating every object without incurring the same prohibitively large storage overheads.
When the object replication option is enabled, the server keeps a replica for every popular object. Like the primary copy, the replica is declustered across all of the disks. The disk assignments for the primary copy and the replica of a data fragment follow the chained declustering scheme proposed by Hsiao and DeWitt [20] , where the replica is always placed one disk ahead of the primary copy. In addition, we require the replica of an object's data fragment to physically adjoin the primary copy of the object's subsequent data fragment. This requirement allows the retrieval of data blocks from two consecutive fragments to be combined by simply directing the block requests for the first fragment to its replica. Fig. 4 illustrates how the data fragments of a popular object are assigned to the disks. In the figure, F j and F j r refer to the primary copy and the replica of fragment j, respectively. In order to take advantage of the replicas, the directory manager described in Section 3.1 needs to be modified slightly. As before, the directory manager issues block requests on behalf of all active retrieval operations at the beginning of each time slice. However, the directory manager now has the added responsibility of deciding whether a block request for a popular object is to be satisfied by the disk that holds the primary copy, or by the disk with the replica. In making this decision, an obvious choice is to select the disk that is currently more lightly loaded in order to even out the load on the two disks. At the same time, however, the efficient operation of the disks should not be compromised. Specifically, the directory manager needs to avoid switching repeatedly between the primary copy and the replica for successive blocks in the same data fragment. The reason is because this hampers the disks' ability to combine the retrieval of physically contiguous blocks to lower overheads. Therefore, a retrieval operation is limited to only one switch from the primary copy to the replica within each data fragment. Once a switch is made, subsequent block requests will be directed to the replica until the operation requires a block from a different data fragment.
The above data-retrieval mechanism is implemented as follows: The directory manager keeps a running cumulative page count of the block requests that have been directed to each disk in the current time slice, and also LastDisk i , the id of the disk where each retrieval operation i's last block request was directed to. Whenever there is a block request with two alternative addresses, the directory manager checks the address of the replica to see if it belongs to the disk indicated by the issuing operation's LastDisk i . If it does, there is a prior decision to supply the blocks in the current data fragment from its replica, so the block request is sent to disk LastDisk i . If the replica's address does not belong to disk LastDisk i , then the directory manager is free to choose between the primary address and the replica address. In this case, the directory manager simply channels the request to the disk that has a lower cumulative page count; if there is a tie, the primary address is chosen.
To illustrate the load balancing mechanism, let us trace the retrieval of the object depicted in Fig. 4 . The first request, targeted at the first block in fragment 1, can be serviced by either disk 1 or disk 2. Assuming that the current cumulative page count of the two disks are 50 and 60, respectively, the block request is sent to disk 1. The second request, issued one time slice later, again offers a choice of disks. Suppose that the cumulative page counts stand at 45 and 30, the directory manager now sends the request to disk 2 in an attempt to balance the disk loads. After another time slice, the directory manager issues a request for the third data block to disk 2 regardless of the current cumulative page count of disks 1 and 2, as there is a prior commitment to retrieve the remaining blocks in fragment 1 from disk 2. Taking the example one step further, suppose that the fourth block of the object is in fragment 2. The directory manager is again free to choose between the original copy and the replica since the retrieval operation has moved on to a different data fragment. The above process is repeated until all of the data blocks have been fetched, or until the retrieval operation gets interrupted.
Besides enhancing load balance, replicating frequently accessed objects also has the benefit of improving system robustness, one of our design goals (see Section 3): Since every data fragment of a replicated object has a replica that resides on a different data server from the primary copy, the entire object remains accessible in the event of a data-server crash or disk crash. Moreover, reconstruction of a replicated object after a crash can be done on-the-fly by copying the blocks constituting the object as they are retrieved to satisfy user requests. In view of the derivable benefits, object replication appears to be attractive despite the potentially large space overhead involved. This is especially so given the observation that most of the requests in a system are usually directed at a small fraction of popular objects. One of the objectives of this paper is to quantify the load balancing effect arising from object replication and dynamic copy selection.
MEMORY MANAGEMENT
While the data-storage and retrieval algorithms described in the previous sections are designed to maximize the efficiency of the disks, which are the system bottlenecks, the memory manager also plays an important role in determining the performance of the server. The memory manager has to strike a good compromise between two tradeoffs: On one hand, the memory manager should keep enough free memory pages so it can satisfy the disk manager immediately when the latter requests for memory for a block request. On the other hand, the memory manager should delay reclaiming memory pages as long as possible in case those pages contain data that are needed by future block requests. This section presents the memory management algorithm in detail.
Memory Organization
The memory manager divides the system memory into fixed-sized pages. Each memory page either belongs to a free list, or it is part of a linked list of memory pages that together hold a data block in the object cache. The memory pages in the free list are assigned to hold new data blocks after they have been fetched from disk into an I/O buffer. The organization of the object cache is illustrated in Fig. 5 . As the figure shows, the memory-resident data blocks are grouped by objects. Furthermore, data blocks belonging to the same object are chained in ascending order by their BlockOffsets.
To keep track of the status of data blocks, the client manager maintains an array of block pointers, one for each active user terminal. Each block pointer leads to a data block that is marked as "InUse." It is from this block that data are periodically extracted and sent to the corresponding user terminal. Once all of the data have been extracted from the "InUse" block, it will be marked as "Used," and the block pointer will advance to the next data block in the chain. That block, which should have been previously marked as "New" to indicate that it contains fresh data, now becomes the "InUse" block. Since the directory manager issues block requests LookAhead time slices in advance, there could be up to LookAhead + 1 "New" blocks immediately trailing an "InUse" block.
The above memory organization is designed to facilitate quick identification of memory-resident data blocks that can satisfy block requests without necessitating disk I/Os. In serving a block request for a user terminal, the memory manager first scans through the chain of data blocks in the object cache that belong to the required object. If the required block is found in the object cache, the block request is satisfied immediately by changing the status of the block to "New." A disk I/O is initiated for the block request only if the required data block is not in the object cache.
Memory Reclamation
While leaving "Used" data blocks in the object cache can improve the performance of the server by eliminating some disk I/Os, the free list will eventually become empty unless the memory pages occupied by "Used" data blocks are reclaimed. To reclaim memory, the memory manager first scans through every chain of data blocks in the object cache, recording every subchain of "Used" data blocks as it encounters them. Fig. 6 , with the chains of "Used" data blocks shaded, illustrates this step.
Once this step is completed, memory reclamation begins. Starting with the longest chain, the memory manager snips off chain after chain of "Used" blocks from the object cache, returning the memory pages occupied by the "Used" data blocks to the free list. The reason for reclaiming the longer chains first is that these blocks are accessed less recently, hence they are likely to belong to a less frequently used object than those blocks in the shorter chains. For example, in Fig. 6 the shaded chain of object 11 is longer than any of the two shaded chains of object 74, suggesting that object 11 is retrieved less frequently, and that the benefit of keeping it in the object cache is lower. This reclamation process continues until the free list has been replenished to a predetermined level, or until all of the "Used" data blocks have been reclaimed. If the reclamation process can be halted by recovering only the memory occupied by part of a chain, then the memory manager frees up the data blocks on the right side of the chain. Here the rationale is that data blocks that are near the start of an object are likely to be needed by a subsequent request for the same object before those data blocks toward the end. To illustrate this, consider the shaded chain comprising blocks 12 to 25 of object 74 in Fig. 6 . Since block 12 will be required by terminal 1 before block 25, the reclamation process should start with block 25 and work toward block 12. Fig. 7 shows the status of the object cache after a memory reclamation.
The condition that triggers the memory reclamation process, and the condition that halts the process once it is started, are determined by two tunable parameters, LoThres and HiThres, respectively: Once the fraction of memory pages that remain in the free list falls below LoThres, the memory manager will begin to reclaim memory from the object cache, until the fraction of memory pages in the free list rises above HiThres. The LoThres parameter should not be set too high, which would deprive the object cache of memory and thus reduce its effectiveness, neither should it be set so low that the free list are allowed to become empty, thereby forcing the disks to come to a halt while the memory manager recovers memory for the data in the I/O buffers. As for the HiThres parameter, its value should be high enough so that memory reclamation is not required too frequently, but not so high as to cause data blocks to be removed from the object cache unnecessarily. In our implementation, we have set LoThres and HiThres to 10 percent and 40 percent, respectively, and found these settings to work satisfactorily.
SERVER PERFORMANCE
In the previous sections, we have introduced the dataplacement and retrieval algorithms that our multimedia server employs to manage individual disks, as well as an array of disks. We now present the implementation platform and the performance of the server.
Experiment Set-Up
We have implemented our multimedia server on a Sparc 20 workstation according to the system architecture depicted in Fig. 1 . The Sparc 20, which runs Solaris 2.4, is equipped with a Seagate ST31200W system disk that we use to store the directories. Two external Seagate Elite 9 disks serve as data disks. These disks have an average seek time of 11 msec and a transfer rate of 6 Mbytes/sec. The Sparc 20 has a total of 96 Mbytes of memory, though the memory manager allocates only 1.25 Mbytes/terminal for the experiments reported in this paper.
As for the workload model for the experiments, each of the TerminalsPerDisk user terminals attached to the server repeatedly goes through a cycle comprising a thinking phase and an object retrieval phase. The thinking time, which models the time spent on picking a multimedia object, follows an exponential distribution with a mean of ThinkTime sec. AccessSkew% of the time, the chosen object is one of the popular objects that make up HotSize% of the total object population. The various experiment parameters, together with their default values, are summarized in Table 2 .
Since variable bit rate video objects pose the toughest challenge to the multimedia server, we populate the two data disks with copies of the five MPEG-1 video clips described in Table 3 . Different copies of the same clip are treated as distinct objects. Using the average bandwidths of the five videos and the formula in Section 4.1, the "ideal" time slice is 0.51 sec; we use a time slice of 0.5 sec in this study to simplify our discussion.
As the focus of this paper is on the multimedia server and not on the interconnection network between the server and the user terminals, we assume that there is a sufficiently fast network, together with an appropriate set of communication protocols. This network infrastructure would enable a user terminal to experience the same interframe waiting times as those observed by the client manager of the server. For this reason, we will measure the server performance at the client manager, rather than at the user terminals.
Performance Metrics
The primary performance metrics are the % Late Frames and the Latency. % late frames is defined as the percentage of data frames that are retrieved late, thereby causing jitters in the delivery of the video streams. Latency measures the average amount of time that a frame is late by, or the average duration of a jitter. Each experiment was run for 3 hours, allowing a minimum of 2,000 object retrievals. We also verified that the size of the 90 percent confidence intervals for % late frames, computed using the batch means approach [2] , was within a few percent of the mean in almost all cases.
Baseline
The objective of the baseline experiment is to profile the performance of the intradisk data-placement and retrieval algorithms. For this experiment, we use only one of the data disks; the other data disk is left idle. As for the workload, TerminalsPerDisk ranges from 20 to 28, and ThinkTime is set to 0. Furthermore, 80 percent of the retrieval requests are for 20 percent of the objects, i.e., AccessSkew% and HotSize% are set to 80 percent and 20 percent, respectively. Finally, the LookAhead parameter of the data-retrieval algorithm is set to 4. The % late frames and latency values produced by the Immediate and Delay variants of the retrieval algorithm are plotted in Figs. 8 and 9 . For comparison purposes, we also include in these figures the curves representing the system performance without look-ahead retrieval, i.e., with LookAhead = 0, which we label as "NoLookAhead."
We first analyze the performance of the Immediate variant. Figs. 8 and 9 show that Immediate consistently produces lower % late frames and latency than NoLookAhead. The reason is that, with the exception of the initial few blocks of each object, all of the block requests arrive at the disk 4 time slices earlier. This allows the disk to cut seek costs by combining the retrievals of up to 5 consecutive blocks each time. Moreover, the look-ahead period allows the data disk to start servicing the next round of requests right after the most immediate round of requests have been processed, thus averting potential overloads in the near future or at least reducing their impact.
Having examined Immediate, we now proceed to evaluate the Delay variant of the retrieval algorithm. The curves in Figs. 8 and 9 show that Delay performs better than NoLookAhead and Immediate. In fact, with Delay, the disk manages to limit the average duration of jitters to within one frame (indicated by the dotted line in Fig. 9 ) until the number of terminals exceeds 25. There are two reasons for Delay's superior performance. The first reason is that every retrieval stream is given a 4-time-slice headstart. This headstart gives the retrieval streams a cushion against temporary overloads. Another reason is that every block request arrives early here. This contrasts with Immediate which demands that the first few blocks of each data stream be scheduled for fetching immediately upon arrival, thus hindering the disk's ability to do look-ahead fetching whenever a new retrieval stream enters the system.
The results of this experiment show that the look-ahead feature of the intradisk retrieval algorithm can help to reduce disk access costs and to avert temporary overloads. In particular, if a 4-time-slice start-up delay can be tolerated, the Delay variant of the algorithm is very effective in ensuring smooth data delivery at the maximum number of concurrent streams.
Sensitivity of LookAhead Parameter
In the previous experiment, we have set the LookAhead parameter of the intradisk retrieval algorithm to 4. We now vary this parameter to study its performance impact. We will focus only on the Delay variant here since it outperforms the Immediate variant, as demonstrated in the base-line experiment.
Figs. 10 and 11 plot the % late frames and latency as a function of the number of terminals. As expected, a higher LookAhead value enables the system to achieve lower % late frames and latency 1) by providing a larger cushion against temporary overloads, 2) by combining the retrievals of a larger number of contiguous blocks to lower seek costs, and 3) by servicing block requests from future, overloaded time slices even earlier to prevent the overloads from taking place.
We observe that the two figures show a marked performance improvement from NoLookAhead to LookAhead = 2. The gain from LookAhead = 2 to LookAhead = 4 is smaller, but still sizeable. Beyond LookAhead = 4, further increases in the LookAhead parameter lead only to marginal reductions in % late frames and latency. We repeated this set of experiments with the Immediate variant (results not shown), and derived the same observations. In practice, the number of time slices that a system should look ahead at is determined by the maximum tolerable response time and the amount of available memory, which in the Delay variant of the retrieval algorithm is proportional to LookAhead. The appropriate LookAhead setting also depends on the stability of the retrieval streams£a large LookAhead setting may actually be detrimental to performance if a substantial number of retrieval streams get terminated prematurely, rendering the prefetched data blocks useless.
Clustering vs. Declustering
The objective of the next experiment is to assess the relative merits of clustering vs. declustering in interdisk data placement and retrieval. To do this, we activate both data disks, and we set the LookAhead parameter of the intradisk retrieval algorithm to 4. As the previous experiment shows, this setting allows the multimedia server to reap most of the benefits of look ahead retrieval without delaying response time too much. Finally, the object replication option is disabled for this experiment.
Figs. 12 and 13 plot the % late frames and latency values for four DeclUnit settings£0, 1, 2, and . The behavior of these settings are denoted by Decluster0, Decluster1, Decluster2, and Cluster (since an infinite declustering unit leads to clustering) in the two figures. With LookAhead set to 4 and declustering unit = DeclUnit LookAhead + 1 (see Section 5.1 for the rationale), the actual declustering units are 1, 5, 9, and data blocks, respectively. The figures show that Decluster1 consistently delivers the lowest % late frames and latency values for this experiment, followed by Decluster2. Decluster0 performs satisfactorily initially. As the number of terminals per disk increases beyond 23, however, the performance of Decluster0 deteriorates very rapidly. In fact, at 28 terminals/disk, Decluster0 results in more than 2.5 times as many frames being delivered late, and 1.5 times as long an average latency compared to Decluster1. The last data-placement policy, Cluster, is also unsatisfactory. These observations clearly show that the choice of data-placement policies can have a very significant impact on the number of concurrent retrieval streams that a multimedia server is capable of supporting. We shall now analyze each placement policy in turn.
Let us first examine the Decluster0 policy. With this policy, every retrieval operation fetches just one block from a disk, then moves on to another disk in the next time slice. Load imbalance situations where one disk is substantially more heavily loaded than others are, therefore, relatively rare and short lived. However, the balanced load is achieved at the expense of requiring each disk to incur a seek for every block request. This high-seek overhead quickly overwhelms the disks, causing Decluster0 to produce the worst % late frames and latency across the entire range of TerminalsPerDisk settings.
In contrast to Decluster0, which spreads out the data blocks of an object over many disks, Cluster keeps all of the blocks within the same disk. This restricts each retrieval stream to being serviced by one disk throughout its lifetime. Such a situation causes load imbalance situations to arise readily. Moreover, the duration of these load imbalances are proportional to the length of the multimedia objects that are being retrieved. For these reasons, the disk utilizations that Cluster produces are the most skewed. However, Cluster does have the virtue of enabling the disks to exploit the physical contiguity between successive data blocks of the same retrieval stream to service a number of its requests at the same time. This eliminates disk seeks for some requests. As a result, Cluster is able to keep its % late frames and latency below those of Decluster0.
Turning our attention to Decluster1, we first note that it places LookAhead + 1 consecutive blocks of an object on each disk. This allows the disks to fetch all of the blocks in every look-ahead retrieval cycle very efficiently. Moreover, each request stream moves on to another disk after one retrieval cycle, so the stream does not remain stationary at a disk for any extended period of time. As a result, Decluster1 is able to outperform Cluster, especially at light to moderate loads. Even at heavy loads, Decluster1 is no worse than Cluster.
Finally, we examine the behavior of the Decluster2 policy. Compared to Decluster1, this policy should offer better retrieval efficiency at the individual disks as they have more leeway to combine requests from the same retrieval stream to reduce disk head movements. However, Decluster2 also allows retrieval streams to remain longer at each disk, thus prolonging any load imbalances. The net effect is that Decluster2 performs worse than Decluster1. Further experiments show that performance continues to deteriorate toward that of Cluster as we increase the declustering unit. We, therefore, do not present those results here.
To summarize the results of this experiment, we can derive the following conclusions about data placement across multiple disks: On one hand, clustering all the data blocks of each object on one disk leads to very efficient utilization of individual disks, but subjects the system to prolonged load imbalances. On the other hand, Decluster0 forces retrieval streams to move to different disks after each time slice, resulting in very even load distributions. Unfortunately, the small decluster unit of Decluster0 also degrades retrieval efficiency, causing Decluster0 to perform much worse than Cluster. This finding agrees with Ghandeharizadeh and Ramos' conclusion in [16] that declustering can harm system performance more than clustering. However, our results also demonstrate that, with appropriately large declustering units, declustering can outperform clustering. In particular, Decluster1 strikes a good compromise between efficient disk utilization and balanced load distribution, enabling a server to support the highest number of retrieval streams among the clustering and declustering policies that we tested.
Two Disks
Our last experiment is designed to study how well the number of supportable streams scales up with multiple disks. We will compare the system performance for 1 disk, as well as the performance for two disks with and without object replication. The DeclUnit parameter of the interdisk data-placement algorithm is set to 1, as Decluster1 has been shown to produce the best performance. The rest of the experiment parameters remain at their settings in the last experiment. The results are plotted in Figs. 14 and 15.
Figs. 14 and 15 indicate that, up to 25 terminals/disk, declustering data over the disks alone is good enough to ensure that the server performs close to the singledisk configuration. The service degradation for the 2-disk configuration should not be noticeable, as the average latency is less than the duration of a frame (indicated by the dotted line in Fig. 15 ). However, beyond 25 terminals/disk, the % late frames and latency for two disks deteriorate significantly more rapidly than those for a single disk. This is because the disks become overloaded at more than 25 terminals/disk, so the effect of the reduced retrieval efficiency due to declustering, no matter how slight, tends to get magnified.
Turning our attention to the curves representing declustering with object replication, we note that the dataretrieval algorithm is very effective in exploiting object replicas to balance the disk load distribution. In fact, the % late frames and latency produced here are nearly the same as those for the single-disk configuration up to around 25 terminals/disk. Beyond this point, the influence of disk access efficiency again dominates over that of load balancing, so replication does not help to improve performance.
In summary, this experiment suggests that the coarsegrain declustering and object replication mechanisms of our proposed data-placement and retrieval algorithms are very effective. In the next section, we shall study how the performance of the algorithms scale up to a larger number of disks.
SCALABILITY: A SIMULATION STUDY
The last section shows that the server achieves good efficiency, and that the number of supportable streams scales linearly up to two disks. Unfortunately, due to resource availability we are not able to physically experiment with a larger number of disks. We shall, therefore, employ simulation to study the scalability of our server.
Simulation Model
In writing the simulator, we have taken great care to model the server implementation as accurately as possible, so that the simulator can be verified against the server. The simulator closely follows the system architecture depicted in Fig. 1 , with operations accurately modeled down to the page level. The database and workload are exactly the same as described in Section 7.1. However, we cannot use a Sparc 20 workstation for the scaled up experiments as we did for the previous experiments. This is because the Sparc 20 has only four SBus slots, which means it can accommodate a maximum of three Fast SCSI-2 adaptors 1 after allocating one slot for the ATM adaptor. Since each Fast SCSI-2 adaptor has enough bandwidth for only one disk, 2 we will not be able to scale beyond three disks. For this 1 . We could have increased the number of disk per SBus slot by using Fast Wide SCSI-2 adaptors, but we decided against that as it necessitates changes to the disks, the most critical resources in determining the server's performance.
2. While each Fast SCSI-2 adaptor can handle up to seven disks, its 10 Mbytes/sec bandwidth ceiling would prevent the number of supportable streams from scaling up. In fact, experiments with our implemented server showed a performance dip as soon as we attached more than one disk.
reason, the physical resources of the simulator are modeled after a SPARCcenter 2000E.
The parameters of the simulation model for the SPARCcenter 2000E are summarized in 
Model Verification
To verify the accuracy of the simulation model, we carry out an experiment using the same workload as the experiment in Section 7.6. The parameters for the physical resource model are set at their default values, except for the number of hard disks which we vary from one to two. The simulator's predictions for the "object replication" case are shown in Figs. 16 and 17 . For comparison purposes, the figures also include the curves obtained from the server implementation.
Figs. 16 and 17 show that the simulator successfully captures the qualitative behavior of the server. However, the quantitative results are not entirely accurate. Specifically, the performance of the simulator degrades later, exceeding our threshold of 33-msec average latency per jitter only after 28 terminals/disk, whereas the server crossed the threshold after 25 terminals/disk. We suspect that the simulator's more optimistic predictions are primarily due to its not capturing delays introduced by the mechanical components of the disks, e.g., thermal recalibration. Another factor could be that the SPARCcenter 2000E modeled by the simulator has more CPU power than the SPARC 20 workstation that was used to run the server, though we expect the effect of this factor to be relatively insignificant as the CPU utilizations on the SPARC 20 workstation were well below 20 percent. Besides this experiment, we also repeated all of the experiments presented previously. In addition, we ran several more experiments with the server and the simulator. In one experiment, we varied the ThinkTime parameter and found that both the observed and predicted performance degraded later as ThinkTime increased, though there were no qualitative changes. In another experiment, we modified the setting of AccessSkew% and HotSize%. There, we observed that raising AccessSkew% and/or decreasing HotSize% increased the number of supportable streams as disk retrievals became more localized, while lowering AccessSkew% and/or increasing HotSize% led to fewer supportable streams. In all of these experiments, we observed that the simulator consistently captured the qualitative behavior of the server. We will, therefore, use the simulator to study the scalability of the server.
Experiment
For the scale-up experiment, we retain all the workload and physical resource settings of the previous experiment, except for the total number of disks which we vary from 1 to 30. As for the server experiments, we ran each simulation experiment long enough to allow for 2,000 object retrievals. We also verified that the size of the 90 percent confidence intervals for the jitter ratio, computed using the batch means approach [2] , were within a few percent of the mean in almost all cases.
The simulation results, presented in Figs. 18 and 19 , show that the number of supportable terminals scales almost linearly with the number of disks, up to 28 terminals/disk. Beyond that, the disks get overloaded, and the effect of reduced retrieval efficiency due to declustering overwhelms that of load balancing. This causes performance to degrade rapidly as explained in Section 7.6. Due to quality of service considerations, in practice a multimedia server is not likely to be configured to operate in the overload region. The algorithms presented in this paper should, therefore, enable our server to scale up satisfactorily.
CONCLUSIONS
In this paper, we focus on the problem of implementing a multimedia server that supports continuous media (CM) data including video and audio. Our primary contribution in this work is a set of intra-and interdisk data-placement and retrieval algorithms that are designed to exploit the full capacity of the disks in a server, in order to maximize the number of retrieval streams that can be supported. The data-placement algorithm declusters every object over all of the disks, using a time-based declustering unit, with the aim of balancing the disk load distribution. Within each disk, objects that are accessed more frequently are allotted pages in the middle cylinders to minimize seek delays, whereas objects that are less popular reside in the outer and inner cylinders. As for runtime retrieval, the quintessence of the algorithm is to give each disk advance notification of the blocks that have to be fetched in the impending time periods, so that the disk can optimize its service schedule accordingly. Moreover, in processing a block request for a replicated object, the server will dynamically channel the retrieval operation to the most lightly loaded disk that holds a copy of the required block.
We have implemented a multimedia server based on the above algorithms. Performance tests on our implementation confirm that these algorithms lead to very efficient disk utilization, thus enabling the multimedia server to support a large number of concurrent users. We managed to achieve near jitter-free retrieval for up to 25 concurrent MPEG-1 streams, each averaging 1.2 Mbits/sec, out of a single Seagate Elite 9 drive that is capable of reaching only a maximum sequential retrieval speed of around 6 Mbytes/sec. Moreover, experiments suggest that the total retrieval capacity of the server scales up almost linearly with the number of disks. Therefore, the server has a capacity equal to 30 Mbits/sec times the number of data disks, and new requests are admitted on a first-comefirst-serve basis up to this capacity.
We are extending this work in several ways. Currently, we are in the process of adapting our implementation to a distributed system architecture. We are also partnering a number of companies to deploy our servers to support multimedia-on-demand applications. Finally, we hope to extend the server into a full-fledged multimedia DBMS.
