We study conditions on f under which an f -divergence D f will satisfy
Introduction
Studying the relationship among the information divergence D and the variational distance V or, more specifically, determining lower bounds on D in terms of V , has been of interest at least since 1959, when Volkonskij and Rozanov [1] showed that D ≥ V − log(1 + V ). The best known result in this direction is usually referred to as Pinsker's inequality and states that D ≥ 1 2 V 2 . In general, studying the relationship between D and V is important because it allows one to "... translate results from information theory (results involving D) to results in probability theory (results involving V ) and vice versa" (Fedotov, Harremoës and Topsøe, [2] ). For instance, Barron [3] found a strengthened version of the central limit theorem by showing convergence in the sense of relative entropy and then using Pinsker's inequality to conclude convergence in the variational norm. In different settings, this idea has also been used by Topsøe [4] and Harremoës and Ruzankin [5] . Interestingly, these kind of results and its relation with Gagliardo-Nirenberg and generalized Sobolev inequalities have been used recently in order to obtain the decay rate of solutions of nonlinear diffusion equations-see Del Pino and Dolbeault [6] and references therein.
Pinsker's inequality was proved independently by Csiszár [7] and Kemperman [8] , building on previous work by Pinsker [9] , Kean [10] and Csiszár [11] . The constant 1 2 in D ≥ 1 2 V 2 is best possible, in the sense that there is a probability space and two sequences of probability measures P n and Q n such that D(P n , Q n )/V 2 (P n , Q n ) ↓ [12, 13] and Vajda [14] , where again the constant 1 36 is best possible, in the sense that there are sequences P n and Q n such that [D(P n , Q n ) − 1 2 V 2 (P n , Q n )]/V 4 (P n , Q n ) ↓ [2] have obtained a parametrization of the curve v → L(v) = inf{D(P, Q) : V (P, Q) = v} in terms of hyperbolic trigonometric functions and argue in [16] that the best possible extended Pinsker inequality contains terms up to and including V 48 .
Let P and Q be probability measures on a measurable space (Ω, A) and p and q their densities or Radon-Nikodym derivatives with respect to a common dominating measure µ. The information divergence is D(P, Q) = p log(p/q) dµ and is also known as relative entropy or Kullback-Leibler divergence. The variational (or L 1 ) distance is V (P, Q) = |q − p| dµ. The f -divergence generated by f is D f (P, Q) = pf (q/p) dµ, where f : (0, ∞) → R is convex and f (1) = 0. Jensen's inequality implies that D f (P, Q) ≥ 0 with equality holding if and only if P = Q, provided that f is strictly convex at u = 1. Hence, D f (P, Q) can be thought of as a measure of discrepancy between P and Q. The class of f -divergences was introduced by Csiszár [7] and Ali and Silvey [17] . It includes many of the most popular distances and discrepancy measures between probability measures. Both D and V belong to this class, respectively for f (u) = − log u and f (u) = |u − 1|. All of the following are also f -divergences: the χ 2 divergence χ 2 (P, Q) =
pq p+q dµ, the Capacitory discrimination C(P, Q) = D(P, M ) + D(Q, M ) where M = (P + Q)/2 and the Jeffrey's divergence J(P, Q) = D(P, Q) + D(Q, P ) = (q − p) log(q/p) dµ. A convenient one-parameter family which includes many of the above as special cases is generated by the convex functions [18] and Taneja [19] . It is easy to check that χ 2 = 2D (2) , 4h 2 = D (1/2) and D = lim α→0 D (α) . The Tsallis' and the Cressie-Read divergences, which are used extensively in many areas including physics, economics and statistics, are respectively T α = αD (1−α) and CR λ = D (−λ) (see [20, 21] ). Finally, the Rényi's information gain of order α > 0, I α (P, Q) = (α − 1) −1 log[ p α q 1−α dµ], of which the information divergence is also a special case as α → 1, although not itself an f -divergence, can be expressed as [7, 20, 22] .
Regarding the relationship between f -divergences and V , bounds are available for some special cases involving divergences which are more or less easy to manipulate. For instance, it is known that χ 2 ≥ V 2 , [24] , Dragomir, Gluscević and Pearce [25] and Topsøe [15] . A precise bound is available for the Capacitory divergence, for which Topsøe [26] showed that
2−V . Although we know of no general result giving a lower bound for f -divergences in terms of V , it appears as intuitively clear to us from the fact that f -divergences share many of the properties of D that inequalities similar to Pinsker's should also hold for other divergences. This should be the case, for instance, of relative information of type (1 − α) with α close to zero or that of Rényi's information gain of order α with α close to one. Maybe the closest to a general statement giving a kind of lower bound for an arbitrary D f in terms of V is in Csiszár [27, Theorem 1] , which states that D f (P, Q) < ǫ implies, for sufficiently small ǫ, that
V 2 (P, Q) < ǫ (cf. our Theorem 3 below), implying then that V should be small whenever D f is small enough. This paper will be the first of a series dealing with the relationship between f -divergences and variational distance. In particular, our objective here is to discuss conditions under which an f -divergence satisfies either a Pinsker's type inequality D f ≥ c f V 2 or a fourth-order inequality D f ≥ c 2,f V 2 + c 4,f V 4 . We will show in Section 3 that a sufficient condition for D f ≥ c f V 2 is that the ratio between (u − 1) 2 and the difference between the generating f and its tangent at u = 1 be upper bounded by a straight line a + bu with nonnegative coefficients a and b such that a + b = c
, if we want c f to be best possible. A sufficient condition for having a fourth-order inequality, always with best possible coefficients, is presented in Section 4. Each of these theorems is followed by a corollary which gives conditions on the derivatives of f which are easier to check in practice than the original conditions on f . As a consequence of these we show in Section 3 that the relative information of type ( 
we also obtain that the Rényi's information gain of order
Besides sections 3 and 4 dealing respectively with second and fourth-order inequalities, the rest of the paper is organized as follows. Section 2 introduces some additional notation and states a fundamental inequality between powers of V and D f in Corollary 2. In Section 5 we bring forward an argument from the sequel of this paper and briefly discuss why the tools that we use here to obtain second and fourth-order inequalities are insufficient to obtain sixth and higher-order inequalities when we are interested in best possible coefficients. Some technical results needed in Section 4 are presented in an Appendix. Finally, since some of the proofs in Section 4 and in the Appendix require somewhat lengthy calculations, we have recorded a MAPLE script that could help the reader interested in checking them. Although the script is not included here for reason of space, it is available from us on request. Notwithstanding, we stress that we have included in the paper what we believe are full and complete proofs for all statements made.
Notation and preliminary considerations
Throughout, equalities or inequalities between divergences will be understood to hold for every pair of probability measures, so that we will write for instance "D ≥ 1 2
], where B = {ω ∈ Ω : q(ω) ≥ p(ω)}. Hence 0 ≤ V (P, Q) ≤ 2 with equality holding respectively if and only if P = Q or P ⊥ Q. It is well known that the Information Divergence satisfies 0 ≤ D(P, Q) ≤ +∞. D(P, Q) = 0 can occur if and only if P = Q, while P ≪ Q implies that D(P, Q) = +∞, although the reciprocal does not hold.
To avoid unnecessary discussion, we will assume the usual conventions
, which is nonnegative due to convexity considerations (more precisely, f ′ (1) can be taken to be any number between the left and right derivatives of f at u = 1). We note here that second and higher-order derivatives of f andf coincide. Indeed, we will often switch from one to the other in sections 3 and 4 .
In general, f -divergences are not symmetric, in the sense that D f (P, Q) does not necessarily equals D f (Q, P ), unless the generating f satisfies that f (u) = uf (1/u) + a(u − 1) for some fixed a. This is the case for instance of V and the h 2 and ∆ divergences but not that of D or χ 2 . Whenever an f -divergence is not symmetric we could define the reversed divergence by letting f R (u) = uf (1/u), so that D f R (P, Q) = D f (Q, P ). Similarly, beginning from an arbitrary f -divergence it is possible to construct a symmetric measure by using the convex function f S (u) = f (u) + f R (u). For instance, the reversed information divergence is D R (P, Q) = q log(q/p) dµ and its symmetrized version is the already mentioned Jeffrey's divergence.
The following lemma is slightly more general than what we will actually need in Sections 3 and 4. It gives an upper bound on | gq dµ − gp dµ | = |E Q g − E P g | in terms of a certain higher moment of g and an f -divergence D f . If we interpret Q as an approximation to P , then |E Q g − E P g| is the error between the corresponding approximate and actual expectations. The lemma generalizes results which we have used in [28, 29] in order to obtain upper limits for the approximating error in the context of Bayesian Statistics.
Lemma 1 Let g be both P and Q integrable, k(u) ≥ 0 such that p k(q/p) dµ = 1, and n > 1. Then for any fixed a gq dµ − gp dµ
where r = p k(q/p), E r |g − a| n/(n−1) = |g − a| n/(n−1) r dµ is the [n/(n − 1)]−th moment of g around a with respect to the probability density r and, as before,
is a number between the left and the right derivative of f at u = 1.
Proof: Let m = n/(n − 1) (so that n and m are conjugate) and C = {ω : q(ω) = p(ω)}. Then we have for any real a that
where the second inequality follows from Hölder's inequality. The desired result now follows after taking the n-th power in the leftmost and rightmost terms and noting that sup u>0,
Taking g = I p≥q and a = 1 2 , the left hand side of (1) becomes 2 −n |V (P, Q)| n , while E r |g − a| n/(n−1) = |I p≥q − 1 2 | n/(n−1) r dµ ≤ 2 −n/(n−1) . Hence, we have the following corollary.
Corollary 2 Let k, f andf be as before. Then
Remark 1. These results are still valid for nonconvex f provided thatf (u) ≥ 0 and we interpret
Remark 2. Although (1) holds for any a, we usually would like to use a value for which E r |g − a| n/(n−1) is small. Taking a = E r g = g r dµ could be a good idea.
Remark 3. A more precise formulation would use the L ∞ norm (or essential supremum) of (u − 1) n /f (u)k n−1 (u) with respect to the measure r dµ instead of the supremum for u > 0, u = 1.
Of particular interest will be the cases n = 2 and n = 4, in which case equation (2) becomes
and
Some interesting inequalities follow directly from (3). For instance, taking (i) k(u) = 1 and
see Kraft [30] , cited in Dragomir et al. [25] . Although we are not specially interested here in fdivergences for which f ′′ (1) = 0, Corollary 1 also gives some bounds for this case. For instance, for the Triangular Divergence of order ν > 1,
(q+p) 2ν−1 dµ (see Topsøe [26] or Dragomir et al. [25] ), we obtain after taking n = 2ν,f (u) = (u − 1) 2ν /(1 + u) 2ν−1 and
for every w ( by continuity) and (ii) when w is greater (smaller) than 1 3 , h w attains its maximum for a u greater (respectively smaller) than 1, hence for w = 1 3 , the maximum value of h w is greater than 2.
Second-order inequalities
We first note that also Pinsker's inequality follows from (3). To see this, takef (u) = u − 1 − log u and k(u) = (1 + 2u)/3 to obtain that V 2 ≤ sup u>0,u =1 h 1/3 (u) · D, where h 1/3 (u) = 3(u − 1) 2 /[(u − 1 − log u)(1 + 2u)] (the reason for the subindex 1/3 here will be made clear shortly). Now note that sup u>0,u =1 h 1/3 (u) = 2 because lim u→1 h 1/3 (u) = 2,while g(u) = 2(u−1−log u)(1+2u)−3(u−1) 2 ≥ 0 for u > 0 since g(1) = g ′ (1) = 0 and g ′′ (u) = 2(u − 1) 2 /u 2 ≥ 0. Observe that using k(u) = (1 + 2u)/3 in the previous argument amounts up to using the mixture k(q/p) p = Figure 1) . Hence, it follows that sup u>0,u =1 h w (u) > 2 whenever w = 
2 V 2 , we must find a w = w f such that [sup u>0,u =1 h w (u)] −1 = f ′′ (1)/2. In other words, the (continuity corrected) function h w f should be maximized at u = 1, or equivalently b w f = 1/h w f should be minimized at u = 1. It is easy to check that b w (u) =
6 ](u−1)+o(|u−1|). Hence, for b w f to have a minimum at u = 1, the first-order term should vanish and hence w f = 1+ 1 3
f ′′ (1) . Finally, for h w f (u) to be actually maximized at u = 1, we must have that h w f (u) ≤ h w f (1) = 2/f ′′ (1) and hence thatf
This leads to the following theorem.
Theorem 3 (Pinsker type inequality for f -divergences). Suppose that the convex function
f is differentiable up to order 3 at u = 1 with f ′′ (1) > 0, and let w f = 1 + 1 3
is best possible.
Proof: Although a rigorous proof can be obtained following the ideas above, the following argument is easier once the right condition has been identified. First, note that for (5) to hold we must have that [1 + (1 − w f )(u − 1)] > 0 for every u = 1. Hence, (5) implies that
where the last inequality follows from (3) after takingf (u)
To show that c f is best possible, consider a binary space and suppose that P assigns probabilities p > 0 and (1 − p) > 0 to each point of Ω, say can be found so that D f (P, Q) ≥ c f (P ) V 2 (P, Q) for every Q. This problem has been addressed recently for the information divergence by Ordentlich and Weinberger [31] ).
For most divergences the condition in the next proposition is easier to check than (5).
Corollary 4 Let f andf be as before,
f ′′ (1) , and suppose that f is three times differentiable with f ′′ (u) > 0 for all u. Then
implies (5) and hence that (1) and therefore g ′′ (1) = 0 and finally g ′′′ (u) = f ′′′ (u) [ 
. Hence, (6) implies that g ′′′ (u) ≤ 0 for u < 1 and g ′′′ (1) ≥ 0 for u > 1, so the following Lemma implies that g must be nonnegative, which is equivalent to (5) .
Remark. Since we also have that g ′′′ (1) = 0, (5) is also implied if g (4) (u) = f (4) [1+(1−w f )(u− 1)] + 4(1 − w f )f ′′′ (u) ≥ 0, but we usually find (6) easier to check.
Lemma 5 Let n ≥ 1 and g : (0, ∞) → R be (n + 1) times differentiable with g(1) = g ′ (1) = · · · = g (n) (1) = 0, where g (n) is the n-th derivative of g, and suppose that either (i) n is even and g (n+1) (u) ≤ 0 for u < 1 and g (n+1) (u) ≥ 0 for u > 1 or (ii) n is odd and g (n+1) (u) ≥ 0 for every u. Then g(u) ≥ 0 for every u.
Proof: We prove first the case that n is odd. Since g (n+1) (u) ≥ 0 it follows that g (n−1) is convex, and since g (n−1) (1) = (g (n−1) ) ′ (1) = 0, it must have a minimum at u = 1, hence must be nonnegative. Repeat the argument backwards to obtain that g (n−3) , . . . , g are also nonnegative. Now in the case (i) that n is even, note that g (n) decreases for u < 1 and increases for u > 1 and, since g (n) (1) = 0, it must be nonnegative, which reduces to the previous case.
In our view the most important application of Corollary 4 is to the relative information of type (1 − α) and the Rényi's information gain of order α.
In both cases the coefficient of V 2 is best possible.
. It is easy to check that f ′′ (1) = 1, w f = (α + 1)/3 and the left hand side of (6) is (α + 1)(2 − α)|u − 1|/3u, which satisfies the condition for −1 ≤ α ≤ 2. Now, for 0 < α < 1, write
and use that log(1 + x) ≥ 2x 2+x for x ≥ 0 (cf. Topsøe [32] ) to get that
Pinsker's inequality can be seen as the limiting case of the inequality just stated for D (α) as α → 0 or equivalently of that stated for I α as α ↑ 1.
Remark 2. The behavior of I α for α > 1 is somewhat puzzling to us. We will show in Section 4 (cf. Theorem 7 and Corollary 9) that for any −1 ≤ α ≤ 2 there are probability measures P v and Q v such that V (P v , Q v ) = v and 
Fourth-order inequalities
The inequality D ≥ 
for all u > 0 together with (3) and (4). To prove (7), let g(u) 
In this section we generalize the idea in the last paragraph for arbitrary f -divergences. In other words, an inequality of the form D f ≥ c 2,f V 2 + c 4,f V 4 would be obtained if we can prove that
for all u > 0. For this inequality to hold and being sharp enough so that c 2,f and c 4,f are best possible, it is necessary that the Taylor expansions of both sides around u = 1 must coincide up to and including fifth-order terms. This condition implies the expression of the c i,f 's and w i,f 's (i = 2, 4) in terms of the derivatives of f at u = 1 in the next theorem.
Theorem 7 (Fourth-order extended Pinsker inequality for f -divergences). Let f andf be as before and define
.
Suppose that both c 2,f > 0 and c 4,f > 0 and that for every u > 0 we havẽ
Proof: We will prove first that (10) implies that 0 ≤ w i,f ≤ 1 (i = 2, 4). Reasoning by contradiction, suppose first that w 2,f ∈ [0, 1], and evaluate both sides of (10) at u = −w 2,f /(1 − w 2,f ) > 0 to obtain that 0 ≥ c 2,f (1 − w 2,f ) 5 (w 4,f − w 2,f ) 3 . Since c 2,f > 0, this implies that w 4,f ≥ w 2,f when w 2,f > 1 and w 4,f ≤ w 2,f when w 2,f < 0. Hence also w 4,f ∈ [0, 1] and we can evaluate again both sides of (10) now at u = −w 4,f /(1−w 4,f ) > 0 to get that 0 ≥ c 4,f (1−w 4,f ) 5 (w 2,f −w 4,f ), so that w 4,f > 1 implies now that w 2,f ≥ w 4,f while w 4,f < 0 implies that w 2,f ≤ w 4,f . Hence we must have in any case that w 2,f and w 4,f are equal, say w 2,f = w 4,f = w, so that (10) becomes
Since we are still assuming that (9) and hence that
Hence, use respectively (3) and (4) to bound each term in the right hand side to obtain that
The proof that c 4,f is best possible is similar to the last part of the proof of Theorem 3. Consider again a binary space and for small v define P = (p, 1 − p) and
. We leave the details to the reader.
The following condition on the derivatives of f is usually easier to prove than (10).
Corollary 8 Let f ,f , c 2,f , w 2,f , c 4,f and w 4,f be as before, and suppose that f is six times differentiable with f ′′ (u) > 0 for all u. Then
implies (10) and
]. Now it is straightforward, although rather tedious, that g(1) = g ′ (1) = g ′′ (1) = g ′′′ (1) = g (4) (1) = g (5) (1) = 0, while g (6) (u) equals the left hand side of (12) times f ′′ (u) and hence is nonnegative. Hence, Lemma 5 implies that g(u) ≥ 0, which is equivalent to (10) .
The case of Jeffrey's divergence (f (u) =f (u) = (u − 1) log u) is interesting, because we have that c 2,f = 1, w 2,f = 
18 V 4 , but this bound is worst than the one we found using Corollary 8. To finish this section we present the special case of the relative information and information gain of order α. . In fact, we conjecture that the infimum of the left hand side of (15) taken over all P and Q such that V (P, Q) = v equals ). We hope to be able to report on these issues soon.
Appendix
Before proving (13) we will state the following lemma. We have already used the idea in the lemma to obtain the decomposition (8) . 
Then a sufficient condition for T (u) ≥ 0 for every u is that a 4 , a 2 and a 0 are nonnegative.
Proof: Check that
Proof of (13): Hence, to conclude the proof we need to show that a 0 ≥ 0 or equivalently that P 10 (α) ≥ 0 whenever −1 ≤ α ≤ 2. This follows from the following identity 
since after examining the signs of the different factors it is possible to conclude that each term in the sum is nonnegative. Remark. Checking that this last identity holds constitutes a formal proof of the fact that P 10 (α) ≥ 0 for every −1 ≤ α ≤ 2. Explaining how we obtain it is a bit harder, specially since it involves a "trial and error" process. Essentially, we try to divide P 10 (α) by a polynomial A(α) of degree a which was known to be positive for the desired range. Hence we obtain that P 10 (α) = Q(α)A(α) + R(α), where the degrees of Q and R are at most (10 − a) and (a − 1). A sufficient condition for P 10 (α) ≥ 0 is then that both Q(α) and R(α) are nonnegative for the desired range. Since we have −1 ≤ α ≤ 2, natural candidates for A(α) took the form (2 − α) m (α + 1) n . The polynomial division can be made easily using a symbolic manipulation package (cf. the function quo in MAPLE), while a plotting routine can make an initial assessment of whether the decomposition was successful, i.e. whether both Q and R are nonnegative (if not, we would try again with different m and n). For instance, the first successful division made to arrive to (17) had A(α) = (2 − α) 3 (1 + α) 5 . In a sense this means that we change a degree 10 problem (showing that P 10 is nonnegative) by two problems having degrees 2 and 7 (showing respectively that Q and R are nonnegative). The same procedure can be repeated for Q and for R and then for their respective quotients and rests and so on until all polynomials involved are either of the form (2 − α) m (α + 1) n or have at most degree 2 and their roots (hence their signs) can be obtained analytically. After doing all these divisions it is easy to put back everything together into a unique decomposition as in (17) . Of course, we have no guarantee that this procedure would work for any polynomial, but it worked for P 10 .
