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Abstract
This thesis presents a systematic study of the model theory of probability algebras, random variable struc-
tures, and adapted structures, with an emphasis on their atomless counterparts.
In this thesis, the author uses a continuous version of first order logic that has been developed recently
and that is better suited for applications to metric structures than classical first order logic. The set of truth
values in continuous logic is the interval [0, 1] instead of the truth values {True, False} in classical logic.
The author studies axioms, type spaces, quantifier elimination, separable categoricity, saturated models,
stability, and d-finiteness for the theories of atomless probability algebras and atomless random variable
structures. Explicit formulas for the d∗-metric between types in the theory of atomless random variable
structures are given. For the theory of atomless adapted structures, the author studies axioms, type spaces,
quantifier elimination, separably categoricity, and d-finiteness.
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Preface
This thesis is a systematic presentation of the model theory of probability algebras, random variable struc-
tures, and adapted structures, with an emphasis on their atomless counterparts.
The treatment of probability spaces and stochastic processes using ideas from model theory was started
by Keisler and his students. They developed an alternative framework to treat these structures, because
classical first order model theory does not apply adequately to these structures. They defined notions
of universality, homogeneity, and saturation for probability spaces, and proved many results about these
concepts. They also defined adapted distributions for stochastic processes. The book [13] is a survey of this
topic.
In this thesis, the author uses a continuous version of first order logic that has been developed recently
(see [4] and [6]) and that is better suited for applications to metric structures than classical first order logic.
The set of truth values in continuous logic is the interval [0, 1] instead of the truth values {True, False} in
classical logic. Continuous logic has improved the effectiveness of first order model theory for structures
from analysis; for instance, see [1], [2], [3] and [7].
Ben Yaacov [1] studied probability algebras in the setting of compact abstract theories. His work on
probability algebras was carried into continuous logic by Berenstein and Henson as part of the background
of their paper [7]. In [2], Ben Yaacov studied the theories of ([0, 1]-valued) random variable structures
and their atomless counterparts. He axiomatized the theory of random variable structures by RV(BY) and
showed that the theory of probability algebras and the theory RV(BY) are biinterpretable. For the theory of
atomless random variable structures, he studied separable categoricity, type spaces, quantifier elimination,
stability, etc in [2].
In an early draft of [2] in 2006 with the title On the theory of random variables and adapted spaces, Ben
Yaacov initiated a study of adapted structures, which are random variable structures equipped with a T -
indexed family of conditional expectations, where T is a linear ordering. Ben Yaacov axiomatized the theory
of adapted structures with one conditional expectation. He also presented axioms for the theories of (totally
atomless) adapted structures with a T -indexed family of conditional expectations. He announced basic
v
model theoretic properties of the theory of totally atomless adapted structures with a T -indexed family of
conditional expectations; e.g., it admits quantifier elimination and it is the model-completion of the theory
of adapted structures with a T -indexed family of conditional expectations. In the case when T is finite,
he stated that the theory of totally atomless adapted structures with a T -indexed family of conditional
expectations is separably categorical; hence this theory is complete for arbitrary T . Moreover, he pointed
out connections with work by Fajardo and Keisler [13]. He gave a detailed discussion of presentations of
canonical bases in atomless random variable structures. Further, he stated that the theory of totally atomless
adapted structures is the theory of beautiful tuples of random variable structures, and that model theoretic
independence for that theory can be recovered from the general theory of beautiful tuples. The content of
Ben Yaacov’s paper evolved rapidly after 2006 and later versions of [2] do not contain any discussion of
adapted structures.
In this thesis, the author studies the theory of adapted structures mainly using measure theoretic tools,
rather than the advanced model theoretic tools sketched by Ben Yaacov in his early versions of [2].
In the theory of atomless probability algebras, axiomatized by APr, we study notions of universality,
homogeneity and saturation in the setting of continuous logic, and connect them with analogous notions
studied by Keisler, Hoover, and Fajardo. Our main new result here is Theorem 3.4.2, which characterizes
the κ-saturated models of APr for all infinite cardinals κ. Our main tool in proving this result is Maharam’s
structure theory for measure algebras.
We axiomatize the theory of random variable structures by RV, which is different from but equivalent to
Ben Yaacov’s theory RV(BY). Our approach to axiomatizing the theory of random variable structures only
needs elementary measure theoretic probability theory, while Ben Yaacov’s axiomatization is based on the
completeness theorem for  Lukasiewicz’s [0, 1]-valued propositional logic, which is somewhat difficult and not
widely known. We study the metric topology on types of the theory of atomless random variable structures
(axiomatized by ARV). An explicit formula for the d∗-metric between types is given; see Theorem 5.3.9.
We also make some connections to Wasserstein distances in optimal transport. Theorem 5.5.3 describes
the κ-saturated models of ARV for all infinite cardinals κ and Theorem 5.7.3 characterizes the d-finite
tuples in models of ARV. We connect our result on d-finiteness in ARV with work due to Keisler, Hoover,
Fajardo, and Sun. Motivated by the correspondence between type spaces over ∅ and Wasserstein spaces (see
Theorem 5.3.6), we define conditional Wasserstein spaces (see Definition 5.8.2). As an application of the
Ryll-Nardzewski theorem in continuous logic, we determine when two natural topologies on these spaces are
the same (see Theorem 5.8.7).
The theory of adapted structures provides the framework for a future study of stochastic processes. We
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discuss it in two steps. The first step is to consider the theory of adapted structures with one conditional
expectation, axiomatized by RVE, and the theory of totally atomless (for definition, see page 138) adapted
structures with one conditional expectation, axiomatized by ARVE. The second step is to consider the
theory of adapted structures with a T -indexed family of conditional expectations, axiomatized by RVET,
and the theory of totally atomless adapted structures with a T -indexed family of conditional expectations,
axiomatized by ARVET, where T is a linear ordering. The first step builds basic tools in a simpler setting,
which are applied in the second step for general T . In general, the theories ARVE and ARVET behave
similarly when T is finite, but are quite different when T is infinite; e.g., ARVET is separably categorical iff
T is finite. For the theories ARVE and ARVET, we give proofs of basic model theoretic properties. Our new
results are as follows. We investigate the type spaces of ARVET and make the connection between adapted
distributions of stochastic processes and types in ARVET, and we characterize the d-finite tuples in models
of ARVET for finite T .
The thesis is organized as follows:
In Chapter 1, we outline the continuous logic background that is needed in this thesis. Most of this
material is adapted from [4]. In Section 1.7, we present inductive theories, adapted from [29]. In Section 1.8,
we prove Lindstro¨m’s test for model completeness in continuous logic, which provides a sufficient condition
for model completeness. In Chapters 6 and 7, we use Lindstro¨m’s test to prove the theories ARVE and
ARVET are model complete.
In Chapter 2, we present the background from analysis that is necessary for this thesis. There are four
different topics. Section 2.1 provides the basics of measure theoretic probability theory. Section 2.2 presents
results about measure algebras from [14]. Section 2.3 discusses the symmetric rearrangement of a Borel set
and the symmetric-decreasing rearrangement of a Borel measurable function. Section 2.4 gives background
on Wasserstein distances in optimal transport. These are related to the type spaces of ARV and are used
in the proofs of Theorems 5.3.9 and 5.3.14, which give explicit formulas for the d-metric and the d∗-metric
between types in ARV.
In Chapter 3, we investigate the theory of probability algebras, axiomatized by Pr, and the theory of
atomless probability algebras, axiomatized by APr. Section 3.1 presents material from [1] and [7] about the
axioms for these theories and their basic model theoretic properties. Section 3.2 presents the relationships
among several notions of universality. Section 3.3 discusses the relationships among several notions of
homogeneity. Section 3.4 characterizes the κ-saturated models of APr for all infinite cardinals κ and connects
continuous model theoretic saturation with Hoover-Keisler saturation. Section 3.5 gives the definition of d-
finiteness and presents a result from [5] that all finite tuples in APr are d-finite.
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In Chapter 4, we provide axioms for the theory of random variable structures. In Section 4.1, we
axiomatize the theory of random variable structures by RV and by ARV for its atomless counterpart. In
Section 4.2, we present Ben Yaacov’s axiomatizations given in [2], which are equivalent to ours. In Section
4.3, we consider the class of structures obtained by adding the multiplication function to random variable
structures. We axiomatize this class by RV(×) and it follows that RV(×) is an extension by definitions of
RV.
In Chapter 5, we investigate the theory of random variable structures and the theory of atomless random
variable structures. This chapter is the most important one of this thesis. In Section 5.1, we show how
to generate a natural random variable structure from a probability algebra. In Section 5.2, basic model
theoretic properties of ARV are presented with detailed proofs. In Section 5.3, we study the type spaces of
ARV. The main results are Theorem 5.3.9 and Theorem 5.3.14, which give explicit formulas for the d∗-metric
between types in ARV. In Section 5.4, using some of the model theoretic results in the preceding section, we
give a new proof of Theorem 2.4.4, which gives a formula for the Wasserstein distance between probability
measures on the real line. In Section 5.5, we describe the κ-saturated models of ARV for all infinite cardinals
κ. In Section 5.6, we give a proof of a fact from Ben Yaacov [2] that ARV is ω-stable and that its model
theoretic independence relation coincides with probabilistic independence. In Section 5.7, we characterize
the d-finite tuples in models of ARV. In Section 5.8, we define conditional Wasserstein spaces and prove
some results about these spaces.
In Chapters 6 and 7, we investigate the model theory of adapted structures, which are random variable
structures equipped with a T -indexed family of conditional expectations. In Chapter 6, we study the
theories of (totally atomless) adapted structures with only one conditional expectation. In Section 6.1, we
axiomatize the theory of adapted structures with one conditional expectation by RVE and the theory of
totally atomless adapted structures with one conditional expectation by ARVE. In Section 6.2, we prove
several model theoretic properties of ARVE. In Section 6.3, we characterize the d-finite tuples in models
of ARVE. In Chapter 7, we study the theories of (totally atomless) adapted structures with a T -indexed
family of conditional expectations, where T is a linear ordering, parallel to Chapter 6. In Section 7.1, we
axiomatize the theory of adapted structures with a T -indexed family of conditional expectations by RVET,
and the theory of totally atomless adapted structures with a T -indexed family of conditional expectations by
ARVET. In Section 7.2, we prove several model theoretic properties of ARVET. In Section 7.3, we characterize
the d-finite tuples in models of ARVET when T is finite.
viii
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Chapter 1
Basics of continuous logic
In this chapter, we follow the articles [4] and [6] to give the background for basics of continuous logic, which
provides the framework in Chapters 3, 4, 5, 6, and 7. Most of the notations, definitions and results are from
[4].
1.1 Metric structures and signatures
In this section, we present the definitions of metric structures and signatures. This material is taken from
[4].
Metric structures
Let (M,d) be a complete metric space. We say it is bounded if there is a B > 0 such that for all x, y ∈M , we
have d(x, y) ≤ B. The smallest such number B is called the diameter of (M,d). Suppose (Mi, di) are metric
spaces for every i = 1, · · · , n. Unless otherwise specified, the metric on the product space M1 × · · · ×Mn is
taken to be the maximum metric
d
(
(x1, · · · , xn), (y1, · · · , yn)
)
:= max
1≤i≤n
di(xi, yi).
Another natural metric is defined as
d∗
(
(x1, · · · , xn), (y1, · · · , yn)
)
:=
n∑
i=1
di(xi, yi).
This d∗ will be used mainly in Section 5.3. Note that these two metrics are equivalent to each other.
Let (M,dM ) and (N, dN ) be metric spaces, and suppose f : M → N is a function. We say ∆: (0, 1] →
(0, 1] is a modulus of uniform continuity for f if for each  ∈ (0, 1] and for all x, y ∈M we have
dM (x, y) < ∆() =⇒ dN
(
f(x), f(y)
) ≤ .
1
We say f is uniformly continuous if it has a modulus of uniform continuity.
Let (M,d) be a bounded complete metric space. A predicate on M is a uniformly continuous function
from Mn to a closed bounded interval in R (for some n ∈ N) and a function on M is a uniformly continuous
function from Mn into M (for some n ∈ N). When a predicate or function is defined on Mn, we call it n-ary
and we say n is its arity.
A metric structure M based on a bounded metric space (M,d) consists of:
• a family (Ri | i ∈ I) of predicates on M ;
• a family (Fj | j ∈ J) of functions on M ;
• a family (ak | k ∈ K) of distinguished elements of M .
where each of the sets I, J,K is possibly empty.
We often denote the metric structure M as
M = (M,Ri, Fj , ak | i ∈ I, j ∈ J, k ∈ K).
Signatures
For a metric structure M = (M,Ri, Fj , ak | i ∈ I, j ∈ J, k ∈ K), the signature L associated to M consists
of:
• a family of predicate symbols (Pi | i ∈ I) such that to each Pi we associate an integer a(Pi) which is
the arity of Ri, a modulus of uniform continuity ∆Pi which is the same for Ri, and a closed bounded
interval IPi which is the same for Ri. We denote Ri by P
M
i for each i ∈ I.
• a family of function symbols (fj | j ∈ J) such that to each fj we associate an integer a(fj) which is
the arity of Fj and a modulus of uniform continuity ∆fj which is the same for Fj . We denote Fj by
fMj for each j ∈ J .
• a family of constant symbols (ck | k ∈ K). We denote ak by cMk for each k ∈ K.
• the metric symbol d which is given by the metric on M . We use the same notation here for simplicity.
• a non-negative real number DL which is a bound on the diameter of (M,d).
Sometimes we let dM denote the metric d given byM. Unless otherwise specified, DL = 1 and IP = [0, 1]
for every predicate symbol P in the signature.
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1.2 Continuous logic: syntax and semantics
In this section, we introduce the syntax and semantics of continuous logic. Most of the presentation is taken
from [4]. We fix a signature L for metric structures as described in last section.
Syntax
The symbols of L consist of the nonlogical symbols of L, which are the predicate, function, and constant
symbols, and also the so-called logical symbols of L. The logical symbols include the symbol d for the
metric on the underlying metric space, an infinite set of variables which usually is countable, the connective
symbols, which are continuous functions from [0, 1]n to [0, 1] for all n ∈ N, and the quantifier symbols which
are sup and inf.
The cardinality of L, denoted by Card(L), is the least infinite cardinal ≥ the cardinality of the set of
nonlogical symbols of L.
The L-terms are formed inductively as in first order logic. That is, every variable and every constant
symbol is an L-term; if f is an n-ary function symbol and t1, · · · , tn are L-terms, then f(t1, · · · , tn) is also
an L-term.
For an n-ary predicate P (including d when n = 2) and L-terms t1, · · · , tn, the expression of the form
P (t1, · · · , tn) is an atomic formula of L. (The logical symbol d for the metric is treated as a binary predicate
symbol just as the equality symbol = is treated in first order logic.)
Then using connective symbols and quantifier symbols, we construct L-formulas (or formulas of L)
inductively as in first order logic. More precisely:
1.2.1 Definition. The class of L-formulas is the smallest class satisfying the following:
(i) Atomic formulas of L are L-formulas.
(ii) If u : [0, 1]n → [0, 1] is continuous and ϕ1, · · · , ϕn are L-formulas, then u(ϕ1, · · · , ϕn) is also an L-
formula.
(iii) If ϕ is an L-formula and x is a variable, then supx ϕ and infx ϕ are also L-formulas.
A quantifier free L-formula is one constructed without using quantifiers sup or inf. An L-formula is called
an L-sentence if it has no free variables. For a term t or a formula ϕ, we write t(x1, · · · , xn) or ϕ(x1, · · · , xn)
to indicate that its free variables are among x1, · · · , xn.
3
Prestructures and structures
Let (M0, d0) be a pseudometric space whose diameter is ≤ DL. An L-prestructure M0 based on (M0, d0) is
a structure consisting of the following:
(i) for every predicate symbol P of L, a function PM0 from Mn0 to IP , which has ∆P as a modulus of
uniform continuity, where n is the arity of P .
(ii) for every function symbol f of L, a function fM0 from Mn0 to M0, which has ∆f as a modulus of
uniform continuity, where n is the arity of f .
(iii) for every constant symbol c of L, an element cM0 of M0.
An L-prestructure M is an L-structure, if its underlying space is a complete metric space.
Starting from an L-prestructure M0, there is a procedure to construct an L-structure associated to it.
First, we define its quotient prestructure M. Let (M,d) be the quotient metric space of (M0, d0) and let
pi : M0 →M be the quotient map. Then we define the L-prestructure M as follows:
(i) for every predicate symbol P of L, define PM : Mn → IP by PM(pi(x1), · · · , pi(xn)) = PM0(x1, · · · , xn)
for all x1, · · · , xn ∈M0, where n is the arity of P .
(ii) for every function symbol f of L, define fM : Mn →M by fM(pi(x1), · · · , pi(xn)) = pi(fM0(x1, · · · , xn))
for all x1, · · · , xn ∈M0, where n is the arity of f .
(iii) for every constant symbol c of L, define cM := pi(cM0).
This makes M an L-prestructure.
Then we define an L-structure M by taking a completion of M. Let (M,d) be the completion of the
metric space (M,d). We define M as follow:
(i) for every predicate symbol P of L, define PM : M
n → IP to be the unique continuous extension of
PM, where n is the arity of P .
(ii) for every function symbol f of L, define fM : M
n →M to be the unique continuous extension of fM,
where n is the arity of f .
(iii) for every constant symbol c of L, define cM := cM.
This makes M an L-structure.
4
Semantics
Let M be an L-prestructure and let A ⊆ M . By adding a new constant symbol c(a) to L for every a ∈ A,
we extend L to L(A). Then by defining c(a)M := a for every a ∈ A, we extend M to an L(A)-prestructure
canonically, denoted by (M, a)a∈A.
Let t(x1, · · · , xn) be an L(M)-term. Then as in first order logic, the interpretation of t inM is a function
tM : Mn → M . Next, for an L(M)-sentence σ we define the value of σ in M by induction. The value of σ
is a real number in [0, 1] and is denoted by σM.
1.2.2 Definition. (i)
(
d(t1, t2)
)M
= dM(tM1 , t
M
2 ) for all terms t1 and t2;
(ii)
(
P (t1, · · · , tn)
)M
= PM(tM1 , · · · , tMn ) for every n-ary predicate symbol P and terms t1, · · · , tn;
(iii) for L(M)-sentences σ1, · · · , σn and every continuous function u : [0, 1]n → [0, 1],
(
u(σ1, · · · , σn)
)M
= u(σM1 , · · · , σMn );
(iv) for every L(M)-formula ϕ(x), (
sup
x
ϕ(x)
)M
is the supremum in [0, 1] of the set {ϕ(a)M | a ∈M};
(v) for every L(M)-formula ϕ(x), (
inf
x
ϕ(x)
)M
is the infimum in [0, 1] of the set {ϕ(a)M | a ∈M}.
Given an L(M)-formula ϕ(x1, · · · , xm) we let ϕM denote the function from Mn to [0, 1] defined by
ϕM(a1, · · · , an) =
(
ϕ(a1, · · · , an)
)M
,
for every (a1, · · · , an) ∈Mn.
For every L-term t(x) and every L-formula ϕ(x), the functions tM and ϕM are uniformly continuous
functions from Mn to [0, 1] and the their moduli of continuity do not depend on the structure M but only
on the data given by the signature L; see [4, Theorem 3.5].
1.2.3 Theorem ([4, Theorem 3.7]). Let M0 be an L-prestructure with underlying pseudometric space
(M0, d0); let M be its quotient L-prestructure with quotient map pi : M0 →M and let N be the L-structure
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coming from completing M (as explained on page 4). Let t(x) be an L-term and ϕ(x) be an L-formula.
Then:
(i) tM(pi(a1), · · · , pi(an)) = tM0(a1, · · · , an) for all a1, · · · , an ∈M0;
(ii) tN (b) = tM(b) for all b ∈Mn;
(iii) ϕM(pi(a1), · · · , pi(an)) = ϕM0(a1, · · · , an) for all a1, · · · , an ∈M0;
(iv) ϕN (b) = ϕM(b) for all b ∈Mn.
Two L-formulas ϕ(x1, · · · , xn) and ψ(x1, · · · , xn) are logically equivalent if
ϕM(a1, · · · , an) = ψM(a1, · · · , an)
for every L-structure M and all a1, · · · , an ∈M . The logical distance between ϕ and ψ is
sup{|ϕM(a)− ψM(a)| | M is an L-structure and a ∈Mn}.
Since we consider all continuous functions from [0, 1]n to [0, 1] as connectives, the set of all L-formulas is
very large. Indeed, only the size of a set of L-formulas that is dense in the set of all L-formulas with respect
to the logical distance really matters in continuous logic. The density character of a topological space is the
smallest cardinality of a dense subset of the space. In [4], it was shown that the density character of the set
of all L-formulas with respect to the logical distance is always ≤ Card(L).
An L-condition is a formal expression of the form ϕ = 0, where ϕ is an L-formula. We call ϕ = 0 a closed
L-condition if ϕ is a sentence. If x1, · · · , xn are distinct variables, we write E(x1, · · · , xn) to indicate an
L-condition ϕ(x1, · · · , xn) = 0. Given an L(M)-condition E(x1, · · · , xn) of the form ϕ(x1, · · · , xn) = 0 and
a1, · · · , an ∈M , we say E is true of a1, · · · , an in M if ϕM(a1, · · · , an) = 0. We write M |= E[a1, · · · , an].
1.2.4 Remark. Here we give some useful abbreviations for L-conditions. Let ϕ and ψ be L-formulas.
(i) ϕ = ψ is an abbreviation for the L-condition |ϕ−ψ| = 0; here we are using the connective u : [0, 1]2 →
[0, 1] defined by u(s, t) = |s− t|.
(ii) ϕ = r is an abbreviation for the L-condition |ϕ − r| = 0, where r ∈ [0, 1], and we are using the
connective u : [0, 1]→ [0, 1] defined by u(t) = |t− r|.
(iii) ϕ ≤ ψ and ψ ≥ ϕ are abbreviations for the L-condition ϕ −· ψ = 0, where −· : [0, 1]2 → [0, 1] is the
connective defined by −· (s, t) = max(s− t, 0).
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(iv) ϕ ≤ r is an abbreviation for the L-condition ϕ−· r = 0 where r ∈ [0, 1].
1.2.5 Definition. Let ϕ be an L-formula.
1. We say that ϕ is an ∀ L-formula if for every  > 0 there is a formula σ of the form supx ψ where ψ is a
quantifier free formula, such that for every L-structureM and a ∈Mn, one has |ϕM(a)−σM(a)| ≤ .
2. We say that ϕ is an ∀∃ L-formula if for every  > 0 there is a formula σ of the form supx infy ψ where ψ
is a quantifier free formula, such that for every L-structureM and a ∈Mn, one has |ϕM(a)−σM(a)| ≤
.
1.2.6 Definition. Let E be an L(M)-condition.
1. We say that E is an ∀ L-condition if E is of the form ϕ(x) = 0, where ϕ(x) is an ∀ L-formula.
2. We say that E is an ∀∃ L-condition if E is of the form ϕ(x) = 0, where ϕ(x) is an ∀∃ L-formula.
Connectives
A system of connectives is a family F = (Fn | n ≥ 1) where each Fn is a set of connectives u : [0, 1]n → [0, 1].
We say that F is closed if it satisfies the following properties:
• For each n and each j = 1, · · · , n, the canonical projection pinj : [0, 1]n → [0, 1] onto the jth coordinate
is in Fn.
• For each m and n, if u ∈ Fn and v1, · · · , vn ∈ Fm, then u(v1, · · · , vn) is in Fm.
Let F denote the smallest closed system of connectives generated by the system F of connectives. We say
that F is full if for every  > 0 and every connective u : [0, 1]n → [0, 1], there is a connective v ∈ Fn such
that |u(t)− v(t)| ≤  for every t ∈ [0, 1]n.
For a system F of connectives, the following collection of formulas, called F-restricted formulas, is defined
by induction:
• Atomic formulas are F-restricted formulas.
• If u ∈ Fn and ϕ1, · · · , ϕn are F-restricted formulas, then u(ϕ1, · · · , ϕn) is also an F-restricted formula.
• If ϕ(x) is an F-restricted formula, then supx ϕ(x) and infx ϕ(x) are also F-restricted formulas.
If F is a full system of connectives, then the set of F-restricted formulas is dense in the set of all formulas
with respect to the logical distance between formulas; see [4, Theorem 6.3].
7
There is indeed a very simple full system of connectives. Let F0 = (Fn | n ≥ 1) where F1 = {0, 1, t2} (we
treat 0, 1 as constant functions of one variable here), F2 = {−· }, and all the other Fn’s are empty. Then [4,
Proposition 6.3] shows that the system of connectives F0 is full.
1.3 Basic model theoretic concepts
In this section, we introduce several of the most basic model theoretic concepts and results including the
compactness theorem, taken from [4]. We fix a signature L for metric structures.
Let M and N be L-structures. An embedding T from M into N is an isometric mapping of M into N
such that T commutes with the interpretations of the functions and predicates of L in the following way:
• fN (T (a1), · · · , T (an)) = T (fM(a1, · · · , an)) for every n-ary function symbol f and all a1, · · · , an ∈M ;
• PN (T (a1), · · · , T (an)) = PM(a1, · · · , an) for every n-ary predicate symbol P and all a1, · · · , an ∈M ;
• cN = T (cM) for every constant symbol c.
A surjective embedding is called an isomorphism. If there is an isomorphism between M and N , we
say that M and N are isomorphic, and write M ∼= N . An isomorphism between M and itself is called an
automorphism.
If M ⊆ N and the inclusion map from M into N is an embedding from M into N , we say M is a
substructure of N , and write M⊆ N .
An L-theory T is a set of closed L-conditions. We call an L-structureM a model of T and writeM |= T if
M |= E for every condition E in T . For an L-structureM, the theory ofM is the set of closed L-conditions
that are true inM; it is denoted by Th(M). A theory is called complete if it is of the form Th(M) for some
structure M.
Let T be an L-theory. A closed L-condition E is called a logical consequence of T and is written as
T |= E if M |= E for every model M of T . We say that a set Σ of closed L-conditions axiomatizes T if
every closed L-condition in Σ is a logical consequence of T and vice versa. We say that T is an ∀ L-theory,
also called a universal L-theory, if there is a set Σ of ∀ L-conditions such that Σ axiomatizes T . Similarly,
we say that T is an ∀∃ L-theory if there is a set Σ of ∀∃ L-conditions such that Σ axiomatizes T .
Given L-structuresM and N , we say thatM and N are elementarily equivalent, denoted byM≡ N , if
Th(M) = Th(N ). Equivalently, σM = σN for every L-sentence σ. A map F from a subset of M into N is
called an elementary map from M into N if for all L-formulas ϕ(x1, · · · , xn) and a1, · · · , an in the domain
8
of F , we have
ϕM(a1, · · · , an) = ϕN (F (a1), · · · , F (an)).
An elementary map from M into N whose domain is M is said to be an elementary embedding from M
into N . Suppose M ⊆ N . We say that M is an elementary substructure of N , denoted by M  N , if the
inclusion map from M into N is an elementary embedding from M into N . We also call N an elementary
extension of M in this case.
Let L′ ⊇ L be another signature. If M′ is an L′-structure, then by ignoring the interpretations of the
symbols in L′\L, we get an L-structure M. We call M a reduct of M′, denoted by M′|L, and call M′ an
expansion of M.
A set S of L-formulas is dense with respect to logical distance if for every L-formula ϕ(x1, · · · , xn) and
every  > 0 there is ψ(x1, · · · , xn) ∈ S such that the logical distance between ϕ and ψ is less than .
1.3.1 Proposition (Tarski-Vaught Test for , [4, Proposition 4.5]). Let S be a set of L-formulas which is
dense with respect to logical distance. For L-structuresM and N withM⊆ N , the following are equivalent:
(i) M N .
(ii) For every L-formula ϕ(x1, · · · , xn, y) ∈ S and a1, · · · , an ∈M , we have
inf{ϕN (a1, · · · , an, b) | b ∈ N} = inf{ϕN (a1, · · · , an, c) | c ∈M}.
1.3.2 Theorem (Compactness Theorem, [4, Theorem 5.8]). Let T be an L-theory. If every finite subset of
T has a model, then T has a model.
For a class C of L-structures, we say that C is axiomatizable in L if there is an L-theory T such that C is
the class of all models of T . In this situation, we call T a set of axioms for C in L.
1.4 Constructions of models
In this section, we list some results around constructions of models. Some of this material is taken from [4,
Chapter 7]. We fix a signature L for metric structures.
Let Λ be a linear ordering. A Λ-chain of L-structures is a family of L-structures (Mλ | λ ∈ Λ) such that
Mλ ⊆ Mµ whenever λ < µ. The union of the Λ-chain, denoted by
⋃
λ∈ΛMλ, is the L-structure whose
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underlying set is the completion of the metric space
⋃
λ∈ΛMλ. A Λ-chain is called an elementary chain if
Mλ Mµ whenever λ < µ.
1.4.1 Proposition ([4, Proposition 7.2]). If (Mλ | λ ∈ Λ) is an elementary chain, then Mλ 
⋃
λ∈ΛMλ
for each λ ∈ Λ.
1.4.2 Definition. Suppose that M is an L-structure. The atomic diagram of M is {ϕ(a) = r | ϕ is
an atomic L-formula, r ∈ [0, 1], a ∈ Mn, and M |= ϕ(a) = r}. The elementary diagram of M is
{ϕ(a) = r | ϕ is an L-formula, r ∈ [0, 1], a ∈Mn, and M |= ϕ(a) = r}. We write Diag(M) and Diagel(M)
for the atomic and elementary diagram of M, respectively.
For an atomic diagram and an elementary diagram, we have the following lemma:
1.4.3 Lemma. Let M be an L-structure. Suppose that N is an L(M)-structure.
(i) If N |= Diag(M), then there is an L-embedding of M into N|L.
(ii) If N |= Diagel(M), then there is an elementary L-embedding of M into N|L.
Proof. The proof is similar to the first order case. See [25, Lemma 2.3.3].
1.4.4 Proposition (Downward Lo¨wenheim-Skolem Theorem, [4, Proposition 7.3]). Let L be a signature for
metric structures and let κ be an infinite cardinal such that Card(L) ≤ κ. Let M be an L-structure and let
A be a subset of M whose density character is ≤ κ. Then there is a substructure N of M satisfying:
(i) A ⊆ N ⊆M ;
(ii) N M;
(iii) the density character of N is ≤ κ.
Let κ be an infinite cardinal and let M be an L-structure. For a set Γ(x) of L-conditions, we say that
Γ(x) is satisfiable in M if there is a ∈ Mn such that M |= Γ[a]. We say that M is κ-saturated if the
following holds: for every subset A of M with cardinality < κ and every set Γ(x) of L(A)-conditions, if every
finite subset of Γ(x) is satisfiable in (M, a)a∈A, then Γ(x) is satisfiable in (M, a)a∈A.
1.4.5 Proposition ([4, Proposition 7.10]). Let M be an L-structure. Then for every infinite cardinal κ,
the structure M has a κ-saturated elementary extension.
We say thatM is strongly κ-homogeneous if the following holds: for every subset A of M with Card(A) <
κ and all f and g : A→M such that
(M, f(a))a∈A ≡ (M, g(a))a∈A,
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we have
(M, f(a))a∈A ∼= (M, g(a))a∈A.
1.4.6 Proposition. Let M be an L-structure. Then for every infinite cardinal κ, the structure M has a
κ-saturated elementary extension N that is strongly κ-homogeneous.
Proof. This follows from [4, Proposition 7.12].
For a complete theory T in L, a κ-universal domain for T (also called a monster model) is a κ-saturated
and strongly κ-homogeneous model of T . Suppose that M is a κ-universal domain for T . For a subset A of
M, we say that A is small if Card(A) < κ.
1.4.7 Proposition. For every complete theory T in L, there is a κ-universal domain for T for every infinite
cardinal κ.
Proof. This follows from Proposition 1.4.6.
1.5 Spaces of types
We fix a signature L for metric structures and an L-theory T . In this section, we introduce the spaces of
types. In particular, we define the logic topology on types and the metric topology on types, taken from [4].
Let M be a model of T and A a subset of M . Let MA denote the L(A)-structure (M, a)a∈A and
let TA denote the L(A)-theory of MA. For b = (b1, · · · , bn) ∈ Mn, the n-type of b over A, denoted by
p = tpM(b/A), is the set of all L(A)-conditions E(x1, · · · , xn) such that MA |= E[b1, · · · , bn]. In this
situation, we also say that b realizes p in M. The set of all these kinds of n-types over A is denoted by
Sn(TA) or S
T
n (A) (or simply just by Sn(A) if the context makes T clear).
The logic topology on types
Let TA be as above. For an L(A)-formula ϕ(x) and  > 0, we define [ϕ < ] to be the set:
{p ∈ Sn(TA) | the condition (ϕ ≤ δ) is in p for some 0 ≤ δ < }.
The logic topology on Sn(TA) is the topology generated by the following basic open sets. For every
p ∈ Sn(TA), the basic open neighborhoods of p are the sets of the form [ϕ < ] where (ϕ = 0) is in p and
 > 0.
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1.5.1 Proposition ([4, Proposition 8.6]). The type space Sn(TA) equipped with the logic topology is hausdorff
and compact for each n ≥ 1.
The metric topology on types
Let TA be as above, and let MA = (M, a)a∈A be a model of TA in which every type in Sn(TA) is realized.
Such a model exists by Proposition 1.4.7. For all p, q ∈ Sn(TA), we define d(p, q) to be
inf
{
max
1≤i≤n
d(bi, ci) | MA |= p[b1, · · · , bn] and MA |= q[c1, · · · , cn]
}
.
Note that d(p, q) does not depend on MA. The metric topology on Sn(TA) is the topology induced by the
metric d between types. This metric d is also called the d-metric between types.
1.5.2 Proposition ([4, Proposition 8.7]). The metric topology is finer than the logic topology on Sn(TA)
for each n ≥ 1.
1.5.3 Proposition ([4, Proposition 8.8]). The metric space
(
Sn(TA), d
)
is complete for each n ≥ 1.
1.6 Definability in metric structures
This section presents the notion of definability in continuous first order model theory, taken from [4]. We
fix a signature L for metric structures.
Definable predicates, sets and functions
Let M be an L-structure and let A be a subset of M . For a predicate P : Mn → [0, 1], we say that P is
definable in M over A if there is a sequence {ϕk(x)}k∈N of L(A)-formulas such that the predicates ϕMk (x)
converge to P (x) uniformly on Mn; i.e.,
∀ > 0 ∃N > 0 ∀k > N ∀x ∈Mn (|ϕMk (x)− P (x)| ≤ ).
Let M be an L-structure and D ⊆Mn. The predicate giving the distance to D in Mn is given by
dist(x,D) = inf
y∈D
d(x, y).
Recall that d(x, y) := max1≤i≤n d(xi, yi) for tuples x, y ∈ Mn. The distance predicate dist(x,D) in model
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theory for metric structures is important and is characterized by the following two axioms in continuous
logic.
Let L(P ) be a signature obtained from L by adding a new predicate symbol P . Consider the following
two L(P )-conditions:
(E1) supx infy max
(
P (y), |P (x)− d(x, y)|) = 0
(E2) supx |P (x)− infy min
(
P (y) + d(x, y), 1)
)| = 0
Note that for every nonempty D ⊆ Mn, if F (x) is defined to be dist(x,D) in the L-structure M, then
the L(P )-structure (M, F ) satisfies (E1) and (E2).
1.6.1 Theorem ([4, Theorem 9.12]). Let (M, F ) be an L(P )-structure satisfying (E1) and (E2). Let
D = {x ∈ Mn | F (x) = 0} be the zeroset of F . Then D is nonempty and F (x) = dist(x,D) for every
x ∈Mn.
A subset D ⊆Mn is called type-definable in M over A if there is a set Γ(x) of L(A)-formulas such that
for every a ∈ Mn we have a ∈ D if and only if ϕM(a) = 0 for every ϕ(x) ∈ Γ(x). In this case, we also
say D is type-defined by Γ(x). We say that D is a zeroset in M over A if there is a definable predicate
P : Mn → [0, 1] over A such that D = {x ∈Mn | P (x) = 0}.
1.6.2 Proposition ([4, Proposition 9.14]). Let D be a subset of Mn and A ⊆ M . Then D is a zeroset in
M over A if and only if there is a sequence {ϕk(x)}k∈N of L(A)-formulas such that D is type-defined by
{ϕk(x)}k∈N.
A closed subset D of Mn is called definable in M over A (or D is an A-definable set) if the distance
predicate dist(x,D) is definable inM over A. The following result shows an important property of a definable
set.
1.6.3 Theorem ([4, Theorem 9.17]). Let M be an L-structure and let A be a subset of M . Let D be a
closed subset of Mn. Then D is definable in M over A if and only if the following holds: for every predicate
P : Mm ×Mn → [0, 1] which is definable in M over A, the predicate Q : Mm → [0, 1] defined by
Q(x) := inf{P (x, y) | y ∈ D}
is definable in M over A.
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1.6.4 Proposition ([4, Proposition 9.19]). Suppose P is a definable predicate in M over A. The zeroset D
of P is definable in M over A if and only if P satisfies the following statement:
∀ > 0 ∃δ > 0 ∀x ∈Mn (P (x) ≤ δ ⇒ dist(x,D) ≤ ).
A function f : Mn →M is called definable in M over A if the function d(f(x), y) is a definable predicate
in M over A.
1.6.5 Proposition ([4, Proposition 9.25]). Let M be an L-structure and let A be a subset of M . If
f : Mn →M is definable in M over A, then
(i) If N M and A ⊆ N , then the restriction of f to Nn is into N and is definable in N over A.
(ii) If N M, then f can be extended to g : Nn → N which is definable in N over A.
Extension by definitions
Let L be a signature for metric structures and let T be a consistent L-theory. Let L′ be a signature such
that L′ ⊇ L and let T ′ be an L′-theory. We say that T is the restriction of T ′ to L (or T ′ is a conservative
extension of T ) if for every closed L-condition E we have T ′ |= E iff T |= E.
For an L′-formula ϕ(x), we say that ϕ(x) is defined in T ′ over L if for every  > 0 there is an L-formula
ψ(x) such that
T ′ |= (sup
x
|ϕ(x)− ψ(x)|) ≤ .
For an n-ary predicate symbol P ∈ L′, we say that P is defined in T ′ over L if the formula P (x) is defined
in T ′ over L. For an n-ary function symbol f ∈ L′, we say that f is defined in T ′ over L if the formula
d(f(x), y) is defined in T ′ over L. For a constant symbol c in L′, we say that c is defined in T ′ over L if the
formula d(c, x) is defined in T ′ over L.
For a conservative extension T ′ of T , we say that T ′ is an extension by definitions of T if every nonlogical
symbol in L′ is defined in T ′ over L.
1.6.6 Proposition ([4, Proposition 9.28]). Let L′ ⊇ L. Let T be an L-theory and let T ′ be an L′-theory.
Suppose that T ′ is an extension by definitions of T . Then every L′-formula is defined in T ′ over L.
1.6.7 Corollary ([4, Corollary 9.31]). Let L′, L, T , T ′ be as in the above proposition. Then every model
of T has a (unique) expansion to a model of T ′.
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The following theorem generalizes Beth’s Definability Theorem to continuous logic.
1.6.8 Theorem ([4, Theorem 9.32]). Let T ′ be an L′-theory and L ⊆ L′. Let S be a nonlogical symbol in
L′. Suppose that S is implicitly defined in T ′ over L. That is, assume that if M and N are models of T ′
for which M|L = N|L, then one always has SM = SN . Then S is defined in T ′ over L.
1.6.9 Corollary ([4, Corollary 9.33]). Let L ⊆ L′, let T be a consistent L-theory and let T ′ be a consistent
L′-theory. Then T ′ is an extension by definitions of T if and only if every model of T has a unique expansion
which is a model of T ′.
Definable and algebraic closures
LetM be an L-structure and A ⊆M . For a ∈Mn, we say that a is definable inM over A (or A-definable in
M) if the singleton set {a} is definable inM over A. We say that a is algebraic inM over A (or A-algebraic
in M) if there is a compact set C ⊆Mn such that a ∈ C and C is definable in M over A.
Let dclM(A) denote the set of all A-definable elements of M ; we call it the definable closure of A in M.
Similarly, the algebraic closure of A in M, denoted by aclM(A), is the set of all A-algebraic elements of M .
1.6.10 Proposition ([4]). Let M be an L-structure, a ∈Mn, and A a subset of M . Then
• for every N M
dclM(A) = dclN (A) ⊆ aclN (A) = aclM(A).
• a is A-definable if and only if for every N M the only realization of tpM(a/A) in N is a.
• a is A-algebraic if and only if for every N M the set of realizations of tpM(a/A) in N is compact.
Moreover, if N is κ-saturated with κ uncountable, then a is A-algebraic if and only if the set of
realizations of tpM(a/A) in N has density character < κ.
Proof. See [4, Corollary 10.5, Exercise 10.7, and Exercise 10.8].
1.6.11 Proposition (Properties of dcl and acl, [4]). Let M be an L-structure and let A, B be subsets of
M . Then
(i) A ⊆ dcl(A) and A ⊆ acl(A).
(ii) If A ⊆ dcl(B), then dcl(A) ⊆ dcl(B); if A ⊆ acl(B), then acl(A) ⊆ acl(B).
(iii) dcl(A) = dcl(dcl(A)) and acl(acl(A)) = acl(A).
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(Here we simply write dcl and acl for dclM and aclM respectively.)
Proof. (i) and (ii) are [4, Exercise 10.10 and Proposition 10.11]. (iii) follows from (i) and (ii).
1.7 Inductive theories
In this section, we give definitions and basic results about inductive theories, adapted from the thesis of K.
Schoretsanitis [29]. Let L be a signature for metric structures.
1.7.1 Definition. (i) Let A and B be L-structures and A ⊆ B. We say that A is existentially closed
(e.c.) in B, write A ⊆e.c. B, if for every quantifier free L-formula ϕ(x, y) and a ∈ An we have
(inf
x
ϕ(x, a))A = (inf
x
ϕ(x, a))B.
(ii) Let K be a class of L-structures. For A ∈ K, we say that A is e.c. in K if for every B ∈ K such that
A ⊆ B, we have that A ⊆e.c. B.
(iii) If K is the class of all models of an L-theory T , then we say that a model M of T is an e.c. model if
M is e.c. in K.
1.7.2 Definition. A class of L-structures K is called an inductive class if it satisfies the following:
(i) K is closed under isomorphism.
(ii) K is closed under unions of chains.
An L-theory T is inductive if the class K of all models of T is inductive.
1.7.3 Theorem ([29, Theorem 4.9]). Let K be an inductive class of L-structures and let A ∈ K. Then
there is an e.c. structure B ∈ K such that A ⊆ B.
1.7.4 Theorem ([29, Theorem 4.10]). Let T be an L-theory. Then T is inductive if and only if T is an ∀∃
L-theory.
For an L-theory, let T∀ denote the set of all logical consequences E of T such that E is a closed ∀
L-condition.
1.7.5 Lemma ([29, Lemma 4.12]). Let T be an L-theory. If M |= T∀, then there is N |= T such that
M⊆ N .
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1.7.6 Theorem. Let T be an L-theory. Then T is a universal theory if and only if for every model M of
T one has that every L-substructure N of M is a model of T .
Proof. =⇒: This is trivial.
⇐=: Use Lemma 1.7.5.
1.7.7 Proposition ([29, Proposition 4.13]). Let T be an ∀∃ theory and letM |= T . ThenM is an e.c. model
of T if and only if M is an e.c. model of T∀.
1.8 Model completeness
This section presents model completeness and Lindstro¨m’s test for model completeness in continuous logic.
Model completeness
Let L be a signature for metric structures. A theory is model complete if every embedding between its
models is elementary.
1.8.1 Proposition ([29, Proposition 4.16]). Let T be an L-theory. If T is model complete, then T is an ∀∃
theory.
Let κ be an infinite cardinal. We say that an L-theory T is κ-categorical if T has exactly one model with
density character κ up to isomorphism.
1.8.2 Theorem (Lindstro¨m’s test for model completeness). Let T be an ∀∃ L-theory which has no compact
models. If T is κ-categorical for some cardinal κ ≥ Card(L), then T is model complete.
Toward the proof of Theorem 1.8.2, we need the following lemmas.
1.8.3 Lemma. Given L-structures A,B, C, suppose that A ⊆ C and A ⊆e.c. B. Then there is an L-structure
D with an embedding f : B → D and an elementary embedding g : C → D such that f(a) = g(a) for every
a ∈ A.
Proof. We may assume that B∩C = A. Let L(B∪C) be the extension of L by adding to L constant symbols
d for every d ∈ B∪C. We will use Theorem 1.3.2 (Compactness Theorem) to show that Diag(B)∪Diagel(C)
is consistent. Take any finite subset Γ of Diag(B) ∪ Diagel(C). We may assume that Γ is {ϕ1(a1, b1) =
0, · · · , ϕk(ak, bk) = 0, ψ1(c1) = 0, · · · , ψl(cl) = 0}, where ϕ1, · · · , ϕk are atomic L-formulas, a1, · · · , ak are
tuples in A, b1, · · · , bk are tuples in B \ A, ψ1, · · · , ψl are L-formulas, and c1, · · · , cl are tuples in C. Let
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ϕ denote max1≤i≤k ϕi and let ψ denote max1≤j≤l{ψj}. Then Γ is equivalent to max(ϕ(b, a), ψ(c)) = 0 for
some tuples a in A, b in B \ A and c in C. Since ϕ is quantifier free and A ⊆e.c. B, for each  > 0 there
is a tuple a in A such that A |= ϕ(a, a) ≤ . Then because A ⊆ C and ϕ is quantifier free, we have
C |= ϕ(a, a) ≤  for each  > 0. Hence there is an elementary extension C′ of C and a tuple b′ in C ′ \ C
such that C′ |= ϕ(b′, a) = 0. In the L-structure C′, we interpret b as b′, interpret every f ∈ B which is not
in A ∪ b as arbitrary element in C ′, and interpret every g ∈ C as itself in C ′. Then C′ is expanded to be an
L(B ∪C)-structure and C′ |= max(ϕ(bC′ , aC′), ψ(cC′)). Hence Γ is satisfiable, whence Diag(B)∪Diagel(C) is
consistent. Let D be a model of Diag(B)∪Diagel(C). Then D is an LB∪C-structure. Since A = B ∩C, there
is an embedding f : B → D and an elementary embedding g : C → D such that f(a) = g(a) = aD for every
a ∈ A.
1.8.4 Lemma. Given L-structures A and B with A ⊆e.c. B, there is an L-structure C such that B ⊆ C and
A  C.
Proof. By Lemma 1.8.3, there is an L-structure C with an embedding f : B → C and an elementary embedding
g : A → C such that f(a) = g(a) for every a ∈ A. Therefore, f [B] ⊆ C and f [A] = g[A]  C. After identifying
B with its isomorphic copy f [B] in C, we have B ⊆ C and A  C.
1.8.5 Lemma. Let T be an L-theory. If T is λ-categorical for some infinite cardinal λ and has an e.c. model
M with density character ≥ λ, then every model of T with density character ≥ λ is e.c.
Proof. First, we show that the unique model A of T of density character λ is e.c. By Theorem 1.4.4
(Downward Lo¨wenheim-Skolem Theorem), we may assume that A  M. Then, A ⊆e.c. M. Let B ⊇ A
be a model of T . By Lemma 1.8.3, there is a C |= T with an embedding f : M → C and an elementary
embedding g : B → C such that f(a) = g(a) for every a ∈ A. Since M is an e.c. model and C |= T , we have
f [M] ⊆e.c. C. Then for every quantifier free formula ϕ and every a ∈ A, we have
(inf
x
ϕ(x, a))A = (inf
x
ϕ(x, a))M = (inf
x
ϕ(x, f(a)))C = (inf
x
ϕ(x, g(a)))C = (inf
x
ϕ(x, a))B,
which implies A ⊆e.c. B.
Second, let N be a model of T with density character ≥ λ. Let B ⊇ N be a model of T . Consider
any quantifier free formula ϕ(x, y) where y is n-ary, and any a ∈ Nn. By λ-categoricity, we may assume
that a ∈ A  N where A is the unique model of density character λ. Then as shown above, A ⊆e.c. B,
whence (infx ϕ(x, a))
B = (infx ϕ(x, a))A. Since (infx ϕ(x, a))A = (infx ϕ(x, a))N , we have (infx ϕ(x, a))B =
(infx ϕ(x, a))
N .
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Proof of Theorem 1.8.2. By Theorem 1.7.4 and Theorem 1.7.3, the theory T has an e.c. model of density
character ≥ κ. Let M1 and M2 be models of T with density character ≥ κ such that M1 ⊆ M2. By
Lemma 1.8.5, we have M1,M2 are e.c. models, whence M1 ⊆e.c. M2. By Lemma 1.8.4, there is M3 |= T
such that M2 ⊆ M3 and M1  M3. Then by Lemma 1.8.5, M2 ⊆e.c. M3. Inductively, we get a chain
(Mn | n ∈ N) such that Mn  Mn+2 for every n ∈ N. Therefore, M1 ⊆ M2 
⋃Mn and M1  ⋃Mn,
whence M1 M2.
Now letM1 andM2 be arbitrary models of T withM1 ⊆M2. Because T has no compact models, there
is a model M3 of T with density character ≥ κ such that M1  M3, therefore M1 ⊆e.c. M3. By Lemma
1.8.3, there isM4 |= T with an embedding f : M3 →M4 and an elementary embedding g : M2 →M4 such
that f(a) = g(a) for every a ∈ M1. Note that M3 and M4 are models of T with density character ≥ κ.
Then as proved above, we have f [M3] M4, whence g[M1] = f [M1] M4. Since g[M2] M4, we have
g[M1]  g[M2], whereby M1 M2.
1.8.6 Remark. This proof of Theorem 1.8.2 follows C. Ward Henson’s unpublished manuscript, which is
similar to the first order case; e.g., see [17, Theorem 7.3.4].
1.9 Separable categoricity
Let L be a signature for metric structures which has only a countable number of nonlogical symbols. Let T
be a complete L-theory.
An L-theory is called separably categorical, if it has exactly one separable model up to isomorphism.
Since a theory might only have finite models, a separably categorical theory is not necessarily ω-categorical.
A separably categorical theory is always complete. If it has a compact model, then by the downward
Lo¨wenheim-Skolem theorem, it has exactly one model up to isomorphism, and hence it is complete. If it has
no compact models, then it is complete by Vaught’s test. An ω-categorical theory is complete if and only if
it has no finite models.
Let p ∈ Sn(T ). We say p is principal if for every modelM of T , the set of realizations of p inM, denoted
by p(M), is definable in M over ∅.
1.9.1 Proposition ([4, Proposition 12.4]). Let p ∈ Sn(T ). Then p is principal if and only if p has the same
neighborhoods in the logic topology as in the metric topology.
1.9.2 Theorem (Omitting Types Theorem, [4, Theorem 12.6]). Let T be a complete countable theory and
let p ∈ Sn(T ). Then p is principal if and only if p is realized in every model of T .
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A model M of T is atomic if every type over the empty set realized in M is principal. A structure M
is approximately ℵ0-saturated if for every n-tuple a in M , every type p(x, a) ∈ S1(a), and every  > 0, there
is an n-tuple a′ in M such that d(a, a′) ≤  and the type p(x, a′) is realized in M.
1.9.3 Theorem (Ryll-Nardzewski Theorem). Let T be a complete countable theory. Then the following are
equivalent:
(i) T is separably categorical.
(ii) Every n-type over the empty set is principal for all n ∈ N.
(iii) Every model of T is approximately ℵ0-saturated.
(iv) The d-metric topology on Sn(T ) coincides with the logic topology for all n ∈ N.
(v) The d-metric topology on Sn(T ) is compact for all n ∈ N.
Proof. This is [5, Fact 1.14].
1.9.4 Corollary ([4, Corollary 12.11]). Suppose that T is a separably categorical theory and M is the
separable model of T . Then for all a, b ∈ Mn and for every  > 0 there is an automorphism F of M such
that
d
(
F (a), b
) ≤ d(tp(a), tp(b))+ .
1.9.5 Corollary ([4, Corollary 12.13]). Suppose L ⊆ L′ are countable signatures, T ′ is complete in L′ and
T is its restriction to L. If T ′ is ω-categorical, then so is T .
1.9.6 Proposition. Let T be a separably categorical theory and let M be a separable model of T . For
every closed subset X ⊆ Mn, if F (X) = X for all F ∈ Aut(M), then X is ∅-definable. In particular, a
∅-type-definable set in M is ∅-definable.
Proof. Fix a closed set X ⊆Mn such that F (X) = X for all F ∈ Aut(M). Define D(a) := dist(a,X) for all
a ∈Mn. We will show that D is a ∅-definable predicate. For all a, b ∈Mn, if tp(a) = tp(b) then by Corollary
1.9.4, for all  > 0 there is an automorphism F of M such that d
(
F (a), b
) ≤ . Since F fixes X setwise, we
have D(a) = D
(
F (a)
)
. Consequently, we have
∣∣D(a)−D(b)∣∣ ≤  for all . Therefore, D(a) = D(b). Now, we
define D˜ : Sn(T )→ [0, 1] by D˜(p) = D(a), where a ∈Mn is any realization of the type p ∈ Sn(T ). As shown
above, D˜ is well-defined. Let C be the set
{
tp(x) | x ∈ X}. Define Φ(p) := dist(p, C) for all p ∈ Sn(T ). It
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follows from the definition that Φ(p) is d-continuous. Since T is separably categorical, the d-metric topology
coincides with the logic topology. So Φ(p) is also continuous under the logic topology.
For every r ∈ [0, 1] and every tp(a) in D˜−1([0, r]), we have D(a) ≤ r which means dist(a,X) ≤ r. Hence,
for all  > 0, there exists b ∈ X such that d(a, b) < r+. Then Φ(tp(a)) = dist(tp(a), C) ≤ d(tp(a), tp(b)) <
r +  for all  > 0. So Φ
(
tp(a)
) ≤ r. Therefore, D˜−1([0, r]) ⊆ Φ−1([0, r]).
Now for all tp(a) ∈ Φ−1([0, r]), we have Φ(tp(a)) ≤ r, which means dist(tp(a), C) ≤ r. For all  > 0,
by Corollary 1.9.4 there exists c ∈ X such that d(a, c) < r + . Therefore, we get D˜(tp(a)) = D(a) =
dist(a,X) ≤ r. Then we have Φ−1([0, r]) ⊆ D˜−1([0, r]).
Overall, we get D˜−1
(
[0, r]
)
= Φ−1
(
[0, r]
)
for all r ∈ [0, 1]. Since Φ is continuous with respect to the logic
topology, D˜ is also continuous with respect to the logic topology. Hence D is a ∅-definable predicate.
1.10 Quantifier elimination
Let L be a signature for metric structures and let T be an L-theory. An L-formula ϕ(x) is approximable in
T by quantifier free formulas if for every  > 0 there is a quantifier free formula ψ(x) such that for every
model M of T and every a ∈Mn,
|ϕM(a)− ψM(a)| ≤ .
The theory T admits quantifier elimination if every L-formula is approximable in T by quantifier free
formulas.
1.10.1 Remark. (i) Let T be an L-theory and let L(C) be an extension of L by constants. If T admits
quantifier elimination in the signature L, then T also admits quantifier elimination in the signature
L(C).
(ii) Let T be an L-theory and let the L-theory T ′ ⊇ T . If T admits quantifier elimination, then T ′ also
admits quantifier elimination.
1.10.2 Proposition ([4, Proposition 13.6]). Let T be an L-theory. Then T admits quantifier elimination if
and only if the following statement holds:
for all models M and N of T , every embedding of a substructure of M into N can be extended to an
embedding of M into an elementary extension of N .
Moreover, if Card(L) ≤ κ where κ is an infinite cardinal, then it suffices to consider models of T with
density character ≤ κ in the above statement.
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1.10.3 Definition ([6, Definition 4.15]). We say that an L-theory T has the back-and-forth property if
for all ℵ0-saturated models M and N of T , all n-tuples a ∈Mn and b ∈ Nn, and all c ∈M , if a and b have
the same quantifier free type (i.e., ϕM(a) = ϕN (b) for all quantifier free formulas ϕ), then there is d ∈ N
such that (a, c) and (b, d) have the same quantifier free type.
1.10.4 Theorem. For an L-theory T , the following are equivalent:
(i) The theory T admits quantifier elimination.
(ii) The theory T has the back-and-forth property.
(iii) Every type in Sn(T ) is determined by quantifier free formulas.
Proof. (i)⇔ (ii): This is [6, Theorem 4.16].
(i)⇒ (iii): This is trivial.
(iii) ⇒ (ii): For all ℵ0-saturated models M and N of T , all n-tuples a ∈ Mn and b ∈ Nn, and all
c ∈ M, if a and b have the same quantifier free type, then by assumption we have tp(a) = tp(b). Let
p(x, y) = tp(c, a). Then p(x, b) is consistent and is realized by some d ∈ N by ℵ0-saturation. Hence, (a, c)
and (b, d) have the same quantifier free type.
Model companion and model completion
Fix a signature L for metric structures. An L-theory T ∗ is called a companion of an L-theory T if every
model of T can be embedded into a model of T ∗ and vice versa. A model companion of a theory T is a
companion of T that is model complete. A model completion for a theory T is a model companion T ∗ such
that for every model M of T , the theory T ∗ ∪Diag(M) is complete.
1.10.5 Proposition. Suppose T ∗ is a model companion of T . Then T ∗ is a model completion of T if and
only if T ∗ admits quantifier elimination.
Proof. Similar to the first order case; e.g., see [10, Proposition 3.5.19].
1.11 Stability and independence
We fix a signature L for metric structures and a complete L-theory T . Throughout this section, κ is an
infinite cardinal > Card(L) and λ is an infinite cardinal.
1.11.1 Definition. • A theory T is λ-stable with respect to the discrete metric if for everyM |= T
and every A ⊆ M of cardinality ≤ λ, the type space S1(TA) has cardinality ≤ λ. We say that T is
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stable with respect to the discrete metric if T is λ-stable with respect to the discrete metric for
some λ.
• A theory T is λ-stable if for everyM |= T and every A ⊆M of cardinality ≤ λ, the type space S1(TA)
under metric topology has density character ≤ λ. We say that T is stable if T is λ-stable for some λ.
1.11.2 Theorem ([4, Theorem 14.6]). A theory is stable if and only if it is stable with respect to the discrete
metric.
1.11.3 Definition. Let M be a κ-universal domain for T and let B,C ⊆ M be small subsets. Let p(X,B)
be a partial type over B where X could be infinite. We say that p(X,B) divides over C if there is a
C-indiscernible sequence {Bi}i∈N in tp(B/C) such that
⋃
i∈N p(X,Bi) is inconsistent with T .
Moreover, if A,B,C ⊆ M are small such that tp(A/B ∪ C) does not divide over C, then we say that A
is independent from B over C, denoted by A |^ CB.
We say a type tp(A/C) stationary if for every A′ such that tp(A/C) = tp(A′/C), A |^ CB, and A′ |^ CB,
we have tp(A/B ∪ C) = tp(A′/B ∪ C).
1.11.4 Theorem ([4, Theorem 14.12]). Let M be a κ-universal domain for T . Let A,B, · · · ⊆ M be small
and let M M be small. If T is stable, then the independence relation |^ satisfies the following properties:
(i) Invariance under automorphisms of M.
(ii) Symmetry: A |^ CB ⇐⇒ B |^ CA.
(iii) Transitivity: A |^ C(B ∪D) if and only if A |^ CB and A |^ B∪CD.
(iv) Finite character: A |^ CB if and only if a |^ CB for all finite tuples a from A.
(v) Extension: for all A,B,C, there is A′ such that A′ |^ CB and tp(A/C) = tp(A′/C).
(vi) Local character: for every finite tuple a, there is B′ ⊆ B of cardinality ≤ |T | such that a |^ B′B.
(vii) Stationarity of types: if tp(A/M) = tp(A′/M), A |^ MB, and A′ |^ MB, then we have tp(A/B ∪M) =
tp(A′/B ∪M).
1.11.5 Definition. A relation satisfying properties (i)–(vii) in the above theorem is called a stable inde-
pendence relation.
1.11.6 Theorem ([4, Theorem 14.14]). Let M be a κ-universal domain for T . If T is stable, then there is
precisely one stable independence relation on M. Moreover, if there is a stable independence relation on M
on M, then T is stable.
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1.11.7 Theorem (Stability Spectrum Theorem, [4, Theorem 14.7]). Let T be a stable theory and let µ(T )
be the first cardinal such that T is stable. Then there is a cardinal κ = κ(T ) such that T is λ-stable if and
only if λ = µ(T ) + λ<κ.
1.11.8 Definition ([4, Definition 14.9]). A theory is superstable if κ (defined in the above theorem) is ℵ0.
1.11.9 Proposition ([4, Proposition 14.10]). A theory T is superstable if and only if it is λ-stable for all
λ ≥ 2|T |.
1.11.10 Proposition ([4, Corollary 14.17]). Suppose a theory T is stable. Then T is λ-stable with respect
to the discrete metric for all λ such that λ = λ|T |.
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Chapter 2
Background from analysis
In this chapter, we present the background from analysis necessary for later chapters. In Section 2.1, we
discuss basic probability theory. Section 2.2 plays an essential role in the following chapters. In this section,
we introduce measure algebras and the property of one measure algebra being atomless over another one.
We also present Maharam’s Theorem about the decomposability of measure spaces. In Section 2.3, we
discuss the symmetric rearrangement of a Borel set and the symmetric-decreasing rearrangement of a Borel
measurable function. In Section 2.4, we give background on Wasserstein distances in optimal transport.
2.1 Basics of probability theory
In this section, we present some basic probability theory results. The book [12] is a good source for most of
them.
A probability space is a triple (Ω,F , P ), where Ω is a set of “outcomes”, F is a set of “events”, and
P : F → [0, 1] is a function that assigns probabilities to events. Moreover, F is a σ-algebra of subsets of Ω
and P is a probability measure on F which means that P is σ-additive and P (Ω) = 1. If Ω is a countable
set, then the probability space (Ω,F , P ) is called a discrete probability space. For any F ∈ F with positive
measure, if for every G ∈ F , either P (F ∩G) = 0 or P (F ∩G) = P (F ), then F is called an atom in F . If
for every F ∈ F with positive measure there is an atom F0 ∈ F such that F0 ⊆ F , then such a σ-algebra F
is called atomic. Note that if (Ω,F , P ) is a discrete probability space, then F is atomic.
A real valued function X on Ω is called a random variable if for every Borel B ⊆ R, we have X−1(B) ∈ F .
A random variable X induces a natural probability measure on R, called its distribution and denoted by
dist(X); it is defined by setting dist(X)(B) = P (X−1(B)) = P (X ∈ B) for all Borel B ⊆ R. Let A be a set
of random variables : Ω→ R. Let σ(A) denote the smallest σ-algebra A ⊆ F such that all random variables
in A are A-measurable. When A only has one element X, we also call σ(X) the σ-algebra (of measurable
sets) generated by the random variable X. Let {Xn}n∈N be a sequence of random variables on Ω. We say
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that Xn converges almost surely if
P
({ω | lim
n→∞Xn(ω) exists }
)
= 1.
Two events A,B ∈ F are independent if P (A ∩ B) = P (A)P (B). Two random variables X,Y : Ω → R
are independent if for all Borel C,D ⊆ R, the events X−1(C) and Y −1(D) are independent. Two σ-algebras
A ⊆ F and B ⊆ F are independent if for all A ∈ A and all B ∈ B, the events A and B are independent.
Note that random variables X and Y are independent if and only if the σ-algebras σ(X) and σ(Y ) are.
2.1.1 Definition. Consider a probability space (Ω,F0, P ), a σ-subalgebra F of F0, and a random variable
X with
∫
Ω
|X|dP <∞. The conditional expectation of X given F , denoted by E(X|F), is any random
variable Y satisfying the following two conditions:
• The random variable Y is F-measurable.
• For every A ∈ F , we have ∫
A
XdP =
∫
A
Y dP .
If X is a characteristic function, say X = 1A where A ∈ F0, then E(1A|F) is called the conditional
probability of A given F , denoted also by P(A|F).
Any Y satisfies the above two conditions is said to be a version of E(X|F).
Given probability measures µ and ν on (Ω,F), we say that ν is absolutely continuous with respect to µ,
denoted by ν  µ, if for all A ∈ F , we have ν(A) = 0 whenever µ(A) = 0.
The following theorem is well-known in probability theory.
2.1.2 Theorem (Radon-Nikodym Theorem). Let µ and ν be probability measures on (Ω,F). If ν  µ,
then there is a F-measurable function f such that for every A ∈ F , ∫
A
fdµ = ν(A). Such f is called a
Radon-Nikodym derivative of ν with respect to µ, and is denoted by dνdµ .
2.1.3 Remark. Given that
∫
Ω
|X|dP < ∞, the conditional expectation of X given F exists and is unique
up to =a.s.. The existence follows from the Radon-Nikodym Theorem.
Conditional expectations have the following properties:
2.1.4 Proposition. Consider a probability space (Ω,F0, P ) and a σ-subalgebra F of F0. Let X,Y, · · · be
random variables : Ω→ R with ∫
Ω
|X|dP <∞, ∫
Ω
|Y |dP <∞, · · · .
1. (Linearity) E(aX + bY |F) = aE(X|F) + bE(Y |F) for all a, b ∈ R.
2. (Monotonicity) If X ≤ Y , then E(X|F) ≤ E(Y |F).
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3. (Monotone convergence theorem) If Xn ≥ 0 for every n ∈ N, the sequence {Xn}n∈N is increasing, and
Xn → X a.s. with
∫
Ω
XdP < ∞, then {E(Xn|F)}n∈N is increasing and E(Xn|F) → E(X|F) a.s. as
n→∞.
4. If ϕ : R→ R is a convex function and ∫
Ω
|X|dP, ∫
Ω
|ϕ(X)|dP <∞, then ϕ(E(X|F)) ≤ E(ϕ(X)|F).
5.
∫
Ω
E(X|F)dP = ∫
Ω
XdP .
6. (Transitivity) If F2 ⊆ F1 ⊆ F0, then
E
(
E(X|F2)|F1
)
= E
(
E(X|F1)|F2
)
= E(X|F2).
Proof. See [12, pages 224–227].
Next, we give the definition for transformations between two probability spaces.
2.1.5 Definition ([33, Definition 1.1]). Let (Ω1,F1, P1) and (Ω2,F2, P2) be probability spaces.
1. A transformation T : Ω1 → Ω2 is measurable if T−1(F2) ⊆ F1; i.e., if F ∈ F2 then T−1(F ) ∈ F1.
2. A transformation T : Ω1 → Ω2 is measure-preserving if T is measurable and P1
(
T−1(F )
)
= P2(F )
for all F ∈ F2.
3. A transformation T : Ω1 → Ω2 is invertible measure-preserving if T is measure-preserving, bijec-
tive, and its inverse T−1 is also measure-preserving.
2.2 Background for measure algebras
In this section, we give the background for measure algebras, adapted from the books [12] and [14].
Dynkin’s pi-λ theorem
In this subsection, we introduce Dynkin’s well-known pi-λ Theorem and then use it to get some results on
σ-algebras.
Let (Ω,F , µ) be a probability space. Let P and L be subsets of F . We say that P is a pi-system if it is
closed under intersection; i.e., if A,B ∈ P then A ∩ B ∈ P. We say that L is a λ-system if: (i) Ω ∈ L; (ii)
If A,B ∈ L and A ⊆ B then B \A ∈ L; (iii) If for all n ∈ N one has An ∈ L, and {An}n∈N is an increasing
sequence so that
⋃
n∈NAn = A, then A ∈ L.
27
2.2.1 Theorem (pi-λ Theorem, [12, page 25]). If P is a pi-system and L is a λ-system that contains P,
then σ(P) ⊆ L.
Let B be a σ-algebra. For every A ⊆ B, the σ-subalgebra σ-generated by A in B, denoted by σ(A),
is the smallest σ-subalgebra of B including A. For all σ-subalgebras A1 and A2 of B, the σ-subalgebra
σ-generated by A1 and A2 is denoted by A1 ∨A2.
Let (Ω,F , µ) be a probability space and let A ⊆ F be an atomic σ-subalgebra. A set {ai | i ∈ I} is
called a maximal family of pairwise inequivalent atoms of A if (i) ai is an atom of A for each i ∈ I; (ii)
µ(ai ∩ aj) = 0 whenever i 6= j ∈ I; (iii)
⋃
i∈I ai = Ω.
2.2.2 Fact. Let (Ω,F , µ) be a probability space.
(i) Every maximal family of pairwise inequivalent atoms is countable.
(ii) Every atomic σ-subalgebra of F has a maximal family of pairwise inequivalent atoms.
(iii) Let A ⊆ F be an atomic σ-subalgebra. If {ai | i ∈ I} is a maximal family of pairwise inequivalent
atoms of A , then for every a ∈ A there is b ∈ σ({ai | i ∈ I}) such that µ(a4b) = 0.
Proof. (i): This follows from the defining properties of maximal families of pairwise inequivalent atoms
because µ is a probability measure.
(ii): Fix an atomic σ-subalgebra A of F . For all atoms a, b of A , we say a ∼ b if µ(a ∩ b) > 0. Since
a, b are atoms, it follows that µ(a4b) = 0. Note that ∼ defines an equivalence relation on the set of atoms
of A . Let {Γi | i ∈ I} denote the set of all ∼ equivalence classes. Since µ is a probability measure, we
know that I is a countable set. For each i ∈ I, take si ∈ Γi. Then si is an atom for each i ∈ I. Whenever
i 6= j ∈ I, since si and sj belong to different equivalence classes, we have µ(si ∩ sj) = 0. If µ(
⋃
i∈I si) 6= 1,
then since A is atomic, there is an atom a ⊆ Ω \ (⋃i∈I si) in A . Then a ∈ Γj for some j ∈ I, and thus
µ(a ∩ sj) > 0, which contradicts the fact that a ⊆ Ω \ (
⋃
i∈I si). Hence, µ(
⋃
i∈I si) = 1. Take i0 ∈ I. Let
ai0 = si0 ∪
(
Ω \ (⋃i∈I si)) and ai = si for all i 6= i0. Then {ai | i ∈ I} is a maximum family of pairwise
inequivalent atoms of A .
(iii): Suppose {ai | i ∈ I} is a maximal family of pairwise inequivalent atoms of A . Then for every
a ∈ A , let J denote the set {j | j ∈ I, µ(aj ∩a) > 0}. Since I is a countable set, J is also countable. Let b be⋃
j∈J aj . Then b ∈ σ({ai | i ∈ I}). Since ai’s are atoms, for every j ∈ J , we have that µ(aj4(aj ∩ a)) = 0.
Then it follows that µ(a4b) = 0.
2.2.3 Proposition. Let (Ω,C , µ) be a probability space and let A ,B ⊆ C be σ-algebras. Assume that A
contains the set of all sets of measure zero and B is atomic. Let {bi | i ∈ I} be a maximal family of pairwise
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inequivalent atoms of B, where I is a countable set. Then, we have
A ∨B = {
⋃
i∈I
ai ∩ bi | ai ∈ A for every i ∈ I}.
Proof. Let L denote the set {⋃i∈I ai ∩ bi | ai ∈ A for every i ∈ I}. For the set L, we have
(i) Ω ∈ L.
(ii) Let A1 =
⋃
i∈I ai ∩ bi and A2 =
⋃
i∈I a
′
i ∩ bi be in L. Then
A1 \A2 =
⋃
i∈I
(ai \ a′i) ∩ bi ∈ L.
(iii) Let {Aj =
⋃
i∈I aij ∩ bi}j∈N be a sequence in L. Then
∞⋃
j=1
Aj =
∞⋃
j=1
⋃
i∈I
aij ∩ bi =
⋃
i∈I
(
∞⋃
j=1
aij) ∩ bi ∈ L.
Therefore L is a λ-system. Let P be {c1 ∩ c2 | c1, c2 ∈ {bi | i ∈ I} ∪A }. Since whenever i 6= i′ ∈ I we have
µ(bi ∩ bi′) = 0, the set of all sets of measure zero is contained in A , and A is closed under intersections, we
have that P is a pi-system. By Theorem 2.2.1 (pi-λ Theorem), we have σ(P) ⊆ L. Because A contains the
set of all sets of measure zero and Fact 2.2.2(iii), we have that A ∨B = σ({bi | i ∈ I} ∪A ). Hence,
A ∨B = σ({bi | i ∈ I} ∪A ) ⊆ σ(P) ⊆ L ⊆ σ({bi | i ∈ I} ∪A ).
Therefore A ∨B = L.
Measure algebras
In this subsection, we present the necessary background for measure algebras. Some properties of the relation
“atomless over” are given, which play an important role in the next chapters. Finally, we prove Theorem
2.2.21, which tells us how to extend a partial measure-preserving isomorphism between probability algebras
to a global one.
Basics of measure algebras
A boolean algebra B is σ-complete if the supremum of every countable subset of B exists in B. A boolean
algebra B is complete if the supremum of every subset of B exists in B. Let A be a subset of a boolean
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algebra (resp.σ-complete boolean algebra) B. Then the boolean subalgebra generated by A (resp.σ-complete
boolean subalgebra σ-generated by A) in B, denoted by 〈A〉 (resp.σ(A)), is the smallest boolean subalgebra
(resp.σ-complete boolean subalgebra) of B including A. For σ-complete boolean subalgebras A1 and A2 of a
σ-complete algebra B, the σ-complete boolean subalgebra σ-generated by A1 and A2 is denoted by A1 ∨A2.
Note that a σ-algebra is a σ-complete boolean algebra.
A measure space is a triple (X,A, µ) where X is a set, A is a σ-algebra of subsets of X, and µ : A→ [0,∞)
is a countably additive finite-valued measure.
A measured algebra is a pair (A,µ) where A is a σ-complete boolean algebra and µ : A → [0,∞) is a
finite-valued function such that µ(a) = 0 iff a = 0, and µ is countably additive, which means that if {an}n∈N
is a countable subset of A and am ∩ an = 0 whenever m 6= n, then
µ(
∑
n∈N
an) =
∑
n∈N
µ(an).
A boolean algebra A is said to be a measure algebra if there is a finite-valued µ for which (A,µ) is a
measured algebra. A measured algebra (A,µ) is called a probability algebra if µ(1) = 1. Let (A,µ) be a
measured algebra. For all a, b ∈ A, define
d(a, b) = µ(a4b),
where 4 is the symmetric difference of those two sets. In [15, Lemma 323F], it is shown that A is complete
under this metric.
Let A be a measure algebra. Let A+ denote the set of nonzero elements in A. For every a ∈ A+, if for
every b ∈ A, either a ∩ b = 0 or a ∩ b = a, then a is called an atom in A. If for every a ∈ A+ there is an
atom a0 ∈ A+ such that a0 ⊆ a, then such a measure algebra A is called atomic.
Let (X,A, µ) be a measure space. For all a, b ∈ A, we write a ≡µ b if µ(a4b) = 0. Note that ≡µ
defines an equivalence relation. We denote the equivalence class of a under ≡µ by [a]µ. Let Â denote the
set {[a]µ | a ∈ A}. Then it is routine to verify that the operations of complement, union and intersection on
A induce operations on Â, which make Â a σ-complete boolean algebra. Moreover, µ induces a countably
additive, strictly positive measure on Â. We call (Â, µ) the measured algebra associated to (X,A, µ) and we
call Â the measure algebra associated to (X,A, µ). If the measure µ on A is a probability measure, then we
call (Â, µ) the probability algebra associated to (X,A, µ).
2.2.4 Definition ([33, Definition 2.1 and 2.2]). Let (X1, A1, µ1) and (X2, A2, µ2) be probability spaces.
30
(i) Probability spaces (X1, A1, µ1) and (X2, A2, µ2) are said to be isomorphic if there are M1 ∈ A1,M2 ∈
A2 with µ1(M1) = µ2(M2) = 1, and an invertible measure-preserving transformation ϕ : M1 →M2. If
the probability space (X1, A1, µ1) is the same as (X2, A2, µ2), then such an isomorphism is called an
automorphism.
(ii) Let (Â1, µ1) and (Â2, µ2) be the measured algebras associated to (X1, A1, µ1) and (X2, A2, µ2) respec-
tively. The measured algebras are isomorphic if there is a bijection Φ: Â1 → Â2 which preserves
complements, countable unions and intersections and satisfies µ1(Φ
−1(b)) = µ2(b) for all b ∈ Â2.
If the probability space (X1, A1, µ1) is the same as (X2, A2, µ2), then such an isomorphism is called
an automorphism. We say that the probability spaces are conjugate if their associated probability
algebras are isomorphic.
Since point maps induce set maps, we have that if two probability spaces are isomorphic, then they are
conjugate. The other direction is not true in general. For the case when set maps are always induced by
point maps for probability spaces, there is the following result.
2.2.5 Theorem ([33, Theorem 2.2]). Let X1 and X2 be complete separable metric spaces, let B(X1) and
B(X2) be their σ-algebras of Borel subsets, and let µ1 and µ2 be probability measures on B(X1) and B(X2)
respectively. Let Φ: B̂(X2) → B̂(X1) be an isomorphism of probability algebras. Then there are M1 ∈
B(X1),M2 ∈ B(X2) with µ1(M1) = µ2(M2) = 1, and an invertible measure-preserving transformation
ϕ : M1 →M2 such that Φ([b]µ2) = [ϕ−1(b∩M2)]µ1 for every b ∈ B(X2). If φ is any other isomorphism from
(X1, B(X1), µ1) to (X2, B(X2), µ2) that induces Φ, then
µ1({x ∈ X1 | ϕ(x) 6= φ(x)}) = 0.
2.2.6 Theorem ([14, Theorem 2.6]). Let (A,µ) be a measured algebra. Then there is a measure space
(X,B, ν) such that (A,µ) ∼= (B̂, ν) as measured algebras.
2.2.7 Proposition. Let A,B be σ-complete subalgebras in a probability algebra (C, µ). Suppose B is atomic.
Let {bi | i ∈ I} be an enumeration of the atoms in B. Then
A ∨B = {
⋃
i∈I
ai ∩ bi | ai ∈ A for every i ∈ I}.
Proof. By Theorem 2.2.6, there is a probability space (X,C , ν) such that (C, µ) ∼= (Ĉ , ν) as probability
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algebras. Without loss of generality, we identify (C, µ) with (Ĉ , ν). Thus, (C, µ) is the probability algebra
associated to (X,C , ν). As explained on page 30, there is a mapping pi from the σ-algebra C to the σ-
complete boolean algebra pi(C ) := Ĉ = C. Let A denote pi−1(A). Then because A is a σ-complete boolean
algebra and C is a σ-algebra, it follows that A is a σ-subalgebra of C and A contains the set of all sets of
measure zero. Further, we know that (A,µ) is the probability algebra associated to (Ω,A , ν). Let B denote
pi−1(B). Then B is a σ-subalgebra of C . Since B is atomic, we have that B is also atomic. Since µ is
finite-valued, B has at most countably many atoms, and thus I is a countable set. For each i ∈ I, we have
that pi−1(bi) is an equivalence class of measurable sets in B. Take Ci in the class pi−1(bi) for each i ∈ I.
Then for each i ∈ I we have Ci ⊆ B is an atom, µ(Ci4Cj) = 0 whenever i 6= j ∈ I, and µ(
⋃
i∈I Ci) = 1.
Take i0 ∈ I. Let Bi0 = Ci0 ∪ (Ω \ (
⋃
i∈I Ci)) and Bj = Cj for all j 6= i0 ∈ I. Then {Bi | i ∈ I} is a maximal
family of pairwise inequivalent atoms of B. The rest follows from Proposition 2.2.3.
Let A be a boolean algebra and let A+ denote the set of nonzero elements in A. For every a ∈ A+, the
relative algebra of A on a, denoted by A  a, is the set {a ∩ b | b ∈ A}. Note that A  a is also a boolean
algebra, where a becomes the 1. For a subset X of a complete boolean algebra A, we say A is completely
generated by X if the smallest complete subalgebra of A containing X is A.
2.2.8 Definition. Let A be a complete boolean algebra. Then
(i) τ(A) := inf
{|X| : X ⊆ A and A is completely generated by X}.
(ii) (τ -homogeneous) We say that A is τ-homogeneous if τ(A  a) = τ(A) for all a ∈ A+.
(iii) (homogeneous) We say that A is homogeneous if A ∼= A  a for all a ∈ A+.
(iv) Suppose B is a complete subalgebra of A. For every a ∈ A, we define
τB(a) := inf
{|X| : X ⊆ A and A  a is completely generated by {a ∩ b | b ∈ X ∪B}}.
2.2.9 Remark. By [14, page 889, 2.2(h)], any σ-complete subalgebra of a measure algebra is a complete
subalgebra. Therefore, when A is a measure algebra, we have
τ(A) = inf
{|X| : X ⊆ A and A is σ-generated by X},
and
τB(a) = inf
{|X| : X ⊆ A and A  a is σ-generated by {a ∩ b | b ∈ X ∪B}}.
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2.2.10 Theorem ([14, Theorem 3.5]). Let (A,µ) and (B, ν) be τ -homogeneous measured algebras such that
τ(A) = τ(B) and µ(1) = ν(1). Then there is a measure-preserving isomorphism between A and B.
2.2.11 Proposition. Let A be a measure algebra. Then A is τ -homogeneous if and only if A is homogeneous
as a boolean algebra.
Proof. [14, Corollary 3.6] shows that if A is τ -homogeneous then it is homogeneous. The other direction is
trivial.
2.2.12 Theorem ([14, Theorem 3.13]). Let (A,µ) and (B, ν) be measured algebras and C a σ-complete
subalgebra of A. Let g : C → B be a measure-preserving homomorphism. Set κ = min{τ(B  b) | b ∈ B+}.
Suppose τ(C) < κ. Then we have:
(i) If τ(A) < κ, then there is a measure-preserving homomorphism f : A→ B extending g.
(ii) If A and B are both homogeneous and τ(A) = τ(B) = κ, then f can be taken to be an isomorphism.
2.2.13 Corollary ([14, Corollary 3.19]). Let A be a homogeneous measured algebra, C ⊆ A be a σ-complete
subalgebra with τ(C) < τ(A), and g : C → A be a σ-complete monomorphism (i.e., it preserves countable
unions of elements in C). Then g extends to an automorphism of A.
Atomlessness
2.2.14 Definition. (i) A measure space (X,A, µ) is atomless if for every a ∈ A of positive measure,
there exists b ∈ A such that b ⊆ a and 0 < µ(b) < µ(a).
(ii) Let (X,A, µ) be a measure space and let B be a σ-subalgebra of A. We say that A is atomless over B,
if for every a ∈ A of positive measure, there exists b ∈ A such that for all c ∈ B, we have a∩ b 6= a∩ c.
(iii) Let (X,A, µ) be a measure space and let B be a σ-subalgebra of A. Given an infinite cardinal κ, we
say that A is κ-atomless over B, if for every σ-subalgebra B′, which is σ-generated by B ∪S, where
S is a set of cardinality < κ in A, we have that A is atomless over B′. When B is trivial and A is
κ-atomless over B, we say simply that (X,A, µ) is κ-atomless.
Analogously, we define these notions of atomlessness for measure algebras.
2.2.15 Definition. (i) A measure algebra A is atomless if for every a ∈ A+, there exists b ∈ A+ such
that b ∩ a = b and b 6= a.
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(ii) Let A be a measure algebra and let B be a σ-complete subalgebra of A. We say that A is atomless
over B, if for every a ∈ A+, there exists a′ ∈ A such that for all b ∈ B, we have a ∩ a′ 6= a ∩ b.
(iii) Let A be a measure algebra and let B be a σ-complete subalgebra of A. Given an infinite cardinal κ,
we say that A is κ-atomless over B, if for every σ-complete subalgebra B′, which is σ-generated by
B ∪S, where S is a set of cardinality < κ in A, we have that A is atomless over B′. When B is trivial
and A is κ-atomless over B, we say simply that A is κ-atomless.
2.2.16 Lemma (Maharam’s Lemma). Let (X,A, µ) ⊇ (X,B, µ) be measure spaces and let Â and B̂ be the
measure algebras associated to (X,A, µ) and (X,B, µ) respectively. Then the following are equivalent:
(i) The measure space (X,A, µ) is atomless over (X,B, µ).
(ii) For every a ∈ A of positive measure and for every B-measurable function f : X → R such that 0 ≤
f ≤ E(a | B), there is a set b ∈ A such that b ⊆ a and E(b | B) = f .
(iii) For every a ∈ A of positive measure, there is a set b ∈ A such that b ⊆ a and
E(b | B) = E(a | B)
2
.
(iv) For every a ∈ A of positive measure and for all  > 0, there is a set b ∈ A such that b ⊆ a and
∥∥E(b | B)− E(a | B)
2
∥∥
1
≤ .
(v) The measure algebra Â is atomless over B̂.
Proof. (i)⇒ (ii): This is [8, Theorem 1.3].
(ii)⇒ (iii): This is trivial.
(iii)⇒ (iv): This is trivial.
(iv) ⇒ (i): We need only prove that for every a ∈ A with µ(a) 6= 0, there is a set b ∈ A such that
a ∩ b 6= a ∩ c for all c ∈ B. Fix a ∈ A with µ(a) > 0. Choose  so that 0 <  < µ(a)12 . By (iv), there is a set
b ∈ A such that b ⊆ a and ∥∥E(b | B)− E(a | B)
2
∥∥
1
≤ .
If for some c ∈ B we have a∩ b = a∩ c, then b = a∩ b = a∩ c, whereby b∩ c = (a∩ c)∩ c = a∩ c = b. Hence
∫
c
E(a | B)dµ =
∫
c
χadµ = µ(a ∩ c) = µ(b).
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Also ∫
c
E(b | B)dµ = µ(b ∩ c) = µ(b).
Then we have ∫
c
(E(b | B)− E(a | B)
2
)dµ =
µ(b)
2
.
Thus
µ(b)
2
≤ ∥∥E(b | B)− E(a | B)
2
∥∥
1
≤ .
Then
µ(a)
2
=
∥∥E(a | B)
2
∥∥
1
≤ ∥∥E(b | B)− E(a | B)
2
∥∥
1
+ ‖E(b | B)‖1 ≤ + µ(b).
Hence µ(a)2 ≤ 3, contradicting the fact that  < µ(a)12 . Therefore a ∩ b = b 6= a ∩ c for all c ∈ B.
(v) ⇒ (i): Since Â is atomless over B̂, for every a ∈ A with µ(a) > 0, there exists b ∈ A such that
[a]µ ∩ [b]µ 6= [a]µ ∩ [c]µ for all c ∈ B, whereby µ
(
(a ∩ b)4(a ∩ c)) 6= 0 for all c ∈ B. Hence a ∩ b 6= a ∩ c for
all c ∈ B, whereby (X,A, µ) is atomless over (X,B, µ).
(iii)⇒ (v): By (iii), for every a ∈ A with µ(a) > 0, there exists b ∈ A such that b ⊆ a and
E(b | B) = E(a | B)
2
.
Hence, µ(b) = µ(a)2 > 0 and for all c ∈ B,
µ(b ∩ c) = µ(a ∩ c)
2
.
If [a]µ∩ [b]µ = [a]µ∩ [c]µ for some c ∈ B, then ([a]µ∩ [b]µ)∩ [c]µ = ([a]µ∩ [c]µ)∩ [c]µ, and thus [(a∩ b)∩ c]µ =
[(a∩ c)∩ c]µ. Since b ⊆ a, we have [b∩ c]µ = [a∩ c]µ = [a∩ b]µ = [b]µ, whereby µ(b∩ c) = µ(a∩ c) = µ(b) > 0.
This contradicts the fact that
µ(b ∩ c) = µ(a ∩ c)
2
.
Therefore, Â is atomless over B̂.
For the notion of “atomless over”, we have the following technical lemma:
2.2.17 Lemma. Let A ⊇ B be two probability algebras. If A is atomless over B, then τB(a) ≥ ω for all
a ∈ A+.
Proof. Suppose not. Then there exists a ∈ A+ such that A  a = {a ∩ b | b ∈ σ({b1, · · · , bn} ∪B)} for some
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b1, · · · , bn ∈ A. Then by Proposition 2.2.7, one has
σ({b1, · · · , bn} ∪B) = {
⋃
1,··· ,n
(b11 ∩ · · · ∩ bnn ∩ c) | 1, · · · , n ∈ {+1,−1}, c ∈ B}
where b+1i = bi and b
−1
i = b
{
i for each i = 1, · · · , n. Since A is atomless over B and a ∈ A+, there exists
b0 ∈ σ({b1, · · · , bn}∪B) such that a∩ b0 6= a∩c for all c ∈ B. Then for some 1, · · · , n ∈ {+1,−1} (without
loss of generality, assume 1 = · · · = n = +1), one has µ(a ∩ b1 ∩ · · · ∩ bn) 6= 0 and for all c ∈ B
a ∩ b1 ∩ · · · ∩ bn ∩ b0 6= a ∩ b1 ∩ · · · ∩ bn ∩ c.
Since b0 ∈ σ({b1, · · · , bn} ∪ B), one has that a ∩ b1 ∩ · · · ∩ bn ∩ b0 = a ∩ b1 ∩ · · · ∩ bn ∩ c0 for some c0 ∈ B,
which is a contradiction.
2.2.18 Corollary. Let A ⊇ B be two probability algebras. Suppose that A is atomless over B. For all n ∈ N,
let a1, · · · , an be in A. Then A is atomless over σ(B ∪ {a1, · · · , an}).
The following lemma gives more techniques for dealing with atomlessness.
2.2.19 Lemma ([19, Lemma 4.4]). Let M be a Polish space. Let (Ω,F , P ) be a probability space and let
A ,B,C ⊆ F be σ-subalgebras.
(i) Suppose A ⊆ B and B is atomless over A . Let G be a conditional distribution over A on M ;
i.e., for every Borel set U ⊆ M the function G(U) : Ω → [0, 1] is A -measurable, G(∅) = 0 almost
surely, G(M) = 1 almost surely, and if U =
⋃
i∈N Ui, where Ui ∩ Uj = ∅ whenever i 6= j ∈ N, then
G(U) =
∑
i∈NG(Ui) almost surely. Then there is a B-measurable function f : Ω → M such that for
every Borel U ⊆M ,
E(f ∈ U | A ) = G(U) a.s.
(ii) Suppose A and B are σ-subalgebras of C . If B is atomless and A ,B are independent, then C is
atomless over A .
Extending isomorphisms
We first give a lemma from Fremlin [14].
2.2.20 Lemma ([14]). Let (A,µ), (B, ν) be measured algebras and C ⊆ A a σ-complete subalgebra. Suppose
that f : C → B is a measure-preserving homomorphism such that B is atomless over f [C], the image of f .
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Then for every a ∈ A there is a measure-preserving homomorphism g from σ(C ∪ {a}) to B which extends
f . Moreover, if b ∈ B satisfies µ(a ∩ f−1(d)) = ν(b ∩ d) for every d ∈ f [C], then g can be taken to satisfy
g(a) = b.
Proof. The first part is [14, Lemma 3.4] and the second part is in the proof of it.
The following theorem is an extension of Theorem 2.2.12.
2.2.21 Theorem. Let A and B be probability algebras and let C ⊆ A be a σ-complete subalgebra. Let
f : C → B be a measure-preserving homomorphism. Suppose τC(a) = τf [C](b) = κ ≥ ω for all a ∈ A+ and
b ∈ B+. Given η < κ, let (aζ)ζ<η ⊆ A and (bζ)ζ<η ⊆ B be two families. Let C0 denote the σ-complete
subalgebra σ-generated by C ∪ {aζ}ζ<η. If there is a measure-preserving homomorphism f0 : C0 → B such
that f0(aζ) = bζ for all ζ < η and f0 extends f , then there is a measure-preserving isomorphism g : A→ B
which extends f0.
Proof. Let (cξ)ξ<κ ⊆ A and (dξ)ξ<κ ⊆ B be two families such that A is σ-generated by C ∪ {cξ}ξ<κ and B
is σ-generated by f [C]∪{dξ}ξ<κ. We will use transfinite induction to define σ-complete subalgebras Cξ, Dξ,
and measure-preserving isomorphisms gξ for all ξ ≤ κ, where for some families {c′ξ}ξ<κ ⊆ A, {d′ξ}ξ<κ ⊆ B
to be determined later,
• the σ-complete subalgebra Cξ of A is σ-generated by {cρ}ρ<ξ ∪ {c′ρ}ρ<ξ ∪ C ∪ {aζ}ζ<η.
• the σ-complete subalgebra Dξ of B is σ-generated by {dρ}ρ<ξ ∪ {d′ρ}ρ<ξ ∪ f [C] ∪ {bζ}ζ<η.
• the measure-preserving isomorphism gξ is from Cξ to Dξ.
The family (gξ)ξ≤κ will also satisfy: g0 = f0; gρ2 extends gρ1 whenever ρ1 < ρ2 ≤ κ.
Zero case: Let C0 = σ(C ∪ {aζ}ζ<η), D0 = f0[C0], and g0 = f0.
Successor case: Suppose that Cρ, Dρ, and gρ have been defined for all ordinals ρ ≤ ξ. Also c′ρ and d′ρ
have been defined for all ordinals ρ < ξ.
(i) Let C ′ξ be σ(Cξ ∪ {cξ}), a σ-complete subalgebra of A. For every b ∈ B+, if B  b = Dξ  b, then
τf [C](b) = inf
{|X| : X ⊆ B and Dξ  b is σ-generated by {b ∩ x | x ∈ X ∪ f [C]}} ≤ |ξ|+ |ξ|+ |η| < κ.
This contradicts the fact that τf [C](b) = κ. Therefore B  b 6= {b · d | d ∈ Dξ}, and thus B is atomless
over Dξ = gξ[Cξ]. By Lemma 2.2.20, there is a measure-preserving homomorphism g
′
ξ : C
′
ξ → B
extending gξ. Let d
′
ξ = g
′
ξ(cξ), so that g
′
ξ[C
′
ξ] = D
′
ξ = σ(Dξ ∪ {d′ξ}).
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(ii) Now g′−1ξ : D
′
ξ → C ′ξ is a measure-preserving isomorphism. For every a ∈ A+, if A  a = C ′ξ  a, then
τC(a) = inf
{|X| : X ⊆ A and C ′ξ  a is σ-generated by {a ∩ x | x ∈ X ∪ C}} ≤ |ξ|+ |ξ|+ |η| < κ.
This contradicts the fact that τC(a) = κ. Then by the same argument, there is a measure-preserving
homomorphism fξ : Dξ+1 → A extending g′−1ξ , where Dξ+1 := σ(D′ξ ∪ {dξ}). Let c′ξ = fξ(dξ) and
Cξ+1 = σ(C
′
ξ∪{c′ξ}). Then gξ+1 = f−1ξ : Cξ+1 → Dξ+1 is a measure-preserving isomorphism extending
gξ. This completes the inductive step to ξ + 1.
Limit case: For a limit ordinal ξ > 0, we consider
C∗ξ =
⋃
ζ<ξ
Cζ , D
∗
ξ =
⋃
ζ<ξ
Dζ , g
∗
ξ =
⋃
ζ<ξ
gζ .
Then C∗ξ and D
∗
ξ are subalgebras of A and B respectively, and g
∗
ξ is a measure-preserving isomorphism.
Moreover, g∗ξ preserves the metrics on C
∗
ξ and D
∗
ξ . Therefore, g
∗
ξ has a unique extension to a measure-
preserving isomorphism gξ : Cξ = C∗ξ → Dξ = D∗ξ . This completes the inductive step to ξ.
This transfinite induction finishes at κ, when Cκ = A, Dκ = B, and g = gκ : A → B is the desired
measure-preserving isomorphism.
2.2.22 Remark. This proof is a revision of the proof of [14, Theorem 3.5].
2.2.23 Corollary. Let A,B,C be countably σ-generated probability algebras with C ⊆ A. Let f : C → B
be a measure-preserving homomorphism. Suppose A is atomless over C and B is atomless over f [C]. Then
there is a measure-preserving isomorphism g : A→ B extending f .
Proof. Use Lemma 2.2.17 and Theorem 2.2.21.
The following result shows how to extend measure-preserving isomorphisms with a different assumption:
2.2.24 Proposition. Let A ⊆ B be countably σ-generated probability algebras and let the σ-complete sub-
algebra C ⊆ B be atomic. Suppose B is atomless over A. Let f : A → A be a measure-preserving auto-
morphism. If there is a measure-preserving homomorphism f0 : σ(A ∪ C)→ B extending f , then there is a
measure-preserving automorphism g : B → B extending f0.
Proof. Note that the σ-complete subalgebra σ(A ∪ C) is also countably σ-generated. By Corollary 2.2.23,
it suffices to show that B is atomless over f0[σ(A ∪ C)]. Let the set {ci | i ∈ I} be an enumeration of the
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atoms in C. Since C ⊆ B is a probability algebra, I is a countable set. By Proposition 2.2.7,
σ(A ∪ C) = {
⋃
i∈I
ai ∩ ci | ai ∈ A for every i ∈ I}.
By Corollary 2.2.18, for each i ∈ I, we know that B is atomless over σ(A ∪ ci). Since C is atomic, for every
b ∈ B+, we have that b = ⋃i∈I b ∩ ci, whereby for some j ∈ I we have b ∩ cj ∈ B+. Since B is atomless
over σ(A ∪ cj), there is d ∈ B such that d ∩ (b ∩ cj) 6= d′ ∩ (b ∩ cj) for all d′ ∈ σ(A ∪ cj). By Proposition
2.2.7, we know that σ(A ∪ cj) = {(a1 ∩ cj) ∪ (a2 ∩ c{j ) | a1, a2 ∈ A}. Hence, d ∩ (b ∩ cj) 6= d′ ∩ (b ∩ cj) for all
d′ ∈ σ(A∪ cj) is equivalent to d∩ (b∩ cj) 6= a∩ (b∩ cj) for all a ∈ A. Suppose there is d′′ ∈ σ(A∪C) so that
d ∩ b = d′′ ∩ b. By Proposition 2.2.7, we may assume d′′ = ⋃i∈I ai ∩ ci, where ai ∈ A for each i ∈ I. Then
since {ci | i ∈ I} is an enumeration of the atoms in C, we have (d∩ b)∩ cj = (d′′ ∩ b)∩ cj = aj ∩ b∩ cj , which
contradicts the fact that d∩ (b∩ cj) 6= a∩ (b∩ cj) for all a ∈ A. Therefore B is atomless over σ(A∪C).
Maharam’s Theorem
In this subsection, we present Maharam’s celebrated theorem (Theorem 2.2.28), which characterizes the
structure of measure algebras.
If (Ωn,Fn, µn) is a sequence of probability spaces and αn > 0 for all n ∈ N such that
∑
n∈N αn = 1, then
the (countable) convex combination (Ω,F , µ) = ⊕n∈N(Ωn,Fn, αnµn) is defined as follows: replacing Ωn by
an isomorphic copy, we may assume that the sets Ωn are pairwise disjoint. Let Ω =
⊕
n∈N Ωn =
⋃
n∈N Ωn.
A set B ⊆ Ω is measurable (i.e., in F := ⊕n∈N Fn) if B ∩ Ωn ∈ Fn for all n ∈ N. For every B ∈ F , we
define µ(B) :=
⊕
n∈N αnµn(B) =
∑
n∈N αnµn(B ∩ Ωn). Clearly, µ(Ω) = 1.
Analogously, a (countable) convex combination of probability algebras is defined.
Let (Â, µ1) and (B̂, µ2) be measured algebras associated to measure spaces (X1, A, µ1) and (X2, B, µ2)
respectively. The free product of measured algebras (Â, µ1) and (B̂, µ2) is the measured algebra associated
to the product measure space (X1 ×X2, A×B,µ1 × µ2). We write (Â, µ1)×̂(B̂, µ2), or (Â×̂B̂, µ1×̂µ2), for
this free product.
Let [0, 1]κ denote the product of κ copies of [0, 1] with Lebesgue measure and let µκ be the product
measure on it. Let (Aκ, µκ) denote the measured algebra associated to the product measure space ([0, 1]
κ, µκ).
For all subsets ∆ ⊇ Γ of κ, let pr∆Γ : [0, 1]∆ → [0, 1]Γ be the canonical projection mapping. We write simply
prΓ if ∆ = κ. The following proposition describes the Borel measurable subsets of [0, 1]
κ.
2.2.25 Proposition. Let κ be an infinite ordinal and let (Aκ, µκ) denote the measured algebra associated
to the product measure space ([0, 1]κ, µκ). Then
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(i) The set of Borel measurable subsets of [0, 1]κ is
Bκ = {pr−1Γ (G) | Γ is a countable subset of κ and G is a Borel subset of [0, 1]Γ}.
(ii) For all countable subsets Γ of κ and all Borel subsets G of the product measure space ([0, 1]Γ, µΓ), we
have
µκ(pr
−1
Γ (G)) = µΓ(G).
(iii) For every A ∈ Aκ, there is B ∈ Bκ such that [B]µκ = A, where [B]µκ is the equivalence class of B
under ≡µκ .
Proof. (i) Note that Bκ is a σ-algebra and it contains the basic open sets in the product topological space
[0, 1]κ. Hence Bκ is the set of Borel measurable subsets of the product measure space [0, 1]
κ.
(ii) and (iii) follow from [14, Theorem 1.11].
2.2.26 Proposition ([14]). Let κ be an infinite cardinal. Then
(i) (Aκ, µκ) is homogeneous and τ(Aκ) = κ.
(ii) If (A,µ) is a homogeneous probability algebra with τ(A) = κ, then it is isomorphic to the probability
algebra (Aκ, µκ).
Proof. (i) is [14, Proposition 3.7(b)].
(ii) is [14, Corollary 3.8].
2.2.27 Theorem ([14, Proposition 3.11]). Let (A,µ) be a probability algebra and let C be a σ-complete
subalgebra of A. Then
(i) Suppose κ ≥ max(ω, τC(1)). Let (C×̂Aκ, ν) be the free product of probability algebras C and Aκ, and
let e : C → C×̂Aκ be the canonical measure-preserving homomorphism. Then there exists an extension
of e to a measure-preserving homomorphism f : A→ C×̂Aκ.
(ii) If, in (i), τC(a) = κ for all a ∈ A+, then f can be taken to be an isomorphism.
Maharam’s Theorem [24] gives us the characterization of measure algebras.
2.2.28 Theorem (Maharam’s Theorem, [24, Theorem 2]; see also [14, Theorem 3.9]). For all atomless
probability spaces Ω, there is a countable set of distinct infinite cardinals S = {κi | i ∈ I} such that the
measure algebra of Ω is isomorphic to a convex combination of the homogeneous probability algebras [0, 1]κi .
The set S is uniquely determined by Ω and is called the Maharam spectrum of Ω.
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2.2.29 Remark. The Maharam spectrum of [0, 1]κ is {max(ℵ0, κ)}.
2.3 Rearrangements
In this section, we discuss the notion of symmetric rearrangement of a Borel set and symmetric-decreasing
rearrangement of a Borel measurable function. Then Lemma 2.3.3 is introduced, which is used in proving
Theorem 5.3.9.
2.3.1 Definition ([23, Chapter 3]). (i) For a Borel subset A ⊆ R of finite Lebesgue measure, A∗ is called
the symmetric rearrangement of the set A if it is the open interval centered at the origin whose
length is the measure of A. Hence,
A∗ =
{
x | |x| < λ(A)
2
}
,
where λ is the standard Lebesgue measure on R.
(ii) For a Borel measurable function f : R → R, vanishing at infinity, f∗ is the called the symmetric-
decreasing rearrangement of f if
f∗(x) =
∫ ∞
0
χ{|f |>t}∗(x)dt.
The rearrangement f∗ has a number of easy properties. See more on pages 80–81 in [23].
2.3.2 Fact. (i) f∗(x) is nonnegative.
(ii) f∗(x) is radially symmetric and nonincreasing; i.e., f∗(x) = f∗(y) if |x| = |y| and f∗(x) ≥ f∗(y) if
|x| ≤ |y|.
(iii) f∗(x) is lower semi-continuous.
(iv) For every t > 0, {
x | f∗(x) > t} = {x | |f(x)| > t}∗.
An easy, but important, consequence of this fact is that dist
(
f∗(x)
)
= dist
(|f(x)|).
2.3.3 Lemma (Nonexpansivity of rearrangement, [23, Theorem 3.5]). Let J : R → R be a nonnegative
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convex function such that J(0) = 0. Let f and g be nonnegative functions on R, vanishing at infinity. Then
∫
R
J
(
f∗(x)− g∗(x))dx ≤ ∫
R
J
(
f(x)− g(x))dx. (2.1)
If we also assume that J is strictly convex, f = f∗, and f is strictly decreasing, then equality in (2.1) implies
that g = g∗.
Here we also define the rearrangements of Borel functions from [0, 1] to [0, 1], which are used to give
a new proof of Theorem 2.4.4 in Section 5.4, which gives a formula for the Wasserstein distance between
probability measures on the real line.
For a Borel measurable function f : [0, 1]→ [0, 1], we define f˜ : R→ R as follows:
f˜(x) =

f(x) x ∈ [0, 1]
f(−x) x ∈ [−1, 0]
0 otherwise
Then the symmetric-decreasing rearrangement f˜∗ of f˜ is as follows:
f˜∗(x) =
∫ ∞
0
χ{|f˜ |>t}∗(x)dt =
∫ 1
0
χ{f˜>t}∗(x)dt
Let f∗(x) be f˜∗ [0,1]. Then f∗(x) is from [0, 1] to [0, 1]. We call f∗ the decreasing rearrangement of f . By
Fact 2.3.2, we get
f˜∗(x) =

f∗(x) x ∈ [0, 1]
f∗(−x) x ∈ [−1, 0]
0 otherwise
By Fact 2.3.2, we have the following.
2.3.4 Fact. Let f be a Borel measurable function from [0, 1] to [0, 1]. Let f∗ be the decreasing rearrangement
of f . Then
(i) f∗(x) is nonincreasing and lower semi-continuous.
(ii) dist
(
f∗(x)
)
= dist
(
f(x)
)
.
2.3.5 Corollary (Nonexpansivity of rearrangement). Let J : [0, 1]→ [0, 1] be a nonnegative convex function
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such that J(0) = 0. Let f, g : [0, 1]→ [0, 1] be Borel. Then
∫ 1
0
J
(
f∗(x)− g∗(x))dx ≤ ∫ 1
0
J
(
f(x)− g(x))dx.
Proof. This follows directly from Lemma 2.3.3.
2.4 Wasserstein distances
In this section, we present the necessary background on Wasserstein distances, which is used in Section 5.3.
Historically, Wasserstein distance was introduced by various people and thus had several names. It was
suggested in Ru¨schendorf [27] that it should be called the Gini-Dall’Aglio-Kantorovich-Vasershtein-Mallows
distance and the name “minimal Lp-metric” was preferred in Ru¨schendorf’s survey [28]. In the rest of this
section, we will mostly follow the notions and results in Villani’s book [32, Chapter 6].
2.4.1 Definition (Wasserstein distance, [32, Definition 6.1]). Let (X , d) be a Polish metric space, and let
p ∈ [1,∞). For probability measures µ, ν on X , the Wasserstein distance of order p between µ and ν is
defined as follows:
Wp(µ, ν) =
(
inf
pi∈Π(µ,ν)
∫
X
d(x, y)pdpi(x, y)
)1/p
= inf
{[
Ed(X,Y )p
] 1
p | dist(X) = µ,dist(Y ) = ν
}
,
where Π(µ, ν) denote the collection of all probability measures on X ×X with marginals µ and ν on the first
and second factors respectively.
2.4.2 Definition (Wasserstein space, [32, Definition 6.4]). Let (X , d) be a Polish metric space, and let
p ∈ [1,∞). The Wasserstein space of order p is defined as
Pp(X ) :=
{
µ | µ is a probability measure on X and
∫
X
d(x0, x)
pµ(dx) < +∞ for some x0 ∈ X
}
.
This space does not depend on the choice of the point x0 and Wp defines a (finite) complete metric on
Pp(X ). See [16, Propositions 2 and 6] for a proof.
In this thesis, a Wasserstein space is always equipped with the distance Wp for corresponding p.
For p = 1, we have the following formula:
2.4.3 Theorem (Kantorovich-Rubinstein duality formula). Let (X , d) be a Polish metric space. Then for
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all µ, ν ∈ P1(X ),
W1(µ, ν) = sup
‖ψ‖Lip≤1
{∫
X
ψdµ−
∫
X
ψdν
}
, (2.2)
where the Lipschitz norm of a real valued function ψ on X is defined as
‖ψ‖Lip := sup
x 6=y
|ψ(x)− ψ(y)|
d(x, y)
.
Proof. See [32, (6.3)].
The following theorem gives an integral formula for the Wasserstein distance between probability distri-
butions on the line, which is used in the proof of Theorem 5.3.9.
2.4.4 Theorem. For all µ, ν ∈ P1(R), one has
W1(µ, ν) =
∫ +∞
−∞
|F (x)−G(x)|dx,
where F and G are distribution functions for µ and ν respectively.
Proof. For a proof using the Kantorovich-Rubinstein duality formula, see Proposition 20.11 in Dudley’s book
[11].
2.4.5 Remark. Theorem 2.4.4 was discovered independently by the following people at least: Dall’Aglio
(1956) [9], Vallander (1973) [31], Szulga (1978) [30], and the author. Later, the author will revisit this
theorem and give his proof using rearrangements and model theoretic results; see Theorem 5.4.2.
Now we discuss convergence in Wasserstein spaces. The notation µi → µ means that µi converges weakly
to µ; i.e.,
∫
X ϕ(x)µi(dx)→
∫
X ϕ(x)µ(dx) for all bounded continuous functions ϕ : X → R.
2.4.6 Definition (Weak convergence in Pp, [32, Definition 6.8]). Let (X , d) be a Polish metric space and
let p ∈ [1,∞). Let (µi)i∈N be a sequence in Pp(X ) and let µ be in Pp(X ). Then we say (µi)i∈N converges
weakly in Pp(X ) if for some (and thus every) x0 ∈ X , one has µi → µ and
∫
X
d(x0, x)
pµi(dx)→
∫
X
d(x0, x)
pµ(dx).
2.4.7 Theorem ([32, Theorem 6.9]). Let (X , d) be a Polish space and let p ∈ [1,∞). Then the topology
defined by the Wasserstein distance Wp is the same as the topology of weak convergence in Pp(X ). In other
words, if (µi)i∈N is a sequence in Pp(X ) and µ is in Pp(X ), then µi converges weakly in Pp(X ) to µ if and
only if Wp(µi, µ)→ 0.
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Chapter 3
Model theory of probability algebras
In this chapter, we discuss the model theory of probability algebras with an emphasis on atomless probability
algebras. The pioneering work in this general direction was done by Keisler, Hoover, and Fajardo in the 80s.
They did not work in an explicit model theoretic framework, but the results they proved were essentially
model theoretic; see [19], [18], and [13]. Recently, Ben Yaacov [1] studied (atomless) probability algebras
using his framework of compact abstract theories. Later his ideas were carried into continuous logic in
the background sections of Berenstein and Henson [7], where probability algebras were treated as metric
structures. Here we follow the work in [7].
In Section 3.1, we present background material for the theories Pr and APr. Our new results are given
in Sections 3.2–3.4. In Section 3.2, we discuss different notions of universality. In Section 3.3, we discuss
several notions of homogeneity. In Section 3.4, we describe the saturated models of APr; see Theorem 3.4.2,
one of our main results in this chapter. We also compare continuous model theoretic saturation with the
saturation property introduced by Hoover-Keisler [19]. In Section 3.5, we present material from Ben Yaacov
and Usvyatsov [5] about d-finite tuples in models of APr.
3.1 Basics of Pr and APr
In this section, we give axioms for the classes of (atomless) probability algebras and present basic model
theoretic properties of these theories. These results are adapted from [7], and some of them rely on [1].
Let the signature LPr denote the set {0,1, ·{,∩,∪, µ}, where 0 and 1 are constant symbols, ·{ is a unary
function symbol, ∩ and ∪ are binary function symbols, and µ is a unary predicate symbol. Among those
symbols, ·{ and µ are 1-Lipschitz, and ∩ and ∪ are 2-Lipschitz. The theory Pr consists of the following
axioms:
(i) Boolean algebra axioms:
supx supy
(
d(x ∪ y, y ∪ x)) = 0; supx supy(d(x ∩ y, y ∩ x)) = 0
supx supy supz d
(
x ∪ (y ∪ z), (x ∪ y) ∪ z) = 0
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supx supy supz d
(
x ∩ (y ∩ z), (x ∩ y) ∩ z) = 0
supx supy d
(
x ∪ (x ∩ y), x) = 0; supx supy d(x ∩ (x ∪ y), x) = 0
supx supy supz d
(
x ∪ (y ∩ z), (x ∪ y) ∩ (x ∪ z)) = 0
supx supy supz d
(
x ∩ (y ∪ z), (x ∩ y) ∪ (x ∩ z)) = 0
supx d(x ∪ x{,1) = 0; supx d(x ∩ x{,0) = 0
(ii) Measure axioms:
µ(0) = 0 and µ(1) = 1
supx supy
∣∣µ(x∪y)+µ(x∩y)
2 − µ(x)+µ(y)2
∣∣ = 0
(iii) Connections between µ and d:
supx supy
∣∣d(x, y)−µ(x4y)∣∣ = 0, where x4y denotes the symmetric difference: x4y = (x∩y{)∪(x{∩y).
Recall the definitions on page 30. Let (Ω,F , µ) be a probability space and let (F̂ , µ) be the probability
algebra associated to (Ω,F , µ). Now we interpret F̂ as an LPr-structure M = (F̂ ,0,1, ·{,∩,∪, µ, d). We
interpret 0 as [∅]µ, 1 as [Ω]µ, the unary function ·{ as the complement of equivalence classes of events, and
∩,∪ as the intersection and union of equivalence classes of events. The predicate µ is interpreted as the
measure of equivalence classes of events, and d, the metric on F̂ , is defined as d(A,B) := µ(A4B) for all
A,B ∈ F̂ . Note that the interpretations of all function and predicate symbols satisfy the moduli of uniform
continuity of those symbols. Also (F̂ , d) is a complete metric space; see [15, Lemma 323F]. Hence M is an
LPr-structure. A structure M as above is called a probability structure. More specifically, it is called the
probability structure associated to (Ω,F , µ).
3.1.1 Theorem ([7]). Let M be an LPr-structure. Then M is a model of Pr if and only if M is isomorphic
to the probability structure associated to (Ω,F , µ) for a probability space (Ω,F , µ).
Proof. This is [7, Theorem 5.2].
From the form of its axioms, the theory Pr is universal. It is not complete. For example, the closed
statement infx |µ(x) − 12 | = 0 is valid in some probability algebras but not all of them. To axiomatize the
theory of atomless probability algebras, we add the following axiom, which states that every event splits into
two disjoint events with approximately the same measure.
(iv) supx infy
∣∣µ(x ∩ y)− µ(x ∩ y{)∣∣ = 0
Let APr denote the set of axioms in Pr together with Axiom (iv) above.
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3.1.2 Corollary ([7]). The models of APr are isomorphic to the probability structures associated to atomless
probability spaces.
Proof. This is [7, Corollary 6.1].
3.1.3 Theorem ([2] and [7]). Let M be a model of APr. Then:
(i) The theory APr is separably categorical and complete.
(ii) The theory APr admits quantifier elimination.
(iii) The universal part of APr is Pr, and APr is the model completion of Pr.
(iv) Let C ⊆M . Then dcl(C) = acl(C) = the σ-subalgebra of M σ-generated by C.
(v) Assume that M is the probability structure associated to a probability space (Ω,F , µ). Let C ⊆ M
and let C be the σ-algebra σ-generated by the events in C. For any two n-tuples a, b ∈ Mn, we have
tp(a/C) = tp(b/C) if and only if P(a11 ∩· · ·∩ann |C) = P(b11 ∩· · ·∩bnn |C) a.s. for all 1, · · · , n ∈ {−1, 1}.
(vi) The theory APr is ω-stable and its independence relation coincides with the probabilistic independence
relation. That is, if A,B,C are subsets of a model of APr, then
A |^ CB ⇐⇒ P
(
a ∩ b | σ(C)) = P(a | σ(C))P(b | σ(C)) a.s., for all a ∈ σ(A) and b ∈ σ(B).
Moreover, types over arbitrary sets of parameters are stationary.
Proof. (i) and (ii) are [7, Corollary 6.2].
(iii) As noted above, Pr is a universal theory; APr is the model completion of Pr by (i), (ii) and
Proposition 1.10.5.
(iv) This is [7, Lemma 6.7].
(v) This is [7, Lemma 6.5].
(vi) This is [2, Fact 2.10].
3.1.4 Remark. By [20, Proposition 6.6], one also has
A |^ CB ⇐⇒ P
(
a | σ(B) ∨ σ(C)) = P(a | σ(C)) a.s., for all a ∈ σ(A).
The following is a technical lemma that will be used in the following chapters.
47
3.1.5 Lemma. Suppose (X,B, µ) is an atomless probability space where X is a complete separable metric
space and B is the σ-algebra of Borel subsets of X. For any two measurable partitions P1 and P2 of X where
P1 = (An)n∈N and P2 = (Bn)n∈N, if for every i ∈ N we have µ(Ai) = µ(Bi), then there is an automorphism
φ of (X,B, µ) satisfying φ(Ai) = Bi up to a null set for every i ∈ N.
Proof. Since B is atomless, B  Ai and B  Bi are atomless for every i ∈ N. By the fact that µ(Ai) = µ(Bi)
and using Theorem 3.1.3(i), there is an LPr-isomorphism Φi : B̂  Bi → B̂  Ai for every i ∈ N.
We define Φ: B̂ → B̂ as follows:
Φ: B̂ → B̂
[C]µ 7→
⋃
i∈N
Φi([C ∩Bi]µ) for every C ∈ B
Then Φ([Bi]µ) = [Ai]µ for every i ∈ N and Φ is an LPr-automorphism of B̂. Then by Theorem 2.2.5, up to
a null set, there is an automorphism φ of (X,B, µ) satisfying φ(Ai) = Bi for every i ∈ N.
3.2 Universality of probability spaces
In this section, we present the equivalence of several notions of universality.
3.2.1 Definition (Hoover-Keisler, [19]). Let X be a Polish metric space. A probability space Ω is called
X -universal if for all X -valued random variables y on an arbitrary probability space Γ, there is an X -
valued random variable x on Ω such that x and y have the same distribution. We call Ω universal if it is
X -universal for every Polish metric space X .
3.2.2 Theorem. For a probability space Ω, the following are equivalent:
(i) Ω is universal.
(ii) Ω is [0, 1]-universal.
(iii) Ω is [0, 1]N-universal.
(iv) Ω is atomless.
Proof. The equivalence (i)⇐⇒ (iv) is [13, Theorem 1E.2].
The implications (i) =⇒ (ii) and (i) =⇒ (iii) are trivial.
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The implication (ii) =⇒ (iv) is easy. If Ω is not atomless, then it has at least one atom. Consequently, the
identity map from [0, 1] to [0, 1], which gives the uniform distribution, will not be realized by any [0, 1]-valued
random variable on Ω.
The implication (iii) =⇒ (iv) is similar to the the implication (ii) =⇒ (iv).
3.3 Homogeneous models of APr
In this section, we discuss several notions of homogeneity coming from measure theory and model theory.
Then we will show connections between those notions.
First, let us recall some notions from Fremlin’s book [14]; also see Section 2.2 for more details.
3.3.1 Definition. Let A be a complete boolean algebra and τ(A) := min
{|X| : A completely generated by X}.
• (τ -homogeneous) We say that A is τ -homogeneous if τ(A  a) = τ(A) for all a ∈ A+.
• (homogeneous) We say that A is homogeneous if A ∼= A  a for all a ∈ A+.
3.3.2 Remark. When A is a measure algebra, τ(A) = min
{|X| : A is σ-generated by X}.
3.3.3 Proposition. Let (M,µ, d) be a probability structure. Then τ(M) + ℵ0 = ‖M‖ + ℵ0 where ‖M‖ is
the density character of M .
Proof. This is trivial when M is finite. Assume M is infinite, so τ(M) and ‖M‖ are both infinite.
Let X be a subset of M such that M is σ-generated by X. Then consider the smallest boolean algebra
A containing X. Since X is infinite, |X| = |A|. Note that A is a dense subset of M . Thus ‖M‖ ≤ |A| = |X|,
whereby ‖M‖ ≤ τ(M). Let Y be a dense subset of M . Since the σ-complete subalgebra σ(Y ) is a measure
algebra, it is complete under the metric d(a, b) = µ(a4b). Hence, we have σ(Y ) ⊇ Y = M . Thus τ(M) ≤ |Y |,
whereby τ(M) ≤ ‖M‖. Therefore, τ(M) = ‖M‖.
Recall that model theoretic homogeneity is defined on page 10. The following result shows the connection
among several notions of homogeneity.
3.3.4 Proposition. Let A = (A,µ, d) be an atomless probability structure. Then the following are equivalent:
(i) A is τ -homogeneous as a complete boolean algebra.
(ii) A is homogeneous as a complete boolean algebra.
(iii) A is strongly ‖A‖-homogeneous as an LPr-structure.
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(iv) A is strongly ω-homogeneous as an LPr-structure.
Proof. The implication (i)⇒ (ii) is Proposition 2.2.11.
For (ii)⇒ (iii), there are two cases.
(a) When ‖A‖ = τ(A) = ℵ0, the proof is easy, since the σ-subalgebra σ-generated by a finite set is still
finite.
(b) Suppose ‖A‖ = τ(A) > ℵ0. For a subset C of A with ℵ0 ≤ Card(C) < ‖A‖, let σ(C) be the
σ-subalgebra σ-generated by elements in C. Then we know τ(σ(C)) = ‖σ(C)‖ < ‖A‖. By Corollary 2.2.13,
we get an automorphism of A fixing σ(C) pointwise, which shows that A is strongly ‖A‖-homogeneous.
The implication (iii)⇒ (iv) is trivial.
We complete the proof by showing (iv)⇒ (i). We argue as follows:
(1) For all a, b ∈ A+, if µ(a) = µ(b), then there exists an automorphism f sending a to b. Hence
τ(A  a) = τ(A  b).
(2) The function τ is an increasing function with respect to the measures, that is if µ(a) ≤ µ(b), then
τ(A  a) ≤ τ(A  b). Because there always exists b′ ∈ A such that a ⊆ b′ and µ(b′) = µ(b), then by the
above Fact (1), we have τ(A  b′) = τ(A  b). Since a ⊆ b′, we have τ(A  a) ≤ τ(A  b′). Then we get
τ(A  a) ≤ τ(A  b).
(3) If a ∩ b = 0, then τ(A  (a ∪ b)) ≤ τ(A  a) + τ(A  b) = max(τ(A  a), τ(A  b)), when τ(A  a) and
τ(A  b) are both infinite. Since A is atomless, for all a ∈ A+ we have that τ(A  a) is infinite, which
is actually a special case of Lemma 2.2.17.
From Facts (1), (2), and (3), we get that τ(A  a) has a constant value for all a ∈ A+. Hence we have
proved that A is τ -homogeneous.
By Proposition 2.2.26, for a homogeneous probability algebra (A,µ), one has (A,µ) ∼= (Aκ, µκ) where
κ = τ(A).
3.3.5 Remark. Let (A,µ, d) be an infinite probability structure. Then
(i) If A is τ -homogeneous as a complete boolean algebra, then A is atomless.
(ii) The fact that A is strongly ω-homogeneous does not necessarily imply that A is atomless.
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3.4 Saturated models of APr
In this section, we describe the κ-saturated models of APr for each infinite cardinal κ and then we show that
for atomless probability spaces, ℵ1-saturation is equivalent to Hoover-Keisler saturation.
3.4.1 Definition. Let κ be an infinite cardinal. A probability space Ω is κ-saturated if its probability algebra
is κ-saturated as an LPr-structure.
The following theorem is the main result of this chapter.
3.4.2 Theorem. If Ω is an atomless probability space and κ is an infinite cardinal, then the following are
equivalent:
(i) Ω is κ-saturated.
(ii) Every cardinal in the Maharam spectrum of Ω is ≥ κ.
(iii) Ω is κ-atomless.
Proof. (i) =⇒ (ii): Let (B, µ) be the probability algebra associated to Ω; hence B |= APr. Suppose the
least cardinal λ in the Maharam spectrum of B is less than κ. By Theorem 2.2.28 (Maharam’s Theorem), Ω
can be decomposed into two parts: (B, µ) ∼= (Aλ, αµλ)⊕ (B′, µ′) where (Aλ, µλ) is the probability algebra
of ([0, 1]λ, µλ), every cardinal in the Maharam spectrum of B′ is > λ, the real number α ∈ (0, 1], and
µ′(1B′) = 1 − α. Note that Aλ as a metric space with the metric dλ(a, b) := µλ(a4b) has a dense subset
of cardinality λ. Let {aγ | γ ∈ λ} be such a dense subset. Without loss of generality, let a0 be [0, 1]λ. Let
p(x/{aγ ⊕ 0B′ | γ ∈ λ}) consist of the following conditions:
• µ(x) = 12 ;
• µ(x ∩ (aγ ⊕ 0B′)) = µ(x)µ(aγ ⊕ 0B′) for all γ ∈ λ.
We consider the probability algebra of ([0, 1]λ × [0, 1], αµλ × µ1) ⊕ ([0, 1], (1 − α)µ1). It is a model of
APr. Let a′γ := (aγ × [0, 1]) ⊕ 0[0,1] and a := ([0, 1]λ × [0, 12 ]) ⊕ 0[0,1]. Then we have that tp(a′γ : γ ∈ λ) =
tp(aγ ⊕ 0[0,1] : γ ∈ λ) and a realizes p(x/{a′γ : γ ∈ λ}). Hence, p(x/{aγ ⊕ 0B′ | γ ∈ λ}) is consistent. Since
B is κ-saturated, p(x/{aγ ⊕ 0B′ | γ ∈ λ}) is realized by an element a in B. Say a = A ⊕ B, with A ∈ Aλ
and B ∈ B′. Then
µ((A⊕B) ∩ (aγ ⊕ 0B′)) = µ(A⊕B)µ(aγ ⊕ 0B′),∀γ ∈ λ.
Thus µ((A ∩ aγ)⊕ (0B′)) = (αµλ(A) + µ′(B))αµλ(aγ). Then, we get
αµλ(A ∩ aγ) = (αµλ(A) + µ′(B))αµλ(aγ),∀γ ∈ λ.
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Letting γ = 0 and recalling a0 = [0, 1]
λ, we have αµλ(A) = (αµλ(A) + µ
′(B))α. Therefore, µ(A ⊕ B) =
αµλ(A) + µ
′(B) = µλ(A). Also µ(A⊕B) = µ(a) = 12 , whence µλ(A) = 12 . Then
αµλ(A ∩ aγ) = µλ(A)αµλ(aγ),∀γ ∈ λ,
whereby
µλ(A ∩ aγ) = µλ(A)µλ(aγ),∀γ ∈ λ.
Note that the set {C ∈ Aλ | µλ(A ∩ C) = µλ(A)µλ(C)} is a closed subset in (Aλ, dλ). Since {aγ | γ ∈ λ}
is dense in (Aλ, dλ), we have µλ(A ∩ C) = µλ(A)µλ(C) for all C ∈ Aλ. Then since A ∈ Aλ, we have
µλ(A) = µλ(A)
2. Hence µλ(A) = 0 or 1, which contradicts the fact that µλ(A) =
1
2 .
(ii) =⇒ (iii): First, consider the case where (B, µ) ∼= (Aλ, µλ) for some λ ≥ κ, where (Aλ, µλ) is the
measured algebra of the product measure space ([0, 1]λ, µλ). Since Ω is atomless, by Lemma 2.2.17 we know
that Ω is ℵ0-atomless. Suppose κ is uncountable. Take A ⊆ B with |A| < κ, and let A = σ(A). We will
show thatB is atomless over A . Let Bλ denote the set of Borel subsets of the measure space ([0, 1]λ, µλ). By
Proposition 2.2.25, for each a ∈ A, there is c(a) ∈ Bλ of the form pr−1Γ (cΓ(a)) such that [c(a)]µλ = a, where
Γ ⊆ λ is countable, cΓ(a) is a Borel subset of [0, 1]Γ, and prΓ : [0, 1]λ → [0, 1]Γ is the canonical projection. We
define Supp(c(a)) := Γ. Let C denote the σ-algebra σ-generated by {c(a) | a ∈ A} in Bλ. Note thatB and A
are probability algebras associated to ([0, 1]λ, Bλ, µλ) and ([0, 1]
λ, C, µλ) respectively. By Lemma 2.2.16(v),
to showB is atomless over A , it suffices to show Bλ is atomless over C. Define Supp(C) :=
⋃
a∈A Supp(c(a)).
Since |Supp(c(a))| ≤ ℵ0 for each a ∈ A, we know that Supp(C) is of cardinality |A| × ℵ0 < κ ≤ λ. Take
any γ ∈ λ\Supp(C). Let B denote the set of Borel subsets of [0, 1]{γ} = [0, 1]. Then pr−1{γ}(B) is an atomless
σ-subalgebra of Bλ. Since elements in C only depend on the coordinates in Supp(C) and elements in pr−1{γ}(B)
only depend on the coordinate γ which is not in Supp(C), we know that pr−1{γ}(B) and C are independent.
By Lemma 2.2.19, Bλ is atomless over C.
For the general case, by Theorem 2.2.28 (Maharam’s Theorem) B is isomorphic to a convex combination
of probability algebras (Aκn)n∈N, where {κn | n ∈ N} is the Maharam spectrum of Ω. Let pn : B → Aκn
be the canonical projection map for each n ∈ N. Take A ⊆ B with |A| < κ, and let A = σ(A). As shown
above, for each κn in the Maharam spectrum of Ω, we have that Aκn is atomless over pn(A ). Let B ∈ B+.
Then for some n ∈ N, we have pn(B) ∈ A+κn . Since Aκn is atomless over pn(A ), there is Cn ∈ Aκn such
that pn(B) ∩Cn 6= pn(B) ∩Dn for all Dn ∈ pn(A ). Hence there is C ∈ B such that B ∩C 6= B ∩D for all
D ∈ A , whereby B is atomless over A .
(iii) =⇒ (i): Fix A ⊆ B with |A| < κ; let A := σ(A). By assumption, B is atomless over A . Let p(x)
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be any type in S1(A). By Theorem 3.1.3(v), for all a, b in any elementary extension of B, we have that
tp(a/A) = tp(b/A) ⇐⇒ P(a | A ) = P(b | A ) and P(a{ | A ) = P(b{ | A ).
If p(x) is realized by a in some elementary extension of B, then P(a | A ) and P(a{ | A ) are A -measurable
functions. By Lemma 2.2.16 (Maharam’s Lemma), there exists b ∈ B such that
P(a | A ) = P(b | A ) and P(a{ | A ) = P(b{ | A ).
Therefore tp(b/A) = tp(a/A) = p(x), which means that p(x) is realized in B.
The following definition is due to Hoover and Keisler [19].
3.4.3 Definition (Hoover-Keisler, [19]). • Let Ω and Γ be probability spaces and let X be a Polish metric
space. Let x, y : Γ → X be random variables. The probability space Ω is said to have the saturation
property for dist(x, y) if for every random variable x′ : Ω → X with dist(x) = dist(x′), there is a
random variable y′ : Ω→ X such that dist(x, y) = dist(x′, y′).
• A probability space Ω is said to be Hoover-Keisler saturated if for any two random variables
x, y : Γ → X , where Γ is an arbitrary probability space and X is an arbitrary Polish metric space,
Ω has the saturation property of dist(x, y).
Here we show the relation between their definitions and ours.
3.4.4 Corollary. An atomless probability space is Hoover-Keisler saturated if and only if it is ℵ1-saturated.
Proof. By [13, Theorem 3B.7], an atomless probability space Ω is Hoover-Keisler saturated if and only if
every cardinal in its Maharam spectrum is uncountable. By Theorem 3.4, Ω is ℵ1 saturated if and only if
every cardinal in its Maharam spectrum is uncountable.
3.4.5 Theorem. For all infinite cardinals κ, the probability algebra of [0, 1]κ is strongly κ-homogeneous and
κ-saturated. Moreover, it is the unique model of APr of density character κ with these properties.
Proof. The first part follows directly from Proposition 3.3.4, Theorem 2.2.28 (Maharam’s Theorem) and
Theorem 3.4.2. The uniqueness follows from the following argument: for a complete theory T and κ ≥
Card(T ), by a standard back-and-forth argument, any two κ-saturated models of T of density character κ
are isomorphic to each other.
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3.5 On d-finite tuples in APr
Many first order model theory results fail in the context of continuous logic. This is partly because finite
tuples in continuous logic may behave like infinite tuples in first order model theory. The notion of d-finite
tuple was defined by Ben Yaacov and Usvyatsov in [5] to capture some aspects of finite tuples in first order
model theory. Many results in first order model theory mentioning finite tuples will still hold in continuous
logic after replacing finite tuples with d-finite tuples. Roughly speaking, d-finite tuples in continuous logic
behave like finite tuples in first order model theory. See more details in [5].
3.5.1 Definition ([5]). Let a and c be tuples and let p = tp(a/c). Then a is called d-finite over c,
equivalently, the type p is called d-finite, if for every tuple b and every  > 0, there is δ = δa,cb, > 0 such that
whenever a′ ≡c a and d(a, a′) ≤ δ, there is b′ such that d(b, b′) ≤  and a′b′ ≡c ab. If c = ∅, we omit c from
the notation.
For the definition when a or c is infinite, see [5].
Let L be a countable signature. For a separably categorical L-theory T , the following theorem, which
will be used in later chapters, characterizes the d-finite tuples in models of T .
3.5.2 Theorem ([5]). Let T be a separably categorical L-theory for a countable signature L. Let M |= T
and let f be a finite tuple in M . We let T (f) denote the theory Th(M, f). Then f is d-finite if and only if
the theory T (f) is separably categorical.
Proof. This is [5, Proposition 2.9].
The following theorem identifies the d-finite tuples in models of APr.
3.5.3 Theorem ([5]). Every finite tuple in a model of APr is d-finite.
Proof. This is [5, Example 2.13].
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Chapter 4
Axioms for the theory of random
variable structures
The study of [0, 1]-valued (atomless) random variable structures was initiated by Ben Yaacov [2], where
he axiomatized the theory of random variable structures by RV(BY) via propositional continuous logic, and
proved some model theoretic properties of the theory (see Theorem 5.2.3 in the next chapter). In this chapter,
we axiomatize the theory of random variable structures with a different approach. In Section 4.1, using only
basic measure theoretic probability theory, we provide an elementary approach to axiomatizing the theory
of random variable structures by RV and the theory of atomless random variable structures by ARV. In the
next chapter, we make a further study of ARV. In Section 4.2, we present Ben Yaacov’s axiomatizations. In
Section 4.3, we consider the class of structures obtained by adding the multiplication function to all models
of RV. Ben Yaacov [2] showed that the multiplication function is uniformly definable in models of RV and
it follows from the general theory of extensions by definitions that this class of expansions of models of RV
is axiomatizable. We axiomatize this class explicitly by RV(×).
4.1 Axioms for RV and ARV
In this section, we define the (atomless) random variable structures. Then we present an elementary approach
to axiomatizing these structures. Only basic measure theoretic probability theory is required. The main
result is Theorem 4.1.10.
Let (Ω,F , µ) be a probability space. Consider the set of all F-measurable functions f : Ω→ [0, 1]. Define
the L1-metric d1(f, g) :=
∫
Ω
|f−g|dµ for all F-measurable f, g : Ω→ [0, 1]. The set of such functions together
with d1 forms a pseudometric space, which is denoted by L1
(
(Ω,F , µ), [0, 1]), or simply by L1(µ, [0, 1]). For
all f, g ∈ L1(µ, [0, 1]), we say that f is equal to g almost surely, and write f =a.s. g (or f = g a.s.), if f is
equal to g up to a null set. We denote the equivalence class of f under =a.s. by [f ]a.s.. A random variable
in [f ]a.s. is called a version of the class. For each F ∈ F , let χF denote the characteristic function of F , and
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let 1F denote [χF ]a.s.. Note that N := {f |
∫
Ω
|f |dµ = 0} = {f | f = 0 a.s.}. Then the quotient space
L1
(
(Ω,F , µ), [0, 1]) = L1((Ω,F , µ), [0, 1])/N
is a metric space with the L1-metric d1, called an L
1-space. It is well known that L1
(
(Ω,F , µ), [0, 1]) with the
L1-metric d1 is a complete metric space. When the underlying probability space is clear, L
1
(
(Ω,F , µ), [0, 1])
is often abbreviated as L1(µ, [0, 1]), or just L1(F , [0, 1]) when the underlying set Ω and the probability
measure µ are clear. We write L1
(
(Ω,F , µ), {0, 1}) for the set of equivalence classes of characteristic functions
in L1((Ω,F , µ), [0, 1]). Let D denote the dyadic numbers in [0, 1]. We write L1((Ω,F , µ),D) for the set of
equivalence classes of D-valued simple functions in L1((Ω,F , µ), [0, 1]). Clearly,
L1
(
(Ω,F , µ), {0, 1}) ⊆ L1((Ω,F , µ),D) ⊆ L1((Ω,F , µ), [0, 1]).
Moreover, we have that L1
(
(Ω,F , µ), {0, 1}) is closed in L1((Ω,F , µ), [0, 1]), and L1((Ω,F , µ),D) is dense
in L1
(
(Ω,F , µ), [0, 1]). Let A be a subset of L1((Ω,F , µ), [0, 1]). Let σ(A) ⊆ F denote the σ-subalgebra
of F-measurable sets generated by the random variables in the equivalence classes in A. We call σ(A) the
σ-algebra generated by A.
The elements in L1
(
(Ω,F , µ), [0, 1]) are not F-measurable functions, but equivalence classes of them.
In probability theory, most useful functions, relations, and maps (such as continuous functions, integrals,
inequality relations, conditional expectations) on measurable functions are well-defined on the equivalence
classes of those functions. For example, for all f, g ∈ L1((Ω,F , µ), [0, 1]), we define the following:
ϕ
(
[f ]a.s.
)
:= [ϕ(f)]a.s. for all continuous functions ϕ : [0, 1]→ [0, 1]
ϕ
(
[f ]a.s., [g]a.s.
)
:= [ϕ(f, g)]a.s. for all continuous functions ϕ : [0, 1]
2 → [0, 1]∫
Ω
[f ]a.s.dµ :=
∫
Ω
fdµ
[f ]a.s. ≤ [g]a.s. iff f ≤ g a.s.
E([f ]a.s. | A ) := [E(f | A )]a.s. for all σ-subalgebras A ⊆ F .
The readers can check that these definitions are well-defined. Therefore, it causes no harm (and is more
readable) to denote an equivalence class in L1
(
(Ω,F , µ), [0, 1]) by a member of the class. For example, when
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we say
“Take f, g ∈ L1(µ, [0, 1]) with the same distribution”,
what we really mean is
“Take [f ]a.s., [g]a.s. ∈ L1(µ, [0, 1]), where f, g ∈ L1(µ, [0, 1]) have the same distribution”.
A ([0, 1]-valued) random variable structure is based on a set of the form M = L1
(
(Ω,F , µ), [0, 1]), where
(Ω,F , µ) is a probability space. It is called an atomless random variable structure, if its underlying probability
space is atomless. We use the setting of continuous logic [4] to discuss the model theory of random variable
structures. Here we consider the signature LRV = {0,¬,−· , 12 , I}, where 0 is a constant symbol, −· is a binary
function symbol, ¬ and 12 are unary function symbols, and I is a unary predicate symbol. Recall that on
Mn, we take the maximum metric. Among those symbols, ¬ is 1-Lipschitz, 12 is 12 -Lipschitz, −· is 2-Lipschitz
and I is 1-Lipschitz.
We interpret the symbols of LRV in M as follows:
• 0M(ω) = 0 for all ω ∈ Ω
• ¬M(f) = 1− f for all f ∈M
• (−· )M(f, g) = f −· g = max(f − g, 0) for all f, g ∈M
• ( 12 )Mf = f/2 for all f ∈M
• IM(f) = ∫
Ω
fdµ for all f ∈M
• dM(f, g) = ∫
Ω
|f − g|dµ for all f, g ∈M
Then M =
(
L1
(
(Ω,F , µ), [0, 1]),0,¬,−· , 12 , I, d) is an LRV-structure and is denoted by L1((Ω,F , µ), [0, 1]).
Note that
(
L1((Ω,F , µ), [0, 1]),0,¬,−· , 12 , I, d) is an LRV-prestructure whose associated (quotient) LRV-
structure is
(
L1
(
(Ω,F , µ), [0, 1]),0,¬,−· , 12 , I, d). Let RV denote the class of all random variable structures
as LRV-structures and let ARV denote the class of all atomless random variable structures as LRV-structures.
We will show that the classes RV and ARV are elementary.
In the signature LRV, we will also use the following symbols as shorthand for expressions built from
symbols in LRV:
1 = ¬0
xu y = ¬(¬x−· y)
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x ∧ y = x−· (x−· y)
x ∨ y = ¬(¬x ∧ ¬y)
x
2
=
1
2
x
By induction on n, we define
1
2n
x =
x
2n
=
1
2
x
2n−1
for all n ∈ N,
x1 u x2 u · · ·u xn = (x1 u x2 u · · ·u xn−1)u xn,
x1 ∧ x2 ∧ · · · ∧ xn = (x1 ∧ x2 ∧ · · · ∧ xn−1) ∧ xn,
and
x1 ∨ x2 ∨ · · · ∨ xn = (x1 ∨ x2 ∨ · · · ∨ xn−1) ∨ xn.
Let D denote the set of dyadic numbers in [0,1]. Consider r ∈ D. Suppose r = m2n , where m,n ∈ N,
0 < m < 2n, and 2 - m. We define
rx =
x
2n
u x
2n
u · · ·u x
2n︸ ︷︷ ︸
m times
.
When r = 0 or 1, we write 0x for 0 and 1x for x.
The theory RV consists of the following axioms:
(E1) supx infy max
(
I(y ∧ ¬y), ∣∣I(x ∧ ¬x)− d(x, y)∣∣) = 0
(E2) supx
∣∣∣I(x ∧ ¬x)− infy(I(y ∧ ¬y)u d(x, y))∣∣∣ = 0
(APPR) supx infy1,··· ,y2n
(
d(x, 12n y1 u
1
2n y2 u · · ·u 12n y2n)umax1≤i≤2n I(yi ∧ ¬yi)
)−· 12n = 0 ∀n ∈ N
(ADD) supx supy
1
2
∣∣I(x)− (I(x−· y) + I(y ∧ x))∣∣ = 0
(C) supx I(0−· x) = 0; supx d(x−· 0, x) = 0; |I(1)− 1| = 0
(H1) supx supy d
(
x−· y
2 ,
x
2 −· y2
)
= 0
(H2) supx supy d((
x
2 u
y
2 )−· x2 , y2 ) = 0; supx d(x2 u x2 , x) = 0
(H3) supx supy d
(
x
2 ∨ y2 , 12 (x ∨ y)
)
= 0
(H4) supx supy I
(
( 12x ∧ y)−· (x ∧ y)
)
= 0
(H5) supx supy
1
2 (
x
2 u
y
2 ) =
x
4 u
y
4
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(MET) supx supy
1
2
∣∣d(x, y)− (I(x−· y) + I(y −· x))∣∣ = 0
(N) d(¬1,0) = 0; supx supy d(x−· y,¬y −· ¬x) = 0
(P1) supx1 supx2 supy1 supy2 d(x1 u y1, x2 u y2)−·
(
d(x1, x2)u d(y1, y2)
)
= 0
(P2) supx supy
(
d(xu y, x ∨ y)−· max(I(x ∧ ¬x), I(y ∧ ¬y))) = 0
(P3) supx supy supz d
(
(xu y)u z, xu (y u z)
)
= 0
(S1) supx supy supz d
(
(z ∨ y)−· x, (z −· x) ∨ y)−· I(x ∧ y) = 0
(S2) supx supy supz I
((
(xu y) ∧ z)−· ((x ∧ z)u (y ∧ z))) = 0
(L1) supx supy d(x ∨ y, y ∨ x) = 0; supx supy d(x ∧ y, y ∧ x) = 0
(L2) supx supy supz d
(
x ∨ (y ∨ z), (x ∨ y) ∨ z) = 0
(L3) supx supy supz d
(
x ∧ (y ∧ z), (x ∧ y) ∧ z) = 0
(L4) supx supy d
(
x ∨ (x ∧ y), x) = 0; supx supy d(x ∧ (x ∨ y), x) = 0
(L5) supx supy supz d
(
x ∨ (y ∧ z), (x ∨ y) ∧ (x ∨ z)) = 0
(L6) supx supy supz d
(
x ∧ (y ∨ z), (x ∧ y) ∨ (x ∧ z)) = 0
Axioms (L1) to (L6) are the axioms for distributive lattices.
Let ARV be RV together with the following axiom:
(NA) supx infy
(
max(I(y ∧ ¬y), ∣∣I(y ∧ x)− I(x)2 ∣∣)) = 0
4.1.1 Proposition. Every random variable structure M = (M,0,¬,−· , 12 , I, d) is a model of RV. Further,
if M is an atomless random variable structure, then it is a model of ARV.
Proof. Assume M = L1
(
(Ω,F , µ), [0, 1]) for some probability space (Ω,F , µ). By Theorem 1.2.3, it suffices
to consider axioms in the LRV-prestructure M0 = L1
(
(Ω,F , µ), [0, 1]). Note that f ∧ g = min(f, g) and
f ∨ g = max(f, g) for all f, g ∈M0. We will check the axioms one by one.
(E1) and (E2): We consider
X = {f ∈M0 | f is a characteristic function}.
For all f ∈M0, we have
|f(ω)− χ{f≥ 12}(ω)| ≤ |f(ω)− χA(ω)| for all A ∈ F and all ω ∈ Ω,
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whereby dist(f,X ) = d(f, χ{f≥ 12}). Also we note that
d(f, χ{f≥ 12}) =
∫
Ω
|f − χ{f≥ 12}|dµ =
∫
Ω
|f ∧ (1− f)|dµ = IM0(f ∧ ¬f),
whereby dist(f,X ) = IM(f ∧ ¬f). Then to verify Axioms (E1) and (E2), we need only check that
sup
x
inf
y
max
(
dist(y,X ), ∣∣dist(x,X )− d(x, y)∣∣) = 0
and
sup
x
∣∣dist(x,X )− inf
y
(
dist(y,X )u d(x, y))∣∣ = 0.
Both are clear here.
(APPR): This axiom is an approximation result from real analysis. For all n ∈ N and f ∈ M0, let
gi = χ{f≥ i−12n }, for every 1 ≤ i ≤ 2
n. Then
1
2n
g1 u · · ·u 1
2n
g2n =
2n∑
i=1
1
2n
gi =
1
2n
χ{0≤f< 12n } +
2
2n
χ{ 12n≤f< 22n } + · · ·+
2n
2n
χ{ 2n−12n ≤f}.
Then
d
(
f,
1
2n
g1 u · · ·u 1
2n
g2n
)
= d
(
f,
2n∑
i=1
i
2n
χ{ i−12n ≤f< i2n }
)
=
∫
Ω
∣∣f − 2n∑
i=1
i
2n
χ{ i−12n ≤f< i2n }
∣∣dµ
≤
∫
Ω
2n∑
i=1
1
2n
χ{ i−12n <f≤ i2n }dµ =
1
2n
µ(Ω) =
1
2n
Also note that I(gi ∧ ¬gi) = 0 for every 1 ≤ i ≤ 2n. Consequently, (APPR) is true in M.
(ADD): For all a, b ∈ [0, 1], we have a = max(a− b, 0) + min(a, b), i.e., a = a−· b+ a ∧ b.
(C): For all a ∈ [0, 1], we have 0−· a = 0 and a−· 0 = 0.
(H1): For all a, b ∈ [0, 1], we have max(a−b,0)2 = max(a2 − b2 , 0)
(H2): For all a, b ∈ [0, 1], we have (a2 u b2 )−· a2 = (a2 + b2 )− a2 = b2 and a2 u a2 = a2 + a2 = a.
(H3): For all a, b ∈ [0, 1], we have max(a2 , b2 ) = max(a,b)2 .
(H4): For all a, b ∈ [0, 1], we have a2 ∧ b ≤ a ∧ b.
(H5): For all a, b ∈ [0, 1], we have a2 u b2 = a2 + b2 and a4 u b4 = a4 + b4 .
(MET): For all f, g ∈M0, we have f−· g+g−· f = |f−g|. Hence IM0(f−· g)+IM0(g−· f) = IM0(|f−g|) =∫
Ω
|f − g|dµ.
(N): For all a, b ∈ [0, 1], we have a−b = (1−b)−(1−a) = ¬b−¬a, and thus max(a−b, 0) = max(¬b−¬a, 0).
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(P1): Let f1, f2, g1, g2 ∈ M0. Since d(f1, f2) u d(g1, g2) = min(1, d(f1, f2) + d(g1, g2)) and d(f1 u
g1, f2 u g2) ≤ 1, to show d(f1 u g1, f2 u g2) ≤ d(f1, f2) u d(g1, g2), it suffices to show d(f1 u g1, f2 u g2) ≤
d(f1, f2)+d(g1, g2). Then it suffices to show for all a, b, c, d ∈ [0, 1], we have |(aub)−(cud)| ≤ |a−c|+|b−d|.
Without loss of generality, we may assume aub ≥ cud. If cud = 1 then aub = 1, and thus |(aub)−(cud)| =
0 ≤ |a−c|+ |b−d|. Otherwise, cud = c+d. Then |(aub)−(cud)| = |(aub)−(c+d)| ≤ |(a+b)−(c+d)| ≤
|a− c|+ |b− d|.
(P2): We will show |(a u b) − (a ∨ b)| ≤ max(a ∧ ¬a, b ∧ ¬b), for all a, b ∈ [0, 1]. Then it follows that∫
Ω
|(f u g)− (f ∨ g)|dµ ≤ max(∫
Ω
f ∧ ¬fdµ, ∫
Ω
g ∧ ¬gdµ), for all f, g ∈ M0. Without loss of generality, we
may assume a ∧ ¬a ≤ b ∧ ¬b.
Suppose b ∧ ¬b = b, and thus b ≤ 12 . Since a ∧ ¬a ≤ b ∧ ¬b = b, either a ≤ b or ¬a ≤ b. If a ≤ b ≤ 12 ,
then a+ b ≤ 1 and a ∨ b = b. Hence, |(au b)− (a ∨ b)| = |a+ b− b| = a ≤ b. If ¬a ≤ b, then a+ b ≥ 1 and
thus a ≥ b, since b ≤ 12 . Hence, |(au b)− (a ∨ b)| = |1− a| = ¬a ≤ b.
Suppose b∧¬b = ¬b, and thus ¬b ≤ 12 . Since a∧¬a ≤ b∧¬b = ¬b, either a ≤ ¬b or ¬a ≤ ¬b. If a ≤ ¬b,
then a+ b ≤ 1, and thus a ≤ b, since ¬b ≤ 12 . Hence, |(au b)− (a ∨ b)| = |a+ b− b| = a ≤ ¬b. If ¬a ≤ ¬b,
then a ≥ b. Since ¬b ≤ 12 , we have a+ b ≥ 1. Hence, |(au b)− (a ∨ b)| = |1− a| = ¬a ≤ ¬b.
(P3): For all a, b, c ∈ [0, 1], we have (au b)u c = min(a+ b, 1)u c = min(min(a+ b, 1) + c, 1). Similarly,
au (bu c) = min
(
a+ min(b+ c, 1), 1
)
.
If au b = 1, then (au b)u c = 1 and a+ min(b+ c, 1) ≥ a+ b ≥ 1, and thus au (bu c) = 1.
If bu c = 1, then au (bu c) = 1 and min(a+ b, 1) + c ≥ b+ c ≥ 1, and thus (au b)u c = 1.
Otherwise (i.e., a + b < 1 and b + c < 1), we have (a u b) u c = min(a + b + c, 1) and a u (b u c) =
min(a+ b+ c, 1).
Overall, we have (au b)u c = au (bu c).
(S1): It suffices to show |[(c ∨ b)−· a]− [(c−· a) ∨ b]| ≤ a ∧ b for all a, b, c ∈ [0, 1].
Suppose a ≤ b. Then a ∧ b = a and c ∨ b ≥ a. Thus (c ∨ b)−· a = (c ∨ b)− a. Suppose c < a ≤ b. Then
(c−· a) ∨ b = b, and thus
|[(c ∨ b)−· a]− [(c−· a) ∨ b]| = |(b− a)− b| = a = a ∧ b.
Suppose c ≥ a. Then (c−· a) ∨ b = (c− a) ∨ b. If c− a ≥ b, then c ≥ b, and thus
|[(c ∨ b)−· a]− [(c−· a) ∨ b]| = |(c− a)− (c− a)| = 0 ≤ a ∧ b.
If c− a < b, then |[(c ∨ b)−· a]− [(c−· a) ∨ b]| = |[(c ∨ b)− a]− b| = |a+ b− c ∨ b|. Since c− a < b, we have
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a+ b > c, and thus a+ b ≥ c ∨ b. Hence |a+ b− c ∨ b| = a+ b− c ∨ b ≤ a = a ∧ b, since b ≤ c ∨ b.
Suppose a > b. Then a ∧ b = b. If c < a, then (c −· a) ∨ b = b, and (c ∨ b) −· a = 0, since a > b.
Hence, |[(c ∨ b) −· a] − [(c −· a) ∨ b]| = |0 − b| = b = a ∧ b. If c ≥ a > b, then (c −· a) ∨ b = (c − a) ∨ b and
(c ∨ b)−· a = c−· a = c− a. Hence, |[(c ∨ b)−· a]− [(c−· a) ∨ b]| = |(c− a)− (c− a) ∨ b| ≤ b = a ∧ b.
(S2): It suffices to show (au b) ∧ c ≤ (a ∧ c)u (bu c) for all a, b, c ∈ [0, 1]. Suppose (au b) ∧ c = au b.
Then c ≥ a and c ≥ b. Hence (a ∧ c) u (b ∧ c) = a u b, and thus (a u b) ∧ c ≤ (a ∧ c) u (b u c). Suppose
(aub)∧c = c. Note that (a∧c)u(buc) has four possibilities aub, auc, cub, and cuc. Since (aub)∧c = c,
we see that c is smaller than each of them. Hence, c ≤ (a∧ c)u (bu c), and thus (au b)∧ c ≤ (a∧ c)u (bu c).
(L1)–(L6): It is clear that all numbers in [0, 1] satisfy the axioms for distributive lattices. Then it follows
that all elements in M0 will satisfy these axioms.
When (Ω,F , µ) is atomless, it is clear that
(
L1
(
(Ω,F , µ), [0, 1]),0,¬,−· , 12 , I, d) satisfies (NA). Hence it
is a model of ARV.
Indeed, RV also axiomatizes the class RV (see Theorem 4.1.10) and then ARV axiomatizes the class
ARV (see Corollary 4.1.13), which are the main results from this section. Toward the proof of Theorem
4.1.10, we will prove the following results about the models of RV. In the following arguments, we will
interpret symbols of LRV in a given model M of RV without putting M explicitly into the notations, for
easier readability.
4.1.2 Fact. Let M be a model of RV. For all x, y ∈M , we have the following properties:
(i) I(x) = 0 if and only if x = 0.
(ii) 0−· x = 0 and x−· 1 = 0.
(iii) ¬x = 1−· x and ¬¬x = x.
(iv) x ∧ 0 = 0 and x ∧ 1 = x.
(v) x ∨ 0 = x and x ∨ 1 = 1.
(vi) x−· x = 0.
(vii) I(¬x) = 1− I(x).
(viii) I(x)2 = I(
x
2 ).
(ix) xu y = y u x.
(x) d(x2 ,
y
2 ) =
1
2d(x, y).
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(xi) 1u x = xu 1 = 1 and 0u x = xu 0 = x.
(xii) If x2 u
y
2 =
1
2 , then x = ¬y.
Proof. (i) By (C), we have 0−· 0 = 0 and 0 = I(0−· 0) = I(0). For the converse, suppose I(x) = 0. Using
(MET) and (C), we have d(x,0) = I(x−· 0) + I(0−· x) = I(x) + I(0) = I(x) = 0, and thus x = 0.
(ii) By (i) and (C), we have 0 −· x = 0 for all x. In particular, 0 −· ¬x = 0, so using (N), we have
x−· 1 = ¬1−· ¬x = 0−· ¬x = 0.
(iii) By (N) and (C), we have 1 −· x = ¬x −· ¬1 = ¬x −· 0 = ¬x. Using (L1), (ii) and (C), we get
¬¬x = 1−· (1−· x) = 1 ∧ x = x ∧ 1 = x−· (x−· 1) = x.
(iv) By (L1) and (ii), we have x ∧ 0 = 0 ∧ x = 0 −· (0 −· x) = 0. By (ii) and (C), we get x ∧ 1 =
x−· (x−· 1) = x−· 0 = x.
(v) Using (iv) and (iii), we have
x ∨ 0 = ¬(¬x ∧ ¬0) = ¬(¬x ∧ 1) = ¬(¬x) = x.
Using (N) and (iv), we have
x ∨ 1 = ¬(¬x ∧ ¬1) = ¬(¬x ∧ 0) = ¬0 = 1.
(vi) Setting x = y in (MET), we have I(x−· x) + I(x−· x) = 0; this yields x−· x = 0 using (i).
(vii) By (C), (ADD), (iii), and (iv), we have 1 = I(1) = I(1 −· x) + I(x ∧ 1) = I(¬x) + I(x), whereby
I(¬x) = 1− I(x).
(viii) By (H2), we have x−· x2 = (x2 u x2 )−· x2 = x2 . Then by (ADD) and (L1), we have
I(x) = I(x−· x
2
) + I(
x
2
∧ x) = I(x
2
) + I(x∧ x
2
) = I(
x
2
) + I
(
x−· (x−· x
2
)
)
= I(
x
2
) + I(x−· x
2
) = I(
x
2
) + I(
x
2
).
(ix) To show xu y = yu x, it suffices to show ¬(¬x−· y) = ¬(¬y−· x), which follows from (N) and (iii).
(x) By (MET), (H1), and (viii), we have
d(
x
2
,
y
2
) = I(
x
2
−· y
2
) + I(
y
2
−· x
2
) = I(
x−· y
2
) + I(
y −· x
2
) =
I(x−· y)
2
+
I(y −· x)
2
=
d(x, y)
2
.
(xi) By (N) and (ii), we have 1 u x = ¬(¬1 −· x) = ¬(0 −· x) = ¬0 = 1. Then by (ix), we have
xu 1 = 1u x = 1.
By (iii), 0u x = ¬(¬0−· x) = ¬(1−· x) = ¬¬x = x. By (ix), we have xu 0 = 0u x = x.
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(xii) By (H2), we have 12 −· x2 = (x2 u y2 ) −· x2 = y2 . Then by (H1), we have 1 −· x = y, whereby x = ¬y
by (iii).
4.1.3 Proposition. Let M be a model of RV. Let D = {x ∈ M | I(x ∧ ¬x)} = 0. For all x, y ∈ D,
define x{ := ¬x, x ∩ y := x ∧ y, x ∪ y := x ∨ y, and µ(x) = I(x). Then D is a uniformly definable set and
(D,0,1, ·{,∩,∪, µ) is a model of Pr. Moreover, if M is of the form L1((Ω,F , µ), [0, 1]) for the probability
space (Ω,F , µ), then D is L1((Ω,F , µ), {0, 1}).
Proof. Let M be a model of RV and let D = {y ∈ M | I(y ∧ ¬y) = 0}. By Fact 4.1.2(i), we know
D = {y ∈M | y∧¬y = 0}. By Theorem 1.6.1, (E1), and (E2), we know that I(x∧¬x) = dist(x,D). Hence,
D is a uniformly definable set in M .
First, we want to show that D is closed under ¬,∧,∨ and also 0,1 ∈ D. For all x, y ∈ D, we have
x ∧ ¬x = y ∧ ¬y = 0. Since ¬¬x = x and x ∧ ¬x = ¬x ∧ x, we get ¬x ∧ ¬(¬x) = 0, whence ¬x ∈ D. To
show x ∧ y ∈ D, it suffices to show (x ∧ y) ∧ ¬(x ∧ y) = (x ∧ y) ∧ (¬x ∨ ¬y) = 0. By the fact that ∨ and ∧
satisfy the distributive lattice axioms, we need only show that
(
(x ∧ y) ∧ ¬x) ∨ ((x ∧ y) ∧ ¬y) = 0, which
is true since x ∧ ¬x = y ∧ ¬y = 0. Then since x ∨ y = ¬(¬x ∧ ¬y), we know x ∨ y ∈ D as well. By Fact
4.1.2(iv), we know 0 ∧ ¬0 = 0, and thus 0 ∈ D. Hence, 1 = ¬0 ∈ D.
Second, for all x, y ∈ D, define x∩y := x∧y, x∪y := x∨y, and x{ = ¬x. We show that (D,0,1, ·{,∩,∪, µ)
is a model of Pr. For all x ∈ D, we have x∧¬x = 0, and then ¬(x∧¬x) = ¬0 = 1. Then by Fact 4.1.2(iii)
and (L1), we have 1 = ¬(x ∧ ¬x) = ¬x ∨ ¬¬x = ¬x ∨ x = x ∨ ¬x. Because ∧,∨ also satisfy the axioms for
distributive lattices, we see that (D,0,1, ·{,∪,∩) satisfies all boolean algebra axioms in Pr.
For all x ∈ D, define µ(x) := I(x). By Fact 4.1.2(i) and (vii), we have µ(0) = 0 and µ(1) = 1. For all
x, y ∈ D, we have I(x ∨ y) = I(¬(¬x ∧ ¬y)) = 1 − I(¬x ∧ ¬y), by Fact 4.1.2(vii). By (ADD) and (N), we
have I(¬y) = I(¬y −· ¬x) + I(¬x ∧ ¬y) = I(x−· y) + I(¬x ∧ ¬y), and thus I(¬x ∧ ¬y) = I(¬y)− I(x−· y).
Hence, I(x ∨ y) = 1 − I(¬x ∧ ¬y) = 1 − (I(¬y) − I(x −· y)), whence I(x ∨ y) = I(y) + I(x −· y) by Fact
4.1.2 (vii). By (ADD), we have I(x) = I(x−· y) + I(y ∧ x). Then by eliminating the term I(x−· y), we get
I(x∨ y) + I(y ∧ x) = I(x) + I(y), whence I(x∪ y) + I(x∩ y) = I(x) + I(y). Therefore µ(x∪ y) + µ(x∩ y) =
µ(x) + µ(y). Consequently, (D,0,1, ·{,∩,∪, µ) satisfies the measure axioms in Pr.
Next, for all x, y ∈ D, by (P2) we know d(xuy, x∨y) = 0, and thus xuy = x∨y. Since (xuy) = ¬(¬x−· y),
by Fact 4.1.2(iii) we have x−· y = ¬(¬xuy). Then by Fact 4.1.2(iii), we have x−· y = ¬(¬xuy) = ¬(¬x∨y) =
¬¬x ∧ ¬y = x ∧ ¬y. By (MET), we have
d(x, y) = I(x−· y) + I(y −· x) = I(x ∧ ¬y) + I(y ∧ ¬x) = µ(x ∩ y{) + µ(y ∪ x{) = µ(x4y).
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Hence, (D,0,1, ·{,∩,∪, µ) satisfies Axiom (iii) in Pr. Since d is a complete metric on M and D is a zeroset
(thus it is closed), the metric d is complete on D.
Since x{ = ¬x for all x ∈ D and ¬ is 1-Lipschitz, we get ·{ is 1-Lipschitz. By (P2) and Fact 4.1.2(iii),
for all x, y ∈ D, we have
x ∩ y = x ∧ y = ¬¬(¬¬x ∧ ¬¬y) = ¬(¬x ∨ ¬y) = ¬(¬xu ¬y) = ¬¬(¬¬x−· ¬y) = x−· ¬y.
Since ¬ is 1-Lipschitz and −· is 2-Lipschitz, we have that ∩ is 2-Lipschitz. Since x ∪ y = (x ∩ y){ for all
x, y ∈ D, we know that ∪ is 2-Lipschitz. Since µ(x) = I(x) for all x ∈ D and I is 1-Lipschitz, we know that
µ is 1-Lipschitz. Hence, (D,0,¬, ·{,∩,∪, µ) is an LPr-structure. Therefore, (D,0,¬, ·{,∩,∪, µ) is a model of
Pr.
Suppose M is of the form L1((Ω,F , µ), [0, 1]), where (Ω,F , µ) is a probability space. Then for every
f ∈ L1((Ω,F , µ), {0, 1}), there is A ∈ F , such that f = [χA]a.s.. Thus f ∧ ¬f = 0, whereby f ∈ D. For
the converse, take x ∈ D with I(x ∧ ¬x) = 0. Suppose x = [f ]a.s. for an F-measurable f : Ω→ [0, 1]. Then∫
Ω
min(f, 1 − f)dµ = 0, whereby f is a.s. a characteristic function. Hence x ∈ L1((Ω,F , µ), {0, 1}), and
thus D = L1
(
(Ω,F , µ), {0, 1}).
The following lemmas will be used in the proofs of Proposition 4.1.7 and Theorem 4.1.10.
4.1.4 Lemma. Let M |= RV. Then:
(i) For all m,n ∈ N and all x1, · · · , xn ∈M , we have
1
2
(
x1
2m
u · · ·u xn
2m
) =
x1
2m+1
u · · ·u xn
2m+1
.
(ii) For all m,n ∈ N and all x1, · · · , xm, y1, · · · , yn ∈M , we have
(x1 u · · ·u xm)u (y1 u · · ·u yn) = x1 u · · ·u xm u y1 u · · ·u yn.
(iii) For all n ∈ N and all x ∈M , we have
x
2n
u · · ·u x
2n︸ ︷︷ ︸
2n times
= x.
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(iv) For all m,n ∈ N and all x1, · · · , xn ∈M , we have
1
2m
(x1 ∨ · · · ∨ xn) = x1
2m
∨ · · · ∨ xn
2m
.
Proof. (i): Use induction on n and (H5).
(ii): Use induction on n and (P3).
(iii): Use induction on n, (ii), and (H2).
(iv): Use induction on n and (H3).
4.1.5 Lemma. Let M |= RV and let x, y, z ∈M be such that x∧ y = y∧ z = z ∧x = 0. Then for all n ∈ N,
all x0, x1, · · · , xn ∈M such that xi ∧ xj = 0 when 0 ≤ i 6= j ≤ n, and all r, s, t, r0, r1, · · · , rn ∈ D, we have:
(i) rx ∧ sy = 0.
(ii) rx−· sy = rx.
(iii) rxu sy = rx ∨ sy.
(iv) (r0x0 u · · ·u rn−1xn−1) ∧ rnxn = 0.
(v) r1x1 u · · ·u rnxn = r1x1 ∨ · · · ∨ rnxn.
(vi) I(r1x1 u · · ·u rnxn) = I(r1x1) + · · ·+ I(rnxn).
Proof. (i): By (H4), Fact 4.1.2(i), and induction, we have x2n ∧ y = 0 for all n ∈ N. Then for all n1, n2 ∈ N,
by (S2), Fact 4.1.2(i, xi), and (C), we have
0 = ((
x
2n1
u x
2n2
) ∧ y)−· (( x
2n1
∧ y)u ( x
2n2
∧ y)) = (( x
2n1
u x
2n2
) ∧ y)−· 0 = ( x
2n1
u x
2n2
) ∧ y.
By induction, we have for all k ∈ N and all n1, · · · , nk ∈ N,
(
x
2n1
u · · ·u x
2nk
) ∧ y = 0.
Hence for all r ∈ D, we have rx ∧ y = 0. By (L1), we have y ∧ rx = 0. Then by what we just proved, we
have sy ∧ rx = 0, and thus by (L1), rx ∧ sy = 0, for all s ∈ D.
(ii): By (i), for all r, s ∈ D, we have rx∧sy = 0; i.e., rx−· (rx−· sy) = 0. Then by (ADD) and Fact 4.1.2(i),
we have I(rx) = I(rx −· sy) + I(rx ∧ sy) = I(rx −· sy). Then by (MET), the fact that rx −· (rx −· sy) = 0,
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(ADD), (L1), (C), and the fact that I(rx) = I(rx−· sy), we have
d(rx−· sy, rx) = I((rx−· sy)−· rx)+ I(rx−· (rx−· sy)) = I((rx−· sy)−· rx)
= I(rx−· sy)− I((rx−· sy) ∧ rx) = I(rx−· sy)− I(rx ∧ (rx−· sy))
= I(rx−· sy)− I(rx−· (rx−· (rx−· sy))) = I(rx−· sy)− I(rx−· 0)
= I(rx)− I(rx) = 0.
Hence rx−· sy = rx.
(iii): Note that rx u sy = ¬(¬(rx) −· sy) and rx ∨ sy = ¬(¬(rx) ∧ ¬(sy)). To show rx u sy = rx ∨ sy,
by Fact 4.1.2(iii) it suffices to show ¬(rx)−· sy = ¬(rx) ∧ ¬(sy). By (N) and (ii), we have ¬(rx) ∧ ¬(sy) =
¬(rx)−· (¬(rx)−· ¬(sy)) = ¬(rx)−· (sy −· rx) = ¬(rx)−· sy.
(iv): We use induction on n. When n = 1, this follows from (i). When n = 2, by (iii), (L1), (L6), (i),
and Fact 4.1.2(v) we have
(r0x0 u r1x1) ∧ r2x2 = (r0x0 ∨ r1x1) ∧ r2x2 = (r0x0 ∧ r2x2) ∨ (r1x1 ∧ r2x2) = 0 ∨ 0 = 0.
Suppose the conclusion holds for all 2 ≤ m < n. By the induction assumption for m = n − 1, we have
(r0x0u· · ·urn−2xn−2)∧xn−1 = (r0x0u· · ·urn−2xn−2)∧xn = 0. By assumption, we also have xn−1∧xn = 0.
Then by the induction assumption for m = 2, we have
(r0x0 u · · ·u rn−1xn−1) ∧ rnxn =
(
(r0x0 u · · ·u rn−2xn−2)u rn−1xn−1
) ∧ rnxn = 0.
(v): We use induction on n. When n = 1, this is trivial. Suppose the conclusion holds for all m < n. By
(iv), we have (r1x1u · · ·urn−1xn−1)∧rnxn = 0. Then by (iii) and the induction assumption for m = n−1,
we have
(r1x1 u · · ·u rn−1xn−1)u rnxn = (r1x1 u · · ·u rn−1xn−1) ∨ rnxn = (r1x1 ∨ · · · ∨ rn−1xn−1) ∨ rnxn,
whereby r1x1 u · · ·u rnxn = r1x1 ∨ · · · ∨ rnxn.
(vi): We use induction on n. When n = 1, this is trivial. When n = 2, by (iii), Fact 4.1.2(vii), (L1),
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(ADD), (N), and (ii) we have
I(r1x1 u r2x2) = I(r1x1 ∨ r2x2) = I
(
¬(¬(r1x1) ∧ ¬(r2x2))) = 1− I(¬(r1x1) ∧ ¬(r2x2))
= 1− I(¬(r2x2) ∧ ¬(r1x1)) = 1− (I(¬(r1x1))− I(¬(r1x1)−· ¬(r2x2)))
= 1− (1− I(r1x1)− I(r2x2 −· r1x1)) = I(r1x1) + I(r2x2 −· r1x1) = I(r1x1) + I(r2x2).
Suppose the conclusion holds for all 2 ≤ m < n. By (iv), we have (r1x1 u · · ·u rn−1xn−1) ∧ rnxn = 0. By
the induction assumption for m = 2 and m = n− 1, we have
I(r1x1 u · · ·u rnxn) = I((r1x1 u · · ·u rn−1xn−1)u rnxn) = I(r1x1 u · · ·u rn−1xn−1) + I(rnxn)
= I(r1x1) + · · ·+ I(rn−1xn−1) + I(rnxn).
4.1.6 Lemma. Let M |= RV and let D = {x ∈ M | I(x ∧ ¬x) = 0}. Then for all r, s ∈ D, all x ∈ M , and
all a, a1, · · · , ak ∈ D, where k ∈ N and ai ∧ aj = 0 if i 6= j, we have
(i) rx2 =
r
2x.
(ii) rau sa = (r u s)a.
(iii) ¬(ra) = (¬r)au ¬a.
(iv) ra−· sa = (r −· s)a.
(v) r(a1 u · · ·u ak) = ra1 u · · ·u rak.
(vi) ra ∧ sa = (r ∧ s)a.
(vii) I(ra) = rI(a), and thus ra = 0 if and only if r = 0 or a = 0.
Proof. We assume familiarity with Fact 4.1.2.
(i): If r = 0 or 1, this is trivial. Suppose r = m2n , where m,n ∈ N, 0 < m < 2n and 2 - m. Then
rx =
x
2n
u · · ·u x
2n︸ ︷︷ ︸
m times
. By (H5), Lemma 4.1.4(i), we have
rx
2
=
1
2
(
x
2n
u · · ·u x
2n︸ ︷︷ ︸
m times
) =
x
2n+1
u · · ·u x
2n+1︸ ︷︷ ︸
m times
=
m
2n+1
x =
r
2
x.
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(ii): If r or s is zero, then this follows from Fact 4.1.2(xi). If r or s is 1, then by Fact 4.1.2(ix) it suffices
to show au ta = a for all t ∈ D. Since a ∈ D, by Fact 4.1.2(i) we have a ∧ ¬a = 0. By Lemma 4.1.5(i), we
have ta ∧ ¬a = 0. By Fact 4.1.2(v), (L1), (S1), Fact 4.1.2(ii), and Fact 4.1.2(iii), we have
au ta = ¬(¬a−· ta) = ¬((0 ∨ ¬a)−· ta) = ¬((0−· ta) ∨ ¬a) = ¬(¬a) = a.
Next, suppose r = m12n1 , s =
m2
2n2 , where n1, n2 ∈ N, 0 < m1 < 2n1 , 0 < m2 < 2n2 , and n1 ≤ n2. By
Lemma 4.1.4(iii), we have
a
2n1
=
a
2n2
u · · ·u a
2n2︸ ︷︷ ︸
2n2−n1 times
.
Then by Lemma 4.1.4(ii) and induction, we have
ra =
a
2n1
u · · ·u a
2n1︸ ︷︷ ︸
m1 times
= (
a
2n2
u · · ·u a
2n2︸ ︷︷ ︸
2n2−n1 times
)u · · ·u ( a
2n2
u · · ·u a
2n2︸ ︷︷ ︸
2n2−n1 times
)
︸ ︷︷ ︸
m1 times
=
a
2n2
u · · ·u a
2n2︸ ︷︷ ︸
m12n2−n1
,
and thus
rau sa = ( a
2n2
u · · ·u a
2n2︸ ︷︷ ︸
m12n2−n1
)u ( a
2n2
u · · ·u a
2n2︸ ︷︷ ︸
m2
) =
a
2n2
u · · ·u a
2n2︸ ︷︷ ︸
m12n2−n1+m2
.
Suppose r u s < 1. If 2 - m12n2−n1 +m2, then
a
2n2
u · · ·u a
2n2︸ ︷︷ ︸
m12n2−n1+m2
=
m12
n2−n1 +m2
2n2
a = (r u s)a.
Otherwise, say m12
n2−n1+m2
2n2 =
m3
2n3 , where n3 ∈ N and 0 < m3 < 2n3 . Then by Lemma 4.1.4(ii, iii) and
induction, we have
a
2n2
u · · ·u a
2n2︸ ︷︷ ︸
m12n2−n1+m2
=
a
2n3
u · · ·u a
2n3︸ ︷︷ ︸
m3 times
= (r u s)a.
Hence rau sa = (r u s)a if r u s < 1.
Suppose r u s ≥ 1. By Lemma 4.1.4(ii, iii) and induction, it suffices to prove a u ta = a for all t ∈ D,
which was already showed.
(iii): Since a ∈ D, by Proposition 4.1.3 we have a ∧ ¬a = 0 and a ∨ ¬a = 1. By Lemma 4.1.5(iii), (H3)
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and (i), we have
(¬r)au ¬a
2
=
(¬r)a ∨ ¬a
2
=
(¬r)a
2
∨ ¬a
2
=
¬r
2
a ∨ ¬a
2
=
¬r
2
au ¬a
2
. (4.1)
Then by (i), Equation (4.1), (P3), (ii), Lemma 4.1.5(iii), (H3), and the fact that a ∨ ¬a = 1, we have
ra
2
u (¬r)au ¬a
2
=
r
2
au (¬r
2
au ¬a
2
) = (
r
2
au ¬r
2
a)u ¬a
2
= (
r
2
u ¬r
2
)au ¬a
2
=
1
2
au ¬a
2
=
a
2
∨ ¬a
2
=
1
2
(a ∨ ¬a) = 1
2
.
By Fact 4.1.2(xii), we have ¬(ra) = (¬r)au ¬a.
(iv): Note that ¬(t1 −· t2) = ¬t1 u t2 for all t1, t2 ∈ [0, 1]. Then by (iii) and (ii), we have
¬((r −· s)a) = (¬r u s)au ¬a = ((¬r)au sa)u ¬a.
By Fact 4.1.2(ix), (P3), (iii), and Fact 4.1.2(iii), we have
((¬r)au sa)u ¬a = ((¬r)au ¬a)u sa = ¬(ra)u sa = ¬(¬¬(ra)−· sa) = ¬(ra−· sa),
and thus ¬((r −· s)a) = ¬(ra−· sa). Hence, by Fact 4.1.2(iii), ra−· sa = (r −· s)a.
(v): If r = 0 or 1, this is trivial. Suppose r = m2n , where n ∈ N, 0 < m < 2n, and 2 - m. Then by Lemma
4.1.5(v), Lemma 4.1.4(iv), (P3), Fact 4.1.2(ix), and induction, we have
r(a1 u · · ·u ak) = 1
2n
(a1 u · · ·u ak)u · · ·u 1
2n
(a1 u · · ·u ak)︸ ︷︷ ︸
m times
=
1
2n
(a1 ∨ · · · ∨ ak)u · · ·u 1
2n
(a1 ∨ · · · ∨ ak)︸ ︷︷ ︸
m times
= (
1
2n
a1 ∨ · · · ∨ 1
2n
ak)u · · ·u ( 1
2n
a1 ∨ · · · ∨ 1
2n
ak)︸ ︷︷ ︸
m times
= (
1
2n
a1 u · · ·u 1
2n
ak)u · · ·u ( 1
2n
a1 u · · ·u 1
2n
ak)︸ ︷︷ ︸
m times
= (
1
2n
a1 u · · ·u 1
2n
a1)︸ ︷︷ ︸
m times
u · · ·u ( 1
2n
ak u · · ·u 1
2n
ak)︸ ︷︷ ︸
m times
= ra1 u · · ·u rak.
(vi): Since ra ∧ sa = ra−· (ra−· sa), this follows from (iv).
(vii): If r = 0 or r = 1, this follows directly. Suppose r = m2n , where m,n ∈ N, 0 < m < 2n, and 2 - m.
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We claim that I( k2n a) =
k
2n I(a) for all 1 ≤ k ≤ 2n. We use induction on k. When k = 1, by Fact
4.1.2(viii) and induction we have I( 12n a) =
I(a)
2n . Suppose our claim holds for all k < l ≤ 2n. By (ADD),
(iv), (vi) and the induction assumption for k = l − 1, we have
I(
l
2n
a) = I
(
(
l − 1
2n
u 1
2n
)a
)
= I
(
(
l − 1
2n
u 1
2n
)a−· 1
2n
a
)
+ I
(
(
l − 1
2n
u 1
2n
)a ∧ 1
2n
a
)
= I(
l − 1
2n
a) + I(
1
2n
a) =
l − 1
2n
I(a) +
1
2n
I(a) =
l
2n
I(a).
Hence, I( k2n a) =
k
2n I(a) for all 1 ≤ k ≤ 2n, and thus I(ra) = rI(a).
4.1.7 Proposition. Let M be a model of RV and let D = {x ∈ M | x ∧ ¬x = 0}. Let M0 ⊆ M be
the smallest LRV-prestructure containing D. Then M0 is the set {r1a1 u · · · u rkak | k ∈ N, r1, · · · , rk ∈
D, a1, · · · , ak ∈ D, and ai ∧ aj = 0 if i 6= j}. Moreover, every nonzero element in M0 has a unique decom-
position r1a1 u · · ·u rkak, where
• k ∈ N;
• r1, · · · , rk ∈ D with 0 < r1 < · · · < rk;
• a1, · · · , ak ∈ D such that ai 6= 0 for each i, and ai ∧ aj = 0 whenever i 6= j.
Proof. By Proposition 4.1.3, (D,0,1,¬,∧,∨) is a boolean algebra. Let S denote the set {r1a1u · · ·u rkak |
k ∈ N, r1, · · · , rk ∈ D, a1, · · · , ak ∈ D, and ai ∧ aj = 0 if i 6= j}. Clearly, S ⊆ M0. We will show that
(S,0,¬,−· , 12 , I, d) is an LRV-prestructure. Taking k = 1, r1 = 0, and a1 = 0 in the definition of membership
shows that 0 ∈ S. By Fact 4.1.2(iii), for all x, y ∈M we have x−· y = ¬(¬xu y). Hence, we need only show
that S is closed under ¬,u, and 12 .
Take x = r1a1 u · · · u rkak ∈ S, where r1, · · · , rk ∈ D, a1, · · · , ak ∈ D, and ai ∧ aj = 0 if i 6= j. By
Lemma 4.1.5(v), we have x = r1a1 ∨ · · · ∨ rkak. Then by Lemma 4.1.4(iv), Lemma 4.1.6(i), and Lemma
4.1.5(v), we have
x
2
=
r1a1
2
∨ · · · ∨ rkak
2
=
r1
2
a1 ∨ · · · ∨ rk
2
ak =
r1
2
a1 u · · ·u rk
2
ak ∈ S.
Hence, S is closed under 12 . Let y = (¬r1)a1 u · · · u (¬rk)ak u ¬(a1 ∨ · · · ∨ ak). Because D is a boolean
algebra and ai ∧ aj = 0 if i 6= j, we know y ∈ S. We will show y = ¬x. Similar to the calculation of x2 ,
we have y2 =
¬r1
2 a1 u · · ·u ¬rk2 ak u ¬(a1∨···∨ak)2 . Then by (P3), Fact 4.1.2(ix), induction, Lemma 4.1.6(ii),
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Lemma 4.1.5(v), Lemma 4.1.4(iv), and the fact that (D,0,1,¬,∧,∨) is a boolean algebra, we have
x
2
u y
2
= (
r1
2
a1 u · · ·u rk
2
ak)u (
¬r1
2
a1 u · · ·u ¬rk
2
ak u
¬(a1 ∨ · · · ∨ ak)
2
)
= (
r1
2
u ¬r1
2
)a1 u · · ·u (rk
2
u ¬rk
2
)ak u
¬(a1 ∨ · · · ∨ ak)
2
=
1
2
a1 u · · ·u 1
2
ak u
¬(a1 ∨ · · · ∨ ak)
2
=
1
2
a1 ∨ · · · ∨ 1
2
ak ∨ ¬(a1 ∨ · · · ∨ ak)
2
=
1
2
(a1 ∨ · · · ∨ ak ∨ ¬(a1 ∨ · · · ∨ ak))
=
1
2
1 =
1
2
.
Hence by Fact 4.1.2(xii), we have ¬x = y ∈ S. That is, S is closed under ¬.
Take x = r1a1u· · ·urkak, y = s1b1u· · ·uslbl ∈ S, where r1, · · · , rk, s1, · · · , sl ∈ D, a1, · · · , ak, b1, · · · , bl ∈
D, ai ∧ ai′ = 0 if 1 ≤ i 6= i′ ≤ k, and bj ∧ bj′ = 0 if 1 ≤ j 6= j′ ≤ l. Let a0 be ¬(a1 ∨ · · · ∨ ak)
and let b0 be ¬(b1 ∨ · · · ∨ bl). Since (D,0,1,¬,∧,∨) is a boolean algebra, we have that {a0, · · · , ak} and
{b0, · · · , bl} are two partitions of 1. Then there is a finer partition {c1, · · · , cm} of 1 satisfying (a) for
all 0 ≤ i ≤ k, there is a subset P (i) ⊆ {1, · · · ,m} such that ai =
∨
p∈P (i) cp; (b) for all 0 ≤ j ≤ l,
there is a subset Q(j) ⊆ {1, · · · ,m} such that bj =
∨
q∈Q(j) cq. Then by Lemma 4.1.6(v), (P3), Fact
4.1.2(ix), and induction, we may assume that x = r′1c1 u · · · u r′mcm and y = s′1c1 u · · · u s′mcm, where
r′1, · · · , r′m, s′1, · · · , s′m ∈ D (could be 0), c1, · · · , cm ∈ D, and ci ∧ cj = 0 if i 6= j. Then by Lemma 4.1.6,
we have x u y = (r′1 u s′1)c1 u · · · u (r′m u s′m)cm ∈ S. Thus S is closed under u. Therefore, S is an
LRV-prestructure, and thus S ⊇M0. Hence, S = M0, the smallest LRV-prestructure containing D in M .
Consider a nonzero element x in M0. Then x has a decomposition x = t1c1u · · ·utkck, where t1, · · · , tk ∈
D, c1, . . . , ck ∈ D, and ci ∧ cj = 0 if i 6= j. Suppose k is the smallest integer for such decomposition. By
(P3), Fact 4.1.2(ix), and induction, we may reorder those terms such that x = r1a1 u · · · u rkak, where
r1 ≤ r2 ≤ · · · ≤ rk ∈ D and a1, · · · , ak ∈ D, and ai ∧ aj = 0 if i 6= j. If ri = ri+1 for some i and j, by
Lemma 4.1.6(v) we have riai u ri+1ai+1 = ri(ai u ai+1). Then it contradicts the fact that k is the smallest
integer for such decomposition. So we have t1 < t2 < · · · < tk. By Fact 4.1.2(xi), if ri = 0 or ai = 0
for some i, we may delete the term riai. Then it also contradicts the fact that k is the smallest integer
for such decomposition. So we have 0 < r1 < · · · < rk and ai 6= 0 for each 1 ≤ i ≤ k. We will show
that this decomposition is unique. Suppose x has another decomposition s1b1 u · · · u slbl, where l ∈ N,
s1, · · · , sl ∈ D with 0 < s1 < · · · < sl, b1, · · · , bl ∈ D, bj 6= 0 for each 1 ≤ j ≤ l, and bj ∧ bj′ = 0 whenever
1 ≤ j 6= j′ ≤ l. For every 1 ≤ i ≤ k, if ai ∧ bj = 0 for all 1 ≤ j ≤ l, then by Lemma 4.1.5, we have
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(r1a1 u · · ·u rkak)∧ bj = (r1a1 ∨ · · · ∨ rkak)∧ bj = (r1a1 ∧ bj)∨ · · · ∨ (rkak ∧ bj) = 0. But by Lemmas 4.1.5
and 4.1.6, we also have (s1b1u · · ·u slbl)∧ bj = (s1b1 ∨ · · · ∨ slbl)∧ bj = sjbj ∧ bj = sjbj 6= 0, whereby there
is j such that ai ∧ bj 6= 0. Since ai′ ∧ (ai ∧ bj) = 0 for all i′ 6= i, by Lemmas 4.1.5 and 4.1.6 we have
(r1a1 u · · ·u rkak) ∧ (ai ∧ bj) = (r1a1 ∨ · · · ∨ rkak) ∧ (ai ∧ bj) = riai ∧ (ai ∧ bj)
= ri((ai ∧ bj) ∨ (ai ∧ ¬bj)) ∧ (ai ∧ bj) = ri((ai ∧ bj)u (ai ∧ ¬bj)) ∧ (ai ∧ bj)
= (ri(ai ∧ bj)u ri(ai ∧ ¬bj)) ∧ (ai ∧ bj) = (ri(ai ∧ bj) ∨ ri(ai ∧ ¬bj)) ∧ (ai ∧ bj)
= ri(ai ∧ bj) ∧ (ai ∧ bj) = ri(ai ∧ bj).
Similarly, (s1b1 u · · · u slbl) ∧ (ai ∧ bj) = sj(ai ∧ bj). Thus, ri(ai ∧ bj) = sj(ai ∧ bj). By Lemma 4.1.6(vii)
and ai ∧ bj 6= 0, we have ri = sj . Since sj 6= sj′ if j 6= j′, we get that there is exactly one 1 ≤ j ≤ l
such that ri = sj . Also, we have ai ∧ bj′ = 0 if j 6= j′. Therefore, {r1, · · · , rk} ⊆ {s1, · · · , sl}, and
thus k ≤ l. By symmetry, l ≤ k, whereby k = l. Since for every i there is j such that ri = sj , and
0 < r1 < · · · < rk, 0 < s1 < · · · < sl = sk, we also get that r1 = s1, · · · , rk = sk. Now, we need only show
ai = bi for every 1 ≤ i ≤ k. We already know that ai∧bi 6= 0 but ai∧bj = 0 if i 6= j. Then for every 1 ≤ i ≤ k,
by Lemmas 4.1.5 and 4.1.6 we have (r1a1u· · ·urkak)∧bi = riai∧bi = ri((ai∧bi)∧(ai∧¬bi))∧bi = ri(ai∧bi),
also (r1b1u · · ·u rkbk)∧ bi = ribi, and thus ri(ai ∧ bi) = ribi. Similarly, we have ri(bi ∧ai) = riai. Therefore
for every m ∈ N, we have
ri(ai ∧ bi)u · · ·u ri(ai ∧ bi)︸ ︷︷ ︸
m times
= ribi u · · ·u ribi︸ ︷︷ ︸
m times
.
By Lemma 4.1.6, we have (ri u · · ·u ri︸ ︷︷ ︸
m times
)(ai∧ bi) = (ri u · · ·u ri︸ ︷︷ ︸
m times
)bi. Take a large m, we get ri u · · ·u ri︸ ︷︷ ︸
m times
= 1,
and thus ai ∧ bi = bi. Similarly, we get bi ∧ ai = ai, whereby ai = bi.
4.1.8 Proposition. LetM be a model of RV and let D = {x ∈M | x∧¬x = 0}. LetM0 ⊆M be the small-
est LRV-prestructure containing D. Then M0 is the set {r1a1u· · ·urnan | n ∈ N, r1, · · · , rn ∈ D, a1, · · · , an ∈
D, and ai ∧ aj = 0 if i 6= j}. Moreover, every LPr-isomorphism φ : D → L1
(
(Ω,F , µ), {0, 1}), where
(Ω,F , µ) is a probability space, can be uniquely extended to an LRV-embedding Φ: M0 → L1
(
(Ω,F , µ),D)
which is defined by
Φ(r1a1 u · · ·u rnan) = r1φ(a1)u · · ·u rnφ(an),
where n ∈ N, ri ∈ D and ai ∈ D for all 1 ≤ i ≤ n, and ai ∧ aj = 0 for all 1 ≤ i 6= j ≤ n.
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Proof. Suppose φ can be extended to an LRV-embedding Φ: M0 → L1
(
(Ω,F , µ),D). Then
Φ(r1a1 u · · ·u rnan) = r1Φ(a1)u · · ·u rnΦ(an),
where n ∈ N, ri ∈ D and ai ∈ D for all 1 ≤ i ≤ n, and ai ∧ aj = 0 for all 1 ≤ i 6= j ≤ n. Since Φ is an
extension of φ, we have
Φ(r1a1 u · · ·u rnan) = r1φ(a1)u · · ·u rnφ(an).
Hence such an extension Φ is uniquely determined by φ.
Let D = {x ∈ M | I(x ∧ ¬x)} = 0. By Proposition 4.1.3, we know that (D,0,¬, ·{,∩,∪, µ) is a model
of Pr. By Theorem 3.1.1, we know that there is a probability space (Ω,F , µ) such that D as an LPr-
structure is isomorphic to F̂ . Let N = (L1((Ω,F , µ), [0, 1]),0,¬,−· , 12 , I, d). By Proposition 4.1.1, we have
N |= RV. Let X denote L1((Ω,F , µ), {0, 1}). By Proposition 4.1.3, we have (X , 0, 1,¬,∧,∨, µ¯) |= Pr and it
is isomorphic to F̂ . Hence, D is LPr-isomorphic to X . We call this isomorphism φ : D → X . Then for all
x, y ∈ D, we have that φ(x −· y) = φ(x) −· φ(y), φ(0) = 0, φ(1) = 1, ∫
Ω
φ(x)dµ = IN
(
φ(x)
)
= I(x), and
d(x, y) = dN
(
φ(x), φ(y)
)
. LetM0 be the smallest LRV-prestructure containing D. By Proposition 4.1.7, we
know that every nonzero element x ∈ M0 has a unique decomposition of the form x = r1a1 u · · · u rnan,
where n ∈ N, 0 < r1 < · · · < rn ∈ D, a1, · · · , an ∈ D, ai 6= 0 for each i, and ai ∧ aj = 0 whenever i 6= j. We
extend φ : D → X to a mapping Φ: M0 → N , by defining
Φ(r1a1 u · · ·u rnan) := r1φ(a1)u · · ·u rnφ(an),
where n ∈ N, 0 < r1 < · · · < rn ∈ D, a1, · · · , an ∈ D, ai 6= 0 for each i, and ai ∧ aj = 0 whenever i 6= j.
Clearly, Φ is uniquely determined by φ.
Next, we will check that Φ preserves 0,1,¬, 12 ,u, I and d. We already know that Φ(0) = 0 and Φ(1) = 1.
To show that Φ preserves ¬, 12 ,u, we need the following claim:
4.1.9 Claim. Take any nonzero x ∈ M0. Suppose x has the form r1a1 u · · · u rnan, where n ∈ N,
0 < r1 < · · · < rn ∈ D, a1, · · · , an ∈ D, ai 6= 0 for each i, and ai ∧ aj = 0 whenever i 6= j. Suppose x has
another form s1b1 u · · · u smbm, where m ∈ N, s1, · · · , sm ∈ D, b1, · · · , bm ∈ D, and bk ∧ bl = 0 whenever
k 6= l. Then
Φ(x) = r1Φ(a1) + · · ·+ rnΦ(an) = s1Φ(b1) + · · ·+ smΦ(bm).
Proof of Claim 4.1.9: By definition, we know that Φ(x) = r1Φ(a1) u · · · u rnΦ(an). Then because
Φ: D → X ⊆ N = L1(µ, [0, 1]) is an LPr-isomorphism, we know that Φ(ai) ∧ Φ(aj) = 0 whenever i 6= j.
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Hence, Φ(x) = r1Φ(a1)u · · ·u rnΦ(an) = r1Φ(a1) + · · ·+ rnΦ(an).
By (P3), Fact 4.1.2(ix) and induction, after reordering, we may assume that s1 ≤ · · · ≤ sm. Note
that during the reordering process, s1Φ(b1) + · · · + smΦ(bm) is not changed; let C denote this sum. Since
x 6= 0, by Fact 4.1.2(xi) we know that these sk’s can not all be 0. Then there is a k ≤ m such that
sl = 0 iff l < k. Then by Fact 4.1.2(xi), we have x = s1b1 u · · · u smbm = skbk u · · · u smbm. Also
C = s1Φ(b1) + · · ·+ smΦ(bm) = skΦ(bk) + · · ·+ smΦ(bm). Let Z ⊆ {k, · · · ,m} be such that bl = 0 iff l ∈ Z.
Let p = |{k, · · · ,m} \ Z| and let {m(1), · · · ,m(p)} = {k, · · · ,m} \ Z, where 0 < m(1) ≤ · · · ≤ m(p). Then
by Lemma 4.1.6(vii) and Fact 4.1.2(xi), we have x = skbk u · · · u smbm = sm(1)bm(1) u · · · u sm(p)bm(p).
Also C = skΦ(bk) + · · · + smΦ(bm) = sm(1)Φ(bm(1)) + · · · + sm(p)Φ(bm(p)), since Φ(0) = 0. Let q =
|{sm(1), · · · , sm(p)}| and let {t1, · · · , tq} denote the set {sm(1), · · · , sm(p)}, where 0 < t1 < · · · < tq. For
all 1 ≤ l ≤ q, let f(l) be the first number h such that tl = sm(h) and let g(l) be the last number h such
that tl = sm(h). Clearly, g(l) + 1 = f(l + 1) for all 1 ≤ l < q, f(1) = 1, and g(q) = p. Let cl denote
bm(f(l)) ∨ · · · ∨ bm(g(l)) for all 1 ≤ l ≤ q. Clearly, cl 6= 0 for all 1 ≤ l ≤ q. By Lemma 4.1.5(v), we know that
cl = bm(f(l)) ∨ · · · ∨ bm(g(l)) = bm(f(l)) u · · · u bm(g(l)), for all 1 ≤ l ≤ q. Also, since Φ: D → X ⊆ N is an
LPr-isomorphism, we have
Φ(cl) = Φ(bm(f(l)))u · · ·u Φ(bm(g(l))) = Φ(bm(f(l))) + · · ·+ Φ(bm(g(l))).
Then by Lemma 4.1.6(v), for all 1 ≤ l ≤ q, we have
sm(f(l))bm(f(l)) u · · ·u sm(g(l))bm(g(l)) = tlbm(f(l)) u · · ·u tlbm(g(l)) = tl(bm(f(l)) u · · ·u bm(g(l))) = tlcl.
Also for all 1 ≤ l ≤ q, we have
sm(f(l))Φ(bm(f(l))) + · · ·+ sm(g(l))Φ(bm(g(l))) = tl(Φ(bm(f(l))) + · · ·+ Φ(bm(g(l)))) = tlΦ(cl).
Therefore by (P3) and induction we have
x = sm(1)bm(1) u · · ·u sm(p)bm(p)
= (sm(f(1))bm(f(1)) u · · ·u sm(g(1))bm(g(1)))u · · ·u (sm(f(q))bm(f(q)) u · · ·u sm(g(q))bm(g(q)))
= t1c1 u · · ·u tqcq.
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Also
C = sm(1)Φ(b(m1)) + · · ·+ sm(p)Φ(b(mp))
= (sm(f(1))Φ(bm(f(1))) + · · ·+ sm(g(1))Φ(bm(g(1)))) + · · ·+ (sm(f(q))Φ(bm(f(q))) + · · ·+ sm(g(q))Φ(bm(g(q))))
= t1Φ(c1) + · · ·+ tqΦ(cq).
Since D is a boolean algebra and bk ∧ bl = 0 whenever k 6= l, we have ci ∧ cj = 0 whenever 1 ≤ i 6= j ≤ q.
Hence, we have x = t1c1 u · · · u tqcq such that 0 < t1 < · · · < tl, ci 6= 0 for all 1 ≤ i ≤ q, and ci ∧ cj = 0
whenever 1 ≤ i 6= j ≤ q. By Proposition 4.1.7, every nonzero x has a unique such decomposition. Thus
q = n, ti = ri for all 1 ≤ i ≤ n, and ci = ai for all 1 ≤ i ≤ n. Hence, C = t1Φ(c1) + · · · + tqΦ(cq) =
r1Φ(a1) + · · ·+ rnΦ(an). This completes the proof of Claim 4.1.9.
Next, we will show that Φ preserves 12 , ¬, and u. Take any nonzero x ∈ M0. Suppose x has the form
r1a1 u · · · u rnan, where n ∈ N, 0 < r1 < · · · < rn ∈ D, a1, · · · , an ∈ D, ai 6= 0 for each i, and ai ∧ aj = 0
whenever i 6= j. As shown in the proof of Proposition 4.1.7, we know that x2 = r12 a1 u · · · u rn2 an, and
¬x = ¬r1a1 u · · ·u ¬rnan u ¬(a1 ∨ · · · ∨ an). By Claim 4.1.9, we have Φ(x2 ) = r12 Φ(a1)u · · ·u rn2 Φ(an) =
1
2 (r1Φ(a1)u · · ·u rnΦ(an)) = 12Φ(x); i.e., Φ preserves 12 . Also
Φ(¬x) = Φ(¬r1a1 u · · ·u ¬rnan u ¬(a1 ∨ · · · ∨ an)) = ¬r1Φ(a1)u · · ·u ¬rnΦ(an)u Φ(¬(a1 ∨ · · · ∨ an)).
Then because Φ(an), · · · ,Φ(a1),Φ(¬(a1 ∨ · · · ∨ an)) are in L1(µ, [0, 1]), ai ∧ aj = 0 if i 6= j, and Φ: D → X
is an LPr-isomorphism, we have that
¬r1Φ(a1)u · · ·u ¬rnΦ(an)u Φ(¬(a1 ∨ · · · ∨ an))
= (1− r1)Φ(a1) + · · ·+ (1− rn)Φ(an) + (1− Φ(a1)− · · · − Φ(an))
= 1− r1Φ(a1)− · · · − rnΦ(an) = ¬(r1Φ(a1) + · · ·+ rnΦ(an))
= ¬(r1Φ(a1)u · · ·u rnΦ(an)).
Hence, Φ(¬x) = ¬Φ(x); i.e., Φ preserves ¬.
Take any nonzero x, y ∈M0. Suppose they have the form x = r1a1u · · ·u rkak and y = s1b1u · · ·u slbl,
where k, l ∈ N, 0 < r1 < · · · < rk ∈ D, 0 < s1 < · · · < sl ∈ D, a1, · · · , ak, b1, · · · , bl ∈ D, ai 6= 0 for all
1 ≤ i ≤ k, bj 6= 0 for all 1 ≤ j ≤ l, ai ∧ ai′ = 0 whenever 1 ≤ i 6= i′ ≤ k, and bj ∧ bj′ = 0 whenever
1 ≤ j 6= j′ ≤ l. Let a0 be ¬(a1 ∨ · · · ∨ ak) and let b0 be ¬(b1 ∨ · · · ∨ bl). Since (D,0,1,¬,∧,∨) is a boolean
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algebra, we have a0 ∨ a1 ∨ · · · ∨ ak = b0 ∨ b1 ∨ · · · ∨ bl = 1, ai ∧ ai′ = 0 for all 0 ≤ i 6= i′ ≤ k, and bj ∧ bj′ = 0
for all 0 ≤ j 6= j′ ≤ l. That is, {a0, · · · , ak} and {b0, · · · , bl} are two partitions of 1. Then there is a finer
partition {c1, · · · , cm} of 1 satisfying (a) for all 0 ≤ i ≤ k, there is a subset P (i) ⊆ {1, · · · ,m} such that
ai =
∨
p∈P (i) cp; (b) for all 0 ≤ j ≤ l, there is a subset Q(j) ⊆ {1, · · · ,m} such that bj =
∨
q∈Q(j) cq. Then
by Lemma 4.1.6(v), (P3), Fact 4.1.2(ix), and induction, we may assume that x = r′1c1 u · · · u r′mcm and
y = s′1c1 u · · · u s′mcm, where r′1, · · · , r′m, s′1, · · · , s′m ∈ D (could be 0), c1, · · · , cm ∈ D, and ci ∧ cj = 0 if
i 6= j. Then by Lemma 4.1.6, we have xu y = (r′1 u s′1)c1 u · · ·u (r′m u s′m)cm. Hence
Φ(xu y) = (r′1 u s′1)Φ(c1) + · · ·+ (r′m u s′m)Φ(cm)
= (r′1Φ(c1) + · · ·+ r′m)u (s′1Φ(c1) + · · ·+ s′mΦ(cm))
= Φ(x)u Φ(y).
Thus, Φ preserves u.
Now, we will prove Φ preserves I and d. Take a nonzero x ∈M0. Suppose x has the form r1a1u· · ·urnan,
where n ∈ N, 0 < r1 < · · · < rn ∈ D, a1, · · · , an ∈ D, ai 6= 0 for each i, and ai ∧ aj = 0 whenever i 6= j.
Since Φ: D → X is an isomorphism, we have Φ(ai) ∧ Φ(aj) = 0 whenever i 6= j. For all f ∈ N , we have
IN (f) =
∫
Ω
fdµ. Therefore,
IN (Φ(x)) =
∫
Ω
Φ(x)dµ =
∫
Ω
(
r1Φ(a1)u · · ·u rnΦ(an)
)
dµ
= r1
∫
Ω
Φ(a1)dµ+ · · ·+ rn
∫
Ω
Φ(an)dµ
= r1I
N (Φ(a1)) + · · ·+ rnIN (Φ(an))
= r1I(a1) + · · ·+ rnI(an).
By Lemma 4.1.6(vii), we have IN (Φ(x)) = I(r1a1)+ · · ·+I(rnan). Then by Lemma 4.1.5, we have I(r1a1)+
· · · + I(rnan) = I(r1a1 u · · · u rnan) = I(x), and thus I(x) = IN (Φ(x)). That is, Φ preserves I. Since
d(x, y) = I(x−· y) + I(y −· x) for all x, y ∈M and Φ preserves I and −· , it follows that Φ preserves d.
Therefore, Φ is an LRV-embedding from M0 to N .
4.1.10 Theorem. LetM be a model of RV. ThenM is isomorphic to
(
L1
(
(Ω,F , µ), [0, 1]),0,¬,−· , 12 , I, d)
for some probability space (Ω,F , µ).
Proof. Let D = {x ∈ M | I(x ∧ ¬x)} = 0. By Proposition 4.1.3, we know that (D,0,¬, ·{,∩,∪, µ) is a
model of Pr. By Theorem 3.1.1, we know that there is a probability space (Ω,F , µ) such that D as an
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LPr-structure is isomorphic to F̂ . Let N =
(
L1((Ω,F , µ), [0, 1]),0,¬,−· , 12 , I, d
)
. By Proposition 4.1.1, we
have N |= RV. Let X denote L1((Ω,F , µ), {0, 1}). By Proposition 4.1.3, we have (X , 0, 1,¬,∧,∨, µ¯) |= Pr
and it is isomorphic to F̂ . Hence, D is LPr-isomorphic to X . We call this isomorphism φ : D → X . Then by
Proposition 4.1.8, we extend φ : D → X to an LRV-embedding Φ: M0 → N .
Let (M ′, d) be the completion of (M0, d) in M . Because Φ is isometric, we know that Φ is extended
uniquely to an embedding Φ from M′ to N . Note that dyadic number valued simple functions are dense
in N . Hence Φ is a surjective embedding; that is, Φ is an isomorphism between LRV-structures M′ and N .
Then we will show M′ is M.
For every x ∈M and n ∈ N, using (APPR), there are elements y1, · · · , y2n ∈M such that
maxi I(yi∧¬yi) ≤ 12n and d(x, 12n y1u· · ·u 12n y2n) ≤ 12n . For every 1 ≤ i ≤ 2n, since I(yi∧¬yi) = dist(yi, D),
there is zi ∈ D such that d(yi, zi) ≤ 12n . Then by (P1),
d(
1
2n
y1 u · · ·u 1
2n
y2n ,
1
2n
z1 u · · ·u 1
2n
z2n) ≤ d( 1
2n
y1,
1
2n
z1) + · · ·+ d( 1
2n
y2n ,
1
2n
z2n)
=
1
2n
(
d(y1, z1) + · · ·+ d(y2n , z2n)
)
≤ max
1≤i≤2n
d(yi, zi) ≤ 1
2n
where the equality is by Fact 4.1.2 (ix). Then
d(x,
1
2n
z1 u · · ·u 1
2n
z2n) ≤ d(x, 1
2n
y1 u · · ·u 1
2n
y2n) + d(
1
2n
y1 u · · ·u 1
2n
y2n ,
1
2n
z1 u · · ·u 1
2n
z2n)
≤ 1
2n
+
1
2n
=
1
2n−1
.
Since 12n z1 u · · · u 12n z2n ∈ M0, it follows that M0 is dense in M , whereby M ′ = M . Therefore Φ is an
isomorphism from M to N .
Although from the form of its axioms, the theory RV is not directly a universal theory, it is in fact
universal by the following lemma:
4.1.11 Lemma ([2, Lemma 2.14]). Let M |= RV be of the form L1((Ω,F , µ), [0, 1]) where (Ω,F , µ) is a
probability space. Suppose N is an LRV-substructure in M. Then N = L1
(
(Ω, σ(N), µ), [0, 1]
)
, where σ(N)
is the σ-algebra of measurable sets generated by the elements in N .
Proof. Obviously, N ⊆ L1((Ω, σ(N), µ), [0, 1]). We show that N contains a dense subset of the space
L1
(
(Ω, σ(N), µ), [0, 1]
)
. Then by the fact that N is a LRV-structure, we know that it is a complete metric
space. Therefore, N = L1
(
(Ω, σ(N), µ), [0, 1]
)
.
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Let D denote the dyadic numbers in [0, 1]. For every t ∈ D, we have that t1 ∈ N and note that it is a
constant function with value t. For all [f ]a.s. ∈ N and all t ∈ D, we have gt = [f ]a.s. −· t1 ∈ N . Let gt(m)
denote gt u · · ·u gt︸ ︷︷ ︸
m
. Note that
lim
m→∞ gt(m) = [χ{f>t}]a.s.
where the limit is the almost sure pointwise limit of random variables. By the dominated convergence
theorem, the limit of (gt(m))m∈N in the sense of the metric of M (i.e., L1-metric) is [χ{f>t}]a.s.. Since N is
an LRV-structure (and thus its underlying space is a complete metric space), we have that gt(m) ∈ N and
limm→∞ gt(m) = [χ{f>t}]a.s. ∈ N . Let A =
{{f > t} | [f ]a.s. ∈ N, t ∈ D}. Note that σ(N) = σ(A) and for
every B ∈ σ(A), we have [χB ]a.s. ∈ N . Hence, every function in L1
(
(Ω, σ(A), µ),D
)
is in N . Since the set
L1
(
(Ω, σ(A), µ),D
)
is a dense subset in L1
(
(Ω, σ(N), µ), [0, 1]
)
, we have N = L1
(
(Ω, σ(N), µ), [0, 1]
)
.
4.1.12 Corollary. The theory RV is a universal theory.
Proof. Use Lemma 4.1.11 and Theorem 1.7.6.
4.1.13 Corollary. Let M be an LRV-structure. Then M is a model of ARV if and only if M is isomorphic
to
(
L1
(
(Ω,F , µ), [0, 1]),0,¬,−· , 12 , I, d) for some atomless probability space (Ω,F , µ).
Proof. By Proposition 4.1.1, we know that
(
L1
(
(Ω,F , µ), [0, 1]),0,¬,−· , 12 , I, d), where (Ω,F , µ) is an atom-
less probability space, is a model of ARV.
For the other direction, by Theorem 4.1.10, M as a model of RV is isomorphic to
(
L1
(
(Ω,F , µ), [0, 1]),
0,¬,−· , 12 , I, d
)
for a probability space (Ω,F , µ). Let D denote L1((Ω,F , µ), {0, 1}). By Proposition 4.1.3,
D is a model of Pr and D is LPr-isomorphic to F̂ . For all x ∈ D, using (NA) we know that for every
 > 0, there is y such that dist(y, D) ≤  and |I(y ∧ x) − I(x)2
∣∣ ≤ . Then there is y ∈ D such that
|I(y ∧ x)− I(x)2
∣∣ ≤ 2. Thus D as a LPr-structure satisfies Axiom (iv) in APr, whereby D is a model of APr.
By Theorem 3.1.2, (Ω,F , µ) is atomless.
4.2 Ben Yaacov’s axiomatizations
The theory of the class RV was first studied by Ben Yaacov in [2]. He axiomatized the class via propositional
continuous logic, after Rose, Rosser and Church. However, the axiomatizations given in the preceding section
only use basic measure theoretic probability theory. We follow the notation from the last section. Ben
Yaacov’s axioms [2] for the theory of the class RV consist of the following conditions; we let RV(BY) denote
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the set of these axioms to distinguish them from our axioms given in the preceding section. (Ben Yaacov
denoted his axioms in [2] by RV.)
(RV1) supx supy
1
2
∣∣I(x)− (I(x−· y) + I(y ∧ x))∣∣ = 0
(RV2) |I(1)− 1| = 0
(RV3) supx supy
1
2
∣∣d(x, y)− (I(x−· y) + I(y −· x))∣∣ = 0
(RV4.1) supx supy d
(
(x−· y)−· x,0) = 0
(RV4.2) supx supy supz d
((
(x−· z)−· (x−· y))−· (y −· z),0) = 0
(RV4.3) supx supy d
(
(x ∧ y)−· (y ∧ x),0) = 0
(RV4.4) supx supy d
(
(x−· y)−· (¬y −· ¬x),0) = 0
(RV4.5) supx d
(
x
2 −· (x−· x2 ),0
)
= 0
(RV4.6) supx d
(
(x−· x2 )−· x2 ,0
)
= 0
From the form of its axioms, the theory RV(BY) is universal. The theory ARV(BY) is obtained by adding
the following axiom to RV(BY):
(NA) supx infy max(I(y ∧ ¬y),
∣∣I(y ∧ x)− I(x)2 ∣∣) = 0
Ben Yaacov proved the following result:
4.2.1 Proposition ([2]). Let M be an LRV-structure. Then M is a model of RV(BY) if and only if M is
isomorphic to
(
L1
(
(Ω,F , µ), [0, 1]),0,¬,−· , 12 , I, d) for some probability space (Ω,F , µ). Moreover, M is a
model of ARV(BY) if and only if (Ω,F , µ) is an atomless probability space.
Proof. This is [2, Corollary 2.8].
4.2.2 Corollary. The theory RV (resp.ARV) is equivalent to the theory RV(BY) (resp.ARV(BY)).
Proof. Use Theorem 4.1.10, Corollary 4.1.13 and Proposition 4.2.1.
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4.3 Extension of the theory by multiplication
Multiplication between random variables is a basic and useful operation. Thus it is convenient if we have
the multiplication function in the signature. Let LRV(×) denote the signature consisting of LRV and a new
binary function symbol “×”, whose modulus of uniform continuity is ∆×() := 2 for every  ∈ (0, 1]. We
often omit the symbol “×” when no confusion will occur; e.g., we often write xy instead of x × y. Every
model of RV has a natural expansion to an LRV(×)-structure, obtained by interpreting “×” as multiplication
between random variables. Ben Yaacov showed [2, Lemma 2.13] that the multiplication function is uniformly
definable in every model of his theory RV(BY), and hence the same is true in every model of our theory RV.
By Corollary 1.6.9, the class of expansions discussed above is axiomatizable, and its theory is an extension
by definitions of the LRV-theory RV.
In this section, we give an explicit set of axioms, denoted by RV(×), for the theory of this class of
expansions. The LRV(×)-theory RV(×) consist of the axioms in RV together with the following axioms:
(M1) supx supy supz d
(
(x−· y)z, xz −· yz) = 0
(M2) supx d(
x
2 ,
1
2 × x) = 0; supx d(1× x, x) = 0
(M3) supx supy d
(
xy −· (x ∧ y),0) = 0
(M4) supx supy d(xy, yx) = 0
(M5) supx supy supz d
(
(x ∨ y)z, xz ∨ yz) = 0
(M6) supx supy supz d
(
(x× y)× z, x× (y × z)) = 0
Throughout this section, we will interpret symbols of LRV(×) in a given model M of RV(×) without
putting M explicitly into the notations, for easier readability. Also note that RV(×) ⊇ RV, so for a
statement without “×”, Theorem 4.1.10 provides a powerful tool to justify whether the statement holds or
not.
4.3.1 Fact. Let M be a model of RV(×). For all x, y, z ∈M , we have the following properties:
(i) 0× x = x× 0 = 0.
(ii) xy −· x = xy −· y = 0.
(iii) (x ∧ y)z = xz ∧ yz.
(iv) x ∨ xy = x and x ∧ xy = xy.
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Proof. (i) By Fact 4.1.2(vi), we have x−· x = 0. By (M1), we have 0× x = (x−· x)× x = xx−· xx, which is
0 by Fact 4.1.2(vi). Then by (M4), we have x× 0 = 0.
(ii) By Fact 4.1.2(ii), we have x−· 1 = y−· 1 = 0. Then by (M1) and (i), we have xy−· 1y = xy−· x1 = 0.
By (M2) and (M4), we have 1y = y and x1 = 1x = x, and thus xy −· y = xy −· x = 0.
(iii) By (M1), we have (x ∧ y)z = (x−· (x−· y))z = xz −· (xz −· yz) = xz ∧ yz.
(iv) By (M2), (M4), Fact 4.1.2(v) and (M5), we have x = 1x = x1 = x(1 ∨ y) = x1 ∨ xy = x ∨ xy.
By Fact 4.1.2(iv), (L1), (iii), (M4), and (M2), we have
xy = x(y ∧ 1) = x(1 ∧ y) = x1 ∧ xy = 1x ∧ xy = x ∧ xy.
4.3.2 Lemma. Let M be a model of RV(×). For every x ∈M , the following are equivalent:
(i) xx = x.
(ii) x× ¬x = 0.
(iii) x ∧ ¬x = 0.
(iv) x ∨ ¬x = 1.
Proof. (iii)⇔ (iv): Since “×” is not involved in the statements and (iii)⇔ (iv) holds in models of RV, we
know that it also holds in all models of RV(×).
(i) ⇒ (ii): By (MET), xx = x implies x −· xx = 0. Hence by Fact 4.1.2(iii) and (M1), we have
x× ¬x = x(1−· x) = x−· xx = 0.
(ii)⇒ (iii): By Fact 4.3.1(ii) and Fact 4.1.2(iv), we have x(x∧¬x) = xx∧(x×¬x) = xx∧0 = 0. By (M4),
¬x×x = x×¬x = 0. Then by Fact 4.3.1(ii) and Fact 4.1.2(iv), we have ¬x(x∧¬x) = (¬x×x)∧(¬x)(¬x) =
0 ∧ (¬x)(¬x) = 0. Hence, x(x ∧ ¬x) = ¬x(x ∧ ¬x) = 0. Then by (M5) and Fact 4.1.2(v), we have
(x ∨ ¬x)× (x ∧ ¬x) = x(x ∧ ¬x) ∨ ¬x(x ∧ ¬x) = 0 ∨ 0 = 0. Note that RV |= d(12 −· (x ∨ ¬x),0) = 0. Since
RV(×) |= RV, we have 12 −· (x ∨ ¬x) = 0. Multiplying 12 −· (x ∨ ¬x) = 0 by (x ∧ ¬x) from the right hand
side, by (M1) we have 12 × (x ∧ ¬x) −· (x ∨ ¬x) × (x ∧ ¬x) = 0, whence 12 × (x ∧ ¬x) = 0 by Fact 4.3.1(i)
and (C). Then by (H2), (M2) and Fact 4.1.2(xi), we have that
x ∧ ¬x = 1
2
(x ∧ ¬x)u 1
2
(x ∧ ¬x) = 1
2
× (x ∧ ¬x)u 1
2
× (x ∧ ¬x) = 0u 0 = 0.
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(iii)⇒ (i): By (M3), we have (x×¬x)−· (x∧¬x) = 0, whence x×¬x = 0 by (C). Then by (M2), (M1),
Fact 4.1.2(iii), and (M4), we have x−· xx = 1x−· xx = (1−· x)x = ¬x× x = x×¬x = 0. By Fact 4.3.1(ii),
xx−· x = 0. Then by (MET), we have xx = x.
4.3.3 Remark. Let M be a model of RV(×). By Theorem 4.1.10, we may assume that M is of the form
L1(µ, [0, 1]) for the probability space (Ω,F , µ). Then the set XM = {x ∈ M | x ∧ ¬x = 0} is the set of
characteristic functions in M . Lemma 4.3.2 implies that XM = {x ∈M | xx = x}.
4.3.4 Lemma. Let M be a model of RV(×) and let x, y be elements in M . If xx = x and yy = y, then
x× y = x ∧ y.
Proof. By (M4), Fact 4.3.1(iii) and (iv), we have that x(x ∧ y) = xx ∧ xy = x ∧ xy = xy. By Lemma 4.3.2,
xx = x implies x× ¬x = 0, whence by (M4), ¬x× x = 0. Then by (M4), Fact 4.3.1(ii) and Fact 4.1.2(iv),
we have ¬x(x ∧ y) = (¬x × x) ∧ (¬x × y) = 0 ∧ (¬x × y) = 0. Then by (M5) and Fact 4.1.2(v), we have
(x∨¬x)× (x∧ y) = x(x∧ y)∨¬x(x∧ y) = xy ∨ 0 = xy. By Lemma 4.3.2, xx = x implies x∨¬x = 1. Then
by (M2), (x ∨ ¬x)× (x ∧ y) = 1× (x ∧ y) = x ∧ y. Hence xy = x ∧ y.
Let M be a model of RV(×). By Theorem 4.1.10, we may assume that M is of the form L1(µ, [0, 1])
for the probability space (Ω,F , µ). Throughout this section, let XM denote the set {x ∈ M | xx = x}. By
Lemma 4.3.2, we know that XM is the set of characteristic functions in M . Lemma 4.3.4 tells us that “×”
defines multiplication between characteristic functions in M . Next, we will extend this fact to all random
variables. For all x, y ∈ XM with x × y = 0, by Lemma 4.3.4 we have x × y = x ∧ y = 0. Hence, x and y
correspond two disjoint measurable sets.
4.3.5 Lemma. Let M be a model of RV(×).
(i) For all n ∈ N and all x ∈M , we have x2n = 12n × x.
(ii) If zz = z, then for all x, y ∈M , we have (xu y)z = xz u yz.
(iii) If xx = x, then for all r ∈ D, we have rx = (r1)× x.
(iv) For all r, s ∈ D, we have r1× s1 = (rs)1.
(v) If xx = x and yy = y, then for all r, s ∈ D, we have (rx)× (sy) = (rs)(x× y).
Proof. (i): We use induction on n. When n = 1, this is (M2). Suppose the conclusion holds for all m ≤ n.
Then by (M2), (M6) and the induction assumption, we have
1
2n+1
× x = (1
2
1
2n
)× x = (1
2
× 1
2n
)× x = 1
2
× ( 1
2n
× x) = 1
2
× x
2n
=
1
2
x
2n
=
x
2n+1
.
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(ii): By Lemma 4.3.2 and (M2), it suffices to show (z ∨ ¬z)× ((xu y)z) = (z ∨ ¬z)× (xz u yz). Then
by (M5), it suffices to show z × ((xu y)z) = z × (xz u yz) and ¬z × ((xu y)z) = ¬z × (xz u yz).
By (M4), (M6), Fact 4.1.2(iii), (M1), and (M2), we have
z × ((xu y)z) = ((xu y)z)× z = (xu y)× (zz) = (xu y)z = (¬(¬x−· y))z
=
(
1−· ((1−· x)−· y))z = 1z −· ((1z −· xz)−· yz)
= z −· ((z −· xz)−· yz).
By Fact 4.1.2(iii), (M4), (M1), (M2), and (M6), we have
z × (xz u yz) = z × (¬(¬(xz)−· yz)) = (1−· ((1−· xz)−· yz))× z
= 1z −· ((1z −· xzz)−· yzz)
= z −· ((z −· xz)−· yz).
Hence, z × ((xu y)z) = z × (xz u yz).
By Lemma 4.3.2, zz = z implies z × ¬z = 0. Then by (M4), (M6), and Fact 4.3.1(i), we have
¬z × ((xu y)z) = ((xu y)z)× ¬z = (xu y)× (z × ¬z) = (xu y)× 0 = 0.
By Fact 4.1.2(iii), (M4), (M1), (M2), (M6), Fact 4.3.1(i), (C), and Fact 4.1.2(vi), we have
¬z × (xz u yz) = ¬z × (¬(¬(xz)−· yz)) = (1−· ((1−· xz)−· yz))× ¬z
= 1¬z −· ((1¬z −· (xz)¬z)−· (yz)¬z) = ¬z −· ((¬z −· x(z × ¬z))−· y(z × ¬z))
= ¬z −· ((¬z −· x× 0)−· y × 0) = ¬z −· ((¬z −· 0)−· 0) = ¬z −· ¬z = 0.
Hence, ¬z × ((xu y)z) = ¬z × (xz u yz).
(iii): If r = 0 or 1, by Fact 4.3.1(i) and (M2) this is trivial. Suppose r = m2n , where n ∈ N, 0 < m < 2n,
and 2 - m. Then by (i) and (ii), we have
rx =
x
2n
u · · ·u x
2n︸ ︷︷ ︸
m times
=
1
2n
× xu · · ·u 1
2n
× x︸ ︷︷ ︸
m times
= (
1
2n
u · · ·u 1
2n︸ ︷︷ ︸
m times
)x = (r1)× x.
(iv): If either r or s is 0 or 1, by Fact 4.3.1(i) and (M2) this is trivial. Suppose r = m12n1 , s =
m2
2n2 , where
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n1, n2 ∈ N, 0 < m1 < 2n1 , 0 < m2 < 2n2 , 2 - m1, and 2 - m2. By (iii) and (H5), we have
(r1)× (s1) = r(s1) = r( 1
2n2
u · · ·u 1
2n2︸ ︷︷ ︸
m2 times
)
=
1
2n1
(
1
2n2
u · · ·u 1
2n2︸ ︷︷ ︸
m2 times
)u · · ·u 1
2n1
(
1
2n2
u · · ·u 1
2n2︸ ︷︷ ︸
m2 times
)
︸ ︷︷ ︸
m1 times
=
1
2n1+n2
u · · ·u 1
2n1+n2︸ ︷︷ ︸
m1m2 times
=
m1m2
2n1+n2
1 = (rs)1.
(v): By (M6) and (M4), we have (x × y) × (x × y) = (xx) × (yy) = x × y. Then by (iii), (M6), (M4),
and (iv), we have
(rx)× (sy) = ((r1)× x)× ((s1)× y) = ((r1)× (s1))× (x× y) = ((rs)1)× (xy) = (rs)(x× y).
4.3.6 Lemma. Let M be a model of RV(×) and let x, y ∈ M . If xx = x and xy = 0, then (rx u y)z =
(rx)z u yz, for all z ∈M and all r ∈ D.
Proof. By Lemma 4.3.2 and (M2), it suffices to show (x∨¬x)× ((rxu y)z) = (x∨¬x)× ((rx)zu yz). Then
by (M5), it suffices to show x× ((rxu y)z) = x× ((rx)z u yz) and ¬x× ((rxu yz) = ¬x× ((rx)z u yz).
First, we will show x × ((rx u y)z) = x × ((rx)z u yz) = (rx)z. By Fact 4.1.2(iii), (M1), (M2), and
(M6), we have
x× ((rxu y)z) = x× ((¬(¬(rx)−· y))z) = x× ((1−· ((1−· rx)−· y))z)
= x× (1z −· ((1z −· (rx)z)−· yz)) = x× (z −· ((z −· (rx)z)−· yz))
= xz −· ((xz −· x((rx)z))−· x(yz)) = xz −· ((xz −· (x× (rx))z)−· (xy)z).
Then by xx = x, Lemma 4.3.5(v), xy = 0, Fact 4.3.1(i), (C), Lemma 4.3.5(iii), (M6), and Fact 4.3.1(iv),
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we have
xz −· ((xz −· (x× (rx))z)−· (xy)z) = xz −· ((xz −· (rx)z)−· 0z) = xz −· ((xz −· (rx)z)−· 0)
= xz −· ((xz −· (rx)z)) = (xz) ∧ (rx)z = (xz) ∧ ((r1)× x)z
= (xz) ∧ ((r1)(xz)) = (r1)(xz) = (r1× x)z = (rx)z.
Thus, x× ((rxu y)z) = (rx)z.
Next, let us show x× ((rx)z u yz) = (rx)z. By Fact 4.1.2(iii), (M1), (M4), (M2), and (M6), we have
x× ((rx)z u yz) = x×
(
¬(¬((rx)z)−· yz))
= x×
(
1−· ((1−· (rx)z)−· yz))
= x1−· ((x1−· x((rx)z))−· x(yz))
= x−· ((x−· (x× (rx))z)−· (xy)z)
Then by xx = x, Lemma 4.3.5(v), xy = 0, Fact 4.3.1(i), (C), Lemma 4.3.5(iii), (M6), (M4), and Fact
4.3.1(iv), we have
x−· ((x−· (x× (rx))z)−· (xy)z) = x−· ((x−· (rx)z)−· 0z) = x−· ((x−· (rx)z)−· 0)
= x−· (x−· (rx)z) = x ∧ (r1× x)z
= x ∧ (x× (r1)× z) = x× (r1)× z = (r1× x)z = (rx)z.
Therefore, we have x× ((rxu y)z) = x× ((rx)z u yz) = (rx)z.
Second, we will show ¬x× ((rxu yz) = ¬x× ((rx)z u yz) = (¬x)(yz). By Fact 4.1.2(iii), (M1), (M2),
and (M6), we have
(¬x)× ((rxu y)z) = (¬x)× ((¬(¬(rx)−· y))z) = (¬x)× ((1−· ((1−· rx)−· y))z)
= (¬x)× (1z −· ((1z −· (rx)z)−· yz)) = (¬x)× (z −· ((z −· (rx)z)−· yz))
= (¬x)z −· (((¬x)z −· (¬x)((rx)z))−· (¬x)(yz))
= (¬x)z −· (((¬x)z −· ((¬x)× (rx))z)−· (¬x)(yz)).
By Lemma 4.3.2, xx = x implies x× ¬x = 0. Then by xx = x, Lemma 4.3.5(iii), (M6), (M4), and Fact
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4.3.1(i), we have
(¬x)× (rx) = (¬x)× (r1× x) = (¬x× r1)× x = (r1)× ((¬x)× x) = (r1)× 0 = 0. (4.2)
Then by Equation (4.2), Fact 4.3.1(i), (C), (M6), (M4), and Fact 4.3.1(iv), we have
(¬x)z −· (((¬x)z −· ((¬x)× (rx))z)−· (¬x)(yz)) = (¬x)z −· (((¬x)z −· 0z)−· (¬x)(yz))
= (¬x)z −· (((¬x)z −· 0)−· (¬x)(yz)) = (¬x)z −· ((¬x)z −· (¬x)(yz))
= (¬x)z ∧ (¬x)(yz) = (¬x)z ∧ ((¬x)z)y = ((¬x)z)y = (¬x)(yz).
Thus, (¬x)× ((rxu y)z) = (¬x)(yz).
Next, let us show (¬x)× ((rx)z u yz) = (¬x)(yz). By Fact 4.1.2(iii), (M1), (M4), (M2), (M6), we have
(¬x)× ((rx)z u yz) = (¬x)×
(
¬(¬((rx)z)−· yz))
= (¬x)×
(
1−· ((1−· (rx)z)−· yz))
= (¬x)1−· (((¬x)1−· (¬x)((rx)z))−· (¬x)(yz))
= (¬x)−· (((¬x)−· ((¬x)× (rx))z)−· (¬x)(yz))
Then by Equation (4.2), Fact 4.3.1(i), (C), Lemma 4.3.5(iii), (M6), (M4), and Fact 4.3.1(iv), we have
(¬x)−· (((¬x)−· ((¬x)× (rx))z)−· (¬x)(yz)) = (¬x)−· (((¬x)−· 0z)−· (¬x)(yz))
= (¬x)−· (((¬x)−· 0)−· (¬x)(yz)) = (¬x)−· ((¬x)−· (¬x)(yz))
= (¬x) ∧ (¬x)(yz) = (¬x)(yz).
Therefore, we have (¬x)× ((rxu y)z) = (¬x)× ((rx)z u yz) = (¬x)(yz).
4.3.7 Lemma. Let M be a model of RV(×). For all n ∈ N, all r1, · · · , rn ∈ D, and all x1, · · · , xn, y ∈ M
satisfying xixi = xi for all 1 ≤ i ≤ n and xixj = 0 for all 1 ≤ i 6= j ≤ n, we have
(r1x1 u · · ·u rnxn)y = r1(x1y)u · · ·u rn(xny).
Proof. We use induction on n. When n = 1, by Lemma 4.3.5(iii) and (M6) we have (r1x1)y = (r11×x1)y =
(r11)× (x1y) = r(x1y). Suppose the conclusion holds for all m ≤ n−1. By (M4), the induction assumption,
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Lemma 4.1.6(vii), and Fact 4.1.2(xi), we have
xn(r1x1 u · · ·u rn−1xn−1) = (r1x1 u · · ·u rn−1xn−1)xn = r1(x1xn)u · · ·u rn−1(xn−1xn)
= r10u · · ·u rn−10 = 0u · · ·u 0 = 0.
Then by (P3), Fact 4.1.2(ix), Lemma 4.3.6 and the induction assumption, we have
(r1x1 u · · ·u rnxn)y =
(
rnxn u (r1x1 u · · ·u rn−1xn−1)
)
y = (rnxn)y u (r1x1 u · · ·u rn−1xn−1)y
= rn(xny)u (r1(x1y)u · · ·u rn−1(xn−1y))
= (r1(x1y)u · · ·u rn−1(xn−1y))u rn(xny)
= r1(x1y)u · · ·u rn(xny).
4.3.8 Lemma. Let M be a model of RV(×). Let x = (x1, · · · , xm) and y = (y1, · · · , yn) be tuples in M .
Suppose x and y are partitions of 1. That is, xixi = xi for all 1 ≤ i ≤ m, yjyj = yj for all 1 ≤ j ≤ n,
xi × xi′ = yj × yj′ = 0 for all 1 ≤ i 6= i′ ≤ m, 1 ≤ j 6= j′ ≤ n, and x1 u · · ·u xm = y1 u · · ·u yn = 1. Then
for all r1, · · · , rm, s1, · · · , sn ∈ D, we have
(r1x1 u · · ·u rmxm)× (s1y1 u · · ·u snyn)
= (r1s1)(x1y1)u · · ·u (r1sn)(x1yn)u · · ·u (rms1)(xmy1)u · · ·u (rmsn)(xmyn).
On the right hand side of the equation, there are mn many terms, being of the forms (risj)(xiyj) for all
1 ≤ i ≤ m and 1 ≤ j ≤ n.
Proof. For all 1 ≤ i ≤ m, by (M4) and Lemma 4.3.7 we have
(rixi)× (s1y1 u · · ·u snyn) = (s1y1 u · · ·u snyn)× (rixi) = s1(y1(rixi))u · · ·u sn(yn(rixi)).
For all 1 ≤ j ≤ n, by Lemma 4.3.5(iii), (v), (M2), and (M4) we have
sj(yj(rixi)) = (sj1)× (yj × (rixi)) = (sj1)× (ri(yj × xi)) = (sjri)(1× (yj × xi)) = (risj)(xiyj).
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Hence,
(rixi)× (s1y1 u · · ·u snyn) = (ris1)(xiy1)u · · ·u (risn)(xiyn).
The rest follows from Lemma 4.3.7, Lemma 4.1.4(ii) and induction.
4.3.9 Theorem. Let M be a model of RV(×). Then M is LRV(×)-isomorphic to
(
L1
(
µ, [0, 1]
)
,0,¬,−· , 1
2
,×, I, d
)
,
where (Ω,F , µ) is a probability space.
Proof. By Theorem 4.1.10, we may assume M = L1(µ, [0, 1]), where (Ω,F , µ) is a probability space. By
Lemmas 4.3.4 and 4.3.8, we know that “×” on M is multiplication for all D-valued simple functions. From
real analysis, we know that the set of all D-valued simple functions is dense in M = L1(µ, [0, 1]). Because
“×” and the usual multiplication function on M are continuous, we know that “×” on M is exactly the
multiplication function between random variables.
Let ARV(×) denote the theory consisting of axioms in RV(×) together with Axiom (NA) in ARV.
4.3.10 Corollary. Let M be a model of ARV(×). Then M is LRV(×)-isomorphic to
(
L1
(
µ, [0, 1]
)
,0,¬,−· , 1
2
,×, I, d
)
,
where (Ω,F , µ) is an atomless probability space.
Proof. This follows from Theorem 4.3.9 and Corollary 4.1.13.
4.3.11 Remark. By Beth’s Definability Theorem (Theorem 1.6.8), Theorem 4.3.9 and Corollary 4.3.10,
“×” is defined over LRV in both RV(×) and ARV(×). Thus, RV(×) (resp.ARV(×)) is an extension by
definitions of RV (resp.ARV). The fact that “×′′ is uniformly definable was showed in Ben Yaacov [2,
Lemma 2.13] in every model of his theory RV(BY), and hence the same is true in every model of our theory
RV. By Corollary 1.6.9, the class of LRV(×)-expansions of models of RV is axiomatizable, and its theory is
an extension by definitions of the LRV-theory RV. But here, we give an explicit set of axioms for the theory
of this class of expansions.
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Chapter 5
Model theory of random variable
structures
This chapter is a continuation of Chapter 4. In this chapter, we make a comprehensive study of the model
theory of random variable structures, which was initiated by Ben Yaacov in [2]. It is the most important
chapter of this thesis. In Section 5.1, Theorem 5.1.1 shows how to generate a natural random variable
structure from a probability algebra. In Section 5.2, we give a detailed proof of Theorem 5.2.3 from [2],
which presents basic properties of ARV. In Section 5.3, we study the type spaces of ARV. Our main results
are two explicit formulas for the d∗-metric between types in ARV; see Theorems 5.3.9 and 5.3.14. A new
proof of an integral formula for the Wasserstein distance between probability measures on the real line is
given in Section 5.4. In Section 5.5, we characterize the saturated models of ARV. In Section 5.6, we
give a proof of a result from Ben Yaacov [2] that ARV is ω-stable and that describes its model theoretic
independence notion in probabilistic terms. In Section 5.7, we characterize the d-finite tuples in ARV and give
some applications. In Section 5.8, we define conditional Wasserstein distances. Our definition of conditional
Wasserstein distances generalizes the definition of Wasserstein distances.
5.1 Probability algebras and random variable structures
In this section, we will prove that every probability algebra determines a unique random variable structure
up to isomorphism.
Let (A , µ) be the probability algebra associated to the probability space (Ω,F , µ). Then for all a ∈ A ,
there exists F ∈ F such that a = [F ]µ. Let D denote the set of the dyadic numbers in [0, 1] and let
L1
(
(Ω,F , µ),D) denote the set of equivalence classes of D-valued simple functions in L1((Ω,F , µ),D). Note
that L1
(
(Ω,F , µ),D) is an LRV-prestructure which is dense in the LRV-structure L1((Ω,F , µ), [0, 1]).
5.1.1 Theorem. Let (A , µ) and (A ′, µ′) be probability algebras associated to probability spaces (Ω,F , µ)
and (Ω′,F ′, µ′) respectively. Every LPr-isomorphism ψ : A → A ′ induces an LRV-isomorphism
R(ψ) : L1
(
(Ω,F , µ), [0, 1])→ L1((Ω′,F ′, µ′), [0, 1]).
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On the other hand, every LRV-isomorphism
Ψ: L1
(
(Ω,F , µ), [0, 1])→ L1((Ω′,F ′, µ′), [0, 1])
induces an LPr-isomorphism P (Ψ): A → A ′. Moreover, R(P (Ψ)) = Ψ and P (R(ψ)) = ψ.
Proof. We define pi : A → L1((Ω,F , µ), {0, 1}) by pi([a]µ) = [χa]a.s. for all [a]µ ∈ A , where a ∈ F . It
is clear that pi is well-defined and injective. For each equivalence class [f ]a.s. of a characteristic function
f : Ω → [0, 1], there exists F ∈ F such that f = χF , whereby pi([F ]µ) = [χF ]a.s. = [f ]a.s.. Therefore pi
defines a bijective mapping from A to L1
(
(Ω,F , µ), {0, 1}). By Proposition 4.1.3, we know that pi is an
LPr-isomorphism. Similarly, the mapping pi
′ : A ′ → L1((Ω′,F ′, µ′), {0, 1}) defined by pi′([a′]µ) = [χa′ ]a.s.
for all [a′]µ ∈ A ′, where a′ ∈ F ′, is also an LPr-isomorphism.
Then for every LPr-isomorphism ψ : A → A ′, there is the following LPr-isomorphism
ϕ := pi′ ◦ ψ ◦ pi−1 : L1((Ω,F , µ), {0, 1})→ L1((Ω′,F ′, µ′), {0, 1}).
Note that
L1
(
(Ω,F , µ),D) = { n∑
i=1
di[χFi ]a.s. | n ∈ N, di ∈ D and Fi ∈ F for each i, µ(Fi ∩ Fj) = 0 whenever i 6= j}.
We define
Ψ0 : L
1
(
(Ω,F , µ),D)→ L1((Ω′,F ′, µ′),D)
by Ψ0(f) :=
∑n
i=1 diϕ([χFi ]a.s.), where f =
∑n
i=1 di[χFi ]a.s., n ∈ N, di ∈ D and Fi ∈ F for all 1 ≤ i ≤ n,
and µ(Fi ∩ Fj) = 0 for all 1 ≤ i 6= j ≤ n. By Proposition 4.1.8, Ψ0 is an LRV-embedding. Since ϕ is an LPr-
isomorphism, we have that Ψ0 is surjective, whereby it is an LRV-isomorphism between LRV-prestructures.
Since L1
(
(Ω,F , µ),D) and L1((Ω′,F ′, µ′),D) are dense in L1((Ω,F , µ), [0, 1]) and L1((Ω′,F ′, µ′), [0, 1]) re-
spectively, Ψ0 induces an LRV-isomorphism Ψ: L
1
(
(Ω,F , µ), [0, 1]) → L1((Ω′,F ′, µ′), [0, 1]). Then Ψ is our
desired R(ψ). Note that Ψ is uniquely determined by ϕ.
On the other hand, for all LRV-isomorphisms
Ψ: L1
(
(Ω,F , µ), [0, 1])→ L1((Ω′,F ′, µ′), [0, 1]),
we write ϕ for the restriction of Ψ to L1
(
(Ω,F , µ), {0, 1}). Then note that L1((Ω,F , µ), {0, 1}) and
L1
(
(Ω′,F ′, µ′), {0, 1}) are zeroset of I(x ∧ ¬x) = 0 in L1((Ω,F , µ), [0, 1]) and L1((Ω′,F ′, µ′), [0, 1]) re-
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spectively, so we have that
ϕ : L1
(
(Ω,F , µ), {0, 1})→ L1((Ω′,F ′, µ′), {0, 1})
is a bijection. By Proposition 4.1.3, we know that
(L1
(
(Ω,F , µ), {0, 1}),0,1,¬,∧,∨, µ)
and
(L1
(
(Ω′,F ′, µ′), {0, 1}),0,1,¬,∧,∨, µ′)
are models of Pr. Since Ψ is an LRV-isomorphism, we have that ϕ is an LPr-isomorphism and it is uniquely
determined by Ψ. We define ψ : A → A ′ by ψ := pi′−1 ◦ ϕ ◦ pi. Because Ψ is an LRV-isomorphism, ϕ is
an LRV-isomorphism, and pi, pi
′ are LPr-isomorphism, we have that ψ is an LPr-isomorphism, which is our
desired P (Ψ).
From the construction of R(ψ) and P (Ψ), we see that
ϕ = pi′ ◦ ψ ◦ pi−1 : L1((Ω,F , µ), {0, 1})→ L1((Ω′,F ′, µ′), {0, 1})
uniquely determines Ψ: L1
(
(Ω,F , µ), [0, 1])→ L1((Ω′,F ′, µ′), [0, 1]) and vice versa, and thus P (R(ψ)) = ψ
and R(P (Ψ)) = Ψ.
5.1.2 Remark. Let (A , µ) be the probability algebra associated to the probability space (Ω,F , µ). By Theo-
rem 5.1.1, the LRV-structure L
1
(
(Ω,F , µ), [0, 1]) is determined by the probability algebra (A , µ) up to LRV-
isomorphism. We define L1(A , [0, 1]) to be the LRV-structure L1
(
(Ω,F , µ), [0, 1]).
5.2 Basic model theoretic properties of RV and ARV
In this section, we prove basic properties of the theory of atomless random variable structures that are taken
from Ben Yaacov [2].
5.2.1 Lemma ([2]). For all continuous functions ϕ : [0, 1]n → [0, 1], there is a sequence of LRV-terms(
tk(x)
)
k∈N such that for all models M of RV, we have that tMk (x) uniformly converges to ϕM(x), where
ϕM : Mn → [0, 1] is defined by ϕM(f) = ϕ(f) for all f ∈Mn.
Proof. This follows from [2, Lemma 2.13].
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5.2.2 Lemma ([2]). Let M be a model of RV and f, g ∈Mn. Then tpqfM(f) = tpqfM(g) if and only if f and
g have the same joint distribution as random variables.
Proof. This is [2, Lemma 2.15].
The following theorem includes basic properties of the theory ARV.
5.2.3 Theorem ([2, Theorem 2.17]). Let M = L1((Ω,F , µ), [0, 1]) be a model of ARV. Then
(i) The theory ARV is complete and separably categorical.
(ii) The theory ARV admits quantifier elimination.
(iii) The universal part of ARV is RV, and ARV is the model completion of RV.
(iv) If A ⊆ M , then dcl(A) = acl(A) = L1((Ω, σ(A), µ), [0, 1]) ⊆ M , where σ(A) is the σ-algebra of
measurable sets generated by the random variables in A.
(v) Two tuples f and g in Mn have the same type over a set A ⊆ M if and only if they have the same
joint conditional distribution over σ(A).
Proof. (i) LetM′ = L1((Ω′,F ′, µ′), [0, 1]) andM = L1((Ω,F , µ), [0, 1]) be separable models of ARV. Let F̂ ′
and F̂ be the probability algebras associated to the probability spaces (Ω′,F ′, µ′) and (Ω,F , µ) respectively.
Then F̂ ′ and F̂ are separable models of APr. By Theorem 3.1.3 (i), F̂ is LPr-isomorphic to F̂ ′. By Theorem
5.1.1, we have that M is LRV-isomorphic to M′. Hence ARV is separably categorical, whereby complete.
(ii) Let f and g be n-tuples in a κ-universal domain M for ARV for an uncountable cardinal κ, and
assume tpqf(f) = tpqf(g). Suppose that M = L1((Ω,F , µ), [0, 1]). By Lemma 5.2.1, for all continuous
ψ : [0, 1]n → [0, 1], we have I(ψ(f)) = I(ψ(g)), whereby f and g have the same joint distribution. Let
D denote the set of the dyadic numbers in [0, 1]. Let D × n denote the set {(r, i) | r ∈ D, 1 ≤ i ≤ n}.
We write ar,i for the event {fi ≤ r} and br,i for the event {gi ≤ r}, where (r, i) ∈ D × n. Since f and
g have the same joint distribution, tpAPr,qf
({ar,i}(r,i)∈D×n) = tpAPr,qf({br,i}(r,i)∈D×n). By Theorem 3.1.3,
the theory APr eliminates quantifiers. Thus, tpAPr
({ar,i}(r,i)∈D×n) = tpAPr({br,i}(r,i)∈D×n). Since M is a
κ-universal domain and F̂ is a uniformly definable subset by Proposition 4.1.3, we know that F̂ is a κ-
universal domain for APr. Because κ is uncountable, there is ϕ ∈ Aut(F̂) such that ϕ(ar,i) = br,i for every
(r, i) ∈ D × n. By Theorem 5.1.1, ϕ induces an LRV-isomorphism Φ ∈ Aut(M) such that 1ϕ(A) = Φ(1A)
for every A ∈ F̂ . Then for every (r, i) ∈ D × n, we know that Φ(1ar,i) = 1br,i ; i.e., Φ(1{fi≤r}) = 1{gi≤r}.
By the definition of the Lebesgue integral, we have that
∫
Ω
|Φ(fi) − gi|dµ = 0 for each i ≤ n. Thus
93
d
(
Φ(f), g
)
= max1≤i≤n d
(
Φ(fi), gi
)
= 0, whereby Φ(f) = g. Hence tp(f) = tp(g). Then by Theorem 1.10.4,
ARV admits quantifier elimination.
(iii) By Corollary 4.1.12, we know that RV is a universal theory. By Theorem 4.1.10 and Corollary
4.1.13, we have that the RV-substructures of models of ARV are precisely the models of RV. Therefore the
theory RV is the universal part of the theory ARV. Then by (ii) and Proposition 1.10.5, we know that ARV
is the model completion of RV.
(iv) By Lemma 5.2.1, one has that for every n ∈ N and every continuous ϕ : [0, 1]n → [0, 1], there
is a sequence of LRV-terms (tk,ϕ)k∈N such that tMk,ϕ uniformly converges to ϕ
M. For all a1, · · · , an ∈ A
and all k ∈ N, note that d(x, tk,ϕ(a1, · · · , an)) is an LRV(A)-formula. Since tMk,ϕ(a1, · · · , an) converges to
ϕM(a1, · · · , an), we have that dM(x, tMk,ϕ(a1, · · · , an)) uniformly converges to dM(x, ϕM(a1, · · · , an)). That
is d(x, ϕ(a1, · · · , an)) is definable over A. Hence, ϕ(a1, · · · , an) is in dcl(A). Therefore
{ϕ(a1, · · · , an) | n ∈ N, ϕ ∈ C([0, 1]n, [0, 1]), a1, · · · , an ∈ A} ⊆ dcl(A).
Then by Proposition 1.6.11, one has dcl
({ϕ(a1, · · · , an) | n ∈ N, ϕ ∈ C([0, 1]n, [0, 1]), a1, · · · , an ∈ A}) ⊆
dcl(A). Since the set {ϕ(a1, · · · , an) | n ∈ N, ϕ ∈ C([0, 1]n, [0, 1]), a1, · · · , an ∈ A} is dense in the space
L1
(
(Ω, σ(A), µ), [0, 1]
)
, one has
dcl
({ϕ(a1, · · · , an) | n ∈ N, ϕ ∈ C([0, 1]n, [0, 1]), a1, · · · , an ∈ A}) ⊇ L1((Ω, σ(A), µ), [0, 1]),
whereby L1
(
(Ω, σ(A), µ), [0, 1]
) ⊆ dcl(A) ⊆ acl(A).
Let f be in acl(A). As shown above, L1
(
(Ω, σ(f), µ), [0, 1]
) ⊆ dcl(f) ⊆ dcl(acl(A)). For every B ∈ σ(f),
one has 1B ∈ dcl(acl(A)). By Proposition 1.6.11, one has acl(A) ⊆ dcl(acl(A)) ⊆ acl(acl(A)) = acl(A),
whereby 1B ∈ acl(A). Suppose that B is not in σ(A). Consider a κ-universal domain B |= APr where κ
is uncountable, σ(A) is small, and σ(A)  B. Let Aut(B | σ(A)) denote the set of all LPr-automorphisms
of B that fix σ(A) pointwise. By Theorem 3.1.3 and Proposition 1.6.10, one has that the orbit set {Φ(B) |
Φ ∈ Aut(B | σ(A))} has density character ≥ κ. Every Φ ∈ Aut(B | σ(A)) induces an LRV-automorphism
of L1(B, [0, 1]) that fixes A pointwise. Let Aut
(
L1(B, [0, 1]) | A) denote those induced LRV-automorphism.
Then the orbit set {ψ(1B) | ψ ∈ Aut
(
L1(B, [0, 1]) | A)} also has density character ≥ κ. Consequently, this
orbit set is not compact in L1(B, [0, 1]), whereby the realization of tp(1B/A) is not compact in L1(B, [0, 1]).
Hence 1B is not A-algebraic; i.e., 1B /∈ acl(A), which is a contradiction. Therefore, B ∈ σ(A) for every
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B ∈ σ(f), whereby f is σ(A)-measurable. Hence
acl(A) ⊆ L1((Ω, σ(A), µ), [0, 1]) ⊆ dcl(A) ⊆ acl(A).
(v) By (iv), one has tp(h/A) = tp(h/σ(A)) for every h ∈ Mn. When σ(A) is finite, say σ(A) =
{B1, · · · , Bm}. Let dist(h | σ(A)) denote the joint conditional distribution of h over σ(A) for h ∈Mn. Then
dist(f | σ(A)) = dist(g | σ(A)) if and only if dist(f,1B1 , · · · ,1Bm) = dist(g,1B1 , · · · ,1Bm). By Lemma
5.2.2 and (ii), one has dist(f,1B1 , · · · ,1Bm) = dist(g,1B1 , · · · ,1Bm) if and only if tp(f,1B1 , · · · ,1Bm) =
tp(g,1B1 , · · · ,1Bm), which is equivalent to tp(f/A) = tp(g/A). In the case when σ(A) is infinite, we
consider the set of all finite subalgebras of σ(A), denoted by {At | t ∈ T} where T is an index set. One
has that tp(f/σ(A)) = tp(g/σ(A)) if and only if tp(f/At) = tp(g/At) for all t ∈ T . We just proved that
tp(f/At) = tp(g/At) if and only if dist(f | At) = dist(g | At). Also one has dist(f | σ(A)) = dist(g | σ(A))
if and only if dist(f | At) = dist(g | At) for all t ∈ T . Hence tp(f/σ(A)) = tp(g/σ(A)) if and only if
dist(f | σ(A)) = dist(g | σ(A)).
5.2.4 Remark. We follow [2] for the detailed proofs of (i), (ii), (iii), and (v), while our proof for (iv) is
different.
For all t = (t1, · · · , tn) ∈ [0, 1]n, define Bt := [0, t1)× · · · × [0, tn).
5.2.5 Lemma. Let M1 and M2 be models of RV and let Ψ: M1 →M2 be an LRV-embedding. Then for all
n ∈ N and all a ∈Mn1 , we have
(i) Ψ(1a∈Bt) = 1Ψ(a)∈Bt for all t ∈ [0, 1]n.
(ii) Ψ(ϕ(a)) = ϕ(Ψ(a)) for all continuous ϕ : [0, 1]n → [0, 1].
Proof. (i): For all t = (t1, · · · , tn) ∈ [0, 1]n, and all variables x = (x1, · · · , xn), define gt(x) to be min{t11−·
x1, · · · , tn1 −· xn}. Let gtm(x) denote gt(x)u · · ·u gt(x)︸ ︷︷ ︸
m times
for all m ∈ N. Then gtm(x) is an LRV-term. Note
that for every model M of RV and a = (a1, · · · , an) ∈Mn, we have
lim
m→∞ g
t
m(a) = 1{a1<t1,··· ,an<tn} = 1a∈Bt
where the limit is the almost sure pointwise limit of random variables. Then by the dominated convergence
theorem, the limit of (gtm(a))m∈N in the sense of the metric of M (i.e., L
1-metric) is 1a∈Bt .
95
Since Ψ is an LRV-embedding, we have Ψ(g
t
m(a)) = g
t
m(Ψ(a)) for all t ∈ [0, 1]n, all m ∈ N and all a ∈Mn1 .
Since Ψ is continuous, we have Ψ(limm→∞ gtm(a)) = limm→∞ g
t
m(Ψ(a)), whereby Ψ(1a∈Bt) = 1Ψ(a)∈Bt for
all t ∈ [0, 1]n and all a ∈Mn1 .
(ii): By Lemma 5.2.1, we know that for every continuous ϕ : [0, 1]n → [0, 1], there is a sequence of
LRV-terms (tk,ϕ)k∈N such that tMk,ϕ uniformly converges to ϕ
M for all models M of RV. Since Ψ is an
LRV-embedding, for every continuous ϕ : [0, 1]
n → [0, 1] and every k ∈ N, we have d(Ψ(b), tk,ϕ(Ψ(a))) =
d(b, tk,ϕ(a)) for all a ∈ Mn1 and all b ∈ M1. Letting k go to ∞, we have d(Ψ(b), ϕ(Ψ(a))) = d(b, ϕ(a)), and
thus Ψ(ϕ(a)) = ϕ(Ψ(a)) for all a ∈Mn1 .
5.3 On type spaces of ARV
In this section we investigate the type spaces of ARV. First, we present the results from [3] about the logic
topology on the type spaces of ARV. Then, we study the metric topology on types. Our main results are
Theorems 5.3.9 and 5.3.14.
The logic topology on types
Here, we introduce the results from [3] to connect the logic topology with the topology of weak conver-
gence. We begin by defining some notions of convergence of distributions from probability theory, e.g., weak
convergence and strong convergence. We follow the definitions in [8].
5.3.1 Definition. Let A be a probability algebra. An n-dimensional conditional distribution over A ,
µ, is an L1
(
A , [0, 1]
)
-valued Borel probability measure on Rn. More precisely, it satisfies the following:
• µ(B) ≥ 0 a.s. for all Borel sets B ⊆ Rn.
• µ(Rn) = 1 a.s.
• µ(⋃∞i=1Bi) = ∑∞i=1 µ(Bi) a.s. for all disjoint Borel sets B1, B2, · · · ⊆ Rn.
Let DRn(A ) denote the space of all n-dimensional conditional distributions over A . For every Borel set
B ⊆ Rn, we denote by DB(A ) the space of all n-dimensional conditional distributions over A which, as
measures, are supported by B.
Note that the n-dimensional conditional distributions over ∅ are exactly the n-dimensional distributions.
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Let f be an n-tuple of real-valued random variables. The (joint) conditional distribution of f over A ,
denoted here by µ = dist(f | A ), is the n-dimensional conditional distribution over A given by
µ(B) = P(f ∈ B | A ) for all Borel sets B ⊆ Rn.
A net (fi)i∈I ⊆ L1
(
A , [0, 1]
)
converges weakly to f if for every g ∈ L∞(A , [0, 1]), we have E(fig) →
E(fg). We say the net (fi)i∈I converges strongly to f if it converges in L1.
Now we introduce the definitions of weak and strong convergence of conditional distributions.
5.3.2 Definition. Let µ, (µi)i∈N be n-dimensional conditional distributions over A . We say the sequence
(µi)i∈N converges weakly (resp. strongly) to µ if for every x with µ({x}) = 0, we have µi
(
(−∞, x])
converges weakly (resp. strongly) to µ
(
(−∞, x]).
5.3.3 Theorem ([3]). Let f be an n-tuple in a model M of ARV and let A be a subset of M . Let A denote
σ(A), the σ-algebra of measurable sets generated by the random variables in A. Then the joint conditional
distribution dist(f | A ) only depends on tp(f/A). Moreover, the mapping
ζ : Sn(A)→ D[0,1]n(A )
tp(f/A) 7→ dist(f | A )
is a homeomorphism between Sn(A) equipped with the logic topology and D[0,1]n(A ) equipped with the topology
of weak convergence.
Proof. This is [3, Theorem 4.3].
From now on, because of the above theorem, we may use ζ to identify Sn(A), the set of n-types over A
with D[0,1]n
(
σ(A)
)
, the set of n-dimensional conditional distributions over σ(A).
5.3.4 Theorem ([3]). Let A be a set of parameters, and identify Sn(A) with D[0,1]n
(
σ(A)
)
. Then the metric
topology on types and the topology of strong convergence of conditional distributions agree.
Proof. This is [3, Theorem 4.9].
The metric topology on types
Here, we study the d-metric and the d∗-metric between types with connections to Wasserstein distances.
The main results are two explicit formulas for the d-metric and the d∗-metric between types. Theorem 5.3.9
is for a special case and Theorem 5.3.14 is for the most general case.
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We first show a theorem concerning the relation between Wasserstein spaces and type spaces of ARV.
Fix a signature L for metric structures and an consistent L-theory T . Let M be a model of T and A ⊆M .
Denote the L(A)-structure (M, a)a∈A by MA, and set TA to be the L(A)-theory of MA.
5.3.5 Definition. For each n ≥ 1, let a = (a1, · · · , an) and b = (b1, · · · , bn) be in a metric structure Mn,
we define d∗(a, b) to be
∑n
i=1 d(ai, bi). Let TA be as above and let MA = (M, a)a∈A be any model of TA in
which every type in Sn(TA) is realized. For all p, q ∈ Sn(TA), we define d∗(p, q) to be
inf
{ n∑
i=1
d(bi, ci) | MA |= p[b1, · · · , bn] and MA |= q[c1, · · · , cn]
}
.
Note that d(a, b) ≤ d∗(a, b) ≤ nd(a, b) and d(p, q) ≤ d∗(p, q) ≤ nd(p, q). This new metric therefore defines
the same topology on type spaces as the usual metric. Model theoretic results such as the Ryll-Nardzewski
Theorem for metric structures only depend on the metric topology on type spaces, so this new metric is
adequate for model theoretic purposes. The reason for us to prefer this metric is the following:
5.3.6 Theorem. Let f be an n-tuple in a model M of ARV. Suppose M = L1(µ, [0, 1]) for the atomless
probability space (Ω,F , µ). Then dist(f) is a probability measure on [0, 1]n. Moreover, the mapping
ηn : Sn(ARV )→ P1
(
[0, 1]n
)
tp(f) 7→ dist(f)
is an isometric isomorphism between
(
Sn(ARV ), d
∗) and (P1([0, 1]n),W1), where the metric on which the
definition of W1 depends is defined by
d∗[0,1]n(a, b) =
n∑
i=1
|ai − bi|, for all a, b ∈ [0, 1]n.
Proof. By Theorem 5.3.3, we know that ηn is well-defined and bijective. Let f and g be n-tuples in M .
W1
(
dist(f),dist(g)
)
= inf
{
E
( n∑
i=1
|Xi − Yi|
)
: dist(X) = dist(f),dist(Y ) = dist(g)
}
= inf
{ n∑
i=1
E
(|Xi − Yi|) : dist(X) = dist(f),dist(Y ) = dist(g)}
= d∗
(
tp(f), tp(g)
)
.
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5.3.7 Corollary. Let f be an n-tuple in a model M of ARV. Suppose M = L1(µ, [0, 1]) for the atomless
probability space (Ω,F , µ). Then dist(f) is a probability measure on [0, 1]n. Moreover, the mapping
ηn : Sn(ARV )→ P1
(
[0, 1]n
)
tp(f) 7→ dist(f)
is bijective and bi-Lipschitz between
(
Sn(ARV ), d
)
and
(
P1
(
[0, 1]n
)
,W1
)
, where the metric on which the
definition of W1 depends is defined by
d[0,1]n(a, b) = max
1≤i≤n
|ai − bi|, for all a, b ∈ [0, 1]n.
In particular, when n = 1, η1 is an isometry.
Proof. This follows from Theorem 5.3.6 and the fact that d(p, q) ≤ d∗(p, q) ≤ nd(p, q) for all p, q ∈ Sn(ARV ).
Now we apply model theory to prove the following result, which will be used in the proof of Theorem
5.3.9.
5.3.8 Proposition. Let (Ω,F , µ) be an atomless probability space and let f, g : Ω → [0, 1] be random vari-
ables. Suppose µ
(
supp(f)
) ≤ µ(supp(g)).
(i) There are random variables f˜ , g˜ : Ω→ [0, 1] such that dist(f˜) = dist(f), dist(g˜) = dist(g), and d(f˜ , g˜) =
W1
(
dist(f),dist(g)
)
. Moreover, for any such random variables f˜ and g˜, one has supp(f˜) ⊆ supp(g˜)
up to a null set.
(ii) Let A ⊆ B be in F with µ(A) = µ(supp(f)) and µ(B) = µ(supp(g)). Then there are f ′, g′ : Ω→ [0, 1]
satisfying:
• supp(f ′) = A and supp(g′) = B;
• dist(f) = dist(f ′) and dist(g) = dist(g′);
• d(f ′, g′) = W1
(
dist(f ′),dist(g′)
)
.
Proof. (i): By Theorem 5.2.3, the theory ARV is separably categorical. Hence there are f˜ , g˜ : Ω → [0, 1]
such that tp(f) = tp(f˜), tp(g) = tp(g˜), and d(f˜ , g˜) = d(tp(f), tp(g)). Then by Theorem 5.2.3 and Theorem
5.3.6, one has that dist(f˜) = dist(f), dist(g˜) = dist(g), and d(f˜ , g˜) = d∗(f˜ , g˜) = W1
(
dist(f),dist(g)
)
.
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Suppose supp(f˜) is not contained in supp(g˜) up to a null set. Let D = supp(f˜)\supp(g˜), so µ(D) > 0.
Since dist(f) = dist(f˜) and dist(g) = dist(g˜), one has that µ(supp(f˜)) = µ(supp(f)) ≤ µ(supp(g˜)) =
µ(supp(g)). Because Ω is atomless, there is a measurable set C ⊆ supp(g˜)\supp(f˜) such that µ(C) = µ(D).
Let ΩC and ΩD denote the probability spaces (C,F  C, µ˜) and (D,F  D, µ˜) respectively, where µ˜ =
µ
µ(C) =
µ
µ(D) . Then f˜  D ∈ L1(ΩD, [0, 1]). By Theorem 5.2.3, the theory ARV is separably categorical, so
all types in Sn(ARV ) are realized in any model of ARV. Thus tp(f˜  D) is realized in L1(ΩC , [0, 1]), say by
h : C → [0, 1]. Then by Theorem 5.2.3, dist(h) = dist(f˜  D). We define f˜ ′ : Ω→ [0, 1] as follows:
f˜ ′(ω) =

h(ω) ω ∈ C
0 ω ∈ D
f˜(ω) elsewhere
Then dist(f˜) = dist(f˜ ′), since µ(C) = µ(D) and dist(h) = dist(f˜  D). Furthermore,
d(f˜ ′, g˜) =
∫
Ω
|f˜ ′ − g˜|dµ =
∫
Ω\(C∪D)
|f˜ ′ − g˜|dµ+
∫
C
|f˜ ′ − g˜|dµ+
∫
D
|f˜ ′ − g˜|dµ
=
∫
Ω\(C∪D)
|f˜ − g˜|dµ+
∫
C
|h− g˜|dµ+
∫
D
|0− g˜|dµ
<
∫
Ω\(C∪D)
|f˜ − g˜|dµ+
∫
C
(h+ g˜)dµ+ 0
=
∫
Ω\(C∪D)
|f˜ − g˜|dµ+
∫
C
g˜dµ+
∫
D
f˜dµ
=
∫
Ω\(C∪D)
|f˜ − g˜|dµ+
∫
C
|f˜ − g˜|dµ+
∫
D
|f˜ − g˜|dµ
=
∫
Ω
|f˜ − g˜|dµ = d(f˜ , g˜) = W1(dist(f),dist(g)).
By Corollary 5.3.7, this contradicts the fact that dist(f˜ ′) = dist(f) and dist(g˜) = dist(g).
(ii): By (i), there are random variables f˜ , g˜ : Ω → [0, 1] such that dist(f˜) = dist(f), dist(g˜) = dist(g),
and d(f˜ , g˜) = W1
(
dist(f),dist(g)
)
. Moreover, supp(f˜) ⊆ supp(g˜) up to a null set. Let C = supp(f˜),
D = supp(g˜), and assume that C ⊆ D. Then, one has that µ(C) = µ(A) and µ(D) = µ(B). Since F is
atomless, there is an atomless and countably σ-generated σ-subalgebra F0 of F which contains A,B,C,D.
Let A = σ(C ∪ D) be the σ-subalgebra σ-generated by C and D in F0. Then we define ϕ : A → F0
by ϕ(C) = A and ϕ(D) = B. Since F0 is atomless and countably σ-generated, F0 is a homogeneous
probability algebra. By Corollary 2.2.13, ϕ extends to an LPr-automorphism Φ of F0. Naturally, Φ induces
an LRV-automorphism of L
1
(
(Ω,F0, µ), [0, 1]
)
; we still call it Φ. Let f ′ = Φ(f˜) and g′ = Φ(g˜). Then
dist(f ′) = dist(f˜), dist(g′) = dist(g˜), and d(f ′, g′) = d(f˜ , g˜). Moreover, supp(f ′) = A and supp(g′) = B.
100
Next, for a special case, we prove an explicit formula for the d-metric between types.
5.3.9 Theorem. Let κ be an uncountable cardinal. Let M |= ARV be a κ-universal domain of the form(
L1(µ, [0, 1]),¬, 12 , ·,−· , I
)
, where (Ω,F , µ) is an atomless probability space. Suppose C ⊆ M = L1(µ, [0, 1])
is a small subset; let C be the σ-algebra of measurable sets generated by the random variables in C. Let
a = (a1, · · · , an) ∈Mn and b = (b1, · · · , bn) ∈Mn be disjointly supported; i.e., they satisfy ai ·aj = bi ·bj = 0
whenever i 6= j and 1 ≤ i, j ≤ n. Then
d
(
tp(a/C), tp(b/C)
)
= max
1≤i≤n
∫ 1
0
∥∥P(ai > t | C)− P(bi > t | C)∥∥1dt, (5.1)
where ‖ · ‖1 is the L1-norm.
Proof. Case 1: We first consider the case in which C = ∅. By definition,
d
(
tp(a), tp(b)
)
= inf
{
max
1≤i≤n
I
(|xi − yi|) : x, y ∈M,x |= tp(a), and y |= tp(b)}.
Then
d
(
tp(a), tp(b)
)
= inf
{
max
1≤i≤n
I
(|xi − yi|) : x, y ∈M,x |= tp(a), and y |= tp(b)}
≥ max
1≤i≤n
inf
{
I
(|xi − yi|) : x, y ∈M,x |= tp(a), and y |= tp(b)}
= max
1≤i≤n
∫ 1
0
∣∣µ(ai > t)− µ(bi > t)∣∣dt.
So we need only show that
d
(
tp(a), tp(b)
) ≤ max
1≤i≤n
∫ 1
0
∣∣µ(ai > t)− µ(bi > t)∣∣dt.
Let
(
[0, 1],B, λ
)
be the standard Lebesgue space. Let f := (f1, · · · , fn) and g := (g1, · · · , gn) whose
coordinates are elements of L1
(
λ, [0, 1]
)
, such that dist(f) = dist(a) and dist(g) = dist(b). Let Ai be the
support set for fi and Bi for gi, for every i ≤ n. Reordering the indices if necessary, we may assume that
there is l ≤ n such that µ(Ai) ≥ µ(Bi) iff i ≤ l. Let A′i be the closed interval
[∑
j<i µ(Aj),
∑
j≤i µ(Aj)
]
for
i ≤ n. For i ≤ l, let B′i :=
[∑
j<i µ(Aj),
∑
j<i µ(Aj) + µ(Bi)
]
. Thus, B′i ⊆ A′i, for i ≤ l. Since a1, · · · , an
are disjointly supported and the same for b1, · · · , bn, we know that f1, · · · , fn are disjointly supported and
the same for g1, · · · , gn. For each l < i ≤ n, let B′i be a union of closed intervals satisfying, B′i ⊇ A′i,
λ(B′i) = µ(Bi), and B
′
i is disjoint from B
′
j for all j 6= i. For every i ≤ n, by Proposition 5.3.8 there are
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f ′i , g
′
i : [0, 1]→ [0, 1] satisfying the following:
• dist(f ′i) = dist(fi) = dist(ai), dist(g′i) = dist(gi) = dist(bi);
• The support set of f ′i and g′i are A′i and B′i, respectively;
• d(f ′i , g′i) = d
(
tp(ai), tp(bi)
)
.
By Corollary 5.3.7 and Theorem 2.4.4, we have:
d(f ′i , g
′
i) = d
(
tp(ai), tp(bi)
)
=
∫ 1
0
∣∣µ(ai > t)− µ(bi > t)∣∣dt.
Let f ′ := (f ′1, · · · , f ′n) and g′ := (g′1, · · · , g′n). Note that dist(f ′) = dist(f) = dist(a) and dist(g′) = dist(g) =
dist(b) by the fact that they are disjointly supported. By Theorem 5.2.3, we have tp(f ′) = tp(f) = tp(a)
and tp(g′) = tp(g) = tp(b). Then,
d
(
tp(a), tp(b)
) ≤ max
1≤i≤n
d(f ′i , g
′
i) = max
1≤i≤n
∫ 1
0
∣∣µ(ai > t)− µ(bi > t)∣∣dt.
Case 2: We next consider the case in which C is finite with atoms C1, · · · , Cm. Let aij = ai · χCj and
bij = bi · χCj , for every 1 ≤ j ≤ m and every 1 ≤ i ≤ n. Also for every 1 ≤ j ≤ m, let a¯j = (a1j , · · · , anj)
and b¯j = (b1j , · · · , bnj). For each 1 ≤ j ≤ m, by Proposition 5.3.8 there are a¯′j = (a′1j , · · · , a′nj) and
b¯′j = (b
′
1j , · · · , b′nj), whose coordinates are supported in Cj such that tp(a¯′j) = tp(a¯j), tp(b¯′j) = tp(b¯j), and
d(a′ij , b
′
ij) = W1
(
dist(a′ij),dist(b
′
ij)
)
for all 1 ≤ i ≤ n. Then by Corollary 5.3.7,
d(a′ij , b
′
ij) = d
(
tp(a′ij), tp(b
′
ij)
)
=
∫ 1
0
|µ(a′ij > t)− µ(b′ij > t)|dt for all i ≤ n.
Let a′i =
∑m
j=1 a
′
ij and b
′
i =
∑m
j=1 b
′
ij . Let a
′ = (a′1, · · · , a′n) and b′ = (b′1, · · · , b′n). For each 1 ≤ j ≤ m,
P(ai > t | C) =
m∑
j=1
µ
({ai > t} ∩ Cj)χCj
µ(Cj)
=
m∑
j=1
µ(aij > t)χCj
µ(Cj)
.
Thus we have dist
(
ai | σ(C)
)
= dist
(
a′i | σ(C)
)
and dist
(
bi | σ(C)
)
= dist
(
b′i | σ(C)
)
. Then by Theorem
5.2.3(v), we have tp(ai/C) = tp(a
′
i/C) and tp(bi/C) = tp(b
′
i/C). By the fact that the coordinates of
a, a′, b′, and b are disjointly supported, we have tp(a/C) = tp(a′/C) and tp(b/C) = tp(b′/C), since
dist
(
a | σ(C)) = dist(a′ | σ(C)) and dist(b | σ(C)) = dist(b′ | σ(C)). For all 1 ≤ i ≤ n, we have
d(a′i, b
′
i) =
∫ 1
0
|a′i − b′i|dt =
m∑
j=1
∫
Cj
|a′i − b′i|dt =
m∑
j=1
∫
Cj
|a′ij − b′ij |dt =
m∑
j=1
∫ 1
0
|a′ij − b′ij |dt =
m∑
j=1
d(a′ij , b
′
ij).
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By the fact that d(a′ij , b
′
ij) =
∫ 1
0
|µ(a′ij > t) − µ(b′ij > t)|dt, and dist
(
a | σ(C)) = dist(a′ | σ(C)) and
dist
(
b | σ(C)) = dist(b′ | σ(C)), we have
d(a′i, b
′
i) =
m∑
j=1
d(a′ij , b
′
ij) =
m∑
j=1
∫ 1
0
∣∣µ(a′ij > t)− µ(b′ij > t)∣∣dt = m∑
j=1
∫ 1
0
∣∣µ(aij > t)− µ(bij > t)∣∣dt. (5.2)
For all f, g ∈M with tp(f/C) = tp(a/C) and tp(g/C) = tp(b/C), we have that for each 1 ≤ i ≤ n,
d(fi, gi) =
m∑
j=1
d(fij , gij) ≥
m∑
j=1
d
(
tp(fij), tp(gij)
)
=
m∑
j=1
∫ 1
0
∣∣µ(fij > t)− µ(gij > t)∣∣dt
=
m∑
j=1
∫ 1
0
∣∣µ(aij > t)− µ(bij > t)∣∣dt,
where fij = fi · χCj and gij = gi · χCj . By Equation (5.2), we have d(f, g) ≥ d(a′, b′), whereby d(a′, b′) =
d
(
tp(a/C), tp(b/C)
)
. Then by
P(ai > t | C) =
m∑
j=1
µ(aij > t)χCj
µ(Cj)
,
we have ∥∥P(ai > t | C)− P(bi > t | C)∥∥1 = ∫
Ω
∣∣∣ m∑
j=1
(
µ(aij > t)− µ(bij > t)
) χCj
µ(Cj)
∣∣∣dµ
=
m∑
j=1
∫
Cj
∣∣µ(aij > t)− µ(bij > t)∣∣
µ(Cj)
dµ
=
m∑
j=1
∣∣µ(aij > t)− µ(bij > t)∣∣.
(5.3)
By Equations (5.2) and (5.3), we have
d(a′i, b
′
i) =
∫ 1
0
∥∥P(ai > t | C)− P(bi > t | C)∥∥1dt,
whereby
d
(
tp(a/C), tp(b/C)
)
= d(a′, b′) = max
1≤i≤n
∫ 1
0
∥∥P(ai > t | C)− P(bi > t | C)∥∥1dt.
Case 3: Finally, suppose C is an infinite σ-algebra. Let {Cj | j ∈ J} be the family of all finite subalgebras
of C. Then C = ∪j∈JCj . Since all measurable functions are approximated by simple functions, P(ai > t |
C) = supj∈J P(ai > t | Cj) a.s. and P(bi > t | C) = supj∈J P(bi > t | Cj) a.s. for each 1 ≤ i ≤ n. Further,
∥∥P(ai > t | C)− P(bi > t | C)∥∥1 = sup
j∈J
∥∥P(ai > t | Cj)− P(bi > t | Cj)∥∥1.
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By the compactness theorem 1.3.2, we know that
d
(
tp(a/C), tp(b/C)
)
= sup
j∈J
d
(
tp(a/Cj), tp(b/Cj)
)
.
Thus, by Case 2 we have
d
(
tp(a/C), tp(b/C)
)
= max
1≤i≤n
∫ 1
0
∥∥P(ai > t | C)− P(bi > t | C)∥∥1dt.
5.3.10 Remark. (i) In Case 3, one has d
(
tp(a/C), tp(b/C)
)
= supj∈J d
(
tp(a/Cj), tp(b/Cj)
)
holds in
general and does not need assumptions on a and b in the lemma.
(ii) If a and b are just elements of M , then Theorem 5.3.9 yields the following formula:
d
(
tp(a/C), tp(b/C)
)
=
∫ 1
0
∥∥P(a > t|C)− P(b > t|C)∥∥
1
dt.
(iii) It follows from the proof of Theorem 5.3.9 that
d∗
(
tp(a/C), tp(b/C)
)
=
n∑
i=1
∫ 1
0
∥∥P(ai > t|C)− P(bi > t|C)∥∥1dt,
for all disjointly supported a = (a1, · · · , an), b = (b1, · · · , bn) ∈ Mn. Indeed, every occurrence of
max1≤i≤n in the proof can be replaced by
∑n
i=1.
5.3.11 Question. We see that by Theorem 5.3.9, for a, b ∈ Mn, being disjointly supported is a sufficient
condition for Equation (5.1). Does Equation (5.1) hold for a more general class of a, b ∈Mn? We know that
Equation (5.1) does not hold for all a, b ∈ Mn, since in general the joint distributions of a and b are not
determined by the individual distributions of their coordinates, while the right hand side of Equation (5.1)
only depends on the distributions of a and b’s coordinates.
Now we give some results that will be used to prove Theorem 5.3.14, which considers arbitrary n-types
over parameters in ARV. The following lemma is needed for Proposition 5.3.13.
5.3.12 Lemma. Let M |= ARV be of the form M = L1(µ, [0, 1]) where (Ω,F , µ) is an atomless probability
space, and let C be a subset of M . Let C denote the σ-algebra of measurable sets generated by the random
variables in C. Suppose C is finite with atoms C1, · · · , Cm. Let a = (a1, · · · , an) and b = (b1, · · · , bn) be
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tuples in M . Then
tp(a/C) = tp(b/C)⇐⇒ tp
(({aij}1≤i≤n,1≤j≤m))) = tp(({bij}1≤i≤n,1≤j≤m))),
where aij = ai · χCj and bij = bi · χCj for all 1 ≤ i ≤ n and 1 ≤ j ≤ m.
Proof. We need only show from right to left. For all Borel B ⊆ [0, 1]n, we have
P
(
(a1, · · · , an) ∈ B | C
)
=
µ
(
C1 ∩ {(a1, · · · , an) ∈ B}
)
µ(C1)
χC1 + · · ·+
µ
(
Cn ∩ {(a1, · · · , an) ∈ B}
)
µ(Cn)
χCn
=
µ((a11, · · · , an1) ∈ B)
µ(C1)
χC1 + · · ·+
µ((a1m, · · · , anm) ∈ B)
µ(Cm)
χCm
=
µ((b11, · · · , bn1) ∈ B)
µ(C1)
χC1 + · · ·+
µ((b1m, · · · , bnm) ∈ B)
µ(Cm)
χCm
=
µ
(
C1 ∩ {(b1, · · · , bn) ∈ B}
)
µ(C1)
χC1 + · · ·+
µ
(
Cn ∩ {(b1, · · · , bn) ∈ B}
)
µ(Cn)
χCn
= P
(
(b1, · · · , bn) ∈ B | C
)
.
Then by Theorem 5.3.3, we know tp
(
(a1, · · · , an)/C
)
= tp
(
(b1, · · · , bn)/C
)
.
The following proposition will be used in the proof of Theorem 5.3.14.
5.3.13 Proposition. Let M |= ARV be an ℵ0-universal domain and let C be a subset of M . Suppose
that M = L1
(
µ, [0, 1]
)
for the atomless probability space (Ω,F , µ). Let C denote the σ-algebra of measurable
sets generated by all the random variables in C. Suppose C is finite with atoms C1, · · · , Cm. For all n-
tuples a = (a1, · · · , an) in M , define aij := ai · χCj for all 1 ≤ i ≤ n and 1 ≤ j ≤ m. The mn-tuple
(a11, · · · , a1m, · · · , an1, · · · , anm) is denoted by
({aij}1≤i≤n,1≤j≤m). Then the mapping
θC : Sn(ARVC)→ Smn(ARV )
tp(a/C) 7→ tp
(({aij}1≤i≤n,1≤j≤m))
is isometric from (Sn(ARVC), d
∗) into (Smn(ARV ), d∗).
Proof. By Lemma 5.3.12, θC is well-defined. We will show that θC is isometric. Let a = (a1, · · · , an) and
b = (b1, · · · , bn) be n-tuples in M . We define aij = ai ·χCj and bij = bi ·χCj for all 1 ≤ i ≤ n and 1 ≤ j ≤ m.
Since C1, · · · , Cm are the atoms of C, for all 1 ≤ i ≤ n we have ai = ai1 + · · ·+ aim, bi = bi1 + · · ·+ bim, and
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d∗(ai, bi) =
∑m
j=1 d
∗(aij , bij). Then
d∗(a, b) =
n∑
i=1
m∑
j=1
d∗(aij , bij) = d∗
(({aij}1≤i≤n,1≤j≤m), ({bij}1≤i≤n,1≤j≤m)).
By Lemma 5.3.12, we get
d∗
(
tp(a/C), tp(b/C)
)
= d∗
(
tp
({aij}1≤i≤n,1≤j≤m), tp({bij}1≤i≤n,1≤j≤m)),
whereby
d∗(p, q) = d∗
(
θC(p), θC(q)
)
for all p, q ∈ Sn(ARVC).
Now, we use Theorem 2.4.3 (the Kantorovich-Rubinstein duality formula) to give a formula for the
d∗-metric between n-types over parameters in the most general situation,
5.3.14 Theorem. Let κ be an uncountable cardinal. Let M |= ARV be a κ-universal domain of the form(
L1(µ, [0, 1]),¬, 12 , ·,−· , I
)
, where (Ω,F , µ) is an atomless probability space. Suppose C ⊆ M = L1(µ, [0, 1])
is a small subset; let C be the σ-algebra of measurable sets generated by the random variables in C. Let
{Cj | j ∈ J} be the family of all finite subalgebras of C. Then C = ∪j∈JCj. For all p, q ∈ Sn(ARVC) and for
all j ∈ J , let pj and qj be the restriction of p and q in Sn(ARVCj ) respectively. Then let νj = ηmn ◦ θCj (pj)
and ξj = ηmn ◦ θCj (qj), where ηmn and θC are from Theorem 5.3.6 and Proposition 5.3.13. Then
d∗(p, q) = sup
‖ψ‖Lip≤1
sup
j∈J
{∫
[0,1]mn
ψdνj −
∫
[0,1]mn
ψdξj
}
,
where ‖ψ‖Lip ≤ 1 means
|ψ(x)− ψ(y)| ≤
mn∑
i=1
|xi − yi|, for all x = (x1, · · · , xmn), y = (y1, · · · , ymn) ∈ [0, 1]mn.
Proof. Let j ∈ J . By Proposition 5.3.13, we have d∗(pj , qj) = d∗
(
θCj (pj), θCj (qj)
)
. By Theorem 5.3.6, we
have d∗
(
θCj (pj), θCj (qj)
)
= W1
(
ηmn ◦ θCj (pj), ηmn ◦ θCj (qj)
)
= W1(νj , ξj). By Theorem 2.4.3, we have
W1(νj , ξj) = sup
‖ψ‖Lip≤1
{∫
[0,1]mn
ψdνj −
∫
[0,1]mn
ψdξj
}
,
where ‖ψ‖Lip ≤ 1 means |ψ(x)− ψ(y)| ≤
∑mn
i=1 |xi − yi|, for all x = (x1, · · · , xmn) and y = (y1, · · · , ymn) ∈
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[0, 1]mn.
Then, by Remark 5.3.10(i) we have
d∗(p, q) = sup
j∈J
d∗(pj , qj) = sup
‖ψ‖Lip≤1
sup
j∈J
{∫
[0,1]mn
ψdνj −
∫
[0,1]mn
ψdξj
}
.
5.4 A new proof of an integral formula for the Wasserstein
distance
In this section, using rearrangements and model theoretic results from Section 5.3, we give a new proof of
Theorem 2.4.4 (see Theorem 5.4.2 below).
First, we need the following lemma, which is interesting in itself.
5.4.1 Lemma. Let f, g be simple, nonincreasing, right-continuous functions from the standard Lebesgue
space
(
[0, 1],B, λ
)
to [0, 1]. Then
∫ 1
0
∣∣f(x)− g(x)∣∣dx = ∫ 1
0
∣∣λ(f > t)− λ(g > t)∣∣dt.
Proof. Let D be the set
{
(x, y) | x, y ∈ [0, 1], f(x) ≤ y ≤ g(x) or g(x) ≤ y ≤ f(x)},
and let I(D) be the set
I(D) =
{
(x, y) | x, y ∈ [0, 1], f(x) < y < g(x) or g(x) < y < f(x)}.
Since f, g are simple, nonincreasing, right-continuous functions, we know that I(D) ⊆ D, and there is a set
S, which is a finite union of rectangles, such that I(D) and D are equal to S up to null sets. Therefore,
(λ× λ)(D) = (λ× λ)(I(D)). Hence,
∫ 1
0
∣∣f(x)− g(x)∣∣dx = (λ× λ)(D) = (λ× λ)(I(D)).
Note that λ(f > s) and λ(g > s) are also simple, nonincreasing, right-continuous functions. Let D′ be the
107
set {
(s, t) | s, t ∈ [0, 1], λ(f > s) ≤ t ≤ λ(g > s) or λ(g > s) ≤ t ≤ λ(f > s)},
and let I(D′) be the set
I(D′) =
{
(s, t) | s, t ∈ [0, 1], λ(f > s) < t < λ(g > s) or λ(g > s) < t < λ(f > s)}.
Since λ(f > s) and λ(g > s) are simple, nonincreasing, right-continuous functions, we know that I(D′) ⊆ D′,
and there is a set S′, which is a finite union of rectangles, such that I(D′) and D′ are equal to S′ up to null
sets. Therefore, (λ× λ)(D′) = (λ× λ)(I(D′)). Hence
∫ 1
0
∣∣λ(f > t)− λ(g > t)∣∣dt = (λ× λ)(D′) = (λ× λ)(I(D′)).
We will show that if (x, y) ∈ I(D) then (y, x) ∈ D′, and if (s, t) ∈ I(D′) then (t, s) ∈ D.
If (x, y) ∈ I(D), then f(x) < y < g(x) or g(x) < y < f(x). For all u, v ∈ [0, 1] and all simple,
nonincreasing, right-continuous functions h : [0, 1]→ [0, 1], elementary arguments yield the following facts:
λ(h > v) ≤ u if and only if h(u) ≤ v; (5.4)
λ(h > v) > u if and only if h(u) > v. (5.5)
Suppose f(x) < y < g(x). Then, by (5.4), λ(f > y) ≤ x; by (5.5), λ(g > y) > x. Hence λ(f > y) ≤ x <
λ(g > y), whereby (y, x) ∈ D′. If g(x) < y < f(x), then by (5.4), λ(g > y) ≤ x; by (5.5), λ(f > y) > x.
Hence, λ(g > y) ≤ x < λ(f > y), whereby (y, x) ∈ D′. Therefore, I(D) ⊆ D′.
If (s, t) ∈ I(D′), then λ(f > s) < t < λ(g > s) or λ(g > s) < t < λ(f > s). Suppose λ(f > s) <
t < λ(g > s). By (5.4), f(t) ≤ s and by (5.5), g(t) > s. Hence, f(t) ≤ s < g(t), whereby (t, s) ∈ D. If
λ(g > s) < t < λ(f > s), then by (5.4), g(t) ≤ s and by (5.5), f(t) > s. Hence, g(t) ≤ s < f(t), whereby
(t, s) ∈ D. Therefore, I(D′) ⊆ D.
Hence (λ×λ)(I(D)) ≤ (λ×λ)(D′) and (λ×λ)(I(D′)) ≤ (λ×λ)(D). Since (λ×λ)(D) = (λ×λ)(I(D))
and (λ× λ)(D′) = (λ× λ)(I(D′)), we have (λ× λ)(D) = (λ× λ)(D′), whereby
∫ 1
0
∣∣f(x)− g(x)∣∣dx = ∫ 1
0
∣∣λ(f > t)− λ(g > t)∣∣dt.
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Now we are ready to prove:
5.4.2 Theorem (Theorem 2.4.4 revisited). For all µ, ν ∈ P1(R), one has
W1(µ, ν) =
∫ +∞
−∞
|F (x)−G(x)|dx, (5.6)
where F and G are distribution functions for µ and ν respectively.
Proof. Case 1: We consider the case in which µ, ν ∈ P1([0, 1]) ⊆ P1(R). Let ([0, 1],B, λ) be the standard
Lebesgue space. Let f, g : [0, 1] → [0, 1] be measurable functions such that dist(f) = µ and dist(g) = ν.
Then by Theorem 5.3.6, W1(µ, ν) = d(tp(f), tp(g)). By Proposition 5.3.8, we may further assume that
d(f, g) = d(tp(f), tp(g)) = I
(|f − g|) = ∫ 1
0
|f(x)− g(x)|dx. Let F (t) = λ(f ≤ t) and G(t) = λ(g ≤ t).
First, suppose f and g are simple functions. We consider the decreasing rearrangement f∗ of f and
the decreasing rearrangement g∗ of g from [0, 1] to [0, 1]; for the definition, see Section 2.3. By Fact 2.3.4,
dist(f∗) = dist(f), dist(g∗) = dist(g), and f∗ and g∗ are nonincreasing and lower semi-continuous. Because
f and g are simple and dist(f) = dist(f∗),dist(g) = dist(g∗), we have f∗ and g∗ are also simple. Thus, by
Fact 2.3.4 we have that f∗ and g∗ are simple, nonincreasing and lower semi-continuous, whereby they are
right-continuous. Since J(x) = |x| is a nonnegative convex function with J(0) = 0, by Corollary 2.3.5 we
have ∫ 1
0
∣∣f∗(x)− g∗(x)∣∣dx ≤ ∫ 1
0
∣∣f(x)− g(x)∣∣dx = d(tp(f), tp(g)).
Since dist(f∗) = dist(f) = µ and dist(g∗) = dist(g) = ν, we have W1(µ, ν) ≤ I
(|f∗ − g∗|), whereby
I
(|f∗ − g∗|) = d(tp(f), tp(g)) = W1(µ, ν). Therefore, Equation (5.6) holds by Lemma 5.4.1.
Second, we consider general [0, 1]-valued random variables f and g. For all h1, h2 ∈ L1
(
[0, 1], [0, 1]
)
,
W1(dist(h1),dist(h2)) ≤ d(h1, h2) =
∫ 1
0
|h1(x)− h2(x)|dx.
Since the set of simple functions is dense in L1
(
λ, [0, 1]
)
, one has that the set S = {dist(h) | h : [0, 1] →
[0, 1] is a simple function} is dense in (P1([0, 1]),W1). In the product space P1([0, 1])×P1([0, 1]), we consider
the maximum metric induced by W1. Then the set of pairs (µ, ν) satisfying Equation (5.6) is a closed subset
of P1([0, 1]) × P1([0, 1]). We already know that all pairs in S × S satisfy Equation (5.6). Then by the fact
that S is dense in (P1([0, 1]),W1), we know that for all µ, ν in P1([0, 1]), Equation (5.6) holds.
Case 2: We consider the case in which µ, ν ∈ P1([−n, n]) ⊆ P1(R) for some n ∈ N. We define a
function ϕ : R → R by ϕ(x) = x+n2n . This function ϕ induces Φ: P1([−n, n]) → P1([0, 1]) by defining
Φ(µ)(A) = µ(ϕ−1(A)), where µ is in P1([−n, n]) and A is a Lebesgue measurable subset of [0, 1]. Let f
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and g be any two random variables with dist(f) = µ and dist(g) = ν. Then dist(ϕ ◦ f) = dist(Φ(µ))
and dist(ϕ ◦ g) = dist(Φ(ν)). Also ‖f − g‖1 = 2n‖ϕ ◦ f − ϕ ◦ g‖1. Hence 2nW1(Φ(µ),Φ(ν)) ≤ W1(µ, ν).
Similarly, one has 2nW1(Φ(µ),Φ(ν)) ≥ W1(µ, ν), whereby 2nW1(Φ(µ),Φ(ν)) = W1(µ, ν). Let Φ(F ) and
Φ(G) denote the distribution functions for Φ(µ) and Φ(ν) respectively. Then Φ(F )(x) = Φ(µ)((−∞, x]) =
µ(ϕ−1(−∞, x]) = µ((−∞, 2nx − n]) = F (2nx − n) for x ∈ R. Similarly, Φ(G)(x) = G(2nx − n). Then by
substitution, one has ∫
R
|F −G|dx = 2n
∫
R
|Φ(F )− Φ(G)|dx.
By Case 1, one has
W1(Φ(µ),Φ(ν)) =
∫
R
|Φ(F )− Φ(G)|dx.
Therefore, Equation (5.6) holds for µ and ν.
Case 3: The most general case. Let T denote
⋃
n∈N P1([−n, n]). Then T is dense in (P1(R),W1). In the
product space P1(R)×P1(R), we consider the maximum metric induced by W1. Then the set of pairs (µ, ν)
satisfying Equation (5.6) is a closed subset of P1(R) × P1(R). By Case 2, we know that all pairs in T × T
satisfy Equation (5.6). Then by the fact that T is dense in (P1(R),W1), we know that for all µ, ν in P1(R),
Equation (5.6) holds.
5.5 Saturated models of ARV
In this section, we characterize the saturated models of ARV.
The theory ARV is a separably categorical theory, then by Theorem 1.9.3 (Ryll-Nardzewski Theorem),
we know that the unique separable model of ARV is approximately ℵ0-saturated. However, the following
theorem shows that it is not ℵ0-saturated.
5.5.1 Theorem. No separable model of ARV is ℵ0-saturated.
Proof. By Theorem 5.2.3, the theory ARV is ℵ0-categorical. We may assume the separable model M is
of the form L1(λ, [0, 1]), where
(
[0, 1],B, λ
)
is the standard Lebesgue space. Then (Ω,F , µ) = ([0, 1] ×
{0, 1},B ⊗ P ({0, 1}), λ ⊗ µ0
)
is also a separable probability space, where µ0
({0}) = µ0({1}) = 12 and
P ({0, 1}) is the power set of {0, 1}. Let {Cn | n ∈ N} be a countable open basis for B and let α be
a measure-preserving isomorphism between probability spaces
∏
n∈N({0, 1}, P ({0, 1}), µ0) and ([0, 1],B, λ).
Define f : [0, 1]→ [0, 1] as follows:
f(t) = α
((
χC1(t), χC2(t), · · · , χCn(t), · · ·
))
for all t ∈ [0, 1].
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Then we know f ∈ L1(λ, [0, 1]). Now we define functions f ′, g′ from Ω to [0, 1] by f ′(t, i) = f(t) and g′(t, i) = i
for all (t, i) ∈ Ω = [0, 1]× {0, 1}. Clearly, they are both in L1(λ, [0, 1]). Note that dist(f ′) = dist(f), which
implies tp(f ′) = tp(f) by Theorem 5.2.3. Let p0(x, y) stand for tp(f ′, g′). Since tp(f ′) = tp(f), we get that
p0(f, y) is consistent. If p0(f, y) is realized in M by g, then because g
′2 = g′, I(g′) = 12 and tp(g) = tp(g
′),
we have g = χD for some D ∈ B and λ(D) = 12 . For all n ∈ N, let Dn be the set
{
x ∈ {0, 1}N | x(n) = 1}.
Then α(Dn) ∈ B. Now we have
µ
(
f ′ ∈ α(Dn); g′ = 1
)
= µ
(
(t, i) ∈ Ω | t ∈ Cn, i = 1
)
=
1
2
λ(Cn) = λ(D)λ(Cn)
= λ
(
f ∈ α(Dn); g = 1
)
= λ(D ∩ Cn).
Therefore D is independent from Cn for all n ∈ N. Similarly, we get that for all finite J ⊂ N, the set D
is independent from
⋂
j∈J Cj . Then by [12, page 26], D is independent from σ
({Cn}n∈N) = B. Hence,
λ(D ∩D) = λ(D)2. Consequently, λ(D) = 0 or 1, which contradicts λ(D) = 12 .
5.5.2 Remark. This proof borrows ideas from [13, Theorem 3B.1].
5.5.3 Theorem. Let M be a model of ARV. Suppose M = L1(µ, [0, 1]) for the atomless probability space
(Ω,B, µ). For every uncountable cardinal κ, the structure M |= ARV is κ-saturated if and only if B is a
κ-saturated probability algebra.
Proof. =⇒: Suppose M is κ-saturated. We want to show that B is also κ-saturated. For all A ⊆ B
with |A| < κ, and all p(x) = tp(x/A) ∈ SAPr1 (A), let Â := {χa | a ∈ A} ⊆ M . Then |Â| < κ. Now, let
p̂(x̂) = tp(x̂/Â) such that x̂2 = x̂. If φ(x,A) ∈ p(x), then φ(x̂, Â) ∈ p̂(x̂). By the assumption, we know
that p̂(x̂) ∈ SARV1 (Â) is realized in M by a. As a2 = a, we know that a is an characteristic function for a
measurable set C ∈ B, that is χC = a. Then it is clear that C |= tp(x/A). Hence, B is κ-saturated.
⇐=: Let A ⊆ M with |A| < κ and tp(x/A) ∈ SARV1 (A). Suppose tp(x/A) is realized by f in N , which
is an elementary extension of M. For every t ∈ [0, 1], the conditional probability P(f > t | σ(A)) is a
σ(A)-measurable function. Since κ is uncountable, σ(A) is σ-generated by ℵ0 + |A| < κ many elements. By
Theorem 3.4.2, B is κ-atomless, therefore it is atomless over σ(A). Thus by Lemma 2.2.19, there exists a
B-measurable random variable g : Ω→ [0, 1] such that for every t ∈ [0, 1],
P
(
g > t | σ(A)) = P(f > t | σ(A)) almost surely.
By Theorem 5.2.3, tp(f/A) = tp(g/A). Therefore, tp(x/A) = tp(f/A) is realized by g in M .
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5.5.4 Theorem. Let M = L1(µ, [0, 1]) |= ARV, where (Ω,B, µ) is an atomless probability space. Then the
following are equivalent:
(i) Ω is Hoover-Keisler saturated.
(ii) Ω is ℵ1-saturated.
(iii) Every cardinal in the Maharam spectrum of Ω is uncountable.
(iv) M is ℵ1-saturated.
(v) M is ℵ0-saturated.
(vi) For all elements a, b, c ∈M with tp(a) = tp(b), there exists d ∈M such that tp(a, c) = tp(b, d).
Proof. The equivalence (i)⇐⇒ (ii) is Corollary 3.4.4.
The equivalence (ii)⇐⇒ (iii) is Theorem 3.4.2.
The equivalence (ii)⇐⇒ (iv) is Theorem 5.5.3.
The implication (iv)⇒ (v) is trivial.
(v)⇒ (vi): Let p(x, y) be tp(a, c); it is in S2(ARV ). Then tp(a) = tp(b) implies that p(b, y) is consistent.
Since M is ℵ0-saturated, p(b, y) is realized in M by some element, say d. Then tp(b, d) = tp(a, c) = p(x, y).
(vi)⇒ (iii): Suppose not, then by Theorem 2.2.28 (Maharam’s Theorem), Ω has a decomposition
(Ω,B, µ) ∼= r · ([0, 1],L, λ)⊕ (1− r) · (Ω′,B′, µ′) for some r ∈ (0, 1],
where ([0, 1],L, λ) is the standard Lebesgue space, (Ω′,B′, µ′) is a probability space, and every cardinal
in the Maharam spectrum of the probability space Ω′ is uncountable. Take a countable open basis for
[0, 1], denoted by {Cn | n ∈ N}, and let α be a measure-preserving isomorphism between probability spaces∏
n∈N({0, 1}, P ({0, 1}), µ0) and ([0, 1],B, λ). Define f : Ω = [0, 1]unionsqΩ′ → [0, 1] by f(ω′) = 0 for all ω′ ∈ Ω′ and
f(t) = α((χC1(t), χC2(t), · · · , χCn(t), · · · )) for all t ∈ [0, 1]. Then we know that f ∈ L1(µ, [0, 1]). Now define
(Ω, µ¯) as (Ω, µ)× ({0, 1}, µ0) where µ0({0}) = µ0({1}) = 12 . Then define functions f ′, g′ from Ω = Ω×{0, 1}
to [0, 1] by f ′(ω, i) = f(ω) and g′(ω, i) = i for all (ω, i) ∈ Ω × {0, 1}. They are in L1(µ¯, [0, 1]). Note that
dist(f ′) = dist(f), which implies tp(f ′) = tp(f) by Theorem 5.2.3. Let p(x, y) stand for tp(f ′, g′). By
Theorem 5.2.3, the theory ARV is separably categorical. Therefore p(x, y) is realized in M , say by (f ′′, g′′).
Then tp(f ′′) = tp(f). By the assumption of (vi), we know that p(f, y) is realized in M by an element g,
whence tp(f, g) = tp(f ′, g′). Because g′2 = g′, I(g′) = 12 , and tp(g) = tp(g
′), we have that g = χD for some
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D ∈ B and µ(D) = 12 . Say D = D0 unionsqD′ with D0 ⊆ [0, 1] and D′ ⊆ Ω′. For all n ∈ N, let Dn be the set
{x ∈ {0, 1}N | x(n) = 1}. Then α(Dn) is a measurable subset of [0, 1]. Thus we have
µ¯
(
f ′ ∈ α(Dn); g′ = 1
)
= µ¯
(
(t, i) ∈ Ω¯ | t ∈ Cn, i = 1
)
=
1
2
µ(Cn) = µ(D)µ(Cn)
= µ
(
f ∈ α(Dn); g = 1
)
= µ(D ∩ Cn).
Therefore D is independent from Cn for all n ∈ N. Similarly, we get that for all finite J ⊂ N, the set D is
independent from
⋂
j∈J Cj . Then by [12, page 26], the set D is independent from σ({Cn}n∈N). Therefore
D is independent from D0. Hence, µ(D ∩D0) = µ(D0) = µ(D)µ(D0). Since µ(D) 6= 0, we have µ(D0) = 0.
Thus we have f · g = 0, but f ′ · g′ 6= 0, which is a contradiction to tp(f, g) = tp(f ′, g′).
5.5.5 Theorem. For every uncountable cardinal κ, we have that L1
(
([0, 1]κ, Aκ, µκ), [0, 1]
) |= ARV is κ-
saturated and strongly κ-homogeneous. Moreover, it is the unique model of ARV of density character κ with
these properties.
Proof. The first part follows from Theorem 3.4.5 and Theorem 5.5.3. The uniqueness follows from the
following argument: for a complete theory T and κ ≥ Card(T ), by the standard back-and-forth argument
any two κ-saturated models of T of density character κ are isomorphic to each other.
5.6 Stability and independence
In this section, we prove the theory ARV is ω-stable and then characterize its model theoretic independence
relation in familiar probabilistic terms. These results were proved by Ben Yaacov [2], using the analogous
properties of APr via biinterpretability.
5.6.1 Theorem ([2, Theorem 2.17 (vi)]). The theory ARV is ω-stable, independence coinciding with prob-
abilistic independence. More specifically, A |^ ARVB C if and only if σ(A) |^
APr
σ(B)σ(C). Moreover, types over
arbitrary sets are stationary.
Proof. First, we prove that ARV is ω-stable. Let C be a countable subset of a model of ARV. By the
Downward Lo¨wenheim-Skolem Theorem (Proposition 1.4.4), there is a separable submodel containing C.
By Theorem 5.2.3, ARV is separably categorical. So we may assume that C is contained in N |= ARV
of the form N = L1
(
([0, 1]2, p−11 (B), λ × λ), [0, 1]
)
, where p1 : [0, 1]
2 → [0, 1] is defined by p1(x, y) = x
for all (x, y) ∈ [0, 1]2, and ([0, 1],B, λ) is the standard Lebesgue space. Let M |= ARV be of the form
M = L1
(
([0, 1]2,B ×B, λ × λ), [0, 1]). Then N is a submodel of M. Note that B ×B is atomless over
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p−11 (B). Consider a p(x/C) ∈ S1(C). Then p(x/C) is realized by f in some elementary extension of N .
Then dist(f | σ(C)) is a conditional distribution over σ(C). By Lemma 2.2.19, there exists g ∈ M such
that dist(g | σ(C)) = dist(f | σ(C)). Then by Theorem 5.2.3, we have tp(g/C) = tp(f/C) = p(x/C). Since
p(x/C) is chosen arbitrarily, we know that all types in S1(C) are realized inM. Because (M,d) is separable,
S1(C) is separable with respect to the d-metric. Hence ARV is ω-stable.
Second, we show the characterization of the stable independence relation for ARV. The stable indepen-
dence relation |^ APr for APr is defined in Theorem 3.1.3. For simplicity, we will use |^ ∗ to denote |^ APr.
Let M be a κ-universal domain for ARV with κ uncountable. Assume M is of the form L1
(
µ, [0, 1]
)
for
the atomless probability space (Ω,F, µ). Define a relation |^ by A |^ BC if σ(A) |^
APr
σ(B)σ(C), for all small
A,B,C ⊆ M. We will show that |^ is a stable independence relation for ARV. Then by Theorem 1.11.6,
|^ = |^ ARV.
In the following, the subsets A,B,C, · · · ⊆M are all small.
(i) Invariance under automorphisms of M.
By Theorem 5.1.1, every LRV-automorphism of M induces an LPr-automorphism of the probability
algebra F̂ and |^ ∗ is invariant under automorphisms of F̂.
(ii) Symmetry: A |^ CB ⇐⇒ B |^ CA.
This follows directly from the symmetry of |^ ∗.
(iii) Transitivity: A |^ C(B ∪D)⇐⇒ A |^ CB and A |^ B∪CD.
Note that σ(A1 ∪A2) = σ(σ(A1) ∪ σ(A2)) for all subsets A1, A2 ⊆M and
B1 |^ ∗B2B3 ⇐⇒ σ(B1) |^
∗
σ(B2)
σ(B3),
for all σ-subalgebras B1, B2, B3. Then
A |^ C(B ∪D) ⇐⇒ σ(A) |^
∗
σ(C)σ(B ∪D) ⇐⇒ σ(A) |^
∗
σ(C)σ(B) ∪ σ(D)
⇐⇒ σ(A) |^ ∗σ(C)σ(B) and σ(A) |^
∗
σ(B)∪σ(C)σ(D)
⇐⇒ σ(A) |^ ∗σ(C)σ(B) and σ(A) |^
∗
σ(B∪C)σ(D)
⇐⇒ A |^ CB and A |^ B∪CD.
(iv) Finite character: A |^ CB iff a |^ CB for all finite tuples a from A.
This follows directly from the finite character property of |^ ∗.
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(v) Extension: For all A,B,C, there is A′ such that A′ |^ CB and tp(A/C) = tp(A′/C).
Assume A ⊇ C. There is a σ-subalgebra D ⊆ F such that D |^ ∗σ(C)σ(B) and tpAPr(D/σ(C)) =
tpAPr(σ(A)/σ(C)). Then there is an LPr-elementary mapping i : σ(A) → D over σ(C). Further, this
mapping i induces a subset A′ ⊆ M such that σ(A′) = D and tpARV(A′/C) = tpARV(A/C). By
σ(A′) |^ ∗σ(C)σ(B), we have A′ |^ CB.
(vi) Local character: For finite tuple a, there is B′ ⊆ B of cardinality ≤ |T | such that a |^ B′B.
Note that the space E
(
dcl(a) | σ(B)) is separable. Let B′ be a countable dense subset of the space
E
(
dcl(a) | σ(B)). Then |B′| = ℵ0 = |ARV|. For all C ∈ σ(a), one has
P(C | σ(B) ∨ σ(B′)) = P(C | σ(B′)),
whereby C |^ ∗σ(B′)σ(B) by Theorem 3.1.3. Hence σ(a) |^
∗
σ(B′)σ(B), whereby a |^ B′B.
(vii) Stationarity of types over arbitrary sets: If tp(A/C) = tp(A′/C), A |^ CB, and A′ |^ CB, then we have
tp(A/B ∪ C) = tp(A′/B ∪ C).
By the finite character property, it suffices to show the stationarity of types for finite A and A′. Assume
that A = a and A′ = a′ ∈ Mn. Let D be a Borel subset of [0, 1]n. Then tp(a/C) = tp(a′/C) implies
P
(
a ∈ D | σ(C)) = P(a′ ∈ D | σ(C)) by Theorem 5.2.3. Since a |^ CB iff σ(a) |^ ∗σ(C)σ(B), one has
P
(
a ∈ D | σ(C) ∨ σ(B)) = P(a ∈ D | σ(C)), by Theorem 3.1.3. Similarly,
P
(
a′ ∈ D | σ(C) ∨ σ(B)) = P(a′ ∈ D | σ(C)).
Hence P
(
a ∈ D | σ(C) ∨ σ(B)) = P(a′ ∈ D | σ(C) ∨ σ(B)), whereby we have P(a ∈ D | σ(B ∪ C)) =
P
(
a′ ∈ D | σ(B ∪C)); i.e., a and a′ have the same joint conditional distribution over σ(B ∪C). Hence
tp(a/B ∪ C) = tp(a′/B ∪ C), by Theorem 5.2.3.
5.6.2 Remark. By Remark 3.1.4, one has
A |^ ARVC B ⇐⇒ E
(
f | σ(B ∪ C)) = E(f | σ(C)) a.s. for all f ∈ L1(σ(A), [0, 1]).
5.7 On d-finite tuples in ARV
In this section, we study the d-finite tuples in models of ARV and then show some applications.
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At the beginning, we recall the definition of d-finite tuples.
5.7.1 Definition ([5]). Let a and c be tuples and let p = tp(a/c). Then a is called d-finite over c,
equivalently, the type p is called d-finite, if for every tuple b and every  > 0, there is δ = δa,cb, > 0 such that
whenever a′ ≡c a and d(a, a′) ≤ δ, there is b′ such that d(b, b′) ≤  and a′b′ ≡c ab. If c = ∅, we omit c from
the notation.
Characterization of the d-finite tuples in ARV
Now, we characterize the d-finite tuples in models of ARV. We know that the theory ARV is an ℵ0-categorical
theory, by Theorem 5.2.3. By Theorem 1.9.3 (Ryll-Nardzewski Theorem), its unique separable model is ap-
proximately ℵ0-saturated, but it is not ℵ0-saturated by Theorem 5.5.1. For any approximately ℵ0-saturated
model, Ben Yaacov and Usvyatsov [5] proved the following:
5.7.2 Proposition ([5]). If M is an approximately ℵ0-saturated model of T and a ∈ M is d-finite, then
every type over a in at most countably many variables is realized in M .
Proof. This is [5, Corollary 2.5].
Let M |= ARV. For tuple f = (f1, · · · , fn) ∈ Mn, let ARV(f) denote Th(M, f). By Theorem 3.5.2, one
has that f is d-finite (over ∅) if and only if ARV(f) is ℵ0-categorical. We use this result to characterize the
d-finite tuples in M.
5.7.3 Theorem. Let M |= ARV and f = (f1, · · · , fn) ∈ Mn. Then f is d-finite if and only if fi is a
discrete random variable for every 1 ≤ i ≤ n.
Proof. ⇐=: Let N = L1(λ, [0, 1]) |= ARV, where ([0, 1],L, λ) is the standard Lebesgue space. To show
ARV(f) is ℵ0-categorical, we need only show that for all g, h ∈ Nn such that tp(f) = tp(g) = tp(h), there
exists ϕ ∈ Aut(N ) such that ϕ(g) = h.
Let g = (g1, · · · , gn) ∈ Nn such that tp(f) = tp(g). Since all fi’s are discrete random variables, all gi’s
are also discrete. Therefore, we can write gi’s as gi =
∑∞
j=1 rijχAij for all i = 1, · · · , n, where all rij ∈ [0, 1]
and (Ai1, · · · , Ain, · · · ) is a measurable partition of [0, 1]. Then {A1i1 ∩A2i2 ∩· · ·∩Anin | ∀i1, i2, · · · , in ∈ N}
also forms a partition of [0, 1], although some might be null sets. Take any other h = (h1, · · · , hn) ∈ Nn
such that tp(f) = tp(g) = tp(h). Then for every i = 1, · · · , n, every hi can be written as
∑∞
j=1 rijχBij
such that (Bi1, · · · , Bin, · · · ) is a measurable partition of [0, 1] with µ(Aij) = µ(Bij) for all j ∈ N and
µ(A1i1 ∩ A2i2 ∩ · · · ∩ Anin) = µ(B1i1 ∩ B2i2 ∩ · · · ∩ Bnin) for all i1, i2, · · · , in ∈ N. Then by Lemma 3.1.5,
there is an automorphism ϕ of ([0, 1],L, λ) such that ϕ(A1i1 ∩ A2i2 ∩ · · · ∩Anin) = B1i1 ∩B2i2 ∩ · · · ∩Bnin
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(up to null sets) for all i1, i2, · · · , in ∈ N. We then extend ϕ to an automorphism ϕ̂ of N such that ϕ̂(g) = h.
Hence f is d-finite.
=⇒: Assume that f is a d-finite element in N = L1(λ, [0, 1]) |= ARV, where ([0, 1],L, λ) is the standard
Lebesgue space. Then for all g ∈ N such that tp(f) = tp(g), there is a ϕ ∈ Aut(N ) satisfying ϕ(f) = g.
Suppose f is not a discrete random variable, then f has a decomposition into two parts, one is a discrete
random variable fd, and the other is a nonzero continuous random variable fc. We write f = fd + fc; note
that fd · fc = 0. By Theorem 5.2.3, fc ∈ dcl(f) and ARV(f) is separably categorical. Therefore, ARV(f, fc)
is also separably categorical, whereby ARV(fc) is separably categorical by Proposition 1.9.5. Hence fc is
d-finite, by Theorem 3.5.2.
Define F (t) = λ(fc ≤ t) for all t ∈ [0, 1]. Because fc is nonzero, F (t) is continuous and strictly
increasing. Thus, the inverse function F−1(t) exists; we write g(t) = F−1(t) for all t ∈ [0, 1]. Because
F (t) : [0, 1] → [0, 1] is continuous and strictly increasing, we have that σ(g) is the set B of all Borel sets
in [0, 1]. Also, note that dist(g) = dist(fc), whereby tp(g) = tp(fc) by Theorem 5.2.3. We know that
L1(([0, 1],L, λ), [0, 1]) is isomorphic to L1(([0, 1]2,L × L, λ × λ), [0, 1]), since ARV is separably categorical
by Theorem 5.2.3. Let α be such an isomorphism. Let g1 = α(g). Because σ(g) is the set of all Borel sets
in [0, 1], we know that L1(([0, 1], σ(g), λ), [0, 1]) = L1(([0, 1],L, λ), [0, 1]). By Theorem 5.2.3, we have that
dcl(g) = L1(([0, 1],L, λ), [0, 1]). Since α is an isomorphism and α(g) = g1, we know that
dcl(g1) = L
1
(
([0, 1]2, σ(g1), λ× λ), [0, 1]
)
= L1
(
([0, 1]2,L × L, λ× λ), [0, 1]).
We define g2(t, s) := g(t) for all t, s ∈ [0, 1]. Then we know that dist(g2) = dist(g), which implies tp(g2) =
tp(g) by Theorem 5.2.3. But clearly, the completion of σ(g2) is not L×L. Thus, dcl(g2) ( dcl(g1). If there
is an automorphism Φ of L1
(
([0, 1]2,L×L, λ× λ), [0, 1]) sending g1 to g2. Then Φ(dcl(g1)) = dcl(g2). Since
dcl(g1) = L
1
(
([0, 1]2,L × L, λ × λ), [0, 1]), we have that Φ(dcl(g1)) = dcl(g1), and thus dcl(g2) = dcl(g1),
which contradicts the fact that dcl(g2) ( dcl(g1).
Therefore ARV(f) is not ℵ0-categorical, which contradicts the fact that fc is d-finite. Hence, f is a discrete
random variable.
If f = (f1, · · · , fn) is a d-finite tuple, then by definition of d-finiteness, fi is d-finite for every i = 1, · · · , n.
Thus we know that fi is a discrete random variable for every i = 1, · · · , n.
Let M |= ARV. If f is not a d-finite tuple in M , then ARV(f) is not ℵ0-categorical. But how many
separable models would it have?
5.7.4 Proposition. Let M |= ARV and let f be a tuple in M . Then
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(i) If f is d-finite, then ARV(f) has a unique separable model up to isomorphism.
(ii) If f is not d-finite, then ARV(f) has continuum many non-isomorphic separable models.
Proof. (i): This is Theorem 3.5.2.
(ii): Without loss of generality, we may assume thatM = L1(λ, [0, 1]), where ([0, 1],L, λ)) is the standard
Lebesgue space, and f is a finite tuple in M , which is not d-finite. By Theorem 5.7.3, f = (f1, · · · , fn) is
not a discrete random variable on [0, 1]n. Since σ(f) is countably σ-generated, there exists g ∈M such that
σ(g) = σ(f). Then g is not discrete and hence g has a decomposition into two parts: g = gc+gd, where gc is
a nonzero continuous random variable, gd is a discrete random variable, and gc · gd = 0. For all r, s ∈ [0, 1],
let B([r, s]) denote the set of all the Borel sets in [r, s]. Then B = B([0, 1]). In [0, 1] × [0, 1], define Br as
σ({A1 × [0, 1], A2 × A3 : A1 ∈ B([0, r]), A2 ∈ B([r, 1]), A3 ∈ B}). Then B0 is just the set of all the Borel
sets in [0, 1] × [0, 1]. Without loss of generality, we may assume that σ(gd) = B([0, t]) for some t ∈ (0, 1)
and let Bg denote σ(g) = σ(gc) ∨ σ(gd).
For ([0, 1]× [0, 1],Br), there is a natural probability measure λr satisfying:
• λr(A1 × [0, 1]) = λ(A1) for all A1 ∈ B([0, r]).
• λr(A2 ×A3) = λ(A2)λ(A3) for all A2 ∈ B([r, 1]) and all A3 ∈ B.
Let Lr denote the completion ofBr under λr. DefineMr := L1
(
([0, 1]×[0, 1],Lr, λr), [0, 1]
)
. ThenMr |= ARV
and it is separable. Define gr : [0, 1] × [0, 1] → [0, 1] by gr(s, t) = g(s) for s, t ∈ [0, 1]. Note that dist(gr) =
dist(g) = dist(f), which implies tp(gr) = tp(g) = tp(f) by Theorem 5.2.3. Therefore, (Mr, gr) |= ARV(f) for
all r ∈ [0, 1]. Since σ(g) = Bg, we have σ(gr) = Bg × [0, 1] := {B × [0, 1] : B ∈ Bg}.
Now we show for distinct r ≤ t, those models are not isomorphic to each other. For all r1, r2 ∈ [0, t] with
r1 > r2, suppose (Mr1 , gr1)
∼= (Mr2 , gr2); let α be such isomorphism, then α(gr1) = gr2 . Note that α induces
an isomorphism β between (Br1 , σ(gr1), λr1) and (Br2 , σ(gr2), λr2) such that β(Br1) = Br2 , β(σ(gr1)) =
σ(gr2), and β preserves the measure. Since σ(gr1) = σ(gr2) = Bg× [0, 1], we have β(Bg× [0, 1]) = Bg× [0, 1].
For any two measure algebras A1 ⊆ A2, an element A ∈ A2 is called an atom over A1 if for every B ∈ A2
there exists C ∈ A1 such that A ∩ B = A ∩ C. Note that [0, r] × [0, 1] ∈ Br is an atom over Bg × [0, 1]
for all r ∈ [0, t]. Also λr([0, r] × [0, 1]) = r and it has the largest measure among atoms over Bg × [0, 1] in
Br. Because β is an isomorphism, β([0, r1] × [0, 1]) is also an atom over β(Bg × [0, 1]) = Bg × [0, 1]. But
λr2(β([0, r1]× [0, 1])) = λr1([0, r1]× [0, 1]) = r1 > r2. This contradicts the fact that each atom in Br2 over
Bg × [0, 1] has measure at most r2.
Therefore, ARV(f) has continuum many separable models.
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Applications
Now, we connect d-finite tuples with work by Keisler, Hoover, Fajardo, and Sun. Starting in the 80s, Keisler,
Hoover, Fajardo, and Sun published several papers concerning model theoretic results about probability
spaces. The d-finiteness in ARV would give some of their results a more precise view.
5.7.5 Theorem ([13]). No ordinary probability space is saturated.
Proof. This is [13, Theorem 3B.1].
Since no ordinary probability space is saturated, they proved the following weak saturation property for
atomless probability spaces.
5.7.6 Proposition ([13]). Let Ω be an atomless probability space and let Γ be another probability space.
Let M and N be Polish spaces. Then for every simple M -valued random variable x on Ω and every pair
of random variables x¯, y¯ on Γ with values in M and N such that dist(x¯) = dist(x), there exists a random
variable y on Ω such that dist(x, y) = dist(x¯, y¯).
Proof. This is [13, Proposition 3B.3].
Now, in the continuous model theory setting, those two results correspond to the following:
5.7.7 Theorem. No separable model of ARV is ℵ0-saturated.
Proof. This is Theorem 5.5.1.
5.7.8 Proposition. LetM |= ARV. Then for any d-finite tuple f in M and any type p(f, y) in S1(f), there
is g ∈M realizing p(f, y).
Proof. This is Proposition 5.7.2.
5.7.9 Remark. By Proposition 5.7.8 and Theorem 5.7.3, Proposition 5.7.6 is strengthened so the conclusion
is true for discrete random variables (in place of simple ones).
In [22], Keisler and Sun proved the following theorem, which gives a local sufficient condition for the
saturation property to hold.
5.7.10 Theorem ([22]). Let f, g be random variables with values in Polish spaces X,Y respectively and
assume that dist(f) is atomless. Suppose (Ω,F , µ) has the saturation property for dist(f, g) but the standard
Lebesgue unit interval ([0, 1],L, λ) does not. Then (Ω,F , µ) is Hoover-Keisler saturated.
Proof. This is [22, Theorem 2.7].
119
In the continuous model theory setting, the preceding theorem corresponds the following:
5.7.11 Theorem. Let M be L1(λ, [0, 1]), where ([0, 1],L, λ) is the standard Lebesgue space. For every non-
d-finite tuple f in M , there is a type p(x, y) in ARV and an f ′ in M with tp(f ′) = tp(f), such that p(f ′, y)
is not realized in M . For every model N of ARV, if for every f ′ in N with tp(f ′) = tp(f), the type p(f ′, y)
is realized in N , then N is ℵ0-saturated.
5.7.12 Remark. By Theorem 5.7.3, Theorem 5.7.10 is strengthened so the conclusion is true for non-atomic
distributions dist(f) (in place of atomless ones).
5.8 Conditional Wasserstein distances
By Theorem 5.3.3, the mapping
ζ : SARVn (A)→ D[0,1]n(A )
tp(f/A) 7→ dist(f | A )
is a homeomorphism between the type space SARVn (A) equipped with the logic topology and the space
D[0,1]n(A ) of conditional distributions over A equipped with the topology of weak convergence. If we
consider the d∗-metric on the type spaces over ∅ in ARV, then by Theorem 5.3.6, the mapping
ηn : Sn(ARV)→ D[0,1]n
tp(f) 7→ dist(f)
is an isometric isomorphism between the type space
(
Sn(ARV), d
∗) and the Wasserstein space (D[0,1]n ,W1).
In model theory, types over parameters are as important as types over ∅, so it is natural and potentially
valuable to define a new distance on D[0,1]n(A ) which generalizes the Wasserstein distance between distri-
butions, so that ζ becomes an isometric isomorphism. In this section, we will discuss this new metric, called
conditional Wasserstein distance, and define conditional Wasserstein spaces.
Let (Ω,F ,m) be a κ-saturated probability space, where κ is an uncountable cardinal. Let A be a σ-
subalgebra of F that is small with respect to κ. For a Polish metric space X , an n-dimensional conditional
distribution over A on X , say µ, is an L1((Ω,A ,m), [0, 1])-valued Borel probability measure on X . More
precisely, it satisfies the following:
• µ(B) ≥ 0 a.s. for all Borel sets B ⊆ X .
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• µ(X ) = 1 a.s.
• µ(⋃∞i=1Bi) = ∑∞i=1 µ(Bi) a.s. for all disjoint Borel sets B1, B2, · · · ⊆ X .
Every random variable f from Ω to X determines a conditional distribution over A , denoted by dist(f | A ).
It is defined by dist(f | A )(B) := P(f ∈ B | A ) for every Borel set B ⊆ X , where P(· | A ) is the
conditional probability. Let DX (A ) denote the set of all conditional distributions over A on X . For every
Borel set B ⊆ X , we denote by DB(A ) the set of all conditional distributions over A which, as measures,
are supported by B.
5.8.1 Definition (Conditional Wasserstein distance). Let (Ω,F ,m) be a κ-saturated probability space for
an uncountable cardinal κ and let A be a small σ-subalgebra of F . Let (X , d) be a Polish metric space and
let p ∈ [1,∞). For conditional distributions µ and ν over A on X , we define the conditional Wasserstein
distance of order p over A as follows:
Wp(µ, ν) := inf
{[
Ed(f, g)p
] 1
p | f, g : Ω→ X ,dist(f | A ) = µ,dist(g | A ) = ν
}
.
In the definition, we need Ω to be κ-saturated with κ > |A |. Otherwise, for some µ ∈ DX (A ), it is
possible that no f : Ω→ X satisfies dist(f | A ) = µ. For example, (Ω,F ,m) is the standard Lebesgue space
([0, 1],L, λ). In the proof of Theorem 5.5.1, f ∈ M = L1(λ, [0, 1]) and p0(x, y) ∈ S2(ARV) are defined such
that the type p0(f, y) is not realized in M . Therefore there exists a type p(y) in S1(f) such that it is not
realized in M . By Theorem 5.2.3, the type p(y) corresponds µ ∈ D[0,1]n
(
σ(f)
)
such that no g ∈M satisfies
dist(g | σ(f)) = µ.
Nonetheless, there is an alternative approach to the definition as follows:
5.8.2 Definition. Let (X , d) be a Polish metric space and let A be a probability algebra. Let p ∈ [1,∞).
For µ, ν ∈ DX (A ), the conditional Wasserstein distance of order p over A is defined as
Wp(µ, ν) := inf
Ω,f,g
{
[Ed(f, g)p]
1
p
}
where the infimum is over all probability spaces (Ω,F , µ) with A ⊆ F and all random variables f, g : Ω→ X
such that dist(f | A ) = µ and dist(g | A ) = ν.
5.8.3 Remark. These two definitions are equivalent to each other. Let WΩp denote the distance defined in
Definition 5.8.1 and let Wp denote the one defined in Definition 5.8.2. Clearly, for all µ, ν ∈ DX (A ), one
has Wp(µ, ν) ≤ WΩp (µ, ν). For all  > 0, by definition there are f, g such that Wp(µ, ν) +  ≥ [Ed(f, g)p]
1
p .
121
Since Ω in Definition 5.8.1 is κ-saturated for some large cardinal κ and A is small, there are f ′, g′ : Ω→ X
such that dist
(
(f ′, g′) | A ) = dist((f, g) | A ). Therefore, dist(f ′ | A ) = dist(f | A ), dist(g′ | A ) = dist(g |
A ), and [Ed(f, g)p]
1
p = [Ed(f ′, g′)p]
1
p . Consequently, Wp(µ, ν) +  ≥ [Ed(f ′, g′)p] 1p ≥ WΩp (µ, ν). Hence
WΩp (µ, ν) = Wp(µ, ν).
5.8.4 Definition (Conditional Wasserstein space). Let (Ω,F ,m), A , (X , d), p be as above. For every
x ∈ X , let cx denote the constant function from Ω to X whose value is x. The conditional Wasserstein
space of order p over A is defined as
Pp(X ,A ) :=
{
µ ∈ DX (A ) |Wp
(
µ,dist(cx0 | A )
)
<∞ for some x0 ∈ X
}
.
Suppose X = [0, 1]n with the distance defined by d((a1, · · · , an), (b1, · · · , bn)) =
∑n
i=1 d(ai, bi) for all
(a1, · · · , an), (b1, · · · , bn) ∈ [0, 1]n. Then Pp([0, 1]n,A ) = D[0,1]n(A ). Now we connect conditional Wasser-
stein spaces to types spaces over set of parameters.
5.8.5 Theorem. Let M be a model of ARV of the form L1(µ, [0, 1]) for the atomless probability space
(Ω,F , µ). Suppose M is a κ-universal domain for an uncountable cardinal κ. Let A be a small subset of M
and let A = σ(A) be the σ-algebra of measurable sets generated by the random variables in A. Let f be an
n-tuple in M . Then dist(f | A ) is a conditional distribution over A on [0, 1]n. Moreover, the mapping
ηAn : Sn(A)→ P1
(
[0, 1]n,A
)
tp(f/A) 7→ dist(f | A )
is an isometric isomorphism between
(
Sn(A), d
∗) and (P1([0, 1]n,A ),W1), where the metric on which the
definition of W1 depends is defined by
d∗[0,1]n(a, b) =
n∑
i=1
|ai − bi|, for all a, b ∈ [0, 1]n.
Proof. This follows from Theorem 5.3.3 and the definition of conditional Wasserstein distances.
If B ⊆ A , then we define piB : DX (A ) → DX (B) as follows: for all Borel B ⊆ X , define piB(µ)(B) =
E
(
µ(B) | B) for all µ ∈ DX (A ).
5.8.6 Proposition. Let A be a probability algebra and let µ, ν ∈ D[0,1]n(A ). Then
W1(µ, ν) = sup
B⊆A
{
W1
(
piB(µ), piB(ν)
) | B is a finite subalgebra of A }.
122
Proof. LetM be a κ-universal domain for ARV with κ > |A |. Assume M is of the form L1((Ω,F ,m), [0, 1])
such that A ⊆ F . By Remark 5.3.10(i), for all f, g ∈Mn, we have
d
(
tp(f/A), tp(g/A)
)
= sup
B⊆A
{
d
(
tp(f/B), tp(g/B)
) | B is a finite subalgebra of A }.
By Theorem 5.8.5, we have
W1
(
dist(f | A ),dist(g | A )) = sup
B⊆A
{
W1
(
dist(f | B),dist(g | B) | B is a finite subalgebra of A }.
Hence,
W1
(
dist(f | A ),dist(g | A )) = sup
B⊆A
{
W1
(
piB(dist(f | A )), piB(dist(g | A ))
) | B is finite subalgebra}.
Since (Ω,F , µ) is κ-saturated and A is small, for all µ, ν ∈ D[0,1]n(A ), there are f, g ∈ M such that
dist(f | A ) = µ and dist(g | A ) = ν. The rest follows.
5.8.7 Theorem. Let (Ω,A ,m) be a probability space, where A is countably σ-generated. Then the topology
defined using the conditional Wasserstein distance W1 on D[0,1]n(A ) is the same as the topology of weak
convergence if and only if (Ω,A ,m) is a discrete probability space.
Proof. Suppose A = σ(f) for some random variable f : Ω→ [0, 1]. Then by Theorem 5.7.3 and Proposition
5.7.4, ARV(f) is separably categorical if and only if f is discrete. Then by Theorem 1.9.3 (Ryll-Nardzewski
Theorem), we get that in Sn
(
ARV(f)
)
the metric topology and the logic topology coincide if and only if f
is discrete. The rest follows from Theorem 5.3.3 and Theorem 5.8.5.
5.8.8 Remark. Comparing the preceding theorem with Theorem 2.4.7, we see the difference between condi-
tional Wasserstein spaces over non-atomic A and Wasserstein spaces.
5.8.9 Theorem. Let (Ω,A ,m) be a probability space. Suppose that A is σ-generated by a subset A of
L1
(
(Ω,A ,m), [0, 1]
)
. Then the conditional Wasserstein space
(
D[0,1]n(A ),W1
)
has density character ≤
|A|+ ℵ0.
Proof. By Theorem 5.8.5, we know that there is an isometric isomorphism between
(
Sn(A), d
∗) and(
D[0,1]n(A ),W1
)
. Since ARV is ω-stable, we have that (Sn(A), d
∗) has density character ≤ |A|+ℵ0. Hence,(
D[0,1]n(A ),W1
)
has density character ≤ |A|+ ℵ0.
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Chapter 6
Model theory of adapted structures
with one conditional expectation
In this chapter and next chapter, we study the model theory of adapted structures. The theory of adapted
structures provides the framework for a future study of stochastic processes.
Let T be a linear ordering throughout this chapter. An adapted structure with a T -indexed family of
conditional expectations is of the form (L1((Ω,B, µ), [0, 1]),
(
E(· | At)
)
t∈T ), where (Ω,B, µ) is a probability
space, (At)t∈T is an increasing family of σ-subalgebras of B, and E(· | At) is the conditional expectation
with respect to At for each t ∈ T . It is called a totally atomless adapted structure with a T -indexed family
of conditional expectations if for each t ∈ T , the σ-algebra At is atomless over previous ones (if there is a
minimal element 0 in T , then A0 is atomless), and B is atomless over At. It follows from the definition
of atomlessness that B and each At are atomless. When T only contains one element, a (totally atomless)
adapted structure with a T -indexed family of conditional expectations is called a (totally atomless) adapted
structure with one conditional expectation.
In an early draft of [2] in 2006, Ben Yaacov augmented LRV, the signature of [0, 1]-valued random
variable structures, with a T -indexed family of new 1-Lipschitz unary function symbols to the signature
LRVE,0 = LRV ∪ {Et}t∈T . For each t ∈ T , the function symbol Et is interpreted as a conditional expectation
of random variables. Then he also axiomatized the theories of (totally atomless) adapted structures with
a T -indexed family of conditional expectations. Ben Yaacov announced that the theory of totally atomless
adapted structures with a T -indexed family of conditional expectations admits quantifier elimination, is
separably categorical when T is finite, and is the model completion of the theory of adapted structures.
Moreover, he pointed out connections with work by Fajardo and Keisler [13]. He gave a detailed discussion
of presentations of canonical bases in atomless random variable structures. Further, he stated that the theory
of totally atomless adapted structures is the theory of beautiful tuples of random variable structures, and
that the model theoretic independence for that theory can be recovered from the general theory of beautiful
tuples. The content of Ben Yaacov’s paper evolved rapidly after 2006 and later versions of [2] did not contain
any discussion of adapted structures.
In Chapter 6, we study the theories of (totally atomless) adapted structures with one conditional expec-
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tation. In Chapter 7, we study the theories of (totally atomless) adapted structures with a T -indexed family
of conditional expectations. Chapter 7 is parallel to Chapter 6.
In Section 6.1, we axiomatize the theory of adapted structures with one conditional expectation by RVE,
and axiomatize the theory of totally atomless adapted structures with one conditional expectation by ARVE.
In Section 6.2, we prove basic model theoretic properties of ARVE such as separable categoricity, quantifier
elimination etc. In Section 6.3, we characterize the d-finite tuples in models of ARVE.
6.1 Axioms for RVE and ARVE
In this section, we axiomatize the theory of adapted structures with one conditional expectation by RVE,
and axiomatize the theory of totally atomless adapted structures with one conditional expectation by ARVE.
We consider the signature LRVE as LRV(×) ∪ {E}, where E is a new 1-Lipschitz unary function symbol.
The theory RVE consists of RV(×) together with the following axioms:
(E1) supx supy d
(
E(x)−· E(y), E(E(x)−· E(y))) = 0
(E2) supx d
(
E(¬x),¬E(x)) = 0
(E3) supx d
(
E(x2 ),
E(x)
2
)
= 0
(E4) supx supy |I[xE(y)]− I[E(x)E(y)]| = 0
In the following arguments, we will interpret symbols of LRVE in a given model M of RVE without
putting M explicitly into the notations, for easier readability. The following fact is some observations of
those axioms.
6.1.1 Fact. Let M be a model of RVE.
(i) E(0) = 0.
(ii) E(E(x)) = E(x) for every x ∈M .
(iii) E(M) = {x ∈M | E(x) = x}. Hence E(M) is closed.
Proof. (i) Using (E3).
(ii) In (E1), let y = 0 and then use (i).
(iii) For all x ∈ E(M), there is y ∈M such that x = E(y). By (i), E(x) = E(E(y)) = E(y) = x.
6.1.2 Proposition. LetM be an LRVE-structure. ThenM is a model of RVE if and only ifM is isomorphic
to an adapted structure with one conditional expectation.
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Proof. ⇐=: If M = L1((Ω,B, µ), [0, 1]), where (Ω,B, µ) is a probability space and A ⊆ B is a σ-subalgebra,
then it is easy to see that
(
M,E(· | A )) satisfies (E1)–(E4).
=⇒: If (M,E) |= RVE, then we haveM |= RV(×). We may assume M is of the form L1((Ω,B, µ), [0, 1])
for some probability space (Ω,B, µ). Let N be E(M). Then by Fact 6.1.1(iii), we know that N is a
closed subset. Then by the first 3 axioms of RVE, we know that N is an LRV(×)-substructure of M . By
Lemma 4.1.11, we know N = L1
(
(Ω,A , µ), [0, 1]
)
, where A = σ(N) ⊆ B is a σ-subalgebra. For all a ∈ A ,
we have 1a = [χa]a.s. ∈ N = E(M). By Fact 6.1.1(iii), E(1a) = 1a. For all f ∈ M , by (E4) we have
I[fE(1a)] = I[E(f)E(1a)]. As E(1a) = 1a, we have I(f1a) = I(E(f)1a), that is
∫
a
fdµ =
∫
a
E(f)dµ.
Since E(f) ∈ N = L1((Ω,A , µ), [0, 1]), we have E(f) = E(f | A ), as required.
The theory ARVE consists of the theory RVE together with the following two axioms:
(A1) supx infy max
(
I(y ∧ (¬y)), d(E(y ∧ x), E(x)2 )) = 0
(A2) supx infy max
(
I(E(y) ∧ (¬E(y))), ∣∣I(E(y) ∧ E(x))− I(x)2 ∣∣) = 0
6.1.3 Theorem. Let M be an LRVE-structure. Then M is a model of ARVE if and only if M is isomorphic
to a totally atomless adapted structure with one conditional expectation.
Proof. ⇐=: Let M be the totally atomless adapted structure of the form
(
L1
(
(Ω,B, µ), [0, 1]
)
,E(· | A )
)
,
where (Ω,B, µ) is a probability space, the σ-subalgebra A ⊆ B is atomless, and B is atomless over A . By
Proposition 6.1.2, we need only show that (A1) and (A2) hold in M. By Lemma 2.2.16(ii) and (vi), (A1)
holds. Since A is atomless, (A2) holds. Hence M is a model of ARVE.
=⇒: By Proposition 6.1.2, we know M is isomorphic to an adapted structure. Suppose it is of the form(
L1
(
(Ω,B, µ), [0, 1]
)
,E(· | A )
)
, where (Ω,B, µ) is a probability space and A is a σ-subalgebra of B. By
(A2), we know that A is atomless. So we only need show that B is atomless over A . For every A ∈ B and
for every  > 0, by Lemma 2.2.16(iv) (Maharam’s Lemma) we want to find B ∈ A such that B ⊆ A and
∥∥E(1B)− E(1A)
2
∥∥
1
≤ .
Let x denote 1A. By (A1), there exists y ∈M such that I
(
y ∧ (¬y)
) ≤ , and
d(E(y · x), E(x)
2
) ≤ 
2
.
Let D be the set L1
(
(Ω,B, µ), {0, 1}) in M . By Proposition 4.1.3, we get that dist(f,D) = I(f ∧ (¬f)), for
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all f ∈M . By this fact, there exists B ∈ B such that d(y, χB) ≤ 2 . Let z denote 1B . Then
d(E(yx), E(zx)) =
∫
Ω
|E(yx− zx)|dµ ≤
∫
Ω
E(|y − z||x|)dµ
≤
∫
Ω
E(|y − z|)dµ =
∫
Ω
|y − z|dµ = d(y, z) ≤ 
2
.
Thus
d(E(zx),
E(x)
2
) ≤ d(E(yx), E(x)
2
) + d(E(yx), E(zx)) ≤ .
Let B = B ∩A. Then ∥∥E(1B)− E(1A)
2
∥∥
1
≤ .
Hence, B is atomless over A .
6.2 Basics of ARVE
In this section, we prove some basic model theoretic properties of ARVE. We prove that ARVE is separably
categorical and admits quantifier elimination. Also we investigate the type spaces of ARVE and definable
closure in models of ARVE.
We first give the following lemma.
6.2.1 Lemma. Let M be a model of RVE of the form (L1((Ω,B, µ), [0, 1]),E(· | A )), where (Ω,B, µ) is a
probability space and A is a σ-subalgebra of B. Suppose Φ is an LRV-automorphism of L1
(
(Ω,B, µ), [0, 1]
)
such that the restriction of Φ to L1
(
(Ω,A , µ), [0, 1]
)
is an LRV-automorphism of L
1
(
(Ω,A , µ), [0, 1]
)
. Then
Φ is an LRVE-automorphism of M.
Proof. Since Ψ is an LRV-automorphism of L
1
(
(Ω,B, µ), [0, 1]
)
and RV(×) is an extension by definitions of
RV, we know that Ψ is also an LRV(×)-automorphism. We need only show that E(Ψ(f)) = Ψ(E(f)), where
E(·) is the conditional expectation E(· | A ), for all f ∈ M . For all f, g ∈ M , by (E4) and the facts that
Ψ−1(E(g)) ∈ L1((Ω,A , µ), [0, 1]) and Ψ is an LRV-automorphism, we have
I
(
E(Ψ(f))E(g)
)
= I
(
Ψ(f)E(g)
)
= I
(
f ·Ψ−1(E(g))) = I(E(f)Ψ−1(E(g))) = I(Ψ(E(f))E(g)).
Hence for all A ∈ A and all f ∈ M , we have ∫
Ω
E(Ψ(f) | A )1Adµ =
∫
Ω
Ψ(E(f | A ))1Adµ. Since the
restriction of Ψ to L1
(
(Ω,A , µ), [0, 1]
)
is an automorphism, Ψ(E(f | A )) is A -measurable. Therefore,
Ψ(E(f | A )) = E(Ψ(f) | A ) for all f ∈M , whereby E(Ψ(f)) = Ψ(E(f)).
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Consider a probability algebra (B, µ) and a σ-complete subalgebra A of B. Suppose (B, µ) is the
probability algebra associated to the probability space (Ω,G, µ). As explained on page 30, there is a mapping
pi from the σ-algebra G to the σ-complete boolean algebra pi(G) := Ĝ = B. Let F denote pi−1(A ). Then
because A is a σ-complete boolean algebra and G is a σ-algebra, it is routine to check that F is a σ-
subalgebra of G. Further, we know that (A , µ) is the probability algebra associated to (Ω,F , µ). The
conditional expectation E(· | F) with respect to F is defined from L1((Ω,G, µ), [0, 1]) to L1((Ω,F , µ), [0, 1]).
Therefore, E(· | F) is defined from L1(B, µ) := L1((Ω,G, µ), [0, 1]) to L1(A , µ) := L1((Ω,F , µ), [0, 1]),
denoted by E(· | A ).
By Theorem 5.1.1, we see that a probability algebra (B, µ) and a σ-complete subalgebra A of B de-
termine an adapted structure with one conditional expectation, denoted by
(
L1(B, [0, 1]),E(· | A )), up to
LRVE-isomorphism.
Separable categoricity
In his early draft of [2], Ben Yaacov announced that the theory ARVE is separably categorical.
6.2.2 Proposition. Let (Bi, µi) be a probability algebra and let Ai ⊆ Bi be a σ-complete subalgebra for each
i = 1, 2. Suppose (Ai, µi) is atomless, (Bi, µi) is atomless over (Ai, µi), and L1(Bi, [0, 1]) is separable, for
each i = 1, 2. For every LRV-isomorphism ϕ : L
1(A1, [0, 1])→ L1(A2, [0, 1]), there is an LRVE-isomorphism
Φ:
(
L1(B1, [0, 1]),E(· | A1)
)→ (L1(B2, [0, 1]),E(· | A2))
extending ϕ.
Proof. Let (Aω, µω) be the probability algebra associated to ([0, 1]
ω, µω). Note that (Aω, µω) is separable
and atomless. The free product of (Aω, µω) and (Aω, µω) is denoted by (Aω×̂Aω, ν). For each i = 1, 2,
since L1(Bi, [0, 1]) is separable, we have that Bi and Ai are both separable atomless probability alge-
bras. By Theorem 3.1.3, APr is separably categorical. Hence there is a measure-preserving isomorphism
ψ2 : (A2, µ2) → (Aω, µω). By Theorem 5.1.1, ϕ induces a natural measure-preserving isomorphism φ from
(A1, µ1) to (A2, µ2). Let ψ1 be ψ2 ◦ φ. Then ψ1 is a measure-preserving isomorphism from (A1, µ1) to
(Aω, µω). Define α1 : [0, 1]
ω → [0, 1]ω × [0, 1]ω by α(A) := A × [0, 1]ω for all measurable A ⊆ [0, 1]ω, and
define α2 : [0, 1]
ω → [0, 1]ω × [0, 1]ω by α(A) := [0, 1]ω ×A for all measurable A ⊆ [0, 1]ω. Then αi induces a
measure-preserving homomorphism ιi : (Aω, µω)→ (Aω×̂Aω, ν) for each i = 1, 2. Since the image of α1 only
depends on the first coordinate and the image of α2 only depends on the second coordinate, we know that the
image of α1 and the image of α2 are independent. Then by Lemma 2.2.19(ii), we know that [0, 1]
ω × [0, 1]ω
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is atomless over the image of α1. Then by Lemma 2.2.16, we have Aω×̂Aω is atomless over ι1[Aω]. Then
ei := ι1ψi : (Ai, µi) → (Aω×̂Aω, ν) is a measure-preserving homomorphism for each i = 1, 2. Note that
ei[Ai] = ι1[Aω] for each i = 1, 2. We have that Bi is atomless over Ai, and L1(Bi, [0, 1]) is separable for
each i = 1, 2. By Lemma 2.2.17, τA1(b1) = τA2(b2) = ω for all b1 ∈ B+1 and all b2 ∈ B+2 . By Theorem
2.2.27, ei can be extended to an isomorphism fi : (Bi, µi) → (Aω×̂Aω, ν) for each i = 1, 2. By Theorem
5.1.1, fi induces a natural LRV-isomorphism f̂i from L
1(Bi, [0, 1]) to L1(Aω×̂Aω, [0, 1]), and ei induces a
natural LRV-isomorphism êi from L
1(Ai, [0, 1]) to L1(ι1[Aω], [0, 1]), for each i = 1, 2. Moreover, we have
ê2 ◦ϕ = ê1. Since fi extends ei for each i = 1, 2, we have that f̂i extends êi. Then by Lemma 6.2.1, we know
that f̂i is an LRVE-isomorphism from (L
1(Bi, [0, 1]),E(· | Ai)) to (L1(Aω×̂Aω, [0, 1]),E(· | ι1[Aω])). Then
f̂2
−1 ◦ f̂1 is our desired Φ.
6.2.3 Corollary. The theory ARVE is separably categorical, and hence it is complete.
6.2.4 Proposition. The theory ARVE is model complete.
Proof. From the form of its axioms, ARVE is an ∀∃ theory. Then by Theorem 1.8.2 (Lindstro¨m’s test for
model completeness) and Corollary 6.2.3 (ARVE is separably categorical), ARVE is model complete.
Definable closures
Let M be a model of ARVE and let A be a subset. Here, we use the notation dclE(A) for dclARVEM (A) and
the notation dcl(A) for dclARVM (A).
6.2.5 Proposition. Let M |= ARVE and let A be a subset of M . Then dclE(A) ⊇ dcl(E(dcl(A)) ∪A).
Proof. For any subset B of M , if a ∈ M is definable over B in the reduct of M to LRV, then a is also
definable over B in the LRVE-structure M. Hence dcl(B) ⊆ dclE(B) for any subset B ⊆ M . Then by
Proposition 1.6.11,
dclE(A) ⊆ dcl(dclE(A)) ⊆ dclE(dclE(A)) = dclE(A),
whereby dcl
(
dclE(A)
)
= dclE(A). Note that dclE(A) ⊇ A and E(dclE(A)) ⊆ dclE(dclE(A)) = dclE(A).
Then E
(
dcl(A)
)∪A ⊆ dclE(A) = dcl(dclE(A)), whence by dcl(dclE(A)) = dclE(A) and Proposition 1.6.11,
dcl
(
E(dcl(A) ∪A)) ⊆ dcl(dclE(A)) = dclE(A).
6.2.6 Question. Is it true that dclE(A) = dcl
(
E(dcl(A)) ∪A)?
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Type spaces
Our main results are Theorems 6.2.8 and 6.2.9.
6.2.7 Lemma. Let M |= ARVE be of the form
(
L1
(
(Ω,B, µ), [0, 1]
)
,E(· | A )
)
, where (Ω,B, µ) is a
probability space, the σ-subalgebra A ⊆ B is atomless, and B is atomless over A . Suppose A is the
σ-algebra generated by the random variables in A ⊆M . For all a, b ∈Mn and C ⊆M , we have:
tpARV(a/C ∪A) = tpARV(b/C ∪A) =⇒ tpARVE(a/C) = tpARVE(b/C).
Proof. Let N |= ARV(×) be a κ-universal domain for an uncountable cardinal κ. Without loss of generality,
we may assume that N is of the form L1((Ω,C , µ), [0, 1]) where A ⊆ B ⊆ C and A ,B are small. Then by
interpreting E as E(· | A ) in N , the LRV(×)-structure N is expanded to become an LRVE-structure. Since
A is small, by Theorems 3.4.2 and 5.5.3 we know that C is also atomless over A , whence N is a model of
ARVE. Note that M ⊆ N . Then by Proposition 6.2.4 (ARVE is model complete), we have that M  N .
Since C and A are small and tpARV(a/C ∪ A) = tpARV(b/C ∪ A), there is Φ ∈ AutRV
(
L1((Ω,C , µ), [0, 1])
)
such that Φ(a) = b and Φ fixes C∪A pointwise. Since Φ fixes A and σ(A) = A , we have Φ L1((Ω,A ,µ),[0,1])∈
AutRV
(
L1((Ω,A , µ), [0, 1])
)
. Then by Lemma 6.2.1, Φ ∈ AutRVE
(
L1
(
(Ω,C , µ), [0, 1]
)
,E(· | A )
)
such that
Φ(a) = b and Φ fixes C. Therefore tpARVE(a/C) = tpARVE(b/C).
For all t = (t1, · · · , tn) ∈ [0, 1]n, define Bt := [0, t1)× · · · × [0, tn).
6.2.8 Theorem. Let M |= ARVE be a κ-universal domain where κ > 2ω. Assume that M is of the form(
L1
(
(Ω,B, µ), [0, 1]
)
,E(· | A )
)
, where (Ω,B, µ) is a probability space, the σ-subalgebra A ⊆ B is atomless,
and B is atomless over A . Then for all a, b ∈Mn, we have tp(a) = tp(b) if and only if
dist
(
E(a ∈ Bt1 | A ), · · · ,E(a ∈ Btm | A )
)
= dist
(
E(b ∈ Bt1 | A ), · · · ,E(b ∈ Btm | A )
)
for all m ∈ N and for all t1, · · · , tm ∈ [0, 1]n.
Proof. =⇒: Since M is a κ-universal domain and tp(a) = tp(b), there is an automorphism Φ of M such
that Φ(a) = b. By Lemma 5.2.5, we have that
tp(1a∈Bt1 , · · · ,1a∈Btm ) = tp(1b∈Bt1 , · · · ,1b∈Btm )
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for all m ∈ N and all t1, · · · , tm ∈ [0, 1]n, and thus
tp
(
E(a ∈ Bt1), · · · , E(a ∈ Btm)
)
= tp
(
E(b ∈ Bt1), · · · , E(b ∈ Btm)
)
.
Then use Theorem 5.2.3(v).
⇐=: Note that E(f) = E(f | A ) for all f ∈M . By assumption, we know that
dist
(
E(a ∈ Bt1), · · · , E(a ∈ Btm)
)
= dist
(
E(b ∈ Bt1), · · · , E(b ∈ Btm)
)
.
Then by Theorem 5.2.3(v), for all t1, · · · , tm ∈ [0, 1]n we have that
tpARV
(
E(a ∈ Bt1), · · · , E(a ∈ Btm)
)
= tpARV
(
E(b ∈ Bt1), · · · , E(b ∈ Btm)
)
.
Thus, we have
tpARV
({E(a ∈ Bt)}t∈[0,1]n) = tpARV({E(b ∈ Bt)}t∈[0,1]n).
Let λ be a cardinal > 2|B|. Let N |= ARV(×) be a λ-universal domain and we may assume that N is of
the form L1
(
(Ω,C , µ), [0, 1]
)
where A ⊆ B ⊆ C and A ,B are small. Since A is small, by Theorems 3.4.2
and 5.5.3 we have that C is also atomless over A . By interpreting E as E(· | A ) in N , we expand N to
a model of ARVE. Note that M ⊆ N . By Proposition 6.2.4, we have M  N . Since M is a κ-universal
domain, L1((Ω,B, µ), [0, 1]) and L1((Ω,A , µ), [0, 1]) are κ-universal domains for ARV(×). Hence there is an
automorphism Φ of the LRV(×)-structure L1((Ω,A , µ), [0, 1]) such that Φ(E(a ∈ Bt)) = E(b ∈ Bt) for every
t ∈ [0, 1]n. Then by the fact that N as a model of ARV(×) is a λ-universal domain with λ > 2|B| ≥ 2|A |,
there is an automorphism Ψ of the LRV(×)-structure L1((Ω,C , µ), [0, 1]) extending Φ. Since Ψ extends Φ,
by Lemma 6.2.1 we know that Ψ is an automorphism of the LRVE-structure N .
Let a′ = Ψ(a). By Lemma 5.2.5, we have Ψ(1f∈Bt) = 1Ψ(f)∈Bt for all t ∈ [0, 1]n and all f ∈ Nn. Then
because Ψ is an automorphism of the LRVE-structure N , we have
E(a′ ∈ Bt) = E(1Ψ(a)∈Bt) = E(Ψ(1a∈Bt)) = Ψ(E(1a∈Bt)) = Ψ(E(a ∈ Bt)),
for every t ∈ [0, 1]n. Therefore, E(a′ ∈ Bt) = E(b ∈ Bt) for every t ∈ [0, 1]n. That is, a′ and b have the same
conditional distribution over A . By Theorem 5.2.3(v) and Lemma 6.2.7, we have tpARVE(a′) = tpARVE(b),
whence tpARVE(a) = tpARVE(b).
6.2.9 Theorem. Let M |= ARVE be a κ-universal domain where κ > 2ω. Assume that M is of the form
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(
L1
(
(Ω,B, µ), [0, 1]
)
,E(· | A )
)
, where (Ω,B, µ) is a probability space, the σ-subalgebra A ⊆ B is atomless,
and B is atomless over A . For all a, b ∈Mn, we have tp(a) = tp(b) if and only if
dist
(
E(ϕ1(a) | A ), · · · ,E(ϕm(a) | A )
)
= dist
(
E(ϕ1(b) | A ), · · · ,E(ϕm(b) | A )
)
,
for all m ∈ N and all continuous ϕ1, · · · , ϕm : [0, 1]n → [0, 1].
Proof. The proof is a revision of the proof of Theorem 6.2.8.
=⇒: Since M is a κ-universal domain and tp(a) = tp(b), there is an automorphism Φ of M such
that Φ(a) = b. By Lemma 5.2.5, we have that tp(ϕ1(a), · · · , ϕm(a)) = tp(ϕ1(b), · · · , ϕm(b)) for all m ∈
N and for all continuous ϕ1, · · · , ϕm : [0, 1]n → [0, 1], and thus we have tp(E(ϕ1(a)), · · · , E(ϕm(a))) =
tp(E(ϕ1(b)), · · · , E(ϕm(b))). Then use Theorem 5.2.3(v).
⇐=: Note that E(f) = E(f | A ) for all f ∈ M . By assumption, for all m ∈ N and all continuous
ϕ1, · · · , ϕm : [0, 1]n → [0, 1], we have that
dist
(
E(ϕ1(a)), · · · , E(ϕm(a))
)
= dist
(
E(ϕ1(b)), · · · , E(ϕm(b))
)
.
Then by Theorem 5.2.3(v), for all m ∈ N and all continuous ϕ1, · · · , ϕm : [0, 1]n → [0, 1], we have that
tpARV
(
E(ϕ1(a)), · · · , E(ϕm(a))
)
= tpARV
(
E(ϕ1(b)), · · · , E(ϕm(b))
)
.
Thus, we have
tpARV
({E(ϕ(a)) | ϕ : [0, 1]→ [0, 1] is continuous}) = tpARV({E(ϕ(b)) | ϕ : [0, 1]→ [0, 1] is continuous}).
Let λ be a cardinal > 2|B|. Let N |= ARV(×) be a λ-universal domain and we may assume that N is of
the form L1
(
(Ω,C , µ), [0, 1]
)
where A ⊆ B ⊆ C and A ,B are small. Since A is small, by Theorems 3.4.2
and 5.5.3 we have that C is also atomless over A . By interpreting E as E(· | A ) in N , we expand N to
a model of ARVE. Note that M ⊆ N . By Proposition 6.2.4, we have M  N . Since M is a κ-universal
domain, L1((Ω,B, µ), [0, 1]) and L1((Ω,A , µ), [0, 1]) are κ-universal domains for ARV(×). Hence there is
an automorphism Φ of the LRV(×)-structure L1((Ω,A , µ), [0, 1]) such that Φ(E(ϕ(a))) = E(ϕ(b)) for all
continuous ϕ : [0, 1]n → [0, 1]. Then by the fact that N as a model of ARV(×) is a λ-universal domain with
λ > 2|B| ≥ 2|A |, there is an automorphism Ψ of the LRV(×)-structure L1((Ω,C , µ), [0, 1]) extending Φ. Since
Ψ extends Φ, by Lemma 6.2.1 we know that Ψ is an automorphism of the LRVE-structure N .
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Let a′ = Ψ(a). By Lemma 5.2.5, we have that Ψ(ϕ(a)) = ϕ(Ψ(a)) = ϕ(a′) for all continuous ϕ : [0, 1]n →
[0, 1]. Because Ψ extends Φ, for all continuous ϕ : [0, 1]n → [0, 1] we have Ψ(E(ϕ(a))) = E(ϕ(b)). Thus
E(Ψ(ϕ(a))) = Ψ(E(ϕ(a))) = E(ϕ(b)), since Ψ is an automorphism of the LRVE-structure N . Then by the
fact that Ψ(ϕ(a)) = ϕ(Ψ(a)) = ϕ(a′), we have E(ϕ(a′)) = E(ϕ(b)) for all continuous ϕ : [0, 1]n → [0, 1].
Using Lusin’s theorem and the dominated convergence theorem, we have that E(a′ ∈ B) = E(b ∈ B) for
all Borel B ⊆ [0, 1]n. That is, a′ and b determine the same conditional distribution over A . By Theorem
5.2.3(v) and Lemma 6.2.7, we have tpARVE(a′) = tpARVE(b), whence tpARVE(a) = tpARVE(b).
6.2.10 Corollary. Let M |= ARVE be a κ-universal domain where κ > 2ω. Assume that M is of the form(
L1
(
(Ω,B, µ), [0, 1]
)
,E(· | A )
)
, where (Ω,B, µ) is a probability space, the σ-subalgebra A ⊆ B is atomless,
and B is atomless over A . For all a, b ∈Mn and small C ⊆M , the following are equivalent:
(i) tp(a/C) = tp(b/C).
(ii) For all k, l ∈ N, all t1, · · · , tk ∈ [0, 1]n+l, and all c1, · · · , cl ∈ C, one has
dist
(
E
(
(a, c1, · · · , cl) ∈ Bt1 | A
)
, · · · ,E((a, c1, · · · , cl) ∈ Btk | A ))
=dist
(
E
(
(b, c1, · · · , cl) ∈ Bt1 | A
)
, · · · ,E((b, c1, · · · , cl) ∈ Btk | A )).
(iii) For all k, l ∈ N, all continuous ϕ1, · · · , ϕk : [0, 1]n+l → [0, 1], and all c1, · · · , cl ∈ C, one has
dist
(
E
(
ϕ1(a, c1, · · · , cl) | A
)
, · · · ,E(ϕk(a, c1, · · · , cl) | A ))
=dist
(
E
(
ϕ1(b, c1, · · · , cl) | A
)
, · · · ,E(ϕk(b, c1, · · · , cl) | A )).
Proof. (i) ⇒ (ii) and (i) ⇒ (iii): Since tp(a/C) = tp(b/C), we have tp(a, c1, · · · , cl) = tp(b, c1, · · · , cl) for
all l ∈ N and all c1, · · · , cl ∈ C. Then use Theorem 6.2.8 and Theorem 6.2.9 respectively.
(ii) ⇒ (i): By Theorem 6.2.8, tp(a, c1, · · · , cl) = tp(b, c1, · · · , cl) for all l ∈ N and all c1, · · · , cl ∈ C.
Therefore tp(a/C) = tp(b/C).
(iii) ⇒ (i): By Theorem 6.2.9, tp(a, c1, · · · , cl) = tp(b, c1, · · · , cl) for all l ∈ N and all c1, · · · , cl ∈ C.
Therefore tp(a/C) = tp(b/C).
Quantifier Elimination
6.2.11 Theorem. The theory ARVE admits quantifier elimination.
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Proof. LetM |= ARVE. Let a, b ∈Mn with tpARVE,qf(a) = tpARVE,qf(b). By Lemma 5.2.1, for all m ∈ N and
all continuous ϕ1, · · · , ϕm : [0, 1]n → [0, 1], there are sequences of n-ary LRV-terms (tk,ϕ1)k∈N, · · · , (tk,ϕm)k∈N
such that for each j = 1, · · · ,m, we have that tMk,ϕj uniformly converges to ϕMj , where ϕMj : Mn → [0, 1] is de-
fined by ϕMj (f) = ϕj(f) for all f ∈Mn. Then for every quantifier free LRVE-formula F (z) where z is a tuple of
m variables, by the fact that FM and EM are continuous, we have that FM
(
EM(tMk,ϕ1(f)), · · · , EM(tMk,ϕm(f))
)
converges to FM
(
EM(ϕ1(f)), · · · , EM(ϕm(f))
)
for all f ∈ Mn. Then because F (E(tk,ϕ1), · · · , E(tk,ϕm))
is a quantifier free LRVE-formula for each k ∈ N and tpARVE,qf(a) = tpARVE,qf(b), we have that
FM
(
EM(ϕ1(a)), · · · , EM(ϕm(a))
)
= FM
(
EM(ϕ1(b)), · · · , EM(ϕm(b))
)
.
Hence,
tpARVE,qf
(
E(ϕ1(a)), · · · , E(ϕm(a))
)
= tpARVE,qf
(
E(ϕ1(b)), · · · , E(ϕm(b))
)
,
and thus
tpARV,qf
(
E(ϕ1(a)), · · · , E(ϕm(a))
)
= tpARV,qf
(
E(ϕ1(b)), · · · , E(ϕm(b))
)
,
for all m ∈ N and all continuous ϕ1, · · · , ϕm : [0, 1]n → [0, 1]. By Theorem 5.2.3, we have that
dist
(
E(ϕ1(a)), · · · , E(ϕm(a))
)
= dist
(
E(ϕ1(b)), · · · , E(ϕm(b))
)
,
for all m ∈ N and all continuous ϕ1, · · · , ϕm : [0, 1]n → [0, 1]. By Theorem 6.2.9, we know that tpARVE(a) =
tpARVE(b). Then by Theorem 1.10.4, we have that ARVE admits quantifier elimination.
6.2.12 Proposition. The universal part of ARVE is RVE, and ARVE is the model completion of RVE.
Proof. By Corollary 4.1.12, we know that RV is a universal theory. Then from the form of the axioms in
RVE \ RV (see page 81 for RV(×) \ RV and page 125 for RVE \ RV(×)), we know that RVE is a universal
theory. By Proposition 6.1.2 and Theorem 6.1.3, we have that the LRVE-substructures of models of ARVE
are precisely the models of RVE. Therefore the theory RVE is the universal part of the theory ARVE. Then
by Theorem 6.2.11 and Proposition 1.10.5, we know that ARVE is the model completion of RVE.
6.3 On d-finite tuples in ARVE
In this section, we characterize the d-finite tuples in models of ARVE.
Let M |= ARVE. For a tuple f = (f1, · · · , fn) ∈ Mn, let ARVE(f) denote the theory Th(M, f). By
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Corollary 6.2.3 (ARVE is separably categorical) and Theorem 3.5.2, f is d-finite (over ∅) if and only if
ARVE(f) is ℵ0-categorical. We will use this result to characterize the d-finite tuples in M .
6.3.1 Theorem. Let M |= ARVE and f = (f1, · · · , fn) ∈Mn. Let F denote L1
(
σ(f), [0, 1]
)
, where σ(f) is
the σ-algebra generated by f . Then f is a d-finite tuple in M if and only if the σ-algebras σ(f) and σ
(
E(F))
are atomic.
Proof. =⇒: If f is d-finite, then ARVE(f) is ω-categorical. By Corollary 1.9.5, ARV(f) is ω-categorical.
Then by Theorem 5.7.3, we have that fi is a discrete random variable for every 1 ≤ i ≤ n. Therefore σ(f)
is atomic. By the fact that ARVE(f) is ω-categorical, we know that for every g ∈ dclARVE(f), the theory
ARVE(f, g) is also ω-categorical. By Corollary 1.9.5 and Theorem 5.7.3, we have that g is discrete. By
Theorem 5.2.3(iv), dclARV(E(F)) = L1(σ(E(F)), [0, 1]). Since σ(f) is atomic, there is h ∈ dclARV(E(F)) =
L1
(
σ(E(F)), [0, 1]) such that σ(h) = σ(E(F)) up to a set of sets of measure zero. By Proposition 6.2.5,
dclARV(E(F)) ⊆ dclARVE(f). Hence h is discrete, whereby σ(E(F)) = σ(h) is atomic.
⇐=: Let ([0, 1],L, λ) be the standard Lebesgue space and let ([0, 1]× [0, 1],L×L, λ× λ) be the product
space. Define pi : [0, 1] × [0, 1] → [0, 1] by pi(x, y) := x for all (x, y) ∈ [0, 1] × [0, 1]. Let B denote L × L.
Then pi−1(L) is atomless and B is atomless over pi−1(L). Let A ⊆ B be the smallest σ-algebra containing
pi−1(L) and the set of all sets of measure zero in B. Then we also have A is atomless and B is atomless over
A . Hence,
(
L1
(
([0, 1] × [0, 1],B, λ × λ), [0, 1]),E(· | A )) is a model of ARVE. Suppose M is a separable
model. By Corollary 6.2.3, M is isomorphic to
(
L1
(
([0, 1]× [0, 1],B, λ× λ), [0, 1]),E(· | A )). Without loss
of generality, we may identify M with
(
L1
(
([0, 1]× [0, 1],B, λ× λ), [0, 1]),E(· | A )).
For g ∈ Mn with (M, f) ≡ (M, g), we will show there exists ψ ∈ AutARVE(M) such that ψ(f) = g.
Then ARVE(f) is separably categorical. By Theorem 3.5.2, f is d-finite. Let G denote L1(σ(g), [0, 1]). Note
that F ,G are LRV(×)-structures. For every LRV(×)-term t, define φ0(E(t(f))) = E(t(g)). Since tpARVE(f) =
tpARVE(g), we have that φ0 is well-defined and is an LRV(×)-elementary map in M from a subset of E(F)
into E(G); i.e., for all LRV(×)-formulas τ and all LRV(×)-terms t1, · · · , tk, we have
τM
(
E(t1(f)), · · · , E(tk(f))
)
= τM
(
E(t1(g)), · · · , E(tk(g))
)
= τM
(
φ0
(
E(t1(f))
)
, · · · , φ0
(
E(tk(f))
))
.
Then by the fact that {E(t(f)) | t is an LRV(×)-term} and {E(t(g)) | t is an LRV(×)-term} are dense in E(F)
and E(G) respectively, and tpARVE(f) = tpARVE(g), we have that φ0 is extended to an LRV(×)-elementary
map φ : E(F)→ E(G) in M, which is distance preserving and bijective. Then because
L1
(
σ(E(F)), [0, 1]) = {t(a1, · · · , ak) | k ∈ N, a1, · · · , ak ∈ E(F), t is an LRV(×)-term}
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and
L1
(
σ(E(G)), [0, 1]) = {t(b1, · · · , bk) | k ∈ N, b1, · · · , bk ∈ E(G), t is an LRV(×)-term},
we have that φ is extended to an LRV(×)-isomorphism φ˜ : L1
(
σ(E(F)), [0, 1]) → L1(σ(E(G)), [0, 1]). Then
by the fact that σ
(
E(F)) is atomic, we know that σ(E(G)) is also atomic. By Fact 2.2.2, there is a maximal
family {Pj | j ∈ J} of pairwise inequivalent atoms of σ
(
E(F)), where J is a countable set. Since φ˜ is an
LRV(×)-isomorphism, for each j ∈ J we have that φ˜(1Pj ) = 1Qj for some Qj ∈ σ
(
E(G)), for each j ∈ J we
have Qj is an atom in σ
(
E(G)), whenever j 6= j′ ∈ J we have µ(Qj ∩Qj′) = 0, and µ(Pj) = µ(Qj) for each
j ∈ J . Therefore ∑j∈J µ(Qj) = 1. After adding the complement of ⋃j∈J Qj to one of the atoms, we may
assume that {Qj | j ∈ J} is a maximal family of pairwise inequivalent atoms of σ
(
E(G)). By Lemma 3.1.5,
there is a measure-preserving automorphism Φ: A → A such that Φ(Pj) = Qj up to a set of measure zero
for each j ∈ J . By Theorem 5.1.1, Φ determines an LRV(×)-automorphism ϕ : L1(A , [0, 1])→ L1(A , [0, 1]),
which extends φ˜.
Since tpARVE(f) = tpARVE(g), we have tpARV(f) = tpARV(g). By Theorem 5.2.3(v), we have dist(f) =
dist(g). Therefore, the fact that σ(f) is atomic implies that σ(g) is atomic, and thus f and g are both discrete
random variables. Moreover, by Fact 2.2.2, there is a maximal family {Fi | i ∈ I} of pairwise inequivalent
atoms of σ(f), where I is a countable set. Then for each i ∈ I, we have a sequence of LRV(×)-terms tki
such that 1Fi = limk→∞ t
k
i (f). Since tp
ARV(×)(f) = tpARV(×)(g) and limk→∞ tki (f)
2 = limk→∞ tki (f) for
each i ∈ I, we have that limk→∞ tki (g)2 = limk→∞ tki (g), and thus limk→∞ tki (g) = 1Gi for some Gi ∈ B.
Moreover, whenever i 6= i′ ∈ I we have µ(Gi ∩ Gi′) = 0, and for all i ∈ I we have µ(Fi) = µ(Gi) and
f(x) = g(y) for almost all x ∈ Fi, y ∈ Gi. Thus,
∑
i∈I µ(Gi) =
∑
i∈I µ(Fi) = 1. Then by the fact that
dist(f) = dist(g), we have that Gi is an atom in σ(g) for each i ∈ I. After adding the complement of
⋃
i∈I Gi
to one of the atoms, we may assume that {Gi | i ∈ I} is a maximal family of pairwise inequivalent atoms of
σ(g). Further, for all i ∈ I, by the definition of φ we have
φ(E(1Fi)) = φ
(
E( lim
k→∞
tki (f))
)
= lim
k→∞
φ(E(tki (f))) = lim
k→∞
E(tki (g)) = E( lim
k→∞
tki (g)) = E(1Gi).
Hence, ϕ(E(1Fi)) = φ(E(1Fi)) = E(1Gi) for all i ∈ I. For all i ∈ I and all A ∈ A , we have
µ(A ∩ Fi) =
∫
A
1Fidµ =
∫
A
E(1Fi)dµ =
∫
Φ(A)
ϕ
(
E(1Fi)
)
dµ =
∫
Φ(A)
E(1Gi)dµ = µ(Φ(A) ∩Gi).
Since B is atomless over A , by Lemma 2.2.20 we may assume there is a measure-preserving homomorphism
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Φi : σ(A ∪ {Fi})→ B which extends Φ such that Φi(Fi) = Gi. By Proposition 2.2.3,
A ∨ σ(f) = {
⋃
i∈I
Ai ∩ Fi | Ai ∈ A for each i ∈ I},
and
A ∨ σ(g) = {
⋃
i∈I
Ai ∩Gi | Ai ∈ A for each i ∈ I}.
We define Φ′ : A ∨ σ(f) → A ∨ σ(g) by Φ′(⋃i∈I Ai ∩ Fi) := ⋃i∈I Φi(Ai ∩ Fi) = ⋃i∈I Φ(Ai) ∩ Gi, where
Ai ∈ A for every i ∈ I. Because Φi is a measure-preserving homomorphism for each i ∈ I, we have that
Φ′ is a measure-preserving homomorphism from A ∨ σ(f) to A ∨ σ(g). Since Φ is surjective, we know that
Φ′ is also surjective. Then Φ′ is a measure-preserving isomorphism that extends Φ. Since σ(f) is atomic,
by Proposition 2.2.24 there is a measure-preserving automorphism Φ˜: B → B extending Φ′. Therefore, by
Lemma 6.2.1 we know that Φ˜ induces an LRVE-automorphism ϕ˜ : M → M extending ϕ. Then because for
all i ∈ I we have Φ˜(Fi) = Gi and f(x) = g(y) for almost all x ∈ Fi, y ∈ Gi, we have that ϕ˜(f) = g.
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Chapter 7
Model theory of adapted structures
with T -indexed conditional
expectations
Let T be a linear ordering throughout this chapter. An adapted structure with a T -indexed family of
conditional expectations is of the form (L1((Ω,B, µ), [0, 1]),
(
E(· | At)
)
t∈T ), where (Ω,B, µ) is a probability
space, (At)t∈T is an increasing family of σ-subalgebras of B, and E(· | At) is the conditional expectation
with respect to At for each t ∈ T . It is called a totally atomless adapted structure with a T -indexed family
of conditional expectations if for each t ∈ T , the σ-algebra At is atomless over previous ones (if there is a
minimal element 0 in T , then A0 is atomless), and B is atomless over At. It follows from the definition
of atomlessness that B and each At are atomless. When T only contains one element, a (totally atomless)
adapted structure with a T -indexed family of conditional expectations is called a (totally atomless) adapted
structure with one conditional expectation.
In this chapter we study the theories of (totally atomless) adapted structures with a T -indexed family
of conditional expectations, whereas Chapter 6 studies the theories of (totally atomless) adapted structures
with one conditional expectation. Chapter 7 is parallel to Chapter 6. In Section 7.1, we axiomatize the
theory of adapted structures with a T -indexed family of conditional expectations by RVET, and the theory
of totally atomless adapted structures with a T -indexed family of conditional expectations by ARVET. In
Section 7.2, we consider basic model theoretic properties of ARVET. For instance, we prove that ARVET is
separably categorical if and only if T is a finite linear ordering and show that ARVET has continuum many
non-isomorphic separable models when T is infinite. In Section 7.3, we characterize the d-finite tuples in
models of ARVET when T is finite.
7.1 Axioms for RVET and ARVET
Fix a linear ordering (T,<). Let LRVET denote LRV(×) ∪ {Et : t ∈ T}, where every Et is a 1-Lipschitz unary
function symbol. Let RVEt denote the theory of adapted structure with one conditional expectation where
the conditional expectation symbol is Et. The theory RVET is the theory consisting of
⋃
t∈T RVEt and the
following closed conditions:
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(RVEs<t) supx max
(
d(Es[Et(x)], Et[Es(x)]), d(Et[Es(x)], Es(x))
)
= 0 for all s <∈ T.
7.1.1 Proposition. Let M be an LRVET-structure. Then M is a model of RVET if and only if M is
isomorphic to an adapted structure with a T -indexed family of conditional expectations.
Proof. ⇐=: By Proposition 6.1.2 and the transitivity property of conditional expectations, this is clear.
=⇒: SinceM |= RV(×), we may assume that M is L1((Ω,B, µ), [0, 1]) for the probability space (Ω,B, µ).
Let Nt denote Et(M) for every t ∈ T . By (RVEs<t), we have Ns ⊆ Nt for all s < t ∈ T . Since M |= RVEt
for every t ∈ T , as shown in the proof of Proposition 6.1.2, there is a σ-subalgebra At ⊆ B such that Et
is Et(· | At) for every t ∈ T . Then because Ns ⊆ Nt for all s < t ∈ T , we know that every As-measurable
function is also At-measurable. Hence we have As ⊆ At whenever s < t. Therefore,M is isomorphic to the
adapted structure (L1((Ω,B, µ), [0, 1]),
(
E(· | At)
)
t∈T ).
The theory ARVET consists of the theory RVET together with the following conditions:
(ARVEs<t) supx infy max
(
I
(
Et(y) ∧ (¬Et(y))
)
, d(Es(Et(y) ∧ Et(x)), Es(x)2 )
)
= 0 for all s < t ∈ T ;
(ARVEt) supx infy max
(
I(y ∧ (¬y)), d(Et(y ∧ x), Et(x)2 )) = 0 for all t ∈ T ;
if (T,<) has a minimal element 0, then we add:
(ARVE0) supx infy max
(
I
(
E0(y) ∧ (¬E0(y))
)
, d
(
I(E0(y) ∧ E0(x)), I(x)2
))
= 0.
Let M be an adapted structure with a T -indexed family of conditional expectations of the form
(L1((Ω,B, µ), [0, 1]),
(
E(· | At)
)
t∈T ),
where (Ω,B, µ) is a probability space and (At)t∈T is an increasing family of σ-subalgebras of B. By
Proposition 7.1.1, we have thatM is a model of RVET. For all s, t ∈ T with s < t, Axiom (ARVEs<t) holds
in M if and only if At is atomless over As. For all t ∈ T , Axiom (ARVEt) holds in M if and only if B
is atomless over At. When T has a minimal element 0, Axiom (ARVE0) holds in M if and only if A0 is
atomless.
7.1.2 Theorem. LetM be an LRVET-structure. ThenM is a model of ARVET if and only ifM is isomorphic
to a totally atomless adapted structure with a T -indexed family of conditional expectations.
Proof. ⇐=: Suppose that M is of the form (L1((Ω,B, µ), [0, 1]), (E(· | At))t∈T ), where (Ω,B, µ) is a
probability space, (At)t∈T is an increasing family of σ-subalgebras of B, for each t ∈ T the σ-algebra At is
atomless over all previous ones (if T has a minimal element 0 then A0 is atomless), and B is atomless over
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At for each t. By Proposition 7.1.1, we have that M is a model of RVET. By Lemma 2.2.16 (Maharam’s
Lemma), the axioms (ARVEs<t), (ARVEt), and (ARVE0) follow. Hence M is a model of ARVET.
=⇒: LetM |= ARVET. ThenM is also a model of RVET. By Proposition 7.1.1,M is LRVET-isomorphic
to
(
L1((Ω,B, µ), [0, 1]),
(
E(· | At)
)
t∈T
)
, where (Ω,B, µ) is a probability space and (At)t∈T is an increasing
family of σ-subalgebras of B. For all s < t ∈ T , by (ARVEs<t) we see that
(
L1(At, [0, 1]),E(· | As)) |=
ARVE. Hence At is atomless over As. For all t ∈ T , by (ARVEt) we see that
(
L1(B, [0, 1]),E(· | At)) |=
ARVE, whereby B is atomless over At. Also when T has a minimal element 0, by (ARVE0) we see that
L1(A0, [0, 1]) |= ARV, whereby A0 is atomless.
7.1.3 Remark. If T ′ is a subset of T , then ARVET |= ARVET′ . (If T ′ has a minimum element 0 that is
not the minimum element of T , then ARVET′ contains the axiom (ARVE0) which is not explicitly an axiom
of ARVET. However, it follows from Theorem 7.1.2 that ARVET |= (ARVE0), and hence ARVET |= ARVET′ .
Otherwise, ARVET′ is a subset of ARVET.)
7.2 Basics of ARVET
In this section, we prove basic model theoretic properties of ARVET. We prove that ARVET is separably
categorical if and only if T is finite and ARVET admits quantifier elimination for all T . Also we investigate
the type spaces of ARVET.
First, we prove the following lemma.
7.2.1 Lemma. Let (Ω,B, µ) be a probability space and let (At)t∈T be an increasing family of σ-subalgebras
of B. Let M be a model of RVET of the form
(
L1((Ω,B, µ), [0, 1]), (E(· | At))t∈T
)
. Suppose that Φ is
an LRV-automorphism of L
1
(
(Ω,B, µ), [0, 1]
)
such that the restriction of Φ to L1
(
(Ω,At, µ), [0, 1]
)
is an
LRV-automorphism of L
1
(
(Ω,At, µ), [0, 1]
)
for each t ∈ T . Then Φ is an LRVET-automorphism of M.
Proof. By Lemma 6.2.1, we have that Φ is an LRVEt-automorphism of M for each t ∈ T . Then it follows
that Φ is an LRVET-automorphism of M.
Consider a probability algebra (B, µ) and an increasing T -indexed family of σ-complete subalgebras
(At)t∈T of B. Suppose (B, µ) is the probability algebra associated to the probability space (Ω,G, µ).
As explained on page 30, there is a mapping pi from the σ-algebra G to the σ-complete boolean algebra
pi(G) := Ĝ = B. For all t ∈ T , let Ft denote pi−1(At). Then because At is a σ-complete boolean algebra
and G is a σ-algebra, it is routine to check that Ft is a σ-subalgebra of G. Further, we know that (At, µ)
is the probability algebra associated to (Ω,Ft, µ) for all t ∈ T . The conditional expectation E(· | Ft) with
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respect to Ft is defined from L1
(
(Ω,G, µ), [0, 1]) to L1((Ω,Ft, µ), [0, 1]) for all t ∈ T . Therefore, E(· | Ft) is
defined from L1(B, µ) := L1
(
(Ω,G, µ), [0, 1]) to L1(At, µ) := L1((Ω,Ft, µ), [0, 1]), denoted by E(· | At), for
all t ∈ T .
By Theorem 5.1.1, we see that a probability algebra (B, µ) and an increasing T -indexed family of σ-
complete subalgebras (At)t∈T of B determine an adapted structure with a T -indexed family of conditional
expectations, denoted by
(
L1(B, [0, 1]), (E(· | At))t∈T
)
, up to LRVET-isomorphism.
Separable categoricity
7.2.2 Theorem. If T is a finite linear ordering, then ARVET has a unique separable model. Hence ARVET
is complete for all T .
Proof. By induction on |T |, we show that ARVET is separably categorical. When |T | = 1, this is Corollary
6.2.3. Suppose the conclusion holds for |T | = k − 1. Consider |T | = k. Let 0 be the minimal element in T .
For each i = 1, 2, letMi be a separable model of ARVET of the form
(
L1((Ωi,Bi, µi), [0, 1]),
(
E(· | A it )
)
t∈T
)
,
where (Ωi,Bi, µi) is a probability space, (A it )t∈T is an increasing family of σ-subalgebras of B
i, for each
t ∈ T the σ-algebra A it is atomless over all previous ones, A i0 is atomless, and Bi is atomless over A it for
each t. Suppose S is the maximal element in T . Let T ′ denote the set {t ∈ T | t < S}. Then |T ′| = k − 1.
By induction, there is an LRVET′ -isomorphism ϕ between
(
L1((Ω1,A 1S , µ
1), [0, 1]),
(
E(· | A 1t )
)
t∈T ′
)
and(
L1((Ω2,A 2S , µ
2), [0, 1]),
(
E(· | A 2t )
)
t∈T ′
)
. By Proposition 6.2.2, there is an LRVE-isomorphism Φ between(
L1((Ω1,B1, µ1), [0, 1]),
(
E(· | A 1S )
)
and
(
L1((Ω2,B2, µ2), [0, 1]),
(
E(· | A 2S )
)
extending ϕ. Then because
Φ extends ϕ, we know that for each t ∈ T the restriction of Φ to L1((Ω1,A 1t , µ1), [0, 1]) is an LRV-
isomorphism between L1((Ω1,A 1t , µ
1), [0, 1]) and L1((Ω2,A 2t , µ
2), [0, 1]). Then by Lemma 7.2.1, there is
an LRVET-isomorphism Φ between M1 and M2. Hence ARVET is separably categorical, whereby it is a
complete theory.
Consider any (possibly infinite) linear ordering T . Let M |= ARVET. For every closed LARVET-condition
P in Th(M), there is a finite subset T ′ of T such that P is an LARVET′ -condition. As shown above, ARVET′
is complete and M |= ARVET′ , so ARVET′ |= P . Since ARVET |= ARVET′ , we have ARVET |= P , whereby
ARVET |= Th(M). Hence, ARVET is complete.
When T is infinite, ARVET is no longer separably categorical.
7.2.3 Theorem. Let T be a countable infinite linear ordering. Then ARVET has continuum many non-
isomorphic separable models.
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Proof. An infinite linear ordering T contains either an infinite strictly increasing sequence or an infinite
strictly decreasing sequence. In the following two cases, we define T = T ∪ {T0} for some T0 such that
T = T− ∪ {T0} ∪ T+, where for all s ∈ T− and all t ∈ T+, we have s < T0 < t. In Case 1a, T0 ∈ T , but in
Case 1b and Case 2, T0 /∈ T is a new element.
Case 1: T contains an infinite strictly increasing sequence (ti)i∈N. Let T− be the subset of T containing
all t ∈ T such that t ≤ ti for some i ∈ N. Case 1a: if T\T− has a minimum element, then we call it T0. Let
T+ be T\({T0}∪T−) and let T = T . Case 1b: if T\T− has no minimum element, then let T+ = T\T−. We
insert a new element T0 into T such that for all t ∈ T− and all s ∈ T+, one has t < T0 < s. Let T = T ∪{T0}.
Then T is also a linear ordering. Note that T+ may be the empty set.
Case 2: T contains an infinite strictly decreasing sequence (ti)i∈N so that ti < tj whenever i > j. Let
T+ be the subset of T that contains all t ∈ T such that t ≥ ti for all i ∈ N. Let T− = T\T+. We insert a
new element T0 into T such that for all t ∈ T− and all s ∈ T+, one has t < T0 < s. Let T = T ∪ {T0}. Then
T is also a linear ordering. Note that T− may be the empty set.
Now, we will construct adapted structures with a T -indexed family of conditional expectations and
then consider their reducts to LRVET . For all r ∈ (0, 12 ), let (Γr, Gr, µr) denote the probability space
({0, 1},P({0, 1}), µr) where µr({0}) = r and µr({1}) = 1− r. For any linear ordering S, let ([0, 1]S ,LS , λS)
denote the product of S copies of the standard Lebesgue space ([0, 1],L, λ). Let (Ωr,Fr, νr) denote the
product of ([0, 1]T− ,LT− , λT−), (Γr, Gr, µr) and ([0, 1]T+ ,LT+ , λT+), where Ωr = [0, 1]T− × Γr × [0, 1]T+ ,
Fr = LT−×Gr×LT+ , and νr = λT−×µr×λT+ . For an element in Ωr, we write (ω(t))t∈T , where ω(t) ∈ [0, 1]
when t 6= T0, and ω(T0) ∈ Gr. For every t ∈ T , let Frt be the filtration such that (ω(t))t∈T , (ω′(t))t∈T ∈ Ωr
belong to the same sets in Frt if and only if ω(s) = ω′(s) whenever s ≤ t. Then we have that Frs ⊆ Frt
whenever s ≤ t. Let Mr =
(
L1(νr, [0, 1]), (E(· | Frt ))t∈T
)
. Then Mr |= ARVET. Since T is countable, we
know that Mr is separable.
Let Fr− denote the smallest σ-subalgebra containing Frt for all t ∈ T− and let Fr+ denote
⋂
t∈T+ Frt . For
r 6= r′ ∈ (0, 12 ), if Mr is LRVET-isomorphic to Mr′ , then Frt ∼= Fr
′
t for all t ∈ T , whereby Fr− ∼= Fr
′
− and
Fr+ ∼= Fr
′
+ . In Case 1, FrT0 =
⋂
t∈T\T− Frt , and in Case 2, FrT0 = Fr+ for all r ∈ (0, 12 ). Hence, in both cases,
we have FrT0 ∼= Fr
′
T0
. Note that FrT0 is not atomless over Fr− and the largest atom in FrT0 over Fr− is of the
measure 1− r for every r ∈ (0, 12 ). Because of this fact, Mr Mr′ whenever r 6= r′. Therefore ARVET has
continuum many non-isomorphic separable models.
7.2.4 Proposition. The theory ARVET is model complete.
Proof. From the form of its axioms, ARVET is an ∀∃-theory. When T is finite, by Theorem 7.2.2 (ARVET
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is separably categorical, when T is finite) and Theorem 1.8.2 (Lindstro¨m’s test for model completeness) we
have that ARVET is model complete.
Now we consider the case in which T is infinite. For any finite T ′ ⊆ T , we just proved that ARVET′ is
model complete. Let M⊆ N be models of ARVET. For any finite T ′ ⊆ T , since ARVET |= ARVET′ we have
that M and N are also models of ARVET′ . For any LRVET-formula ϕ(x1, · · · , xn), only finitely many t ∈ T
are involved in ϕ. Let T (ϕ) denote the set of those t’s. Then ϕ is an LRVET(ϕ) -formula. Since ARVET(ϕ)
is model complete, for all a1, · · · , an ∈ M , we have ϕM(a1, · · · , an) = ϕN (a1, · · · , an). Hence, M  N ,
whereby ARVET is model complete.
Type spaces
In [18], Hoover introduced the notion of adapted function (AF) and based on it, he defined adapted distri-
butions.
7.2.5 Definition ([13]). • Let x = (xt)t∈T be a stochastic process defined on an adapted space Ω =
(Ω, {Ft}t∈T , µ) (i.e., xt is Ft-measurable for each t ∈ T ). The set AF of adapted functions
(resp. AF([0,1]) of [0,1]-adapted functions) is the family of expressions obtained by applying the follow-
ing rules (i)-(iii) finitely many times. The value of an adapted function (resp. [0, 1]-adapted function)
at (x,Ω) is an R-valued (resp. [0, 1]-valued) random variable on Ω, which is also given by those rules.
(i) (Basis Step) If φ ∈ Cb(Rn,R) (resp.C(Rn, [0, 1])) and ~t = (t1, · · · , tn) ∈ Tn, then the expression
φ~t is in AF (resp. AF([0,1])). Its value at x is the random variable
φ~t(x) : Ω→ R,
defined by φ~t(x)(ω) = φ(xt1(ω), · · · , xtn(ω)).
(ii) (Composition Step) If ψ ∈ Cb(Rn,R) (resp.C(Rn, [0, 1])) and f1, · · · , fn ∈ AF (resp. AF([0,1])),
then the expression ψ(f1, · · · , fn) is in AF (resp. AF([0,1])). If the value of fi at x is fi(x), then
the value of ψ(f1, · · · , fn) at x is the random variable
ψ(f1, · · · , fn)(x) : Ω→ R,
defined by ψ(f1, · · · , fn)(x)(ω) = ψ(f1(x)(ω), · · · , fn(x)(ω)).
(iii) (Conditional Expectation Step) If f is in AF (resp. AF([0,1])) and t ∈ T , then the expression
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E(f | t) is in AF (resp. AF([0,1])). Its value at x is the random variable
E(f | t)(x) : Ω→ R,
defined by E(f | t)(x)(ω) = E(f(x) | Ft)(ω).
• Let x, y be stochastic processes on adapted spaces (Ω, µ), (Γ, ν) respectively, then we say x and y have
the same adapted distribution if for all f in AF we have
∫
Ω
f(x)dµ =
∫
Γ
f(y)dν.
7.2.6 Remark. By scaling all the bounded functions appearing in the Basic Step and Composition Step
of f in AF, we see that to say x and y have the same adapted distribution, it suffices to consider all f in
AF([0,1]).
7.2.7 Proposition. Let M |= RVET be of the form (L1((Ω,B, µ), [0, 1]),
(
E(· | At)
)
t∈T ), where (Ω,B, µ)
is a probability space and (At)t∈T is an increasing family of σ-subalgebras of B. Let x = (xt)t∈T and
y = (yt)t∈T be stochastic processes, where xt and yt are in L1(At, [0, 1]) for each t ∈ T . Then:
tpqf(x) = tpqf(y) ⇐⇒ x and y have the same adapted distribution.
Proof. For all n ∈ N, all ~t = (t1, · · · , tn) ∈ Tn and all LRVET-terms ϕ with n variables, define ϕ~t((at)t∈T ) :=
ϕ(at1 , · · · , atn). We call ϕ~t a T -LRVET-term.
In LRVET , there is only one predicate symbol I. Thus, tp
qf(x) = tpqf(y) if and only if for all T -LRVET -terms
ϕ~t where ~t ∈ Tn, one has I
(
ϕ~t(x)
)
= I
(
ϕ~t(y)
)
.
⇐=: For every (t1, · · · , tn) ∈ Tn and every LRVET -term ϕ, there is f in AF such that ϕ~t(x) = f(x). That
is to say, every T -LRVE-term is in AF.
=⇒: From the definition of AF([0,1]), we see that in each step, every expression in AF([0,1]) is in the
uniform limit of the set of all T -LRVET-terms. Hence, if I
(
ϕ~t(x)
)
= I
(
ϕ~t(y)
)
for all T -LRVET -terms ϕ~t, we
have I(f(x)) = I(f(y)) for all f in AF([0,1]).
Next, we show how types in ARVET are determined. Our treatment is analogous to what we did in
Section 6.2 for types in ARVE. Our main results are Theorems 7.2.9 and 7.2.11.
7.2.8 Lemma. Let M |= ARVET be of the form (L1((Ω,B, µ), [0, 1]),
(
E(· | At)
)
t∈T ), where (Ω,B, µ) is a
probability space, (At)t∈T is an increasing family of σ-subalgebras of B, each algebra At is atomless over
all previous ones (if T has a minimal element 0, then A0 is atomless), and B is atomless over At for each
t. Let A∞ denote the smallest σ-subalgebra of B that contains At for all t ∈ T . Suppose that A∞ is the
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σ-algebra generated by the random variables in A∞ ⊆M . For all a, b ∈Mn and C ⊆M , we have:
tpARV(a/C ∪A∞) = tpARV(b/C ∪A∞) =⇒ tpARVET(a/C) = tpARVET(b/C).
Proof. Let N |= ARV(×) be a κ-universal domain for an uncountable cardinal κ. Without loss of generality,
we may assume that N is of the form L1((Ω,C , µ), [0, 1]) where At ⊆ B ⊆ C and At,B are small for each
t ∈ T . Hence, A∞ is also small. Then by interpreting Et as E(· | At) in N for each t ∈ T , the LRV(×)-
structure N is expanded to become an LRVET-structure. Since At is small for each t ∈ T , by Theorems 3.4.2
and 5.5.3 we know that C is also atomless over At, whence N is a model of ARVET. Note that M ⊆ N .
Then by Proposition 7.2.4 (ARVET is model complete), we have that M  N . Since C and A∞ are small
and tpARV(a/C ∪ A∞) = tpARV(b/C ∪ A∞), there is Φ ∈ AutRV
(
L1((Ω,C , µ), [0, 1])
)
such that Φ(a) = b
and Φ fixes C ∪ A∞ pointwise. Since Φ fixes A∞ and σ(A∞) = A∞, we have Φ L1((Ω,At,µ),[0,1]) is in
AutRV
(
L1((Ω,At, µ), [0, 1])
)
for each t ∈ T . By Lemma 7.2.1, we have that Φ is an LRVET-automorphism
of
(
L1
(
(Ω,C , µ), [0, 1]
)
, (E(· | At))t∈T
)
. Then since Φ(a) = b and Φ fixes C, we have tpARVET(a/C) =
tpARVET(b/C).
For all r = (r1, · · · , rn) ∈ [0, 1]n, define Br := [0, r1)× · · · × [0, rn).
7.2.9 Theorem. Let M |= ARVET be a κ-universal domain where κ > 2|T |. Assume M is of the form
(L1((Ω,B, µ), [0, 1]),
(
E(· | At)
)
t∈T ), where (Ω,B, µ) is a probability space, (At)t∈T is an increasing family
of σ-subalgebras of B, each algebra At is atomless over all previous ones (if T has a minimal element 0, then
A0 is atomless), and B is atomless over At for each t. For each t ∈ T , let T (t) denote the set {s ∈ T | s < t}.
For all a, b ∈Mn, we have tpARVET(a) = tpARVET(b) if and only if
tpARVET(t)
(
E(a ∈ Br1 | At), · · · ,E(a ∈ Brm | At)
)
= tpARVET(t)
(
E(b ∈ Br1 | At), · · · ,E(b ∈ Brm | At)
)
,
for all t ∈ T , all m ∈ N and all r1, · · · , rm ∈ [0, 1]n. (When T (t) = ∅, the theory ARVET(t) is defined to be
ARV(×).)
Proof. The proof is a revision of the proof of Theorem 6.2.8.
=⇒: Since M is a κ-universal domain and tpARVET(a) = tpARVET(b), there is an automorphism Φ of M
such that Φ(a) = b. By Lemma 5.2.5, we have that
tpARVET(1a∈Br1 , · · · ,1a∈Brm ) = tpARVET(1b∈Br1 , · · · ,1b∈Brm )
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for all m ∈ N and all r1, · · · , rm ∈ [0, 1]n, and thus for all t ∈ T , we have
tpARVET(t)(Et(1a∈Br1 ), · · · , Et(1a∈Brm )) = tpARVET(t)(Et(1b∈Br1 ), · · · , Et(1b∈Brm )).
⇐=: For each t ∈ T , let Et(f) denote E(f | At) for every f ∈ M . First, we show that tpARVET′ (a) =
tpARVET′ (b) for any finite T ′ ⊆ T . Without loss of generality, we may assume that T is finite. We use
induction on |T |. When |T | = 1, this is Theorem 6.2.8. Suppose it holds when |T | = k − 1. We will prove
it holds when |T | = k. Suppose T = {1, 2, · · · , k} and let T ′ be {1, 2, · · · , k − 1}. By assumption, for all
r1, · · · , rm ∈ [0, 1]n,
tpARVET′
(
Ek(a ∈ Br1), · · · , Ek(a ∈ Brm)
)
= tpARVET′
(
Ek(b ∈ Br1), · · · , Ek(b ∈ Brm)
)
.
Therefore
tpARVET′
({Ek(a ∈ Br)}r∈[0,1]n) = tpARVET′ ({Ek(b ∈ Br)}r∈[0,1]n).
Let λ be a cardinal > 2|B|. Let N |= ARV(×) be a λ-universal domain and we may assume that N is
of the form L1
(
(Ω,C , µ), [0, 1]
)
where B ⊆ C and B is small. Since Ak is small, by Theorems 3.4.2 and
5.5.3 we have that C is also atomless over Ak. By interpreting El as E(· | Al) for each l ≤ k in N , we
expand N to a model of ARVET. Note that M ⊆ N . By Proposition 7.2.4, we have M  N . Since M is
a κ-universal domain, we get that L1
(
(Ω,Ak, µ), [0, 1], {E(· | Al)}l∈T ′
)
is a κ-universal domain for ARVET′ .
Then there is an LRVET′ -automorphism Φ of the LRVET′ -structure L
1
(
(Ω,Ak, µ), [0, 1], {E(· | Al)}l∈T ′
)
such
that Φ(Ek(a ∈ Br)) = Ek(b ∈ Br) for every r ∈ [0, 1]n. Then by the fact that N as a model of ARV(×) is a
λ-universal domain with λ > 2|B| ≥ 2|Ak|, we know that there is an LRV(×)-automorphism Ψ of the LRV(×)-
structure L1((Ω,C , µ), [0, 1]) extending Φ. Let ψ be the induced automorphism of C . Then ψ(Al) = Al
and ψ−1(Al) = Al for each l ∈ T , since Ψ extends Φ. By Lemma 7.2.1, Ψ is an LRVET -automorphism of the
LRVET-structure N .
Let a′ = Ψ(a). By Lemma 5.2.5, we have that Ψ(1f∈Br ) = 1Ψ(f)∈Br for all r ∈ [0, 1]n and all f ∈ Nn.
Then because Ψ is an automorphism of the LRVET-structure N , we have
Ek(a
′ ∈ Br) = Ek(1Ψ(a)∈Br ) = Ek(Ψ(1a∈Br )) = Ψ(Ek(1a∈Br )) = Ψ(Ek(a ∈ Br)),
for every r ∈ [0, 1]n. Therefore Ek(a′ ∈ Br) = Ek(b ∈ Br) for every r ∈ [0, 1]n, whereby a′ and b
determine the same conditional distribution over Ak. By Theorem 5.2.3(v) and Lemma 7.2.8, we have
tpARVET(a′) = tpARVET(b), whereby tpARVET(a) = tpARVET(b).
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Second, for any LRVET -formula ϕ, only finitely many t ∈ T are involved in the formula. Let T (ϕ) denote
the set of those t’s. Then we just proved tpARVET(ϕ)(a) = tpARVET(ϕ)(b). Since ϕ is an LRVET(ϕ) -formula, we
have ϕM(a) = ϕM(b). Then because ϕ is arbitrarily chosen, we have tpARVET(a) = tpARVET(b).
7.2.10 Remark. In the proof, we see that if T has a maximum element s, then for all a, b ∈Mn, we have
that tpARVET(a) = tpARVET(b) if and only if
tpARVET(s)
(
E(a ∈ Br1 | As), · · · ,E(a ∈ Brm | As)
)
= tpARVET(s)
(
E(b ∈ Br1 | As), · · · ,E(b ∈ Brm | As)
)
,
for all m ∈ N and for all r1, · · · , rm ∈ [0, 1]n.
7.2.11 Theorem. Let M |= ARVET be a κ-universal domain where κ > 2|T |. Assume M is of the form
(L1((Ω,B, µ), [0, 1]),
(
E(· | At)
)
t∈T ), where (At)t∈T is an increasing family of σ-subalgebras of B, each
algebra At is atomless over all previous ones (if T has a minimal element 0, then A0 is atomless), and
B is atomless over At for each t. For each t ∈ T , let T (t) denote the set {s ∈ T | s < t}. For all
a, b ∈ Mn, we have tpARVET(a) = tpARVET(b) if and only if for all t ∈ T , all m ∈ N, and all continuous
ϕ1, · · · , ϕm : [0, 1]n → [0, 1], one has
tpARVET(t)
(
E(ϕ1(a) | At), · · · ,E(ϕm(a) | At)
)
= tpARVET(t)
(
E(ϕ1(b) | At), · · · ,E(ϕm(b) | At)
)
.
(When T (t) = ∅, the theory ARVET(t) is defined to be ARV(×).)
Proof. The proof is a revision of the proofs of Theorems 7.2.9 and 6.2.9.
=⇒: Since M is a κ-universal domain and tpARVET(a) = tpARVET(b), there is an automorphism Φ of M
such that Φ(a) = b. By Lemma 5.2.5, we have that
tpARVET(ϕ1(a), · · · , ϕm(a)) = tpARVET(ϕ1(b), · · · , ϕm(b))
for all m ∈ N and all continuous ϕ1, · · · , ϕm : [0, 1]n → [0, 1], and thus for all t ∈ T , we have
tpARVET(t)(Et(ϕ1(a)), · · · , Et(ϕm(a))) = tpARVET(t)(Et(ϕ1(b)), · · · , Et(ϕm(b)))
⇐=: For each t ∈ T , let Et(f) denote E(f | At) for every f ∈ M . First, we show that tpARVET′ (a) =
tpARVET′ (b) for any finite T ′ ⊆ T . Without loss of generality, we may assume that T is finite. We use
induction on |T |. When |T | = 1, this is Theorem 6.2.9. Suppose it holds when |T | = k − 1. We will prove
147
it holds when |T | = k. Suppose T = {1, 2, · · · , k} and let T ′ be {1, 2, · · · , k − 1}. By assumption, for all
r1, · · · , rm ∈ [0, 1]n,
tpARVET′
(
Ek(a ∈ Br1), · · · , Ek(a ∈ Brm)
)
= tpARVET′
(
Ek(b ∈ Br1), · · · , Ek(b ∈ Brm)
)
.
Therefore
tpARVET′
({Ek(a ∈ Br)}r∈[0,1]n) = tpARVET′ ({Ek(b ∈ Br)}r∈[0,1]n).
Let λ be a cardinal > 2|B|. Let N |= ARV(×) be a λ-universal domain and we may assume that N is
of the form L1
(
(Ω,C , µ), [0, 1]
)
where B ⊆ C and B is small. Since Ak is small, by Theorems 3.4.2 and
5.5.3 we have that C is also atomless over Ak. By interpreting El as E(· | Al) for each l ≤ k in N , we
expand N to a model of ARVET. Note that M ⊆ N . By Proposition 7.2.4, we have M  N . Since M is
a κ-universal domain, we get that L1
(
(Ω,Ak, µ), [0, 1], {E(· | Al)}l∈T ′
)
is a κ-universal domain for ARVET′ .
Then there is an LRVET′ -automorphism Φ of the LRVET′ -structure L
1
(
(Ω,Ak, µ), [0, 1], {E(· | Al)}l∈T ′
)
such
that Φ(Ek(a ∈ Br)) = Ek(b ∈ Br) for every r ∈ [0, 1]n. Then by the fact that N as a model of ARV(×) is a
λ-universal domain with λ > 2|B| ≥ 2|Ak|, we know that there is an LRV(×)-automorphism Ψ of the LRV(×)-
structure L1((Ω,C , µ), [0, 1]) extending Φ. Let ψ be the induced automorphism of C . Then ψ(Al) = Al
and ψ−1(Al) = Al for each l ∈ T , since Ψ extends Φ. By Lemma 7.2.1, Ψ is an LRVET -automorphism of the
LRVET-structure N .
Let a′ = Ψ(a). By Lemma 5.2.5, we have that Ψ(ϕ(a)) = ϕ(Ψ(a)) = ϕ(a′) for all continuous ϕ : [0, 1]n →
[0, 1]. Because Ψ extends Φ, for all continuous ϕ : [0, 1]n → [0, 1] we have Ψ(Ek(ϕ(a))) = Ek(ϕ(b)). Thus
Ek(Ψ(ϕ(a))) = Ψ(Ek(ϕ(a))) = Ek(ϕ(b)), since Ψ is an automorphism of the LRVET-structure N . Then by
the fact that Ψ(ϕ(a)) = ϕ(Ψ(a)) = ϕ(a′), we have Ek(ϕ(a′)) = Ek(ϕ(b)) for all continuous ϕ : [0, 1]n → [0, 1].
Using Lusin’s theorem and the dominated convergence theorem, we have that Ek(a
′ ∈ B) = Ek(b ∈ B) for
all Borel B ⊆ [0, 1]n. That is, a′ and b determine the same conditional distribution over Ak. By Theorem
5.2.3(v) and Lemma 7.2.8, we have tpARVET(a′) = tpARVET(b), whereby tpARVET(a) = tpARVET(b).
Second, for any LRVET -formula ϕ, only finitely many t ∈ T are involved in the formula. Let T (ϕ) denote
the set of those t’s. Then we just proved tpARVET(ϕ)(a) = tpARVET(ϕ)(b). Since ϕ is an LRVET(ϕ) -formula, we
have ϕM(a) = ϕM(b). Then because ϕ is arbitrarily chosen, we have tpARVET(a) = tpARVET(b).
7.2.12 Remark. In the proof, we see that if T has a maximum element s, then for all a, b ∈Mn, we have
that tpARVET(a) = tpARVET(b) if and only if
tpARVET(s)
(
E(ϕ1(a) | As), · · · ,E(ϕm(a) | As)
)
= tpARVET(s)
(
E(ϕ1(b) | As), · · · ,E(ϕm(b) | As)
)
,
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for all m ∈ N and all continuous ϕ1, · · · , ϕm : [0, 1]n → [0, 1].
7.2.13 Corollary. Let M |= ARVET be a κ-universal domain where κ > 2|T |. Assume M is of the form
(L1((Ω,B, µ), [0, 1]),
(
E(· | At)
)
t∈T ), where (Ω,B, µ) is a probability space, (At)t∈T is an increasing family
of σ-subalgebras of B, each algebra At is atomless over all previous ones (if T has a minimal element 0, then
A0 is atomless), and B is atomless over At for each t. For each t ∈ T , let T (t) denote the set {s ∈ T | s < t}.
For all a, b ∈Mn and small C ⊆M , the following are equivalent:
(i) tpARVET(a/C) = tpARVET(b/C).
(ii) For all t ∈ T , all k, l ∈ N, all r1, · · · , rk ∈ [0, 1]n+l, and all c1, · · · , cl ∈ C, one has
tpARVET(t)
(
E
(
(a, c1, · · · , cl) ∈ Br1 | At
)
, · · · ,E((a, c1, · · · , cl) ∈ Brk | At))
=tpARVET(t)
(
E
(
(b, c1, · · · , cl) ∈ Br1 | At
)
, · · · ,E((b, c1, · · · , cl) ∈ Brk | At)).
(iii) For all t ∈ T , all k, l ∈ N, all continuous ϕ1, · · · , ϕk : [0, 1]n+l → [0, 1], and all c1, · · · , cl ∈ C, one has
tpARVET(t)
(
E
(
ϕ1(a, c1, · · · , cl) | At
)
, · · · ,E(ϕk(a, c1, · · · , cl) | At))
=tpARVET(t)
(
E
(
ϕ1(b, c1, · · · , cl) | At
)
, · · · ,E(ϕk(b, c1, · · · , cl) | At)).
(When T (t) = ∅, the theory ARVET(t) is defined to be ARV(×).)
Proof. (i) ⇒ (ii) and (i) ⇒ (iii): Since tp(a/C) = tp(b/C), we have tp(a, c1, · · · , cl) = tp(b, c1, · · · , cl) for
all l ∈ N and all c1, · · · , cl ∈ C. Then use Theorem 7.2.9 and Theorem 7.2.11 respectively.
(ii) ⇒ (i): By Theorem 7.2.9, tp(a, c1, · · · , cl) = tp(b, c1, · · · , cl) for all l ∈ N and all c1, · · · , cl ∈ C.
Therefore tp(a/C) = tp(b/C).
(iii) ⇒ (i): By Theorem 7.2.11, tp(a, c1, · · · , cl) = tp(b, c1, · · · , cl) for all l ∈ N and all c1, · · · , cl ∈ C.
Therefore tp(a/C) = tp(b/C).
7.2.14 Remark. Using Remarks 7.2.10 and 7.2.12, if T has a maximum element s, then for all a, b ∈Mn
and small C ⊆M , the following are equivalent:
(i) tpARVET(a/C) = tpARVET(b/C).
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(ii) For all k, l ∈ N, all r1, · · · , rk ∈ [0, 1]n+l, and all c1, · · · , cl ∈ C, one has
tpARVET(s)
(
E
(
(a, c1, · · · , cl) ∈ Br1 | At
)
, · · · ,E((a, c1, · · · , cl) ∈ Brk | At))
=tpARVET(s)
(
E
(
(b, c1, · · · , cl) ∈ Br1 | At
)
, · · · ,E((b, c1, · · · , cl) ∈ Brk | At)).
(iii) For all k, l ∈ N, all continuous ϕ1, · · · , ϕk : [0, 1]n+l → [0, 1], and all c1, · · · , cl ∈ C, one has
tpARVET(s)
(
E
(
ϕ1(a, c1, · · · , cl) | At
)
, · · · ,E(ϕk(a, c1, · · · , cl) | At))
=tpARVET(s)
(
E
(
ϕ1(b, c1, · · · , cl) | At
)
, · · · ,E(ϕk(b, c1, · · · , cl) | At)).
Quantifier Elimination
7.2.15 Theorem. The theory ARVET admits quantifier elimination.
Proof. First, suppose that T is finite. We use induction on |T |. When |T | = 0, we know that ARVET is
ARV. Hence, this is Theorem 5.2.3(ii). When |T | = 1, this is Theorem 6.2.11. Suppose ARVET admits
quantifier elimination when |T | ≤ k − 1, where k ≥ 2. We prove that ARVET admits quantifier elimination
when |T | = k. For every t ∈ T , let T (t) denote the set {s ∈ T | s < t}. Then |T (t)| ≤ k − 1 for all
t ∈ T . Let M = (L1((Ω,B, µ), [0, 1]), (E(· | At))t∈T ) be a κ-universal domain for ARVET, where (At)t∈T is
an increasing family of σ-subalgebras of B. Let a, b ∈ Mn with tpARVET,qf(a) = tpARVET,qf(b). By Lemma
5.2.1, for all m ∈ N and all continuous ϕ1, · · · , ϕm : [0, 1]n → [0, 1], there are sequences of n-ary LRV-terms
(tk,ϕ1)k∈N, · · · , (tk,ϕm)k∈N such that for each j = 1, · · · ,m, we have that tMk,ϕj uniformly converges to ϕMj ,
where ϕMj : M
n → [0, 1] is defined by ϕMj (f) = ϕj(f) for all f ∈Mn. Then for every t ∈ T and every quan-
tifier free LRVET(t)-formula F (z) where z is a tuple of m variables, by the fact that F
M and EMt are continu-
ous, we have that FM
(
EMt (t
M
k,ϕ1
(f)), · · · , EMt (tMk,ϕm(f))
)
converges to FM
(
EMt (ϕ1(f)), · · · , EMt (ϕm(f))
)
for all f ∈ Mn. Then because F (Et(tk,ϕ1), · · · , Et(tk,ϕm)) is a quantifier free LRVET-formula for all k ∈ N
and tpARVET,qf(a) = tpARVET,qf(b), we have that
FM
(
EMt (ϕ1(a)), · · · , EMt (ϕm(a))
)
= FM
(
EMt (ϕ1(b)), · · · , EMt (ϕm(b))
)
.
Hence,
tpARVET(t),qf
(
Et(ϕ1(a)), · · · , Et(ϕm(a))
)
= tpARVET(t),qf
(
Et(ϕ1(b)), · · · , Et(ϕm(b))
)
,
for all t ∈ T , all m ∈ N, and all continuous functions ϕ1, · · · , ϕm : [0, 1]n → [0, 1]. By the induction
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hypothesis, we know that ARVET(t) admits quantifier elimination. Hence
tpARVET(t)
(
Et(ϕ1(a)), · · · , Et(ϕm(a))
)
= tpARVET(t)
(
Et(ϕ1(b)), · · · , Et(ϕm(b))
)
,
for all t ∈ T , for all m ∈ N, and for all continuous ϕ1, · · · , ϕm : [0, 1]n → [0, 1]. By Theorem 7.2.11,
tpARVET(a) = tpARVET(b). By Theorem 1.10.4, ARVET admits quantifier elimination.
Second, we give the proof for arbitrary T . We just proved that for any finite T ′ ⊆ T , the theory ARVET′
admits quantifier elimination. Clearly, ARVET |= ARVET′ . For every LRVET -formula ϕ(x), there is a finite
subset T (ϕ) ⊆ T such that ϕ is an LRVET(ϕ) -formula. Since ARVET(ϕ) admits quantifier elimination, for
every  > 0 there is a quantifier free LRVET(ϕ) -formula ψ(x) such that ARVET(ϕ) |= supx |ϕ(x) − ψ(x)| ≤ .
Therefore, ARVET |= supx |ϕ(x)− ψ(x)| ≤ . Hence, ARVET admits quantifier elimination.
7.2.16 Proposition. The universal part of ARVET is RVET, and ARVET is the model completion of RVET.
Proof. By Proposition 6.2.12, we know that RVE is a universal theory. Therefore,
⋃
t∈T RVEt is a universal
theory. Then from the form of the axioms in RVET \
⋃
t∈T RVEt (see page 139), RVET is a universal theory.
By Proposition 7.1.1 and Theorem 7.1.2, we have that the RVET-substructures of models of ARVET are
precisely the models of RVET. Therefore the theory RVET is the universal part of the theory ARVET. Then
by Theorem 7.2.15 and Proposition 1.10.5, we know that ARVET is the model completion of RVET.
7.3 On d-finite tuples in ARVET
In this section, we give the characterization of d-finite tuples in models of ARVET when T is finite.
We may assume that T is finite. Then the theory ARVET is separably categorical, by Theorem 7.2.2.
Let M |= ARVET. For an n-tuple f = (f1, · · · , fn) ∈ Mn. Let ARVET(f) denote the theory Th(M, f). By
Theorem 3.5.2, f is d-finite (over ∅) if and only if ARVET(f) is separably categorical. We use this result to
characterize the d-finite tuples in M .
7.3.1 Theorem. Assume T = {1, · · · ,m} for some m ∈ N. Let M |= ARVET and f = (f1, · · · , fn) ∈Mn.
Let F denote L1(σ(f), [0, 1]), where σ(f) is the σ-algebra generated by f . Then f is a d-finite tuple in M if
and only if the σ-algebras σ(f), σ
(
E1(F)
)
, · · · , σ(Em(F)) are all atomic.
Proof. =⇒: If f is d-finite, then the theory ARVET(f) is separably categorical. For each 1 ≤ j ≤ m, consider
the signature LRVEj ∪ {f} where the only expectation symbol is Ej . Let ARVEj(f) denote the restriction of
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ARVET(f) to LRVEj ∪ {f}. By Corollary 1.9.5, ARVEj(f) is separably categorical. Then by Theorem 6.3.1,
σ(f) and σ
(
Ej(F)
)
are both atomic.
⇐=: We use the induction on |T | = m. When m = 1, this is Theorem 6.3.1. Suppose it holds for
|T | = m− 1. We will show it holds for |T | = m. Let T ′ denote {1, · · · ,m− 1}.
Let ([0, 1],L, λ) denote the standard Lebesgue space. For all n ∈ N, let ([0, 1]n,Ln, λn) denote the
product space of n copies of ([0, 1],L, λ). For all n > l ∈ N, define pin,l : [0, 1]n → [0, 1]l by pin,l(x1, · · · , xn) :=
(x1, · · · , xl) for all (x1, · · · , xn) ∈ [0, 1]n. Then for all 1 ≤ n < m, we have that pi−1m,n(Ln) is atomless over
all previous ones (pi−1m,1(L) is atomless), and Lm is atomless over pi−1m,n(Ln). For all n < m, let An ⊆ Lm be
the smallest σ-algebra containing pi−1m,n(Ln) and the set of all sets of measure zero in Lm. Then we also have
An is atomless over all previous ones (A1 is atomless), and Lm is atomless over An for all n < m. Hence,(
L1
(
([0, 1]m,Lm, λm), [0, 1]),E(· | A1), · · · ,E(· | Am)) is a model of ARVET. Suppose M is a separable
model. By Corollary 7.2.2, M is isomorphic to
(
L1
(
([0, 1]m,Lm, λm), [0, 1]),E(· | A1), · · · ,E(· | Am)).
Without loss of generality, we may identify M with
(
L1
(
([0, 1]m,Lm, λm), [0, 1]),E(· | A1), · · · ,E(· | Am)).
For g ∈ Mn with (M, f) ≡ (M, g), we will show there exists ψ ∈ AutARVET(M) such that ψ(f) = g.
Then ARVET(f) is separably categorical. Let G denote L1
(
σ(g), [0, 1]
)
, where σ(g) is the σ-algebra generated
by g. For every LRV(×)-term t, define φ0(Em(t(f))) = Em(t(g)). Since tpARVET(f) = tpARVET(g), we have
that φ0 is well-defined and is an LRV(×)-elementary map inM from a subset of Em(F) into Em(G); i.e., for
all LRV(×)-formulas τ and all LRV(×)-terms t1, · · · , tk, we have
τM
(
Em(t1(f)), · · · , Em(tk(f))
)
= τM
(
Em(t1(g)), · · · , Em(tk(g))
)
= τM
(
φ0
(
Em(t1(f))
)
, · · · , φ0
(
Em(tk(f))
))
.
Then by the fact that {Em(t(f)) | t is an LRV(×)-term} and {Em(t(g)) | t is an LRV(×)-term} are dense in
Em(F) and Em(G) respectively, and tpARVET(f) = tpARVET(g), we have that φ0 is extended to an LRV(×)-
elementary map φ : Em(F)→ Em(G) in M, which is distance preserving and bijective. Then because
L1
(
σ(Em(F)), [0, 1]
)
= {t(a1, · · · , ak) | k ∈ N, a1, · · · , ak ∈ Em(F), t is an LRV(×)-term}
and
L1
(
σ(Em(G)), [0, 1]
)
= {t(b1, · · · , bk) | k ∈ N, b1, · · · , bk ∈ Em(G), t is an LRV(×)-term},
we have that φ is extended to an LRV(×)-isomorphism φ˜ : L1
(
σ(Em(F)), [0, 1]
) → L1(σ(Em(G)), [0, 1]).
Then by the fact that σ
(
Em(F)
)
is atomic, we know that σ
(
Em(G)
)
is also atomic. Since σ(Em(F)) is
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atomic, there is a discrete u ∈ L1(σ(Em(F)), [0, 1]) such that σ(u) = σ(Em(F)) up to a set of sets of
measure zero. Let v denote φ˜(u). Then σ(v) = σ(Em(G)) up to a set of sets of measure zero. Consider
M′ =
(
L1
(
([0, 1]m,Am, λm), [0, 1]
)
,E(· | A1), · · · ,E(· | Am−1)
)
. Then M′ |= ARVET′ . Also u, v ∈ M′ and
(M′, u) ≡ (M′, v). For each 1 ≤ j ≤ m− 1, one has Ej(L1(σ(u), [0, 1])) ⊆ Ej(F) and Ej(L1(σ(v), [0, 1])) ⊆
Ej(G). Hence, σ(u) and σ
(
Ej(L
1(σ(u), [0, 1]))
)
for each j = 1, · · · ,m − 1 are all atomic. Therefore by
the induction step we see that u is d-finite in M′, so is v. Thus there is ϕ ∈ AutARVET′ (M′) extending φ
such that ϕ(u) = v. Define the measure-preserving automorphism Φ: Am → Am by Φ(A) = ϕ(1A) for all
A ∈ Am. Then Φ−1(Aj) = Aj for each 1 ≤ j ≤ m.
Since tpARVET(f) = tpARVET(g), we have tpARV(f) = tpARV(g). By Theorem 5.2.3(v), we have dist(f) =
dist(g). Therefore, the fact that σ(f) is atomic implies that σ(g) is atomic, and thus f and g are both discrete
random variables. Moreover, by Fact 2.2.2, there is a maximal family {Fi | i ∈ I} of pairwise inequivalent
atoms of σ(f), where I is a countable set. Then for each i ∈ I, we have a sequence of LRV(×)-terms tki
such that 1Fi = limk→∞ t
k
i (f). Since tp
ARV(×)(f) = tpARV(×)(g) and limk→∞ tki (f)
2 = limk→∞ tki (f) for
each i ∈ I, we have that limk→∞ tki (g)2 = limk→∞ tki (g), and thus limk→∞ tki (g) = 1Gi for some Gi ∈ Lm.
Moreover, whenever i 6= i′ ∈ I we have µ(Gi ∩ Gi′) = 0, and for all i ∈ I we have µ(Fi) = µ(Gi) and
f(x) = g(y) for almost all x ∈ Fi, y ∈ Gi. Thus,
∑
i∈I µ(Gi) =
∑
i∈I µ(Fi) = 1. Then by the fact that
dist(f) = dist(g), we have that Gi is an atom in σ(g) for each i ∈ I. After adding the complement of
⋃
i∈I Gi
to one of the atoms, we may assume that {Gi | i ∈ I} is a maximal family of pairwise inequivalent atoms of
σ(g). Further, for all i ∈ I, by the definition of φ we have
φ(Em(1Fi)) = φ
(
Em( lim
k→∞
tki (f))
)
= lim
k→∞
φ(Em(t
k
i (f))) = lim
k→∞
Em(t
k
i (g)) = Em( lim
k→∞
tki (g)) = Em(1Gi).
Hence, ϕ(Em(1Fi)) = φ(Em(1Fi)) = Em(1Gi) for all i ∈ I. For all i ∈ I and all A ∈ Am, we have
µ(A ∩ Fi) =
∫
A
1Fidµ =
∫
A
Em(1Fi)dµ =
∫
Φ(A)
ϕ
(
Em(1Fi)
)
dµ =
∫
Φ(A)
Em(1Gi)dµ = µ(Φ(A) ∩Gi).
Since Lm is atomless overAm, by Lemma 2.2.20 we may assume there is a measure-preserving homomorphism
Φi : σ(Am ∪ {Fi})→ Lm which extends Φ such that Φi(Fi) = Gi. By Proposition 2.2.3,
Am ∨ σ(f) = {
⋃
i∈I
Ai ∩ Fi | Ai ∈ Am for each i ∈ I},
and
Am ∨ σ(g) = {
⋃
i∈I
Ai ∩Gi | Ai ∈ Am for each i ∈ I}.
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We define Φ′ : Am ∨ σ(f) → Am ∨ σ(g) by Φ′(
⋃
i∈I Ai ∩ Fi) :=
⋃
i∈I Φi(Ai ∩ Fi) =
⋃
i∈I Φ(Ai) ∩Gi, where
Ai ∈ Am for every i ∈ I. Because Φi is a measure-preserving homomorphism for each i ∈ I, we have that Φ′
is a measure-preserving homomorphism from Am ∨ σ(f) to Am ∨ σ(g). Since Φ is surjective, we know that
Φ′ is also surjective. Then Φ′ is a measure-preserving isomorphism that extends Φ. Since σ(f) is atomic,
by Proposition 2.2.24 there is a measure-preserving automorphism Φ˜: Lm → Lm extending Φ′. Therefore,
by Lemma 7.2.1 we know that Φ˜ induces an LRVET-automorphism ϕ˜ : M →M extending ϕ. Because for all
i ∈ I we have Φ˜(Fi) = Gi and f(x) = g(y) for almost all x ∈ Fi, y ∈ Gi, we have ϕ˜(f) = g.
When T is infinite, ARVET is no longer separably categorical, by Theorem 7.2.3. Therefore, Theorem
3.5.2 can no longer be used to characterize the d-finite tuples in models of ARVET.
7.3.2 Question. Let M |= ARVET and let f = (f1, · · · , fn) ∈ Mn. Let F denote L1
(
σ(f), [0, 1]
)
, where
σ(f) is the σ-algebra generated by f . Is it true that f is a d-finite tuple in M if and only if the σ-algebras
σ(f), {σ(Et(F))}t∈T are all atomic?
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