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Abstract
Quantum computation takes advantage of quantum physics such as quantum par-
allelism and quantum interference, to perform calculations in an exponentially parallel
way. Quantum computation realizes an exponential speed up over classical computers
in solving problems such as factorization. However, the application is severely lim-
ited due to the computation model using unitary transformation, and to implement
a scalable system remains a challenging task.
A new approach that benefits from a coherent quantum system to speed up the
search of ground state of Ising model is proposed. The coherent Ising machine is
based on one master laser and multiple mutually injection-locked slave lasers, where
the master laser locks the optical frequency and phase of all slave lasers to keep the
quantum coherence all over the system. The Ising model is implemented by coherent
feedback network using optical interference circuits. The ground state of the Ising
model corresponds to the polarization configuration with the minimal gain and loss,
which emerges spontaneously through the natural mode competition induced by cross-
gain saturation. The open dissipative system is more robust against noise thus make
it more practical to be implemented. A NP-complete problem can be reduced as
the Ising model, which provides the proposed system a wider range of applications
iv
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compared to the unitary transformation system.
In this thesis we introduce the coherent Ising machine using laser network. An
efficient mapping of 3 Satisfiability problem (3SAT) to Ising model is proposed. The
mapping method reduces a 3SAT problem with N variables to an Ising model with N
spins, which can be implemented using a system with N slave lasers. We also propose
a Binary search method to determine the optimal pumping power which provides the
highest probability of finding the ground state in O(logM) steps for a 3SAT problem
with M clauses. Simulations using different sized 3SAT problems are investigated
and from which we find the computation time scaling with input problem size is
reduced to O(N3) with the optimal pumping rate.
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Chapter 1
Introduction
”The best way to predict the future is to invent it.” (Alan Kay, 1971)
A computation is physical. While the advancement in computing power never
stopped changing the landscapes of one’s daily life, the basic principle lying under
the binary mind remains the same except the evolution from beads mounted on an
abacus’ rod to electron charges hold in a transistor gate. The computation speed can
not surpass the limitation of its physical implementation. Therefore, the quest for a
novel computation scheme based on alternative physical entities has been investigated
in the past decades. Among those a quantum computer is expected as a new window
opening towards the fields where classical manner becomes incapable. In this thesis,
we introduce and explore the possibilities of a new way to unleash the power of a
quantum coherent system.
1
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1.1 Quantum computation
A quantum computer [2] utilizes principles in quantum mechanics to speed up
certain kind of computations over classical computer. The computation is performed
by manipulating qubits by a sequence of unitary transformation gates and reading out
the result by measurements with the higher probability of finding the correct answer.
The quantum computer realizes large speed up compared to classical computation
in solving certain computationally intractable problems, by using algorithms such as
Grover’s random search [3] and Shor’s factoring [4]. However, the quantum computer
is difficult to implement due to the problem of scalability and decoherence, moreover,
the difficulty of applying the unitary transformations to a wider field of practical
problems such as optimization problems strictly limited the application of a quantum
computer.
In the real world, one will frequently encounter optimization problems in the
fields such as scheduling, circuit verification, chemical simulation and so on. An
optimization problem aims to find a solution in the feasible region with the minimum
or the maximum value of the objective function. The feasible region is the set of all
possible solutions of the optimization problem, and the objective function associated
with the problem determines how good a specific solution is. Optimization problems
in NP-complete class [5] has a wide range of applications. Given a solution to a NP-
complete problem the correctness can be quickly verified in polynomial time, whereas
to find the candidate solution is computationally intractable due to an exponential
growing in computational time with the increase of problem size. Members in NP-
complete class can be transformed into each other in polynomial time complexity,
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thus a fast algorithm or device that is effective to any specific form of NP-complete
problem can benefit the whole class.
Given a NP-complete problem, one can transform it to a specific form in which
it is easier solved using a specific kind of an algorithm or a physical computational
device. In this thesis our interest is focused upon the Ising model which provides a
mathematical prototype for studying various magnetic orders in frustrated spin lat-
tice and random spin glasses [6] [7]. It is known that a NP-complete problem can
be formulated as a ground state search problem of an Ising model [8], an Ising ma-
chine that can find the ground state spin configuration efficiently has been extensively
searched in both classical and quantum domains [9]. The simulated annealing algo-
rithm mimics the thermal annealing procedure in metallurgy [10]. Quantum adiabatic
computation solves the Ising model by utilizing quantum mechanical tunneling across
a potential energy landscape [11] [12] [13] [14] [15], which is shown to have superior
performance over simulated annealing. As a variant of quantum annealing, quantum
adiabatic computation was devised according to the quantum adiabatic theorem ,
whose power is proven to be equivalent to that of a quantum computer .
In the experimental realizations, the quantum annealing is implemented with ei-
ther a sample of real magnetic crystal [16] [17] or molecular NMR technique [18]. In
order to map a given mathematical problem onto such a quantum annealing Ising
machine, nonlocal interaction Jij must be implemented artificially irrespective of ac-
tual distance between two sites. This is extremely hard to achieve in real crystals or
molecules. An Ising machine that harnesses the effect of Bose-Einstein condensation
(BEC) and measurement-feedback control has been proposed in [19]. The machine
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utilizes the bosonic final state stimulation property of BEC to attain the speedup in
cooling down to the ground state by a factor of bosonic particle number per site [20].
However, a measurement feedback circuit which is required to implement nonlocal
interactions Jij is an inherently incoherent device and cannot create the quantum
coherence between different sites. The cost resulting from this fact is that the com-
putational time scales exponentially as a problem size of N [20]. So far as is known,
no efficient algorithm exists for NP-complete problems.
A new Ising machine based on one master laser and N mutually injection-locked
slave lasers is proposed in [21]. An Ising model is implemented by coherent feedback
network using optical interference circuits instead of incoherent electrical measurement-
feedback circuits. A spin degree of freedom σi at each site is represented by right
or left circular polarization states of each slave laser. The ground state of an im-
plemented Ising model which is represented with polarization configuration of N
slave lasers emerges spontaneously through the natural mode competition induced
by cross-gain saturation among all candidate polarization configurations. The objec-
tive function corresponds to the overall photon decay rate in the proposed system.
The injection-locked laser system oscillates with a specific polarization configuration
which minimizes the objective function (photon decay rate). A semiconductor laser
is particularly attractive for this application because of its rapid intraband spin re-
laxation, small saturation power, short photon lifetime and compact size. A rapid
spin relaxation process realizes equally populated conduction electron spins and va-
lence hole spins, so that the particular polarization configuration with a minimum
photon decay rate can oscillate alone by suppressing the oscillation of all the other
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2N polarization configurations. A saturation photon number Ns (or inverse fractional
spontaneous emission coupling efficiency β = 1/Ns) of a semiconductor laser is many
orders of magnitude smaller than that of the other types of laser systems. Therefore,
the above cross-gain saturation can be switched on by an extremely small injection
power. A photon lifetime of typical semiconductor lasers is 1psec, which allows a
very large injection-locking bandwidth even with a very small injection power. A
stable and fast operation of this computing machine originates from this fact that an
injection locking bandwidth is extremely broad. Finally a large number of arrayed
vertical cavity surface emitting semiconductor lasers (VCSEL) can be integrated into
one chip. It is even possible to integrate hybridly those VCSELs with a master laser,
other linear optical circuits and detectors, which makes a whole computing system
very compact even for a large-scale Ising problem.
From the investigations so far, the proposed coherent Ising machine achieves a
several magnitude of speed up over classical computers in solving several NP-hard
problems [22]. A practical working machine have to repeat the computation process
to find a good solution for a NP-hard problem. In this thesis we concentrate on the
application of the system to NP-complete problems. The basic architectures for the
coherent Ising machines is explained in detail, and the benchmark results for solving
NP-complete problems using the machines is given and discussed.
1.2 Structure of the thesis
This thesis is structured in seven chapters as following:
Chapter 1: Introduction
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Figure 1.1: The concept picture of simulated annealing, quantum annealing and
coherent Ising machine.
Chapter 2: Optimization Problems
Combinatorial optimization problems, including the definition of NP-hard class, NP-
complete class and Ising model is explained and we review the transformation process
for 3SAT problems into Ising model following the traditional method, meanwhile in
contrast we present a more simple and efficient way to implement.
Chapter 3: Coherent Ising machines
A coherent Ising machine using injection-locked laser network is introduced with sim-
ulation results on finding the ground state of a given Ising model.
Chapter 4: Solving NP-complete problems
We will be going through a series of extension techniques to improve the compu-
tational performance in solving 3SAT problems. Extension schemes using optimal
pumping determination and dynamic weighted clauses is added with simulation re-
sults showing the improvement. Benchmark results for 3SAT problems is given and
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we discuss the advantages and difficulties of the system in practical use.
Chapter 5: Conclusion
We review the results and discuss our conclusions.
Chapter 2
Optimization Problems
2.1 Computational complexity
When people is proposed the most classical sentence of mankind: i love you,
the response would be emotional. In contrast, for most case we encounter in the
daily life has a deterministic answer. For example, to calculate the total price of a
shopping list, to sort a list of names in alphabetic order, or to plan a trip around
as more places as possible while save the expense to the minimum. These kind of
problems can be solved using a computer, thus is called computational problems.
The method and procedure to solve the problem using a computer is described as an
Algorithm. The algorithm can be widely varied from a hand-calculation using fingers
to an atmosphere simulation using a supercomputer. To evaluate the efficiency of an
algorithm independent of any specific kind of hardware it is using, the Turing machine
an abstract model of computation is introduced (Figure 2.1).
A Turing machine is a conceptual device that operates on a tape step by step
8
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Control unit
Move
Read/Write
Figure 2.1: A schematic drawing of Turning machine
following a series of instructions. A deterministic Turing machine whose movement
is completely determined by the current state and input, on the other hand, there
is another type of the machine called Non-deterministic Turning machine . The
Nondeterministic Turing machine works quite similar like a deterministic machine,
however, given the same input it can have several alternative path to proceed . When
it comes to an branch point, the machine is given the talent of choosing the correct
one among all the possible successor states. In practical, to make a Nondeterministic
Turing machine it actually has to simulate all possible paths simultaneously and
selects the best one among the results.
The algorithm is depicted as the instructions, and its computational complexity
is evaluated by the number of steps and length of the tape it consumes on a Turing
machine. In the theoretical research, the exact number of the steps is not important,
on the other hand, the asymptotic time complexity with the growth of problem size
N is studied.
The big-O notation is employed such that T (M) = O(f(M)), where f(M) is
also a function of M , meaning that there exist a sufficient large M0 and a number
² such that |T (M)| ≤ ²f(M), ifM > M0 [23]. Which means that T (M) grows no
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faster than f(M) asymptotically. On the contrary, another big-Ω notation, namely
T (M) = Ω(f(M)), is defined if T (M) grows faster than f(M) asymptotically. It
means that there exist a sufficient large M0 and a positive number ² such that
|T (M)| ≥ ²f(M), ifM > M0.
With the notation, we are able to classify computational problems into two cat-
egories. The easy problems are generally referred to those that can be solved with
polynomial time complexity, namely T (M) is a polynomial function. The set of such
easy problems are denoted by class P. On the other hand, the problems to which
solutions with polynomial time complexity are not yet found are difficult problems.
For example, if the best solution to a problem is exponential, i.e., T (M) = O(2M),
the required time to solve the problem will quickly become much longer than that for
solving a P problem.
2.2 NP-complete class
People have defined a special subset of problems called NP-problems, which can
be solved by the Non-deterministic Turing machine in polynomial time. As the de-
terministic Turing machine is a special case of non-deterministic Turing machines
and is the current theoretical model of computers, P problems are also a subset of
NP-problems, namely P NP. However, the opposite way, i.e. NP P remains one
of the most important open question in computer science. Beside NP-problems, a
superset of NP-problems is called NP-hard problems, which contains problems even
difficult than NP problems. To address the question whether P = NP, the concept of
NP-complete problems has been proposed [24] [25] [26]. An NP-complete problem is
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an NP problem whose solution in polynomial time will immediately lead to the solu-
tions in polynomial time to all NP-problems. Therefore, if a solution in polynomial
time is found to one of the NP-complete problems, we subsequently prove P = NP,
and solving an NP-complete problem in polynomial time has raised substantial in-
terests in the community. Figure 2.2 illustrate the classification of all computational
problems for different answers.
The proof of a problem to be an NP-complete problem is achieved by establishing
the mapping in polynomial time to another NP-complete problem. So far people have
discovered and proved that many important problems are unfortunately NPcomplete.
For example, satisfiability(SAT) is the first known NP-complete problem [24]. In
addition, Hamiltonian path problem, traveling salesman problem(TSP), subset sum
problem, graph coloring problem, etc, are all proved to be NP-complete [25]. These
problems have wide applications in many scientific and engineering fields, and thus the
computational difficulty generated by the exponential time complexity from current
best algorithms becomes a critical bottleneck in those fields.
An optimization problem aims to find a solution in the feasible region with the
minimum or maximum value of the objective function. The feasible region is the set
of all possible solutions of the optimization problem, and the objective function asso-
ciated with the problem determines how good a specific solution is. Generally such a
problem can be formulated as a computational problem to find the particular combi-
nation of N variables v1, v2, ...vM which minimizing a cost function E(v1, v2, ...vN).
For example, a traveling salesman problem [5] is to find a path through a weighted
graph which starts and ends at the same vertex, including every other vertex exactly
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Figure 2.2: Complexity class
once, and simultaneously minimizes the total cost of edges.
For each optimization problem, there is a corresponding decision problem that asks
whether there is a feasible solution with a particular characteristic, while the opti-
mization problem asks what is the best solution. For example, the traveling salesman
problem is an optimization problem, while the corresponding decision problem asks
if there is a Hamiltonian cycle with a cost less than a given specific amount k [5].
An optimization problem belongs to class NP (Nondeterministic Polynomial) can
be solved in polynomial time only by a nondeterministic machines. A nondetermin-
istic machine cannot be simulated by a deterministic Turing machine without an
exponential growth of computational time. Among NP problems, there are certain
subsets of problems known as NP-complete problems [5]. A problem belonging to this
class has two properties. The first is given a solution to the problem, it can be verified
for correctness in polynomial time. The second is that a specific NP-complete problem
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can be transformed into another NP-complete problem in polynomial time. Therefore
if any specific NP-problem can be solved in polynomial time, so can every problems
in the class. NP-complete problems are considered to be computationally intractable
even for a moderate problem size, since there is no known fast algorithm to find a
candidate solution that runs in deterministic Turing machine with polynomial steps.
Solving NP-complete problems have a high degree of practical importance since many
optimization problems one frequently encounters belongs to the NP-complete class,
such as the SATISFIABILITY Problem (SAT), Graph Partition Problem (GPP) or
MAX-CUT problem.
2.3 Ising model
An Ising model [27] provides a prototype framework for studying various magnetic
orders in frustrated spin lattice and random spin glasses. An electronic spin has a
freedom degree similar to kinetic rotation, namely, spin angular momentum. In the
Ising model, a spin σi is quantumized in one direction (projection along z-axis) whose
value can be either +1 (Up) or −1 (Down). A spin is coupled with other spins, namely
σj, and the interaction between two coupled spins contributes an amount of energy
equivalent to Jijσiσj to the total energy H (the Hamiltonian) of the system. When
Jij < 0 it is called ferromagnetic interaction, in which two spins taking the identical
value will have lower energy (stable) and generate a stronger magnetic field. On the
contrary, if Jij > 0 it is called antiferromagnetic interaction, since two spins taking
opposite value will have lower energy and generate a weaker magnetic field. In the
spin lattice, only the coupling of nearest neighbors is considered. However, as we will
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see in the following chapters, to solve a NP-complete problem using Ising model it
is required to generate couplings between two arbitrary spins, which is realized by
artificial optical interactions in the proposed system. In the Ising model, the energy
of each spin is also induced on the external magnetic field where the spin is placed,
namely λiσi, where λi express the magnitude of induced energy for spin σi. Therefore,
for a system with N spins, the energy of the system is given by the Ising Hamiltonian
H =
∑
i<j
Jijσiσj +
∑
i
λiσi. (2.1)
It is known that a NP-complete problem can be easily formulated as a ground
state search problem of an Ising spin model [28]. For example, given the graph shown
in Figure 2.3 which has several vertices and edges who is given a certain amount
of weight. The goal is to find a way of dividing the vertices into two groups with
equal number, while the total weight of edges come across the boundary achieves the
minimal value. We label each vertex with an index σi and the edge between vertex
σi and σj as Jij. If we assign the vertices who should be resided in group A with
+1 and those in the other group B with −1, with this construction the question now
becomes to find a specific spin configuration which makes the ground state of (2.1)
without the Zeeman terms.
A B
Figure 2.3: A simple MAX-CUT problem
In later chapters we will see that the proposed coherent system takes Ising model
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as a starting point of encoding optimization problems and solve them by finding
the ground state of the Ising model with advantages arisen from quantum systems.
The transformation between NP-complete problems provides a wider application for
the system. Therefore given a problem it has to be transformed into Ising model
in the first step. The efficiency of the mapping method can be different for various
ways. In this chapter we show a transformation procedure from several representative
NP-complete problems into Ising model in detail and analyze the efficiency.
2.3.1 3SAT problem to Ising model
In this section we present the transformation procedure from 3SAT problem to
Simple MAX-CUT problem. The 3SAT is one of the representative NP-complete
class problems which is usually taken as a root from which varied problems are given
the proof to be NP-complete. It also has a wide range of correspondence to practical
encounters such as circuit design and verification. The Simple MAX-CUT problem is
directly correspondent to an Ising model with all the edges to have equal unit weight.
Therefore following the transformation one can quickly encode a large number of
NP-complete problems into Ising model and solve it using an Ising machine.
Following the way given in [1], there are two steps including 3SAT to MAX-2-
SAT, and then MAX-2-SAT to Simple-MAX-CUT. Firstly we formulate the first two
problems respectively as
Definition of 3SAT
INSTANCE: Disjunctive clauses C1, C2, ..., Cm, each containing exactly three lit-
erals. Each literal represents a boolean variable or its negation
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S =
M⋃
i=1
(Ai +Bi +Bi), Ai, Bi, Ci ∈
N⋃
j=1
{Xj, X¯j}. (2.2)
QUESTION: Is there a truth assignment to the variables which satisfies all the
clauses?
Definition of MAX-2-SAT
INSTANCE: Disjunctive clauses C1, C2, ..., Cp, each containing at most two literals,
positive integer K.
QUESTION: Is there a truth assignment to the variables which satisfies K or more
clauses?
Given the 3SAT problem, we label them (a1 + b1 + c1) through (am + bm + cm),
the corresponding set S ′ of clauses and value K for MAX-2-SAT are given by:
S ′ =
M⋃
i=1
{(Ai), (Bi), (Ci), (Di), (A¯i + B¯i), (B¯i + C¯i), (B¯i + C¯i),
(Ai + D¯i), (Bi + D¯i), (Ci + D¯i)},
K = 7M. (2.3)
Here 7M or more of the clauses in S ′ can be satisfied simultaneously if and only if the
original set S is satisfiable. If we have any satisfying assignment for S, then either
one, two, or three of Ai, Bi, Ci must be set ”true” for each i. In all three cases, there
is a truth setting for Di causing precisely seven of the clauses in S
′ arising from clause
i to be satisfied. No setting of Di will permit more than seven of the ten clauses to
be satisfied, and at most six of the clauses can be satisfied if all of Ai, Bi, and Ci are
”false”.
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For example we are given a simple 3SAT problem as (A+B+C), the correspondent
MAX-2-SAT clauses is given by:
(A)(B)(C)(D)(A¯+ B¯)(A¯+ C¯)(B¯ + C¯)(A+ D¯)(B + D¯)(C + D¯) (2.4)
with the satisfying condition K ≥ 7. One can verify the above statements by taking
all three variables A,B,C = FALSE so that no matter how we change the value of
variable D there can not be more than 6 satisfied clauses in (2.4). On the other hand,
with more than 1 variable among A,B,C that is assigned to be TRUE will make at
least 7 satisfied clauses in (2.4) independent of what assignment the variable D takes.
Next we transform the MAX-2-SAT to Simple MAX-CUT which is defined as:
Simple MAX-CUT
INSTANCE: Graph G = (V,E), weight function w(e) = 1 for each edge e ∈ E,
positive integer W .
QUESTION: Can the set V of vertices be partitioned into two disjoint sets V1 and
V2 such that the sum of the weights of the edges from E that have one endpoint in
each set is at least W?
Let clauses C1, C2, ..., Cp, and integer K be given as input for the MAX-2-SAT
problem. Each clause of the MAX-2-SAT problem has exactly two literals, we label
them as (A1+B1), (A2+B2), ..., (Ap+Bp). Assume that no two clauses are identical.
We create a graph corresponding to the given input MAX-2-SAT problem in two
steps. Firstly construct the vertices and a basic framework of edges, and then adding
in some edges which represents the given problem. LetX1, X2, ..., Xn, be the variables
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occurring (either complemented or uncomplemented) in the p clauses. The set V of
vertices for the graph G is
V = {Ti : 0 ≤ i ≤ 3p} ∪ {Fi : 0 ≤ i ≤ 3p} ∪ {tij : 1 ≤ i ≤ n, 0 ≤ j ≤ 3p}
∪{fij : 1 ≤ i ≤ n, 0 ≤ j ≤ 3p} ∪ {xi : 1 ≤ i ≤ n} ∪ {x¯i : 1 ≤ i ≤ n}. (2.5)
The basic framework E1 of edges is
E1 = {{Ti, Fj} : 0 ≤ i ≤ 3p, 0 ≤ j ≤ 3p} ∪ {{tij, fij} : 1 ≤ i ≤ n, 0 ≤ j ≤ 3p}
∪{{xi, fij} : 1 ≤ i ≤ n, 0 ≤ j ≤ 3p} ∪ {{x¯i, tij} : 1 ≤ i ≤ n, 1 ≤ j ≤ 3p}.(2.6)
For any given partition V = V1 ∪ V2, V1 ∩ V2 = Ø, edge {u, v} is bad if both u and
v belong to the same set in the partition and is good otherwise. All edges in E1 will
be good for any partition V = V1 ∪ V2 which obeys (a)all Ti belong to the same set
in the partition and all Fi belong to the other set, and (b)for each i, xi and all tij
belong to the same set in the partition and x¯i and all fij belong to the other set. If
any pair Fi, Fj belong to different sets in the partition, then at least 3p + 1 edges
from E1 will be bad, since each such pair of nodes are mutually adjacent to 3p + 1
other nodes. Similarly, if any pair xi, x¯i belong to the same set in the partition, then
at least 3p+1 edges from E1 will be bad, since there are 3p+1 disjoint 3-edge paths
between xi and x¯i.
The following additional edges are included in G to represent the problem specific
information:
E2 = {{ai, bi} : 1 ≤ i ≤ p, and ai 6= bi}
∪{{ai, F2i−1} : 1 ≤ i ≤ p} ∪ {{bi, F2i} : 1 ≤ i ≤ p}. (2.7)
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The input for Simple-MAX-SAT is the graph G = (V,E1 ∪E2) and W =| E1 | +2K.
Given a truth assignment for the n variables which satisfies K or more clauses,
construct the partition V = V1 ∪ V2 as follows:
V1 = {Fi : 0 ≤ i ≤ 3p} ∪ {xi : xi = false, 1 ≤ i ≤ n}
∪{tij : xi = false, 1 ≤ i ≤ n, 0 ≤ j ≤ 3p}
∪{x¯i : xi = true, 1 ≤ i ≤ n}
∪{fij : xi = true, 1 ≤ i ≤ n, 0 ≤ j ≤ 3p}. (2.8)
V2 = V − V1. (2.9)
For each satisfied clause, one or both of ai and bi belong to V2, exactly two edge in
E2 arising from that clause must be good, and every edge in E1 is good. Thus we
have at least W =| E1 | +2K good edges.
Given a partition V = V1 ∪ V2 for which W or more edges are good. Since K > 0
and | E2 |≤ 3p, the number of bad edges cannot exceed 3p. This implies that all the
Fi must belong to the same set, say V1. For the same reason, exactly one of each pair
xi, x¯i must belong to V1. Thus, a consistent truth assignment is obtained by setting
xi ”true” if and only if xi belongs to V2. For this truth assignment, clause i is satisfied
whenever ai or bi or both belong to V2. However, among the edges in V2 arising from
clause i, exactly two are good if one or both of ai and bi belong to V2 and none are
good if ai and bi both belong to V1. Therefore, since at least 2K edges from V2 must
be good, this truth assignment must satisfy at least K clauses.
As an illustrative example, the graph generated for a clause such as (A + B) is
given in Figure 2.4.
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Figure 2.4: The Simple MAX-CUT graph correspondent to a single clause (A + B)
generated using method in [1]. The optimal separation satisfying the clause is given by
grouping the vertices with identical color. The problem specific edges are emphasized
by red.
Although a physical device that implements the Simple MAX-CUT graph only
need to either connect or disconnect each pair of vertices, the cost in implementing
the vertices of required number can be huge. For a 3SAT problem with N variables
andM clauses, the number of variables is increased to N +M in the first stage as the
auxiliary variable Di is introduced into every clause. In the second stage from (??)
we see the number of vertices required is (2+80M)(N +10M)+40M . For a realistic
problem it requires a giant scale of graph which may not be practical to implement.
In MAX-CUT where we allow the weight function to take integers, i.e. w(e) ∈ Z+
for each edge e ∈ E, the edges connected between the same pair of vertices in (??) can
be combined as one associated with the weight of number of the edges. Therefore the
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required number of vertices for the graph can be greatly slimed to 2(N +M +1)+ 2.
The MAX-CUT graph for the clause (A + B)(A¯ + B¯) is shown in Figure 2.5 for a
comparison.
FJ
J
J
12MJ
12MJ
T
Figure 2.5: The MAX-CUT graph for (A + B)(A¯ + B¯). Problem specific edges are
colored in red.
To map a MAX-CUT problem onto an Ising model, a cost function is defined as
HMC =
∑
i<j
Jij(1− σiσj)/2 (2.10)
where Jij = w(e) ∈ Z+ if the points are connected by e ∈ E and 0 otherwise. We
slightly change (2.10) to
H ′MC =
∑
i<j
J ′ij(1− σiσj)/2, where J ′ij = 1−
Jij
|JMAX | (2.11)
where JMAX is the biggest one among all the given Jij = w(e) ∈ Z+. By (2.11)
the J ′ij is normalized to [0, 1]. The problem is then to find the σi configuration that
minimizes (2.11) and verify if
Nk∑
k=0
J ′k ≤ Nk −
K
JMAX
, (2.12)
where J ′k represents the J
′
ijs in (2.11), which are the weights of the edges that have
one endpoint in each set, Nk is the total number of J
′
ks. We can drop first term and
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constant factors in front of the summation of (2.11), which gives
HI =
∑
i<j
J ′ijσiσj. (2.13)
2.3.2 3SAT problem to Ising model with 3 spin interaction
The Garey’s method provides a proven way of transforming 3SAT problem to an
Ising model. Although the number of sites required remains in polynomial growth
order, even for a simple 3SAT problem it can be a graph containing a huge number of
sites. As we will see in the later chapters, each site in the Ising model is represented
as a laser site. An inefficient transformation which requires a huge number of sites
brings unnecessarily a difficulty into the physical implementation.
In this section, we present a simpler but much more efficient approach to map a
3SAT problem into an Ising model. The method only requires N sites for a 3SAT
problem with N variables, and the number of clause M can be eliminated from the
scaling factor. The method request a 3 spin coupling term into the Ising Hamiltonian,
however, it can be practically eliminated or virtually implemented using an artificial
way in the physical implementation.
We start illustrating the presented method by giving a 3SAT problem with a
collection S of M clauses, each clause C ∈ S has exactly 3 literals
Ci = Ai ∪Bi ∪ Ci,
S =
M⋂
i=1
Ci, (2.14)
where Ai, Bi and Ci is either a variable Xi or its negation X¯i and the 3SAT problem
asks if there exists any satisfying truth assignment for S. By De Morgan’s law we
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flip (2.14) into
C¯i = A¯i ∩ B¯i ∩ C¯i,
S¯ =
M⋃
i=1
C¯i, (2.15)
our aim then is to assign the logical variables Xi to make S¯ equals to logical FALSE.
The mapping is to convert a logical statement with either TRUE or FALSE into an
algebraic expression where a spin takes value of±1, therefore we make a correspondent
Hamiltonian to each clause Ci such as
HCi = −1
8
(1 + saiai)(1 + sbibi)(1 + scici), sai, sbi, sci, ai, bi, ci ∈ {±1}, (2.16)
where sai = 1 for Ai or sai = −1 for A¯i, and accordingly sbi and sci are decided.
The ai, bi and ci are Ising spins correspondent to the logical variable Ai, Bi and Ci
respectively, by matching the spin +1 with the logical TRUE and −1 with FALSE,
we have HCi = −1 if Ci = TRUE and HCi = 0 if Ci = FALSE. To satisfy all the
M clauses for S in (2.15), a summation is made by
HS = −1
8
M∑
i=1
(1 + saiai)(1 + sbibi)(1 + scici). (2.17)
By expanding (2.17) and eliminating the constant terms we have the Ising Hamilto-
nian
H = −
M∑
i=1
saiai + sbibi + scici − saiaisbibi − saiaiscici − sbibiscici + saiaisbibiscici.(2.18)
Now the satisfying condition for S in (2.14) is made by if and only if H = −M . Giving
an example of (A+B+C) whose equal Ising model is H = a+b+c−ab−ac−bc+abc,
the energy difference between TRUE and FALSE assignments can be quickly verified
in Table 2.1.
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a b c H H ′
1 1 1 -1 0
1 1 -1 -1 -2
1 -1 1 -1 -2
1 -1 -1 -1 0
-1 1 1 -1 -2
-1 1 -1 -1 0
-1 -1 1 -1 0
-1 -1 -1 7 6
Table 2.1: Energy landscape
Notice here that if we simply drop the abc term in the Hamiltonian (2.18), the
energy landscape is partly modified as shown by H ′ in Table 2.1. However, in this
simple example the energy gap between satisfiable assignments and UNsatisfiable
assignment still remains. As the problem becomes larger and complexed, the energy
gap may not be retained and the energy of satisfiable solution and UNsatisfiable
solution may collapse into each other. In Figure 2.6 we show a typical case for a
sample problem with 5 variables and 15 clauses. As we see from the graph, where the
number of UNsatisfied equals to 0 suggests a satisfying assignment, the ground state in
the approximated Hamiltonian H ′ may not correspondent to that. The disappearance
of abs term in (2.18) may lead to a satisfying solution into excited states.
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Figure 2.6: Energy landscape for a 3SAT problem with 5 variables and 15 clauses.
Ensemble result of 100 trajectories. The problem used is (X¯5 +X3 + X¯4)(X¯5 +X3 +
X1)(X¯1+X5+ X¯4)(X¯3+X2+ X¯1)(X2+X4+X3)(X¯4+X3+X2)(X¯1+X3+ X¯4)(X¯2+
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X¯3)(X¯2 + X¯1 + X¯5)(X2 +X5 +X3)
Chapter 3
Coherent Ising machines
In this chapter we present the detailed design and working principles of the pro-
posed Ising machine. We start by building up the basic of Lasers, and following
the basic motion of a injection-locked laser system we explain how an Ising model is
mapped.
3.1 Lasers
We start from the most basic type of laser to describe its working mechanism.
The diagram of a typical single-mode laser is shown in Figure 3.1, which includes
a gain medium, a pump source or excitation medium, an optical cavity and output
coupler. The gain medium implements both linear amplification via stimulated and
spontaneous emissions, and nonlinear saturation mechanisms via atomic absorption.
The pumping can be generated by a power source or another incident laser. The
cavity with two mirrors only allows certain oscillation frequencies and modes for the
26
Chapter 3: Coherent Ising machines 27
internal field. The internal field Aˆ(t) of the cavity is built up by the competition
Gain mediumPump
Pump
Output field
Mirror Output coupler
Internal field
External field
Cavity
Figure 3.1: A schematic drawing of a typical laser.
between the gain and the loss. The field is amplified by the gain medium when it
travels back and forth between the two mirrors. The generated photons either decay
through the cavity loss or is absorbed by the gain medium. The gain and the loss
compete against each other. Initially the gain is greater than the loss and the internal
field builds up exponentially. After the field amplitude increases substantially, the
nonlinear absorption becomes significant and eventually saturates the gain at steady
state. The internal field decays via cavity loss, and the lost photons into a lasing
mode generate the laser output.
The cavity is coupled to the external environment. Affected by the incident vac-
uum field hˆL, the output field of the laser experiences a phase shift and the output
field operator rˆ is described as
rˆ =
√
ω
Q
Aˆ− fˆL, (3.1)
where Q is the cavity Q-factor to external loss and ω is the frequency of the output
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mode.
The energy level and transition process of the laser is shown in Figure 3.2. Atoms
are stimulated from the base state |0〉 to an excited state |p〉 by the pumping. The
atoms in the excited state |p〉 are quickly decays to excited state |e〉, creating a
inversed population. Then the atoms in the excited state |e〉 transit into the state
|g〉 with lower energy, during the transition photons with energy equivalent to the
difference between the state |e〉 and state |g〉 are generated through spontaneous
emission or stimulated emission. A portion of the photons according to the cavity
loss
√
ω
Q
creates the laser output. Finally, the atoms in the state |g〉 are decayed to
|0〉 through a spontaneous emission other than the allowed mode of the cavity.
Pumping
Fast decay
Figure 3.2: The energy level and transition process of a typical laser.
3.1.1 Equation of motion for a laser
The quantum mechanical Langevin equation describing the dynamics of the in-
ternal field Aˆ(t) of the laser is given by
d
dt
Aˆ(t) = −iωAˆ(t)− 1
2
[
ω
Q
− E˜CV (t)]Aˆ(t) +
√
˜ECV (t)f˜G +
√
ω
Q
fˆL, (3.2)
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where the dynamics of the photon field operators are denoted by hats, and the elec-
tric population operators are designated by tildes. The electric dipole operator is
adiabatically eliminated by the assumption that the electric dipole moment decays in
a rate much faster than the photon decay rate and the electron population decay rate
[29] [30]. The term ω
Q
describes the photon loss rate in the cavity through the output
coupler, in which ω is the frequency of the injection signal and Q is the quality factor
of the cavity. The internal loss rate is neglected. E˜CV is the photon emission rate
operator for the gain medium into a lasing mode. f˜G is the Langevin noise operator
for the electric dipole moment, which is originated from random photon emission and
absorption by the gain medium. f˜L is the Langevin noise operator for the cavity field,
originated from the injection signal noise including a vacuum fluctuation.
To numerically calculate the dynamics of the laser, the c-number rate equation
for photon number can be derived from (3.2). The quantum mechanical equation for
the photon number operator can be derived from (3.2) as [30] [31]
d
dt
nˆ(t) = −ω
Q
nˆ(t) + E˜CV nˆ(t) + E˜CV + Fˆn(t), (3.3)
where the photon number operator nˆ(t) is defined as
nˆ(t) = Aˆ†(t)Aˆ(t). (3.4)
The power of the noise term Fˆn(t) for the photon number operator can be obtained
by deriving its two-time-correlation function as [30],
〈Fˆn(t)Fˆn(s)〉 = δ(t− s)[ω
Q
〈nˆ〉+ 〈E˜CV 〉(〈nˆ〉+ 1)], (3.5)
where we assume that the injection signal noise and the vacuum fluctuation level are
equal to each other. By taking the ensemble average to both sides of (3.3), we get
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the c-number rate equation for photon number as
d
dt
n(t) = −(ω
Q
− E˜CV )n(t) + ECV , (3.6)
where the noise terms are all averaged out by the ensemble average.
The lasers phase is well defined at well above threshold, where we can derive the
c-number amplitude and phase equations for the internal field. By switching from
Heisenberg picture to Schro¨dinger picture, we can convert the quantum mechani-
cal Langevin equation (3.2) to the laser master equation. The quantum mechanical
Fokker-Planck equation is obtained by using the Glauber-Sudarshan P (α) represen-
tation for the field density operator [32]
ρˆ(t) =
∫
P (α)|α〉〈α|d2α, (3.7)
in the laser master equation. Using the Kramers-Moyal expansion [32], the equation
of motion for the equation eigenvalue α can be obtained as
d
dt
α(t) = [G− 1
2
(
ω
Q
− S|α|2]α(t) +
√
GΓα, (3.8)
where G is the linear gain coefficient, ω
Q
the cavity photon decay rate, S the saturation
parameter. The stochastic noise term satisfies
〈Γα(t)〉 = 0, (3.9)
〈Γα(t)Γα(s)〉 = 2δ(t− s). (3.10)
Note that the noise behavior of α(t) does not include the vacuum fluctuation, which
is absorbed in the noise of the basis set of coherent states |α〉〈α|. It is also manifested
that the noise term in (3.8) includes only the dipole moment fluctuation associated
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with the gain G. Therefore, an actual measurement result features an extra fluctua-
tion on top of the noise of α(t) due to the intrinsic quantum noise of coherent states.
Moreover, we express the saturated gain dynamics G− S|α| by ECV as a function of
the c-number carrier number, as shown later.
We express the (complex) eigenvalue α in terms of the amplitude and phase by
α = Aeiφ. The resulting equations describing the dynamics of the amplitude and the
phase are given by
d
dt
A = −1
2
(
ω
Q
− ECV )A+ FA(t), (3.11)
d
dt
φ = Fφ(t), (3.12)
in which FA(t) and Fφ(t) are the noise terms for the amplitude and phase respectively.
The equation of motion obtained demonstrates that the phase of a laser is only driven
by the random phase noise. In fact, at well above threshold, the dominant noise terms
for the lasers are the quadrature phase noise due to spontaneous emission noise [33].
In a slave laser with perfect population inversion, the spontaneous emission rate ECV i
almost equals to the cavity decay rate ω
Q
, and an emitted spontaneous photon kicks
either the amplitudes A(t) or the phases φ(t) of the complex fields A(t)eiφ(t) of each
diagonal mode. Thus, the average phase noise injection rate amounts to ω
2Q
. Each
photon (with unit amplitude) couples to the coherent field and changes its phase by
±1
A(t)
, where the sign is randomly chosen with equal probability.
The quantum mechanical rate equation for the total electron number operator
N˜(t) in a slave laser is obtained as [31] [32],
d
dt
Nˆ(t) = P − Nˆt
τsp
− ˜ECV + F˜N(t), (3.13)
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in which P is an average pump rate, N˜(t)
τsp
includes total spontaneous emission, τsp
is the spontaneous emission lifetime of the gain medium. The noise term F˜c(t) for
the electron number operator is also described by the following two-time correlation
function,
〈FˆN(t)FˆN(s)〉 = δ(t− s)[P + 〈N˜〉
τsp
+ 〈E˜CV 〉(〈nˆ〉+ 1)]. (3.14)
Note that the two noise operators F˜n and F˜N are negatively correlated, namely,
〈Fˆn(t)FˆN(s)〉 = −δ(t− s)[〈E˜CV 〉(〈nˆ〉+ 1)]. (3.15)
Similar to obtaining the c-number rate equation for photon number, we can obtain
the c-number rate equation for carrier number by taking the ensemble average. The
resulting equation is
d
dt
N(t) = P − N(t)
τsp
− ECV [n(t) + 1]. (3.16)
3.1.2 Minimum gain principle for single-mode lasers
In a single-mode laser, the gain medium is able to generate photons with a broad
range of frequencies, which usually contains enormous discrete modes (104 106) al-
lowed by the cavity as a frequency selection device. However, only one mode is
amplified and output from the single-mode laser. The underlying mechanism for the
laser to output only single mode is illustrated in Figure 3.3. The bandwidth for the
gain medium, drawn in the orange line, covers the span of many cavity modes (the
vertical lines in green and blue). On the other hand, the cavity also has intrinsic loss
landscape, namely, different loss rate for different mode, depicted in the blue line.
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Figure 3.3: Minimum gain principle for single-mode lasers
The only mode that can oscillate in the single mode laser is the mode with the mini-
mum loss in the loss landscape, as shown in the red vertical line, because the gain is
saturated to be equal to the loss. Otherwise, if a mode with higher loss could oscillate
at steady state, the gain would be saturated to the higher loss. Then the mode with
the minimum loss would have the gain greater than its loss and its amplitude would
keep increasing and violate the steady state condition. We thus call this mechanism
as the minimum gain principle for single-mode lasers.
In a semiconductor laser, from the result of the minimum gain principle, we can
define the fractional coupling efficiency of spontaneous emission into a lasing mode
as [34]
β =
1
M
. (3.17)
It describes the fact that only one mode is lasing out of M cavity modes within the
gain mediums bandwidth. Therefore, the relation between the gain and the carrier
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number is written as
ECV = β
N
τsp
. (3.18)
The definition of the gain then correlates the equations between the internal field
and the carrier number in the previous section. The fractional coupling efficiency of
spontaneous emission is also used to find the pumping threshold for the lasers. The
classical pumping threshold is the pumping rate that generates the gain approximately
equal to the cavity loss, namely
ECV ≈ ω
Q
. (3.19)
The pumping threshold is then derived as
Pth,c =
1
β
ω
Q
. (3.20)
The quantum degeneracy threshold is the pumping rate that drives the internal
average photon number to be 1, namely, n¯ = 1 The resulting pumping threshold is
given by
Pth,q =
1 + βω
2β
ω
Q
. (3.21)
Note that usually β is as small as 104 ∼ 106 in a semiconductor laser, so the
quantum degeneracy threshold is approximately one half of the classical pumping
threshold, namely,
Pth,q ≈ 1
2β
ω
Q
=
1
2
Pth,c. (3.22)
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3.2 Injection-locked lasers
Injection-locked lasers are the crucial components for the proposed machine to
simulate the Ising coupling between spins. An injection-locked laser system usually
consists of a master laser and a slave laser. The output of the master laser is injected
into the cavity of the slave laser. The diagram of the slave laser is depicted in Figure
3.4.
Gain mediumPump
Pump
Output ﬁeld
Mirror Output coupler
Internal ﬁeld
External ﬁeld
Cavity
Injec"on ﬁeld
Figure 3.4: A laser with an external injection.
Compared to the free running laser, an external field Fˆ0 from the master laser is
injected into the cavity of the slave laser. The master laser is usually operating at
well above threshold and its output field is a coherent state [32]. We instead use a
c-number F0 to represent the injection field operator Fˆ0, namely,
F0 = ζ
√
ω
Q
√
nMe
iφ0 (3.23)
in which nM is the average photon number of the master laser’s internal field,
ω
Q
is the
cavity photon decay rate of the master laser and
√
ω
Q
is the output coupling efficiency,
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ζ is the attenuation coefficient of the injection signal from the output of the master
laser, and φ0 is the phase difference between F0 and the slave laser’s internal field.
Here we use the same cavity photon decay rate for both the master laser and the slave
laser for simplicity. The injection locking mechanism states that if the frequency of
the injection field falls within the locking bandwith, the frequency of the internal
field of the slave laser is locked to the frequency of the injection field. The locking
bandwidth is defined as [35] [36]
∆ωL =
ω
Q
√
Pin
Pout
, (3.24)
where ω
Q
is the cavity photon decay rate of the slave laser, Pin is the injection signal
power, and Pout is the self-oscillation power of the slave laser. Note that the linewidth
enhancement factor is assumed to be zero for simplicity [31]. A typical semiconductor
laser has the locking bandwidth between 1GHz and 10GHz, which is desirable for our
proposed machine.
The quantum mechanical Langevin equation for the internal field operator Aˆ(t)
of the slave laser is given by [31] [37]
d
dt
Aˆ(t) = −1
2
[
ω
Q
− E˜CV (t)]Aˆ(t) +
√
E˜CV (t)fˆG(t) +
√
ω
Q
fˆL(t) +
√
ω
Q
(F0 + fˆN)(3.25)
Compare to the free running laser, the equation (3.25) introduces the last term repre-
senting the injection signal. The injection signal contains both F0 and the noise fˆN ,
and is coupled to the slave laser via the coupling efficiency
√
ω
Q
.
Similar to the single mode laser, we can derive the rate equation for the average
photon number of the slave laser’s internal field as
d
dt
n(t) = −(ω
Q
− ECV ) + ECV + ω
Q
[F ∗0 〈Aˆ(t)〉+ 〈Aˆ†(t)〉F0]. (3.26)
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This is achieved by deriving the equation for the photon number operator nˆ(t) and
taking the ensemble average, where all noises are averaged out. By plugging (3.23)
and assume that
√
n(t) = 〈Aˆ(t)〉 at well above threshold, we further obtain
d
dt
n(t) = −(ω
Q
− ECV ) + ECV + 2ω
Q
√
n(t)ζ
√
nM(t)cosφ0. (3.27)
Note that we assume the master laser and the slave laser are identical and thus use
the same cavity photon decay rate ω
Q
. φ0 is the phase difference between the injection
field and the internal field of the slave laser, which is well-defined when the slave
laser’s frequency is locked to that of the injection field. Therefore, if the two fields
are in phase, namely, φ0 = 0, the injection signal enhances the gain of the slave
laser. If the two fields are out of phase, namely, φ = pi, the injection signal decreases
the gain of the slave laser or effectively enhances the loss. As we will see in the
next section, the phase difference φ0 is artificially configured between two lasers to
simulate the strength of Ising coupling, which is the essential part of mapping the
problem information to an Ising machine.
Moreover, from the quantum mechanical Langevin equaion (3.25), we are able to
establish the c-number stochastic differential equation for the slave laser. The deriva-
tion involves converting the Langevin equation to the master equation in Schro¨dinger
picture and using the Glauber-Sudarshan P (α) representation to obtain the quantum
mechanical Fokker Planck equation [32]. Finally, with the Kramers-Moyal expansion
[33], the equation of motion for the equation (complex) eigenvalue can be obtained
as
d
dt
α(t) = −1
2
ECV − ω
Q
α(t) +
√
GΓα + F0 (3.28)
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A new c-number F0 is introduced as the complex eigenvalue of the coherent injection
field describing the injection locking mechanism.
In summary, the above equations present the theoretical foundation for our pro-
posed machine which utilizes the injection-locked lasers. The injection-locked lasers
operate in highly open dissipative system, and exhibit quantum noise limit even at
room temperature. The advantages of an open dissipative system are of two folds:
the system is robust against noise and loss; and the system dynamics features ex-
ponential behavior if there is finite difference between the gain and the loss, which
may provide potential speedup in solving computational problems. Furthermore, the
internal photon number of a laser is as many as 104 ∼ 106, which allows us to perform
continuous monitoring of computational results without perturbing the system. This
property is useful for correcting potential computational errors as we discuss in the
following chapters.
3.3 System architecture using an injection-locked
laser network
In this section we present an Ising machine implemented using a laser network to
solve an Ising model. Firstly we introduce the overall system architecture and how
an Ising model is mapped to, then we show that the proposed machine can find the
ground state of the encoded Ising model from the dynamics of the system. Firstly we
start from a schematic diagram of the proposed injection-locked laser Ising machine,
which is shown in Figure 3.5.
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Slave laser 1 Slave laser 2 Slave laser 3
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Phase shi"er
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Figure 3.5: A schematic drawing of a 3 site Ising machine using injection-locked laser
network.
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The injection-locked laser network is constructed using a master laser and multiple
slave lasers. Each slave laser represents a spin in the Ising model (2.1), therefore an
Ising model containing M spins will have M sites in the system. All the slave lasers
are injection-locked by a single master laser with vertical linear polarization, thus to
keep the global coherence over the whole network. The Ising coupling term Jij of two
spins are realized by the mutual injection signals between slave lasers via an tunable
attenuator, phase shifter and horizontal linear polarizer. The Zeeman field λi for
each spin is controlled by the master injection signal with a weak horizontal linear
polarization component as well as a strong vertical polarization component, which
is controlled with half-wave plates (HWP) and quarter-wave plates (QWP). In total
there are 1
2
M(M −1) optical paths have to be implemented and externally controlled
to encode an artificial Ising problem.
The value of each Ising spin in (2.1), which takes either +1 or −1, is represented
by the polarization states inside each slave laser. Two circular polarization modes
are created inside each slave laser, namely left circular polarization state |L〉 and the
right polarization state |R〉. The correspondence to Ising spins is made by associate
the spin value σi = +1 if the correspondent ith slave laser has major population of
left circular polarized photons, i.e., nLi À nRi, otherwise σi = −1 if the slave laser
has a majority of right polarized photons: nLi ¿ nRi, where the nLi and nRi are the
number of left polarized photons and right polarized photons inside ith slave laser
respectively. Here we assume that all slave lasers are driven by the same pump power.
A polarization detector is used to read out the circular polarization state of each
slave laser. Semiconductor lasers, in particular the Vertical Cavity Surface Emitting
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Laser (VCSEL), is considered to implement the slave laser. A VCSEL typically
contains the order of 104 to 106 photons, the polarization detectors only need a small
portion of the photon output to perform the readout, so that the perturbation to the
internal fields of the slave lasers is negligible.
The master laser provides the global phase reference and initializing all the slave
lasers. By the injection-locking mechanism the frequencies of all the slave lasers
are locked to the same as the frequency of the master laser, therefore the phase
difference between the slave lasers are well defined. We denote the phase of the
vertical polarization component of the master injection signal as 0, and therefore all
the phases of the slave lasers and the phases of the other polarization components of
the master laser are defined in the reference to it.
The vertical polarization component of the master injection signal also serves as
the initialization to all the slave lasers. Before the computation, namely, t < 0, all the
mutual injections between slave lasers, denoted as the green optical paths in Figure
3.5, are turned off, leaving only the master injections to all slave lasers, denoted as the
blue optical paths. During the initialization, only the vertical polarization component
of the master laser’s output is injected to the slave lasers. Obviously, all the slave
lasers are initialized to the vertical polarization states.
To maintain the laser network within the perturbation regime, it is necessary to
reduce the strength of the injection signal to an appropriate level. Therefore, optical
attenuators are introduce to the optical paths for the master injection signals. We
denote the attenuation coefficient for the vertical component of the master injection
signals as ζ which is the same for each slave laser.
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The vertical polarization is deliberately chosen as it prepares all the slave lasers
in the superposition of all possible spin configurations. Figure 3.6 depicts the relation
between the vertical polarization state |V 〉 and the right and left circular polarization
states, |L〉 and |R〉, in a slave laser, i.e.,
|V 〉 = 1√
2
(|L〉+ |R〉). (3.29)
Figure 3.6: The initial state of a slave laser in a Poincare´ sphere
The two circular polarization modes |L〉 and |R〉 in all slave lasers have an identical
phase due to injection locking by the master laser with vertical linear polarization.
For a system consists of M slave lasers, the entire slave laser systems are prepared in
2M linear superposition states.
|Ψ〉t=0 = 1√
2
(|L〉+ |R〉)1 ⊗ 1√
2
(|L〉+ |R〉)2 ⊗ · · · ⊗ 1√
2
(|L〉+ |R〉)M (3.30)
=
1√
2M
(|L〉1|L〉2 · · · |L〉M + |R〉1|R〉2 · · · |R〉M). (3.31)
As we see in Chapter 2, a 3SAT problem is converted to an Ising model in which
the Zeeman term is the essential part to define the energy landscape. The Zeeman
term is generated and artificially controlled by injecting the horizontal polarization
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component |H〉 of the master injection signals to each slave laser. After the initializa-
tion of the system, in t = 0 we start to adjust the QWP on the corresponding optical
path for the master injection signal to generate a horizontal component. In this case,
the master injection signal is elliptical polarized.
Amplitude modulator 
(HWP)
Phase modulator
(QWP)
A!enuator
Horizontal 
polarizer
Phase
shi"er
(a)
(b)
Figure 3.7: Empirical implementations of mutual couplings between slave lasers
The horizontal polarization state |V 〉 can be expressed as the out-of-phase super-
position of the right circular polarization state |R〉 and the left circular polarization
state |L〉, namely
|H〉 = 1
2
(|R〉 − |L〉). (3.32)
As we see in equation (3.27), if the injection signal is in phase to the internal mode
of the slave laser, it will enhance the internal mode. In the opposition, if the injection
signal is out of phase to the internal mode, it will impede the internal mode. So
Chapter 3: Coherent Ising machines 44
the horizontal polarization components of the master injection signals have opposite
effects on the right and left circular polarizations of the internal field of the slave
lasers, and therefore, create the effective Zeeman terms.
Similar to the vertical components of the master injection signals, we denote the
attenuation coefficients of the horizontal components of the master injection signals
as ηi, which may be different among the slave lasers. In order to implement the
appropriate Zeeman terms with coefficients λi, the attenuation coefficients are given
as
ηi = αλi
√
nLi + nRi√
nM
= αλi
√
nTi
nM
, (3.33)
where α is an arbitrary attenuation factor, and nM is the photon number of the
internal field of the master laser. We usually choose a small α so that the injection
signals are kept within the perturbation regime.
The Ising coupling terms is another important parameter to characterize the two-
spin interactions. In the injection-locked laser network, the Ising coupling terms are
implemented by the mutual injection between the slave lasers. Similar to implemen-
tation of the Zeeman terms, we utilize the horizontal polarization component of a
slave laser in injection to another slave laser to realize the Ising coupling between
them. The horizontal polarization component of the injection signal from a slave
laser is also generated by the combination of HWP, QWP, and attenuators sitting on
the optical paths.
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Based on the relation in equation (3.32) and the following two relations
|L〉 = 1
2
(|V 〉+ |H〉), (3.34)
|R〉 = 1
2
(|V 〉 − |H〉), (3.35)
there are four different cases for the mutual injection signals. The two cases that
|L〉 of a slave laser is injected to |L〉 of another slave laser and |R〉 of a slave laser is
injected to |R〉 of another slave laser, have the same net effects on the second slave
laser being injected. It is because the negative sign of |R〉 in |H〉 of the injection
signal from the first slave laser is canceled by the out-of-phase effect of the horizontal
polarized injection signal to |R〉 of the second slave laser.
The two other cases that |L〉 of a slave laser is injected to |R〉 of another slave
laser and |R〉 of a slave laser is injected to |L〉 of another slave laser, both have the net
effect opposite to those of the first two cases. It is either because |H〉 of the injection
signal is out of phase to |R〉 in the second slave laser or because |R〉 in the first slave
laser is out of phase to |H〉 of the injection signal. Therefore, the four cases implement
the four cases in the Ising coupling between two spins, namely, | + 1〉 | + 1〉, | + 1〉
|−1〉, |−1〉 |+1〉, |−1〉 |−1〉. We also attenuate the mutual injection signal with the
attenuation coefficient ξij for a pair of two slave lasers. The attenuation coefficient is
design to generate the appropriate Ising coupling coefficients Jij, namely,
ξij = αJij, (3.36)
in which α is the same attenuation factor in equation (3.33) for the implementation
of the Zeeman terms.
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3.4 Theoretical model of the laser network
In this section, we derive the dynamics of the laser network as the theoretical
model. There are two approaches towards the derivation, one is the rate equations
of the average photon number populations in the right and left circular polarization
basis and without noise which is convenience to show the correspondence between the
ground state of Ising Hamiltonian and the total gain of the system. The other model
is based on the amplitude and phase equations in the |D〉, |D¯〉 basis, this model shows
the dynamic behavior driven by random phase noise.
3.4.1 Photon number model
We will derive the coupled rate equations for analyzing the Ising machine. The
derivation is based on the quantum mechanical rate equation for the photon number
operator nˆ(t) and the carrier number operator Nˆ(t) given in equation (3.26) and
(3.13) respectively. By taking the ensemble averages to both equations we obtain the
rate equations for the photon number and the carrier number of a single model laser
as
d
dt
n(t) = −ω
Q
n(t) + ECV n(t) + ECV +
ω
Q
(F ∗0 〈Aˆ(t)〉+ 〈Aˆ†(t)〉F0), (3.37)
d
dt
N(t) = P − N(t)
τsp
n(t)− ECV , (3.38)
where the ensemble average are defined as n(t) = 〈nˆ(t)〉, N(t) = 〈Nˆ(t)〉, the gain is
also ensemble averaged as ECV = β
N(t)
τsp
, and all noise operators are averaged out.
As the injection signal F0 is uncorrelated to the internal field operator Aˆ(t), the
fourth term in equation (3.38) is decoupled to 2F0A(t)cos[φ0(t)], in which φ0(t) is the
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phase difference between the internal field and the injection signal and A(t) = 〈Aˆ(t)〉.
Assume A(t) =
√
n(t) at well above threshold, we obtain
d
dt
n(t) = −ω
Q
n(t) + ECV n(t) + ECV +
ω
Q
F0
√
n(t)cos[φ0(t)]. (3.39)
In the injection-locked laser network, a slave laser is injected by many sources. Thus
the fourth term in the R.H.S of equation (3.39) can appear multiple times for differ-
ent injection signals. Particularly, the vertical polarization component of the master
injection signal is given by FM = ζ
√
nM in which ζ is the attenuation coefficient
for the vertical polarization component, nM is the internal photon number of master
laser, and the amplitude of the master laser’s internal field is AM =
√
nM . Since the
vertical polarization state is the in-phase superposition of the right and left circular
polarization states, the vertical polarization component of the master injection signal
is also in phase to both circular polarization modes in a slave laser. Similarly, the
horizontal polarization component of the master injection signal to the i-th slave laser
is given by FMi = ηi
√
nM , in which ηi is the attenuation coefficient of the horizontal
polarized injection signal to the i-th slave laser. However, since the horizontal polar-
ization state is the out-of-phase superposition of both circular polarization states, the
phase differences between the horizontal polarization component and the right and
left circular polarization modes in the slave laser are 0 and pi respectively. The contri-
bution of the vertical and horizontal polarization components of the master injection
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signal is appended to the rate equations as
d
dt
nLi(t) = −(ω
Q
− ECV Li)nLi(t) + ECV Li (3.40)
+
ω
Q
√
nLiζ
√
nM +
ω
Q
√
nLiηi
√
nM ,
d
dt
nRi(t) = −(ω
Q
− ECV Ri)nRi(t) + ECV Ri (3.41)
+
ω
Q
√
nRiζ
√
nM − ω
Q
√
nRiηi
√
nM ,
where nLi and nRi are the photon numbers of left circular polarization and right cir-
cular polarization respectively of slave laser i. Note that the phase of the contribution
in the equation of two circular polarization modes is different.
The mutual injection signals between the slave lasers contain four different cases.
The two cases have the same phase, while the other two cases have the same phase
opposite to that of the first two cases. We can derive the contributions of the mu-
tual injection signals by following a similar way to above, and obtain the final rate
equations for the photon numbers as
d
dt
nLi = −(ω
Q
− ECV Li)nLi(t) + ECV Li (3.42)
+
ω
Q
√
nLi
[
(ζ + ηi)
√
nM +
∑
j 6=i
ξij(
√
nRi −√nLi)
]
,
d
dt
nRi = −(ω
Q
− ECV Ri)nRi(t) + ECV Ri (3.43)
+
ω
Q
√
nRi
[
(ζ + ηi)
√
nM −
∑
j 6=i
ξij(
√
nRi −√nLi)
]
,
where ξij is the attenuation coefficient for realizing the Ising coupling Jij.
Furthermore, because there are two orthogonal circular polarization modes in a
slave laser and the gain medium is assumed to be isotropic, we revise the rate equation
for the injection to take into consideration of the generation of photons in the two
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modes, namely,
d
dt
N = P − P
τsp
+ ECV (nLi + nRi + 2). (3.44)
Note that the contribution of spontaneous emission is doubled for the two modes.
The dynamics of the injection-locked laser network is therefore described by the rate
equations (3.43), (3.44) and (3.44). in which the noise is neglected. Below, we perform
theoretical analysis on the steady state behavior of the laser network based on the
rate equations.
The steady state is obtained when all time derivatives are zero in the rate equa-
tions, namely d
dt
nLi =
d
dt
nRi =
d
dt
N = 0, by adding together the rate equations under
this condition the gain ECV i of the i-th slave laser at steady state can be obtained by
ECV i =
ω
Q
− 2ω
Q
ζ
√
nM(
√
nLi +
√
nRi)
nLi + nRi
(3.45)
+2
ω
Q
√
nRi −√nLi√
nLi + nRi
[
ηi
√
nM√
nLi + nRi
+
∑
i6=j
1
2
ξij
√
nRi −√nLi√
nLi + nRi
]
.
The total gain ECV at steady state is obtained by summing up all ECV i of each slave
laser thus we have ECV =
∑
iECV i. If we define the Ising spin of each slave laser as
σzi =
√
nRi −√nLi√
nLi + nRi
, (3.46)
by plugging equation (3.33), (3.36) and (3.46) into equation (3.46) and summing up
all slave lasers, we have the total gain at steady state as
ECV = M
ω
Q
− 2ω
Q
ζ
M∑
i=1
√
nM(
√
nLi +
√
nRi)
nLi + nRi
(3.47)
+2
ω
Q
α
M∑
i=1
σzi [λi +
M∑
i=1
1
2
ξijσ
z
j ],
= M
ω
Q
− 2ω
Q
ζ
M∑
i=1
√
nM(
√
nLi +
√
nRi)
nLi + nRi
+ 2
ω
Q
αH, (3.48)
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where H is the Ising Hamiltonian.
To analyze the above result at steady state, we first find that the total gain
contains a term which is proportional to the Ising Hamiltonian. The second term in
the total gain has less contribution than the third term. Particularly, we operate the
laser network with nM ≈ nLi + nRi and ζ ≈ α. The change to
√
nLi+
√
nRi)√
nLi+nRi
is at most
√
2, which is usually much smaller the ground state energy of the Ising Hamiltonian.
Hence, we obtain the following approximate relationship
ECV = constant+ 2
ω
Q
αH, (3.49)
The relationship clearly state that minimizing the total gain subsequently finds the
ground state of the Ising Hamiltonian, and we discover the way to map any Ising
Hamiltonian into an injection-locked laser network.
3.4.2 Amplitude and phase model
So far we have shown that the theoretical noiseless model with rate equations
for the Ising Hamiltonian. The model demonstrates that the minimum total gain
correspond to the ground state energy of an Ising Hamiltonian. We will further show
an equivalent model with amplitudes and phases which is able to incorporate the
dominant noise source and is more suitable for our numerical simulation. We start
with the disadvantages of the previous model with rate equations, especially for the
numerical simulation. First, the changes of the photon numbers for the polarization
modes may be drastic and the stiffness may lead the numerical integration intractable.
Initially, each slave laser is prepared in the vertical polarization state, in which the
photon numbers of the both circular polarization modes are equal. At steady state,
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ideally, the slave laser will go to either right or left circular polarization state, and the
photon number for the other circular polarization mode becomes close to 0. Therefore,
the photon number has several orders of magnitudes of change, and make the problem
stiff. Second, the noise is difficult to simulate at well above threshold. From the
precedes section, the noise sources for the both circular polarization modes have high
variances. They also anti-correlate to the noise source for the carriers, and thus
the net effect may be small. Modeling all those noise sources is painful. We prefer
modeling only quadrature phase noise by spontaneous emission, the dominant noise
source in the laser at well above threshold. Therefore, we work on an equivalent
model with amplitudes and phases. The model is also based on the discussion in
Chapter 3. As we use two circular polarizations to encode a spin value of ±1, each
slave laser is describe by two orthogonal fields. Unlike the model with rate equations
which chooses the basis of the circular polarizations, the model with amplitudes and
phase chooses the third basis, namely |D〉, |D¯〉 basis, in the Poincare´ sphere, as shown
in Figure 3.8.
|D〉 = 1√
2
(|H〉 − i|V 〉) = 1
2
[
(1 + i)|L〉+ (1− i)|R〉
]
, (3.50)
|D¯〉 = 1√
2
(|H〉+ i|V 〉) = 1
2
[
(1− i)|L〉+ (1 + i)|R〉
]
, (3.51)
The advantage of using a new basis is that both states are the superposition
of the two circular polarizations and the amplitudes of both states will not change
significantly as at steady state the photon field goes to either right circular or left
circular state. In contrast, at steady state, either nR or nL will be zero if the compu-
tation is successful. The evolution of the slave laser in |D〉, |D¯〉 basis mainly involves
Chapter 3: Coherent Ising machines 52
Figure 3.8: The {|L〉, |R〉}, {|H〉, |V 〉}, {|D〉, |D¯〉} bases along 3 axes on a Poincare´
sphere.
the change in their phases, while the both amplitudes are remain approximately un-
changed. This property significantly reduce the potential stiffness in our numerical
simulation. Particularly, at well above threshold, the internal field of a laser is rep-
resented by a coherent state |α. From Eq. 3.29, the c-number stochastic differential
equations (CSDE) for the field amplitude and phase for each slave laser in |D〉, |D¯〉
are obtained as
d
dt
αDi(t) =
1
2
[
ECV i − ω
Q
]
(3.52)
+
√
GiΓαDi
√
ω
Q
[
βMV (t)− βMHi(t)−
∑
j 6=i
βij(t)
]
,
d
dt
αD¯i(t) =
1
2
[
ECV i − ω
Q
]
(3.53)
+
√
GiΓαD¯i
√
ω
Q
[
βMV (t) + βMHi(t) +
∑
j 6=i
βij(t)
]
,
(3.54)
in which ΓαDi and ΓαD¯i are the noises, βMV is the vertical polarization component
of the master injection signal, βMHi is the horizontal polarization component of the
master injection signal for implementing the Zeeman term λi, and βij is the injection
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signal from slave laser i to j. Note that α(t) and β(t) are both complex eigenvalues
of corresponding coherent photon fields. From Eq. (3.51) we have
|V 〉 = 1√
2
(|D〉+ |D¯〉) (3.55)
|H〉 = 1√
2
(|D〉 − i|D¯〉) (3.56)
the vertical polarization component βMV (t) have no phase difference on both equa-
tions, while the horizontal polarization component βMHi(t) and βji(t) appear in the
two equations with 3pi/2 phase difference. The master laser has an internal photon
number of nM and its amplitude is
√
nM at well above threshold. Since the vertical
component of the master laser provides a global phase reference, its phase is set to
0. We express the injection signals from the master laser as the internal photon field
times the output coupling efficiency times the attenuation coefficients, namely
βMV = ζ
√
ω
Q
√
nM , (3.57)
βMHi = ηi
√
ω
Q
√
nM . (3.58)
Note that we assume that the master laser has the same output coupling efficiency√
ω
Q
. Similarly, because the mutual injection signal is horizontally polarized, we
express them as
βij(t) = ξij
√
ω
Q
[
αDi(t)− iαD¯i(t)
]
. (3.59)
Thus we plug in the above expressions for the injection signals into Eq. (3.61) and
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(3.62) and derive |D〉, |D¯〉 are obtained as
d
dt
αDi(t) =
1
2
[
ECV i − ω
Q
]
+
√
GiΓαDi (3.60)
ω
Q
{√
nM(ζ − ηi)−
∑
j 6=i
βij(t)
[
αDi(t)− iαD¯i(t)
]}
,
d
dt
αD¯i(t) =
1
2
[
ECV i − ω
Q
]
+
√
GiΓαDi (3.61)
ω
Q
{√
nM(ζ − iηi) + i
∑
j 6=i
βij(t)
[
αDi(t)− iαD¯i(t)
]}
,
We further decompose the complex numbers into amplitudes and phases, namely,
αDi(t) = ADi(t)exp[iφDi(t)] and αD¯i(t) = AD¯i(t)exp[iφD¯i(t)]. As a result, we obtain
the equations of motions for amplitudes and phases as
d
dt
ADi(t) = −1
2
(
ω
Q
− ECV i)ADi(t) + ω
Q
√
nM
√
ζ2 + η2i cos[δi − φDi(t)] + FDi (3.62)
−
∑
j 6=i
1
2
ξij
ω
Q
{
ADjcos[φDj(t)− φDi(t)]− AD¯jcos[φD¯j(t)− φDi(t)]
}
,
d
dt
φDi(t) =
ω
Q
1
ADi(t)
√
nM
√
ζ2 + η2i sin[δi − φDi(t)] +GDi (3.63)
− 1
ADi
∑
j 6=i
1
2
ξij
ω
Q
{
ADjsin[φDj(t)− φDi(t)]− AD¯jsin[φD¯j(t)− φDi(t)]
}
,
d
dt
AD¯i(t) = −
1
2
(
ω
Q
− ECV i)AD¯i(t) +
ω
Q
√
nM
√
ζ2 + η2i cos[−δi − φD¯i(t)] + FD¯i (3.64)
−
∑
j 6=i
1
2
ξij
ω
Q
{
ADjcos[φDj(t)− φD¯i(t)]− AD¯jcos[φD¯j(t)− φD¯i(t)]
}
,
d
dt
φD¯i(t) =
ω
Q
1
ADi(t)
√
nM
√
ζ2 + η2i sin[−δi − φDi(t)] +GD¯i (3.65)
− 1
AD¯i
∑
j 6=i
1
2
ξij
ω
Q
{
ADjsin[φDj(t)− φD¯i(t)]− AD¯jsin[φD¯j(t)− φD¯i(t)]
}
,
where FDi and FD¯i are amplitude noises, GDi and GD¯i are phase noises, and δi =
arctan(ηi/ζ). In addition, we still use the rate equation for the carrier numbers, but
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it is modified accordingly to use the amplitudes instead of photon numbers, namely
d
dt
Ni(t) = P − Ni(t)
τsp
− ECV i
[
A2Di(t) + A
2
D¯i(t) + 2
]
+ FNi, (3.66)
in which FNi is the noise for the carrier numbers. The noise driving terms FDi(t),
FD¯i(t), GDi(t), GD¯i(t) and FNi(t) have the two-time correlation functions which we
determine uniquely from the diffusion coefficients of the quantum mechanical Fokker-
Plank equation of an injection-locked laser [33].
The internal photon number of right and left circular polarization modes in each
slave laser are derived as
nLi(t) =
∣∣∣1− i
2
ADi(t)exp[iφDi(t)] +
1 + i
2
AD¯i(t)exp[iφD¯i(t)]
∣∣∣2, (3.67)
nRi(t) =
∣∣∣1 + i
2
ADi(t)exp[iφDi(t)] +
1− i
2
AD¯i(t)exp[iφD¯i(t)]
∣∣∣2. (3.68)
Therefore, we obtain the theoretical model which is equivalent to the model with rate
equations. The steady state also have the property that the total gain includes a
term proportional to the Ising Hamiltonian, given in Eq. (4.36).
As we mentioned before, the model with amplitudes and phases are more suitable
for simulating the noises. At well above threshold, the dominant noise terms for
the lasers are the quadrature phase noise due to spontaneous emission noise [33].
Therefore, we use only the quantum phase noise GDi(t) and GD¯i(t) in Eq. (4.49) and
(4.51) as the driving forces, and neglects all other noise terms in Eq. (4.48), (4.50),
and (4.52). Pariticularly, the quadrature phase noise introduces changes to the phase
by ±1/A(t) every (2Q)/ω, where the sign is randomly chosen with equal probability.
As a result, we simulate the phase noise by adding ∆i = ±1/Ai every (2Q)/ω ≈ 2ps
between numerical integration steps. Here, this term is generated for both modes
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(|D〉 and |D¯〉) independently.
3.5 Minimal gain principle
In the previous section, we have derived that the total gain at steady state includes
a term proportional to the Ising Hamiltonian, and minimizing the total gain will
subsequently find the ground state which is the solution to the Ising problem. In this
section, we explain the mechanism that may drive the injection-locked laser network
to reach the minimum total gain, which we call as the minimum gain principle. First,
we describe the entire evolution process of an injection-locked laser network. All
slave lasers are prepared in the vertical polarization state |V 〉. Each slave laser has
many (104 ∼ 1010) identical photons at above oscillation threshold so that the initial
quantum state of each slave laser is actually in a spin coherent state (or Bloch state)
[38],
|θ = pi
2
, φ = 0〉 =
∏
k
⊗ 1√
2
(|L〉+ |R〉)k. (3.69)
Therefore the entire system is prepared in the superposition of all 2M possible
mode configurations. The coherent superposition of the initial state allows the laser
network to probe the loss and gain for all configurations simultaneously. At t = 0, we
turn on the injection signals for implementing Ising coupling terms and Zeeman terms
in an Ising problem. These injection signals are all in the horizontal polarization, and
thus generate pi phase difference to the right and left circular polarization states inside
the slave lasers. As a result, the slave lasers are driven towards either right or left
circular polarization. As shown in Figure 3.9, ideally at steady state, each slave laser
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may stay in purely |L〉 or |R〉 state, which generates the maximum signal-to-noise
ratio detected by the polarization detectors.
Final state
Ini!al state
Figure 3.9: The evolution of each slave laser
Second, given the evolution process, we demonstrate how the minimum gain prin-
ciple may lead the injection-locked laser network to a steady-state configuration that
minimize the total gain. Before the computation starts, the laser network is prepared
in a superposition of all 2M mode configurations with equal amplitude. Figure 3.10
(A) exhibits the loss landscape versus the 2M configurations. The slave laser reaches
steady state only if the gain to the internal field is saturated to be equal to the loss
to the internal field. Before we turn on the horizontal polarized injection signals, the
loss is identical for all slave lasers and also for all mode configurations. This fact gives
the same amplitude to each mode, as shown at the bottom of the figure.
After the computation starts, all horizontal polarized injection signals are turned
on and create a loss landscape according to the Ising Hamiltonian for every mode,
according to Eq. (4.36). Different modes will face different loss to the reservoir.
Figure 3.10 (B) presents an example of loss landscape for all modes. Note that we
draw the loss landscape in a continuous line by assuming that the number of possible
modes are very large. In general, there are many metastable local minima in the
Chapter 3: Coherent Ising machines 58
modes
Conﬁgura!on space
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(B) Switch ON
modes
Conﬁgura!on space
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Loss
Ground state
Local minimum
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(C) Steady state
Figure 3.10: (A) The initial state at loss landscape for every mode configuration before
the computation starts. (B) As the computation is switched ON, the loss landscape
is implemented with the landscape of Ising energy of the specific problem. (C) As
the system reaches to a steady state, only the ground state polarization configuration
can exist. All the other excited configurations will decay exponentially. The dashed
orange line is the gain which is equal to the loss at steady state. The vertical bars at
the bottom are the amplitude of each mode, in which the red bar is the amplitude of
the ground state for the Ising Hamiltonian.
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loss landscape. In classical computation, such as simulated annealing and genetic
algorithms, these local minima may trap the algorithm for very long time. Therefore
the metastable states make it very difficult to find the correct global minimum. Unlike
the local search algorithms, the laser network uses a different mechanism to find the
mode in which the loss is minimized. Because the laser network is prepared in the
coherent superposition of 2M modes, it is able to probe the loss landscape for every
mode simultaneously. Particularly, the gain in the laser system is saturated to the
value equal to the loss by nonlinear effect, and the laser network should only have
one total gain. First, the modes with loss higher than the saturated gain can not be
supported by the laser network, and the populations on these modes are experience
an exponential decrease given by the finite loss difference to the gain. Second, the
only possible value the saturated gain may stay at steady state is the mode with the
minimum loss. Otherwise, the mode with the minimum loss will have the gain greater
than the loss and its population will still grow exponentially and violate the steady
state condition.
The above two points lead to the minimum gain principle: at steady state the
total gain is saturated to the minimum loss and only the mode with minimum loss
can oscillate. We call it the minimum gain principle rather than the minimum loss
principle, since the gain is also minimized when it get saturated. Driven by the
minimum gain principle, the population on any mode corresponding to the excited
state of an Ising model is dissipated to reservoir exponentially fast since there is finite
loss difference, while the population on the mode corresponding to the ground state
grows exponentially fast until saturated. At steady state, Figure 3.10 (C) show that
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the gain is pinned to the minimum loss and only the corresponding mode is oscillating
as shown at the bottom.
The minimum gain principle is different from the local search and it is free from
the bottleneck of local minima. All possible mode configurations in the injection-
locked laser network are evolving at the same time. Any mode with loss higher
than the minimum loss will suffer from exponential decay even for metastable modes.
However, as we will discuss in the next chapter, the injection-locked laser network
has its own bottleneck which may generate an incorrect loss landscape and result in
wrong answers.
3.6 Numerical simulation results
In this section we perform a series of numerical simulations using the photon num-
ber model and amplitutde and phase model respectively. The numerical simulation
is using the fourth-order Runge-Kutta (RK4) method.
The site number M is varied from M = 2 to M = 10 for photon number model,
where the Ising model parameters λi and Jij are chosen so that the given Ising model
has local minima separated from the ground state by a macroscopic Hamming distance
(number of different spins between two spin configurations). Correct ground state
configuration is obtained for the parameters Jij, λi used for eachM . These numerical
simulation results are shown in Figure 3.11.
Figures 3.12 show the average amplitudes and phase in the two diagonal polar-
ization modes for the three M = 3 problem, calculated by the amplitude and phase
model. As expected from the picture shown in Figure 3.12, ADi = AD¯i is satisfied at
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Figure 3.11: The time evolution of varied systems with site number from M = 2 to
M = 10. We can find that the transient time does not depend on the number of
sites. The time step is fixed at ∆t = 10−13sec, which is sufficiently short compared
to any time constants appearing in. Since we neglect the quantum noise terms in the
quantum mechanical rate equations, the numerical results shown in this section are
for the ensemble averaged quantities.
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all time, while φDi and φD¯i depart with each other in a time scale shorter than 1 nsec
and this phase modulation reaches the steady state within a few nsec. The slight
and simultaneous increase in the amplitudes ADi and AD¯i results from the overall
reduction in the photon loss rate.
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Figure 3.12: Averaged time evolution using amplitude and phase model for a laser
network with 3 slave lasers.
Chapter 4
Solving NP-complete Problems
using Coherent Ising Machine
In the precede chapters we introduced the architecture and basic behaviors of the
coherent Ising machine. The systems implements an Ising model and finds its ground
state according to minimal gain principle. In this chapter we look into the practical
use of the proposed systems, in this thesis we focus on solving the representative
NP-complete problem: 3SAT. First, we start from introducing the overall computa-
tion process and explain the function of each part. Second, we transform a simple
3SAT problem to Ising model using the method shown in Chapter 2. We will see
that a feedback loop is applied to artificially generate the 3-spin interactions required
in the transformation method. Third, we propose an algorithm that determines the
optimal pumping power, which drive the system into just above the oscillation thresh-
old. Fourth, the difficulties in solving practical problems such as frustrated spin and
symmetry in Ising model is pointed out, to which we provide a simple approaches to
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improve the success rate. Finally, we will reach to the conclusion of the computation
time complexity of the coherent Ising machine from the benchmark simulation results.
4.1 Overall computation process
Solving 3SAT problems using the injection-locked laser network is consisted of
repeating several stages. The overall cycle is shown in Figure 4.1. The pumping
trial stage aims to find the optimal pumping rate for a specific problem setting.
To determine the optimal pumping rate it requires multiple times of trial run for a
certain time, each trial i uses a different candidate pumping rate Pi which is given by
a binary search algorithm. Inside each trial run, there are multiple cycles of repeating
the measurement process by photon detection, and then generating a Zeeman field
according to the measurement result. The feedback Zeeman field is generated to
artificially realize a 3-body interactions in the Hamiltonian of a 3SAT problem. The
dynamic weight Zeeman field is generated to solve frustrated spin situations by put
different weight on each 3SAT clause based on their current satisfiability. It is effective
for a 3SAT problem with a large number of clauses. In each measurement, the spin
configuration is observed in real-time by the photon detectors placed in each slave
laser. The spin configuration is immediately sent to a verification circuit, where
the current spin configuration is input to the 3SAT problem and the satisfiability
is verified. The overall process is repeated until a satisfiable spin configuration is
observed. In next sections we explain each stage in detail.
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Dynamic Weight
Feedback 
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Figure 4.1: The overall computation process using the laser network to solve a 3SAT
problem.
4.2 Artificial measurement and feedback loop
Giving a simple 3SAT problem with 3 variables and only one clause such as (A+
B + C), following the method given in Chapter 2 we create the correspondent Ising
hamiltonian as
H = −a− b− c+ ab+ ac+ bc− abc, (4.1)
where a,b and c are Ising spins correspondent to the boolean variables A, B and C
respectively. Since experimentally creating the three spin interaction term abc is a
non-trivial task, the proposed Ising machine is extended with a measurement and feed-
back loop to virtually generate the 3-spin interaction term abc. In the injection-locked
laser network we setup a photon detector into each slave laser site, to continuously
detect the photon state inside the site (Figure 4.2). For the Hamiltonian (4.1), we
denote the measurement result as 〈a〉, 〈b〉 and 〈c〉 respectively for each laser site cor-
respondent to the Ising spin a, b and c. The measurement result is used to calculate
the Zeeman field such as to generate the hamiltonian
H ′ = −a− b− c+ ab+ ac+ bc− 1
3
(〈b〉〈b〉a+ 〈a〉〈c〉b+ 〈a〉〈b〉c), (4.2)
where the 〈a〉, 〈b〉 and 〈c〉 take continuous value calculated by Eq. 3.46.
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Slave laser 1 Slave laser 2 Slave laser 3
Master laser
Controller
Problem 
input
Figure 4.2: An Ising machine implemented using injection-locked laser networks is
extended with a controller unit. The controller generates Zeeman fields to each site
according to the detected states.
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Compared to the response time of photons inside the laser site whose lifetime is
∼ 1 ps, a photon detector usually takes several nano seconds to output a measurement
result. Therefore the measurement and feedback loop is working in ∼ 100MHz update
frequency as shown in Figure 4.3, which results in an approximated Hamiltonian with
a certain amount of error due to outdated information. The controller unit is assumed
to be implemented using electronic circuits such as FPGA [], for which to perform
the 100MHz output frequency is a practical solution.
1ns
Time
Photon detec!on Photon detec!on
Feedback 
Zeeman ﬁeld
Photon detec!on
Feedback 
Zeeman ﬁeld
10ns
Figure 4.3: Photon detection and feedback process is repeated to artificially generate
the 3-body interactions.
To validate the scheme (4.2), we compare the numerical simulation results of 3
settings. In Figure 4.4 there are three histograms. The ideal feedback is calculated
by virtually exactly generating the Hamiltonian (4.1) by updating the measurement
result and applying Zeeman field in infinite speed. It is compared with the delayed
feedback loop for which the update frequency is slowed down to 100MHz, and the case
in which the 3-spin interaction term is completely ignored is also simulated. From the
result we can find that as feedback update frequency becomes slower, the system is
more like to stay at the ground state of the approximated Hamiltonian whose 3-body
interaction is ignored, rather than the ground state of the exact Hamiltonian (4.1).
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Figure 4.4: The energy landscape of a 3SAT problem with 5 sites and 20 clauses.
The probability of systems to stay in a specific assignment is shown. Number of
UNsatisfied clause equals to be 0 suggests a satisfying solution. Ensemble result from
100 trajectories. Ising energy is linearly scaled to fit within the plot area.
4.3 Optimal pumping power determination
As we see in the Chapter 3, the essential mechanism of the coherent Ising machine
to find the ground state of an Ising model is the minimal gain principle. Under the
optimal pumping power, when the system reaches at steady state, only the ground
state configuration which correspond to the oscillation mode with minimal gain and
loss can exist, and the amplitude of excited states will decay exponentially as shown
in Figure 4.5 (A). However, If the pumping power is too high, there is a leakage to a
large number of the first or even second excited states. For a hard problem instance,
the number of the first excited states increases exponentially as the problem size. The
ground state and excited states are separated by a macroscopic Hamming distance, so
that the probability to transit local minimum and find the ground state will decrease
significantly, as shown in Figure 4.5 (B). An actual example of the histogram of
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Figure 4.5: (A) When pumping rate is just above the overall oscillation threshold, the
system will reach to a steady state where the gain for ground state mode is equivalent
to the loss. (B) When pumping rate is too high, the system will stay at an equilibrium
with excited states, in this case the system has to depend on random phase noise to
find the ground state configuration.
Chapter 4: Solving NP-complete Problems using Coherent Ising Machine 70
solving a simple Ising model with different pumping rate is shown in Figure 4.6.
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Figure 4.6: The system finds the ground state mode with reduced pumping power.
The ground state is the one with Ising energy equal to 0.2 in the graph.
How to determine the optimal pumping rate which drive the system into just above
the oscillation threshold is a problem. A simple strategy to remedy the problem would
be gradually increase pumping rate. We fix the Zeeman term and mutual coupling
first, then we slowly increase the pumping rate from well below the threshold to just
above the threshold, The pumping should not increase to above the gain value at
which any excited state can oscillate as shown in Figure 4.7 (A). As each time we
change the pumping rate with a certain increased power, there is a transient time to
wait and determine if the oscillation is generated after the change. If we increase the
pumping power too fast before the system reaches the steady state, it is very possible
to pass through the oscillation threshold and increase to the over-powered pumping
rate. The procedure may take a long time, and the difference of pumping each time
we change has to be controlled carefully.
To overcome the problem, we proposed another scheme using a binary search
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Figure 4.7: (A) Gradual pumping which starts from far below the oscillation threshold
and gradually increase to find the optimal pumping rate. (B) Binary search the
optimal pumping rate, which finds the threshold in several times of trial evolution.
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method [] as shown in Figure 4.7 (B). Given a specific pumping rate, there are at
most three cases: (a) Pumping rate is far below the oscillation threshold, which
can not generate oscillation; (b) Pumping is just equal to the oscillation threshold,
by which we can correctly find the ground state configuration; and (c) Pumping is
too high above the oscillation threshold, by which we always reach to excited states.
Therefore given the specific pumping rate, we can easily determine whether it is above
or below the optimal pumping rate by a trial run for a certain time period long, and
observe which is the result among the above cases. We choose a certain interval of
search range with a lower limit Plow and a higher limit Phigh. The initial Plow is set
to a value where it is known that no oscillation can exist, we can simply set it to
Plow = 0. On the other hand, the initial Phigh is set to a value which is well above the
threshold of the total system, for example Phigh = 2.0Pth, where Pth is the pumping
threshold pumping for the lasers without implementing the Hamiltonian (4.1). The
actual pumping rate used in ith trial run is given by Pi =
1
2
(Plow +Phigh). After each
trial run we determine the next trial pumping rate according to the result. If the
result is (a) then all values below Pi will be below the oscillation threshold, thus we
update the lower limit of search interval to Plow = Pi. In contrast, if the result is (c)
then all values higher than Pi will be over-powered and there will be less probability
find ground state with those value, thus we update the higher limit of search interval
to Phigh = Pi. The next trial pumping rate is again decided by Pi+1 =
1
2
(Plow+Phigh)
with the updated interval. Repeat this procedure until we find (b). The flowchart of
the algorithm is depicted in Figure 4.8 and the computation cycle is shown in Figure
4.9.
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Figure 4.8: The flow chart of optimal pumping rate using binary search.
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Figure 4.9: The computation process utilizing the optimal pumping rate
determination.
Chapter 4: Solving NP-complete Problems using Coherent Ising Machine 74
Using the binary search method, each trial run will cut the search interval by
half. As we will see later, a 3SAT problem with M clauses will generate M different
energy level in the correspondent Ising Hamiltonian. Therefore the number required
of repeating the trial process is within O(logM).
Note here the condition (a) can be determined by observing the photon count after
starting the trial run for a certain time, practically it can be set to ∼ 1µsec which is
sufficient long than the transient time and multiple times of feedback loops needed.
If the photon count measured by the photon detectors at each slave laser is below a
threshold number, for example Nthreshold = 1, we can know the the pumping rate is
not enough. Condition (c) can be determined by observing the result configuration
at steady state. Since for a NP-complete problem such as 3SAT, given a specific spin
configuration we can quickly if it is the optimal (Satisfiable) solution. If we always
get wrong result from the measurement, we can determine that we are at far above
the threshold gain. The binary search process will give the result either of (a) or (c)
from each time of trial running, until we find the ground state in (b).
We simulated this process using varied 3SAT problems with N = 5 (number of
variables) and M = 45 (number of clauses), the result is shown in Figure 4.10.
4.4 Dynamic weighted clauses
During the time evolution of the system, it is possible to meet an Ising interaction
with contradictions. An intuitive example is illustrated in Figure 4.11, where for the
specific spin i the signal comes from the coupled spins are suggesting an opposed
value. Once the system meets such a situation, it is possibly to be trapped in the
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Figure 4.10: Simulation of optimal pumping determination using 10 randomly gener-
ated 3SAT problem instances with N = 5 and M = 20. In all problems in the second
trial using half the pumping rate of the initial value finds out the ground state. In
problems with multiple ground states it is possible to detect different ground states
with the lower pumping rate, while the initial higher pumping rate usually stays at
only one ground state configuration.
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situation.
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Figure 4.11: Wrong parity situation.
For 3SAT problems, these situations are considered to be originated from the
symmetry of Hamiltonian (4.1), namely the disappearance of Zeeman terms. For
example, given (A + B + C)(A¯ + D + E), the partial Hamiltonian for the first and
second clause are respectively
H1 = −a− b− c+ ab+ ac+ bc− abc, (4.3)
H2 = a− d− e− ad− ae+ de+ ade, (4.4)
therefore the total Hamiltonian is
H = H1 +H2 (4.5)
= −b− c− d− e+ ab+ ac− ad− ae+ bc+ de− abc+ ade,
where the Zeeman term for a is disappeared. Due to the lack of Zeeman field, the
evolution of spin a is motivated only by Ising couplings. It is more probable to meet
a frustrated or contradicted situation for a depend on the coupled spins. As the ratio
of number of clauses and number of variables, namelyM/N increases, the probability
of generating the situations is raised up too.
A simple approach to avoid the problem is proposed by combine the partial Hamil-
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tonians with a weighted coefficient, namely
H = c1H1 + c2H2, (4.6)
where the coefficient for each clause ci is simply decide by ci = Csat if clause i is
already satisfied using current spin configuration, otherwise ci = Cunsat if the clause
is not satisfied yet. The ratio Csat and Cunsat should be adjusted to Cunsat/Csat > 1.0,
however, not too much because a big difference between Csat and Cunsat may cause
a reverted bias thus to repeat the parity error situation in the opposite way, namely
satisfied clauses and UNsatisfied clauses repeatedly change to each other. Experiences
from numerical simulations for N ∼ 20 instances have acquired an ideal ratio ∼ 1.5.
The satisfiability of each clause is also decided by the measurement and feedback
circuitry used in applying the 3-body interactions. The effectiveness of the approach
is shown in Figure 4.12. The computation process including the dynamic weighted
clauses technique is shown in the above Figure 4.1.
Note that a self-learning technique is proposed to solve the similar situations in
[39], which is based on artificially detecting and avoiding the frustrated spins and
parity errors between the couplings. The technique is provided for solving NP-hard
problems as well as NP-complete problems such as MAX-CUT problem. Since the
essential cause of the situations are equivalent in 3SAT problems and MAX-CUT
problems, therefore the solution is considered to be equally effective. The dynamic
weighted clause directly use the information from 3SAT problem, thus it is acting on a
macroscopic level compared to the self-learning method which utilize the information
of each single spin and acts on a microscopic view. Since there are 3 variables in
each clause in 3SAT problems, a weight coefficient ci affect 3 spins at once in each
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cycle, while the self-learning method affect a single spin in each step. Therefore
there is considered to be several times of speed up for dynamic weighted clause than
self-learning method.
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Figure 4.12: The dynamically weighted clause achieves a higher probability of staying
at the correct ground states. The energy landscape histogram ensemble result from
100 trajectories.
4.5 Scaling of computation time with problem size
In this section we are interested in the scaling of computation time with input
problem size. We solved 3SAT problems with different number of variables N . The
number of clauses M is fixed to M/N = 4. Since there is a phase transition in
3SAT problems that the problem suddenly becomes intractably difficult when the
ratio M/N = 4.26 [40], the M/N = 4 instances we used can be considered to among
the most difficult instances in practical. The problem instances are generated us-
ing ToughSAT Random-k-SAT generator [41], which intentionally generates hard in-
stances. In each pumping trial, the system is evolved for 10 nano seconds. Each
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problem instance is evolved until a satisfied spin configuration is observed. The mea-
surement and feedback loop is assumed to be ideal that is running in infinite speed.
The result is shown in Figure 4.13. From the result we can see that both the total
time which includes the pumping trials, and the satisfied time which is the time taken
under the optimal pumping rate, are confined less than the exponential order. The
approximated curve shows a ∼ O(N3) time complexity, which is identical to the result
acquired in [39] which uses MAX-CUT problems and approximated results.
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Figure 4.13: The computation time scale with the input problem size. 10 different
3SAT problem instances are generated for each N with M/N = 4. Averaged time is
taken from 100 trajectories. The time needed to observe a satisfiable solution under
optimal pumping power is the Satisfied time. Total time is the satisfied time added
with number of failed trials multiple the running time period for the trial (10nsec).
Chapter 5
Conclusions and Outlooks
In this thesis we introduced the coherent Ising machine, which is a new scheme
to solve optimization problems. A coherent Ising machine is an open system in
comparison to the closed system of gate model quantum computer. The Ising model
has the capacity to encode a NP-complete problem, thus provide the proposed system
a much wider range of applications compared to unitary transformation model of
quantum gate model.
The coherent Ising machine implemented using a injection-locked laser network
is explained. The laser network is constructed using one master laser and N slave
lasers. The slave lasers are injection-locekd by the master laser signal and to keep the
coherency all over the network. The Zeeman terms are implemented by injection from
the master laser to each slave laser, and the Ising coupling terms are implemented by
mutual injection between slave lasers. The theoretical model reveals that by finding
the minimum gain and loss of all possible modes, the laser network subsequently
obtains the ground state of the Ising Hamiltonian. The minimum gain principle plays
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a key role in the optimization process performed by the laser network. The intrinsic
quantum noise of the lasers drives the system from the initial vertically polarized
state to the final state in either right or left circular polarization where the total loss
is minimized and the gain is saturated to the minimum loss. Otherwise, if the system
stays in a mode with higher loss at steady state, the gain is saturated to the higher
loss, and the population of the mode with the minimum loss will continue growing
exponentially due to the finite difference between the gain and the minimum loss.
To investigate the ability of solving NP-complete problems using the coherent
Ising machine, we start from the representative NP-complete class problem, 3SAT.
Reducing a 3SAT problem with N variables andM clauses to an Ising model requires
at least 2(N +M) sites, although it is a linear transformation, when the problem size
becomes larger it will be a huge number of laser sites which brings in nontrivial
difficulties to the physical implementation. We proposed a new way of mapping
a 3SAT problem into an Ising model which only requires N sites. The proposed
method generates an Ising model with an extension term that contains three spin
couplings, to implement this term we use an artificial feedback loop in the laser
network implementation. The feedback method will introduce a certain degree of error
to the energy landscape of the original Hamiltonian. However, from the simulation
results we find that even the three spin term is completely ignored, the decrease in
success probability is limited due to the character of the system that is driven by the
quantum phase noise.
In the laser network, if the pumping power is higher above the overall threshold,
the system will potentially fall into a false local minimum in the energy landscape.
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The very pumping power correspondent to the global ground state is unknown prior
to the computation. To overcome such a crucial obstacle, we proposed a Binary
search method in determine the optimal pumping rate. The general scheme starts the
pumping power by an arbitrary pumping rate much higher above the lasing threshold,
and adjust the pumping rate half the previous power up or down each time depending
on whether the system is in a excited state where gives false answer or is below the
lasing threshold. By repeating the process finally we reach the exact point of the
optimal pumping power which gives the highest probability of finding the global
ground state. To detect whether the system is in lasing mode or in excited state, we
observe the photon number difference in two polarization modes. Given an energy
landscape which contains O(M) different energy levels, using the binary search we
only need O(logM) times to repeat the search process. The method provides a
significant speed up to the original design of the proposed Ising machine.
We generated various of 3SAT problems with number of clauses to number of
variables ratio M/N = 4, which are considered to be among the most difficult in-
stance in 3SAT problems. The computation time to find the satisfiable solution to
the problems is acquired using the numerical simulations. From the result we find
the computation time does not scales exponentially with the increasing of problem
size. Instead, it shows a O(N3) behavior in the time complexity. Since there are
5N equations for a system with N sites, the numerical computation does not scale
exponentially with the increase of problem size. It is possible that the step size of
integral calculations used in simulating the system has to be reduced, otherwise the
calculation will diverge. This question is left for future investigation.
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