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How a spinning quark moves in the NJL type mean field
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(Dated: March 27, 2019)
The transport equation of the spinning quarks, moving in the Nambu-Jona-Lasinio (NJL) type
mean field, is derived by solving the Schwinger-Dyson equations, up to the order of ~, under the
mean field approximation. It shows that the scalar and the vector mean field potentials have
different impacts on the quantum correction to the transport equation. Both the forces give rise to
an anomalous velocity and an anomalous force where the latter would vanish if the vector force is
turned off. The particle dispersion relation is modified by the vector force as well. Besides, the spin
precession in the particle rest frame is purely governed by the vector force.
I. INTRODUCTION
Great attention in the community of the high energy
nuclear physics is drawn to the motion of the spinning
particles. The equations of motion of the chiral parti-
cles moving in a permanent magnetic field is derived[1–
9]. And within these equations, an anomalous term cor-
responding to the chiral magnetic effect[10–13] is dis-
covered and regarded as a probe of instanton and the
QCD vacua[14]. Meanwhile, quarks are also affected by
the strong forces which can be modelled by the Nambu-
Jona-Lasinio (NJL) Lagrangian [15, 16]. Under the mean
field approximation, the NJL Lagrangian includes both
a scalar and a vector mean field potential[17, 18] where
the latter one is coupled with the quark field in the same
way as the electromagnetic field does. For a baryon rich
rotating fireball, the scalar mean field potential provides
an attractive force pointing to the center of the fireball,
while the vector one provides both a repulsive electric-like
force pointing away from the center, and a magnetic-like
field pointing along the rotating axis. Given the strength
of the strong force, its anomalous effect on the motion of
the spinning quarks should be at least as important as
the one contributed by the magnetic field and should be
derived and taken into consideration when we carry out
simulations to study the anomalous effect.
On the other hand, the existence of the vector inter-
actions among the quarks is still controversial. It is ex-
cluded by the comparison with the equations of the state
obtained in the Lattice QCD calculation[19], but is nec-
essary for explaining the existence of the neutron star of
two solar mass[20, 21]. The vector interaction is also con-
sidered as a mechanism leading to the different elliptical
flows of the particles and anti-particles[22, 23]. We will
see, in the following sections, that the scalar and vector
mean field potentials have different impacts on the quan-
tum correction to the equations of motion of the spinning
quarks. Both give rise to an anomalous velocity and an
anomalous force where the latter vanishes if the vector
force is turned off. The dispersion relation is modified
by the vector force as well. Besides, the spin precession
in the particle rest frame is governed by the vector force
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only. We therefore expect the motions of the spinning
quarks to be very different, in a baryon rich rotating fire-
ball, in the cases with and without the vector mean field
potential and thus to provide a new perspective to study
the existence of the vector interactions among the quarks.
This work is inspired by a recently published paper
which provides a complete and consistent chiral transport
from Wigner function formalism[9]. Most derivations are
similar. But instead of starting from a quantum kinetic
equation[24] derived for the U(1) gauge theory, we start
our derivations from the Schwinger-Dyson equations[25]
which have already been employed for deriving a full clas-
sical transport equation for the NJL model[26]. The next
sections are organized as follows. In section II, we obtain
32 primary equations, grouped in 10 groups, by trun-
cating the Schwinger-Dyson equations at the order of ∂p
under the mean field approximation. These equations are
solved at the order of ~0 in section III where the classi-
cal transport equation is obtained, and at the order of
~ in section IV where the equation describing the spin
precession and the quantum correction to the transport
equation are obtained. The conclusions and outlooks are
in section V.
II. PRIMARY EQUATIONS
The Schwinger-Dyson equations are
G(x1, x
′
1) = G0(x1, x
′
1)
+
∫
dx2
∫
dx3G0(x1, x2)Σ(x2, x3)G(x3, x
′
1),
G(x1, x
′
1) = G0(x1, x
′
1)
+
∫
dx2
∫
dx3G(x1, x2)Σ(x2, x3)G0(x3, x
′
1),
whereG(x, y) is the two point Green’s function, Σ(x, y) is
the self energy, and G0(x, y) is the bare Green’s function
which fulfills
Gˆ−10 (x)G0(x, y) = G0(x, y)Gˆ
′−1
0 (y) = iδ(x− y)σ3, (1)
with
Gˆ−10 (x)
.
= i~∂/x −m0,
Gˆ′−10 (y)
.
= −i~
←−
∂/ y −m0. (2)
2The above Green’s functions, self energies, and the third
Pauli matrix σ3, are defined in the so-called Schwinger-
Keldysh space [27, 28] where the Green’s function is writ-
ten as
G =
(
GF G>
G< GAF
)
with
G>(x, y)
.
= 〈ψ(x)ψ¯(y)〉
G<(x, y)
.
= −〈ψ¯(y)ψ(x)〉
GF (x, y)
.
= θ(y0 − x0)G>(x, y) + θ(x
0 − y0)G<(x, y)
GAF (x, y)
.
= θ(y0 − x0)G<(x, y) + θ(x
0 − y0)G>(x, y).
Under the mean field approximation, the self energy
Σ(x, y) is reduced to iU(x)δ(x−y)σ3[26], where the mean
field potential U(x) can be decomposed into a scalar and
a vector part, i.e.,
U(x) = Φ(x) + γµΩµ(x). (3)
The Dyson equations are thus reduced to
G(x1, x
′
1) = G0(x1, x
′
1)
+i
∫
dx2G0(x1, x2)U(x2)σ3G(x2, x
′
1), (4)
G(x1, x
′
1) = G0(x1, x
′
1)
+i
∫
dx2G(x1, x2)U(x2)σ3G0(x2, x
′
1). (5)
After applying Gˆ−1(x1) and Gˆ
′−1(x′1) to Eq.(4) and
Eq.(5) respectively, and taking the difference between
the diagonal elements in the Schwinger-Keldysh space,
we obtain
(i~∂/x1 −m0 + U(x1))GK(x1, x
′
1) = 0, (6)
GK(x1, x
′
1)(−i~∂/x′
1
−m0 + U(x1)) = 0, (7)
where GK
.
= (G> + G<)/2 = (GF + GAF )/2 is the so-
called Keldysh Green’s function. After taking the sum
and difference between Eq.(6) and Eq.(7), substituting
x1, x
′
1 with X
.
= (x1 + x
′
1)/2 and x
.
= x1 − x
′
1, and
applying the Fourier transformation
G˜(X, p)
.
=
∫
d4xeipx/~GK(X + x/2, X − x/2),
U˜(p)
.
=
∫
d4xeipx/~U(x),
we obtain
i
2
∂Xµ{γ
µ, G˜(X, p)}+ [p/, G˜(X, p)] +
∫
d4l
(2π)4
(
U˜(l)G˜(X, p−
l
2
)− G˜(X, p+
l
2
)U˜(l)
)
e−ilX/~ = 0, (8)
i
2
∂Xµ [γ
µ, G˜(X, p)] + {p/−m0, G˜(X, p)}+
∫
d4l
(2π)4
(
U˜(l)G˜(X, p−
l
2
) + G˜(X, p+
l
2
)U˜(l)
)
e−ilX/~ = 0. (9)
Taylor expanding G˜(X, p+ l2 ) at l = 0 as
G˜(X, p+
l
2
) ≈ G˜(X, p)±
lµ
2
∂pµG˜(X, p) +O(l
2), (10)
we obtain from Eq.(8) and Eq.(9) that
i
2
~∂Xµ{γ
µ, G˜(X, p)}+ [k/, G˜(X, p)]−
i
2
~{∂XµU(X), ∂pµG˜(X, p)}+O(~
2) = 0, (11)
i
2
~∂Xµ [γ
µ, G˜(X, p)] + {k/−M, G˜(X, p)} −
i
2
~[∂XµΩ/(X), ∂pµG˜(X, p)] +O(~
2) = 0, (12)
where k
.
= p+ Ω is the kinetic momentum and M
.
= m0 − Φ is the effective mass. After we substitute G˜(X, p) with
G˜(X, k), the derivatives change as ∂pµ → ∂kµ , ∂xµ → ∂xµ + ∂xµΩν∂kν , and Eq.(11) and Eq.(12) becomes
i
2
~Dµ{γ
µ, G˜(X, k)}+ [k/, G˜(X, k)]−
i
2
~{∂XµΦ(X), ∂kµG˜(X, k)}+O(~
2) = 0, (13)
i
2
~Dµ[γ
µ, G˜(X, k)] + {k/−M, G˜(X, k)}+O(~2) = 0, (14)
where Dµ
.
= ∂Xµ + Fµν∂kν , which fulfills
Dµkν = Fµν (15)
and
[Dµ, Dν ] = −∂XτFµν∂kτ , (16)
3with Fµν being ∂µΩν − ∂νΩµ. Decomposing G˜ as
G˜(X, k) = S + iPγ5 + Vµγ
µ +Aµγ
µγ5 +
1
2
Jµνσ
µν
with σµν being i2 [γ
µ, γν ], and using
{γµ, G˜} = 2Sγµ + 2V µ + ǫµνρσ(Aνσρσ − Jρσγνγ5)
[γµ, G˜] = 2iPγµγ5 − 2iVνσ
µν + 2Aµγ5 + 2iJ
µνγν
which are derived from the identities of the γ matrices,
we obtain from Eq. (13) and Eq. (14) that
0 = ~DµV
µ − ~∂XµΦ∂kµS +O(~
3), (17)
0 = 2Aµkµ + ~∂XµΦ∂kµP +O(~
2), (18)
0 = ~DµS + 2k
νJνµ − ~∂XνΦ∂kνVµ +O(~
2), (19)
0 =
~
2
ǫµνρσDµJρσ − 2k
νP + ~∂XµΦ∂kµA
ν
+O(~2), (20)
0 =
~
2
ǫµνρσDµAν − (k
ρV σ − kσV ρ)
−
~
2
∂XµΦ∂kµJ
ρσ +O(~2), (21)
0 = kµV
µ −MS +O(~2), (22)
0 = ~DµA
µ − 2MP +O(~2), (23)
0 = ~DµJ
νµ + 2kνS − 2MV ν +O(~2), (24)
0 = ~DµP + ǫρσνµJ
ρσkν + 2MAµ +O(~
2), (25)
0 = ~DµVν − ~DνVµ + 2ǫµνρσk
ρAσ − 2MJµν
+O(~2). (26)
It might not be that transparent why the higher or-
der term in Eq.(17), which is the scalar component
of Eq.(13), is O(~3) rather than O(~2). It is be-
cause the lowest order term in O(~2) in Eq.(13) is
−~
2
8 [∂Xµ∂XνU, ∂pµ∂pν G˜], which does not have a scalar
component. Eq.(17-26) are the primary equations which
will be solved in the next two sections. To solve them,
we further expand G˜ as G˜ = G(0) + ~G(1) +O(~
2). The
components of G(0) will be solved in the next section.
III. ZEROTH ORDER: THE CLASSICAL
TRANSPORT EQUATION
In this section, we only investigate the components of
G(0) and neglect all the terms of the order ~. Eq.(17-26)
are reduced to
DµV
µ
(0) − ∂XµΦ∂kµS(0) +O(~) = 0, (27)
2Aµ(0)kµ +O(~) = 0, (28)
2kνJ
νµ
(0) +O(~) = 0, (29)
2kνP(0) +O(~) = 0, (30)
kρV σ(0) − k
σV ρ(0) +O(~) = 0, (31)
kµV
µ
(0) −MS(0) +O(~) = 0, (32)
−2MP(0) +O(~) = 0, (33)
2kνS(0) − 2MV
ν
(0) +O(~) = 0, (34)
ǫρσνµJ
ρσ
(0)k
ν + 2MA(0)µ +O(~) = 0, (35)
2ǫµνρσk
ρAσ(0) − 2MJ
(0)
µν +O(~) = 0. (36)
Some of the above equations are redundant. Both
Eq.(30) and Eq.(33) indicate P(0) = 0, and Eq.(28) and
Eq.(29) carry no more information than Eq.(35) and
Eq.(36). We learn V µ(0) = k
µF(0)(X, k) from Eq.(31),
and
S =
k2
M
F(0)(X, k), (37)
F(0)(X, k) = η
(0)(X, k)δ(k2 −M2), (38)
from Eq.(32) and Eq.(34), where η(0) is a scalar function.
Finally, a general solution to Eq.(35) and Eq.(36) is
Aµ(0) = −Mn
µ(X, k)ξ(0)(X, k)δ(k2 −M2), (39)
Jµν(0) = −ǫ
µνρσkρnσ(X, k)ξ
(0)(X, k)δ(k2 −M2), (40)
where n fulfills n · k = 0 and ξ(0) is another scalar func-
tion. η(0) and ξ(0) in Eq.(38), Eq.(39) and Eq.(40) can
be replaced with f
(0)
+ + f
(0)
− and f
(0)
+ − f
(0)
− , respectively,
and V (0), A(0) and J (0) can thus be written as
V µ(0) =
∑
s=±
kµf (0)s (X, k)δ(k
2 −M2), (41)
Aµ(0) = −
∑
s=±
sMnµ(X, k)f (0)s (X, k)δ(k
2 −M2), (42)
Jµν(0) = −
∑
s=±
sǫµνρσkρnσ(X, k)f
(0)
s (X, k)δ(k
2 −M2),
(43)
where f
(0)
s can be interpreted, at the semi-classical level,
as the distribution function of the quarks with spin s
which, according to Eq.(27), fulfills the classical trans-
port equation
0 = δ(k2 −M2)
∑
s=±
[
kµDµf
(0)
s −M∂XµΦ∂kµf
(0)
s
]
+O(~2). (44)
The derivatives on δ(k2−M2) does not appear in Eq.(44)
since kµDµδ(k
2−M2) = (2Fµνk
µkν+2Mkµ∂XµΦ)δ
′(k2−
M2) where the first term vanishes and the second term
is cancelled with −M∂XµΦ∂kµδ(k
2 −M2).
4The current and axial-current density can be ex-
pressed, at the semi-classical level, using f
(0)
s as
jµ =
∑
s=±
∫
d4kkµf (0)s δ(k
2 −M2) +O(~),
jµ5 = −
∑
s=±
∫
d4ksMnµf (0)s δ(k
2 −M2) +O(~)
In summary, the zeroth order of the Green’s function
G(0) =
∑
s(1 + sγ5n/)(k/ +M)f
(0)
s δ(k2 −M2), which, ac-
cording to the textbook on quantum field theory[29], is
equal to
∑
s us(k)u¯s(k)f
(0)
s δ(k2 −M2) where us is the
Dirac spinor and f
(0)
s fulfills Eq.(44). And by compar-
ing G(0) with the expression in Ref.[29], we know that
nµ = Bµν(k/M)nˆ
ν(τ) pointing in the direction of the
particle spin where Bµν(k/M) is a boost from the parti-
cle rest frame to the computational frame, and nˆ(τ) is
a unit 3-dimensional vector pointing in the direction of
the particle spin in its rest frame with τ being the proper
time.
IV. FIRST ORDER: THE QUANTUM
CORRECTION
In this section, we investigate the components of G(1)
and neglect all the terms of the order ~2. Eq.(17-26) are
reduced to
0 = Dµ(V
µ
(0) + ~V
µ
(1))− ∂XµΦ∂kµ(S(0) + ~S(1))
+O(~2), (45)
0 = 2~Aµ(1)kµ +O(~
2), (46)
0 = ~DµS(0) + 2~k
νJ (1)νµ − ~∂XνΦ∂kνV
(0)
µ
+O(~2), (47)
0 =
~
2
ǫµνρσDµJ
(0)
ρσ − 2~k
νP(1) + ~∂XµΦ∂kµA
ν
(0)
+O(~2), (48)
0 =
~
2
ǫµνρσDµA
(0)
ν − ~(k
ρV σ(1) − k
σV ρ(1))
−
~
2
∂XµΦ∂kµJ
ρσ
(0) +O(~
2), (49)
0 = ~kµV
µ
(1) − ~MS(1) +O(~
2), (50)
0 = ~DµA
µ
(0) − 2~MP(1) +O(~
2), (51)
0 = ~DµJ
νµ
(0) + 2~k
νS(1) − 2~MV
ν
(1) +O(~
2), (52)
0 = ~ǫρσνµJ
ρσ
(1)k
ν + 2~MA(1)µ +O(~
2), (53)
0 = ~DµV
(0)
ν − ~DνV
(0)
µ + 2~ǫµνρσk
ρAσ(1)
−2~MJ (1)µν +O(~
2). (54)
Among the above, Eq. (46) is redundant with Eq.(53),
Eq.(48) and Eq.(51) describe the spin precession of the
quark, and Eq.(45), Eq.(50) and Eq.(52) give the quan-
tum correction to the classical transport equation.
A. spin precession
Substituting A(0) and J(0) with the right hand sides of
Eq.(42) and Eq.(43), and using ǫµναβǫ
µνρσ = −2(δραδ
σ
β −
δρβδ
σ
α), we obtain from Eq.(48) and Eq.(51) that
0 = Dµ(k
νNµ − kµNν)− kνDµN
µ +
kν
M
Nµ∂XµΦ
+M∂XµΦ∂kµN
ν +O(~), (55)
where Nµ
.
= nµ(X, k)
∑
s sf
(0)
s (X, k)δ(k2−M2). We fur-
ther simplify the above equation, using Eq.(15), as
(kµDµ −M∂XµΦ∂kµ)N
ν = (
kν
M
∂XµΦ− F
νµ)Nµ +O(~).
(56)
The derivatives on f
(0)
s δ(k2−M2) in Eq.(56) vanish due
to Eq.(44) if the semi-classical transport equations are
assumed to be symmetric about s. We therefore obtain
the equation describing the motion of n, i.e.,
(kµDµ −M∂XµΦ∂kµ)n
ν = (
kν
M
∂XµΦ− F
νµ)nµ +O(~).
(57)
To have a better understanding of Eq.(57), let us look
at the spin precession of a slowly moving quark. For a
slowly moving quark, the boosting from its rest frame
can be written as B ≈ I − ζkˆ ·K where ζ
.
= 12 ln
k0+|k|
k0−|k| is
the rapidity and (Ki)µν
.
= δiµδ0ν + δ
0µδiν are the boost
generators, and its derivative at a small |k| limit is
lim|k|→0 dB = −
1
M dk · K. In such a simple case, we
can write down the equations describing the motion of nˆ,
i.e.,
˙ˆn0 = 0, (58)
M ˙ˆni = F ij nˆ
j . (59)
As expected, the time component of nˆ should always be
zero, and interestingly, the spin precession in the particle
rest frame is dominated by the vector force while the
scalar force plays no role.
B. quantum correction to the transport equation
Let us decompose V µ(1) into the components parallel
and perpendicular to k, i.e.,
V µ(1) = k
µF(1)(X, k) +H
µ(X, k) (60)
where k ·H = 0. We learn from Eq.(50) that
S(1) = k
2F(1)/M +O(~). (61)
Substituting V(1) and S(1) in Eq.(52) with the right hand
sides of Eq.(60) and Eq.(61), we obtain
MDνJ
µν
(0)+2k
µ(k2−M2)F(1)−2M
2Hµ+O(~) = 0. (62)
5We first solve F(1) by multiplying kµ on both the sides
of Eq.(62), and the solution is
F(1) = −
MkµDνJ
µν
(0)
2k2(k2 −M2)
+O(~). (63)
We obtain from Eq.(43) that
DνJ
µν
(0) = −
∑
s=±
sǫµνρσDν [kρnσf
(0)
s δ(k
2 −M2)]
= −2F˜µσNσ − ǫ
µνρσkρDνNσ, (64)
where the second term vanishes after being multiplied by
kµ and F˜
µν .= 12ǫ
µνρσFρσ. Therefore,
F(1) =
∑
s=±
s
M
k2
F˜µνkµnνf
(0)
s
δ(k2 −M2)
(k2 −M2)
+O(~). (65)
Using
xδ′(x) = −δ(x),
xδ′′(x) = −2δ′(x), (66)
we further simplify Eq.(65) as
F(1) = −
∑
s=±
s
M
k2
F˜µνkµnνf
(0)
s δ
′(k2−M2)+O(~), (67)
which is an off-shell correction to F(0). So
S(1) = −
∑
s=±
sF˜ ρσkρnσf
(0)
s δ
′(k2 −M2) +O(~). (68)
We then substitute DνJ
µν and S(1) in Eq.(52) with the
right hand sides of Eq.(64) and Eq.(68) and obtain that
V µ(1) =
1
2M
[
−2F˜µσNσ − ǫ
µνρσkρDνNσ − 2
∑
s=±
skµF˜ ρσkρnσf
(0)
s δ
′(k2 −M2)
]
+O(~)
=
∑
s=±
s
2M
[(
−2F˜µσnσf
(0)
s − ǫ
µνρσkρDν(nσf
(0)
s )
)
δ(k2 −M2)
+2
(
−kµF˜ ρσkρnσ − ǫ
µνρσkρnσ(Fντk
τ +M∂XνΦ)
)
f (0)s δ
′(k2 −M2)
]
+O(~), (69)
where −kτ ǫµνρσkρnσFντ can be written, using the Schouten identity
kτ ǫµνρσ + kµǫνρστ + kνǫρστµ + kρǫστµν + kσǫτµνρ = 0, (70)
as
−kτ ǫµνρσkρnσFντ = 2k
µF˜ ρσkρnσ + k
τ ǫρσµνkρnσFντ + 2k
2F˜ σµnσ + 2(k · n)F˜
µρkρ
= kµF˜ ρσkρnσ + k
2F˜ σµnσ. (71)
Eq.(69) can therefore be simplified as
V µ(1) =
∑
s=±
s
2M
[(
−2F˜µσnσf
(0)
s − ǫ
µνρσkρDν(nσf
(0)
s )
)
δ(k2 −M2)
+2
(
k2F˜ σµnσ − ǫ
µνρσkρnσM∂XνΦ
)
f (0)s δ
′(k2 −M2)
]
+O(~). (72)
After adding all the ingredients, i.e., S0, V(0), S(1) and V(1) in Eq.(45), we must have a transport equation written as
the superposition of the terms proportional to δ(k2 −M2), δ′(k2 −M2) and δ′′(k2 −M2). The term proportional to
δ′′(k2 −M2) must come from the derivatives on δ′(k2 −M2), i.e.,∑
s=±
s~
(
k2
M
F˜ σµnσ − ǫ
µνρσkρnσ∂XνΦ
)
f (0)s Dµδ
′(k2 −M2) +
∑
s=±
s~F˜ ρσkρnσf
(0)
s ∂XµΦ∂kµδ
′(k2 −M2) +O(~2)
= 2
∑
s=±
s~
(
k2
M
F˜ σµnσ − ǫ
µνρσkρnσ∂XνΦ
)
(Fµτk
τ +M∂XµΦ)f
(0)
s δ
′′(k2 −M2)
+2
∑
s=±
s~F˜ ρσkρnσ∂XµΦk
µf (0)s δ
′′(k2 −M2) +O(~2) (73)
It is apparent that the term proportional to ǫµνρσ∂XνΦ∂XµΦ in Eq.(73) vanishes. The term proportional to
F˜ σµnσFµτk
τ vanishes as well since, using Eq.(70) again, one can show that
F˜ σµnσFµτk
τ = −
1
4
(n · k)F˜µνFµν = 0. (74)
6The remaining terms in Eq.(73) are
2
∑
s=±
s~
(
k2F˜ σνnσ + F˜
ρσkρnσk
ν − ǫµνρσkρnσFµτk
τ
)
∂XνΦf
(0)
s δ
′′(k2 −M2) +O(~2), (75)
which, according to Eq.(71), is equal to O(~2). So there is no term, up to the order of ~, proportional to δ′′(k2−M2)
in the transport equation.
The term proportional to δ′(k2 −M2) is
∑
s=±
s~Dµ
(
k2
M
F˜ σµnσf
(0)
s − ǫ
µνρσkρnσf
(0)
s ∂XνΦ
)
δ′(k2 −M2) +
∑
s=±
s~∂XµΦ∂kµ
(
F˜ ρσkρnσf
(0)
s
)
δ′(k2 −M2)
+
∑
s=±
s~
2M
(
−2F˜µσnσf
(0)
s − ǫ
µνρσkρDν(nσf
(0)
s )
)
Dµδ(k
2 −M2) +O(~2)
=
∑
s=±
s~
[
k2 −M2
M2
∂XµΦF˜
σµnσf
(0)
s + F˜
ρσkρ∂XνΦ∂kν (nσf
(0)
s )
]
δ′(k2 −M2)
+
∑
s=±
s~
M
[
k2F˜ σµDµ(nσf
(0)
s )− k
τ ǫµνρσkρFµτDν(nσf
(0)
s )
]
δ′(k2 −M2) +O(~2) (76)
The above equality is obtained using Eq.(74) and the Bianchi identity ∂µF˜
µν = 0. And using Eq.(70) agian, we
further simplify Eq.(76) as
∑
s=±
s~
[
k2 −M2
M2
∂XµΦF˜
σµnσf
(0)
s + F˜
ρσkρ∂XνΦ∂kν (nσf
(0)
s )
]
δ′(k2 −M2)
−
∑
s=±
s~
M
[
F˜ ρσkρk
µDµ(nσf
(0)
s ) + F˜
µρkρk
σDµ(nσf
(0)
s )
]
δ′(k2 −M2) +O(~2) (77)
The last term of Eq.(77) vanishes since
−F˜µρkρk
σDµ(nσf
(0)
s ) = Dµ(F˜
µρkρk
σ)nσf
(0)
s
= ∂µF˜
µρkρk
σnσ + (k · n)F˜
µρFµρf
(0)
s + F˜
µρkρFµσn
σf (0)s , (78)
where the first term vanishes due to the Bianchi identity, the second terms vanishes due to n · k = 0 and the third
term vanishes due to Eq.(74). The remaining terms of Eq.(77) can be re-organized as
∑
s=±
s~
[
k2 −M2
M2
∂XµΦF˜
σµnσf
(0)
s −
1
M
F˜ ρσkρ (k
µDµ −M∂XνΦ∂kν ) (nσf
(0)
s )
]
δ′(k2 −M2) +O(~2), (79)
where the derivatives on nσ in the second term can be calculated in advance using Eq.(57) and the terms including
these derivatives, equal to −
∑
s
s
M F˜
ρσkρ(
kσ
M ∂XµΦ − Fσµ)(n
µf
(0)
s ), vanish due to Eq.(74). Eq.(79) can finally be
simplified as
∑
s=±
s~
[
k2 −M2
M2
∂XµΦF˜
σµnσf
(0)
s −
1
M
F˜ ρσkρnσ(k
µDµ −M∂XνΦ∂kν )f
(0)
s
]
δ′(k2 −M2) +O(~2),
= −
∑
s=±
[
s~
M2
∂XµΦF˜
σµnσf
(0)
s
]
δ(k2 −M2)−
∑
s=±
[
s~
M
F˜ ρσkρnσ(k
µDµ −M∂XνΦ∂kν )f
(0)
s
]
δ′(k2 −M2) +O(~2),
(80)
where the equality holds due to Eq.(66).
We finally write down the terms proportional to δ(k2 −M2), which include the contribution from Eq.(80) as well,
7and they are ∑
s=±
{
kµDµf
(0)
s −M∂XµΦ∂kµf
(0)
s −
s~
M2
∂XµΦF˜
σµnσf
(0)
s
+Dµ
[
s~
2M
(
−2F˜µσnσf
(0)
s − ǫ
µνρσkρDν(nσf
(0)
s )
)]}
δ(k2 −M2) +O(~2)
=
∑
s=±
{
kµDµf
(0)
s −M∂XµΦ∂kµf
(0)
s −
s~
2M2
ǫµνρσkρ∂XµΦDν(nσf
(0)
s )
−
s~
2M
ǫµνρσkρDµDν(nσf
(0)
s )
}
δ(k2 −M2) +O(~2)
=
∑
s=±
{
kµDµf
(0)
s −M∂XµΦ∂kµf
(0)
s −
s~
2M2
ǫµνρσkρ∂XµΦDν(nσf
(0)
s )
+
s~
4M
ǫµνρσkρ∂XτFµν∂kτ (nσf
(0)
s )
}
δ(k2 −M2) +O(~2), (81)
where the first equality is obtained using the Bianchi identity and the second one is obtained using Eq.(16). Combining
both Eq.(80) and Eq.(81), and using the Tylor expansion, i.e., δ(x+ ~y) = δ(x)+ ~yδ′(x)+O(~2), we write down the
transport equation as
0 =
∑
s=±
[
kµDµf
(0)
s −M∂XµΦ∂kµf
(0)
s −
s~
2M2
ǫµνρσkρ∂XµΦDν(nσf
(0)
s ) +
s~
2M
kρ∂Xτ F˜
ρσ∂kτ (nσf
(0)
s )
]
×δ(k2 −M2 −
s~
M
F˜ ρσkρnσ) +O(~
2). (82)
It seems that we have already obtained the Vlasov equation for the spinning quarks. But before drawing conclusions,
let’s take a second look at the physical meaning of f
(0)
s by writing down the current density up to the order of ~,
which is
jµ =
∫
d4k(V µ(0) + ~V
µ
(1)) =
∑
s=±
∫
d4k
{[
kµf (0)s +
s~
2M
(
−2F˜µσnσf
(0)
s − ǫ
µνρσkρDν(nσf
(0)
s )
)]
δ(k2 −M2)
+
s~
M
(
k2F˜ σµnσ − ǫ
µνρσkρnσM∂XνΦ
)
f (0)s δ
′(k2 −M2)
}
+O(~2). (83)
A bizarre point is that even if f
(0)
s is spatially uniform and isotropic in the momentum space, ~j is not vanishing,
rather it is, if the off-shell contribution is neglected, equal to
ji = −
∑
s=±
∫
d4k
s~
M
(
F˜ iσnσf
(0)
s
)
δ(k2 −M2) = −
~
M2
F˜ iσj5σ. (84)
It means that a small portion of the quark motion is not included in f
(0)
s directly, which might not be a defect, since
one can always argue that although f
(0)
s is no longer the precise distribution of the spinning quarks at the order of
~, it could be the distribution of some quasi-particles from which one can calculate all the macroscopic currents. But
it is always better if the quark motions could be described by fs directly, and it can be achieved if we make such
a substitution that kµ → κµ + s~M F˜
µσnσ, ∂kµ → ∂κµ −
s~
M F˜νσ∂κµn
σ∂κν + O(~
2), ∂Xµ → ∂Xµ − s~∂Xµ(F˜νσ
nσ
M )∂κν ,
Dµ → Dµ − s~Dµ(F˜νσ
nσ
M )∂κν and f
(0)
s → fsdet|∂κ/∂k| = fs(1 −
s~
M F˜
µσ∂κµn
σ) + O(~2) where κ fulfills κ · n = 0.
Under such a substitution, the current density is expressed as
jµ =
∑
s=±
∫
d4κ
{[
κµfs +
s~
2M
(−ǫµνρσκρDν(nσfs))
]
δ(κ2 −M2 + 2
s~
M
F˜ ρσκρnσ)
+
s~
M
(
κ2F˜ σµnσ − ǫ
µνρσκρnσM∂XνΦ
)
fsδ
′(κ2 −M2 + 2
s~
M
F˜ ρσκρnσ)
}
+O(~2) (85)
whose spatial component vanishes if fs is spatially uniform and isotropic in κ. The transport equation Eq.(82) is
8therefore written as
0 =
∑
s=±
{(
κµ +
s~
M
F˜µσnσ
)
Dµfs −M∂XµΦ∂κµfs −
s~
M
[
κµnσ∂XµF˜νσ + F˜νσ
(
∂XµΦ
M
(κσnµ + κµnσ)− F σµnµ
)]
∂κνfs
−
s~
2M2
ǫµνρσκρ∂XµΦDν(nσfs) +
s~
2M
κρ∂Xτ F˜
ρσ∂κτ (nσfs)
}
δ
(
κ2 −M2 +
s~
M
F˜ ρσκρnσ
)
+O(~2). (86)
The equations of motion of the particle can be obtained by replacing the distribution function fs in Eq.(86) with∑
a δ(x−xa(t))δ(κ−κa(t))δ(n−na)δssa where xa, κa, sa and na are the position, momentum, spin and spin direction
of the particle respectively, and the equations are
x˙a =
κa +
sa~
M
[
Ya +
1
2M
(
∂tΦna × κ+ k
0
a∇Φ× na + n
0
aκ×∇Φ
)]
κ0a −
s~
MB · na +
sa~
2M2∇Φ · (κa × na)
, (87)
κ˙a =
M∇Φ+ sa~M
[
(E ·B)na +
∂XµΦ
M
(
nµa(κ
0
aB− κa ×E)− κ
µ
aYa
)
+ κµa∂XµYa −
1
2κµn
a
ν∇F˜
µν
]
κ0a −
s~
MB · na +
sa~
2M2∇Φ · (κa × na)
+E− x˙a ×B, (88)
where E
.
= ∂tΩ+∇Ω
0, B
.
= ∇×Ω, Ya
.
= na×E−n
0
aB
and κ0a is constrained by κ
2
a − M
2 + sa~M F˜ρσκ
ρ
an
σ
a = 0.
It turns out that both the scalar and vector force gives
rise to an anomalous velocity, while the anomalous force
vanishes if the vector force is turned off. The dispersion
relation is modified by the vector force as well.
V. CONCLUSION AND OUTLOOK
We derive the transport equation and the equations of
motion for the spinning quarks, which are moving in the
NJL-type mean field, by solving the Dyson equations, up
to the order of ~, under the mean field approximation,
and find that the scalar and the vector mean field poten-
tials have different impacts on the quantum correction
to both the classical transport equation and the equa-
tions of motion. The scalar force gives rise to an anoma-
lous velocity and contributes, with the vector force, to
the anomalous force which vanishes if the vector force is
turned off, while the vector force gives rise to both an
anomalous velocity and an anomalous force, and modi-
fies the particle dispersion relation as well. Besides, the
spin precession in the particle rest frame is dominated by
the vector force. Therefore, the motions of the spinning
quarks, in a baryon rich rotating fireball, can be very
different in the cases with and without the vector mean
field potential, which might provide a new perspective on
studying the existence of the vector interactions among
the quarks. We will derive the full transport equation
including the collision terms in the future, and a simula-
tion, where the motions of the particles are governed by
Eq.(87) and Eq.(88), is undergoing.
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