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Abstract
Robotic systems oﬀer auspicious solutions for many real life applications,
where robots can replace humans in many dangerous and critical tasks.
A promising branch of robotic systems is swarm robotics. This branch
has stimulated a signiﬁcant interest by researchers belonging to diﬀerent
ﬁelds such as biology, mathematics, computer science and robotics.
A swarm robotics system consists of a large number of simple robots,
which can vary between hundreds and thousands. These systems are
able to execute complex tasks, which are beyond the capability of a
single robot system. They oﬀer a range of advantages including: fault
tolerance, ﬂexibility and scalability. The high level of fault tolerance of-
fered by swarm robotics is due to their large size, as functioning robots
can substitute malfunctioning or even broken robots. Swarm robotics is
a ﬂexible system which is evinced by its ability to be involved in a large
spectrum of applications without the need to modify the robots’ hard-
ware. Furthermore, it is a scalable system, where changing the number of
robots does not aﬀect the algorithm of the solution. Tasks which require
massive parallelism, redundancy or to be executed in complex environ-
ments, are good examples where swarm robotics can provide appropriate
solutions.
This thesis focuses on a special category of tasks, referred to as time-
constrained tasks. In time-constrained tasks a speciﬁc amount of work
should be accomplished on the task within a given deadline. Since tasks
with time constraints represent a large category of the real-world applica-
tions, swarm robotics will have the need to participate often on executing
such tasks. Our work concentrates on developing task allocation strate-
gies which are supposed to assign robots swarms to time-constrained
tasks under the condition of the task deadlines.
Designing swarm robotics systems can be performed following a bottom-
up paradigm, which is referred to as a microscopic-macroscopic design.
It starts from designing the single robot behavior and aims to achieve a
desired global behavior. Another paradigm which can be used in design-
ing swarm robotics systems is the top-down one, which is referred to as
the macroscopic-microscopic design. It starts from designing the swarm
behavior and ends with designing the behavior of the single robots. Se-
lecting between the two paradigms depends on the goal of the study in
addition to the focus of the swarm application.
In this thesis, global constraints, namely the task deadlines, are required
to be fulﬁlled. Therefore, designing the system starts from the global
level and aims to achieve individual robots design that satisﬁes the global
requirements. Hence, the design paradigm used in this thesis, is the
macroscopic-microscopic one.
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Chapter 1
Introduction
Start by doing what’s necessary; then do
what’s possible; and suddenly you are
doing the impossible.
- Francis of Assisi
In this chapter, we introduce the work presented in this thesis, formulate the problem
of interest, list the contributions of the thesis and present the organization of the
work.
1
Robots have been developed and introduced in the last decades to replace humans
in many dangerous, critical or routine tasks. A robot is a physical or virtual agent,
which is programmed to perform speciﬁc operations or tasks. Mobile robotics sys-
tems appeared in the 1960′s with the ﬁrst mobile robot Shakey (Nilsson, 1984)
Figure 1.1 (a). After that, in the 1970′s other mobile robots came up such as: Hi-
lare (Meystel, 1991) Figure 1.1 (b) and Stanford Cart (Moravec, 1990) Figure 1.1
(c). Mobile robots were used initially in the form of single-robot systems, where
one robot was responsible to participate in the task. Later on, multi-robot systems
showed up where Cooperation or Competition among robots were introduced.
The use of multi-robot systems oﬀers signiﬁcant advantages, among which are over-
coming the single point of failure problem existing in single robot systems and having
the ability to execute tasks which are beyond the capabilities of a single robot. In
addition, multi-robot systems are able to deal with tasks which need to be executed
in parallel.
G. Beni and J. Wang have introduced swarm robotics systems in Beni (1988); Beni
& Wang (1990a), ﬁrst under the term of Cellular Robotic Systems. It changed later
by a comment of Alex Meystel during one of the Ciocco conferences to the term of
Swarm Robotics (Beni & Wang, 1990b).
(a) Shakey c©Computer
History Museum.
(b) Hilare c©2003-2005
CNRS-LAAS.
(c) Stanford Cart c©By Les
Earnest.
Figure 1.1 – Early mobile robots.
A swarm robotics system is a subset of mobile robotics systems. It is a multi-robot
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system with a high density of robots, which have generally limited sensing and
communication capabilities. Swarm robotics systems are inspired by social insect
colonies and animal societies, therefore, it consists of a large number of robots which
may vary between hundreds to thousands of participating robots. The large number
of robots allows swarm robotics to oﬀer several advantages including fault-tolerance,
which is considered as one of the main advantages of these systems. Moreover, the
low cost of individual robots allows for the construction of large swarms and makes
swarm robotics a preferable system to be involved in several applications. Another
advantage is ﬂexibility, which expresses the possibility to integrate swarm robotics in
many kinds of applications without having the need to modify the robots hardware.
In addition, swarm robotics is a scalable system, where the size of the swarm can
be increased or decreased without to aﬀect the algorithm of the solution. These
represent some of the features which make swarm robotics an attractive approach
for research and a promising solution for many practical applications.
Tasks which swarm robotics executes can be categorized, based on the interrelation
among robots, into cooperative and competitive tasks. Cooperative tasks are tasks
where robots work together to achieve a common goal, whereas competitive tasks
are tasks where robots work against each other for individual proﬁt. A cooperative
relation is always deﬁned among individual robots. However, a competitive relation
can be constructed among individual robots or among robot groups as we can see in
robot teams playing soccer. An example is the world-wide competition Robocup1,
where our university (university of Paderborn) used to participate since 20012. In
this thesis, we focus only on cooperative tasks. Another tasks category represents
tasks with temporal constraints, which swarm robotics will need to confront as soon
as they are integrated in real-world applications. The correctness of these tasks
does not depend only on the logical correctness of the results but also on the time
at which the results are delivered. These tasks are referred to as real-time tasks or
time-constrained tasks.
The goal of this thesis is to design self-organized and autonomous task allocation
strategies which are able to assign swarms of homogeneous robots to execute a
set of time-constrained tasks. Swarm robotics system could be designed following a
1http://www.robocup.org
2http://paderkicker.upb.de
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microscopic-macroscopic paradigm where local mechanisms are identiﬁed to produce
a desired global behavior, or a macroscopic-microscopic paradigm, where the design
start from the swarm level down to reach the design of the single robot behavior. In
this thesis, a global behavior is required to be guaranteed, namely the execution of
the task within its deadline. Since it is particularly diﬃcult to start from the level
of designing and analyzing the individual behaviors to end up with a desired global
behavior, thus, a macroscopic-microscopic paradigm is followed to achieve the goal
of this thesis. We start by designing the global behavior of the swarm based on the
time constraints of the tasks, before being able to derive the design of individual
robot behaviors.
The rest of this chapter is organized as follows, Section 1.1 deﬁnes the problem of
interest. Section 1.2 lists the scientiﬁc contributions of the thesis and Section 1.3
illustrates the organization of the work.
1.1 Problem Statement
In this thesis, we focus on the problem of assigning a swarm of homogeneous robots
to a set of tasks under the constraint that they have to meet some deadlines. The
problem represents a particular case of the general task allocation problem, where
the task deadline represents the time point up to which the task should be executed.
The tasks, we are considering in this thesis, consist of discrete sub-tasks referred
to as parts, which can be executed in parallel. A single robot is enough to execute
an individual part of any of the considered tasks. However, the number of parts
required to be accomplished is much larger than what a single robot can accomplish
within the task deadline. Therefore, cooperation among robots is necessary. Each
time a part is executed, a new part is generated. The task is characterized by
its deadline and by its size, which represents the number of parts that should be
accomplished up to its deadline. Accomplishing a task is achieved when the number
of executed parts within the task deadline is equal to or greater than the task size.
In other words, when the time of executing the task is smaller than or equal to the
task deadline. An example is the foraging task where robots are required to retrieve
a speciﬁc number of parts back to the nest up to a speciﬁc deadline.
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The task deadlines can be categorized mainly into hard-deadlines where missing the
deadline aﬀects the correctness of the results and soft-deadlines, where ﬁnishing the
task after its deadline is associated with speciﬁc costs. The problem we focus on in
this thesis, is deﬁned for both categories of deadlines:
• Problem description for hard-deadline tasks: Since missing a hard-
deadline is counted as a failed execution of the task, the main focus, here,
is to ﬁnd out the set of tasks that can be executed within their deadlines and
which is referred to as the set of executable tasks. The set of executable tasks
is a subset of the task set. In addition to the set of executable tasks, the
related assignment of the robots to the diﬀerent executable tasks is designed.
For a stochastic system such as swarm robotics the categorization of the task
as executable cannot performed in a deterministic manner. Therefore, it is
veriﬁed probabilistically using the execution probability of the task. The exe-
cution probability of any task is the probability of executing the task within
its deadline.
• Problem description for soft-deadline tasks: Since missing a soft-deadline
is associated with speciﬁc costs, the main focus, here, is to minimize the costs
resulting from the task part which remains unprocessed at the deadline. The
costs are calculated in terms of the diﬀerence between the task size and the
executed part of the task at the task deadline. This represents the number of
parts remain unprocessed at the deadline. The proper assignment of robots to
the soft-deadline tasks is the assignment which minimizes the described costs.
When the tasks are located on diﬀerent physical sites, the robots will need to travel
between the diﬀerent sites when task switching is applied. The time required by
a robot to travel between its current task and its next task is referred to as the
switching cost. This time is the time between stopping the execution of the current
task and starting the execution of the next task. Since the execution of the tasks
we consider in this thesis is evaluated under their time constraints, the time lost in
switching among the tasks plays a main role in planning the successful execution of
these tasks. In this thesis, we diﬀerentiate between tasks with negligible switching
costs, such as tasks located on the same physical site and tasks with high switching
costs. The problem of interest is described for both kinds of tasks:
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• Problem description for static allocation: Static allocation is the tech-
nique used when the switching costs among tasks are high. It is based on
preventing the robots to switch their tasks which they select at the beginning
of the execution. The main focus, here, is on ﬁnding out the proper assignment
of the robots to the diﬀerent time-constrained tasks. This assignment is used
by the robots only once at the beginning of the execution.
• Problem description for dynamic allocation: Dynamic allocation is the
technique used when the switching costs among tasks are negligible. It allows
the robots to switch among tasks during their execution time. The main focus,
here, is to ﬁnd out the proper switching probabilities, which can be used by
the robots to switch among the tasks with respect to the task deadlines.
1.2 Scientific Contribution
The main contribution of this thesis can be summarized as follows: The development
of autonomous non-communicative allocation strategies that assign robot swarms to
parallel time-constrained tasks with respect to their deadlines (hard and soft). The
tasks can have negligible as well as high switching costs.
This main contributions are:
• Mathematical modeling of swarm performance: This contribution includes
the deﬁnition of the swarm performance for static and dynamic allocations
in general and under the consideration of task deadline. After that, diﬀerent
mathematical techniques were investigated to model the swarm performance
as deﬁned for both static and dynamic allocations. The applied models are
used later to design the robots’ assignments to execute the tasks under their
time constraints.
• Task allocation strategies: This contribution is associated with the develop-
ment of diﬀerent allocation strategies to be applied autonomously by the robots
of the swarm in order to execute time-constrained tasks. The allocation strate-
gies are developed to be used with both hard and soft deadlines and under
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both static and dynamic allocation techniques, see Section 1.1. The alloca-
tion strategies developed in this thesis require no communication among the
robots. Consequently, possible conﬂicts which may arise among the robots on
performing the same task parts are not within the scope of this work. How-
ever, in case the robot-to-robot communication is exploited, such conﬂicts can
be solved easily by implementing simple local rules such as “the nearest robot
to the part executes it" or “the robot with the smallest ID executes the task
part”.
• Veriﬁcation of task allocation strategies: The other important contribution
of this thesis is the veriﬁcation of the developed allocation strategies. This
veriﬁcation is performed mainly by comparing the theoretical results out of
the allocation strategies with the simulated results. For the simulations two
techniques were used: Monte-Carlo simulations using Matlab software1 and
physics-based simulations using the ARGoS robotic simulator (Pinciroli et al.,
2012).
1.3 Organization of the Thesis
This thesis is organized as follows:
• Chapter 2 is divided into swarm background and mathematical background.
Swarm background describes the swarm intelligence term starting from its
origin in the nature moving to the kind of intelligence inspired by biological
swarms and then to the swarm robotics systems. Mathematical background
is dedicated to introduce and deﬁne, in summary, the mathematical models
used throughout this thesis.
• Chapter 3 introduces the related work conducted mainly in the ﬁelds of mathe-
matical modeling of swarm robotics systems and task allocation in multi-robot
systems. The mathematical modeling of swarm robotics systems is presented
as the thesis introduces novel methods of modeling the swarm performance,
mathematically. Since, the main problem considered in this thesis is about the
1http://www.mathworks.com
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development of eﬃcient task allocation strategies for time-constrained tasks,
an overview of the literature in task allocation for multi-robot systems is pre-
sented.
• Chapter 4 presents the mathematical framework to model the swarm perfor-
mance for both hard and soft deadlines under both static and dynamic allo-
cations. In this chapter, we derive the execution probability of the task based
on the mathematical modeling of the swarm performance. This is used later
in designing the allocation of hard-deadline tasks. In addition, we derive the
expected swarm performance at the task deadlines, which is used in designing
the allocation for soft-deadline tasks.
• Chapter 5 presents the task allocation strategies developed for both hard and
soft deadlines under both static and dynamic allocation techniques. The chap-
ter describes the mechanisms used by each task allocation strategy to handle
the particular case it is developed for. In addition, it includes a set of Monte-
Carlo simulations implemented in Matlab to verify the performance of the
developed allocation strategies.
• Chapter 6 presents a simple version of the bio-inspired foraging task for swarm
robotics, where diﬀerent scenarios of foraging are introduced under the dif-
ferent kinds of tasks and deadlines discussed in Section 1.1. Physics-based
simulations are performed in this chapter to evaluate the performance of the
allocation strategies developed in chapter 5.
• Chapter 7 concludes the thesis presenting a summary of the main contribu-
tions. In addition, it proposes future directions for improving and expanding
of the conducted work.
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Chapter 2
Background
Everything has been said before, but
since nobody listens we have to keep
going back and beginning all over again.
- Andre´ Gide
In this chapter we present a brief background concerning the swarm intelligence and
the mathematical modeling techniques used in this thesis. For swarm intelligence,
we go through its origin starting from the nature. After that, we present how the
biological intelligence was imported by artiﬁcial systems and investigated in two main
ﬁelds, namely, optimization and robotics.
Under the mathematical background we brieﬂy present several techniques, which are
used in this thesis, including: a general background of useful probability distributions
and Markov processes especially the Poisson process.
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2.1 Swarm Background
2.1.1 Swarm Intelligence in Nature
Swarm intelligence is a form of collective intelligence that can be observed in nature.
A remarkable example of swarm intelligence is the foraging behavior observed in
social insect colonies such as bees and ants. This colony behavior is performed with
a high level of intelligence that allows to select the richest food source or the shortest
path to the food. Ants, for example, use a communication mechanism through the
chemical pheromone trails in order to ﬁnd out the shortest path to the food source.
On the other hand, in bee colonies, a bee becomes a forager only when being 3 weeks
old and it becomes able to ﬂy up to 3 miles searching for food sources and amazingly
coming back to the same hive. In case it has found some food sources during its
search, it communicates with the other bees conveying two pieces of information,
namely, the direction of the food source and the distance to it. This information
is announced through a special kind of dance performed by the bee, referred to as
"waggle dance". The information is encoded in the movements and the sounds of
the bee.
Another example of swarm intelligence is moving in groups. This example presents
not only the way insects or ﬁsh move together, but the way many other kinds
of intelligent species do including humans. Determining the movement direction
represents the main question, specially in large groups where collision probabilities
are considerably high. The movement direction can be determined normally in two
ways: Either all individuals participate on the decision (Grünbaum, 1998) ,(Berthold
et al., 1992) or some called "leaders" guide the majority (Swaney et al., 2001),
(Reebs, 2000). The question remains how the guiding information is transferred
in case of a leader strategy and how a consensus is achieved when all individuals
participate. There are two theories presented: the ﬁrst one states that the leaders
are faster than other individuals, thus they steer the group when others try to align
with their neighborhood. The second theory states that it is enough for the informed
individuals to have preferable directions of movement to steer the group. On the
other hand, when no leaders exist and all group members should contribute to reach
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a consensus, there should be a minimum (threshold) number of members which are
aligned initially together.
(a) Locusts in Mauritania - Photograph by
Jean-François Hellio and Nicolas Van In-
gen, c©National Geographic Society.
(b) Flock of starlings - Photograph by the
La Sapienza team - c©StarFlag.
Figure 2.1 – Swarm in nature.
An additional example of swarm intelligence which can be observed in nature is nest
building, where sophisticated architectures are achieved in a self-organized manner
with no control. Bees build their combs consisting of almost exact hexagonal cells,
which hold nectar, breed and pollen. Thompson et al. (1942) has explained this
phenomena as a pattern formed by the physical forces that are applied to all layers
of bubbles. In case of a bee’s comb, the soft wax causes the bubbles to be formed
in cells.
Division of labour or task allocation is another signiﬁcant example of natural swarm
intelligence. It describes the methodology applied by the species to allocate them-
selves to the diﬀerent tasks they should execute. They perform this division in a
self-organized way using a "threshold-response" mechanism. Based on this mecha-
nism, an increasing stimuli increases the probability of the individual to participate
in the task.
Other examples of nature swarm intelligence, are: brood sorting, cooperative trans-
port and clustering.
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2.1.2 Swarm Intelligence in Artificial Systems
Swarm intelligence in its diﬀerent forms that can be witnessed in nature, has fas-
cinated a large number of researchers to inspire them for many artiﬁcial systems.
Many mechanisms that have been revealed recently and which describe the complex
behaviors which could be seen in biologically systems, have been used as inspiration.
The main goal was to be able to build intelligent large distributed and self-organized
systems starting from a large set of simple individuals. A global collective behavior
should emerge from local rules and interactions.
Swarm intelligence was ﬁrst inspired by Beni (Beni & Wang, 1993), under the con-
cept of cellular robotics systems. After that, swarm intelligence started to ﬁnd its
way successfully in the area of optimization. In the following we present a brief
background concerning swarm intelligence inspiration in both ﬁelds of optimization
and robotics.
2.1.2.1 Swarm Intelligence in Optimization
Optimization techniques inspired by biologically swarm intelligence have gained a
signiﬁcant interest and have become popular in the recent years. Their advantages
of being self-organized, distributed, ﬂexible and robust allowed them to outperform
a large set of traditional techniques.
We present in this section two of the most successful and most applied techniques:
A) Ant colony optimization ACO: this technique was introduced by Marco
Dorigo and his colleagues in the early 1990. It is inspired by the biological
foraging within ant colonies. The core of this technique is associated with the
indirect communication among the ants, namely the "pheromone trails". In
the foraging task, ants start exploring the area by random search and they leave
pheromone along the paths to the food sources. The pheromone represents a
chemical material that can be smelled by other ants. They will follow the
paths marked with the more intensive amount of pheromone.
ACO was applied to a large range of problems including "traveling salesman
problem" Dorigo & Gambardella (1997); Dorigo et al. (1991, 1996), schedul-
ing problems Besten et al. (2000); Blum (2005); Blum & Sampels (2004);
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Gagné et al. (2002); Merkle et al. (2002); Stützle et al. (1998), vehicle routing
problems Gambardella et al. (1999); Reimann et al. (2004), bio-informatics
problems Karpenko et al. (2005); Korb et al. (2006); Moss & Johnson (2003);
Reyes-Sierra & Coello (2006); Shmygelska et al. (2002), in addition to indus-
trial problems Bautista & Pereira (2007); Blum et al. (2006); Corry & Kozan
(2004); Gottlieb et al. (2003); Silva et al. (2002). An overview of ACO can be
found in Dorigo (2007); Dorigo & Stützle (2004)
B) Particle swarm optimization PSO: This optimization technique was ﬁrst
proposed by James Kennedy and Russell Eberhart, Kennedy & Eberhart
(2001). It was inspired by the social behavior of animal societies and in-
sect colonies for the purpose of self-protecting. It describes the way the group
members move together as a unit while avoiding potential collisions.
In PSO, a set of individuals, which is referred to as particles, move initially
in the whole search space of the problem, seeking the optimal position. They
broadcast their positions to the neighborhood. The position of each individual
solution (particle) is then adjusted according to the best position found by the
neighborhood and its best found position. As the process goes on, the particles
focus more and more on the best solution area heading towards the optimal
one.
PSO was applied to diﬀerent optimization problems including: "traveling sales-
man problem" Onwubolu & Clerc (2004), neural networks Gudise & Venayag-
amoorthy (2003); Kennedy & Eberhart (2001); Mendes et al. (2002); Set-
tles et al. (2003), bio-informatics Correa et al. (2006); Georgiou et al. (2004),
multi-objective problems Coello & Lechuga (2002); Hu & Eberhart (2002b);
Li (2003); Moore & Chapman (1999); Parsopoulos & Vrahatis (2002), in addi-
tion to dynamic problems Blackwell & Branke (2004, 2006); Carlisle & Dozier
(2000); Carlisle & Dozler (2002); Eberhart & Shi (2001); Hu & Eberhart
(2002a); Janson & Middendorf (2006); Li et al. (2006); Parrott & Li (2006).
An overview of PSO can be found in Dorigo et al. (2008); Kennedy & Eberhart
(2001)
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2.1.2.2 Swarm Robotics
Swarm robotics represents the second major ﬁeld, after optimization, to be based on
swarm intelligence inspired from insect colonies and animal societies. A signiﬁcant
eﬀort was paid to build robotic systems which follow the same logic. Beni (Beni &
Wang, 1993) was the ﬁrst who denoted a class of cellular robots as "swarm robotics".
Swarm robotics systems provide a range of advantages starting from fault-tolerance,
where the large number of robots allows the system to operate appropriately even
in the case of malfunctioning individuals. Flexibility is another advantage of swarm
robotics that represents the ability of the system to tackle diﬀerent kinds of tasks,
starting from nanoscopic tasks inside humans bodies to outer-space tasks without
having the need to apply signiﬁcant changes in the robots hardware. In addition
to the advantages mentioned above, scalability belongs to the remarkable advan-
tages of swarm robotics. Scalability expresses the system ability of operating under
scalable size of the swarm without a considerable impact on the behavior and the
functionality of the system. Swarm robotics have been studied as homogeneous sys-
tems where all robots are identical as well as heterogeneous systems, where several
types of robots build up the swarm.
Şahin et al. (2008) has categorized the swarm robotic studies into 4 directions:
design, modeling and analysis, robots, and problems. Under design, the authors
have focused on the goal related to the "engineering of self-organization". The
paper highlights the importance of modeling and analyzing of swarm robotics under
two objectives: ﬁrst when guarantees are needed for the performance on the system
level, second to design the optimal values of the individual behaviors. The models of
swarm robotics were categorized mainly into microscopic and macroscopic models.
The microscopic models are performed on the level of the individuals, Ijspeert et al.
(2001), whereas the macropscopic models are performed on the level of the swarm
system, Lerman et al. (2001).
This thesis focuses on a macroscopic modeling of swarm robotics system, where the
swarm performance should obey speciﬁc time constraints of the tasks.
Developing robots for swarm robotics systems is a non-trivial process. Diﬀerent con-
cepts need to be taken into account during this design, including: sensing abilities,
communications, cost, power, size, and others. Designing robots under all those
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concepts is a challenging task. Thus, the design choices are made mostly under one
requirement.
From the other side, a large spectrum of problems, which are inspired mainly from
biological swarm behaviors were studied using swarm robotics systems. The exam-
ples include aggregation which refers to the self-organized aggregation of robots in
clusters (Dorigo et al., 2004), (Soysal & Şahin, 2007). Foraging, which can be seen
as mentioned above in many ant and bee colonies, where the individuals search for
food items to return them to the nest (Hamann & Wörn, 2007). Foraging is the task
used to verify the task allocation strategies developed in this thesis. Self-assembly
deals with problems where individuals are meant to build chains through connecting
to each other like bridges or structures (Christensen et al., 2007), (O’Grady et al.,
2007). Other problems like connected movement (Trianni & Dorigo, 2005), (Trianni
et al., 2006) and cooperative transport (Groß et al., 2005) were also studied. An
overview of swarm robotics research can be found in Brambilla et al. (2013)
2.2 Mathematical Background
This section is dedicated to present a brief mathematical background about tech-
niques and models used throughout this thesis.
2.2.1 Probability Distribution
Probability is the measurement which describes how likely an event is to occur.
The probability distribution is the procedure of assigning a speciﬁc probability to
each measurable subset of the potential outcomes of the considered experiment. For
experiments whose sample space is discrete, their probability distribution can be
speciﬁed by a probability mass function (PMF). Let us suppose a discrete random
variable: X : S → A (A ⊆ R) which is deﬁned on a discrete sample space S. The
probability mass function fX : A→ [0, 1] for X can be deﬁned as in the following:
fX(x) = Pr(X = x) and
∑
x∈A
fX(x) = 1 (2.1)
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For random variables which are deﬁned on continuous sample spaces, the probability
distribution is speciﬁed by a probability density function (PDF). These two functions
belong to the methods that could be used to characterize the probability distribution.
Another method of characterizing the probability distribution is by using the cumu-
lative distribution function (CDF). The cumulative distribution function describes
the probability that a random variable X which is sampled from a given probability
distribution, takes a value less than or equal to x:
FX(x) = Pr(X 6 x) and Pr(a < X 6 b) = FX(b)− FX(a) (2.2)
In case of a continuous random variable, the cumulative distribution function can
be calculated as the integral of the probability density function (PDF):
FX(x) =
∫ x
−∞
fx(t)dt (2.3)
Some of the well-known probability distributions which are used in this thesis are
listed in the following:
• Exponential Distribution: it is a wide-used distribution, which is investi-
gated in modeling a large range of natural and physical phenomena. Examples
can be found in queuing theory, reliability theory and physics. It is a contin-
uous probability distribution with the probability density function given by:
f(x, λ) =

λe
−λx if x > 0
0 if x < 0
(2.4)
where λ is the distribution rate.
The cumulative distribution function of the exponential distribution is given
by:
F (x, λ) =

1− e
−λx if x > 0
0 if x < 0
(2.5)
where λ is the distribution rate.
• Truncated Exponential Distribution: this distribution is a special case of
the exponential distribution, where the random variable takes its value over
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a deﬁned range [a, b]. It is probability density function is given as in the
following:
f(x, λ, a, b)


λe−λx
e−λa − e−λb a 6 x 6 b
0 Otherwise
(2.6)
where λ is the distribution rate.
• Normal (Gaussian) Distribution: This distribution counts also as one of
the wide-used distributions especially for modeling real-valued quantities that
grow linearly, like errors or oﬀsets. Its probability density function is given by:
f(x, µ, σ) =
1
σ
√
2π
e
−(x− µ)2
2σ2 (2.7)
where µ is the mean and σ is the standard deviation.
The cumulative distribution function of the normal distribution is given by:
F (X, µ, σ) =
1
2
[
1 + erf(
x− µ√
2σ2
)
]
(2.8)
where µ is the mean and σ is the standard deviation.
2.2.2 Markov Chains
A Markov process is a kind of stochastic processes, which is named after the Russian
mathematician Andrey Markov. A stochastic process, sometimes called a random
process, is a set of random variables which represent the evolution of some random
value over time. A Markov process is a stochastic process which has the property,
referred to as the Markov property or the memoryless property. It states that the
future state of the process depends only on the current state and not on any other
previous states.
Pr(Xn = xn|Xn−1 = xn−1 . . .X0 = x0) = Pr(Xn = xn|Xn−1 = xn−1) (2.9)
where Xn is the n− th value of the random process.
Markov chains are categorized into discrete time Markov chains (DTMC) and con-
tinuous time Markov chains (CTMC). The discrete time Markov chain is a stochas-
tic process which visits a countable set of states over a discrete set of times. The
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changes of the system state are called transitions and the probabilities to change
among the states are referred to as the transition probabilities, see Figure 2.2 (a).
The transition matrix, Figure 2.2 (b) is the matrix which holds the transition proba-
bilities used to switch from any state to any other state. This kind of Markov chains
describes a system which is at a speciﬁc state at each time step.
A BPAA
PAB
PBA
PBB
(a) Markov chain.
P =
[
PAA PAB
PBA PBB
]
(b) Transition matrix.
Figure 2.2 – Markov chain and transition matrix.
On the other hand, a continuous time Markov chain (CTMC) is a stochastic process
which evolves over continuous time. It has the Markov property mentioned above
however over the continuous time t. Let t0, t1, . . . , tn represent the n time points at
which the continuous time process visits the following states: i0, i1, . . . , in, then the
Markov property can be written as in the following:
Pr(Xtn+1 = xtn+1 |Xtn = xtn . . .Xt0 = xt0) = Pr(Xtn+1 = xtn+1 |Xtn = xtn) (2.10)
The continuous time Markov chain is characterized by its transition rate matrix
called Q-matrix. The Q-matrix is a matrix which holds the rate at which the Markov
chain is moving among the diﬀerent states. Let I be a countable set of states, the
Q-matrix on I is a matrix Q = (qij : i, j ∈ I) and it satisﬁes the following conditions:
• 0 6 −qii <∞ ∀i.
• qij → 0 ∀i 6= j.
• ∑j∈I qij = 0 ∀i.
Markov chains represent a large ﬁeld of study where intensive research is performed.
For more about Markov chains please refer to Norris (1998) and Ross (1992).
Markov chains were applied in several ﬁelds including: biology, queuing systems,
computer systems, telecommunication systems, economic systems, and others. In
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swarm robotics studies as a new ﬁeld of research, Markov chains represent a promis-
ing technique to develop useful models for such large-scale stochastic systems. In
Brambilla et al. (2012), the authors have applied discrete time Markov chains
(DTMC) in developing a top-bottom method for verifying properties in swarm
robotic design. Lerman et al. (2005) investigated discrete time Markov chains to
develop macroscopic models for swarm robotics. Markov chains were exploited also
to model robotic systems on the microscopic level, where a robot was considered
as the system unit and its actions were the states of the Markov chain, such as in
Arkin (1998), Lerman et al. (2001) and in Goldberg & Mataric (2003). Berman
et al. (2009) has presented a decentralized strategy of dynamic task allocation of
a swarm of robots to a set of tasks which are running in parallel. The states of
the Markov chain are the distribution of the robots among the diﬀerent tasks and a
desired distribution of the robots was required to be achieved.
2.2.2.1 Poisson Process
A Poisson process is a time continuous Markov chain. It is a stochastic process
which counts random events that occur over the continuous time. The process is
named after the French mathematician Siméon Denis Poisson. It was investigated
to model diﬀerent systems including: radioactive decay, telephone calls, requests for
a particular document on a web server, queuing systems and others.
The inter-arrival times ∆ti between the consecutive events, which are counted by
a Poisson process, are assumed to be independent from each other and to have an
exponential distribution with the parameter λ, see Figure 2.3.
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Figure 2.3 – A Poisson process with its inter-arrival times.
A Poisson process is deﬁned in Ross (1992) as in the following:
A Poisson process N(t) is a time-continuous stochastic process that counts the num-
ber of events and that has the following properties:
• N(0) = 0
• {N(t), t > 0} has independent increments
• The number of events in any interval of the length t has a Poisson distribution
with the mean tλ, for all s, t > 0:
P{N(t+ s)−N(s) = n} = e−λt (λt)
n
n!
Poisson processes can be categorized into homogeneous processes and non-homogeneous
processes. A homogeneous Poisson process is characterized by its rate λ, which is
the expected number of events to occur per one time unit. The number of events
within an interval of length τ : [t, t + τ ] has a Poisson distribution with rate λτ :
P [N(t+ τ)−N(t) = k] = e
−λτ (λτ)k
k!
k = 1, 2, . . .
where N(t + τ) − N(t) = k is the number of events occurred in the time interval
[t, t + τ ].
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In cases where the rate of the Poisson process may change over time, λ(t), the
process is referred to as a non-homogeneous Poisson process. The expected number
of events, in this case, between the time t = a and t = b is calculated as in the
following:
λa,b =
∫ b
a
λ(t)dt
For more about Poisson processes please refer to Norris (1998) and Ross (1992).
Since, mathematical modeling was not intensively investigated in studying and de-
signing swarm robotics systems so far, there exist only a few studies which apply
Poisson processes models in designing swarm robotics. Some examples are as in
Galstyan & Lerman (2005), where the authors have presented a simple stochastic
model for adaptive task allocation in a team of robots. The considered task was a
foraging of two distinct types of pucks, Red and Green scattered around the arena.
The process of encountering a puck was modeled as a Poisson process with a speciﬁc
rate for each kind of the pucks. Another example is a biologically inspired redistri-
bution of swarm robots among multiple sites in Hsieh et al. (2008). The authors
have investigated the Poisson process to model the transition of agents between the
diﬀerent sites in order to perform a top-down design of the system. In Hsieh et al.
(2009) the authors have studied the role of specialization while executing a set of
collaborative tasks by a swarm of robots, specially the well-known "stick-pulling"
task. They have shown how specialization is useful when external conditions change.
The individual robot dynamics were described by a set of states where all transitions
were governed by Poisson processes. The process of the roaming robot to encounter
a stick was modeled as a Poisson process whose rate represents the probability per
time unit to discover a stick. Another example is the foraging task considered in
Guerrero & Oliver (2011), where an auction strategy was discussed for performing a
task allocation of swarm robotics in real time scenarios. The arrival of new objects
to the environment was modeled as a Poisson process.
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Chapter 3
Related Work
Research is to see what everybody else
has seen, and to think what nobody else
has thought.
- Albert Szent-Gyorgyi
This chapter presents the state of the art concerning the mathematical modeling of
swarm robotics systems on its two levels: the macroscopic modeling and the micro-
scopic modeling. In addition, the chapter goes through the diﬀerent studies performed
on the task allocation in multi-robot systems, swarm robotics systems and special ap-
proaches considering task allocation in swarm robotics under time constraints.
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3.1 Mathematical Modeling of Swarm Robotics
One of the main challenges when designing swarm robotics systems is to under-
stand the eﬀect of the behavior of individual robots on the global behavior of the
swarm. Designing a large-scale, stochastic system such as swarm robotics with the
goal of obtaining a desired global behavior, is a non-trivial process. Design method-
ologies include: Real experiments, Simulations and Mathematical modeling. Real
experiments represent an expensive methodology for designing swarm robotics, as
large numbers of real robots should be used. Simulations, on the other hand, are
faster and much more reliable. However, they are mostly time consuming and gen-
eralizing their results requires an exhaustive scan of the complete parameter space.
Mathematical modeling forms an alternative method which is fast and accurate to
predict the long-term behavior of the swarm. Moreover, it can be used to select
the design parameters which optimize the system performance. This kind of model-
ing can be applied on two levels: Macroscopic modeling and Microscopic modeling.
Macroscopic models are those which consider the whole system as a unit and focus
on modeling its long-term behavior, where microscopic models treat the individual
robots as the fundamental units.
In Lerman et al. (2005), the authors have described the design diﬃculties associ-
ated with real experiments and simulations, before they highlight the importance of
mathematical modeling for designing systems such as swarm robotics. They have
provided a recipe for constructing macroscopic models based on rate equations. The
recipe can be summarized in two steps: First, to capture the system by a ﬁnite state
automaton (FSA). Second, to translate the model into rate equations, where each
state of the FSA becomes a dynamic variable with its own rate equation. One im-
portant remark done in this study was concerning the advantage of using Markov
processes in modeling swarm robotics systems, as the robots are assumed to have a
reactive behavior and their future actions are based only on what is sensed currently.
Martinoli & Easton (2003a) is another study where the authors have described the
microscopic and macroscopic modeling for several kinds of experiments. They fo-
cused on the experiment of pulling sticks from the ground, where two robots are
needed to pull a stick.
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Hamann et al. (2008) has introduced two macroscopic models for spatial distribu-
tion of robots over a known area. The authors have presented, on one hand a
rough distribution of the area in sub-areas, and on the other hand a continuous
representation of the space. In Lerman et al. (2001), the authors have presented a
macroscopic model of the cooperative task of pulling sticks out of ground holes. It
was assumed that a stick cannot be pulled by a single robot, thus the task repre-
sents a cooperative one. The proposed model assumed no explicit communications
among the robots. The states of the macroscopic model represented the increasing
size of the robots’ group. Pulling a stick required ”gr” robots. The system starts
by exploring the sticks. When a robot ﬁnds one stick, it moves to the state called
”g1”. It waits for a random time and if no other robot arrives, the robot makes a
transition back to the searching state, otherwise to the state ”g2” and so on. When
the system reaches state ”gr”, the task can be executed successfully. The model
assumed a static environment, where the number of sticks remains constant in the
area. Another macroscopic model is to be found in Soysal & Şahin (2006). This
paper has focused on the aggregation task, which is a well-known behavior in insect
colonies where the individuals aggregate on speciﬁc locations. The three behavior
states deﬁned for the task were: Random walk, Aggregate and Waiting. In the
random walk, the robot roams randomly in the arena for a speciﬁed period of time.
At the end of this period, the robot switches to the aggregate state in case it ﬁnds
an aggregation group. Otherwise, the robot switches to waiting state where it forms
a one-robot aggregating group. The robot leaves the wait state based on a speciﬁc
transition probability of the model. The proposed macroscopic model deﬁned the
aggregation of m robots as m-aggregation or Cm. The states of the model were rep-
resented as the diﬀerent possible aggregations: C1 . . . CN , where N is the number of
robots. The transition probabilities were referred to by shrinking probability which
is the probability of one robot to move out of the aggregation and the probability of
growth which is the probability of a robot to join the aggregation. In Agassounon
& Martinoli (2002b), another macroscopic model for analyzing the aggregation be-
havior in swarm robotics was presented. Lerman & Galstyan (2002) has presented
a macroscopic mathematical model of the well-studied foraging task with a special
focus on physical interferences eﬀect on the swarm performance. The model con-
sisted of states related to the robots’ behavior. It represented a series of coupled
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diﬀerential equations, one for each state to describe the average number of robots at
that state. The authors were able at the end to extract several factors which aﬀect
the swarm performance, mainly the size of the group, in addition to the complexity
of the environment and the spatial distribution of the task.
Macroscopic mathematical models were also applied for optimization purposes as
in Martinoli & Easton (2003b). In this study, the authors have presented a time-
discrete macroscopic model to derive quantitatively correct predictions about the
collaboration dynamics of a speciﬁc distributed manipulation experiment. This
model can be used as a tool to estimate optimal parameters of the robotic system
as a function of the environment or the task conditions.
Microscopic modeling is the other modeling level of swarm robotics systems (Gal-
styan et al., 2005). As mentioned above, the main diﬃculty in designing such systems
is to understand the relation between the individual behaviors and the overall global
behavior of the system. The authors highlighted the goal of evaluating the design
trade-oﬀ(s) for robots in poorly characterized environments like for nano-robotic
systems. They modeled the system on the agent level, where they assumed that
agents interact with the environment through stigmergy. The transition between
the states didn’t depend only on the states but on the spatial coordination and
concentration of the chemical ﬁeld used for the stigmergy communications. The
robots’ behaviors were described by transition rates. In Ijspeert et al. (2001), the
authors were able to predict the collaboration dynamics, namely, the rate of suc-
cessful robots’ collaboration in a stick pulling experiment using a microscopic model
of the system. The designed microscopic model described the ﬁnite state automata
(FSA) of the robot’s controller. Another study is Jeanson et al. (2005), where the
behavior of the cockroaches was studied and the authors tried to prove that the
global aggregation emerges from the local interactions. Experiments were carried
out to measure important parameters like the probability to stop in an aggregation
or the probability to move. After that, the measured probabilities were exploited in
the developed model. Although the real experiments didn’t agree with the numer-
ical model, the authors claimed that it provides an evidence that aggregation can
be represented in terms of local interactions among individuals. A time-discrete,
incremental methodology was presented for modeling manipulation experiments in
Martinoli et al. (2004). First, a speciﬁc time unit was deﬁned for the model, after
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that the transition probabilities between the states were calculated per time unit
using real-robots experiments.
As noticed from the above listed works, most of the mathematical modeling applied
in swarm robotics systems focus on the robot actions as a stochastic process on
the microscopic level and on the average number of robots (swarm) in the diﬀerent
system states on the macroscopic level. To our best knowledge, no mathematical
modeling was applied to designing a swarm robotics system in order to satisfy a
global performance property or constraint.
3.2 Task Allocation in Multi-robot Systems
3.2.1 General Task Allocation
Task allocation represents a main focus in multi-robot systems, which gained a lot
of interest in the last years. Nonetheless, most of the eﬀorts have concentrated
on ﬁnding eﬃcient heuristics and allocation strategies such as in Chevaleyre et al.
(2006) and in Endriss et al. (2005), while theoretical and probabilistic studies were
rare in comparison to the experimental studies. One probabilistic analysis has been
presented in Lerman et al. (2006).
Task allocation can be observed in nature, as by ant and bee colonies (Bonabeau
et al., 1998). In such colonies, we can notice how the members allocate themselves to
diﬀerent tasks. For example a part of the colony can perform foraging while another
part looks after the larvae and they get specialized over time on their tasks, which
improves the performance.
Solutions proposed in the literature for task allocation in multi-robotic systems
in general, can be classiﬁed into three broad categories: centralized, negotiation-
based and self-organized. Centralized techniques assume the presence of a central
coordinator responsible for the allocation of the agents (robots) to the tasks. The
single point of control causes problems related to the robustness of the solution
and to the availability of such a central control over any application environment.
Self-organized systems, on the contrary, are constituted by peers that take decisions
autonomously, through limited negotiations with other peers and without any central
point of control. This kind of systems are generally less prone to catastrophic failures
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and are considered as a better approach, when rapid adaptation to changes in the
environment, is required. Most of these studies tackle simple scenarios without
task interdependencies (Dahl et al., 2009). Negotiation-based approaches, generally
based on auction-based strategies, are the compromise solution between centralized
and self-organized systems (Dias et al., 2005; Gerkey & Mataric, 2002; Zheng et al.,
2006). In auction-based strategies, the robots bid on the announced tasks according
to the task characteristics and to their relative capabilities. Robots with the highest
bid win the allocation to the announced task. One of the criticizing points of this
approach is the assumption that robots have a fully connected network among each
other to negotiate and that robots possess complete communication abilities. In
many real-world applications, individual robots are not aware of the whole system
and can only communicate with their neighborhood.
Classical robotic systems handle task allocation as an optimization problem, where
one robot or more come up with an optimal plan for allocating robots to tasks
(Gerkey & Mataric, 2003; Goldberg et al., 2003). A comparison between the auction-
based approaches and the self-organized ones based on the threshold mechanism can
be found in Kalra & Martinoli (2006). This study has shown that the auction-based
approaches outperform the self-organized ones when accurate information about the
tasks and the self-state is available. On the other hand, if such information is not
available accurately, the self-organized approaches perform almost as good as the
auction-based ones.
A general taxonomy of task allocation strategies in robotics systems has been pre-
sented in Gerkey & Mataric (2004) along three main comparisons: single-task robots
(ST) vs. multi-task robots (MT), where single and multiple robots are able to per-
form only one task at a time; single-robot tasks (SR) vs. multi-robot tasks(MR),
where each task needs one robot or more, and the instantaneous assignment (IA)
vs. time-extended assignment (TA) where it was assumed that the robots and the
environment allow only for an instantaneous task allocation with no future planning.
In swarm robotics, response-threshold mechanisms are relatively common (Ducatelle
et al., 2009a,b; Nouyan et al., 2005). Following the response-threshold approach,
each robot is programmed to react to the stimuli associated with the diﬀerent tasks,
and to start the execution of the task when the level of a stimulus exceeds a pre-
deﬁned threshold. Similar to the task allocation studied in Krieger & Billeter (2000),
27
3.2 Task Allocation in Multi-robot Systems
Agassounon & Martinoli (2002a) has introduced a task allocation for the swarm task
foraging. The only diﬀerence was that the probability to switch between foraging
and resting was a function of the success associated with the last foraging trial, also
of the frequency with which other robots were encountered while foraging, or of the
perceived density of prey. Another threshold-based algorithm for allocating workers
to a given task whose demand evolves dynamically over time was presented in Agas-
sounon et al. (2001). Sequentially interdependent tasks which are common in nature
were considered in swarm robotics systems, where a self-organised task allocation
was developed in Brutschy et al. (2012). In Liu et al. (2007) a mathematical model
for a similar task allocation behavior was introduced. Some works combined the
common swarm response-threshold approach with a kind of communication proto-
col to avoid the need for a central unit as we can ﬁnd in Zhang et al. (2007). Very
few works, to our best knowledge, have assumed a target distribution for the robots
over the considered tasks to be reached as in McLurkin & Yamins (2005). Here, the
authors have investigated diﬀerent strategies to achieve the target distribution. The
main focus of this study, was on evaluating the communication density that results
from each of the applied strategies.
In Ferreira-Jr et al. (2008), the problem of distributed task allocation was addressed
using the distributed constraint optimization problem (DCOP) formalism. Approx-
imate solutions were designed based on theoretical models of division of labour in
social insect colonies and an algorithm called Swarm-GAP was proposed. In this
context, however, no deadlines were considered and the design of the algorithm
was based on the empirical determination of stimulus thresholds associated to the
possible decisions of the robots. Results were validated experimentally but no prob-
abilistic considerations were derived.
3.2.2 Task Allocation under Deadlines and Priority Constraints
Only few authors did concentrate on task allocation in multi-robot systems including
swarm robotics systems under temporal constraints. Jose Guerrero and Gabriel
Oliver are two of the authors who worked intensively on that problem. They have
introduced a series of articles related to task allocation in multi-robot system based
on the auction strategy, which was designed to respect the time constraints and
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the priorities of the considered tasks. In Guerrero & Oliver (2011), the authors
have introduced three approaches. The ﬁrst approach was called, SBPA, in which
an auction process was launched as soon as a new task appears or when a robot
becomes free of work. The second approach was referred to as EDFA, in which the
well-known scheduling algorithm EDF was exploited to order the tasks based on
their deadlines. Thus, when new tasks arrive or a robot becomes free, a new auction
round was launched after ordering the tasks based on EDF. The third presented
approach was referred to as SUA, where the tasks were ordered according to the
rule ﬁrst in, ﬁrst out FIFO. Furthermore, they have discussed a swarm approach,
where robots select their tasks based on their distances to the diﬀerent tasks without
applying any kind of negotiations among them.
In Guerrero & Oliver (2007), the same authors have discussed the task allocation
in heterogeneous swarm robotics system for tasks labelled with priorities. The work
diﬀerentiated between pre-emptive and non-pre-emptive allocation. First, it was
assumed that each task is controlled by a leader. The leader estimates the work
required to accomplish the task and lets the robots bit with their capabilities to
participate on the task. The leader of the task, decides on the size of the group
should work on the task based on the task priority, on the estimated size of the task
and on the capacity of the robots. After that, the leader launches an auction process
to select the required group. In the pre-emptive version of the approach, the leaders
of the diﬀerent tasks were allowed to negotiate, which can lead to exchanging robots
between them. The leader is allowed to negotiate with leaders of other tasks, which
have a similar or lower priority, in order to obtain additional robots. Exchanging
robots can also have the beneﬁt of reducing the density of robots in the overcrowded
tasks, which reduces in turn the potential physical interferences between the working
robots. Guerrero & Oliver (2010) is a work based on the previous one in Guerrero &
Oliver (2007), where the priorities of the tasks were translated in terms of deadlines
and the goal was to ﬁnd the optimal number of robots to allocate to the considered
tasks.
From a completely diﬀerent perspective, tasks with time constraints were discussed
in Acebo & de-la Rosa (2008), where a new heuristic, diﬀerent from the traditional
auction process, was introduced. The system was developed to transport containers
by a robotic system from a set of starting points to a set of destination points. The
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system simulated the waitress work in a bar where they pay more attention to the
clients that shout lauder and more intensive. Tasks in this scenario represented the
clients and robots represented the waitresses. This approach applied an attraction
linear function, in which the tasks become more attractive when their deadlines
become nearer or when their distances to the destination points are larger.
In Schneider et al. (2005) and Jones et al. (2007), market-based task allocation
strategies were introduced, where time was the critical constraint. This was consid-
ered together with a reward mechanism associated to tasks which were successfully
completed.
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Chapter 4
Swarm Performance Modeling
As far as the laws of mathematics refer
to reality, they are not certain, and as far
as they are certain, they do not refer to
reality.
- Albert Einstein
In this chapter we present a signiﬁcant part of the main contribution of this thesis.
As mentioned in the previous chapters, the goal of the thesis is to design task al-
location strategies for swarm robotics systems which allow these systems to execute
tasks with respect to their temporal constraints. In other words, the robots should
be assigned to the time-constrained tasks such that a speciﬁc required performance is
achieved on each task up to its deadline.
The concept of swarm performance is deﬁned and introduced under the inﬂuence of
the spatial interferences among robots. After that, and based on the switching costs
between tasks, two kinds of task allocation techniques are presented: Static alloca-
tion and Dynamic allocation.
The static allocation technique is proposed for tasks which are characterized by their
high switching costs. The core idea of this technique is to avoid the costs associated
with switching tasks by assigning the robots once at the beginning of the execution.
The robots allocate themselves to the diﬀerent tasks autonomously and independently,
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where each robot dedicates a random working time to its selected task, referred to as
the robot’s activity time. The minimum threshold of the total time that should be
dedicated to the task up to its deadline represents the constraint of the swarm perfor-
mance. On the other hand, when switching costs among the tasks can be considered
as negligible, a dynamic allocation technique is proposed. The dynamic allocation al-
lows the robots to switch among the tasks during their execution time, which relaxes
the constraint of continuing to work on the same task. The minimum amount of
work that should be accomplished up to the task deadline, represents the constraint
associated with the swarm performance.
For both static and dynamic allocation techniques, a probabilistic analysis for the
constrained swarm performance is carried out, in addition to an estimation of the
variance that may occur between the required performance and the expected one to be
achieved at the task deadline. These are applied later in designing the task allocation
strategies.
Figure 4.1 illustrates the main terms associated with the swarm performance, when
designing the robots allocation is required to be performed under the time constraints
of the tasks.
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Figure 4.1 – The swarm performance terms.
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• N : the number of robots used in the swarm (the swarm size).
• Ni: the number of robots assigned to task Ti.
• Ti: the i-th task of the task set which is required to be executed by the swarm.
• Di: the deadline of task Ti.
• Si: the size of task Ti. It represents the number of parts that are required to be executed up
to the task deadline.
• Rj : the j-th robot in the swarm.
• ATij : the activity time dedicated by robot Rj to task Ti.
• ATij(Di): the part of robot Rj ’s activity time, which is dedicated to task Ti up to its deadline
Di.
• αi: It is used under static allocation technique and refers to the minimum threshold of the total
time that should be dedicated to task Ti by the robots.
• τi: the total time dedicated by a swarm of Ni robots to task Ti.
• τi(t): the total time dedicated by a swarm of Ni robots to task Ti during the time period [0, t].
• τi(Di): the total time dedicated by a swarm of Ni robots to task Ti up to the deadline, Di.
• τi(Si): the time required to accomplish Si parts of the task Ti.
• µi: the mean time required by the swarm to accomplished one part of the task Ti.
• ai(t): the number of robots which are still active working on task Ti at the time point t.
• tpk: the time point at which the k-th robot has left task Ti.
• θi(Di): the total amount of work accomplished on task Ti up to the deadline Di. It represents
the number of parts executed up to the deadline Di.
• γik: the k-th contribution on task Ti that represents the performing of the k-th part on task Ti.
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• ψi: The variance in the swarm performance that represents the difference between the swarm
performance required to be achieved at the deadline of task Ti and the performance expected
to be achieved at that deadline.
• µˆi: the mean time required by a single robot to accomplish one part of task Ti.
• σˆi: the standard deviation of the random time required by a single robot to accomplish one part
of task Ti.
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4.2 Swarm Performance
The Performance in swarm robotics systems is deﬁned based on the criteria and
goals associated with the tasks on which the performance is measured. For example
in foraging, if the task is to "collect as many objects as possible during 10 minutes",
the performance is measured in terms of the number of objects that will be collected
during the 10 minutes deadline. On the other hand, if the task is to "collect 5 objects
as quickly as possible", the performance is measured in terms of the time that will
be required to retrieve the 5 objects (Balch, 1998). Generally, we can introduce two
kinds of metrics in which the swarm performance can be expressed, the quantitative
metric and the temporal metric.
In coverage tasks for example, the goal is normally to cover the largest possible area.
The quantitative metric used to measure the swarm performance is related to the
area covered by the robots during a given time (Fazli et al., 2012; Wong et al., 2002).
In the literature, two classes of coverage problems have been discussed: The single
coverage, where the goal is to cover all the points of interest by one visit at least,
while minimizing the required time, the distance of travel, and the number of visits
to the points. The other class is known as the repeated coverage, where the goal is to
cover all points of interest repeatedly over the time while maximizing the frequency
of visiting points and minimizing the sum of the length of the robot tours. Here, we
can consider two metrics to measure the swarm performance: A quantitative metric
which is related to the number of visited points and the distance traveled by the
robots, and a temporal metric which can be deﬁned as the time required to cover a
speciﬁc area.
Another example is given by navigation tasks which aim to control the robots’
travel paths between start and destination points, exploiting the robots’ sensing
system to compute the next motion. In Ceballos et al. (2010) the authors have
listed the performance criteria related to the navigation tasks including: the number
of successful missions, the path length, the number of collisions per mission, per
distance or per time, the mean distance to obstacle, the number of narrow passages
which are passed successfully, the smoothness of the trajectory, and the time taken
to accomplish the task. As we can notice, all the mentioned criteria represent
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quantitative metrics to measure the robots’ performance except the time needed to
accomplish the task which represents a temporal metric.
Foraging is one of the intensively studied tasks in swarm robotics systems. As
explained in Chapter 2, Section 2.1.1, foraging is inspired by social insects, where
the individuals search for food resources to retrieve food back to an area referred
to as the home. Foraging can be mapped to several real-world applications among
them are: mining operations, explosive ordnance disposal, foraging for recycling
of materials, and specimen collection in hazardous environments (Balch, 1999a).
Swarm performance on foraging tasks can be measured, using quantitative metrics
as well as temporal ones. The quantitative metric is associated with the number of
items retrieved per time unit, whereas the temporal metric is associated with the
time required to retrieve a speciﬁc number of items. In Balch (1999a), the authors
have studied diﬀerent strategies of multi-foraging scenarios to evaluate the swarm
performance associated with each strategy. Multi-foraging is deﬁned as the task in
which robots are responsible to retrieve diﬀerent types of items. They applied ﬁrst
the strategy of simple foraging, where all robots are allowed to retrieve from any
type of the available items. After that, they employed the specialization strategy,
where diﬀerent groups of robots specialize to retrieve from speciﬁc types of items.
Finally, they tried a strategy referred to as territorial foraging, where all robots work
in searching and retrieving tasks except for one robot, which waits at the home
region to pick the retrieved items which are dropped on the border of the home
and transports them inside the home. This technique aims to reduce the inﬂuence
of physical interferences among robots in the home region. The paper studied the
performance under diversity (size of the robot group) and the performance expressed
in its quantitative term, which represents the number of retrieved items. In other
foraging studies, the performance was measured using other metrics such as the
energy cost of foraging. However, these metrics represented indirect measurement
of the number of retrieved objects as it is calculated in Winﬁeld (2009).
In Balch (1998), the authors have introduced two taxonomies, one to characterize
the multi-robot tasks and another to characterize the multi-robot reward. They
stated that the reward function can be deﬁned as performance if and only if the
maximum reward implies optimal performance. They discussed the possible relation
between reward and performance such as the task of docking a boat. In such a task
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the performance was deﬁned as P = −elapsed_time and it was considered as an
appropriate performance-based reward task because the reward was maximized if
and only if the performance was maximized. On the other hand, for tasks such as
foraging where the reward does not represent a direct result of the performance,
they introduced the concept of heuristic rewards. Heuristic rewards are based on
the intuition of the value of a robot action in particular states.
In this thesis, we focus on the performance achieved by a swarm of robots under
speciﬁc time constraints. This perspective of the swarm performance combines the
two metrics deﬁned above for measuring the performance, namely the quantitative
and the temporal. We don’t aim to maximize the quantity within a particular time
period, such as the number of points to visit or the number of objects to retrieve.
Neither do we want to minimize the time required by the swarm to achieve a speciﬁc
quantity of performance. But rather our goal is to achieve a speciﬁc quantity of the
performance within a deﬁned time period referred to as the deadline. This kind of
performance is referred to, here, as the time-constrained performance of the swarm.
4.3 Swarm Performance under Spatial Interferences
Spatial interferences are the interferences caused by the competition among robots
to occupy a shared physical area or space where they are operating. A high density
of spacial interferences can be observed in swarm robotics systems according to the
large number of robots which typically build up these systems. Several types of
interferences in multi-robotic systems have been deﬁned in Goldberg (2001). The
work presented the interactions among robots working together in a common area as
the main type of robots interactions. The authors have proposed two techniques to
arbitrate the impact of interactions. First, by making sure that robots are working
in diﬀerent areas and second, by scheduling the access to the shared areas. The ﬁrst
proposal was further investigated under the term bucket-brigade examples can be
found in Shell & Mataric (2006), Lein & Vaughan (2008a), and Østergaard et al.
(2001). In addition to Lein & Vaughan (2008b), where the approach was extended
to consider adaptive working areas.
The inﬂuence of the spacial interferences in swarm robotics systems is observed
on both single robot performance and global swarm performance. In Lerman &
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Galstyan (2002), the authors have presented a mathematical model of the foraging
task in swarm robotics through which they have characterized the performance of
the single robot and the swarm under spacial interferences.
In cases where the swarm performance is deﬁned in terms of the amount of work
accomplished during a speciﬁc time unit, increasing the number of robots, decreases
the amount of work accomplished by the single robot. However, the amount of work
accomplished by a swarm increases up to a maximum amount before it starts to
decrease again by adding more robots. In case of the single robot, adding robots
increases the time the single robot spends in avoiding (interfering with) other robots.
This decreases, in turn, the time during which the robot is working. Consequently,
the amount of work accomplished by the robot during a speciﬁc time unit decreases.
From the swarm point of view, the amount of work accomplished during a speciﬁed
time unit keeps increasing as long as the gain of parallelizing the work among many
robots, is greater than the time cost paid in escaping from the interferences. This
amount starts to decrease as soon as the time lost by robots in avoiding each other
becomes greater than the time gained by parallelizing the work. This result was
reported, experimentally, in several studies as in Lerman & Galstyan (2002) and
Østergaard et al. (2001). Based on the reported results, the single robot performance
under the inﬂuence of spatial interferences can be modeled mathematically using the
exponential functions. The parameters of mathematical model can be determined
through short-term experiments on the considered tasks.
Let consider an example where the single robot performance is modeled using the
following exponential function:
fsingle(x) = ae
−bx where x is the swarm size
we set a = 50 and b = 0.05.
Swarm performance is the amount of work accomplished by the swarm during the
time unit. This performance is calculated using the single robots performance as in
the following:
fswarm(x) = xfsingle(x) (4.1)
= x× ae−bx where x is the swarm size
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Figure 4.2 (a) shows the single robot performance when the size of swarm is increased
over the range [1, 100] robot and 4.2 (b) illustrates the calculated swarm performance
using Equation (4.1).
When the swarm performance is deﬁned in terms of the time required to accomplish
a speciﬁc work amount, increasing the number of robots increases the time required
by a single robot to accomplish the speciﬁed amount of work. For the same reason
mentioned above, increasing the number of robots will decrease the time during
which the robot is in working mode and consequently will increase the time it requires
to accomplish the required amount of work. In the case of a swarm, the time required
to accomplish a speciﬁc amount of work decreases by increasing the robots due to
parallelizing the work until a minimum time is reached. After that, it starts to
increase as soon as the time dedicated by robots to avoid interferences becomes
greater than the time gained by parallelizing the work. Figures 4.2 (c) and 4.2 (d)
show the single robot performance and the swarm performance in terms of the time
required to accomplish one part of the work, calculated for the above example.
Since, the goal for time-constrained tasks is to achieve a speciﬁc swarm performance
at a particular deadline and as the swarm performance is directly inﬂuenced by
spatial interferences among the robots, a successful planning of the tasks execution
should take this inﬂuence into account.
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(a) Amount of work accomplished by
a single robot within time unit.
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(b) Amount of work accomplished by
the swarm of robots within time unit.
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(c) Time required to accomplish a spe-
cific amount of work by a single robot.
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(d) Time required to accomplish a spe-
cific amount of work by the swarm.
Figure 4.2 – The single robot performance and the swarm performance under the influence
of spatial interferences.
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4.4 Static Task Allocation
Reassigning robots among tasks during their execution times require the robots to
travel among the diﬀerent tasks, when these are located in diﬀerent physical sites.
Such tasks were introduced in Chapter 1, Section 1.1 to have high switching costs.
For time-constrained tasks, since the time at which the task is ﬁnished plays the
main role in the correctness (quality) of the results, spending the time in switching
between tasks does not provide an eﬃcient solution. Therefore, switching costs
should be eliminated through preventing the reassignment of the robots among the
tasks during there execution time.
The allocation technique we propose, here, is referred to as static allocation. The
core idea of static allocation is to assign the robots to the diﬀerent tasks at the
beginning of the execution and to prevent them from switching among the tasks
during the execution time. The problem to solve here, is two folds: First, ﬁnding
out the proper number of robots to assign to each of the considered tasks. Second,
specifying the time duration which each robot should dedicate to the task it is work-
ing on. These two parameters should be designed with respect to the constraint of
accomplishing the required size of each task up to its deadline. The time dedicated
by each individual robot to its selected task is referred to as the activity time of
the robot. This activity time represents a random time duration which is sampled
independently by the robots without any central control. It is not necessary that
each robot works on the task up to its deadline, but rather, the total time dedi-
cated to the task should respect the size of the task to execute up to its deadline.
The robot’s activity time includes the actual working time in addition to the time
spent by the robot in a non-working mode as the time spent in performing obstacle
avoidance or experiencing physical interferences with other robots. ATij is used to
denote the activity time sampled by robot Rj on task Ti. As soon as the robot
samples its activity time it starts to work on the task and becomes an active robot.
When the activity time of this robot expires the robot stops to work and becomes
an inactive robot. Figure 4.3 illustrates an example of the static allocation where
each robot samples its own activity time. At the beginning of the activity time the
robot becomes active on the selected task, it works until the end of its activity time
at which it becomes inactive.
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(a) (b)
Figure 4.3 – Figure (a) illustrates the static allocation where the robots select their tasks from
M considered tasks. Figure (b) illustrates the work of the robots during their activity times on
task Ti.
Robots’ activity times are continuous random variables which are sampled indepen-
dently by the robots under the constraint of dedicating enough time to the task up
to its deadline. On the other hand, the time required by a robot to accomplish one
part of its selected task is a continuous random variable which is inﬂuenced by sev-
eral factors including the physical interferences among robots, the distribution of the
task parts and the environment complexity. This time is averaged over short-term
robotic experiments or simulations. The mean of this random time is used later to
calculate the minimum threshold of the total time required to be dedicated to the
task up to its deadline.
In the following, we assign the proper deﬁnitions of the swarm performance terms
in Figure 4.1 for the case of static allocation:
• Swarm performance: In the context of static allocation, swarm performance is
deﬁned as the total (cumulative) time assigned by the robots to their selected
task up to its deadline. This time is the sum of the activity times of all
robots which have selected this task to work on. Let us denote the total time
dedicated to task Ti by τi, then τi can be calculated as follows:
τi =
Ni∑
j=1
ATij
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where Ni is the number of the robots assigned to task Ti.
The performance of interest in the case of time-constrained tasks is the per-
formance achieved by the swarm at the task deadline. This performance is the
sum of all time intervals of the robots’ activity times, which are included in
the task deadline.
The total time dedicated to task Ti up to the deadline Di is calculated as:
τi(Di) =
Ni∑
j=1
ATij(Di)
=
Ni∑
j=1
min{ATij , Di} (4.2)
• Constrained swarm performance: Under static allocation, the constraint of
swarm performance is associated with the total time dedicated to the task up
to its deadline. Let us use αi to denote the minimum threshold of the total
time that should be dedicated to task Ti by the robots working on it. αi
represents the total time required to accomplish at least Si parts of task Ti at
the deadline Di. The constraint associated with the swarm performance on
task Ti can be written as:
τi(Di) > αi ⇐⇒
Ni∑
j=1
ATij(Di) > αi (4.3)
In the following, we explain how we calculate the minimum threshold αi of
the total time needed to be dedicated to task Ti. Let us denote the number
of parts accomplished by robot Rj on task Ti during the robot’s activity time
ATij by Sij and the random time required by a robot to accomplish one part
of Ti by ϕi, then we have:
ATij > Sijϕi
Now we can calculate the sum of the robots’ activity times as in the following:
Ni∑
j=1
ATij >
Ni∑
j=1
Sijϕi
> ϕi
Ni∑
j=1
Sij (4.4)
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The number of parts we aim to accomplish on task Ti up to its deadline Di
should be equal to or greater than the size Si, therefore we have:
Ni∑
j=1
Sij > Si (4.5)
By substituting (4.5) in (4.4) we have:
Ni∑
j=1
ATij > Siϕi (4.6)
Therefore, the allocation strategy aims to dedicate a total time with the min-
imum threshold Siϕi to task Ti. By using the mean µˆi of the random time ϕi
required by the robot to accomplish one part of task Ti when Ni robots are
assigned to the task, we can approximate the minimum threshold as in the
following:
αi = Siµˆi(Ni) (4.7)
• Expected swarm performance: this calculates the expected value of the swarm
performance that will be achieved at the deadline Di. Since swarm perfor-
mance under static allocation is deﬁned as the total time dedicated to the
task up to its deadline, the expected value of this performance is the expected
value of the random variable associated with the sum of the robots’ activity
times:
E(
Ni∑
j=1
ATij) =
Ni∑
j=1
E(ATij) (4.8)
• Probability of the constrained swarm performance: this represents the proba-
bility of the constraint in Equation (4.3):
Pr(τi(Di) > αi) = Pr(
Ni∑
j=1
ATij(Di) > αi) (4.9)
This probability will be characterized by its density function in addition to
its cumulative distribution function, see Chapter 2, Section 2.2.1 for for more
details about these two probability functions.
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• Expected variance in swarm performance: this estimates the diﬀerence be-
tween the minimum threshold of the performance required to be achieved at
the deadline Di and the expected performance to obtain at Di.
E(ψi) = αi − E(
Ni∑
j=1
ATij)
= αi −
Ni∑
j=1
E(ATij) (4.10)
Figure 4.4 illustrates the substitution of the terms deﬁnitions, which were originally
depicted in Figure 4.1 for the case of static allocation.
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Figure 4.4 – Assign the proper definitions to the swarm performance terms under static
allocation.
4.4.1 Swarm Performance Modeling under Static Allocation
The robots’ activity times are, as mentioned above, random time durations, which
are sampled independently as a set of continuous independent random variables.
There are several probability distributions which can be used to model these activity
times. In the following, we list some of the suitable probability distributions used in
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this thesis to model the robot’s activity times. After that, we introduce a probability
analysis of the swarm performance under static allocation. Finally an estimation of
the performance variance as the diﬀerence between the required swarm performance
and the expected one to achieve, is performed.
A) Exponential Distribution:
The exponential distribution is a well-known distribution for modeling contin-
uous random variables such as the length of the events and the inter-arrival
times. It is widely used to model many real-world phenomena. Queuing
systems provide an important example where the exponential distribution is
investigated intensively. In queuing systems, the customer’s service times are
modeled typically as exponential random variables.
The exponential distribution can be characterized by its probability density
function which was given in Chapter 2, Section 2.2.1 by:
fexp(t) =

λe
−λt if t > 0
0 if t < 0
where λ is the rate parameter of the exponential distribution.
The problem of executing a set of time-constrained tasks by a swarm robotics
system, can be mapped to a queuing system, where the tasks represent the
customers who need to be served and the respective servers are the robots. The
service time which the customer spends in the server represents in our case
the time dedicated by the robot to the task, namely, the robot’s activity time.
Similarly to the distribution used to model the service time in queuing systems,
the exponential distribution counts as an appropriate distribution to model the
robots’ activity times. The rate parameter λ of the exponential distribution
used to model the robot’s activity times is a task-speciﬁc parameter, which
diﬀers among the considered tasks:
ATij ∼ Exp(λi) i ∈ {1, . . . ,M}
The sum of n independent exponential variables follows the Gamma distribu-
tion (Ross, 2006) and as n is an integer, the Gamma distribution is substituted
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with the Erlang distribution, whose probability density function is given by:
fE(λ,k)(x) =
λe−λx(λx)k−1
(k − 1)! (4.11)
The cumulative distribution function of the Erlang distribution, is given by:
FE(λ,k)(x) = 1−
k−1∑
n=0
1
n!
e−λx(λx)n (4.12)
When the robots’ activity times dedicated to task Ti are modeled as expo-
nentially distributed variables, the sum of these activity times is distributed
following the Erlang distribution:
Ni∑
j=1
ATij ∼ Erlang(λi, Ni)
λi is the rate parameter of the Erlang distribution and Ni is its shape.
The probability of dedicating a total time to task Ti, that is greater than the
threshold αi when the robots sample their activity times from an exponen-
tial distribution with rate λi, is calculated using the cumulative distribution
function of the Erlang distribution as in the following:
Pr(
Ni∑
j=1
ATij > αi) = 1− Pr(
Ni∑
j=1
ATij 6 αi)
= 1− FE(λi,Ni)(x)
= 1− [1−
Ni−1∑
n=0
1
n!
e−λiαi(λiαi)
n]
=
Ni−1∑
n=0
1
n!
e−λiαi(λiαi)
n (4.13)
Equation (4.13) calculates the probability of having the total time τi dedicated
by Ni robots to task Ti, being greater than the threshold αi. Later on we will
calculate the probability of interest in Equation (4.9), namely, the probability
of having the total time τi(Di) dedicated to Ti up to the deadline Di, being
greater than the threshold αi.
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Figure 4.5 – Figure (a) illustrates the probability density function of an exponential activity
time with the mean 1/λi = 5 time units. Figure (b) shows the probability density function of
the sum of Ni = 10 exponential r.v. with mean 1/λi = 5 time unit and the simulated sum with
10000 runs of Monte-Carlo simulation.
Figure 4.5 (a) shows the probability density function of the random variable
associated with the robot’s activity time when it is sampled from an exponen-
tial distribution with the mean of 1/λi = 5 time units. Figure 4.5 (b) illustrates
the probability density function of the sum of 10 activity times, calculated with
Eq (4.12), as well as the distribution obtained with a Monte-Carlo simulation
of 10000 runs.
B) Truncated Exponential Distribution:
The tasks we are focusing on in this thesis, are time-constrained tasks which
should be accomplished up to particular deadlines. The temporal constraints
associated with the considered tasks can be divided, as mentioned in Chapter
1, Section 1.1 into hard-deadline and soft-deadline. In the case of soft-deadlines
where robots can continue executing the task till it is ﬁnished even after its
deadline is exceeded, sampling activity times which are longer than the task
deadline is feasible. However, in the case of hard-deadlines where there is no
proﬁt of continue executing the task after its deadline, sampling activity times
which are longer than the deadline is not feasible. Considering such cases
where the robots should stop working on the task by reaching its deadline, the
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distribution of the robots’ activity times should be able to restrict the length
of the sampled activity times to the task deadlines.
The truncated exponential distribution is a special case of the exponential
distribution where the continuous random variable is deﬁned over a restricted
range [a, b]. This distribution is appropriate to sample the robots’ activity
times when the robots should stop to work on the task as soon as its deadline
is reached. The robot’s activity time which is sampled from the truncated
exponential distribution deﬁned over the range [0, Di], is restricted between 0
and Di.
The truncated exponential distribution can be characterized by its probability
density function which was given in Chapter 2, Section 2.2.1 by:
fT (a1,b1)(t) =


λe−λt
e−λa1 − e−λb1 a1 6 t 6 b1
0 Otherwise
(4.14)
By substitution x = λt, Equation (4.14) can be written as:
fˆT (a,b)(x) =


λe−x
e−a − e−b a 6 x 6 b
0 Otherwise
(4.15)
where a = λa1, b = λb1.
When the activity time of individual robots is modeled as a truncated ex-
ponential variable, the probability density function of their sum is provided
in Lavender (1967) by using the properties of the characteristic function of
the sum of random variables. The main steps of the derivation are resumed
here, however, a detailed derivation is to be found in the appendix A. The
characteristic function of the probability density function f(x) of the random
variable x is deﬁned as:
ϕ(t) =
∫
∞
−∞
eitxf(x)dx (4.16)
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If ϕ(t) is the characteristic function of f(x), then ϕ(t+ iλ) is the characteristic
function of e−λxf(x) since:
ϕ(t+ iλ) =
∫
∞
−∞
ei(t+iλ)xf(x)dx (4.17)
=
∫
∞
−∞
eitx(e−λx)f(x)dx
In addition, the characteristic function associated with the distribution of the
sum of n independent variables, each with the characteristic function ϕ(t) is:
[ϕ(t)]n (Kendall & Stuart, 1977). This property allows to establish the form
of the probability distribution function of the sum of n truncated exponential
variables from the expression related to the characteristic function of the sum
of n rectangular random variables:
ϕn,U(a,b)(t) =
(eitb − eita)n
(b− a)n(it)n (4.18)
The expression of the anti-transform of Equation (4.18) is calculated in Cramer
(1946):
g(s) = (b− a)−n
m∑
k=0
(−1)k
(
n
k
)
[s− na− k(b− a)]n−1
(n− 1)! (4.19)
where na +m(b− a) < s < na+ (m+ 1)(b− a) and m = 0, 1, .., n− 1.
The probability density function of the sum of n independent random variables,
each is distributed with the probability density function fU (x), is thus given
by Equation (4.19).
The characteristic function of a truncated exponential random variable as well
as that of the sum of n independent truncated exponential random variables
are easily calculated by applying the deﬁnition:
ϕT (a,b)(t) =
e(it−1)b − e(it−1)a
(e−a − e−b)(it− 1) (4.20)
ϕn,T (a,b)(t) =
(e(it−1)b − e(it−1)a)n
(e−a − e−b)n(it− 1)n (4.21)
The close resemblance between Equation (4.18) and Equation (4.21), allows for
the derivation of the probability density function of the sum of n independent
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truncated exponential random variables. In particular, by using the fact that
i(t + i) = it− 1 we have:
ϕn,U(a,b)(t + i) =
(ei(t+i)b − ei(t+i)a)n
(b− a)n(i(t + i))n =
(e(it−1)b − e(it−1)a)n
(b− a)n(it− 1)n (4.22)
Which is, by applying Equation (4.17), the characteristic function of g(S)e−S.
Equation (4.22) can be obtained by multiplying Equation (4.21) by a constant
factor. It follows that the anti-transform of the characteristic function of the
sum of n truncated exponential random variables that we are looking for is:
fn,T (a,b)(S) =
(b− a)n
(e−a − e−b)n g(S)e
−S (4.23)
=
1
(e−a − e−b)n
m∑
k=0
(−1)k
(
n
k
)
[s− na− k(b− a)]n−1
(n− 1)! e
−s (4.24)
where na +m(b− a) < s < na+ (m+ 1)(b− a) and m = 0, 1, .., n− 1.
Therefore, the sum of robots’ activity times, when these are sampled from a
truncated exponential distribution with the parameter λ and the bounds a
and b, is distributed according to the probability density function in Equation
(4.23):
Ni∑
j=1
ATij ∼ fn,T (a,b)(S) (4.25)
Additional calculations lead to the expression of the cumulative distribution
function of the sum of n independent truncated random variables (Lavender,
1967):
Fn,T (a,b)(s) =
m0∑
k=0
akG(y, n, λ) (4.26)
Where G(y, n, λ) denotes the cumulative distribution function of a Gamma
distribution, (Papoulis, 1984) with shape n and parameter λ.
ak = (−1)k
(
n
k
)
[ea−b]ka0 with a0 = (λ
n)/((1− ea−b)n).
The cumulative distribution function in Equation (4.26) can be used to cal-
culate the probability of having the sum of the robots’ activity times greater
than the threshold αi, when the activity times are sampled from the truncated
exponential distribution.
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Figure 4.6 – Figure (a) illustrates the probability density function of a truncated exponential
r.v. with mean 1/λ = 5 and bounds a = 5 and b = 10 time units. Figure (b) shows the
probability density function of the sum of N = 10 truncated exponential r.v. with the same
parameters and the simulated sum with 10000 runs of Monte-Carlo simulation.
Figure 4.6 (a) shows the probability density function of the random variable
associated with the robot’s activity time that is sampled from a truncated
exponential distribution with λ = 0.2 and the bounds a = 5 and b = 10 time
units. Figure 4.6 (b) illustrates the probability density function of 10 activity
times, which are calculated with Equation (4.23), as well as the distribution
obtained with a Monte-Carlo simulation of 10000 runs.
It is evident from Figures 4.5 (b) and 4.6 (b) that when the swarm is com-
posed by a large number of robots, the distribution of the sum of their ac-
tivity times can be approximated by a normal (Gaussian) distribution. More
speciﬁcally, when the individual activity times are statistically independent
and have an identical distribution (this condition can easily be released) with
ﬁnite mean µ and standard deviation σ, the distribution of the sum converges
to N(t;Nµ,Nσ2) whose probability density function is given by:
fn,G(t) =
1√
2πNσ
e−
(t−Nµ)
2Nσ2 (4.27)
as assured by the central limit theorem (CLT), see for example Durrett (2004).
This allows many of the calculations to be simpliﬁed in the general case, as
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N → ∞. Figure 4.7 shows the error of the approximation of the closed form
probability density function derived for the truncated exponential distribution
in Equation (4.23) with the Gaussian distribution, as deﬁned by:
ǫ =
∫
∞
0
|fn,T (t)− fn,G(t)|dt (4.28)
When the number of robots is moderately large, which is the assumption in
swarm robotics systems, the Gaussian distribution constitutes a viable approx-
imation for many practical scenarios.
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Figure 4.7 – Error in the Gaussian approximation of Equation (4.23). As assured by the Central
Limit Theorem the distribution of the sum converges to a Gaussian distribution.
C) Arbitrary Distribution:
[The work in this section was done in collaboration with Michele Pace.]
The exponential distribution and the truncated exponential distribution, pre-
sented above, belong to the most proper distributions for modeling the random
variables associated with the robot’s activity times. However, probabilistic es-
timators can be built for cases where the robots’ activity times may follow an
arbitrary distribution with the probability density function π(t). In the case
when Ni robots are assigned to task Ti, the total time dedicated to the task
will be the sum of the Ni activity times.
The probability density function of the sum of n random variables following
any distribution is, by deﬁnition, the n-fold convolution of the probability
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density function of the used distribution for the individuals. Consequently,
the probability density function of the sum of Ni activity times will be the
Ni-fold convolution of the density function π(t) (Grinstead & Snell, 1998).
On the other hand, the central limit theorem states that in case of an arbitrary
distribution with ﬁnite mean µ and standard deviation σ, the distribution of
the sum of n variables can be well approximated with a Gaussian distribution
of the mean µn = nµ and the standard deviation the σn =
√
nσ when n is
large enough. As an example, Figure 4.10 illustrates the error in the approx-
imation with the probability density function of Gaussian distribution of the
sum of n variables, each is distributed according to the non-standard bi-model
probability density function shown in Figure 4.8.
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Figure 4.8 – Non-standard bi-model
probability density function obtained as
a normalized sum of an Erlang distri-
bution with its reflected and translated
image.
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Figure 4.10 – Error in Gaussian approximation of the distribution of the sum of n random
variable distributed as in Fig.4.8.
4.4.2 Probability Analysis of the Constrained Swarm Perfor-
mance under Static Allocation
[The work in this section was done in collaboration with Michele Pace.]
The results presented in section 4.4.1 characterize, probabilistically, the total time a
swarm dedicates to the task when the robots choose their activity times by sampling
them from particular probability distributions. After that, each robot works on the
selected task for the duration of its activity time before it becomes inactive. Under
the time constraints of the task, useful estimators should provide a characterization
of the probability that the total time assigned to the task up to its deadline is above
a minimum threshold.
Robots make their decisions concerning their activity times without any kind of
coordination or central control. For the purpose of probability analysis, we assume
to have Ni robots assigned to task Ti. They sample their activity times at the
beginning of the execution t = 0. The probability of interest is the probability of
having the total time dedicated by the Ni robots up to the deadline Di being greater
than the minimum threshold αi.
Let ai(t) denotes the number of robots which are still active at time t > 0. Ni−ai(t)
refers to the number of robots which have left at diﬀerent time points before t:
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tpk < t. The total time spent by the robots on task Ti up to time t is given by:
τi(t) = ai(t)t +
Ni−ai(t)∑
k=1
tpk (4.29)
The probability we are looking for, can be written as follows:
Pr(τi(Di) > αi) = 1− Pr(τi(Di) ≤ αi) (4.30)
= 1−
Ni∑
j=0
Pr(ai(Di) = j) Pr(
Ni−j∑
k=0
tpk ≤ αi − jDi)
We perform the calculation of Equation (4.30) in parts. Pr(ai(Di) = j) is the
probability that there are exactly j active robots at time t = Di, where j can take
any value over the discrete range [0, Ni]. The probability that exactly j robots are
active at time Di can be calculated using the binomial distribution1. The probability
of having exactly k successes in n trials is given by the following probability mass
function:
f(k, n, p) =
(
n
k
)
pk(1− p)n−k (4.31)
Our success probability p here, is the probability of having the robot’s activity time
longer than the deadline Di. Let us assume that the robots’ activity times are
sampled using the exponential distribution, the probability that robot Rj has sam-
pled an activity time ATij longer than the deadline Di, can be calculated using the
cumulative distribution function of the exponential distribution as in the following:
Pr(ATij > Di) = 1− Pr(ATij 6 Di)
= 1− (1− e−λiDi)
= e−λiDi
Consequently, the probability that j robots sample each an activity time longer than
the deadline Di is calculated by using Equation (4.31) after substituting n by Ni, k
by j and p by e−λiDi . based on the binomial distribution as in the following:
Pr(ai(Di) = j) =
(
Ni
j
)
e−jλiDi(1− e−λiDi)Ni−j (4.32)
1 The binomial distribution is the discrete distribution of the number of successes in a sequence
of n independent experiments with a binary output. Each of these experiments is a Bernoulli
experiment with a success probability p and a failure probability q = 1− p.
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The second term Pr(
∑Ni−j
k=1 tpk ≤ αi − jDi) expresses the probability of having the
total time dedicated to task Ti by the Ni − j robots which have left before the
deadline Di, being smaller than αi − jDi. This probability can be calculated using
the cumulative distribution function of the random variable associated with the
sum of the robots’ activity times. Hence, when the activity times are sampled from
the exponential distribution, we can use Equation (4.12) to calculate the second
probability term of Equation (4.30) as in the following:
Pr(τi(Di) > αi) = 1− Pr(τi(Di) ≤ αi) (4.33)
= 1−
Ni∑
j=0
(
Ni
j
)
e−jλiDi(1− e−λjDi)Ni−jFE(λi,Ni)(αi − jDi)
= 1−
Ni∑
j=0
[
(
Ni
j
)
e−jλiDi(1− e−λiDi)Ni−j ][1−
Ni−1∑
k=0
1
k!
e−λi(αi−jDi)(λi(αi − jDi))k]
Similar considerations allow for the derivation of the probability in case the robots’
activity times are sampled from the truncated exponential distribution. The prob-
ability that a robot is still active at time a1 6 t 6 b1 is easily calculated from
Equation (4.14) and the probability of having the total time dedicated to a task Ti
up to its deadline, being greater than the threshold αi is given by:
Pr(τi(Di) > αi) = 1−
Ni∑
j=0
(
Ni
j
)
(e−λia1 − e−λiDi)j(e−λiDi − e−λib1)Ni−j
(e−λia1 − e−λib1)Ni
FNi,T (a1,b1)(αi−jDi)
(4.34)
which can be approximated as well by using the result obtained when applying
the central limit theorem and substituting FNi,T (a1,b1)(αi − jDi) with the Gaussian
distribution, in case Ni is large enough.
Figure 4.11 (a) and 4.11 (b) illustrate the probability of dedicating a total time equal
to or greater than the increasing threshold αi by swarms of diﬀerent sizes. The robots
choose their individual activity times sampled once from an exponential distribution
with parameter λi = 0.2 and again from the truncated exponential distribution with
parameter λi = 0.2 and the range limits [a, b], where a = 1 and b = 5 time units.
Monte-Carlo simulations are performed and the results are compared with Equation
(4.33) and Equation (4.34). Figure 4.12 compares the probability of having the
total time dedicated by swarms of diﬀerent sizes being greater than the increasing
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Figure 4.11 – Probability Pr(τi(Di) > αi), for Di = 15, αi ∈ [20, 250] and different number
of robots Ni = {10, 20, 30}. Robots sample their activity times in figure (a) from an exponen-
tial distribution with parameter λi = 0.2. Model (Equation (4.33)) and in figure(b) from a
truncated exponential distribution with parameter λi = 0.2 and bounds a = 1, b = 5. Model
(Equation (4.34)). Monte-Carlo simulation is performed with 100000 runs.
thresholds αi, when robots’ activity times are sampled once from the exponential
and again from the truncated exponential distribution.
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Figure 4.12 – Probability Pr(τi(Di) > αi), for Di = 15, αi ∈ [20, 250] and N = 20 robots are
participating on the task. Robots sample their activity times from: exponential and truncated
exponential distributions with parameter λi = 0.2 and bounds a = 1, b = 5.
At the end of this section, we are able to calculate the probability associated with
the constrained swarm performance by using Equation (4.30). The ﬁrst part of
this equation is calculated using the Bernoulli distribution and its second part is
related to the distribution which is used in sampling the robots’ activity times.
More precisely, the second part of the equation is calculated using the cumulative
distribution function of the random variable resulted by summing up the robots’
activity times. It is necessary to have the closed form of the cumulative distribution
function of the applied distribution in order to derive the probability analysis of the
constrained swarm performance.
This probability analysis will be applied later in Chapter 5 to design the task allo-
cation for time-constrained tasks under static allocation.
4.4.3 Performance Variance Estimation under Static Alloca-
tion
In this Section, we estimate the variance between the swarm performance required to
be achieve at the task deadline and the swarm performance expected to be achieved
at the task deadline. The performance variance on task Ti is denoted by ψi and
it represents the diﬀerence between the minimum time that should be dedicated to
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task Ti and the total time dedicated. As mentioned above, the total time τi(Di),
dedicated by Ni robots up to the deadlineDi, is the sum of the intervals of the robots’
activity times located within the start of the execution and the task deadline, see
Equation (4.2). Therefore, the expected value of the performance variance can be
calculated using the expected value of the continuous random variable associated
with τi(Di) as in the following:
E(ψi) =
{
αi − E(τi(Di)) E(τi(Di)) < αi
0 E(τi(Di)) > αi
The distribution of the random variable τi(Di) is determined by the distribution
of the individual activity times. By substituting the total time dedicated to the
task τi(Di) by the sum of the activity time intervals located within the start of the
execution and the deadline Di, the expected value of the performance variance can
be written as follows:
E(ψi) =
{
αi − E(
∑Ni
j=1ATij(Di)) E(
∑Ni
j=1ATij(Di)) < αi
0 E(
∑Ni
j=1ATij(Di)) > αi
Let us consider the case, where the robots’ activity times are exponentially dis-
tributed with the rate parameter λi. In this case, the expected value of the robot’s
activity time is the expected value of an exponentially distributed variable and this
is given by:
E(ATij) =
1
λi
(4.35)
Therefore, the interval of the expected robot’s activity time which is located within
the start of the execution and the deadline Di is calculated as in the following:
E(ATij(Di)) =


1
λi
1
λi
< Di
Di
1
λi
> Di
The expected value of the time dedicated by Ni robots to task Ti up to its deadline
Di can be written as:
E(
Ni∑
j=1
ATij(Di)) =


Ni
λi
1
λi
< Di
NiDi
1
λi
> Di
(4.36)
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The expected value of the performance variance is the diﬀerence between the perfor-
mance which is required to be achieved at the deadline and the expected performance
to obtain at the deadline. It is calculated using Equation (4.10):
E(ψi) =


max(αi − Ni
λi
, 0)
1
λi
< Di
max(αi −NiDi, 0) 1
λi
> Di
(4.37)
Figure 4.13 (a) shows the expected value of the sum of 30 activity times which are
sampled each from an exponential distribution with a rate parameter that varies
over the range [0, 3]. The expected value of the robot’s activity time is calculated
theoretically using Equation (4.35). After that, it is multiplied by the number of
robots, Ni = 30, to obtain the expected value of the time dedicated by the robots to
the task. In the same ﬁgure, the total time dedicated by the robots is simulated over
100 runs of Monte-Carlo simulation. Figure 4.13 (b) illustrates the expected value
of the swarm performance, which represents the sum of the activity times intervals
located within the start of the execution and the task deadline, here Di = 5 time
units. The activity times are also sampled from an exponential distribution with a
rate parameter which varies over the range [0, 3]. The expected value of the swarm
performance is calculated theoretically using Equation (4.36) and is compared to
the simulated swarm performance over 100 runs of Monte-Carlo simulation.
Since the longest interval which a robot can dedicated to the task up to its deadline
is the deadline itself, the upper-bound of the sum of 30 activity times in our example
is 30 × 5 = 150 time unit. That what we see in Figure 4.13 (b) that illustrates the
total time dedicated to the task up to its deadline.
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Figure 4.13 – Figure(a) the expected value of the sum of 30 robots’ activity times calculated
using Equation (4.35). Figure(b) the expected value of the sum of 30 robots’ activity times
intervals located within the start of the execution and the deadline Di = 5, calculated us-
ing Equation (4.36). The robots’ activity times are sampled from an exponential distribution
with the rate parameter λi ∈ [0, 3]. The results are simulated over 100 runs of Monte-Carlo
simulation.
4.5 Dynamic Task Allocation
Dynamic task allocation is an allocation technique developed for the tasks which
can be characterized by their negligible switching costs, see Chapter 1, Section 1.1.
It allows the robots to switch among the tasks during their execution time. They
can change dynamically and independently their current task and move to work on
any other. For the kind of tasks we are considering in this thesis, where the task
is executed in discrete parts, the robot has the possibility to change its task each
time it ﬁnishes working on the current part of its task. Following dynamic allocation
technique relaxes the constraint for the robot to keep working on the same task. This
represents an eﬃcient solution, for example, in cases where the robot may encounter
parts of diﬀerent tasks on its working area, so it has the chance to switch. Dynamic
allocation provides the system with a high level of ﬂexibility while assigning the
robots to the diﬀerent tasks. However, it counts as an eﬃcient technique under the
constraint of having negligible switching costs among the tasks. In the following are
two cases where the switching costs among tasks can be considered as negligible.
• Tasks sharing the same physical area: robots can switch among the diﬀerent
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(a) (b)
Figure 4.14 – Figure (a) illustrates the dynamic allocation where the robots are allowed to
switch among the tasks during their execution times. Figure (b) illustrates the work the robots
accomplish on task Ti during their recursive visits to the task.
tasks with negligible costs when they are occupying the same physical area or
space since no additional traveling is needed. An example where this condition
is feasible is a multi-foraging task where several types of items need to be
retrieved by a swarm of robots to some home or nest. In case the items are
scattered on the same area, the robots can switch to work on any type of these
items without any extra switching costs.
• Switching times are negligible in comparison to the task execution times: In
cases where the execution times of the considered tasks are signiﬁcantly longer
than the average time required to travel among the tasks, the switching costs
can be considered as negligible.
Figure 4.14 illustrates an example of the dynamic allocation, where the robots are
free to change their current task to any other task as soon as they ﬁnish accomplish-
ing the current part of their task.
In the following, we assign the proper deﬁnitions of the swarm performance terms
in Figure 4.1 for the case of dynamic allocation:
• Swarm performance: In the context of dynamic allocation, swarm performance
is deﬁned as the amount of work accomplished on the task during a speciﬁed
time unit. For our time-constrained tasks, the swarm performance is amount
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of work accomplished up to the task deadline and it is denoted by θi(Di)
for task Ti. Let us use γik to denote the k-th contribution on task Ti. γik
represents the execution of the k-th part on task Ti. In case Q contributions
have been occurred on task Ti up to its deadline Di, the swarm performance
on task Ti can be calculated as the sum of all the contributions occurred up
to the deadline Di:
θi(Di) =
Q∑
k=1
γik (4.38)
• Constrained swarm performance: Under dynamic allocation, the constraint
associated with the swarm performance is associated with the amount of work
accomplished by the swarm up to the task deadline. The size of the task
represents the minimum amount of work that should be accomplished on the
task up to its deadline. This size is not necessary equal to the parts available
on the task to execute. Moreover, concerning the tasks we are considering in
this thesis, the parts of the task are regenerated continuously. The constraint
associated with the swarm performance on task Ti can be written as:
θi(Di) > Si
Q∑
k=1
γik > Si (4.39)
• Expected swarm performance: this calculates the expected value of the swarm
performance that will be achieved at the deadline Di. Since swarm perfor-
mance under dynamic allocation is deﬁned as the amount of work accomplished
by the robots up to the task deadline. The expected value of this performance
is the expected value of the discrete random variable which represents the
number of parts accomplished by the swarm up to the task deadline:
E(θi(Di)) = E(
Q∑
k=1
γik) (4.40)
• Probability of the constrained swarm performance: this represents the proba-
bility of the constraint in Equation (4.39):
Pr(θi(Di) > Si) = Pr(
Q∑
k=1
γik > Si) (4.41)
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This probability will be characterized by its probability density function and
its cumulative distribution function.
• Expected variance of swarm performance: this estimates the diﬀerence be-
tween the minimum performance required to be achieved at the deadline Di,
namely the task size Si and the expected performance to obtain at Di.
E(ψi) = Si − E(θi(Di))
= Si − E(
Q∑
k=1
γik) (4.42)
Figure 4.15 illustrates the substitution of the terms deﬁnitions, which were originally
depicted in Figure 4.1 for the case of dynamic allocation.
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Figure 4.15 – Assign the proper definitions to the swarm performance terms under dynamic
allocation.
4.5.1 Swarm Performance Modeling under Dynamic Alloca-
tion
[The work in this section was done in collaboration with Michele Pace.]
Swarm performance under dynamic allocation expresses the total amount of work
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accomplished by the swarm on the task up to its deadline. This amount of work
represents a random value which may belong to the continuous as well as to the
discrete space based on the kind of the considered task. For example, in the task
of pushing a box between two points by using a swarm of simple robots, the swarm
performance can be measured as the distance which the box has been traveled during
a speciﬁc period of time. The random value associated with the swarm performance
belongs, here, to the continuous space. However in a foraging task where items
should be retrieved by the robots, the swarm performance can be measured as
the number of retrieved items during a speciﬁc time unit. The random variable
associated with the swarm performance belongs, here, to the discrete space.
The tasks we are considering in this thesis consist of discrete parts where the size
Si represents the number of parts required to be accomplished on task Ti up to its
deadline Di. The cumulative work accomplished on any task up to its deadline will
be the sum of the individual contributions of the robots which worked on the task
up to its deadline, as deﬁned in Section 4.5, Equation (4.38).
The time required by a single robot to accomplish one part on task Ti is a continuous
random variable, which can be characterized by a task-speciﬁc mean µˆi and a task-
speciﬁc standard deviation σˆi. Figure 4.16 shows an example where three robots
R1, R2 and R3 are working on task Ti. The random times required by each robot to
accomplish individual parts are depicted using horizontal lines associated with the
robots’ colors. Each time a robot succeeds in ﬁnishing one part, the total number
of executed parts increased by one. The increment in the number of accomplished
parts over time is depicted in the lower part of Figure 4.16.
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Figure 4.16 – The evolution of the work on task Ti.
The evolution process of the amount of work accomplished on task Ti up to the
deadline Di represents a time-continuous stochastic process X(t). At the beginning
of the task execution, the process has the value zero, X(0) = 0, since no part is ac-
complished yet. After that, it starts to have discrete increments of the total number
of parts accomplished on Ti up to its deadline. This process is a counting process
of the discrete random number of parts accomplished during a speciﬁc time period
(the deadline). In addition, the increments of the number of parts accomplished in
disjoint intervals are independent from each other. If we have a look at the deﬁni-
tion of the Poisson process in Chapter 2.1, Section 2.2.2.1, we can conclude that the
Poisson process represents an appropriate model for the work progress over time on
the tasks we are considering in this thesis.
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4.5.2 Probability Analysis of the Constrained Swarm Perfor-
mance under Dynamic Allocation
The probability of interest, here, is the probability of completing the task up to its
deadline. This probability was given above in Section 4.5, Equation (4.41) as:
Pr(θi(Di) > Si)
where θi(Di) refers to the total number of parts (work amount) accomplished on
task Ti up to its deadline Di.
The increment of the number of parts accomplished over time is modeled using
a Poisson process with a task-speciﬁc rate as described in Section 4.5.1. It is well
known that the number of events counted by a Poisson process with the rate λ within
a time interval of the length t follows a Poisson distribution with the parameter λt.
Therefore the Probability of interest in Equation (4.41) can be calculated using the
cumulative distribution function of the Poisson distribution with the parameter λiDi
for task Ti as in the following :
Pr(θi(Di) > Si) = 1− Pr(θi(Di) < Si) (4.43)
= 1− e−λiDi
Si∑
k=0
(λiDi)
k
k!
On the other hand, the probability in Equation (4.41) is equivalent to the probability
of having the time required to accomplish Si parts being shorter than or equal to
the deadline Di. We use τi(Si) to denote the time required to accomplish Si parts
of task Ti. Hence, we can write the probability of Equation (4.41) as follows:
Pr(τi(Si) 6 Di)⇐⇒ Pr(θi(Di) > Si) (4.44)
The Poisson process used to model the work evolution on task Ti is characterized
with its speciﬁc rate λi. Let us denote the time between two consecutive events i−1
and i by ti. The occurrence time τn of the n-th event in a Poisson process is given
by (Ross, 2006):
τn =
n∑
k=1
tk (4.45)
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It is well known that the waiting times between consecutive events (inter-arrival
times) in a Poisson process with the rate λ, are exponentially distributed with the
same rate parameter λ. In addition, the sum of n random variables distributed
exponentially with the parameter λ, is a random variable that follows the Gamma
distribution with the shape parameter n and the rate λ. The random variable τn
in Equation (4.45) is the sum of n exponentially distributed random variables with
the parameter λ. Therefore, it will be distributed following the Gamma distribution
with the parameters n and λ and because n is discrete, the Gamma distribution can
be substituted with the Erlang distribution for the same parameters.
τn ∼ Erlang(n, λ)
The time we are interested to analyze probabilistically, in Equation (4.44), is the oc-
currence time of the Si-th event which is the time of achieving Si parts accomplished
on task Ti. Based on Equation (4.45), this time can be written as:
τi(Si) =
Si∑
k=1
tk (4.46)
This time follows the Erlang distribution with the parameters Si and λi, where Si
of task Ti and λi is the rate of the Poisson process which models the work evolution
on task Ti:
τ(Si) ∼ Erlang(Si, λi) (4.47)
Thus, the probability in Equation (4.44) represents the cumulative distribution func-
tion of the Erlang distribution and is given by:
Pr(τi(Si) 6 Di) = 1−
Si∑
k=0
(λiDi)
k
k!
e−λiDi (4.48)
We have presented two methods of calculating the probability in Equation (4.41)
based on the equivalence of the two probabilities in Eqaution (4.44). Both methods
have led to the same result in Equations (4.48) and (4.43).
Figure 4.17 illustrates the probability calculated by Equation (4.48) for λi = 5,
Di = 25 and Si ∈ [100, 150].
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Figure 4.17 – Probability Pr(τi(Si) 6 Di), for λi = 5, Di = 25 and Si ∈ [100, 150].
4.5.3 Performance Variance Estimation under Dynamic Al-
location
In this section, we estimate the variance between the swarm performance required to
be achieve at the task deadline and the swarm performance expected to be achieved
at the task deadline. The performance variance on task Ti is denoted by ψi and it
represents the diﬀerence between the task size and the number of parts expected
to be accomplished up to the task deadline. As mentioned in Section 4.5.1, the
work progress on the tasks is modeled using Poisson processes. It is well known
that the number of events counted by a Poisson process with a rate λ is distributed
during any time interval t, according to a Poisson distribution with the parameter
λt. Consequently, the number of parts accomplished up to the deadline will be
distributed as in the following:
θi(Di) ∼ Poisson(λiDi) (4.49)
The expected value of a random variable which follows a Poisson distribution with
the parameter λ is equal to λ. Therefore, the expected value of the random variable
associated with the swarm performance, θi(Di), is given by:
E(θi(Di)) = λiDi (4.50)
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After calculating the expected value of the swarm performance using Equation
(4.50), the expected variance can be calculated as the diﬀerence between the num-
ber of parts required to be accomplished Si and the expected number of parts to
execute. Equation (4.42) is used to calculate the expected value of the performance
variance as in the following:
E(ψi) =
{
Si − λi Di λi Di < Si
0 λi Di > Si
(4.51)
Figure 4.18 shows the expected swarm performance at the deadline Di = 10 when
the Poisson process which models the evolution of the work on the task has a varying
rate λ ∈ [1, 10]. In addition, the ﬁgure shows the averaged performance over 100
runs of Monte-Carlo simulation.
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Figure 4.18 – Comparison between the expected swarm performance and the simulated one
over 100 runs of Monte-Carlo simulation, the deadline is Di = 10. The Poisson process that
models the evolution of the work on the task has its rate within the range [1, 10].
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4.6 Conclusions
In this chapter, we have introduced the concept of swarm performance and the
inﬂuence of spatial interferences on it. After that, two kinds of allocations were
introduced: Static allocation and Dynamic allocation.
The static allocation is proposed to deal with tasks which are characterized by
their high switching costs. In this technique, the swarm performance on the task is
deﬁned as the total time dedicated by the robots up to the deadline of the task. The
robots assign themselves to the diﬀerent tasks at the beginning of the execution and
each robot determines, independently, the time it will dedicate to the selected task.
The constraint associated with the swarm performance is related to the minimum
threshold of the total time that should be dedicated to the task up to its deadline.
Dynamic allocation, on the other hand, allows the robots to switch among the tasks
during their execution time, as this technique is proposed for the tasks with negligible
switching costs. It provides a high level of ﬂexibility in assigning and reassigning the
robots among the diﬀerent tasks, which may improve the global performance of the
system. The swarm performance associated with the dynamic allocation is deﬁned
as the amount of work accomplished on the task up to its deadline. Therefore,
the constraint of the performance is related to the amount of work that should be
accomplished on the task up to its deadline.
The chapter has provided a probabilistic analysis of the constrained swarm perfor-
mance in both cases of static and dynamic allocations. In addition, it has presented
an estimation of the expected variance between the swarm performance required to
achieve and the expected performance to achieve both at the task deadline.
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Chapter 5
Task Allocation Design
Better never than late.
- George Bernard Shaw
In this chapter we present a set of task allocation strategies, developed for executing
time-constrained tasks by swarm robotics. The task deadlines are categorized into
hard deadlines, where executing the task after its deadline has no beneﬁt, and soft
deadlines, where continuing the execution of the task after its deadline is associated
with speciﬁc costs in terms of deteriorating performance quality.
In the previous chapter, two kinds of allocation techniques were introduced: Static
allocation for tasks with high switching costs and Dynamic allocation for tasks with
negligible switching costs. The task allocation strategies in this chapter are developed
in the context of both allocation techniques: Static and Dynamic.
The allocation strategies provide the robots of the swarm with the necessary input at
the beginning of the execution. After that, the robots assign themselves independently
and start to work fully autonomously on their selected tasks under the temporal
constraints of these tasks.
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5.1 Chapter Notations
• N : the number of robots used in the swarm (the swarm size).
• Ni: the number of robots assigned to task Ti.
• Ti: the i-th task of the task set which is required to be executed by the swarm.
• Di: the deadline of task Ti.
• Si: the size of task Ti. It represents the number of the task parts that are required to be
executed up to the task deadline.
• αi: It is used under static allocation technique and refers to the minimum threshold of the total
time that should be dedicated to task Ti by the robots.
• Pr(Ti): the execution probability of task Ti represents the probability of finish executing the
task at its deadline.
• βi: the priority of task Ti which reflects the tightness of its temporal constraint. It increases for
tasks with larger sizes or/and with earlier deadlines.
• µi: the mean time required by the swarm to accomplished one part of the task Ti.
• µˆi: the mean time required by a single robot to accomplish one part of task Ti.
• σˆi: the standard deviation of the random time required by a single robot to accomplish one part
of task Ti.
• Nopt: the number of robots which is associated with the highest performance can the swarm
achieve under the influence of spatial interferences on task Ti.
• θi(Di): the total amount of work accomplished on task Ti.
• θi(Di): the total amount of work accomplished on task Ti up to the deadline Di. It represents
the number of parts executed up to the deadline Di.
• λi: The rate of the Poisson process that models the work progress on task Ti over time when
dynamic allocation is considered.
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• λij : The rate of the Poisson process that models the work progress on task Ti over the j-th
activation period.
• ηj: The length of the task activation period j.
• piij : The probability used by the robots to switch from task Ti to task Tj.
• ψi: The swarm performance variance, which represents the difference between the swarm per-
formance required to be achieved and the expected performance to achieve at the task deadline.
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Based on the deﬁnition of hard-deadline tasks, the successful execution of any task
is achieved when the task is accomplished up to its deadline. In a stochastic system
such as swarm robotics, the amount of work accomplished on any task represents a
stochastic value that is inﬂuenced by a large set of factors including the number of
robots working on the task, the task speciﬁcation, the task environment, and other
factors. Therefore, no deterministic answer is available for the question concerning
the possibility of ﬁnish executing the task at its deadline. Hence, the answer to the
question of ﬁnish executing the task within its deadline is performed in a probabilistic
manner, where the probability of executing the task within its deadline is referred
to as the execution probability of the task. It was introduced in Chapter 4, Equation
(4.30) for static allocation and Equation (4.48) for dynamic allocation.
In traditional real-time systems, a hard-deadline task is considered as executable if
it can be accomplished before or at its deadline. In this thesis, we categorize the
hard-deadline task as executable when its has an acceptable execution probability
that is near to one, otherwise it is categorized as un-executable. The allocation
strategies developed in this chapter for hard-deadline tasks aim to perform an allo-
cation that maximizes the number of executable tasks by maximizing the tasks with
an acceptable execution probability. An acceptable execution probability of task Ti
is deﬁned as a probability near to one Pr(Ti) = 1− ǫ, where ǫ is a design parameter
that can be deﬁned for each task. For simplicity, we use the same value of ǫ for
all the considered tasks. The allocation strategy deals with tasks based on their
priorities which reﬂect their relative importance. In this thesis, the task importance
is based on the tightness of its time constraint, where this tightness increases for
tasks with larger sizes or/and earlier deadlines. A simple way of deﬁning such a task
priority is given by:
βi =
Si/Di∑M
k=1 Sk/Dk
(5.1)
where M is the number of tasks to execute, Si and Di are the size and the deadline
of task Ti, respectively.
In the following, we present the allocation strategies developed for hard-deadline
tasks under both static and dynamic allocation techniques.
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5.2.1 Task Allocation for Hard-deadline Tasks under Static
Allocation
Static allocation was proposed in Chapter 4, Section 4.4 as an allocation technique
for tasks characterized with their high switching costs. The robots’ assignment is
performed at the beginning of the execution and robots are prevented to switch
among the tasks after their initial allocation. The core idea of this technique is to
dedicate enough time in order to execute the task within its deadline. The total time
which can be dedicated to the task is inﬂuenced by: First, the number of robots
assigned to the task and Second, the parameters of the distribution associated with
the robots’ the activity times, see Chapter 4, Section 4.4.1. The constraint of the
swarm performance is to have the total time dedicated to the task equal to or greater
than a minimum threshold, deﬁned in Chapter 4, Equation (4.7) as in the following:
αi = Siµˆi(Ni)
where Si is the size of task Ti. and µˆi(Ni) is the mean time required by a single
robot to accomplish one part of task Ti when Ni robots are working on Ti.
The mean time µˆi required by a single robot to accomplish one part of task Ti is
inﬂuenced by the spatial interferences among robots, as illustrated in Chapter 4,
Section 4.3. Figure 4.2 (c) in the same section, shows an example of how the time
required by a single robot to accomplish a speciﬁc amount of work varies by changing
the number of robots. When the mean time µˆi changes, the minimum threshold αi
of the total time required to be dedicated to task Ti changes respectively. The
mean time µˆi can be estimated easily by performing short-term experiments on the
considered tasks.
The following inputs are available for the allocation strategy developed for hard-
deadline tasks under static allocation:
• The task deadlines;
• The task sizes;
• The mean time µi required to accomplish one part on task Ti by the swarm
under the spatial interferences. This mean is characterized over short-term
experiments for diﬀerent swarm sizes;
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• The probability distribution of the robots’ activity times: The probability
distribution used, here, is the exponential distribution. However, other dis-
tributions including the truncated-exponential can substitute the exponential
distribution by exchanging the proper probability density function and cumu-
lative distribution function.
The output of the allocation strategy includes:
• A list of the M ′ executable tasks under the hard-deadline constraints;
• The number of robots that should be assigned to each of the M ′ tasks and
consequently the assignment probability;
• The distribution parameters which will be used by each robot individually to
sample its activity time on the selected task.
The allocation strategy aims to maximize the number of executable tasks according
to the task priorities.
In the following, two allocation strategies are developed for hard-deadline tasks un-
der static allocation. The strategies are developed under two diﬀerent optimization
criteria.
5.2.1.1 Energy-aware Allocation for Hard-deadline Tasks under Static
Allocation
The limited life-time of robots’ batteries represents a critical restriction for executing
tasks with long-term deadlines. On the other hand, long-term deadline is a common
characteristic of robotic tasks. Under static allocation, the robots are assigned to the
tasks at the beginning of the execution and they keep working on their selected tasks
till their activity times are exceeded. Therefore, recharging their batteries during
the task execution is a non-trivial process. For this reason, energy-aware allocation
attempts to maximize the number of robots assigned to the diﬀerent tasks. This
allows to reach the required threshold of the total time that should be dedicated
to the task with shorter activity times. This strategy oﬀers two beneﬁts: First, it
increases the probability of performing the task during the life-time of the robots’
batteries. Second, it makes the swarm faster ready for further task executions.
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As we have seen in Chapter 4, Section 4.3, by increasing the number of robots
working on the task, the swarm performance increases till a speciﬁc swarm size is
reached. After that, the swarm performance starts to decrease inﬂuenced of the
spatial interferences among robots. The swarm size associated with the maximum
swarm performance is referred to as the optimal swarm size. Based on the swarm
performance behavior under the inﬂuence of spatial interferences, the energy-aware
strategy cannot assign a larger number of robots than the optimal number which
produces the maximum swarm performance on the considered task. Figure 5.2 shows
the direction of optimizing the number of assigned robots following the energy-aware
strategy.
Figure 5.1 – The optimal number of robots is depicted under the influence of spatial interfer-
ence. In addition to the optimization direction in case of applying the energy-aware strategy.
The following steps of the energy-aware strategy are performed oﬀ-line in order to
obtain the necessary parameters required for the task allocation.
• Priority assignment: The tasks are assigned their priorities, which are
calculated using Equation (5.1).
• Minimizing the task execution time: In this step, the average time re-
quired to accomplish individual parts of the task is minimized. This is done by
maximizing the number of robots assigned to the task, under two constraints:
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First, to not exceed the optimal number of robots that generates the maxi-
mum swarm performance under the inﬂuence of spatial interferences. Second,
to limit the number of assigned robots such that the sum of the robots assigned
to the diﬀerent tasks doesn’t exceed the swarm size.
We assume that the average time required to perform individual parts under
spatial interferences is estimated a priori by performing short-term experi-
ments with diﬀerent swarm sizes. The average time µi required to accomplish
an individual part on task Ti is a function of the number of assigned robots
Ni:
µi = f(Ni) (5.2)
The goal is to minimize µi for the M considered tasks by increasing Ni over
the range Ni ∈ [0, min(Nopt, N)].
The problem represents a multi-objective optimization of M objective func-
tions and as Ni represents a positive integer, this optimization belongs to the
class of non-linear integer programming. Additionally, the optimization should
be performed under the constraint of not exceeding the swarm size N .
minimize
Ni


µ1 = f(N1)
µ2 = f(N2)
...
µM = f(NM)
subject to:
M∑
i=1
Ni 6 N
The above M multi-objective optimization problem could be transferred into
a cumulative weighted objective function1. The weight which reﬂects the rel-
ative importance of each of the objective functions, here, is the priority of the
task associated with that objective function. Consequently, the optimization
1 A cumulative weighted objective function is constructed by summing up the objectives after
assigning appropriate weights to each of them based on their relative importance.
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problem can be expressed as in the following:
minimize
Ni
M∑
i=1
βiµi
subject to:
M∑
i=1
Ni 6 N
The output of this optimization for task Ti is as in the following:
– The maximum number of robots Ni that can be assigned to task Ti;
– The average time µi(Ni) required to accomplish one part on task Ti when
Ni robots are assigned to it. It is calculated by using Equation (5.2);
– The average time µˆi(Ni) required by a single robot to accomplish one
part on task Ti when Ni robots are assigned to it;
– The minimum threshold αi of the total time required to be dedicated to
task Ti. It is calculated by substituting µˆi(Ni) in Equation (4.7).
• Calculating the parameters of the activity time distribution: After the
number of robots which should be assigned to each of the tasks is optimized
and the associated time threshold αi is calculated, the next step is to ﬁnd out
the parameters related to the probability distribution of the robots’ activity
times.
This step includes two contradicting goals: First is to design the distribu-
tion parameters in order to minimize the length of the robots’ activity times,
and Second is to design the distribution parameters in order to maximize the
execution probabilities of the tasks. However, maximizing the execution prob-
ability of a task is achieved by increasing the total time dedicated to the task
up to its deadline, which is achieved by maximizing the robots’ activity times.
This contradicts the goal of the energy-aware strategy, namely, to minimize
the robots’ activity times for energy purposes.
First, the allocation strategy ﬁnds the parameters of the activity time distri-
bution that maximize the execution probability of the tasks by solving the
following optimization problem:
maximize
λi
Pr(Ti) = f(λi)
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The output of the optimization is:
– The set of executable tasks M ′, where each task belonging to this set has
an acceptable execution probability;
– The upper/lower bound of the parameter λi. This bound is applied to
tune λi in order to minimize the expected value of the robots’ activity
times on each of the executable tasks while preserving an acceptable
execution probability.
Second, the allocation strategy tunes the parameters of the activity time dis-
tribution to minimize the expected value of the robots’ activity times under
the constraint to preserving an acceptable execution probability of the tasks.
The optimization problem to solve is the following:
minimize
λi
E(ATi) = f(λi) ∀i ∈M ′
subject to: Pr(Ti) > 1− ǫ
The output of this step is the optimal parameters of the activity times distri-
bution.
• Tasks categorization: As the energy-aware strategy attempts to maximize
the number of robots assigned to each task, some tasks may receive more
robots than they need. Consequently, other tasks may suﬀer from a potential
lack in the number of robots assigned to them according to their priorities. In
order to handle this assignment problem, the tasks are categorized, based on
their execution probabilities, into: Granter tasks and Withholder tasks. The
granter tasks are tasks with an acceptable execution probability (Pr(Ti) >
1−ǫ), whereas the withholder tasks are the un-executable tasks with execution
probability (Pr(Ti) < 1 − ǫ). Since the granter tasks may have received more
robots than they need, they may be able to oﬀer robots to other un-executable
tasks without becoming un-executable themselves.
• Granting process: During this process, each granter task checks the number
of robots it can oﬀer, without becoming un-executable. This number of robots
is assigned to the withholder tasks based on their priorities, in order to increase
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their execution probabilities. After the granting process ﬁnishes, only tasks
with acceptable execution probabilities (Pr(Ti) > 1− ǫ) are executed since the
considered deadlines are hard.
• Assignment Probability: After ﬁnding out the number of robots that should
be assigned to each of the executable tasks, the probability used by the robots
to assign themselves to the executable tasks, which is referred to as the as-
signment probability, is calculated as in the following:
Pi =
Ni
N
(5.3)
The output of the energy-aware strategy includes:
• The set of executable tasks;
• The assignment probability associated with each of the executable tasks;
• The parameters of the activity times distribution;
• The execution probability of each executable task.
After obtaining the above output, the robots can start to assign themselves au-
tonomously to the tasks and each robot samples its own activity time under the
consideration of the task deadline. The robot’s activity time is a continuous ran-
dom variable sampled independently by each robot. For robot Rj working on task
Ti, the activity time dedicated under the task time constraint belongs to the range
ATij ∈ {0, min{Di, κj}}, where Di is the task deadline and κj is the time through
which robot Rj can still operate and it is computed based on its current battery
level. Figure 5.2 illustrates the diﬀerent steps of the energy-aware strategy, with
the inputs marked in red and the outputs marked in blue. The calculated steps
are performed oﬀ-line and the necessary part of the output to use by the robots is
marked with blue arrows.
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Figure 5.2 – Energy-aware strategy for hard-deadline tasks under static allocation.
The following is the pseudo-code of the energy-aware strategy:
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Algorithm 1 Energy-aware Strategy.
Input: Si, Di ,N , µi = f(Ni), ǫ
Output: solution Ni and solution λi
1: M ← tasks
2: Acceptable_Prob← 1− ǫ ⊲ % ǫ is a design parameter%
3: βi =
Si/Di∑M
j=1 Sj/Dj
⊲ % calculate the task priorities%
4: µˆi(Ni) = Niµi(Ni)
5: for i = 1 to M do
6: Nopt(i) = minimum
Ni
µi ⊲ % calculate the optimal robots number%
7: end for
8: lb(Ni)← 0
9: ub(Ni)← Nopt(i)
10: minimize
Ni
∑M
i=1 βiµi ⊲ % non-linear integer programming%
subject to:
∑M
i=1Ni 6 N
12: αi = µˆi(Ni)Si ⊲ % the time threshold for task Ti%
13: for i = 1 to M do
14: maximize
λi
(Pr(Ti) = f(Ni, αi, Di, λi))
15: while Pr(Ti) > Acceptable_Prob do
16: minimize
λi
E (ATi)
subject to: Pr(Ti) > Acceptable_Prob
18: end while
19: end for
20: for i = 1 to M do ⊲ % start granting process%
21: if Pr(Ti) < Acceptable_Prob then
22: add Ti to withholder task set W
23: else
24: add Ti to the granter task set G
25: end if
26: end for
85
5.2 Hard-deadline Tasks
27: w ← size of W
28: g ← size of G
29: if ((w > 0) & (g > 0)) then
30: order the withholder task set based on the task priorities
31: order the granter task set based on the task priorities
32: for j = 1 to w do
33: for k = 1 to g do
34: while (Pr(Tk) > Acceptable_Prob)
35: & (Pr(Tj) < Acceptable_Prob)
36: & (Nj < Nopt(Tj)) do
37: Nj = Nj − 1
38: Nk = Nk + 1
39: update µj(Nj), µk(Nk), αj , αk
40: maximize
λj
(Pr(Tj) = f(Nj, αj, Dj, λj))
41: maximize
λk
(Pr(Tk) = f(Nk, αk, Dk, λk))
42: end while
43: end for
44: end for
45: end if
46: for i = 1 to M do
47: if Pr(Ti) > Acceptable_Prob then
48: add Ti to the set of executable tasks
49: else
50: add Ti to the set of un-executable tasks
51: end if
52: end for
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5.2.1.2 Robots-aware Allocation for Hard-deadline Tasks under Static
Allocation
There are scenarios where the arrival times of the tasks are unknown a priori, hence
maximizing the number of robots assigned to the known tasks does not provide an
eﬃcient solution. In other scenarios, maximizing the number of robots assigned to
the task may lead to a potential miss in one deadline or more because of the limited
size of the swarm. Since the goal is to ﬁnish the task within its deadline and not
to speed up its execution, robots-aware strategy provides an eﬃcient mechanism
to assign the only required number of robots to the task under its time constraint.
The required number of robots can be deﬁned as the number of robots that allows
to obtain an acceptable execution probability of the task. This strategy results
in maximizing the number of free robots available in the swarm to participate on
newly arriving tasks. Robots-aware strategy can be applied smoothly when the life-
time of the robot’s battery is comparable to the execution time of the task or when
recharging robots during the tasks execution is possible.
The core idea of this strategy is to assign the minimum number of robots Ni required
by task Ti to be executed up to its deadline Di. Ni is an integer which takes its value
in the range of [0, min(Nopt, N)], where Nopt denotes the number of robots associated
with the maximum swarm performance under spatial interferences. Figure 5.3 shows
the direction of optimizing the number of robots under the robots-aware strategy.
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Figure 5.3 – The optimal number of robots is depicted under the influence of spatial inter-
ference. In addition to the optimization direction in case of robots-aware strategy.
The following steps of the robots-aware strategy are performed oﬀ-line in order to
obtain the necessary parameters required for the task allocation.
• Priority assignment: The tasks are assigned their priorities, which are
calculated using Equation (5.1).
• Maximize the task execution probability: The allocation strategy starts
with fulﬁlling the task needs of robots based on their priorities. Let Ncurrent
be the current number of robots available in the swarm and let Ti be the task
with the highest priority. The number of robots Ni assigned to task Ti is set to
min(Ncurrent, Nopt), where Nopt is the optimal number of robots deﬁned above.
As soon as Ni is calculated, the mean time µi(Ni) required to accomplish an
individual part on task Ti when Ni robots are assigned, in addition to the
threshold αi are calculated. Finally, the execution probability Pr(Ti) on task
Ti is maximized as a function of λi, where λi is the parameter of the activity
times distribution.
maximize
λi
Pr(Ti) = f(λi)
In case the optimized execution probability is an acceptable one (Pr(Ti) >
1− ǫ), the task is categorized as executable, otherwise it is un-executable.
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• Minimize the number of assigned robots: In case of robots-aware strat-
egy, the number of robots that is assigned to an executable task is minimized
while maintaining an acceptable execution probability. Finding the required
number of robots represents an optimization problem which belongs to the
class of the integer linear programming (ILP) (Papadimitriou & Steiglitz, 1982;
Williams, 2009) and can be expressed for the executable task Ti as in the fol-
lowing:
minimize Ni
subject to: Pr(Ti) > 1− ǫ
The mean time required by Ni robots to accomplish an individual part of task
Ti is updated for each tested Ni, in addition to the time threshold αi using
Equation (4.7). after that, the execution probability of task Ti is calculated
for the speciﬁed values of Ni and αi.
The output of this optimization is as in the following:
– The set of executable tasks M ′, where each task belonging to this set has
an acceptable execution probability;
– The minimized number of robots Ni to be assigned;
– The mean time µi(Ni) which is estimated under the inﬂuence of the spa-
tial interferences among the Ni robots assigned to task Ti;
– The average time µˆi(Ni) required by a single robot to accomplish one
part on task Ti when Ni robots are assigned to it;
– The minimum threshold αi of the total time required to be dedicated to
task Ti. It is calculated by substituting µˆi(Ni) in Equation (4.7).
• Calculating the parameter of the activity times distribution: the pa-
rameters of the activity times distribution are designed in order to maximize
the expected value of the robots’ activity times on each of the executable
tasks, while maintaining an acceptable execution probability. The optimiza-
tion problem is written as in the following:
maximize
λi
E(ATi) = f(λi) ∀i ∈M ′
subject to: Pr(Ti) > 1− ǫ
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The output of this step is the optimal parameters of the activity times distri-
bution.
• Assignment Probability: After ﬁnding out the number of robots that should
be assigned to each of the executable tasks, the probability used by the robots
to assign themselves to the executable tasks, which is referred to as the as-
signment probability, is calculated as in the following:
Pi =
Ni
N
(5.4)
The output of the robots-aware strategy includes:
• The set of executable tasks;
• The assignment probability associated with each of the executable tasks;
• The parameters of the activity times distribution;
• The execution probability of each executable task.
After obtaining the above output, the robots can start to assign themselves au-
tonomously to the tasks and each robot samples its own activity time under the
consideration of the task deadline. The robot’s activity time is a continuous ran-
dom variable sampled independently by each robot. For robot Rj working on task
Ti, the activity time dedicated under the task time constraint belongs to the range
ATij ∈ {0, min{Di, κj}}, where Di is the task deadline and κj is the time through
which robot Rj can still operate and it is computed based on its current battery
level. Figure 5.4 illustrates the steps of the robots-aware strategy, with the inputs
marked in red and the outputs marked in blue. The calculated steps are performed
oﬀ-line and the necessary part of the output to use by the robots is marked with
blue arrows.
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Figure 5.4 – Robots-aware strategy for hard-deadline tasks under static allocation.
The following is the pseudo-code of the robots-aware strategy:
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Algorithm 2 Robots-aware Strategy.
Input: Si, Di ,N , µi = f(Ni), ǫ
Output: solution Ni and solution λi
1: M ← tasks
2: Acceptable_Prob← 1− ǫ ⊲ % ǫ is a design parameter%
3: βi =
Si/Di∑M
j=1 Sj/Dj
⊲ % calculate the task priorities%
4: µˆi(Ni) = Niµi(Ni)
5: for i = 1 to M do
6: Nopt(i) = minimum
Ni
µi ⊲ % calculate the optimal robots number%
7: end for
8: order the tasks set based on their priorities
9: for i = 1 to M do
10: Ni = min(Nopt(i), Ncurrent)
11: if Ni > 0 then
12: µi(Ni) = f(Ni)
13: αi = Siµˆi(Ni)
14: Prmax(Ti)← maximize
λi
Pr(Ti)
15: if Prmax(Ti) > Acceptable_Prob then
16: add Ti to the set of executable tasks
17: minimize Ni
subject to: Pr(Ti) > Acceptable_Prob
19: update µˆi(Ni), αi, Pr(Ti)
20: maximize E (ATi)
subject to: Pr(Ti) > Acceptable_Prob
22: else
23: add Ti to the set of un-executable tasks
24: end if
25: end if
26: end for
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5.2.1.3 Scenario and Evaluation
Let us consider three tasks which are characterized by their hard deadlines D =
{100, 150, 300} time units. The switching costs among the tasks are considered to
be high, hence, the static allocation technique is applied. A homogeneous swarm
of N = 100 robots is used to execute the tasks under both: energy-aware and
robots-aware strategies.
The time required to accomplish one part by the swarm is assumed to be the same
for the three tasks. Figure 5.5 (a) shows how the mean of this time changes with
increasing the number of robots working on the task. On the other hand, the mean
of the time required by a single robot to accomplish one part is calculated and
depicted 5.5 (b). It shows how the mean time increases by increasing the number
of robots working on the task.
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(b) Time required by a single robot to ac-
complish one part.
Figure 5.5 – Swarm and single robot performance under spatial interferences.
Diﬀerent variants of the task sizes are examined as listed in the below table. In the
ﬁrst set, the task sizes are selected so that the three tasks have equal priorities. After
that, we start to increase the size of the ﬁrst task and consequently its priority will
increase while keeping the sizes of the other two tasks constant. We keep increasing
the size of the ﬁrst task until it becomes un-executable (with unacceptable execution
probability). The same is applied on the second and the third task, where we increase
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the size of each of them separately until it becomes un-executable, while keeping the
sizes of the other tasks constant.


Sizes T1 T2 T3
S1 : 10 15 30
S2 : 20 10 10
S3 : 50 10 10
S4 : 100 10 10
S5 : 10 30 10
S6 : 10 90 10
S7 : 10 120 10
S8 : 10 150 10
S9 : 10 10 50
S10 : 10 10 150
S11 : 10 10 200
S12 : 10 10 300


The tasks priorities are calculated using Equation (5.1) and depicted in Figure 5.6.
The task priorities sum up always to 1.
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Figure 5.6 – Tasks priorities calculated based on Equation (5.1) for the different variants of
task sizes.
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The optimal number of robots which is associated to the maximum swarm perfor-
mance is Nopt = 50 for the three tasks as we can see in Figure 5.5 (a). Nopt is applied
as an upper-bound for the number of robots which could be assigned to the tasks.
Since the mean time required to accomplish one part on any of the considered tasks,
varies while changing the number of robots, hence it is calculated after the number
of robots to assign is determined. This mean is used later to obtain the threshold
of the total time that should be dedicated to the task up to its deadline.
Figure 5.7 shows number of robots assigned to the diﬀerent tasks. Figure 5.7 (a)
according to the energy-aware strategy and Figure 5.7 (b) according to the robots-
aware strategy.
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(a) Under energy-aware strategy.
S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12
0
10
20
30
40
50
60
70
80
90
100
Simulations over all examined variants of task sizes
As
si
gn
ed
 n
um
be
r o
f r
ob
ot
s
 
 
T1 T2 T3
(b) Under robots-aware strategy.
Figure 5.7 – The number of robots assigned to each of the 3 tasks when a swarm of N = 100
robot is used to execute the different variants of the task sizes.
For energy-aware strategy, the number of robots assigned to the task is maximized
under the upper-bound Nopt = 50. In cases where the sum of the activity times
dedicated by Nopt robots to task Ti, is shorter than the threshold αi and consequently
is not enough to execute the task within its deadline, the task is marked as un-
executable. We can see this in Figure 5.7 when no robot is assigned to the task. For
robots-aware strategy, the number of robots assigned to the task is minimized.
Figures 5.8 and 5.9 show the threshold of the total time that should be dedicated
to each of the three tasks, under both energy-aware and robots-aware strategies,
respectively. They show how this threshold varies over the examined variants of
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task sizes as the number of assigned robots Ni in addition to the size of the task Si
both change. The threshold is not depicted in the ﬁgures for un-executable tasks.
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(c) On task T3.
Figure 5.8 – The threshold αi associated with the total time required to be dedicated to the
task. It is calculated over the different variants of the task sizes under energy-aware strategy.
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Figure 5.9 – The threshold αi associated with the total time required to be dedicated to the
task. It is calculated over the different variants of the task sizes under robots-aware strategy.
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Figures 5.10 and 5.11 show the execution probability associated with each of the
three tasks over the examined variants of task sizes. The execution probability is
equal to 1 when the total time dedicated to the task up to its deadline is equal to
or greater than the minimum threshold. The execution probability is 0 otherwise.
The execution probabilities of the tasks are averaged over 1000 runs of Monte-Carlo
simulation and depicted in addition to the calculated execution probabilities in the
ﬁgures 5.10 and 5.11 for both energy-aware and robots-aware strategies respectively.
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(c) On task T3.
Figure 5.10 – The execution probability Pr(Ti) of the three tasks for the of different variants
of the task sizes under energy-aware strategy.
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Figure 5.11 – The execution probability Pr(Ti) of the three tasks for the of different variants
of the task sizes under robots-aware strategy.
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Finally we perform a comparison between the two strategies concerning the two
following criteria: First, the average time spent by the swarm operating on the
tasks before the whole swarm is free and available again. Second, the total number of
robots in operation, which refers to the sum of robots working on the diﬀerent tasks.
For the comparison to be fair, we select the task sets where both strategies agree on
the execution probabilities of their tasks. From Figures 5.10 and 5.11, we can see
that the two strategies agree on the execution probabilities associated with the task
sets: {S1, S2, S4, S5, S6, S8, S9, S10, S12}. Therefore, the comparison between the
two strategies is applied over the task sets: {S1, S2, S4, S5, S6, S8, S9, S10, S12}.
Figure 5.12 (a) shows how the energy-aware strategy outperforms the robots-aware
strategy, concerning the average time required to ﬁnish the complete set of exe-
cutable tasks and to have the whole swarm free again. This expresses the motiva-
tion behind developing the energy-aware strategy, namely, to cope with the limited
life-time of robots’ batteries and to make the swarm available for further tasks as
soon as possible. Figure 5.12 (b), on the other hand, shows how the robots-aware
strategy outperforms the energy-aware one, concerning the number of free robots
available continuously and ready for any new demand.
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(a) The average time to finish the 3 tasks.
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Figure 5.12 – A comparison between energy-aware and robots-aware allocation strategies.
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5.2.2 Task Allocation for Hard-deadline Tasks under Dynamic
Allocation
As mentioned in Chapter 4, Section 4.5, dynamic allocation is the technique de-
veloped for time-constrained tasks with negligible switching costs. It provides the
system with a high level of ﬂexibility in assigning and reassigning the robots among
the tasks during their execution time. In addition it relaxes the constraint of work-
ing on the same task, therefore, in cases where the robot may encounter parts of
diﬀerent tasks it can execute them. Swarm performance under dynamic allocation,
is deﬁned as the amount of work (the number of parts) accomplished by the swarm
during a speciﬁc time period. The progress of this performance over time is modeled
using the well-known Poisson process with a task-speciﬁc rate, see Chapter 4 Section
4.5.1.
The allocation strategy developed under dynamic allocation should govern the av-
erage number of robots working on the task in order to obtain a particular progress
rate that respects the time constraint of that task (the deadline).
We assume that the average time required to accomplish individual parts on the
considered tasks can be estimated easily via short-term experiments or computer
simulations. The inputs for the allocation strategy are:
• The task deadlines;
• The task sizes;
• The mean time µi required to accomplish one part on task Ti by the swarm
under the spatial interferences. This mean is characterized over short-term
experiments for diﬀerent swarm sizes.
The output of the allocation strategy will be a probability matrix of the following
form:
Pm,m =


p1,1 p1,2 · · · p1,m
p2,1 p2,2 · · · p2,m
...
...
. . .
...
pm,1 pm,2 · · · pm,m


where pi,j is the probability of switching from task Ti to task Tj .
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The robots use this matrix to allocate themselves to the diﬀerent tasks, indepen-
dently without any central control. Following the given allocation matrix, the
progress rate on each of the considered tasks, respects the time constraint of that
task.
The allocation strategy aims to maximize the number of executable tasks according
to the task priorities.
Before explaining the details of the allocation strategy for hard-deadline tasks under
dynamic allocation, we present how the individual robot’s behavior and the global
swarm performance are modeled.
5.2.2.1 Semi-Markov Model for Individual Robots’ Behavior
The behavior of individual robots under dynamic allocation can be described as fol-
lows: Each robot selects one of the tasks to work on. The robots starts to accomplish
parts of their selected tasks and each time the robot ﬁnishes executing one part, it
has the possibility to switch to another task or to continue on the same task. The
average time required by the robot to accomplish one part of task Ti, is denoted by
µˆi, and is assumed to be known a priori.
The robot with the above-described behavior can be modeled as an individual pro-
cess over M states (tasks). Each of the deﬁned processes can visit the diﬀerent
states continuously during the execution time of the tasks. It stays in the visited
task for a random time, namely, the time required to accomplish one part of that
task whose mean is known a priori. After executing one part of the current task,
the robot chooses the next task (state) to visit and the choice is made among the M
tasks including its current one. The described process associated with each robot
represents a Semi-Markov process (Ross, 2006). The robots choose the next task
based on a probability matrix referred to as the decision matrix. The decision matrix
describes the limiting probabilities or also known as the invariant measure, which
will be used by the individual robots to switch between any pair (Ti,Tj) of tasks as
illustrated in Figure 5.13.
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Pm,m =


p1,1 p1,2 · · · p1,m
p2,1 p2,2 · · · p2,m
...
...
. . .
...
pm,1 pm,2 · · · pm,m


Figure 5.13 – The Markov chain associated with the tasks and its decision matrix.
The semi-Markov process associated with the behavior of individual robots has
an invariant (limiting) probability measure, πi, which is obtained by solving the
following system:
πi =
M∑
j=1
πjpj,i where
M∑
i=1
πi = 1 (5.5)
πi represents the proportion of transitions that take the robots into task Ti. There-
fore, the proportional time the robot spends at task Ti, when µˆi is the mean time
the robot spends at task Ti at each visit to this task, is given by:
τi =
πiµˆi∑M
j=1 πjµˆj
(5.6)
However, for time-constrained tasks, we are interested in the time spent by the robot
on task Ti up to the deadline Di. This time is denoted by τi(Di) and can be obtained
by using Equation (5.6) as in the following:
τi(Di) =
πiµˆi∑M
j=1 πjµˆj
Di (5.7)
When a swarm of N robots is used to execute the M tasks and each single robot
is modeled as a semi-Markov process with the above-described behavior, the total
time τi(N,Di) spent on task Ti up to its deadline Di can be calculated as follows:
τi(N,Di) =
πiµˆi∑M
j=1 πjµˆj
DiN (5.8)
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Consequently, the number of times ni(N,Di) at which task Ti is expected to be
visited up to its deadline Di by a swarm of N robot, is given by:
ni(N,Di) =
πi∑M
j=1 πjµˆj
DiN (5.9)
The rate of visits λi to task Ti within the deadline Di by the swarm of N robots
which represents at the same time the number of parts expected to be accomplished
on Ti up to its deadline, is given by dividing Equation (5.9) by the duration of the
deadline:
λi =
πi∑M
j=1 πjµˆj
N (5.10)
5.2.2.2 Poisson Model for Swarm Performance
The evolution of swarm performance under dynamic allocation over time is modeled
using the Poisson process, see Chapter 4 Section 4.5.1. The rate of the Poisson
process should be designed to respect the deadline of the task on which it models
the performance progress.
On the other hand, time-constrained tasks are marked as inactive when one of the
two following conditions is valid: when the task is executed even if the task deadline
has not been reached yet, or, when the deadline of the task is reached. Otherwise,
the task is marked as active. In case of hard deadlines, robots work on the task as
long as the task is active and they stop when it becomes inactive. Therefore, the
number of robots available to be assigned varies based on the number of current
active tasks. Hence, we divide the time between the start of the tasks execution and
the largest deadline into periods, where the length ηi of the ith period is given by:
ηi = Di −Di−1 ∀i ∈ {2, . . . ,M} (5.11)
where η1 = D1. In general, the number of active tasks decreases over consecutive
periods and consequently the number of robots available to be reassigned increases.
Therefore, the rates of the Poisson processes, which are associated with the active
tasks, change over the periods as we can see in Figure 5.14.
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Figure 5.14 – The Poisson rates over the activation periods of the tasks.
We link each rate λij on task Ti to an individual Poisson process, which models the
progress of the swarm performance θij over the jth period of task Ti. Thus, we have:
θij ∼ Poisson(λij ηj)
It is well-known that the sum of Poisson processes is a Poisson process with the
rate equal to the sum of the rates associated with the summed up processes. Conse-
quently, the progress of the total amount of work accomplished on task Ti is modeled
as a Poisson process with the rate equal to the sum of the rates of the individual
Poisson processes modeling the work progress θi over the diﬀerent periods of task
Ti:
θi ∼ Poisson(
i∑
j=1
λij ηj) ∀i ∈ {1, . . . ,M} (5.12)
5.2.2.3 Task Allocation Strategy for Hard-deadlines under Dynamic Al-
location
Since hard-deadline tasks are tasks where the correctness of the results is associated
with accomplishing the tasks within their deadlines. The developed allocation strat-
egy aims to perform the robots’ assignment such that the number of met deadlines,
is increased. For a stochastic system such as swarm robotics, the task execution
is analyzed in terms of the execution probability, which is the probability of ﬁnish
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executing the task before or at its deadline. Consequently, the allocation strategy
aims to maximize the number of tasks with acceptable execution probability.
The allocation strategy generates a decision matrix which holds the probabilities
used by the robots to assign themselves independently among the diﬀerent active
tasks in the current period. As mentioned in Section 5.2.2.2, the Poisson process
which models the swarm performance on task Ti has a rate equal to the sum of
the rates associated with the Possion processes which model the work progress on
the task over all its activation periods, Equation (5.12). Based on the deﬁnition
of the Poisson process with the rate λ, the random number of events generated
within the time period, δt, follows the Poisson distribution with the parameter
λδt. Consequently, the probability of accomplishing an amount of parts equal to
or greater than Si up to the deadline Di, can be calculated using the cumulative
distribution function of the Poisson distribution:
Pr(θi > Si) = 1− Pr(θi < Si)
= 1− Pr(θi 6 (Si − 1))
= 1−
[
ezi
Si−1∑
j=0
zji
j!
]
(5.13)
where zi is the rate of the Poisson process which models the work progress on task
Ti and is calculated using Equation (5.12):
zi =
i∑
k=1
λik ηk ∀i ∈ {1, . . . ,M} (5.14)
On the other hand, the rate at which the work is progressing on a speciﬁc task
was calculated in Section 5.2.2.1 using Equation (5.10). This equation is used to
calculate the rate of work progress on task Ti over any period j with the length ηj
as in the following:
λij =
πij∑M
c=j πcjµˆc
N ∀i ∈ {1, . . . ,M},∀j ∈ {1, . . . ,M} (5.15)
By substituting Equation (5.15) in Equation (5.14) we have:
zi =
i∑
k=1
(
πik∑M
c=k πckµˆc
ηk
)
N ∀i ∈ {1, . . . ,M} (5.16)
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Now we can substitute Equation (5.16) in Equation (5.13) to calculate the proba-
bility of accomplishing at least Si parts of task Ti up to the deadline Di:
Pr(θi > Si) = 1−

e
∑i
k=1

 πik∑M
c=k πckµˆc
ηk

 N Si−1∑
j=0
(∑i
k=1
(
πik∑M
c=k πckµˆc
ηk
)
N
)j
j!


(5.17)
The following steps of the developed strategy for hard-deadline tasks under dy-
namic allocation, are performed oﬀ-line in order to obtain the necessary parameters
required for the task allocation.
• Priority assignment: The tasks are assigned their priorities, which are
calculated using Equation (5.1).
• Calculate the decision matrices: In this step the set of executable tasks
(with execution probabilities Pr(Ti) > 1 − ǫ) is calculated, in addition to
the decision matrix (transition probability matrix for each activation period).
The allocation strategy exploits the available swarm to maximize the execu-
tion probability of each task based on its priority. The execution probability
of task Ti is calculated as in Equation (5.17). Therefore, this equation rep-
resents the objective function we need to maximize for each of the M tasks.
The optimization process searches for the limiting probabilities πij (transition
probability) associated with task Ti over all the periods where this task is
active. The optimization problem can be written as in the following:
Maximize
piij


Pr(T1) = f(π11)
Pr(T2) = f(π21, π22)
...
Pr(TM) = f(πM1, πM2, . . . , πMM)
This represents a multi-objective optimization problem which can be solved
by introducing the cumulative weighted objective function. The weights re-
ﬂect the tightness of the time constraints of the diﬀerent tasks. Hence, the
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task priorities are used as the weights associated with the diﬀerent objective
functions:
Maximize
piij
M∑
i=1
βi Pr(Ti) j ∈ [1, i]
After performing the optimization process, the tasks are categorized into: ex-
ecutable tasks with execution probability near to one and un-executable tasks
with the execution probability out of the acceptable range.
The allocation strategy starts by eliminating the un-executable task with the
lowest execution probability and repeats the step for the resulting task set.
The step is repeated until the task set includes only executable tasks or it
becomes empty.
• Minimize the number of assigned robots: After the set of executable
tasks has been found, the allocation strategy aims to minimize the number of
robots assigned to the executable tasks. This minimization has two advan-
tages: First, it reduces the spatial interferences among robots by reducing the
robots assigned to the task. Second, since the swarm size may be considerably
larger than needed, minimizing the number of operating robots allows to pre-
serve robotic resources for other purposes such as fault-tolerance or executing
new arrived tasks. Minimizing the number of robots is performed under the
constraint of maintaining an acceptable execution probability for each of the
executable tasks. This optimization problem belongs to the class of Integer
linear programming (ILP) problems. It can be expressed as in the following:
Minimize N
subject to:


Pr(T1) > 1− ǫ
Pr(T2) > 1− ǫ
...
Pr(TM ′) > 1− ǫ
M ′ denotes the number of the executable tasks calculated in the previous step.
The output of the allocation strategy developed for hard-deadline tasks under dy-
namic allocation includes:
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• The set of executable tasks;
• The decision matrices which hold the transition probabilities among the tasks
during all their activation periods;
• The execution probability of each executable task.
After obtaining the above output, the robots can start to assign themselves au-
tonomously to the tasks and switch among them each time they ﬁnish executing
an individual part of their current task. The initial robots’ assignment to the exe-
cutable tasks and the later decision of their next task is performed by each robot,
independently, using the decision matrix. Figure 5.15 illustrates the steps of the
strategy, with the inputs marked in red and the outputs marked in blue. The cal-
culated steps are performed oﬀ-line and the necessary part of the output to use by
the robots is marked with blue arrows.
Figure 5.15 – The task allocation strategy for hard deadlines under dynamic allocation.
The following is the pseudo-code of the allocation strategy developed for hard-
deadline tasks under dynamic allocation:
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Algorithm 3 Strategy developed for hard-deadline tasks under dynamic allocation.
Input: Si, Di ,N , µˆi = f(Ni)
Output: solution PM ′,M ′
1: M ← tasks
2: Acceptable_Prob← 1− ǫ ⊲ % ǫ is a design parameter%
3: βi =
Si/Di∑M
j=1 Sj/Dj
⊲ % calculate the task priorities%
4: ηi = Di −Di−1 ∀i ∈ {2, . . . ,M} ⊲ % task activation periods%
5: for i = 1 to M do ⊲ % the rate of the Poisson process using Eq. (5.16)%
6: zi ←
∑i
k=1
(
πik∑M
c=k πckµc
ηk
)
N ∀i ∈ {1, . . . ,M}
7: Pr(θi > Si) = 1−
[
ezi
∑Si−1
j=0
zji
j!
]
⊲ % Eq. (5.13)%
8: end for
9: while M is not Empty do
10: maximize
piij
∑M
i=1 βi Pr(θi > Si)
11: for i = 1 to M do
12: if Pr(Ti) > Acceptable_Prob then
13: add Ti to the set of executable tasks
14: else
15: add Ti to the set of un-executable tasks
16: end if
17: end for
18: if M includes un-executable tasks then
19: Update M by removing the un-executable task with the lowest execution
probability
20: else
21: Break
22: end if
23: end while
24: M ′ = M
25: Maximize N
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5.2.2.4 Scenario and Evaluation
Let us consider three tasks which are characterized by their hard deadlines D =
{500, 1000, 1500} time units and their negligible switching costs. Therefore, the
dynamic allocation is the proper technique to be applied. A homogeneous swarm of
N = 100 robots is used to execute the tasks. Diﬀerent variants of the task sizes are
examined as listed in the below table, where each line holds a new variant of the
task sizes.


Sizes T1 T2 T3
S1 : 300 600 900
S2 : 450 450 750
S3 : 200 1000 700
S4 : 250 450 1400
S5 : 750 240 350
S6 : 750 240 500
S7 : 1000 240 500
S8 : 1000 500 500
S9 : 1000 1000 500
S10 : 1000 1000 1000


The tasks priorities are calculated for each variant of the task sizes using Equation
(5.1) and are depicted in Figure 5.16. The task priorities sum up to always to 1.
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Figure 5.16 – Tasks priorities calculated based on Equation (5.1) for the different variants
of sizes.
Figure 5.17 depicts the calculated transition probabilities which are used by the
robots, independently: Figure 5.17 (a) in the ﬁrst activation period [0 − 500], in
Figure 5.17 (b) in the second activation period [500− 1000], and in Figure 5.17 (c)
in the third activation period [1000− 1500].
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(a) In the first time period.
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(b) In the second time period.
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(c) In the third time period.
Figure 5.17 – The transition probabilities of the three tasks over their activation periods.
As we can notice in Figure 5.17, task T1 is inactive over the second and the third
activation periods, therefore, the transition probability of this task in the second
and the third activation periods are zeros for all the examined variants of the task
sizes. The same applies for task T2 over the third activation period, where all robots
are assigned to task T3 and the probability to select task T3 becomes equal to 1.
The execution probabilities of the tasks are maximized by the allocation strategy as
explained in Section 5.2.2.3. The tasks with acceptable execution probabilities (near
to one), are categorized as executable tasks whereas the others as un-executable.
After that, the swarm size is minimized to reduce the robots’ interferences and to
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increase the size of free robots. The minimization is performed under the constraint
of preserving an acceptable execution probability of the executable tasks. Figure
5.18 shows the number of robots N , which are used to execute each variant of the
task sizes.
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Figure 5.18 – The swarm size optimized to be used for each set of the examined task sizes.
Finally, Monte-Carlo simulations are used to verify the robots’ allocation results,
where the calculated decision matrices of the diﬀerent activation periods are used
by the robots to allocate themselves to the diﬀerent tasks. After selecting task
Ti, each robot requires a time with the mean µˆi to perform one part of task Ti
before it selects its next task based on the decision matrix of the current activation
period. The time required to accomplish an individual part is assumed to have
the mean µˆi = 50 and the standard deviation σˆi = 0.0001. The empirical execution
probabilities are averaged over 100 runs of Monte-Carlo simulation and are compared
to the calculated probabilities in Figure 5.19 for the three considered tasks.
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(a) On task T1.
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(b) On task T2.
 S1 S2 S3 S4 S5 S6 S7 S8 S9 S10  
0
1
Simulations over all examined variants of task sizes
Ex
ec
ut
io
n 
pr
ob
ab
ilit
y 
of
 ta
sk
 3
 
 
Theoretical
Empirical
(c) On task T3.
Figure 5.19 – The execution probability Pr(Ti) of the three tasks for the different variants of
task sizes under dynamic allocation.
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5.3 Soft-deadline Tasks
Soft-deadline tasks are such tasks where missing the deadline is not related to the
correctness of the results but to their quality. In other words, missing a soft deadline
of a speciﬁc task reduces the quality of the system performance and this is associated
normally with particular costs. The costs increase when the unprocessed part of the
task at its deadline increases.
Planning the execution of time-constrained tasks on a stochastic system such as
swarm robotics is a critical process, especially for hard deadlines as missing them
violates the correctness of the results. Soft deadlines represent a more tolerant kind
of deadlines to be executed by swarm robotics. In the case of soft deadlines, the
robots can continue working on the task even after its deadline is expired, however,
particular costs will be encountered. These costs are calculated based on the size of
task, which remains unprocessed at the task deadline.
Since swarm performance was deﬁned diﬀerently under static and dynamic alloca-
tions, see Chapter 4, Section 4.4 and Section 4.5, therefore the costs associated with
missing a soft deadline are deﬁned diﬀerently for static and dynamic allocations.
For static allocation, the costs are associated with the time missed to be dedicated
to the task before its deadline is reached. The expected value of this time represents
the diﬀerence between the minimum threshold of the total time that should be ded-
icated to the task up to its deadline and the expected time that will be dedicated
to the task up to its deadline Di. It was calculated in Chapter 4, Equation (4.10)
for task Ti as:
E(ψi) = αi − E(τi(Di))
For dynamic allocation, the costs are associated with the number of parts which
remains unprocessed at the task deadline. The expected value of this work amount
represents the diﬀerence between the task size and the expected amount of parts
which is accomplished at the task deadline. It was calculated in Chapter 4, Equation
(4.42) for task Ti as:
E(ψi) = Si − E(θi(Di))
The expected values calculated above are referred to as the performance variance
and the quality of the system performance increases by decreasing this performance
variance. Consequently, the goal of the allocation strategy for soft-deadline tasks, is
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to assign the robots such that, the performance variance on all the tasks is minimized
based to their priorities. The optimal performance is achieved when no costs are
present, i.e. when the performance variance on each task is equal to zero.
In the following, we present the allocation strategies developed to allocate a swarm
of robots to a set of soft-deadline tasks under both techniques of static and dynamic
allocation.
5.3.1 Task Allocation Strategy for Soft-deadline Tasks under
Static Allocation
Under static allocation, the robots sample individual activity times and dedicate
them to the selected tasks. They work during their activity times and as soon as
these are expired, the robots become inactive. As we have seen in Chapter 4 Section
4.4.1, there are diﬀerent probability distributions which can be used for the robots’
activity times. In this section, we consider the exponential distribution, however,
using any other distribution is possible by substituting with the proper probability
functions.
In the same Chapter 4 in Section 4.4.3, the expected variance in the swarm per-
formance was presented associated with the exponential distribution of the robots’
activity times and was calculated as in the following:
E(ψi) =


αi − Ni
λi
for
Ni
λi
< αi
0 for
Ni
λi
> αi
where αi is the minimum threshold of total time that should be dedicated to task
Ti up to its deadline. Ni is the number of robots assigned to task Ti, and λi is the
rate parameter of the exponential distribution used to sample the robots’ activity
times.
As mentioned above for soft deadlines, the robots can continue to execute the tasks
even after their deadlines have been exceeded. This occurs when the total time
which should be dedicated to the task is not reached within the deadline, hence,
the robots continue to work and stop only when the required time is dedicated.
Executing the task after its deadline being exceeded is associated with speciﬁc costs
which are higher for tasks with higher priorities.
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The allocation strategy, developed here, aims to assign the robots to the tasks such
that the part of time which is missed to be dedicated up to the deadline, is minimized
for all tasks based on their priorities. In other words, the goal is to minimize the
expected variance of the swarm performance which is deﬁned in the equation above
as:
E(ψi) = αi − Ni
λi
= Siµˆi(Ni)− Ni
λi
As we can notice in the above-equation, increasing the number of assigned robots
Ni will increase obviously the second term of the right-side, namely
Ni
λi
. However,
it will also increase the ﬁrst term, αi, which is calculated as αi = Siµˆi(Ni), where
µˆi(Ni) represents an exponentially increasing function of Ni. In order to eliminate
this contradiction while searching the solution state-space to minimize E(ψi), we
could express the variance of the swarm performance as the diﬀerence between the
time required to accomplish the Si parts by the swarm and the time which the swarm
is expected to dedicate to task Ti. The time required by the swarm to accomplish
Si part of task Ti can be calculated as Siµi(Ni), where µi(Ni) is the mean time
required by the swarm of size Ni to accomplish one part of task Ti. On the other
hand, when the robots sample their activity time from an exponential distribution
with the rate λi, the time which the swarm is expected to dedicate to task Ti is given
by
1
λi
. Consequently, the objective function associated with task Ti which needs to
be minimize can be written as in the following:
E(ψ′i) = Siµi(Ni)−
1
λi
(5.18)
The ﬁnal formula of the objective function will be as in the following:
E(ψ′i) =


Siµi(Ni)− 1
λi
for
1
λi
< Siµi(Ni)
0 for
1
λi
> Siµi(Ni)
This represents a multi-objective optimization problem with M objective functions.
Each objective function is associated with one of the tasks and aims to minimize
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the costs associated with executing that task after its deadline is exceeded. This
optimization is performed under the constraint of the limited swarm size.
minimize
Ni,λi


E(ψ′1) = f(N1, λ1)
E(ψ′2) = f(N2, λ2)
...
E(ψ′M ) = f(NM , λM)
subject to:
M∑
i=1
Ni 6 N
Each of the above optimization problems represents a mixed-integer non-linear op-
timization one where λi is the rate parameter of the exponential distribution of the
robots’ activity times and the integer number Ni is the number of robots which
should be assigned to task Ti. Ni belongs to the range [0, min(Nopt, N)], where Nopt
represents the optimal number of robots that produces the maximum performance
on task Ti under the inﬂuence of spatial interferences. For simplicity, Nopt is assumed
to be the same over all tasks. Ni and the parameter λi should be selected such that
the time missed to be dedicated to the task within its deadline, is minimized. The
output of this optimization is the assignment probability associated to the diﬀerent
tasks and which is calculated as in the following:
Pi =
Ni
N
and the parameters λi, of robots’ activity time distribution.
The above multi-objective optimization problem is solved oﬀ-line. It is solved
through building a single optimization problem by constructing the cumulative
weighted objective function. We sum the M objective functions, where each is
weighted by the priority of its task as in the following:
minimize
Ni,λi
M∑
i=1
βiE(ψ
′
i)
subject to:
M∑
i=1
Ni 6 N
After obtaining the above output, the robots can start to assign themselves au-
tonomously to the tasks and each robot samples its own activity time under the
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consideration of the task deadline. Figure 5.20 illustrates the steps of the allocation
strategy developed for soft-deadline tasks under static allocation with the inputs
marked in red and the outputs marked in blue. The calculated steps are performed,
as mentioned above, oﬀ-line and the output to use by the robots is marked with
blue arrows.
Figure 5.20 – The task allocation strategy for hard deadlines under static allocation.
The following is the pseudo-code of the allocation strategy for soft-deadline tasks
under static allocation:
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Algorithm 4 The allocation strategy for soft-deadline tasks under static allocation.
Input: Si, Di ,N , µi = f(Ni)
Output: solution Ni and solution λi
1: M ← tasks
2: βi =
Si/Di∑M
j=1 Sj/Dj
⊲ % calculate the task priorities%
3: for i = 1 to M do
4: Nopt(i) = minimum
Ni
µi ⊲ % calculate the optimal robots number%
5: E(ψ′i) = max(0, Siµi(Ni)−
1
λi
)
6: end for
7: minimize
∑M
i=1 βiE(ψ
′
i)
subject to:
∑M
i=1Ni 6 N
5.3.1.1 Scenario and Evaluation
Let us consider an example of three tasks which can be characterized with their
sizes {500, 700, 1000} parts and their soft deadlines Di = {50, 200, 600} time units.
We use a homogeneous swarm of an increasing size to execute this set of tasks.
The swarm size varies over the range [5− 150] robots, with an increment-step of 10
robots.
The time required to accomplish one part by the swarm is assumed to be the same
for the three tasks. Figure 5.5 (a) (page 93) shows how the mean of this time changes
with increasing the number of robots working on the task. On the other hand, the
mean of the time required by a single robot to accomplish one part is calculated and
depicted 5.5 (b). It shows how the mean time increases by increasing the number
of robots working on the task.
Figure 5.21 depicts the task priorities calculated using Equation (5.1).
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Figure 5.21 – The priorities of the three tasks.
The optimal number of robots which is associated with the maximum swarm perfor-
mance is Nopt = 50 for the three tasks as we can see in Figure 5.5 (a). Nopt is applied
as an upper-bound for the number of robots which could be assigned to any of the
tasks. Since the mean time required to accomplish one part on any of the considered
tasks, varies while changing the number of robots, hence it is calculated after the
number of robots to assign is determined. This mean is used later to obtain the
threshold of the total time that should be dedicated to the task up to its deadline.
The number of robots which should be assigned to each of the considered tasks
in addition to the rate parameter of the activity times distribution are calculated.
Figures 5.22 (a-c-e) show how the number of robots assigned to the diﬀerent tasks
increases by increasing the size of the swarm. The increment on the diﬀerent tasks
occurs according to their priorities. This is why the number of the robots starts
to increase ﬁrst on task T1 and then on tasks T2 and T3 sequentially. In Figures
5.22 (b-d-f), we can see how the time missed to be dedicated to the tasks within
their deadlines, is decreasing with increasing the number of robots assigned to that
task. The number of robots increases on each task up to the optimal number of
robots Nopt = 50 speciﬁed under spatial interferences. The same ﬁgure shows a
comparison between the expected value of the missed time to be dedicated calculated
and averaged over 100 runs of Monte-Carlo simulation for all the examined swarm
sizes.
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Figure 5.22 – Evaluation of the task allocation strategy developed for the soft deadlines under
the technique of static allocation. Figures (a), (c) and (e) show the number of robots assigned
to each of the considered tasks by increasing the swarm size over the range [5 : 10 : 150].
Figures (b), (d) and (f) show the performance variance associated with the used size of the
swarm. A comparison is performed between the calculated and the simulated performance
variance over 100 runs of Monte-Carlo simulation.
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5.3.2 Task Allocation Strategy for Soft-deadline Tasks under
Dynamic Allocation
Under dynamic allocation, the time between the start of the tasks execution and the
largest deadlines is divided into activation periods, as illustrated in Section 5.2.2.2,
Figure 5.14. In the case of hard deadlines, the robots are stopping the work on the
task as soon as it becomes inactive. i.e. either when the required size is accomplished
on the task or when its deadline is reached. However, when the deadlines are soft,
the robots will consider the task as active until the planned amount of work is
accomplished on the task.
The expected value of the swarm performance whose progress is modeled as a Poisson
process, under dynamic allocation, is given as in Chapter 4, Section 4.5.3, Equation
(4.50). The expected variance in the swarm performance E(ψi), which is deﬁned
as the diﬀerence between the size of the task and the expected amount of work to
achieve at its deadline, is given by Equation (4.51):
E(ψi) =
{
Si − λi Di for λi Di < Si
0 for λi Di > Si
where Si is the size of task Ti, Di is its deadline, and λi is the rate associated with
the Poisson process that models the progress of the swarm performance on task Ti.
Based on the deﬁnition of the activation periods and on Equation (5.14) in Section
5.2.2.3, the rate λi of the progress of the swarm performance on task Ti is calculated
as in the following:
λi Di =
i∑
k=1
λikηk ∀i ∈ {1, . . . ,M}
By substituting it in Equation (4.51) for calculating the expected value of the swarm
performance variance, we have:
E(ψi) =
{
Si −
∑i
k=1 λikηk for
∑i
k=1 λikηk < Si
0 for
∑i
k=1 λikηk > Si
The rate λij of the Poisson process during the j-th activation period of task Ti, can
be written in terms of the transition probabilities based on Equation (5.15), Section
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5.2.2.3:
λij =
πij∑M
c=j πcjµˆc
N ∀i ∈ {1, . . . ,M},∀j ∈ {1, . . . ,M}
So, the expected value of the swam performance variance can be written in terms
of the transition probabilities, as in the following:
E(ψi) =


Si −
∑i
k=1
πij∑M
c=j πcjµˆc
Nηk for
∑i
k=1
πij∑M
c=j πcjµˆc
Nηk < Si
0 for
∑i
k=1
πij∑M
c=j πcjµˆc
Nηk > Si
where i ∈ {1, . . . ,M}.
The costs associated with the potential part of the task which will be unprocessed
at the task deadline, are generally higher for tasks with tighter time constraints.
The allocation strategy aims to design a decision matrix which minimizes the costs
associated with missing the deadlines of all the tasks based on their priorities. This is
achieved by minimizing the expected value of the swarm performance variance, given
above. This represents a multi-objective optimization problem with M objective
functions. Each objective function is associated with the cost of one of the M
considered tasks.
minimize
piij


E(ψ1) = f(π11)
E(ψ2) = f(π21, π22)
...
E(ψM ) = f(πM1, πM2, . . . , πMM)
The above multi-objective optimization is solved oﬀ-line. It is solved through build-
ing a single optimization problem by constructing the cumulative weighted objective
function. We sum the M objective functions, where each is weighted by the priority
of its task as in the following:
minimize
piij
M∑
i=1
βiE(ψi)
After obtaining the above output, the robots can start to assign themselves au-
tonomously to the tasks and switch among them each time they ﬁnish executing
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an individual part of their current task. The initial robots’ assignment to the exe-
cutable tasks and the later decision of their next task is performed by each robot,
independently, using the decision matrix (one matrix per activation period). Figure
5.23 illustrates the steps of the strategy, with the inputs marked in red and the out-
puts marked in blue. The calculated steps are performed oﬀ-line and the necessary
part of the output to use by the robots is marked with blue arrows.
Figure 5.23 – The task allocation strategy for soft deadlines under dynamic allocation.
The following is the pseudo-code of the allocation strategy developed for soft-
deadline tasks under dynamic allocation:
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Algorithm 5 Strategy developed for soft-deadline tasks under dynamic allocation.
Input: Si, Di ,N , µˆi = f(Ni)
Output: solution PM,M
1: M ← tasks
2: βi =
Si/Di∑M
j=1 Sj/Dj
⊲ % calculate the task priorities%
3: ηi = Di −Di−1 ∀i ∈ {2, . . . ,M} ⊲ % task activation periods%
4: for i = 1 to M do
5: E(ψi) = max(0, Si − πij∑M
c=j πcjµc
Nηj)
6: end for
7: minimize
∑M
i=1 βiE(ψi)
5.3.2.1 Scenario and Evaluation
Let us consider an example of three tasks which are characterized with their soft
deadlines {500, 1000, 1500} time units and their sizes {1500, 1000, 500} parts. A
homogeneous swarms with diﬀerent sizes is used to execute these tasks. The swarm
size varies over the range [10− 100] robots, with an increment step of 5 robots.
Figure 5.24 shows the tasks priorities calculated using Equation (5.1).
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Figure 5.24 – The priorities of the 3 tasks.
Figure 5.25 shows the expected amount of work (parts) left unprocessed on each task
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at its deadline, calculated as explained in Chapter 4, Section 4.5.3. In addition, in
the same ﬁgure the performance variance is averaged over 100 runs of Monte-Carlo
simulation.
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Figure 5.25 – Evaluation of the task allocation strategy developed for the soft deadlines under
the technique of dynamic allocation. The figure shows the expected difference between the
amount of work accomplished (in parts) and the task size. This difference is calculated and
simulated over 100 runs of Monte-Carlo simulation.
As we can notice, both calculated and simulated swarm performance variances de-
crease with increasing swarm size. In Figure 5.25 (a), we see how the performance
variance on task T1 decreases slower as the task size is larger than the sizes of tasks
T2 and T3. The same remark applies for task T2 in Figure 5.25 (b) in comparison to
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task T3 in Figure 5.25 (c).
5.4 Conclusions
This chapter was dedicated to present the task allocation strategies developed for
swarm robotics systems to execute a set of time-constrained tasks.
The deadlines were categorized into: Hard deadlines where continuing to execute
the task after its deadline has no beneﬁt and Soft deadlines where continuing to
execute the task after its deadline is associated with speciﬁc costs. The allocation
strategies were developed under the two techniques of static allocation and dynamic
allocation, presented in Chapter 4. They were proposed to handle both kinds of
scenarios, namely, when the switching costs among tasks are high or when they are
negligible. For hard deadlines, the focus was on studying the possibility of the sys-
tem to execute the task within its deadline. This possibility was deﬁned in terms of
the task execution probability, which is the probability of ﬁnishing the task within
its deadline. For hard deadlines, the goal was to allow the robots to perform an
independent allocation, that maximizes the number of executable tasks. The task
is categorized as executable when its execution probability is acceptable (near to
one). On the other hand, for soft-deadline tasks, the focus was on studying quanti-
tively the diﬀerence between the required swarm performance and the expected one
to achieve at the task deadline, this diﬀerence represents the cost associated with
missing the task deadline. The goal of the allocation strategies under both static
and dynamic allocation was to design a self-organized allocation that minimizes the
costs associated with missing the task deadlines.
All allocation strategies were designed so that the robots can allocate themselves
statically or dynamically to the tasks independently and under the respect of the
task deadlines.
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Applications: Bio-Inspired Foraging
Swarming robots could have important
roles to play in the future of micro-
medicine, as ’nanobots’ are developed
for non-invasive treatment of humans.
On a larger scale, they could play a
part in military, or search and rescue
operations, acting together in areas where
it would be too dangerous or impractical
for humans to go. In industry too, robot
swarms could be put to use, improving
manufacturing processes and workplace
safety.
- Roderich Gross
In this chapter, we present a biologically inspired task which is well-studied in swarm
robotics systems, namely, foraging. We consider a special case of this task referred
to as multi-foraging, where diﬀerent types of items should be retrieved by robots back
to the home area. In our multi-foraging scenario, each type of the considered items
represents a speciﬁc task where a speciﬁc number of parts should be retrieved within a
speciﬁed deadline. Hence, the multi-foraging tasks represent a set of time-constraint
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tasks.
In this chapter, we aim to verify the task allocation strategies developed in Chapter
5 for hard and soft deadlines under both static and dynamic allocations through a
set of physics-based simulations.
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6.1 Foraging
Foraging is a task which can be observed in a large number of social insect colonies
and animal societies. It plays a main role in the survival and the reproduction of the
group members (Danchin et al., 2008). Foraging in its simple form consists of a set
of sub-tasks including the exploration of the environment of interest to search for
food items and the transportation of the food items found in addition to navigating
with the food items back to some safe area referred to as the nest or the home.
Foraging can be categorized as solitary foraging where the individuals perform the
searching, ﬁnding, capturing and consuming the prey alone (Reidman, 1990). This
biological foraging does not represent an interesting source of inspiration by systems
such as swarm robotics which are characterized by their large number of robots. The
other kind of biological foraging is known as the group foraging (Stephens et al.,
2007). It is a cooperative task whose success depends on the collective behavior of
the individuals which are performing the foraging for the beneﬁt of all.
Foraging was inspired from nature and studied intensively in the context of swarm
robotics systems under diﬀerent concepts, including:
• A complete robot-foraging study: starting from the solitary foraging with
one robot and scaling to the group foraging with multi-robot systems such as
swarm robotics. A full taxonomy is provided (Winﬁeld, 2009).
• Mathematical analysis: A few mathematical studies were conducted in the
domain of swarm robotics. Some of them were focusing on foraging as a
veriﬁcation task (Lerman & Galstyan, 2002; Liu et al., 2009).
• Spatial interferences inﬂuence on foraging of large scale multi-robot systems:
spatial interference among robots play a signiﬁcant role on the performance
of single robot and swarm. Some studies have focused on this concept for
foraging tasks as in Østergaard et al. (2001); Shell & Mataric (2006).
• Learning: explore diﬀerent learning methodologies such as the reward func-
tions for improving the foraging task in multi-robot systems (Balch, 1999b),
or considering the learning in challenging noisy and dynamic environments for
multi-robot foraging tasks (Matarić, 1997)
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Foraging can be mapped to a large spectrum of real applications where swarm
robotics provide a promising solution. Some examples of these applications are
listed below:
• Data mules: this task is a relatively new approach applied in large-scale sensors
or spare networks for collecting nodes’ storage and transferring it to some base
station. This technique was ﬁrst proposed in the context of wireless sensor
networks by Shah et al. (2003). It aims mainly to extend the life-time of the
sensor nodes by preserving their energy through applying the data transfer
using an one-hop approach between the mobile node and the sensor node
instead of the multi-hop routing to transfer the data to the base station (Jain
et al., 2006; Jea et al., 2005). Some works focus on even determining the
movements of the mobile node and the times it sojourns at certain network
nodes so that network lifetime is maximized (Wang et al., 2005). Other works,
as in Somasundara et al. (2004), concentrate on providing a schedule for the
visits to the sensor nodes based on the sizes of their buﬀers and consequently
on the length of the time periods through which they can keep the data before
losing it.
Let us consider a large-scale network where a swarm of robots is employed in
collecting and transferring data to the base station. If we divide the network
in areas based on the time intervals during which the nodes can hold the
measured data before to lose it, then each area can be characterized by its
speciﬁc deadline.
• A recycling system in a factory: Let us consider a factory which consists of
several sections and each section produces periodically a particular amount
of items for recycling. The recycling task can be executed using a swarm of
robots which travel among the diﬀerent sections to retrieve the materials for
recycling. In case of, the diﬀerent sections of the factory are generating the
materials to recycle at diﬀerent rates, each section will represent a task with
its deadline. Otherwise, all the tasks will share a common deadline.
• Pollution cleaning or de-mining: Let us consider the scenario of having diﬀerent
pollution spots, which needs to be cleaned within a speciﬁc deadline or a ﬁeld
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of mines that needs to be removed (deactivated) also within a speciﬁc deadline.
Being generally considered as dangerous for humans, they can be performed
using a swarm of robots. Such tasks can be mapped to biological foraging,
where the robots need to explore the operation area searching for particular
items to remove them (retrieving stage is not included, in this case). These
represent, normally, time-constrained tasks, based on the criticality of the time
within which these items should be removed.
There are other real-world applications whose execution can be mapped to the bi-
ological foraging behavior, where swarm robotics systems provide an appropriate
solution for them.
The task allocation developed in this thesis is a non-communicative approach. There-
fore, no communications is applied among the robots while performing the foraging
tasks presented in this chapter. Consequently, no optimization concerning the an-
nouncement of the richest food source or the shortest path to the food source, is
practiced. Such kind of optimization plays no role in the performance of our system
as we assume a uniform distribution of the task parts over the arena.
6.2 Simulations
6.2.1 The ARGoS Simulator
ARGoS is a state-of-the-art, open source 3D robot simulator. Its design allows the
simulation of large heterogeneous swarms of robots (Pinciroli et al., 2012). ARGoS
was developed initially within the context of the Swarmanoid project. It is currently
the main robot simulation tool used in the following European projects: ASCENS1,
H2SWARM2, E-SWARM3 and Swarmix4. In addition, it is used by several univer-
sities and research laboratories across the world. Figure 6.1 shows two snapshots
from simulations by ARGoS. It is considered as the ﬁrst multi-robot simulator that
oﬀers both ﬂexibility and eﬃciency. Flexibility refers to the ability of simulating
1http://ascens-ist.eu/
2http://www.esf.org/
3http://www.e-swarm.org/
4http://www.swarmix.org/
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(a) (b)
Figure 6.1 – Snapshots taken from the multi-robot simulator ARGoS.
diﬀerent kinds of experiments and to add new features. Eﬃciency refers to the abil-
ity of running experiments with thousands of robots in the shortest time possible.
These two features, namely the ﬂexibility and the eﬃciency are at odds. ARGoS
has solved this trade-oﬀ by introducing a set of novel techniques. One of the main
design features provided by ARGoS and which plays a signiﬁcant role in ﬂexibility,
is modularity. Modularity allows the user to modify any aspect in the simulation or
even add new features: such as robots, sensors, actuators and others. Another fea-
ture which is behind the eﬃciency provided by ARGoS, is space partitioning. Space
partitioning is considered as the most distinctive feature of ARGoS. It represents the
possibility of partitioning the simulated 3D space into non-overlapping portions of
arbitrary size and managing those portions separately in parallel. This feature plays
the main role in producing short time simulations. In addition, ARGoS architecture
is designed to exploit modern CPU architectures by using multiple threads, which
in turn maximizes the simulation speed.
The robot’s control code is written using C++. In addition, XML ﬁles are used to
deﬁne and conﬁgure the diﬀerent modules of the environment which is referred to
generally as the world. A set of robots’ models are already supported by ARGoS
including: the epuck, the Foot-bot1, the Eye-bot1 and the Hand-bot1. However, the
user can model any other required robot. Additionally, a large set of sensors and
1www.swarmanoid.org/swarmanoid_hardware.php
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actuators are available in ARGoS, again with the ability of modeling any new one
required. ARGoS can be used mainly on the operating systems Linux and MacOS
and has been tested on several of their versions.
The simulator deﬁnes multiple kinds of physics engines to perform the calculations
of the physical kinematics in addition to the collisions happening among the physical
entities in the simulation arena. The presence of multiple physics engines allows to
model the diﬀerent robots and their physical interaction according to the required
level of precision and to available computational resources. A single simulation
can include one or more physics engines. Each subspace managed by a speciﬁc
physics engine, can be a 1D, 2D, or 3D subspace. All simulated entities have
access to the full 3D representation of the environment through a special geometrical
transformation system. This allows to communicate with and sense other robots and
entities in the environment.
Using multiple physics engines is a unique feature of ARGoS that allows selection
among diﬀerent levels of physical precision. On the other hand, it allows to optimize
the usage of the computational resources. All physical interactions on the ground
can be managed by a physics engine based on a 2D geometry that considers only
the simulation of the kinematics.
6.2.2 Setup Foraging Experiment
We use homogeneous swarms to perform our foraging tasks. The robot used in our
foraging experiments is the Foot-bot robot, see Figure 6.2.
136
6.2 Simulations
(a) Foot-bot. (b) Foot-bots using the color
display to communicate.
Figure 6.2 – Foot-bot robots re-printed from the Swarmanoid project web-page.
Foot-bot is a wheeled robot which can be used only on the ground. It is 17 cm
diameter × 29 cm hight and weights 1.8 kg. It possesses a powerful treel mobility
system which is composed of wheels and tracks. A lithium polymer battery which is
used by foot-bot provides it with the ability to participate in long-period experiments
(up to 2.5 hours of continuous use without recharging). In addition, the feature of
hot-swapping available in foot-bot(s), where a capacitor keeps the robot alive while
the battery is swapped, allows theoretically for unlimited long experiments.
The foot-bot is equipped with a set of sensors and actuators. Its sensor set includes
two 2.0 mega-pixels cameras with image on-board pre-processing. The ﬁrst camera
provides the foot-bot with an omni-directional vision while the second one is used for
the eye-bot vision as it looks towards the ceiling. Obstacle avoidance is performed
by the Foot-bot using a set of 24 short range (up to 10 cm) proximity sensors, in
addition to long-range (up to 150 cm) infra-red scanner. A foot-bot is quipped with
many other sensors. Robots are able to grip objects and to connect themselves to
other robots using their grippers. Other actuators are laser beam actuator, rotor
blades actuator, and the robot’s wheels.
The foot-bot robot is supported by an on-board CPU with a high computational
power including ﬂoating-point processing. It can self-assemble and can communicate
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with other robots in several ways including a color display which is one of the most
important communication methods.
In the considered foraging tasks, the working arena is divided into items-arena, where
large numbers of parts belong to diﬀerent types of items are uniformly scattered. In
addition, the working arena includes a nest (home), where the robots should retrieve
the harvested parts. The nest is generally marked with a set of lights to be sensed
by the working robots. Each time a part is retrieved another part is generated.
The foraging behavior we consider throughout this chapter can be described by the
following stages: the robots are, initially, in a resting state at a special area referred
to as the robot-repository. As soon as the experiment starts, the robots move to
the exploring state. In the exploring state, the robots use the diﬀusion behavior to
explore the items-arena while applying obstacle avoidance. The diﬀusion behavior
oﬀers the maximum coverage of the items-arena while avoiding other robots and
obstacles. The diﬀusion behavior is governed by a light-repulsion behavior, in which
the robot moves away from the light of the nest towards the items-arena. As soon
as the robot ﬁnds some part of the item it is currently working on, it picks that part
and switches to the return to the nest state. In the return to the nest, it starts to
apply a combined behavior of light attraction and obstacle avoidance heading back
to the nest. When the robot arrives to the nest, it tries to drop the harvested part
before it switches directly back to the exploring state.
❘❡st ❊①♣❧♦r❡
❘❡t✉r♥
t♦ ♥❡st
st❛rt ■t❡♠ ❢♦✉♥❞
■t❡♠ r❡tr✐❡✈❡❞❢✐♥✐s❤
❢✐♥✐s❤
Figure 6.3 – Robot’s controller.
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6.3 Static Allocation
Based on the deﬁnition of static allocation in Chapter 4, Section 4.4, robots are
assigned to the tasks at the beginning of the execution and no switching among the
tasks, is performed later. This kind of allocation is applied when the switching costs
among the tasks are high.
For static allocation, we consider three foraging tasks where the parts to retrieve
are scattered over three separated arenas. Each arena holds one type of items
and consists of two sub-areas: One 9 × 4 meters item-arena where the item parts
are scattered and One 3 × 4 meters nest-arena to where the item parts should be
retrieved. The robots are located ﬁrst at a 3×14 meters robots-repository, see ﬁgure
6.4. As soon as the robots are assigned to the tasks, they start to move towards
their working arenas. The arenas are separated from each other and the switching
costs are high for the robots to travel from one to another arena.
The mean time required to retrieve one part is the same for the three items, as
the same number of parts of each item is scattered uniformly at its item-arena and
the three item-arenas have the same area. This mean is measured over short-term
simulations using the following swarm sizes {10, 15, 20, 25, 30, 35, 40}. The results
are averaged over 25 simulation runs. After that, a polynomial estimation of the
degree 3 is performed to obtain the performance function. Figure 6.5(a) shows the
average time required to retrieve one part of each of the items, when the swarm
size varies. In this ﬁgure we see how the average time required to retrieve one
part by a swarm of robots decreases by increasing the size of the swarm as a result
of parallelizing the work on the task. However, as soon as the eﬀect of the spatial
interferences among the robots starts to overcome the beneﬁt gained by parallelizing
the work, the average time of retrieving a single part starts to increase again. Figure
6.5(b) shows the average time required to retrieve one part by a single robot. This
time increases continuously by increasing the size of the swarm, inﬂuenced by spatial
interferences.
The robots’ activity times are sampled, independently, from the exponential distri-
bution and the robots batteries are assumed to be full recharged at the beginning
of the execution.
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Figure 6.4 – Foraging under static allocation.
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(a) Swarm performance.
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(b) Single robot performance.
Figure 6.5 – Swarm and single robot performance under spatial interferences.
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6.3.1 Hard-deadline Foraging under Static Allocation
In this section, the deadlines of the three tasks are considered to be hard. Hence,
missing the deadline of the task is critical. The deadlines are {720, 1080, 1800}
seconds and the foot-bot swarm used to execute the tasks consists of 50 robots. The
probability of interest, in this study, is per task the probability of ﬁnish executing
the task within its deadline, it is referred to as the task execution probability. The
following sizes of the three tasks are examined:


Sizes T1 T2 T3
S1 : 30 30 30
S2 : 200 30 30
S3 : 30 400 30
S4 : 30 30 500
S5 : 300 100 100
S6 : 100 400 100
S7 : 100 100 500


where each line represents a variant of the task sizes.
First, we select the same size for the three tasks. So, the priority of the task depends
only on the tightness of its deadline. This is what we see in the ﬁrst column in Figure
6.6. The task with the highest priority is T1 which has the shortest deadline, then
task T2 and the lowest priority is the one of task T3. In the size variants {S2, S3, S4},
we assign a larger size to the tasks T1, T2 and T3 sequentially while keeping the size
of the other two tasks equal to 30. In this step, the priority of the tasks is inﬂuenced
not only by their deadlines but also by their sizes. This is why the priority of task T1
is the highest in S2 and in S5, Figure 6.6. Whereas, the priority of task T2 becomes
the highest in S3 and in S6 and the priority of task T3 is the highest in S4 and in
S7.
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Figure 6.6 – Tasks priorities calculated based on Equation (5.1) for the different variants of
task sizes.
In Chapter 5, two allocation strategies were developed for tasks with hard deadlines
under static allocation: the Energy-aware strategy and the robots-aware strategy.
The energy-aware strategy is developed to cope with the limited battery life of the
robots. It cares, in addition to execute the task within its deadline, to speed up its
execution. Therefore, it maximizes the number of robots assigned to the tasks. On
the other hand, the robots-aware strategy attempts to preserve the robotic resources
by assigning the necessary number of robots to each task under the consideration
of its temporal constraint. Both allocation strategies assign no robots to the task
when no acceptable (near to one) execution probability is possible to be obtained
for that task. Figure 6.7 shows the number of robots assigned to each of the three
tasks over all the examined variants of the task sizes under both energy-aware and
robots-aware strategies. This ﬁgure shows how the number of robots assigned to the
diﬀerent tasks is smaller when the robots-aware strategy is applied.
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(a) Under the energy-aware strategy.
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(b) Under the robots-aware strategy.
Figure 6.7 – The number of robots assigned to each of the three tasks.
Figure 6.8 (a) shows how the energy-aware strategy outperforms the robots-aware
strategy, concerning the average time required to ﬁnish the complete set of exe-
cutable tasks and to have the whole swarm again available. In addition, Figure 6.8
(b) shows how the robots-aware strategy outperforms the energy-aware one, con-
cerning the number of free robots available continuously and ready for any new
demand.
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(a) The average time to finish the 3 tasks.
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(b) The number of robots in operation.
Figure 6.8 – A comparison between energy-aware and robots-aware allocation strategies.
Figure 6.9 illustrates the execution probability (the probability to ﬁnish the task
within its deadline) of the three tasks over the diﬀerent variants of the task sizes.
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It depicts the probabilities calculated as explained in Chapter 5 Sections 5.2.1.1
and 5.2.1.2. In the same ﬁgure, the empirical probabilities obtained over repeated
ARGoS simulations (10 runs for each variant of the task sizes) are also shown.
Figures 6.9(a,c,e) show the execution probability of each of the three tasks, when the
energy-aware strategy is followed, while Figures 6.9(b,d,f) show the same execution
probabilities, however when the robots-aware strategy is applied.
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(c) Execution probability of T2
over all examined task sizes under
energy-aware.
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over all examined task sizes under
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Figure 6.9 – The theoretical and empirical execution probabilities of the three tasks under
energy-aware and robots-aware strategies.
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6.3.2 Soft-deadline Foraging under Static Allocation
In this section, the three tasks are characterized by the following soft deadlines
{720, 1080, 1800} seconds. Missing any of the soft deadlines is associated with a
speciﬁc cost, however, it is not considered to be catastrophic. The sizes of the tasks
are set to be equal, where 500 part has to be retrieved from each item within its
speciﬁed deadline. The expected value of the performance variance is deﬁned, in
Chapter 5 Section 5.3.1, as the diﬀerence between the total time that has to be
dedicated to the task within its deadline and the expected time to be dedicated to
the task at its deadline. The allocation technique is designed to minimize the costs
associated with the time which was not dedicated the task within its deadline.
A homogeneous swarm of an increasing size over the range [10− 50] robots with an
increment step of 5 robots, is used to execute the set of tasks. The expected perfor-
mance variance is calculated ﬁrst using Equation (4.37) in Section 4.4.3, Chapter 4.
After that, the performance variance is averaged over repeated ARGoS simulations
(10 runs for each of the examined swarm sizes), see Figure 6.10.
Figures 6.10 (a-c-e) show how the number of robots assigned to the diﬀerent tasks
increases by increasing the size of the swarm according to the task priorities. The
number of assigned robots is upper-bounded with the optimal number of robots Nopt
associated with the maximum swarm performance under spatial interferences, here
Nopt = 20 robots for all tasks, see Figure 6.5. Figures 6.10 (b-d-f), show the missed
time to be dedicated to the three tasks each within its deadline. This was referred
to as the expected value of the performance variance. It decreases with increasing
the number of robots assigned to the tasks. The same ﬁgure shows a comparison
between the expected value of the performance variance calculated using Equation
(4.37) and the averaged value over 10 ARGoS simulation for each of the examined
swarm size.
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0
500
1000
1500
2000
2500
3000
Swarm size [10:5:50] robot
M
is
se
d 
tim
e 
to
 b
e 
de
di
ca
te
d 
to
 ta
sk
 1
 
 
Theoretical
Empirical
(b) Missed time to dedicate on task T1.
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(c) Assigned robots on task T2.
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(d) Missed time to dedicate on task T2.
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(e) Assigned robots on task T3.
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(f) Missed time to dedicate on task T3.
Figure 6.10 – Evaluation of the task allocation strategy developed for the soft-deadlines under
the technique of static allocation. Figures (a), (c) and (e) show the number of robots assigned
to each of the considered tasks by increasing the swarm size over the range [10 : 5 : 50]. Figures
(b), (d) and (f) show the performance variance associated with the used size of the swarm. A
comparison is performed between the calculated and the simulated performance variance over
10 simulations for each swarm size.
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The number of retrieved parts on each of the considered tasks increases while in-
creasing number of robots assigned to the task. Figures 6.11 (a-c-e) show how the
number of retrieved parts increases towards the size required to be achieved on each
of the tasks within its deadline (500 parts). Figures 6.11 (b-d-f) show the ratio of
the total time dedicated to the task by the robots and the minimum threshold of
time required to be dedicated to the task. By comparing the Figures 6.11 (a-c-e)
with the Figures 6.11 (b-d-f), we can see that the ratios depicted in Figures 6.11
(b-d-f) can be used to approximate the mean of retrieved parts depicted in Figures
6.11 (a-c-e). This can be performed by multiplying the size of any of the three tasks
(500 parts) with the corresponding ratio associated with the used swarm size. This
rule gives a fair approximation only if the number of assigned robots to the task is
large enough.
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(b) Ratio: total dedicated time to T1 / α1.
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(c) Mean of parts retrieved on T2.
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(d) Ratio: total dedicated time to T2 / α2.
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(f) Ratio: total dedicated time to T3 / α3.
Figure 6.11 – The number of retrieved parts on each of the tasks in Figures (a), (c) and (e).
Figures (b), (d) and (f) show the ratio between the total time dedicated to the tasks and the
minimum threshold of the time needs to be dedicated.
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6.4 Dynamic Allocation
Dynamic allocation is deﬁned in Chapter 4, Section 4.5 as the allocation which is
applied when the switching costs among tasks are negligible, therefore robots are
allowed to change their tasks continuously during the execution time.
For dynamic allocation, we consider three foraging tasks where the parts to retrieve
are scattered over the same arena. The arena consists of two sub-arenas: An item-
arena of 7×10 meters, where three types of items are scattered and A nest-arena of
3× 10 meters, to where the parts should be retrieved, see Figure 6.12 (a). Since the
three types of items are located on the same arena, the switching costs among the
tasks are negligible. A speciﬁc number of parts, referred to as the task size, should
be retrieved on each of the three tasks within it deadline.
The mean time required to retrieve one part by a single robot, is measured for the
three items (red, black and white) each over 25 runs of ARGoS simulation for the
time period of 500 seconds and depicted in Figure 6.12 (b). The diﬀerence in the
mean time between the three types is caused by the diﬀerence in the number of the
parts scattered from each of the three items. The number of parts from the red item
is 500 part, the number of parts from the black item is 300 part, and the number of
parts from the white item is 150 part.
The estimation of the mean time required to retrieve a single part of each type is
performed using a homogeneous swarm of 50 robots.
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(a) Foraging under Dynamic Allo-
cation.
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(b) Mean time required by a single robot to
retrieve one part of each item type.
Figure 6.12 – Multi foraging under dynamic location technique.
6.4.1 Hard-deadline Foraging under Dynamic Allocation
In this section, the deadlines of the three tasks are considered to be hard. Hence,
missing the deadline is critical. The deadlines are {500, 1500, 3000} seconds and the
foot-bot swarm used to execute the tasks consists of 50 robots. The probability of
interest, in this study, is per task the probability of ﬁnish executing the task within
its deadline, it is referred to as the task execution probability. The following sizes
of the three tasks are examined:


Sizes T1 T2 T3
S1 : 10 100 150
S2 : 30 150 300
S3 : 50 200 400
S4 : 70 250 500
S5 : 100 300 600


where each line represents a variant of the task sizes.
Figure 6.13 shows the priorities of the three tasks over the examined variants of the
task sizes.
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Figure 6.13 – Tasks priorities calculated based on Equation (5.1) for the different variants
of task sizes.
In Chapter 5, Section 5.2.2, the allocation strategy developed for hard-deadline tasks
under dynamic allocation deﬁnes ﬁrst the set of executable tasks where tasks have
an acceptable execution probability (near to one). After that, it ﬁnds the decision
matrices which hold the transition probabilities and are used by the robots to assign
themselves to the diﬀerent tasks over the diﬀerent activation periods. In our scenario,
there are three activation periods deﬁned using Equation (5.11) in Section 5.2.2.2,
Chapter 5. During the ﬁrst period, all tasks are active. During the second period,
the ﬁrst task which is associated with retrieving the red item parts becomes inactive
and in the third period the second task which is associated with retrieving the black
item parts becomes inactive. Figure 6.14 shows the decision matrices calculated as
explained in Chapter 5 , Section 5.2.2. As we can see in the ﬁgure, during the ﬁrst
period, robots are assigned to the three tasks. In the second period, the ﬁrst task
with the shortest deadline becomes inactive, therefore, no robots are assigned to it.
The same applies to the second task in the third period, where it becomes inactive.
In addition, when the sizes of the tasks increase gradually, the whole swarm becomes
required to work on the ﬁrst task during the ﬁrst period and no robot is left free
to be assigned to the second or the third task. This case can be be observed when
considering the variants S4 and S5 of the task sizes.
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(a) First activation period.
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(b) Second activation period.
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(c) Third activation period.
Figure 6.14 – The transition probabilities of the three tasks over their activation periods.
After the decision matrices are calculated for the diﬀerent activation periods, the
number of robots is minimized on each of the executable tasks, under the constraint
of keeping the execution probability within the acceptable limits. Figure 6.15 shows
the number of robots requires to perform the set of executable tasks over the diﬀerent
variants of task sizes. In the ﬁgure, we can notice how the number of the required
robots increases by increasing the task sizes up to the point where some of the tasks
become un-executable, hence, less robots are required to execute the remaining
tasks. This is reason why the number of required robots decreases after increasing.
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Figure 6.15 – The swarm size optimized to be used for each set of the examined task sizes.
Figure 6.16 illustrates the execution probability (the probability to ﬁnish the task
within its deadline) of the three tasks over the diﬀerent variants of the task sizes. It
depicts the probabilities calculated as explained in Chapter 5 Section 5.2.2. In the
same ﬁgure, the empirical probabilities obtained over repeated ARGoS simulations
(10 runs for each variant of the task sizes) are also shown, where we can see the
consistency between the calculated and the simulated probabilities.
154
6.4 Dynamic Allocation
 S1 S2 S3 S4 S5   
0
1
Simulations over all examined variants of task sizes
Ex
ec
ut
io
n 
pr
ob
ab
ilit
y 
of
 ta
sk
 1
 
 
Theoretical
Empirical
(a) Execution probability of task T1.
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(b) Execution probability of task T2.
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(c) Execution probability of task T3.
Figure 6.16 – The execution probabilities of the three tasks over the of different variants of
task sizes under dynamic allocation.
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6.4.2 Soft-deadline Foraging under Dynamic Allocation
In this section, the three tasks are characterized by the following soft deadlines
{500, 1500, 3000} seconds. Missing any of these soft deadlines is associated with
a speciﬁc cost. The task sizes are {150, 300, 500} parts, i.e. 150 parts should be
retrieved within 500 seconds on the ﬁrst task, 300 parts within 1500 seconds on the
second task and 500 parts within 3000 seconds on the third task. The expected
value of the performance variance is deﬁned in Chapter 5, Section 5.3.2, as the
diﬀerence between the task size which should be executed within the task deadline
and the expected number of parts to be performed up to the task deadline. The
allocation technique is designed to minimize the costs associated with the number
of unprocessed parts at the task deadline.
A homogeneous swarm of an increasing size over the range [5 − 50] robots with an
increment step of 5 robots, is used to execute the set of the three tasks. The expected
performance variance is calculated ﬁrst using Equation (4.42) in Section 4.5, Chapter
4, Section 5.3.2. After that, it is averaged over repeated ARGoS simulations (10 runs
for each of the examined swarm sizes), see Figure 6.17.
In the ﬁgure, the diﬀerence between the task size and the calculated/simulated
number of retrieved parts decreases while increasing the swarm size. The swarm
performance measured in terms of the number of retrieved parts keeps improving
while increasing the swarm size up to the maximum before it starts to decrease
aﬀected by the spatial interferences among the robots.
The diﬀerence between the calculated and the simulated performance variance,
which can be noticed on tasks T2 and T3 for large numbers of assigned robots has
the following reason: the mean time, µˆi, required by a single robot to retrieve one
part on task Ti, is measured using a swarm of 50 robots on each of the three tasks,
Figure 6.12 (b). As we have seen in Chapter 4, Section 4.3, the mean time, µˆi, in-
creases by increasing the swarm size inﬂuenced by the spatial interferences between
robots. Therefore, having 30 robots working on a task is associated with a smaller
mean time µˆi, than in the case of having 50 robots. Consequently, the simulated
performance variance is smaller than the calculated performance variance when less
robots are working on the task than the swarm size used in estimating µˆi. This
diﬀerence is always on the safe side, as the number of robots working on any task
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will be smaller than the total swarm size used in estimating the mean time µˆi. As
a part of the future work, the mean time, µˆi, can be estimated as a function of the
number of robots working on the task.
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Figure 6.17 – Evaluation of the task allocation strategy developed for soft-deadline tasks
under the technique of dynamic allocation. The figure shows the expected difference between the
task size and the accomplished amount of work (retrieved parts), theoretically and empirically
averaged over ARGoS repeated simulations.
6.5 Conclusions
This chapter was dedicated to verifying the task allocation strategies developed in
Chapter 5 using physics-based simulations. The simulator ARGoS was used for
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performing repetitive high-level simulations. ARGoS is an eﬃcient fast simulator
for heterogeneous robots. It possesses a set of unique features such as: The modular
architecture where all system units including: robots, physics engines, visualizations,
and controllers are plug-ins. In addition, ARGoS has the possibility to run multiple
physics engines simultaneously. In our simulations, we have used the foot-bot robot
to build up our swarms.
The simulation scenarios were presented under both static and dynamic allocation
techniques and for both types of deadlines: Hard and Soft deadlines. For hard-
deadline tasks, the main focus was on the execution probability of the tasks, where
the calculated and simulated probabilities were consistent. For soft-deadline tasks,
the main interest was related to reduce the costs associated with missing the task
deadlines. These costs were expressed in terms of the diﬀerence between the required
performance to obtain and the expected performance to achieve at the task deadline.
The swarm performance was calculated using the corresponding equations from
Chapter 5. After that, it was compared with the performance averaged over repeated
ARGoS simulations. The results have shown the consistency between the calculated
and the simulated performances.
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Chapter 7
Conclusion
To succeed, jump as quickly at opportu-
nities as you do at conclusions.
- Benjamin Franklin
This chapter concludes the thesis by giving a summary of the main contributions
and the directions of possible future work.
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7.1 Summary of Contributions
In this thesis, we have presented original research work to discuss the problem of
assigning robot swarms to tasks with speciﬁc time constraints. Task allocation
strategies have been developed to allow the robots to assign themselves to a set of
tasks autonomously and independently under the temporal constraints of the tasks,
namely, the deadlines.
Our approach focuses on a special kind of collective tasks, where each task is built
up of discrete sub-tasks, referred to as parts. The part requires one robot to execute
it and the task is characterized by its size and its deadline. The task size refers
to the number of parts that should be accomplished on the task and the deadline
represents the time point up to which the task should have been executed. Two
main types of deadlines are discussed: Hard deadlines and Soft deadlines. Tasks
where missing the deadline can lead to critical results or to a kind of an execution
failure are characterized by their hard deadlines. Tasks where missing the deadline
reduces the quality of the performance and this is associated with speciﬁc costs, are
characterized by their soft deadlines.
For the development of eﬃcient task allocation strategies, an important parameter
was taken into account which plays a main role when temporal constraint are con-
sidered. This parameter is the switching costs between tasks which represent the
time spent by the robot to stop the execution of its task and travel to start the exe-
cution of another task. These costs may be high or negligible based on the physical
representation of the tasks and on the relativity between the switching time and
the execution time of the task. For tasks with high switching costs static allocation
was developed, where the robots select their tasks at the beginning of the execu-
tion and each robot decides independently the random time it will dedicate to the
task. As soon as the robots select their tasks, they do not switch among the tasks
during the execution time. On the other hand, for tasks with negligible switching
costs, dynamic allocation was developed, where robots are allowed to switch be-
tween the tasks each time the robot ﬁnishes executing one part of its current task.
A set of decision matrices which hold the switching probabilities between the tasks
were designed to be exploited by the robots, independently, for the purposes of task
switching.
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This thesis includes the following main contributions:
• Mathematical modeling of swarm performance: swarm performance has been
deﬁned in Chapter 4, Section 4.4 under static allocation as the total time
dedicated to the task, by the robots working on it, up to its deadline. On
the other hand, swarm performance under dynamic allocation was deﬁned in
Chapter 4, Section 4.5, as the total number of parts accomplished on the task
up to its deadline. Diﬀerent mathematical techniques were proposed to model
the swarm performance according to its particular deﬁnition.
Under static allocation, the concept of robots’ activity times was introduced as
a set of continuous random durations sampled by the robots, independently, to
be dedicated to the task. Diﬀerent probability distributions were proposed for
the random variable associated with the robot’s activity time and the execution
probability of the task was analyzed under the proposed distributions. The
execution probability, here, was deﬁned as the probability of dedicating the
minimum threshold of time to the task (time required to ﬁnish executing the
task) within its deadline.
Under dynamic allocation, the evolution of the work on the task over time
was modeled using the Poisson process, with diﬀerent rates for each task over
its activation periods. The behavior of the single robot was modeled as a
Semi-Markov process. The execution probability was analyzed in association
with the speciﬁc rate of the Poisson process that models the work progress
on the task. The execution probability, here, was deﬁned as the probability
of executing a number of parts up to the task deadline which is equal to or
greater than task size.
In addition to the probabilistic analysis, the expected value of the variance in
the swarm performance from the required performance was studied analytically
and deﬁned as the cost function associated with missing the soft deadlines,
under both static and dynamic allocation techniques.
The probability analysis performed under static and dynamic allocations was
exploited in planning the execution of hard-deadline tasks by swarm robotics.
Whereas the analytical study of the swarm performance variance was used to
plan the execution of soft-deadline tasks.
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• Task allocation strategies: developed under static and dynamic allocation tech-
niques for tasks with hard and soft deadlines. The allocation strategies were
designed based on the mathematical models developed for both static and dy-
namic allocations. They allow an autonomous allocation of the robots among
the time-constrained tasks.
For hard-deadline tasks, the developed strategies attempt to maximize the
number of executable tasks with an acceptable execution probability (near
to one). In the case of soft-deadline tasks, the goal is to minimize the costs
associated with the missed deadlines.
• Additional contributions: including a set of simulated experiments and scenar-
ios where the developed allocation strategies were veriﬁed successfully. Monte-
Carlo simulations were performed using the Matlab platform. After that, the
allocation strategies were veriﬁed through repetitive high-level physics-based
simulations using the robots simulator ARGoS.
To conclude, the proposed strategies can be used for autonomous task allocation
of a swarm of homogeneous robots to execute time-constrained tasks. The time
constraints can be soft or hard and the tasks can have high or negligible switching
costs.
7.2 Future Work
The research developed in this thesis is based on a set of assumptions related to the
environment of operation and the kind of tasks we are considering. This is feasible
since we are dealing with a relatively new ﬁeld of research, namely swarm robotics,
and we are performing a completely new kind of combination between this ﬁeld and
the ﬁeld of real-time planning. The following are directions for possible future work:
• Methodology: the proposed allocation strategies are non-communicative strate-
gies. Introducing robot-to-robot communication in the design of the allocation
strategies may improve, considerably, the performance of the system and con-
sequently the consideration of the task time constraints.
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• Tasks: a set of assumptions were made about the category of tasks we are
considering, including the uniform distribution of the task parts and the re-
generation of the parts. Albeit these assumptions are veriﬁed in a set of real-
world tasks, being able to relax some or all of these assumptions may allow
the allocation approach to cover a larger set of tasks.
• Robots: the thesis assumes a homogeneous swarm of robots to execute the
tasks. However, using a heterogeneous swarm of robots may oﬀer a special
kind of cooperation among the diﬀerent types of robots which in turn may
improve the performance of the system. In addition to the cooperation, spe-
cialization on the diﬀerent tasks is another aspect which can be eﬃciently
exploited in heterogeneous swarms and which may improve the system perfor-
mance considerably.
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Appendix A
The Probability Functions of n
Truncated Exponentially Distributed
Variables
• From Probability Density Function (PDF) to Characteristic Func-
tion
We start with the characteristic function of a random variable (x) following
the truncated exponential distribution and try to ﬁnd the characteristic func-
tion of the sum of n random variables, each of them is following the truncated
exponential distribution.
In principle the characteristic function is the Fourier transformation of the
probability density function (PDF) and is given by:
ϕ(t) =
∫
∞
−∞
eitxf(x)dx (A.1)
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where f(x) is the probability density function of the random variable x.
ϕ(t+ iλ) =
∫
∞
−∞
ei(t+iλ)xf(x)dx
=
∫
∞
−∞
eitx(e−λx)f(x)dx
So if ϕ(t) is the characteristic function of f(x), then ϕ(t + iλ) is the charac-
teristic function of e−λxf(x).
It is well known that the characteristic function of the sum of n independent
variables, where each of them has the characteristic faction ϕ(t) is given by:
[ϕ(t)]n - Kendall (Kendall & Stuart, 1977).
Now back to the truncated exponential distribution, if z is a random variable
which obeys the truncated exponential distribution with the parameter λ and
the truncation points a1 and b1, it will have the following probability density
function:
fT (z) =


λe−λz
e−λa1 − e−λb1 a1 6 x 6 b1
0 Otherwise
Let us substitute x = λz , a = λa1 and b = λb1, thus we can write it as in the
following:
fT (x) =


λe−x
e−a − e−b a 6 x 6 b
0 Otherwise
The characteristic function of x in this case is deﬁned based on the probability
density function of x as in the following:
ϕ(t) =
λ
e−a − e−b
∫ b
a
eitxe−xdx
ϕ(t) =
λ
e−a − e−b
∫ b
a
e(it−1)xdx
Thus, the characteristic function of a random variable follows the truncated
exponential distribution is given by:
ϕ(t) =
λ[e(it−1)b − e(it−1)a]
(e−a − e−b)(it− 1) (A.2)
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Consequently, the characteristic function of the sum of n independent random
variables, each of them is following the truncated exponential distribution is,
according to Kendall (Kendall & Stuart, 1977), given by:
ϕ(t) =
[λ[(e(it−1)b − e(it−1)a)]]n
(e−a − e−b)n(it− 1)n (A.3)
• From Characteristic Function to Probability Density Function (PDF)
After ﬁnding out the characteristic function of the sum of n independent ran-
dom variables which are following the truncated exponential distribution, we
need now to ﬁnd back the probability density function (PDF) of their distri-
bution based on the obtained characteristic function.
Let us consider the rectangular distribution of the random variable x. The
probability density function is given by:
fREC(x) =


1
b− a a < x < b
0 Otherwise
(A.4)
The characteristic function of the rectangular distribution is as in the following:
ϕREC(t) =
eitb − eita
(b− a)it (A.5)
If s is the sum of n independent variables, each has the probability density
function fREC(x), then according to Cramer (Cramer, 1946), the probability
density function of the sum s will be given by:
g(s) = (b− a)−n
m∑
k=0
(−1)k
(
n
k
)
[s− na− k(b− a)]n−1
(n− 1)! (A.6)
where na +m(b− a) < s < na+ (m+ 1)(b− a) and m = 0, 1, .., n− 1.
As i(t + i) = it− 1, we can write:
ϕREC(t+ i) =
ei(t+i)b − ei(t+i)a
(b− a)(i(t + i))
⇒ ϕREC(t+ i) = e
(it−1)b − e(it−1)a
(b− a)(it− 1) (A.7)
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The characteristic function of the truncated exponential distribution is given
by:
ϕEXP (t) =
λ[e(it−1)b − e(it−1)a]
(e−a − e−b)(it− 1) (A.8)
From (A.7) and (A.8) ⇒
ϕEXP (t) =
λ(b− a)
(e−a − e−b)ϕREC(t + i) (A.9)
And as : ϕ(t + i) = ϕ(t)e−x ⇒
ϕEXP (t) =
λ(b− a)
(e−a − e−b)ϕREC(t)e
−x (A.10)
So for s the sum of n independent random variables obey the truncated expo-
nential distribution and based on the calculated probability density function
of the rectangular distribution, the probability density function of the sum of
n random variables follow the truncated exponential distribution is given by:
fT (s) = (
λ(b− a)
e−a − e−b )
ng(s)e−s (A.11)
where g(s) is calculated in (A.6). Thus, the ﬁnal form of the probability
density function is as in the following:
fT (s) = [
λ
(e−a − e−b) ]
n
m∑
k=0
(−1)k
(
n
k
)
[s− na− k(b− a)]n−1
(n− 1)! e
−s (A.12)
where na +m(b− a) < s < na+ (m+ 1)(b− a) and m = 0, 1, .., n− 1.
To ﬁnd m0 which is the upper bound of the sum s we have:
na+m0(b− a) < s < na+ (m0 + 1)(b− a) (A.13)
⇒ m0 < s− na
(b− a) < m0 + 1
Which can be written as: 

m0 <
s− na
(b− a)
m0 >
s− na
(b− a) − 1
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So m0 is the largest integer less than or equal to
s− na
(b− a)
Now to ﬁnd the cumulative density function (CDF) associated with the prob-
ability density function in (A.12), we must integrate fT (s) for all m values
from 0 to m0:
For m = 0 :⇒
∫ na+(b−a)
na
fT (s)
For m = 1 :⇒
∫ na+2(b−a)
na+(b−a)
fT (s)
For m = 2 :⇒
∫ na+3(b−a)
na+2(b−a)
fT (s)
...
For m = m0 :⇒
∫ na+s(b−a)
na+m0(b−a)
fT (s)
Since fT (s) is a sum of m0 + 1 terms, the ﬁrst term for k = 0 to k = m0
will occur in all segments, and hence must be integrated from na to s. The
second term occurs for k = 1 to k = m0 and hence must be integrated from
na + (b − a) to s. Finally the last term occurs for K = m0 only, and hence
must be integrated from na+m0(b−a) to s. According to this the cumulative
distribution function can be written as in the following:
FT (s) = [
λ
(e−a − e−b) ]
n
m0∑
k=0
(−1)k
(
n
k
)∫ s
na+k(b−a)
[s− na− k(b− a)]n−1
(n− 1)! e
−sds
(A.14)
Let us have y = s− na− k(b− a)⇒ s = y + na + k(b− a) then:
FT (s) = [
λ
(e−a − e−b) ]
n
m0∑
k=0
(−1)k
(
n
k
)∫ y
0
yn−1
(n− 1)!e
−y−na−k(b−a)dy
FT (s) = e
−na[
λ
(e−a − e−b) ]
n
m0∑
k=0
(−1)k
(
n
k
)
e−k(b−a)
(n− 1)!
∫ y
0
yn−1e−ydy
FT (s) = e
−na[
λ
(e−a − e−b) ]
n
︸ ︷︷ ︸
a
m0∑
k=0
(−1)k
(
n
k
)
e−k(b−a)
1
(n− 1)!
∫ y
0
yn−1e−ydy
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a) can be written as:
e−na[
λ
(e−a − e−b) ]
n =
λne−na(ena)
(e−a − e−b)n(ea)n
=
λn
(1− ea−b)n
So FT (s) becomes:
FT (s) =
m0∑
k=0
λn
(1− ea−b)n (−1)
k
(
n
k
)
e−k(b−a)︸ ︷︷ ︸
b
1
(n− 1)!
∫ y
0
yn−1e−ydy︸ ︷︷ ︸
c
b) can be written as function of k:
ak = (−1)k
(
n
k
)
[ea−b]ka0
where:
a0 =
λn
(1− ea−b)n
c) is
1
Γ(n)
∫ y
0
yn−1e−ydy which is the cumulative distribution function of the
Gamma Distribution with the shape n and parameter λ referred to asG(y, n, λ).
Consequently, The cumulative distribution function (CDF) of the sum of n in-
dependent random variables obey the truncated exponential distribution is
given by:
FT (s) =
m0∑
k=0
akG(y, n, λ) (A.15)
Where ak = (−1)k
(
n
k
)
[ea−b]ka0 and a0 =
λn
(1− ea−b)n
and G(y, n, λ) is the cumulative distribution function of the Gamma distribu-
tion with shape n and parameter λ.
169
List of Publications
Khaluf, Y. & Rammig, F.J. (2013). Task allocation strategy for time-constrained
tasks in robots swarms. In ECAL 2013, 12th European Conference on Artiﬁcial
Life.
Khaluf, Y., Mathews, E. & Rammig, F.J. (2011). Self-organized co-
operation in swarm robotics. In 14th IEEE International Symposium on
Object/Component/Service-Oriented Real-Time Distributed Computing Work-
shops (ISORCW), 217–226, IEEE, IEEE Computer Society, Newport Beach, Cal-
ifornia, USA.
Khaluf, Y., Mathews, E. & Rammig, F.J. (2012a). Swarm robotic time syn-
chronization for object tracking. In M.T. Higuera-Toledano, U. Brinkschulte &
A. Rettberg, eds., Self-Organization in Embedded Real-Time Systems, 75 – 92,
Springer, New York, Heidelberg, Dordrecht, London.
Khaluf, Y., Weiss, F. & Micus, S. (2012b). Master election for time synchro-
nization in swarm robotic systems. In The 10th IEEE International Symposium
on Parallel and Distributed Processing with Applications, Leganés, Madrid.
Khaluf, Y., Birattari, M. & Rammig, F.J., eds. (2013). Probabilistic Analysis
of Long-term Swarm Performance under Spatial Interferences , Springer, 2nd In-
ternational Conference on the Theory and Practice of Natural Computing, TPNC
2013, Cáceres, Spain.
170
References
Acebo, E.D. & de-la Rosa, J. (2008). Introducing bar systems: a class of swarm
intelligence optimization algorithms. In AISB Convention Communication, Inter-
action and Social Intelligence, Aberdeen, Scotland , 18–23. 29
Agassounon, W. & Martinoli, A. (2002a). Eﬃciency and robustness of
threshold-based distributed allocation algorithms in multi-agent systems. In Pro-
ceedings of the First International Joint Conference on Autonomous Agents and
Multiagent Systems: Part 3 , 1090–1097, ACM, New York, USA. 28
Agassounon, W. & Martinoli, A. (2002b). A macroscopic model of an ag-
gregation experiment using embodied agents in groups of time-varying sizes. In
Proceedings of IEEE Conference on System, Man and Cybernetics , 250–255. 24
Agassounon, W., Martinoli, A. & Goodman, R. (2001). A scalable, dis-
tributed algorithm for allocating workers in embedded systems. In IEEE Interna-
tional Conference on Systems, Man, and Cybernetics, vol. 5, 3367–3373. 28
Arkin, R. (1998). Behavior-based robotics. MIT press, MA, USA. 19
Balch, T. (1998). Taxonomies of multirobot task and reward. Tech. rep., In. 35,
36
Balch, T. (1999a). The impact of diversity on performance in multi-robot foraging.
In Proceedings of the Third Annual Conference on Autonomous Agents, 92–99,
ACM, New York, USA. 36
Balch, T. (1999b). Reward and diversity in multirobot foraging. In IJCAI-99
Workshop on Agents Learning About, From and With other Agents . 132
171
REFERENCES
Bautista, J. & Pereira, J. (2007). Ant algorithms for a time and space con-
strained assembly line balancing problem. European Journal of Operational Re-
search, 177, 2016–2032. 13
Beni, G. (1988). The concept of cellular robotic systems. In The 3rd IEEE Inter-
national Symposium on Intelligent Control , 57–62. 2
Beni, G. & Wang, J. (1990a). Self-organizing sensory systems. In J. Tou &
J. Balchen, eds., Highly Redundant Sensing in Robotic Systems, vol. 58, 251–262,
Springer, Berlin Heidelberg. 2
Beni, G. & Wang, J. (1990b). Self-organizing sensory systems. In Highly Redun-
dant Sensing in Robotic Systems, 251–262, Springer, Berlin Heidelberg. 2
Beni, G. & Wang, J. (1993). Swarm intelligence in cellular robotic systems. In
Robots and Biological Systems: Towards a New Bionics? , 703–712, Springer,
Berlin Heidelberg. 12, 14
Berman, S., Halász, A., Hsieh, M. & Kumar, V. (2009). Optimized stochastic
policies for task allocation in swarms of robots. IEEE Transactions on Robotics,
25, 927–937. 19
Berthold, P., Helbig, A., Mohr, G. & Querner, U. (1992). Rapid microevo-
lution of migratory behaviour in a wild bird species. 10
Besten, M.D., Stützle, T. & Dorigo, M. (2000). Ant colony optimization for
the total weighted tardiness problem. In Parallel Problem Solving from Nature
PPSN VI , 611–620, Springer. 12
Blackwell, T. & Branke, J. (2004). Multi-swarm optimization in dynamic envi-
ronments. In Applications of Evolutionary Computing , 489–500, Springer, Berlin
Heidelberg. 13
Blackwell, T. & Branke, J. (2006). Multiswarms, exclusion, and anti-
convergence in dynamic environments. IEEE Transactions on Evolutionary Com-
putation, 10, 459–472. 13
172
REFERENCES
Blum, C. (2005). Beam-aco-hybridizing ant colony optimization with beam search:
An application to open shop scheduling. Computers & Operations Research, 32,
1565–1591. 12
Blum, C. & Sampels, M. (2004). An ant colony optimization algorithm for shop
scheduling problems. Journal of Mathematical Modelling and Algorithms, 3, 285–
308. 12
Blum, C., Bautista, J. & Pereira, J. (2006). Beam-aco applied to assembly line
balancing. In Ant Colony Optimization and Swarm Intelligence, 96–107, Springer,
Berlin Heidelberg. 13
Bonabeau, E., Sobkowski, A., Theraulaz, G. & Deneubourg, J. (1998).
Adaptive task allocation inspired by a model of division of labor in social insects.
26
Brambilla, M., Pinciroli, C., Birattari, M. & Dorigo, M. (2012). Property-
driven design for swarm robotics. In Proceedings of the 11th International Con-
ference on Autonomous Agents and Multiagent Systems, vol. 1, 139–146, Interna-
tional Foundation for Autonomous Agents and Multiagent Systems. 19
Brambilla, M., Ferrante, E., Birattari, M. & Dorigo, M. (2013). Swarm
robotics: A review from the swarm engineering perspective. Swarm Intelligence,
7, 1–41. 15
Brutschy, A., Pini, G., Pinciroli, C., Birattari, M. & Dorigo, M. (2012).
Self-organized task allocation to sequentially interdependent tasks in swarm
robotics. Autonomous Agents and Multi-Agent Systems, 1–25. 28
Carlisle, A. & Dozier, G. (2000). Adapting particle swarm optimization to dy-
namic environments. In Proceedings of the International Conference on Artiﬁcial
Intelligence, vol. 1, 429–434. 13
Carlisle, A. & Dozler, G. (2002). Tracking changing extrema with adaptive
particle swarm optimizer. In Proceedings of the 5th Biannual World Automation
Congress, vol. 13, 265–270. 13
173
REFERENCES
Ceballos, N., Valencia, J. & Ospina, N. (2010). Quantitative performance
metrics for mobile robots navigation. In Mobile Robots Navigation, 485–500, In-
Tech. 35
Chevaleyre, Y., Dunne, P., Endriss, U., Lang, J., Lemaitre, M.,
Maudet, N., Padget, J., Phelps, S., Rodriguez-Aguilar, J. & Sousa,
P. (2006). Issues in multiagent resource allocation. Informatica (Slovenia), 30,
3–31. 26
Christensen, A., O’Grady, R. & Dorigo, M. (2007). A mechanism to self-
assemble patterns with autonomous robots. In Advances in Artiﬁcial Life, 716–
725, Springer, Berlin Heidelberg. 15
Coello, C.C. & Lechuga, M. (2002). Mopso: A proposal for multiple objective
particle swarm optimization. In Proceedings of the 2002 Congress on Evolutionary
Computation, vol. 2, 1051–1056. 13
Correa, E., Freitas, A. & Johnson, C. (2006). A new discrete particle swarm
algorithm applied to attribute selection in a bioinformatics data set. In Proceedings
of the 8th annual conference on Genetic and evolutionary computation, 35–42. 13
Corry, P. & Kozan, E. (2004). Ant colony optimisation for machine layout prob-
lems. Computational optimization and applications, 28, 287–310. 13
Cramer, H. (1946). Mathematical methods of Statistics. Princeton University
Press, NJ, USA. 50, 166
Dahl, T., Matarić, M. & Sukhatme, G. (2009). Multi-robot task allocation
through vacancy chain scheduling. Robot. Auton. Syst., 57, 674–687. 27
Danchin, E., Giraldeau, L., Cézilly, F. et al. (2008). Behavioural ecology .
Oxford University Press, New York, USA. 132
Dias, M., Zlot, R., Kalra, N. & Stentz, A. (2005). Market-based multirobot
coordination: A survey and analysis. Tech. Rep. CMU-RI-TR-05-13, Robotics
Institute, Pittsburgh, PA. 27
Dorigo, M. (2007). Ant Colony Optimization. Scholarpedia, 2, 1461. 13
174
REFERENCES
Dorigo, M. & Gambardella, L. (1997). Ant colony system: A cooperative
learning approach to the traveling salesman problem. Evolutionary Computation,
IEEE Transactions on, 1, 53–66. 12
Dorigo, M. & Stützle, T. (2004). Ant Colony Optimization. MIT Press, Cam-
bridge, MA. 13
Dorigo, M., Maniezzo, V. & Colorni, A. (1991). Positive feedback as a search
strategy. Tech. rep., IRIDIA. 12
Dorigo, M., Maniezzo, V. & Colorni, A. (1996). Ant system: optimization
by a colony of cooperating agents. IEEE Transactions on Systems, Man, and
Cybernetics, 26, 29–41. 12
Dorigo, M., Trianni, V., Şahin, E., Groß, R., Labella, T., Baldassarre,
G., Nolfi, S., Deneubourg, J., Mondada, F., Floreano, D. et al. (2004).
Evolving self-organizing behaviors for a swarm-bot. Autonomous Robots, 17, 223–
245. 15
Dorigo, M., de Oca, M. & Engelbrecht, A. (2008). Particle swarm optimiza-
tion. Scholarpedia, 3, 1486. 13
Ducatelle, F., Förster, A., Caro, G.D. & Gambardella, L. (2009a). New
task allocation methods for robotic swarms. In 9th IEEE/RAS Conference on
Autonomous Robot Systems and Competitions. 27
Ducatelle, F., Förster, A., Caro, G.D. & Gambardella, L. (2009b). Task
allocation in robotic swarms: new methods and comparisons. Tech. rep., Dalle
Molle Institute for Artiﬁcial Intelligence. 27
Durrett, R. (2004). Probability: theory and examples. Cambridge University
Press, Cambridge, UK. 52
Eberhart, R. & Shi, Y. (2001). Tracking and optimizing dynamic systems with
particle swarms. In Proceedings of the 2001 Congress on Evolutionary Computa-
tion, vol. 1, 94–100. 13
175
REFERENCES
Endriss, U., Maudet, N., Sadri, F. & Toni, F. (2005). Negotiating socially op-
timal allocations of resources: An overview. Tech. rep., Imperial College London,
Department of Computing. 26
Fazli, P., Davoodi, A. & Mackworth, A. (2012). Multi-robot repeated area
coverage: Performance optimization under various visual ranges. In Proceedings of
the Ninth Conference on Computer and Robot Vision, 298–305, IEEE Computer
Society, Washington, DC, USA. 35
Ferreira-Jr, P., Boffo, F. & Bazzan, A. (2008). Using swarm-gap for dis-
tributed task allocation in complex scenarios. In Massively Multi-Agent Technol-
ogy , 107–121, Springer, Berlin Heidelberg. 28
Gagné, C., Price, W. & Gravel, M. (2002). Comparing an aco algorithm
with other heuristics for the single machine scheduling problem with sequence-
dependent setup times. Journal of the Operational Research Society , 53, 895–906.
13
Galstyan, A. & Lerman, K. (2005). Analysis of a stochastic model of adap-
tive task allocation in robots. In Engineering Self-Organising Systems, 167–179,
Springer, Berlin Heidelberg. 21
Galstyan, A., Hogg, T. & Lerman, K. (2005). Modeling and mathematical
analysis of swarms of microscopic robots. In Proceedings of IEEE Swarm Intelli-
gence Symposium, 201–208. 25
Gambardella, L., Taillard, É. & Agazzi, G. (1999). Macs-vrptw: A multiple
colony system for vehicle routing problems with time windows. In New ideas in
optimization. 13
Georgiou, V., Pavlidis, N., Parsopoulos, K., Alevizos, P. & Vrahatis,
M. (2004). Optimizing the performance of probabilistic neural networks in a bioin-
formatics task. In Proceedings of the EUNITE conference, 34–40. 13
Gerkey, B. & Mataric, M. (2002). Sold!: Auction methods for multirobot coor-
dination. 27
176
REFERENCES
Gerkey, B. & Mataric, M. (2003). Multi-robot task allocation: analyzing the
complexity and optimality of key architectures. In IEEE International Conference
on Robotics and Automation., vol. 3, 3862–3868. 27
Gerkey, B. & Mataric, M. (2004). A formal analysis and taxonomy of task
allocation in multi-robot systems. The International Journal of Robotics Research,
23, 939–954. 27
Goldberg, D. (2001). Evaluating the dynamics of agent-environment interaction.
Ph.D. thesis, University of Southern California. 37
Goldberg, D. & Mataric, M. (2003). Maximizing reward in a non-stationary
mobile robot environment. Autonomous Agents and Multi-Agent Systems, 6, 287–
316. 19
Goldberg, D., Cicirello, V., Dias, M., Simmons, R., Smith, S. & Stentz,
A. (2003). Task allocation using a distributed market-based planning mechanism.
In Proceedings of the second international joint conference on Autonomous agents
and multiagent systems, 996–997, ACM, New York, USA. 27
Gottlieb, J., Puchta, M. & Solnon, C. (2003). A study of greedy, local search,
and ant colony optimization approaches for car sequencing problems. In Applica-
tions of evolutionary computing , 246–257, Springer, Berlin Heidelberg. 13
Grinstead, C. & Snell, J. (1998). Introduction to probability . American Math-
ematical Society, USA, 2nd edn. 54
Groß, R., Bonani, M., Mondada, F. & Dorigo, M. (2005). Autonomous
self-assembly in mobile robotics. IEEE Trans. Robot . 15
Grünbaum, D. (1998). Schooling as a strategy for taxis in a noisy environment.
Evolutionary Ecology , 12, 503–522. 10
Gudise, V. & Venayagamoorthy, G. (2003). Comparison of particle swarm
optimization and backpropagation as training algorithms for neural networks.
In Swarm Intelligence Symposium, 2003. SIS’03. Proceedings of the 2003 IEEE ,
110–117. 13
177
REFERENCES
Guerrero, J. & Oliver, G. (2007). Multi-robot task allocation method for het-
erogeneous tasks with priorities. In Distributed Autonomous Robotic Systems,
181–190, Springer, Japan. 29
Guerrero, J. & Oliver, G. (2010). A multi-robot auction method to allocate
tasks with deadlines. In 7th IFAC Symposium on Intelligent Autonomous Vehicles,
Lecce, Italy . 29
Guerrero, J. & Oliver, G. (2011). Auction and swarm multi-robot task allo-
cation algorithms in real time scenarios. In T. Yasuda, ed., Multi-Robot Systems,
Trends and Development , 437–456, InTech. 21, 29
Hamann, H. & Wörn, H. (2007). An analytical and spatial model of foraging in
a swarm of robots. In Swarm Robotics, 43–55, Springer, Berlin Heidelberg. 15
Hamann, H., Wörn, H., Crailsheim, K. & Schmickl, T. (2008). Spatial
macroscopic models of a bio-inspired robotic swarm algorithm. In IEEE/RSJ In-
ternational Conference on Intelligent Robots and Systems, 1415–1420. 23
Hsieh, M., Halász, A., Berman, S. & Kumar, V. (2008). Biologically inspired
redistribution of a swarm of robots among multiple sites. Swarm Intelligence, 2,
121–141. 21
Hsieh, M., Halász, A., Cubuk, E., Schoenholz, S. & Martinoli, A. (2009).
Specialization as an optimal strategy under varying external conditions. In IEEE
International Conference on Robotics and Automation, 1941–1946. 21
Hu, X. & Eberhart, R. (2002a). Adaptive particle swarm optimization: detection
and response to dynamic systems. In Proceedings of the Congress on Evolutionary
Computation., vol. 2, 1666–1670. 13
Hu, X. & Eberhart, R. (2002b). Multiobjective optimization using dynamic
neighborhood particle swarm optimization. In Proceedings of the Congress on
Evolutionary Computation., vol. 2, 1677–1681. 13
Ijspeert, A., Martinoli, A., Billard, A. & Gambardella, L. (2001). Col-
laboration through the exploitation of local interactions in autonomous collective
robotics: The stick pulling experiment. Autonomous Robots, 11, 149–171. 14, 25
178
REFERENCES
Jain, S., Shah, R., Brunette, W., Borriello, G. & Roy, S. (2006). Exploit-
ing mobility for energy eﬃcient data collection in wireless sensor networks. Mobile
Networks and Applications, 11, 327–339. 133
Janson, S. & Middendorf, M. (2006). A hierarchical particle swarm optimizer
for noisy and dynamic environments. Genetic Programming and Evolvable Ma-
chines, 7, 329–354. 13
Jea, D., Somasundara, A. & Srivastava, M. (2005). Multiple controlled mo-
bile elements (data mules) for data collection in sensor networks. In Distributed
Computing in Sensor Systems, 244–257, Springer, Berlin Heidelberg. 133
Jeanson, R., Rivault, C., Deneubourg, J., Blanco, S., Fournier, R.,
Jost, C. & Theraulaz, G. (2005). Self-organized aggregation in cockroaches.
Animal Behaviour , 69, 169–180. 25
Jones, E., Dias, M. & Stentz, A. (2007). Learning-enhanced market-based task
allocation for oversubscribed domains. In IEEE/RSJ International Conference on
Intelligent Robots and Systems, 2308–2313. 30
Kalra, N. & Martinoli, A. (2006). A comparative study of market-based and
threshold-based task allocation. In Proceedings of the 8th International Symposium
on Distributed Autonomous Robotic Systems (DARS). 27
Karpenko, O., Shi, J. & Dai, Y. (2005). Prediction of mhc class ii binders using
the ant colony search strategy. Artiﬁcial Intelligence in Medicine, 35, 147–156.
13
Kendall, M. & Stuart, A. (1977). The advanced theory of statistics, vol. 1:
Distribution theory. Macmillan, New York, USA, 4th edn. 50, 165, 166
Kennedy, J. & Eberhart, R. (2001). Swarm intelligence. Morgan Kaufmann
Publishers Inc., San Francisco, CA, USA. 13
Korb, O., Stützle, T. & Exner, T. (2006). Plants: application of ant colony
optimization to structure-based drug design. In Ant Colony Optimization and
Swarm Intelligence, 247–258, Springer, Heidelberg Berlin, Germany. 13
179
REFERENCES
Krieger, M. & Billeter, J. (2000). The call of duty: Self-organised task alloca-
tion in a population of up to twelve mobile robots. 27
Lavender, E. (1967). On the distribution of the sum of independent doubly trun-
cated gamma variables. 49, 51
Lein, A. & Vaughan, R. (2008a). Adaptive multi-robot bucket brigade foraging.
Artiﬁcial Life, 11, 337. 37
Lein, A. & Vaughan, R. (2008b). Adaptive multirobot bucket brigade foraging.
In Proceedings of the Eleventh International Conference on Artiﬁcial Life (ALife
XI), 337–342, MIT Press. 37
Lerman, K. & Galstyan, A. (2002). Mathematical model of foraging in a group
of robots: Eﬀect of interference. Autonomous Robots, 13, 127–141. 24, 37, 38, 132
Lerman, K., Galstyan, A., Martinoli, A. & Ijspeert, A. (2001). A macro-
scopic analytical model of collaboration in distributed robotic systems. Artiﬁcial
Life, 7, 375–393. 14, 19, 24
Lerman, K., Martinoli, A. & Galstyan, A. (2005). A review of probabilis-
tic macroscopic models for swarm robotic systems. In Swarm robotics, 143–152,
Springer, Heidelberg Berlin, Germany. 19, 23
Lerman, K., Jones, C., Galstyan, A. & Mataríc, M. (2006). Analysis of
dynamic task allocation in multi-robot systems. International Journal of Robotics
Research, 25, 225–241. 26
Li, X. (2003). A non-dominated sorting particle swarm optimizer for multiobjec-
tive optimization. In Genetic and Evolutionary Computation (GECCO), 37–48,
Springer. 13
Li, X., Branke, J. & Blackwell, T. (2006). Particle swarm with speciation and
adaptation in a dynamic environment. In Proceedings of the 8th annual conference
on Genetic and evolutionary computation, 51–58, ACM. 13
Liu, W., Winfield, A., Sa, J., Chen, J. & Dou, L. (2007). Towards energy
optimization: Emergent task allocation in a swarm of foraging robots. 28
180
REFERENCES
Liu, W., Winfield, A. & Sa, J. (2009). A macroscopic probabilistic model of
adaptive foraging in swarm robotics systems. 132
Martinoli, A. & Easton, K. (2003a). Modeling swarm robotic systems. In Ex-
perimental Robotics VIII , 297–306, Springer, Heidelberg Berlin, Germany. 23
Martinoli, A. & Easton, K. (2003b). Optimization of swarm robotic systems
via macroscopic models. In Proceedings of the Second International Workshop on
Multi-Robots Systems, 181–192. 25
Martinoli, A., Easton, K. & Agassounon, W. (2004). Modeling swarm
robotic systems: A case study in collaborative distributed manipulation. The
International Journal of Robotics Research, 23, 415–436. 25
Matarić, M. (1997). Reinforcement learning in the multi-robot domain. In Robot
colonies, 73–83, Kluwer Academic Publishers, MA, USA. 132
McLurkin, J. & Yamins, D. (2005). Dynamic task assignment in robot swarms.
Proceedings of Robotics: Science and Systems, 8. 28
Mendes, R., Cortez, P., Rocha, M. & Neves, J. (2002). Particle swarms
for feedforward neural network training. In Proceedings of the International Joint
Conference on Neural Networks, vol. 2, 1895–1899. 13
Merkle, D., Middendorf, M. & Schmeck, H. (2002). Ant colony optimiza-
tion for resource-constrained project scheduling. Evolutionary Computation, IEEE
Transactions on, 6, 333–346. 13
Meystel, A. (1991). Autonomous Mobile Robots: Vehicles with Cognitive Control .
World Scientiﬁc, Singapore. 2
Moore, J. & Chapman, R. (1999). Application of particle swarm to multiob-
jective optimization. Department of Computer Science and Software Engineering,
Auburn University . 13
Moravec, H. (1990). The stanford cart and the cmu rover. In I. Cox & G. Wilfong,
eds., Autonomous Robot Vehicles, 407–419, Springer, Berlin Heidelberg. 2
181
REFERENCES
Moss, J. & Johnson, C. (2003). An ant colony algorithm for multiple sequence
alignment in bioinformatics. In Artiﬁcial Neural Nets and Genetic Algorithms,
182–186, Springer. 13
Nilsson, N. (1984). Shakey the robot. Tech. rep., DTIC Document. 2
Norris, J. (1998). Markov chains. Cambridge University Press, Cambridge, USA.
18, 21
Nouyan, S., Ghizzioli, R., Birattari, M. & Dorigo, M. (2005). An insect-
based algorithm for the dynamic task allocation problem. KI , 19, 25–31. 27
O’Grady, R., Groß, R., Christensen, A., Mondada, F., Bonani, M. &
Dorigo, M. (2007). Performance beneﬁts of self-assembly in a swarm-bot. In
IEEE/RSJ International Conference on Intelligent Robots and Systems, 2381–
2387. 15
Onwubolu, G. & Clerc, M. (2004). Optimal path for automated drilling opera-
tions by a new heuristic approach using particle swarm optimization. International
Journal of Production Research, 42, 473–491. 13
Østergaard, E., Sukhatme, G. & Mataric, M. (2001). Emergent bucket
brigading-a simple mechanism for improving performance in multi-robot
constrained-space foraging tasks. In Autonomous Agents, 29–30, ACM, New York,
USA. 37, 38, 132
Papadimitriou, C. & Steiglitz, K. (1982). Combinatorial optimization: algo-
rithms and complexity . Prentice-Hall, Inc., NJ, USA. 89
Papoulis, A. (1984). Random Variables, and Stochastic Processes. McGraw-Hill,
New York, USA, 2nd edn. 51
Parrott, D. & Li, X. (2006). Locating and tracking multiple dynamic optima
by a particle swarm model using speciation. Evolutionary Computation, IEEE
Transactions on, 10, 440–458. 13
182
REFERENCES
Parsopoulos, K. & Vrahatis, M. (2002). Particle swarm optimization method
in multiobjective problems. In Proceedings of the 2002 ACM symposium on Ap-
plied computing , 603–607, ACM. 13
Pinciroli, C., Trianni, V., O’Grady, R., Pini, G., Brutschy, A., Bram-
billa, M., Mathews, N., Ferrante, E., Caro, G., Ducatelle, F., Bi-
rattari, M., Gambardella, L. & Dorigo, M. (2012). Argos: a modular,
parallel, multi-engine simulator for multi-robot systems. Swarm Intelligence, 6,
271–295. 7, 134
Reebs, S. (2000). Can a minority of informed leaders determine the foraging move-
ments of a ﬁsh shoal? Animal Behaviour , 59, 403–409. 10
Reidman, M. (1990). The pinnipeds: seals, sea lions and walruses. 132
Reimann, M., Doerner, K. & Hartl, R. (2004). D-ants: savings based ants di-
vide and conquer the vehicle routing problem. Computers & Operations Research,
31, 563–591. 13
Reyes-Sierra, M. & Coello, C. (2006). Multi-objective particle swarm opti-
mizers: A survey of the state-of-the-art. International Journal of Computational
Intelligence Research, 2, 287–308. 13
Ross, S. (1992). Applied probability models with optimization applications . Dover
Publication, New York, USA. 18, 20, 21
Ross, S. (2006). Introduction to probability models. Academic Press, Inc., FL, USA.
46, 68, 102
Şahin, E., Girgin, S., Bayindir, L. & Turgut, A. (2008). Swarm robotics. In
Swarm Intelligence, 87–100, Springer, Berlin Heidelberg. 14
Schneider, J., Apfelbaum, D., Bagnell, D. & Simmons, R. (2005). Learning
opportunity costs in multi-robot market based planners. In Proceedings of the
IEEE International Conference on Robotics and Automation, 1151–1156. 30
183
REFERENCES
Settles, M., Rodebaugh, B. & Soule, T. (2003). Comparison of genetic algo-
rithm and particle swarm optimizer when evolving a recurrent neural network. In
Genetic and Evolutionary ComputationâĂŤGECCO 2003 , 148–149, Springer. 13
Shah, R., Roy, S., Jain, S. & Brunette, W. (2003). Data mules: Modeling a
three-tier architecture for sparse sensor networks. In Proceedings of the First IEEE
International Workshop on Sensor Network Protocols and Applications, 30–41.
133
Shell, D. & Mataric, M. (2006). On foraging strategies for large-scale multi-
robot systems. In IEEE/RSJ International Conference on Intelligent Robots and
Systems, 2717–2723. 37, 132
Shmygelska, A., Aguirre-Hernandez, R. & Hoos, H. (2002). An ant colony
optimization algorithm for the 2d hp protein folding problem. In Ant Algorithms,
40–52, Springer, Berlin Heidelberg, Germany. 13
Silva, C., Runkler, T., Sousa, J. & Palm, R. (2002). Ant colonies as logis-
tic processes optimizers. In Ant Algorithms, 76–87, Springer, Berlin Heidelberg,
Germany. 13
Somasundara, A., Ramamoorthy, A. & Srivastava, M. (2004). Mobile el-
ement scheduling for eﬃcient data collection in wireless sensor networks with
dynamic deadlines. In Proceedings 25th IEEE International Real-Time Systems
Symposium, 296–305. 133
Soysal, O. & Şahin, E. (2006). A macroscopic model for probabilistic aggregation
in swarm robotic systems. In Proceedings of SAB06 Workshop on Swarm Robotics.
Lecture Notes in Computer Science (LNCS)., Springer. 24
Soysal, O. & Şahin, E. (2007). A macroscopic model for self-organized aggrega-
tion in swarm robotic systems. In Swarm robotics, 27–42, Springer, Berlin Heidel-
berg, Germany. 15
Stephens, D., Brown, J. & Ydenberg, R. (2007). Foraging: behavior and
ecology . University of Chicago Press, Chicago, USA. 132
184
REFERENCES
Stützle, T. et al. (1998). An ant approach to the ﬂow shop problem. In Proceedings
of the 6th European Congress on Intelligent Techniques & Soft Computing , vol. 3,
1560–1564. 13
Swaney, W., Kendal, J., Capon, H., Brown, C. & Laland, K. (2001).
Familiarity facilitates social learning of foraging behaviour in the guppy. Animal
Behaviour , 62, 591–598. 10
Thompson, D. et al. (1942). On growth and form. Cambridge University Press,
NY,USA. 11
Trianni, V. & Dorigo, M. (2005). Emergent collective decisions in a swarm of
robots. In Proceedings IEEE Swarm Intelligence Symposium, 241–248. 15
Trianni, V., Nolfi, S. & Dorigo, M. (2006). Cooperative hole avoidance in a
swarm-bot. Robotics and Autonomous Systems, 54, 97–103. 15
Wang, M., Basagni, S., Melachrinoudis, E. & Petrioli, C. (2005). Exploit-
ing sink mobility for maximizing sensor networks lifetime. In Proceedings of the
38th Annual Hawaii International Conference on System Sciences, 287a. 133
Williams, H. (2009). Logic and Integer Programming (International Series in Op-
erations Research & Management Science). Springer, New York, USA, 1st edn.
89
Winfield, A. (2009). Foraging robots. In Encyclopedia of Complexity and Systems
Science, Springer, New York, USA. 36, 132
Wong, S., Middleton, L. & MacDonald, B. (2002). Performance metrics for
robot coverage tasks. In Proceedings Australasian Conference on Robotics and
Automation, 7–12. 35
Zhang, D., Xie, G., Yu, J. & Wang, L. (2007). Adaptive task assignment for
multiple mobile robots via swarm intelligence approach. Robotics and Autonomous
Systems, 55, 572–588. 28
185
REFERENCES
Zheng, X., Koenig, S. & Tovey, C. (2006). Improving sequential single-item
auctions. In IEEE International Conference on Intelligent Robots and Systems
(IROS). 27
186
