Equivariant Cohomology
Equivariant cohomology is a structure which is attached to a smooth action of a Lie group G on a smooth manifold M. It can be de ned as the cohomology of E G G M, in which E G ! B G is the universal principal G-bundle; B G is the classifying space of the group G.
Although this explains several aspects of equivariant cohomology, cf. Atiyah is the cohomology in degree p. In Section 3 we will see another reason why it is natural to give the indeterminate X degree two.
If G = R=Z is the circle, then g = R and we can write, for ! 2 A: (1.13) in which the ! j 2 (M) G form a sequence of G-invariant di erential forms on M. The sum is nite: if ! 2 A p , then ! j 2 p?2j (M) G , which is equal to zero if p ? 2j < 0 or p ? 2j > dimM. The equivariant exterior derivative is given by
(1.14)
in which the vector eld v = 1 M is the in nitesimal action of 1 2 R = g on M. So the computation of the equivariant cohomology involves sequences of equations in (M) G . A similar remark holds true for torus actions, using a multi-index notation in (1.13). For nonabelian Lie algebras g, the choice of the basis is not so obvious. One also has that the monomials X j ! j need not be equivariant, so do not always belong to A. 
Localization in the Orbit
is the stabilizer of x in G and
is its Lie algebra. Formula (2.1) shows that the local cohomology is not trivial (as for the de Rham cohomology) if g x 6 = 0. It is even in nite-dimensional over C; it is a polynomial algebra of rank equal to the rank of g x . This rank is equal to the dimension of a maximal abelian subalgebra of g x , or of the orbit space of the adjoint action of G x in g x . This is most spectacular if x is a xed point for the group action, in which case (2.1) is obvious and we get that the equivariant cohomology is equal to the ring I := S(g ) G (2.4) of Ad G-invariant polynomials on g. Note that A and H G (M) are algebras over I, because multiplication with f 2 I is a linear mapping : A ! A, which commutes with the algebra structure in A and also with d and i(X M ), hence with D.
Locally Free Actions
The other extreme occurs if the action is locally free, which means that g x = 0
for all x 2 M. In this case the quotient space is a manifold of dimension equal to dim(M)?dim(G) with mild singularities, which locally are those of quotients of a manifold by a nite group action. The concept of such a manifold was introduced by Satake 22] under the name of V -manifold, but nowadays the name orbifold also has become popular. The point of 22] is that on such a manifold the de Rham theory goes through, practically without any change. One has for instance Poincar e duality de ned by integration over the manifold, if the V -manifold is oriented. Note that if the action is free, that is G x = f1g for all x 2 M, then M=G is a smooth manifold and : M ! M=G is a smooth bration, known in the literature as a principal ber bundle. Because of the many interesting examples, it is worthwile however to allow locally free actions which are not free. Now g x = 0 yields in view of (2.1) that the local cohomology is trivial, and we get that We have already observed before that A and H G (M) are modules over the ring I of Ad-invariant polynomials : g ! C. If the action is locally free, then each f 2 I corresponds via (3.1) to a cohomology class c f in H even (M=G), these cohomology classes of M=G are called the characteristic classes of the bration M ! M=G. In this way the cohomology of M=G, which is nite-dimensional over C if M is compact, can be viewed as a module over the ring of characteristic classes.
In 6, p. 63] an explicit construction of and is indicated, using a connection form . That is, a g-valued one form in M, which is G-equivariant and which reproduces X when applied to X M . In formula: In the case of the circle G = R=Z, g = R, !(X) = P X j ! j , the form in (3.3) is given explicitly by: =
If ! = f 2 I, then = f( ), con rming the description of the characteristic classes, which we gave above. Combining (3.1) with the observation that the equivariant cohomology of a point is isomorphic to the ring of Ad-invariant polynomials on the Lie algebra, one can now also explain the second identity in (2.1). Indeed, if H is a closed Lie subgroup of G, then we can use the left-right action of G H on G and write
(3.8)
Integration
From now on, we assume that M is compact and oriented and that the Gaction preserves the orientation. If ! 2 A, then the integral
de nies an Ad G-invariant function on g, so R ! 2 S(g ) G . Here we have written We write t for the Lie algebra of T. For generic X, T is a maximal torus in G and t is a maximal abelian subalgebra of g. Using Bochner's local linearization theorem of actions of compact Lie groups near xed points, one obtains that each connected component F is a smooth compact submanifold of M T , and there are only nitely many F's. For each x 2 F, the normal space T x M= T x F splits into two-dimensional T-invariant planes P j , on which the in nitesimal action of Y 2 t is equal to j (Y ) times the standard in nitesimal rotation of a quarter turn. Here j 2 t ; j (ker exp \t) 2 Z (4.10) are (the real versions of) the weights of the torus action.
Because of the rigidity in (4.10), the weights do not depend on the choice of the point x in the connected manifold F. Also, writing the quarter turn in the plane P j as multiplication with i, P j can be viewed as a complex line bundle over F, with a curvature form in 2 (F) attached to a connection in P j . If j occurs with multiplicity, then we get a complex vector bundle over F and the Chern form has to be replaced by a curvature matrix. (One may also use the \splitting principle" as in 4 , x21], in order to reduce the computations to the case of complex line bundles.) In this way the normal bundle N(F) of F in M may be provided with the structure of a Hermitian complex vector bundle, the in nitesimal action of X on the frame bundle FN(F) of N(X) will be denoted by L X.
The equivariant Euler form of the normal bundle of F is now de ned as
Here denotes the curvature form in FN(F), de ned by a connection form in the bundle FN(F) ! F. Because the complex determinant is a conjugacy-invariant polynomial, the characteristic form (4.11) is well-de ned.
If j (X) 6 = 0 for all j, then this is an invertible element in the commutative algebra even (F), with inverse given by 1
Note that the terms in the right hand side can only be nonzero if 2l dimF.
In particular the sum is nite. If F = fxg is an isolated point, or more generally if the normal bundle of F is trivial, then 1="(X) is just equal to the scalar Q j (2 =i j (X)).
With these notations, the localization formula now reads:
On F the orientation is chosen such that it is compatible with the orientations of M and N(F). Note that the condition (4.6) just means that g x contains a maximal abelian subalgebra t of g, so x 2 M T . It is also remarkable that the polynomial ( R !)(X) is equal to a sum of rational functions of X, which in general may have quite high order poles. The vanishing of the sum over F of the coe cients of these poles is just one example of the many magic identities which follow from the localization formula. Note that Z X is equal to the set of critical points of the function (X). This also implies that (X) is constant on each connected component F of Z X , its value on F has been denoted by hX; (F)i in (5.5).
Hamiltonian Actions
The integral on the left hand side of (5.5) is an oscillatory integral with phase function equal to (X). The terms (5.6) coincide with the leading terms of the asymptotic expansion of (5:5) for X ! 1, given by the method of stationary phase. One says that in this case the method of stationary phase is exact. This was observed for !(X) 1 in 9]. However, in the next sections we will discuss how the generalization to arbitrary equivariantly closed forms ! can be used in the study of the ring structure of the cohomology of the reduced phase space.
Another observation is that Z X , being equal to the set of critical points of (X), is always nonvoid. Actually, using the (X) as Morse functions, Ginzburg is an isomorphism of I-modules. Recall that I stands for the ring of Ad Ginvariant polynomials on g. This is in extreme contrast with the case that the G-action is locally free, because then In order to get hold of this, Witten 23] showed that (4.14), this time with (X) = (X) (X M ; ); (7.5) leads to a localization of I 0 (!) at the critical points of x 7 !k (x)k 2 . This has been worked out by Wu 24] in the case of a circle action and for ! = e^ . The result is a formula for the symplectic volume of the reduced phase space, in terms of the xed points of the circle action.
11] proved the very strong statement that integration over M de nes a
With a somewhat di erent proof, Kalkman 18] As an application, he computed the ring structure of H (M 0 ), for a circle action on M = CP n . (In the sum on the right hand side of (7.6), the condition (F) > 0 for the xed point components may also be replaced by (F) < 0, adding a minus sign in front of the sum sign.) In Kalkman's Ph. D. thesis, (7.6) is proved by observing that ?1 (0) is the boundary of the domain where > 0. Then Stokes' theorem is applied in the complement in this domain of a small tubular neighborhood of the xed point set. A remarkable feature of this proof is that it works, with ?1 (0) replaced by @M, for an arbitrary (not necessarily Hamiltonian) circle action on any compact oriented manifold with boundary @M.
The remainder of this section is an attempt to explain the results of Je rey and Kirwan 17] . It contains a generalization of (7.6) of the temperate function I(X) on g, which was introduced in (5.5). That is, f is a temperate distribution in g . Here dX is the Euclidean measure with respect to an Ad G-invariant inner product in g, which in the sequel will also be used in order to identify g with g. Its restriction to the maximal abelian subalgebra t de nes a Euclidean measure on t and an identi cation of t with t.
Let ' be a test function (smooth and with compact support) on g . Using the dual measure in g , interchanging the order of integration and writing !(X) = X j X j ! j (7.8) with a multi-index j, we get
Here n = dimg. In other words,
Here , the transposed of , denotes the pushforward of measures in M to measures in g by means of the momentum mapping : M ! g . It follows that the distribution f is supported by the image of the momentum mapping, a set which is known to intersect t in a convex polytope, if M is connected. If ! = 1, then f is equal to (2 ) n (?i) m times the pushforward under of the canonical (Liouville) measure m =m! of M. In particular, it is a measure. For general ! it can be a distribution of arbitrarily high order.
If V is a su ciently small open neighborhood of 0 in g , then there exists a G-equivariant retraction from ?1 (V ) onto ?1 (0) such that is a di eomorphism from ?1 (V ) onto ?1 (0) V , and moreover the symplectic form is given by = 0 0 + dh ; i: (7.11) Here Here is the curvature form in ?1 (0) of , and we take ' to be Ad G-invariant in order to obtain that the integral over is a well-de ned characteristic form in M 0 = ?1 (0)=G.
It follows that f is equal to an Ad G-invariant polynomial near the origin in g . For torus actions and ! = 1, this was actually the way in which it was proved in 9], that the pushforward of the canonical density under the momentum mapping is a piecewise polynomial density in g . By letting the support of ' shrink to 0, one obtains that the integral of e ?i 0 0 (!) over M 0 is equal to a nonzero universal constant times f(0). The next step is that one would like to use the localization formula (5.5), in order to write f(0) as the sum of contributions from the connected components F of the xed point set M T . Now (5.5) is an equation between functions on t, so we begin by expressing f(0) in terms of the restriction of I to t. Let ' be an Ad G -invariant smooth and compactly supported function in g with integral equal to one. (Later we shall see that we also could take a Gaussian.) Let Here c is a universal positive constant and the polynomial (X) = (?X) is equal to the product of all the roots of the Lie algebra g with respect to the maximal abelian subalgebra t; these roots are regarded as linear forms on t.
The problem which arises now, is that the poles of the rational functions r F (X) which appear in (5.5) are not locally integrable, so we cannot substitute (5.5) in (7.14) right away. However, using that the integrand in (7.14) is a rapidly decreasing analytic function of X, we can apply Cauchy's integral theorem and replace X by X +iY in the integrand, for any Y 2 t. If Y lies in the complement t of the zeroset of all the weights j , for all j and all F, then we get that f(0) is equal to a nonzero universal constant times the sum over all F of In order to further investigate the residues, we note that X 7 ! r F (X + itY ) (7.19) converges for t # 0 in the space of temperate distributions on t, the limit will be denoted by r F;^. Its t-Fourier transform F t r F;^i s a temperate distribution in t .
In order to express (7.15) in terms of the distribution F t r F;^, it is convenient to write (X) = $(X) $(?X) = $(X) 2 ; (7.20) in which $(X) denotes the product of a choice of positive roots. We then have, modulo nonzero universal factors: Here t denotes the momentum mapping for the action of T, so t (F) 2 t is equal to the restriction of (F) 2 g to t. Note that (7.23), for arbitrary ' and = 1, yields the F-contribution to the whole distribution f, not only to its value at the origin in g .
The distribution F t r F;^c an be described in terms of the convolutions m F;ô f the hal ine measures m j , de ned by h'; m j i = s equal to the cone spanned by the j;^, which in turn is equal to the dual cone ? F;^o f C F;^. It follows from the fact that has regular values, that the j;ŝ pan t . This implies that ? F;^h as a nonvoid interior and that the measure m F;^i s determined by a locally integrable density, cf. Guillemin In any case, this shows that the residue is always well-de ned. It may depend on the choice of ', although the sum over all F of the residues neither depends on ', nor on^. The description of F t r F;^a lso shows that, instead of the compactly supported smooth function ', we could have taken a Gaussian.
The formula (7.18) may be compared with the formula which Guillemin and
Prato 14] obtained for f, in the case that ! = 1, the T-xed points are isolated and their t -images are not in the walls of the Weyl chambers in t . Finally, if is replaced by , > 0, then gets replaced by and 0 by 0 . The local contributions at each F in (7.18) is a polynomial in , cf. (5.6) and (7.23) . This leads to a formula for R M0 0 (!) as the sum over F of the constant terms of the local contributions, viewed as polynomials in .
One may also note that the topological equivariant cohomology can be dened over Z. If G acts (locally) freely on ?1 (0), then 0 maps to the integral (rational) cohomology of M 0 , so the explicit computation of the universal factor should con rm that R M0 0 (!) is integral (rational) for integral equivariant cohomology classes !.
Further explorations might tell how e cient the formula really is for the computation of the ring structure of the cohomology the reduced phase space. For instance, a natural question is whether this can be used for the computation of the cohomology ring of an arbitrary toric variety, which is a reduced phase spaces for a torus action on a (noncompact) complex vector space. The result may then be compared with the formula of Danilov 7, x10] . In 17] , examples have been worked out for the non-Abelian group G = SU(2).
