where M 2 N f 1 g , p j 2 C , R e p j ! ; 1 as j ! 1 when M = 1, m j 2 N, and c jk 2 C . Here, the asymptotics are understood in an increasing order 1 of atness at t = 0 . An asymptotic type, P, is represented by a sequence f(p j m j )g M j=1 grouping together the singular exponents, p j , and their multiplicities, m j . In fact, an asymptotic type is regarded as a non-negative divisor on C possessing special support properties (see De nitions 2.1, 2.3). If the data in (1.1) are coming from P, then u(t) is said to possess conormal asymptotics of type P. The goal of this paper is to construct classes d P Q (R + ) L cl (R + )\L 0 (R + ) for 2 Z(where superscript \0" in the second space refers to the exit behaviour as t ! 1 ) of pseudodi erential operators A on the half-line R + such that, if u(t) possess conormal asymptotics of type P, then Au(t) possess conormal asymptotics of type Q. Here, 2 Z is the order of operators involved, P Q are prescribed asymptotic types, and d 2 N is a type for these operators similar to that in Boutet de Monvel's calculus for pseudodi erential boundary value problems arising, e.g., in compositions, see Boutet de Monvel 1], Rempel{Schulze 18 ], Schulze 23]. Boutet de Monvel's calculus, indeed, appears as a special case when P = Q is the asymptotic type resulting from Taylor expansion at t = 0 .
Throughout, we shall x a conormal order 2 R (in an L 2 {sense) as basic reference weight. In (1.1), we then have R e p j < 1=2 ; for all j.
In the primary case, d = 0 , w e construct 0 P Q (R + ) as a certain subclass of Schulze's cone calculus C (R + ; + ), for the latter, see Schulze ;;;;! P Q ;! 0
is split exact. Finally, w e come to the coordinate invariance of the calculus: Let : R + ! R + be a C 1 {di eomorphism such that j@ j t (t)j C j (1+t) 1;j for all t 2 R + , j 2 N, and some constants C j > 0 and j (t)j ct for all t 2 R + and some constant c > 0. There is a number of related work to mention: The constructions rely on Schulze's cone calculi on the half-line R + , s e e Schulze A r s t v ersion of the calculus (P = Q, no coordinate invariance) has been worked out by Liu 13] in her thesis. To incorporate coordinate invariance into the calculus has become possible after explicit formulas for coordinate changes for Mellin symbols have been established in Kapanadze{Schulze{ Witt 10 ].
An extension of these results to higher-dimensional cones probably requires a ner observation of asymptotic types (including linear relations among the various coe cients c jk in (1.1) which are then smooth functions on the cone basis). The abstract concept for establishing corresponding asymptotic types, that extends concepts from Rempel{Schulze 19] and Schulze 21] , is found in Witt 29] . The concrete computations for higher-dimensional cones have been performed in Liu{Witt 14] .
The paper is organized as follows: In Section 2, some auxiliary material (e.g., asymptotic types, Mellin symbols, function spaces with asymptotics) is presented. In Section 3, the calculus is introduced and its basic elements (e.g., continuity in the above-mentioned function spaces, compositions) are developed. Then, in Section 4, further elements of the calculus (e.g., principal symbol map, ellipticity, parametrix construction, coordinate invariance) are deal with. Finally, in Appendix A, Schulze's cone calculus on the half-line R + that is basic for all following constructions is reviewed.
Notation. We shall employ standard notation from microlocal analysis as found, e.g., in H ormander 8], Kumano-go 12] , and Schulze 
Preliminaries
In this section, basic notions and some auxiliary material are introduced. De nition 2.1. An asymptotic type, P, is a non-negative divisor on C satisfying j Re pj ! 1 as jpj ! 1 on supp P := fp 2 C P(p) 6 = 0 g. T h e s e t o f a l l asymptotic types is denoted by A s .
The set As is an ordered semigroup that is a lattice. It obeys the additional property that each non-empty subset (each bounded subset) has a greatest lower bound (a least upper bound). The order relation on the divisor group restricted to As is denoted by \ 4". The least element o f A s is the zero divisor, O, and it is called the empty asymptotic type.
We shall employ the shift operation on asymptotic types that is de ned by (T P)(p) = P(p + ) for P 2 As, 2 R.
If convenient, an asymptotic type, P, will be also represented by a sequence f(p j m j )g M j=1 C N, where M 2 N f1g and j Re p j j ! 1 as j ! 1 when M = 1, such that P(p) = maxfm j g + 1 p 2 supp P (2.1) and the maximum is extended over all j satisfying p j = p. (Notice that taking plus 1 is convention, see, e.g., Schulze 21, 23] .) Of course, such a representation is not unique, although, by virtue of (2.1), each sequence represents a uniquely determined asymptotic type, P.
For conormal asymptotics as t ! +0 of functions u = u(t) o n R + only a restricted class of asymptotic types occurs. (Though, the generality i n troduced above is needed for Mellin symbols.)
Example 2.2. P 0 := f(;j 0)g j2N is the asymptotic type resulting from Taylor
. Note the minus sign in front o f t h e j that is related to the convention adopted for the Mellin transformation.)
Throughout, we shall x a conormal order 2 R as basic reference weight. By As we denote the set of all P 2 As such that supp P S(1=2 ; ). De nition 2.3. Given 2 R, the set As ] consists of all P 2 As such that supp P \ ; 1=2; ;d = for all d 2 N and the shadow condition T ;1 P 4 P is satis ed.
In case it is necessary to mention the dependence on explicitly, w e write As ] .
For any meromorphic function h on C , ( h(z)) denotes the principal divisor assigned to it. In particular, (h(z)) < 0 if and only if h is holomorphic on C (i.e., it is an entire function). (h(z)) = P ;Q for asymptotic types P, Q means that h has zeros given by P and poles given by Q with possible cancellation between both.
2.2. Mellin symbols. In the following, the complex Mellin variable z 2 C is split into z = + i , where
De nition 2.4. For P = f(p j m j )g M j=1 2 As, 2 R f ; 1 g , M P denotes the space of all meromorphic functions h(z) o n C having poles at most at z = p j of order m j , for any j, such that, for all 2 C 1 (C ) with (z) = 1 i f dist(z supp P) 1, (z) = 0 if dist(z supp P) 1=2, we h a ve ( h)(z)j z= +i 2
We also introduce M as := Proposition 2.6. For P 2 As, 2 R, there exists an elliptic f 2 M P such that f ;1 2 M ; O . F urthermore, in case = 0 , f can be chosen in the form
where g 2 M ;1 P .
To get further control on Mellin symbols, we state, see Liu 13 , Proposition 3.5]: Proposition 2.7. There is a system of meromorphic functions g P (z) on C , indexed by asymptotic types P 2 As, such that (g P (z)) = P for all P 2 As,
g P (z) 2 M as for all 2 Z, P Q 2 As.
Furthermore, it can be a c complished that the principal symbol b 2 S ( ) (R n0) of the function in (2.4) is independent of P Q 2 As and, in fact, b ( ) = b 1 ( ) .
Proof. By virtue of Proposition 2.6, for each P 2 As, w e can choose a k P (z) 2 M ;1 P such that (1 + k P (z)) ;1 2 M 0 O . Then the functions (see Example 2.2)
where ;(z) is the ;{function (in particular, (;(z)) = ;P 0 and ;(z+ ) ;(z) 2 M as for all 2 Z, see Olver 17] ) are as required.
2.3. Function spaces. Cone Sobolev spaces H s P (R + ) including asymptotic information encoded by the asymptotic type P 2 As are introduced. The length of the closed interval on which asymptotics of type P are observed equals the Sobolev smoothness s 0. The spaces H s P (R + ) are similar to the spaces K s P #;0 (R + ) used in Appendix A with the di erence that the spaces now are Hilbert spaces rather than only Fr echet{Hilbert spaces. For the general idea of using spaces with asymptotics, see Rempel{Schulze 19], Schulze 
21].
De nition 2.8. For s 0, P 2 As , the space H s P (R + ) consists of all u 2 H s loc (R + ) such t h a t ( 1 ;!)u 2 t H s (R + ) and, for v := !u, w e h a ve h(z)ṽ(z) 2 A(S(1=2 ; ; s 1=2 ; )) and ; !(t)t ;q log l t = 8 > < > :
Now, we list some of the properties of the function spaces H s P (R + ). For proofs and further information, the reader is referred to Liu (2.9) S P (R + ) i s a n uclear Fr echet space. We will likewise employ the notation S as (R + ) : = P2As S P (R + ):
Basic Elements of the Calculus
In this section, the basic elements of the calculus are introduced. The relation of the calculus to Boutet de Monvel's calculus for pseudodi erential boundary value problems is uncovered in an appendix to Section 3.3. !(c j t)t ; j h j (t z) (3.3) belongs to S cl (R + ; 1=2; ) P Q .
Proof. For each t 0, the sum on the right-hand side of (3.3) is nite. Therefore, h 0 (t z) i s w ell-de ned. Thus, it su ces to prove that the sequence P l j=0 !(c j t)t ; j h j (t z) l2N is bounded in S cl (R + ; 1=2; ) P Q (see Upon subtracting leading homogeneous components and repeating this procedure, we nally arrive at boundedness in S cl (R + ; 1=2; ) P Q . The proof is concluded by appealing to the closed graph theorem twice.
For the sake of completeness, we mention:
Proposition 3.8. Let fh l (t z)g 1 l=0 S cl (R + ; 1=2; ) P Q be a s e quence such that h l (t z) ! h(t z) in S cl (R + ; 1=2; ) P Q as l ! 1 . Remark 3.9. Let fh l (t z)g 1 l=0 be a bounded sequence in S cl (R + ; 1=2; ) P Q that converges point-wise to some h(t z). Then h(t z) 2 S cl (R + ; 1=2; ) P Q and (3.4) holds.
3.2. Green, trace, and potential operators. The calculus is now completed by trace and potential operators. At the same time, the residual Green operators are introduced. This is also here that types d 2 N occur for the rst time. In case we h a ve to mention the dependence of these operator classes on explicitly (e.g., in Section 3.4), we write d P Q (R + N ; N + ) etc. As before, we also write d P (R + N ; N + ) in place of d P P (R + N ; N + ). Remark 3.13. In (3.8), we m a y always assume that t ; op 1=2; M (h(t z)) ; op (p) 2 L ;1 (R + ):
For this kind of argument, see Schulze 
Further Elements of the Calculus
In this section, the elements of the calculus are further developed. This concerns ellipticity and elliptic regularity, the parametrix construction for elliptic operators, and coordinate invariance. Therefore, the parameters in de ning the operators ( j 1 j 2 : : : j m ) c a n b e commuted freely up to linear combinations of operators of the same kind. Especially, w e m a y assume that j 1 
for some k(z) 2 M ; O , where j 1 + + j m = ; .
We proceed by induction on ; . F or ; = 0, there is nothing to do. Next we consider, for j 0 + j 1 a 0 2 C instead of (3.1) for j = 0, see (3.2) , also leads to a coordinate invariant calculus. There is, however, no canonical choice for the functions g P (z) g Q (z) unlike the case P = Q = P 0 , in which w e can choose g P 0 (z) = ; ( z).
Appendix A. Schulze for all s 2 R, # > 0.
