Abstract. We give lower and upper bounds of Seshadri constants on toric varieties at any points. By using the lower bounds and toric degenerations, we can obtain some new computations or estimations of Seshadri constants on non-toric varieties. In particular, we investigate Seshadri constants on hypersurfaces in projective spaces and Fano 3-folds with Picard number one in detail.
Introduction
In this paper, we study how to estimate Seshadri constants. First, we give lower and upper bounds of Seshadri constants on toric varieties at any points. Next, we obtain some new estimations of Seshadri constants on non-toric varieties by using toric degenerations. We consider varieties or schemes over the complex number field C throughout this paper.
Demailly [Dem] defined an interesting invariant, Seshadri constant, which measures the local positivity of a line bundle on a projective variety: Definition 1.1. Let L be a nef line bundle on a projective variety X, and take a (possibly singular) closed point p ∈ X. We define the Seshadri constant of L at p to be ε(X, L; p) = ε(L; p) := inf
where C moves all reduced and irreducible curves on X passing through p, and mult p (C) is the multiplicity of C at p.
Remark 1.2. It is easily shown that ε(L; p) = max{ t ≥ 0 | µ * L − tE is nef }, where µ : X → X is the blowing up at p and E = µ −1 (p) is the exceptional divisor (cf. [La2, Chapter 5] ). Hence there is an inequality ε(L; p) ≤ n L n / mult p (X) for any point p ∈ X, where n is the dimension of X.
For a subvariety Y of X, ε(X, L; p) ≤ ε(Y, L| Y ; p) holds for any p ∈ Y ⊂ X by the definition of Seshadri constants. We will use this later repeatedly.
Seshadri constants sometimes have interesting geometric consequences. For example, lower bounds of Seshadri constants induce jet separations of adjoint linear series [Dem] and lower bounds of Gromov width (an invariant in symplectic geometry) [MP] . Upper bounds sometimes give fibrations or foliations [Na1] , [Na2] , [HW] . Seshadri constants are used to define the Ross-Thomas' slope stabilities for polarized varieties [RT] .
But unfortunately it is very difficult to compute or estimate Seshadri constants in general. Many authors study about surfaces, but estimations in higher dimensional cases are very few. In higher dimensional cases, the following results are known:
In [EKL] , Ein, Küchle, and Lazarsfeld show that ε(X, L; p) ≥ 1/ dim X holds for a very general point p ∈ X for any polarized variety (X, L). By [La1] and [Bau] , lower bounds of Sesahdri constants are obtained for abelian varieties. In [Di] or [BDH+] , Seshadri constants on toric varieties at torus invariants points are computed. Somewhat surprisingly, we do not know how to compute the Seshadri constant on a polarized toric variety at a not necessarily torus invariant point in general.
In this paper, we investigate toric cases at first. Let M be a free abelian group of rank n and set M R = M ⊗ Z R. For an integral polytope P ⊂ M R of dimension n and a face σ of P , we will define positive real numbers s 1 (P ; σ), s 2 (P ; σ) and show: Theorem 1.3 (=Theorem 3.17). Let P be an integral polytope of dimension n in M R , and σ a face of P . Then, s 1 (P ; σ) ≤ ε(X P , L P ; p) ≤ s 2 (P ; σ) holds for any p ∈ O σ , where (X P , L P ) is the (normal) polarized toric variety defined by P , and O σ ⊂ X P is the orbit corresponding to σ.
Hence ε(X, L; p) does not depend on the choice of p if p is very general. (cf. [La2, Example 5.1.11 ])
The definition of Seshadri constants can be generalized to multi-points cases easily (cf. [La2, Definition 5.4 .1], [BDH+, Definition 1.9] ): Definition 1.6. Let L be a nef line bundle on a projective variety X. For a positive integer r, m = (m 1 , . . . , m r ) ∈ R r >0 , and r points p 1 , . . . , p r ∈ X, the Seshadri constant ε(X, L; m 1 p 1 , . . . , m r p r ) of L at p 1 , . . . , p r with wight m is ε(X, L; m 1 p 1 , . . . , m r p r ) := inf
, where C moves all reduced and irreducible curves on X passing through at least one of p 1 , . . . , p r . In the same way as Remark 1.2, it holds that ε(X, L; m 1 p 1 , . . . , m r p r ) = max{
where µ : X → X is the blowing up at p 1 , . . . , p r and E i = µ −1 (p i ) is the exceptional divisor over p i .
As Definition 1.4, we define the Seshadri constant ε(X, L; m) of L at very general points with weight m as follows: ε(X, L; m) = ε(X, L; m 1 , . . . , m r ) := ε(X, L; m 1 p 1 , . . . , m r p r ) for very general points p 1 , . . . , p r ∈ X.
Since Seshadri constants have some lower semicontinuities, degenerations are useful to get lower bounds of Seshadri constants. From Theorem 1.3, we obtain the following theorem: Theorem 1.7 (special case of Corollary 4.4). Let f : X → T be a flat projective morphism over a smooth variety T with reduced and irreducible general fibers. Let L be an f -ample line bundle on X and 0 ∈ T . Set X t = f −1 (t), L t = L| Xt for t ∈ T . If the normalization of the central fiber (X 0 , L 0 ) is isomorphic to the polarized toric variety (X P , L P ) for an integral polytope P ⊂ M R , then ε(X t , L t ; 1) ≥ s 1 (P ; P ) holds for very general t ∈ T .
Roughly speaking, this theorem states that we can obtain a lower bound of the Seshadri constant of (X, L) if (X, L) degenerates to a polarized toric variety.
By using Corollary 4.4, we obtain explicit estimations of Seshadri constants on hypersurfaces and Fano 3-folds with Picard number 1: Theorem 1.8 (=Theorem 5.5). Let X n d be a very general hypersurface of degree d in P n+1 . Then it holds that
r . In particular, it holds that
Remark 1.9. Note that Theorem 1.8 does not hold for m ∈ R r >0 in general. This paper is organized as follows: In Section 2, we prepare some notations and conventions. In Section 3, we examine Seshadri constants on toric varieties and show Theorem 1.3. We also compute some examples. In Section 4, we prove Theorem 1.7. In Section 5, we verify Theorems 1.8 and Theorem 1.10. like to thank Yoshinori Gongyo, Makoto Miura, Shinnosuke Okawa, Taro Sano, and Kiwamu Watanabe for helpful discussions and comments.
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Notations and conventions
We denote by N, Z, Q, R, and C the set of all natural numbers, integers, rational numbers, real numbers and complex numbers respectively. In this paper, N contains 0. We define R ≥0 := {x ∈ R | x ≥ 0} and R >0 := {x ∈ R | x > 0}. For x ∈ R, ⌊x⌋, ⌈x⌉ ∈ Z are the round down and the round up of x respectively. We denote by e 1 , . . . , e n the standard basis of Z n or R n . Unless otherwise stated, M stands for a free abelian group of rank n ∈ N in this paper. We define M K := M ⊗ Z K for any field K. For a subset S ⊂ M R , we denote the convex hull of S by conv(S). We write Σ(S) for the closed convex cone S spans. For t ∈ R ≥0 ,
A subset P ⊂ M R is called a polytope if it is the convex hull of a finite set in M R . A polytope P is integral (resp. rational) if all vertices are in M (resp. M Q ). When σ is a face of a polytope P ⊂ M R , we write σ ≺ P .
For a polytope P ⊂ M R , we denote by vol M (P ) or vol(P ) the Euclidean volume of P under an identification of M ⊂ M R with Z n ⊂ R n . Of course, vol(P ) does not depend on the identification. When n = 1, we write it |P | M or |P |, and call it the length of P . The dimension of P is the dimension of the affine space spanned by P .
For free abelian groups M and M ′ of rank n and r, a linear map π : M R → M ′ R is called a lattice projection if π is induced from a surjective group homomorphism M → M ′ . For a subset S in a topological space, we denote the closure of S byS. For a variety X, we say a property holds at a very general point of X if it holds for all points in the complement of the union of countably many proper subvarieties.
Throughout this paper, a divisor means a Cartier divisor. Hence a Q-,R-divisor means a Q-,R-Cartier Q-,R-Weil divisor respectively. We use the words "divisor ", "line bundle ", and "invertible sheaf " interchangeably.
We call a pair (X, L) a (Q-)polarized variety if X is a projective variety and L is an ample (Q-)line bundle on X. The normalization of a Q-polarized variety (X, L) is (X nor , π * L), where π : X nor → X is the normalization of X.
Seshadri constants on toric varieties
In this section, we investigate Seshadri constants on toric varieties and prove Theorem 1.3. We refer the reader to [Fu] for toric varieties.
Definition 3.1. Let Γ ⊂ N × M be a finitely generated subsemigroup such that Γ ∩ ({0} × M) = {0} and Γ generates Z×M as a group. We define a not necessarily normal Q-polarized toric variety (X(Γ), L(Γ)) as follows:
Note that the torus
The moment polytope ∆(Γ) of (X(Γ), L(Γ)) is defined to be
which can be regarded as a rational polytope in M R naturally. For a rational polytope P ⊂ M R of dimension n, we define the normal Q-polarized toric variety (X P .L P ) by
where Γ P := Σ({1} × P ) ∩ (N × M). We write the maximal orbit of X P as O P , and denote by 1 P ∈ O P = T M the identity of the torus. For a face σ of P , there is a natural closed embedding X σ ֒→ X P . Hence we can regard X σ as a closed subvariety of X P , and O σ is considered as a T M -orbit in X P .
Remark 3.2. For any Γ, the normalization of [Ei, Exercise 4.22] ). When P is an integral polytope, L P is a line bundle.
Remark 3.3. For any integral polytope P ⊂ M R of dimension n and any face σ ≺ P , ε(X P , L P ; p) is constant for p ∈ O σ because of the torus action. In particular, ε(X P , L P ; 1) (in the sense of Definition 1.4) coincides with ε(X P , L P ; 1 P ).
3.1. At a point in the maximal orbit. In this subsection, we estimate ε(X P , L P ; 1 P ) for an integral polytope P .
Proof. For simplicity, we set P ′ = π(P ). There is a commutative diagram
By intersecting with N × M or N × M ′ , we have
Note that the above Γ P → Γ P ′ is not necessarily surjective. Set
The above diagram induces
where ι is a closed embedding, i and i ′ are open immersions, and ν is the normalization.
R , P , and P ′ = π(P ) be as in Lemma 3.4, and set
, and the isomorphic class of (
Lemma 3.5. Let π : M R → M ′ R , P , and P ′ = π(P ) be as in Lemma 3.4, and take
Then, there exists a generically surjective rational map ϕ : X P X P (u ′ ) such that for any resolution µ : Y → X P of the indeterminacy of ϕ, the following conditions hold:
Proof. By considering kP for sufficiently large and divisible k ∈ N, we may assume u ′ is contained in M ′ and P (u ′ ) is an integral polytope. Furthermore, by considering
There is a commutative diagram
By intersecting with N × M or N × ker π| M , we have
This diagram induces
Then ϕ is generically surjective because ϕ| T M is surjective. We show this ϕ satisfies (i) and (ii) in the statement of this lemma.
Clearly ϕ|
Hence (i) holds.
We need one more lemma, which states that lower and upper bounds of Seshadri constants are obtained from surjective morphisms.
for sufficiently large and divisible k ∈ N (which is called the stable base locus of L−f * L ′ , and does not depend on k.
. . , Y r are all the irreducible components of f −1 (f (y)) containing y with the reduced structures.
Proof. We may assume L and L ′ are ample. In fact, for nef and big L,
′ . Then we can show this lemma from ample cases by δ → 0. The second inequality is clear by the definition of Seshadri constants, thus it is enough to show the first one. For the sake of simplicity, we set z = f (y).
Fix a curve C ⊂ Y containing y.
It suffices to show min{min
Case 2. C ⊂ f −1 (z). Set C ′ = f (C) with the reduced structure and fix a rational number 0 < t < ε(Z, L ′ ; z). Then for any sufficiently large and divisible k ∈ N, there exists
Thus for any curve C ⊂ Y containing y, ( * ) holds.
By Lemmas 3.4, 3.5, and 3.6, we obtain the following proposition, which is useful to estimate ε(X P , L P ; 1 P ). The lower bound in this proposition is essentially a generalization of an Eckl's result [Ec, Theorem 2.2] , which is the case n = 2, r = 1. Note that Eckl's proof is rather algebraic in comparison with our geometrical proof.
R be a lattice projection for free abelian groups M and M ′ of rank n and r. Let P ⊂ M R be an n-dimensional integral polytope, and set
Proof. Let ϕ : X P X P (u ′ ) be the rational map defined in Lemma 3.5. For a toric resolution µ : Y → X P of the indeterminacy of ϕ, the stable base locus B(µ
where
are birational and isomorphic around 1 Y from the proof of Lemma 3.5, it holds that ε(Y, µ
From these equalities, this proposition follows.
In view of Proposition 3.7, we define invariants s 1 (P ) and s 2 (P ) for a rational polytope P ⊂ R n as follows:
Definition 3.8. Let P be a rational polytope in M R . We define s 1 (P ) = s M 1 (P ) ∈ R ≥0 for which s 1 (P + u) = s 1 (P ) holds for any u ∈ M Q by induction of n as follows:
When n = 1, we define s 1 (P ) = |P | M , the length of P . Note that M ⊂ M R is identified with Z ⊂ R as stated in Section 2. Clearly s 1 (P + u) = s 1 (P ) holds for any u ∈ M Q .
Assume such s 1 (P ) is defined in the case of rank n − 1, and set
Fix π ∈ Φ and choose a splitting
by the induction hypothesis. Another choice of the splitting only causes a parallel translation of
does not depend on the splitting by the induction hypothesis. We define
Clearly, s 1 (P + u) = s 1 (P ) holds for any u ∈ M Q . The definition of s 2 (P ) is more simple. For a rational polytope
By definition, s 2 (P + u) = s 2 (P ) holds for any P and u ∈ M Q . We define
Remark 3.9. Let V be a finite dimensional R-vector space, and take two lattices
i (P ) for P ⊂ V and i = 1, 2. Thus we have to notice which lattice we consider about when we deal with s 1 (·), s 2 (·).
By Proposition 3.7, we can show that s 1 (P ) and s 2 (P ) give a lower bound and a upper bound of ε(X P , L P ; 1 P ) respectively: Proposition 3.10. Let P ⊂ M R be a rational polytope of dimension n.
Then for any p ∈ O P ⊂ X P , it holds that
Proof. By the torus action, we may assume p = 1 P . We show this proposition by induction of n.
By definitions s 1 (P ) = s 2 (P ) = |P |, thus the inequalities in the proposition follow.
We assume this proposition holds if the rank of M is n − 1, and show the case of rank n. We use the notations in Definition 3.8. Fix π ∈ Φ, i.e., π : M R → R = (Z) R is a lattice projection. We can apply Proposition 3.7 to P and u
Note that Proposition 3.7 can be applied to rational polytopes. Now ε(X π(P ) , L π(P ) ; 1 π(P ) ) = |π(P )|, and by the induction hypothesis we have
Thus these inequalities induce
(This can be shown easily by the definition of s 1 .) Moving u ′ , we have min{|π(P )|, sup
By moving π, we obtain s 1 (P ) ≤ ε(X P , L P ; 1 P ) ≤ s 2 (P ).
Remark 3.11.
(1) Note that s 2 (P ) is called the lattice width of P . The author [It2] proved that ε(X P , L P ; 1 P ) = 1 if and only if s 2 (P ) = 1 for any integral polytope
holds for some π ∈ Φ and u ′ ∈ Q, we have ε(X P , L P ; 1 P ) = |π(P )| = s 1 (P ) = s 2 (P ) by Proposition 3.10. (3) The upper bound s 2 (P ) can be a little improved. In fact,
holds, where π : M R → M ′ R moves all lattice projections from M R . This is shown from Proposition 3.7 and Remark 1.2 immediately.
3.2. At a point in the maximal orbit, Examples. By using Propositions 3.7, 3.10, we estimate ε(X P , L P ; 1 P ) for some P .
Example 3.12.
(1) Set P n = conv(0, e 1 , . . . , e n ) for the standard basis e 1 , . . . , e n of Z n . We apply Proposition 3.7 to the n-th projection π : R n → R and u
On the other hand, P (u ′ ) = P n−1 = conv(0, e 1 , . . . , e n−1 ) ⊂ R n−1 . By Proposition 3.7, it holds that
We apply Proposition 3.7 to the first projection π : R 2 → R and u
Since P is a triangle, it holds |π −1 (u ′ ) ∩ P | · π(P ) = 2 · vol(P ) = 3 for any lattice projection π : R 2 → R, where π −1 (u ′ ) ∩ P is the longest fiber of P → π(P ). Thus s 1 (P ) = min{s 2 (P ), 3/s 2 (P )} holds. It is easy to see s 2 (P ) = 2, hence we have s 1 (P ) = 3/s 2 (P ) = 3/2. Thus 3/2 ≤ ε(X P , L P ; 1 P ) ≤ 2 holds by Proposition 3.10. Note that X P is the singular cubic surface in
For any (integral and not necessarily smooth) cubic surface S ⊂ P 3 and a general point p ∈ S, the plane in P 3 tangent to S at p induces a singular curve C ∼ O S (1). Thus ε(S, O(1); p) ≤ 3/2 holds. Hence we have s 1 (P ) = 3/2 = ε(X P , L P ; 1 P ) < s 2 (P ) in this case. (4) It is well known that there are five toric Del Pezzo surfaces. For an integral polytope P ⊂ R 2 such that X P is a Del pezzo surface and L P = −K X P , we can easily find a projection π and u ′ ∈ Q as in Remark 3.11 (2) and compute ε(X P , L P ; 1 P ). As a consequence, we have ε(X P , L P ; 1 P ) = 3 if X P = P 2 2 otherwise for such P .
In the above examples, Seshadri constants can be computed without using Propositions 3.7, 3.10. The following examples are new computations of Seshadri constants on toric varieties. (5) We consider a weighted projective space P(a, b, c) with c = max{a, b, c}. We may assume any two of a, b, c are coprime. Since a and b are coprime, we can denote c = pa + qb for integers p, q such that 0 ≤ q < a. Let P ⊂ R 2 be the convex hull of (0, 0), (ab, qb) and (ab, −pa).
It is easy to see that (X P , L P ) = (P(a, b, c), O(abc)). Since P is a triangle, we have s 1 (P ) = min{s 2 (P ), abc/s 2 (P )} ≤ ε(X P , L P ; 1 P ) ≤ s 2 (P ) as (3). In other words, it holds that min{s 2 (P )/abc, 1/s 2 (P )} ≤ ε (P(a, b, c) , O(1); 1) ≤ s 2 (P )/abc.
Since s 2 (P ) can be computed by finite calculations for any given a, b, c (or more generally, any given integral polytope in R n ), we obtain an explicit estimation. If s 2 (P ) ≤ √ abc, it holds ε(P(a, b, c), O(1); 1) = s 2 (P )/abc. For example, (i) When p ≥ 0, we consider the first or second projections R 2 → R as π. Then we have |π ( (6) There are 18 smooth toric Fano 3-folds (cf. [Bat] , [WW] ). As (4), we can easily compute ε(X P , L P ; 1 P ) if X P is a smooth toric Fano 3-fold and L P = −K X P . For such P , we can show
for n = dim X. We construct such examples by induction of n as follows: When n = 1, (X P , L P ) satisfies the condition ( * ) for any integral polytope P in M R ∼ = R. Note ( * ) always holds if X is a curve.
Let P ⊂ M R be an integral polytope such that (X P , L P ) satisfies ( * ). Choose u, v ∈ Z×M such that uv ∩ ({0} × P ) = ∅ and |u 0 − v 0 | = n L n P =: m ∈ N, where uv is the segment in (Z × M) R whose end points are u and v, and u 0 , v 0 are Z-components of u, v ∈ Z × M respectively. Set P = conv(u, v, {0} × P ) in (Z × M) R . By applying Proposition 3.7 to the first projection π : R × M R → R and 0 ∈ R, we have ε(X P , L P ;
a i e i ) ⊂ R n for rational numbers a 1 , . . . , a n ≥ 0. Then we have ε(X P , L P ; 1 P ) ≥ min
We show this by induction of n. When n = 1, ε(X P , L P ; 1 P ) = |P | = a 1 + 1 = min 1≤i≤n a i + · · · + a n + 1 a i+1 + · · · + a n + 1 . Thus ( * * ) holds.
Assume ( * * ) holds for n−1. We apply Proposition 3.7 to the n-th projection π : R n → R, P and 0 ∈ π(P ) ∩ Q. Then P (0) = π −1 (0) ∩ P = conv(e 1 , . . . , e n−1 , −1/(a n + 1)
a i e i ) and P ′ = π(P ) = [−a n , 1] ⊂ R. By induction hypothesis,
a i /(a n + 1) + · · · + a n−1 /(a n + 1) + 1 a i+1 /(a n + 1) + · · · + a n−1 /(a n + 1) + 1 = min 1≤i≤n−1 a i + · · · + a n + 1 a i+1 + · · · + a n + 1 holds. By Proposition 3.7, it follows that
We will use this lower bound in Section 5.
3.3. At a point in any orbit. Next, we consider the Seshadri constant on a toric variety at a point not necessarily contained in the maximal orbit.
Definition 3.13. Let P be an integral polytope of dimension n in M R , and v a vertex of P . We define s(P ; v) = min{ |τ | Mτ | v ≺ τ ≺ P, dim τ = 1} ∈ N \ 0, where M τ = R(τ − τ ) ∩ M and we consider τ as a subset in (M τ ) R = R(τ − τ ) by a parallel translation. If M = {0}, we set s(P ; v) = +∞ for P = v = {0}.
Let σ be a face of P . Let π : M R → M R /R(σ − σ) be the natural projection and set M ′ = π(M), P ′ = π(P ), and v ′ = π(σ). Note that P ′ is an integral polytope in
and v ′ is a vertex of P ′ . Then s 1 (P ; σ), s 2 (P ; σ) ∈ R >0 are defined to be s 1 (P ; σ) = min{s
where M σ = R(σ − σ) ∩ M and we regard σ as an integral polytope in R(σ − σ) = (M σ ) R . Note that s 1 (P ; P ) = s 1 (P ), s 2 (P ; P ) = s 2 (P ), and s 1 (P ; v) = s 2 (P ; v) = s(P ; v) hold for any vertex v.
Proposition 3.14. Let σ be a face of an n-dimensional integral polytope P in M R . Set
Proof. We use notations in Definition 3.13. We may assume 0 ∈ σ, thus v
is clear. By the definition of π, there is a natural 1 to 1 correspondence between Ξ := {τ | σ ≺ τ ≺ P, dim τ = dim σ + 1} and
′ and let τ ∈ Ξ be the corresponding face of P . Then by Proposition 3.10, ε(X τ , L τ ; q) ≤ s 2 (τ ) ≤ |τ ′ | holds for q ∈ O τ . Since codim(X σ , X τ ) = 1 and X τ is normal, X τ is smooth at p. Therefore by the lower semicontinuity of Seshadri constants (see [La2, Example 5 
From ( * ) and ( * * ), we have ε(X P ,
Next we show the opposite inequality. Let C be a curve on X P containing p. It is enough to show
is clear by the definition of Seshadri constants, thus ( * * * ) holds.
We use the following claim:
Claim 3.15. In this case, there exist τ ′ ∈ Ξ ′ and an effective divisor D ∈ |L P ⊗ m
If there exists such a divisor D, it holds that
Thus the proof is completed by showing this claim.
Proof of Claim 3.15. For τ
Many vertices of τ may satisfy this condition, but we choose one of them. Let x vτ ∈ H 0 (X P , L P ) be the section corresponding to v τ , and D vτ ∈ |L P | the corresponding effective divisor on X P . Since Supp D vτ = vτ / ∈ρ≺P X ρ , we have
By the choices of v τ , σ does not contain any v τ . If ρ ≻ σ and ρ = σ, then ρ contains some τ ∈ Ξ, hence v τ ∈ τ ⊂ ρ. Consequently, it holds that
Since σ ≺ρ≺P X ρ is a closed set not containing p, τ ∈Ξ Supp D vτ coincides with X σ around p. Now C contains p and is not contained in X σ by assumption, thus C is not contained in τ ∈Ξ Supp D vτ . Hence we can choose τ 0 ∈ Ξ such that Supp D vτ 0 does not contain C. Let τ ′ 0 ∈ Ξ ′ be the corresponding face, and set e ′ = |τ
(Note that we assume v ′ = 0, and τ ′ 0 is the convex hull of v ′ and v
) Then e ′ is the generator of Remark 3.16. For a vertex v of P , we have ε(X P , L P ; p) = s(P ; v) for the torus invariant point p = O v by Proposition 3.14. When X P is smooth, this is Corollary 4.2.2 in [BDH+] .
The invariant s(P ′ ; v ′ ) in Proposition 3.14 is easily computed. Thus, it is enough to see ε(X σ , L σ ; 1 σ ) to compute ε(X P , L P ; p) for p ∈ O σ . But we can use Proposition 3.10 to estimate ε(X σ , L σ ; 1 σ ). Therefore we obtain the following theorem:
Theorem 3.17 (=Theorem 1.3). Let P ⊂ M R be an integral polytope, σ a face of P , and p ∈ O σ . Then, it holds that
Proof. This is easily shown from Propositions 3.10, 3.14, and the definitions of s 1 (P ; σ) and s 2 (P ; σ).
Remark 3.18. Since s 1 (σ) = s 2 (σ) for σ ⊂ (M σ ) R when rank M σ = 0 or 1, s 1 (P ; σ) = ε(X P , L P ; p) = s 2 (P ; σ) holds if dim σ = 0 or 1.
3.4. At a point in any orbit, Examples.
Example 3.19. Unless otherwise stated, π, P ′ and v ′ are as in Proposition 3.14. (1) Let P n be as in Example 3.12 (1). We apply Proposition 3.14 to P n and any face σ ≺ P n of codimension r. Then the image of P by π is P ′ = P r , thus s(P ′ , v ′ ) = 1. Since σ is identified with P n−r by some integral affine translation, ε(X σ , L σ ; 1 σ ) = 1 holds by Example 3.12 (1). Hence we have ε(X Pn , L Pn ; p) = 1 for any σ ≺ P and any p ∈ O σ by Proposition 3.14.
(2) Let P be as in Example 3.12 (2). Then we have ε(X P , L P ; p) = a for any p ∈ X P by Proposition 3.14. (3) Let P be as in Example 3.12 (3). Then for any 1-dimensional face σ of P , s(P ′ , v ′ ) = |P ′ | = 3 and ε(X σ , L σ ; 1 σ ) = 1. Thus ε(X P , L P ; p) = min{1, 3} = 1 for p ∈ O σ . For any vertex v of P , ε(X P , L P ; p) = s(P ; v) = 1 by Remark 3.16. Thus we have ε(X P , L P ; p) = 1 for p ∈ X P \ O P . (4) For an integral polytope P ⊂ R 2 such that X P is a Del pezzo surface and L P = −K X P , we can easily compute ε(X P , L P ; p) for any p by Propositions 3.7 and 3.14. As a consequence, we know ε(X P , L P ; p) ∈ {1, 2, 3} for such P and any p ∈ X P . (5) As (4), we can easily compute ε(X P , L P ; p) if X P is a smooth toric Fano 3-fold and L P = −K X P . As a consequence, we know ε(X P , L P ; p) ∈ {1, 2, 3, 4} for such P and any p ∈ X P . (6) Let P be as in Example 3.12 (7), and σ ≺ P a 1-dimensional face. Then it is easy to see s 1 (P ; σ) = s 2 (P ; σ) = min{|σ|, abc/|σ|}. Thus we have (1); p) = min{b/abc, 1/b} = 1/ac for p ∈ O σ if σ is the convex hull of (0, 0) and (ab, qb) . Note that |σ| is not the Euclidean length of σ in R 2 , i.e., |σ| is not b a 2 + q 2 but b.
When σ ≺ P is a vertex, we can easily compute s(P ; σ). 
Seshadri constants and toric degenerations
In the above section, we study the Seshadri constants on toric varieties. In this section, we investigate non-toric cases by using toric degenerations.
Definition 4.1. Let L be a nef R-divisor on a projective variety X and m = (m 1 , . . . , m r ) ∈ R r >0 for r > 0. We say L(m) or L(m 1 , . . . , m r ) is nef (resp. ample) if so is
where p 1 , . . . , p r are very general r points on X, µ : X → X is the blowing up at p 1 , . . . , p r and E i is the exceptional divisor over p i . In other words, L(m) is nef if and only if ε(X, L; m) ≥ 1. We sometimes denote µ
m i E i is nef for one choice of p 1 , . . . , p r . This follows from the openness of the ampleness condition as in [Bi, Lemma.6.1.A] .
By using degenerations, we can show the nefness (resp. ampleness) of a divisor from the nefness (resp. ampleness) of other divisors. The following theorem is a straightforward generalization of Theorem 2.A in [Bi] : Theorem 4.3. Let f : X → T be a flat projective morphism over a smooth variety T with reduced and irreducible general fibers, and L an f -nef (resp. f -ample) divisor on X . Let X t = f −1 (t) be the scheme theoretic fiber of f , L t = L| Xt for t ∈ T . Assume that
are irreducible components of the central fiber X 0 (0 ∈ T ) with the reduced structures (other components may exist). We assume the following: (i) X 0 is reduced at the generic point of Y i for any i, (ii) There exist k i ∈ N and m (i) = (m
) is nef (resp. ample) for any i.
) is nef (resp. ample) for very general t ∈ T .
Proof. Fix very general points p
. . , r. Firstly, we assume that there exist sections of f , {σ
j . By shrinking T if necessary, we may assume σ
and it holds that
. By the assumption ii) and the choice of p
j,t is also nef (resp. ample) for very general t ∈ T . Thus L t (m (1) , . . . , m (r) ) is nef (resp. ample). In general there may not exist such sections, but we can make sections by a base change as follows.
From the assumption i) and by cutting by sufficiently ample divisors on X , there exists a subvariety U ⊂ X such that U contains all p
Then by base change we have a diagram
for v ∈ V , and g and β * L satisfy the conditions i) and ii) for the central fiber g
of g, where π i and ̟ j are the i-th and j-th projections respectively. Since σ
j , we can use the first part of this proof. Thus, (β
). Since α| V isétale, particularly generically surjective, the nefness (reps. ampleness) of L t (m (1) , . . . , m (r) ) follows for very general t ∈ T .
Corollary 4.4. Let f : X → T, L, X 0 and Y i be as in Theorem 4.3 satisfying condition (i). Moreover assume that there exists an integral polytope P i such that the normalization of
. . , ε r ) is nef for very general t ∈ T , where
In particular, L t (s 1 (P 1 ), . . . , s 1 (P r )) is nef for very general t ∈ T .
Proof. Since the normalization is isomorphic over a non-empty open set in
. . , ε r ) follows for very general t ∈ T . The last statement is clear from ε i ≥ s 1 (P i ).
Examples in non-toric cases
Theorem 4.3 and Corollary 4.4 tell us a strategy for obtaining lower bounds of (multipoint) Seshadri constants at very general points:
Finding degenerations to (unions of ) polarized varieties whose Seshadri constants are more computable, such as toric varieties. Toric degenerations are studied very well, thus we know many such degenerations. Furthermore the assumption that the normalizations are toric in Corollary 4.4 is weaker than usual toric degenerations, which assume the irreducible components are normal toric themselves. Therefore we can find more such degenerations. Of course, we do not know when such degenerations exist in general. The obtained lower bounds may not be good even if such degenerations exist. But if we can find good degenerations, we sometimes get good lower bounds as we will see in the rest of this paper.
In this section, we estimate Seshadri constants on some non-toric varieties by using Theorem 4.3 and Corollary 4.4. Proof. We prove this proposition by 3 steps.
Step 1. Firstly, we find a not necessarily normal toric variety which is a complete intersection of hypersurfaces of degrees
We consider the following Let us define d
For each i, we define j i to be the unique j satisfying h j−1 < i ≤ h j . Then we have j carefully, we may obtain a better estimation than that of Proposition 5.1. We use notations as in the proof of Proposition 5.1.
is covered by lines (cf. [Deb, Proposition 2.13] ). Hence we have
By Steps 1 and 2 in the proof of Theorem 5.1, it holds that
n+k be the hypersurfaces defined by F j and F i j respectively. Then
for 1 ≤ j ≤ k − 1, and
Next, we study multi-point cases. The following proposition looks like Theorem 2.A in [Bi] 
. Applying Theorem 4.3 to this degeneration, the proposition follows.
As a corollary of Proposition 5.1 and Theorem 4.3 or Proposition 5.4, we obtain estimations of multi-point Seshadri constants on hypersurfaces in projective spaces:
Proof 5.2. Fano 3-folds with Picard number 1. In this subsection, we estimate Seshadri constants on a smooth Fano 3-fold X with Picard number 1, i.e., X is a smooth projective variety of dimension 3 such that −K X is ample and Pic X ∼ = Z. The index of X is the positive integer r such that −K X = rH, where H ∈ Pic X is the ample generator.
Toric degenerations of Fano 3-folds are studied by many authors. Small toric degenerations of Fano 3-folds are treated by [Ga] , and [CI] investigated complete intersection cases in (weighted) projective spaces and homogeneous spaces. In [ILP] , Ilten, Lewis, and Przyjalkowski studied remaining cases of Fano 3-folds with Picard number 1. They showed that every smooth Fano 3-fold of Picard number 1 has a toric degeneration and gave an explicit description of the moment polytope of the central fiber. Most of the degenerations in [ILP] give good lower bounds of Seshadri constants.
Example 5.6. Let X ⊂ P (1, 1, 1, 1, 3 ) be a very general hypersurface of degree 6. By [ILP, First Main Theorem] , (X, O(1)) degenerates to (X P , L P ) (as a Q-polarized variety) for P := conv(e 1 , e 2 , e 3 , −1/3(e 1 + e 2 + e 3 )) ⊂ R 3 . It is easy to see s 1 (P ) ≥ 6/5. Thus we have ε(X, O(1); 1) ≥ 6/5 by Corollary 4.4.
We can show ε(X, O(1); 1) ≤ 6/5 by similar arguments as Example 5.2 (1), but we give a little more geometrical proof here.
Fix a very general point p ∈ X. Define p ′ ∈ X by {p, p ′ } := ϕ −1 (ϕ(p)), where ϕ : X → P 3 is the double cover defined by |O X (1)|. Since dim H 0 (X, O(3)) = 21 and dim O X /m 4 p = 20, there exists S ∈ |O X (3) ⊗ m 4 p |. Then mult p (S) = 4 because X and p are very general. It is not hard to see that S does not contain p ′ . Let π : X → X be the blowing up at {p, p ′ }, and set E, E ′ be the exceptional divisors over p and p ′ respectively. Let S ⊂ X be the strict transform of S, and set ψ = ϕ| S : S → S and F = E| S . Then (1); p) ≤ 6/5 holds and we have ε(X, O(1), 1) = 6/5.
It is known that there are 17 families of smooth Fano 3-folds with Picard number 1. For each case, we can compute the Seshadri constant as follows:
Theorem 5.7 (=Theorem 1.10). For each family of smooth Fano 3-folds with Picard number 1, ε(X, −K X ; 1) is as in Table 1 , where X is a very general member in the family. Except No.11, these lower bounds are obtained by applying Corollary 4.4 to the degenerations in [ILP, First Main Theorem] .
In No.11 case, the moment polytope of the central fiber of the degeneration in [ILP] is P ′ = conv(e 3 , 2e 1 − e 3 , e 2 − e 3 , −2/3e 1 − 2/3e 2 − e 3 ). By the 2nd projection, we have
. Thus s 1 (P ′ ) is not so large. Instead of this degeneration, we consider the following degeneration, whose construction is essentially same as Proposition 5.1.
Let T 0 , T 1 , T 2 , T 3 , T 4 be weighted homogeneous coordinates on P(1, 1, 1, 2, 3) with deg T 0 = deg T 1 = deg T 2 = 1, deg T 3 = 2, deg T 4 = 3. Then X 0 := (T 2 4 = T 2 1 T 2 2 T 3 ) ⊂ P(1, 1, 1, 2, 3) is a non-normal toric variety whose moment polytope is P = conv(0, e 1 , e 2 , −e 1 − e 2 + e 3 ). A very general hypersurface X in P(1, 1, 1, 2, 3) of degree 6 degenerates to X 0 . Since −K X = O X (2), (X, −K X ) degenerates to (X 0 , O X 0 (2)). Thus ε(X, −K X ; 1) ≥ ε(X 0 , O X 0 (2); 1) = ε(X 2P , L 2P ; 1) ≥ s 1 (2P ) = 2.
Next, we think about the upper bounds. For No.5 -10, it is known that X is covered by conics, i.e., for any general p ∈ X, there exists a smooth rational curve C containing p such that C.(−K X ) = 2 (cf. [IP, Chapter 4] ). Thus ε(X, −K X ; 1) ≤ 2 in these cases. For No.11 -15, −K X = 2H holds for the ample generator H. Assume that ε(X, −K X ; 1) > 2, i.e., −K X = µ * (−K X ) − 2E = 2(µ * H − E) is ample for the blowing up µ : X → X at a very general point p ∈ X and E = µ −1 (p). Then X is a Fano 3-fold of index 2, i.e., a Del Pezzo 3-fold, and the Picard number is 2. By the classification of Del Pezzo manifolds (cf. [IP, §12.1] ), (−K X ) 3 = 8(π * H − E) 3 must be 8 · 6 or 8 · 7, which contradicts H 3 ≤ 5. Thus ε(X, −K X ; 1) ≤ 2 holds for and 17, X is covered by lines since X is a smooth quadric or P 3 . Hence ε(X, −K X ; 1) = rε(X, H; 1) ≤ r holds for the index r and the ample generator H for No.16 and 17.
Thus the inequalities in ( * ) are in fact equalities, and the proof is completed.
5.3. Other examples. To apply Corollary 4.4, we have to find toric degenerations. We give some examples which degenerate to (unions of) toric varieties.
Example 5.8. Let G be a connected reductive group. Alexeev and Brion [AB] proved that any polarized spherical G-variety (X, L) admits a flat degeneration to a polarized toric variety over A 1 and gave an explicit description of the moment polytope of the central fiber. Note that this degeneration is trivial over A 1 \ {0}. Hence we can get a lower bound of ε(X, L; 1) by applying Corollary 4.4 to this degeneration.
Example 5.9. For an n-dimensional polarized variety (X, L) and a flag Y • of subvarieties of X, that is, a chain X = Y 0 ⊃ Y 1 ⊃ · · · ⊃ Y n , where Y i is a subvariety of codimension i in X which is nonsingular at the point Y n , we can define the Okounkov body ∆ Y• (L) ⊂ R n (see [LM] or [KK] ). Roughly, we defines a graded semigroup Γ ⊂ N×N n from (X, L) and Y • , and ∆(L) = ∆ Y• (L) is defined to be the intersection of {1} × R n with the closure of the convex hull of Γ in R×R n . Note that ∆(L) is nothing but the moment polytope ∆(Γ) if Γ is finitely generated (cf. Definition 3.1). Anderson [An] showed that if Γ is finitely generated, (X, L) admits a flat degeneration to the not necessarily normal polarized toric variety (X(Γ), L(Γ)) over A 1 which is trivial over A 1 \ {0}. Thus ε(X, L; 1) ≥ ε(X ∆(L) , L ∆(L) ; 1 ∆(L) ) holds by Corollary 4.4 in this case. The author [It1] proved that ε(X, L; 1) ≥ ε(X ∆(L) , L ∆(L) ; 1 ∆(L) ) holds without the assumption that Γ is finitely generated if we define ε(X ∆ , L ∆ ; 1 ∆ ) for any closed convex set ∆ ⊂ R n suitably.
Example 5.10. (cf. [BBC+, 3.10] ) Let P be an integral polytope of dimension n in M R . A polytope decomposition P of P is a finite subset of {σ | σ is a polytope in M R } such that (i) P = σ∈P σ, (ii) if σ ∈ P and τ is a face of σ, then τ ∈ P, (iii) if σ, σ ′ ∈ P, then σ ∩ σ ′ is either a common face of σ, σ ′ or empty. We say P is integral (resp. rational) if all σ ∈ P are integral (resp. rational) polytopes. For example, a rational affine function f : M R → R defines a rational polytope decomposition P f of P by P f := {σ ∩ f −1 ([0, +∞)), σ ∩ f −1 (0), σ ∩ f −1 ((−∞, 0])} σ≺P . Let P be an integral polytope decomposition of P . If there exists a function ϕ : P → R such that (a) ϕ is piecewise affine and strictly convex with respect to P, (b) ϕ takes integral values at all u ∈ P ∩ M, then one can construct an n + 1 dimensional toric variety X , an ample line bundle L on X , and a projective toric morphism f : X → A 1 such that X 0 = r i=1 X P i , L| X P i = L P i and X t = X P , L t = L P for any t ∈ A 1 \ {0}, where {σ ∈ P | dim σ = n} = {P 1 , . . . , P r }. See [GS] for example. Thus in this case L P (s 1 (P 1 ), . . . , s 1 (P r )) is nef by Corollary 4.4. Such ϕ exists at least for the decomposition kP f = {kσ} σ∈P f of kP defined by a rational affine function f if k ∈ N is sufficiently large and divisible.
For example, Theorem 0.6 in [Ec] , which states ε(P 2 , O(1); 10 1, . . . , 1) ≥ 4/13, follows from this argument by using his decomposition of conv(0, e 1 , e 2 ) ⊂ R 2 in his paper.
