Abstract For a good product quality and plant safety, it is necessary to implement the on-line monitoring and diagnosis schemes of industrial processes. Combined with monitoring systems, reliable diagnosis schemes seek to find assignable causes of the process variables responsible for faults or special events in processes. This study deals with the real-time diagnosis of complicated industrial processes from the intelligent use of multivariate statistical techniques. The presented diagnosis scheme consists of a classification-based diagnosis using nonlinear representation and filtering of process data. A case study based on the simulation data was conducted, and the diagnosis results were obtained using different diagnosis schemes. In addition, the choice of future estimation methods was evaluated. The results showed that the performance of the presented scheme outperformed the other schemes.
Introduction
In terms of productivity and quality improvement, fault diagnosis of industrial processes is one of the important tasks. It seek to identify an assignable cause of the detected abnormal event. Then, operating personnel often take remedial actions based on diagnostic decisions provided. [1] Among many diagnosis approaches developed multivariate statistical approaches have been frequently utilized in an real-time bassis because they are easy to implement using process measurement data. It is mainly attributed to the recent advances in big data acquisition and sensor technologies. [2] The selection of linear/nonlinear techniques in solving fault diagnosis depends on the nature of target processes. In general, the utilization of linear techniques in nonlinear case may not yield satisfactory The performance of the diagnostic scheme is demonstrated using a case study of an industrial batch process. In general, batch processes are frequently used in the production of high value-added products, but are difficult to monitor and control due to the complicated nonlinearity of process measurement data. This paper is organized as follows. First, relevant theoretical aspects and diagnostics are given, and then a case study is conducted to demonstrate the performance of the diagnostics. Finally, concluding remarks are given.
Method
Discriminant analysis is one of statistical methods to classify various groups of data. It is necessary to find certain directions w, along which the latent groups are discriminated as clearly as possible. Mathematically, this direction is determined by maximizing the ratio of between-group covariance matrix Cb against within-group covariance matrix Cw. Actually, w is given by solving [4] :
For a two class example, linear discriminant analysis is formulated as linear projection of data as follows:
Here, w is chosen to maximize the following PCA is based on the decomposition of correlated variables into an independent set of reduced variables.
On the other hand, FDA seeks to find a lower-dimensional representation of data in that several groups can be discriminated as clearly as possible. S is between-class and total scatter matrixes, respectively. Finally, optimal discriminant vectors are given by solving
There exist coefficients bi such that
where
In .
Then it is necessary to compute weight vector w such that Xw=t * , which is followed by obtaining a new score vector, t=Xw. These processes are repeated until t has converged. Finally, a loading vector p is computed, and the correction term tp T is subtracted from X giving a residual. The next components can be calculated in such a way. [6] In this work, a reference diagnosis model should be 
By projecting the mapped observation
onto Ψ an off-line KFDA score vector si is given as follows:
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Then it is necessary to calculate the distance between the on-line and the off-line score vectors. As a result, the fault group with the minimum distance is selected as the assignable cause of the fault at k * . This process can be repeated for further diagnostic decisions.
Results
The performance of the proposed diagnostic method is demonstrated in this section using a case study of an industrial process. We utilized simulation data obtained from a penicillin process. As shown in Table 1 Table 1 and Table 2 is whether or not the filtering of the data is performed before the building of the diagnosis model. That is, in Table 2 , preprocessing of the data is executed first, and then the subsequent tasks are done as stated earlier. As shown in Table 2 It is quite interesting to compare the results of Table   1 with those of Table 2 in terms of filtering effects.
For example, when the FDA-based method is used, the use of filtering of the data significantly improved diagnosis performance from 0.76 (Table 1) to 0.85 ( (Table 2) . Overall, FDA and nonlinear diagnosis schemes rather than PCA and linear ones produced better performance for this case study. On the other hand, Table 3 shows the diagnosis performance for the same test data, but at this time the different future estimation approach of current deviation is used to predict future measurements. As mentioned earlier, fault library approach was applied in case of Table 1 and Table 2 .
Compared with Table 2 , the diagnosis results of no filtering and fault library approach used). It is learned that the use of filtering is more critical in diagnosis performance in this case study rather than the choice of an appropriate future estimation approach.
Conclusion
In this work the use of process data combined with KFDA and filtering methods was presented and demonstrated. It turned out that the use of FDA produced better diagnosis performance than PCA.
Moreover, compared with linear techniques, the nonlinear technique of KFDA showed enhanced results for the test process data. The refinement of raw process data using the filtering step improved diagnosis results.
It was also found that the selection of estimation method for the future values of batch data is critical.
As mentioned before, the identification of an assignable cause of faults is quite critical in terms of the prevention of overall failure of entire processes.
Thus it should be one of essential parts of the operational tasks for product quality and productivity.
Based on such reliable quality monitoring systems the diagnostic decisions helps operating personnel to take appropriate control actions in an real-time basis.
