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Abstract
This work presents a novel algorithm for supersonic combustion modelling. The method in-
volved coupling the Conditional Moment Closure (CMC) model to a fully compressible, shock
capturing, high-order flow solver, with the intent of modelling a reacting hydrogen-air, super-
sonic jet.
Firstly, a frozen chemistry case was analysed to validate the implementation of the algorithm
and the ability for CMC to operate at its frozen limit. Accurate capturing of mixing is crucial
as the mixing and combustion time scales for supersonic flows are on the order of milliseconds.
The results of this simulation were promising even with an unexplainable excess velocity decay
of the jet core. Hydrogen mass fractions however, showed fair agreement to the experiment.
The method was then applied to the supersonic reacting case of ONERA. The results showed
the method was able to successfully capture chemical non-equilibrium effects, as the lift-off
height and autoignition time were reasonably captured. Distributions of reactive scalars were
difficult to asses as experimental data was deemed to be very inaccurate. As a consequence,
published numerical results for the same test case were utilised to aid in analysing the results of
the presented simulations. Due to the primary focus of the study being to assess non-equilibrium
effects, the clustering of the computational grid lent itself to smeared and lower magnitude wall
pressure distributions. Nevertheless, the wall pressure distributions showed good qualitative
agreement to experiment.
The primary conclusions from the study were that the CMC method is feasible to model
supersonic combustion. However, a more detailed analysis of sub-models and closure assump-
tions must be conducted to assess the feasibility on a more fundamental level. Also, from the
results of both the frozen chemistry and the reacting case, the effects of assuming constant
species Lewis number was visible.
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C H A P T E R 1
Introduction
1.1 Current State of Scramjets
Ramjets and supersonic combusting ramjets (scramjets) primary advantage over conventional
air breathing propulsions systems such as turbofans and turbojets is that they have a higher op-
erational velocity ( Mach ∼ 7 ). This extends the operating limits of air breathing propulsion
into high Mach regimes where other forms of propulsion dominate (i.e rocket propulsion) as
shown in Fig. 1.1. The image also shows the performance characteristics of the various propul-
sion systems. It is clear that ramjets and scramjets offer an alternative to rockets at high Mach
numbers, and are the only solution for the air breathing class of propulsion to achieve these high
velocities.
However, it is not to say that scramjets overall are more efficient than conventional air breath-
ing systems. As with any form of propulsion, there are specific operational envelopes that each
type of engine can operate efficiently within. With all forms of propulsion there are design re-
strictions based on predicted operating conditions. Both the ramjet and scramjet share similar
components (or sections) and the engines themselves are comprised of three main sections as
shown in Fig. 1.2; the inlet ramp, the combustor and the nozzle.
Unlike conventional air breathing engines that use a series of compressors to compress the
air before combustion, the ramjet class of engines use their forward velocity and a specific
inlet geometry to “ram” compress the incoming air as it passes into the combustor. The inlet
ramp is designed in such a way that it uses specific geometry to create shockwaves that turn
the flow towards the combustion chamber, and compress it. Shockwaves will have different
properties depending on the incoming freestream velocity, and it is therefore a crucial design
parameter to know the minimum operating Mach number of the jet in order to design an efficient
inlet section. The absence of moving parts and active compressors means a much simpler
overall engine design. However, the primary issue arising from this is that in order to achieve
this ramming effect induced by generated shockwaves, the vehicle (or engine) must have an
high initial velocity. With the lack of active engine components this can prove to be nearly
impossible, and in order for the engine to achieve/utilise its only form of compression, there
must be an additional propulsion system to give it its initial forward velocity. That is why the
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Figure 1.1: Efficiencies of Propulsion Systems [81]
general idea behind ramjets and scramjets is to couple it with another form of propulsion to give
the vehicle its initial forward velocity.
Figure 1.2: Schematic diagram of ramjet and scramjet [77]
One of the main differences between the ramjet engine and the scramjet, is that for the ramjet,
which tends to operate at supersonic velocities, the incoming air is diffused to subsonic speeds
upon entering the combustion chamber. Consequently, combustion takes place with locally
subsonic air. For operation at hypersonic speeds (typically above Mach ∼ 5), it is not efficient
to diffuse the incoming air to subsonic velocities, therefore the scramjet allows supersonic air
to pass into the combustion chamber (typically around Mach ∼ 2) and the combustion process
takes place with locally supersonic air.
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Supersonic flow within the combustion chamber leads to many design issues and challenges.
Firstly, due to the high speeds of the flow entering the combustion chamber, the flow residence
time within the combustor is on the order of milliseconds. This proves to be a challenge for
proper mixing of the fuel and air, and for combustion to occur. As a result of this short residence
time, the typical fuel chosen in these engines is hydrogen. It is chosen specifically for its
tendency to auto-ignite when exposed to high temperatures such as those already present in the
combustion chamber. This avoids the need to incorporate conventional ignition mechanisms
such as flame holders which may alter the flow and generate shocks which add unnecessary
complications and inefficiencies to an already challenging problem.
1.1.1 Current Scramjet Projects
There have been, and continue to be, many research initiatives taking place all over the world
that are attempting to learn more about the processes and physics behind scramjet operation
and design. The FALCON (Force Application and Launch from Continental United States)
is a joint project by DARPA (Defence Advanced Research Projects Agency) and the United
States Air Force (USAF). The first part of the project involved the development of a reusable
Hypersonic Cruise Vehicle (HCV). The second part of the project involved the development of
a launch system for the HCV to attain hypersonic speeds. The Hyper-X program , headed by
NASA, realised the X-43 unmanned hypersonic aircraft. It flew a total of 3 times, of which
two of the flights failed. However the third flight in November of 2004, set a speed record
achieving Mach ∼ 9.65. The X-51 program is a collaboration between Boeing, Pratt & Whitney
Rocketdyne, NASA, the Air Force Research Laboratory, and the Defence Advanced Research
Projects Agency. The latest launch was in May of 2010 and successfully achieved Mach 5.
LAPCAT (Long-Term Advanced Propulsion Concepts and Technologies) is funded by the Eu-
ropean Union to develop Air-breathing propulsion systems for hypersonic passenger aircraft
and is currently headed by Reaction Engines Limited.
The HyShot project is an initiative from the University of Queensland Australia to under-
stand the relation between pressure measurements made during supersonic combustion in the
University of Queensland’s T4 shock tunnel, and those obtained in flight. It has developed into
a large international project receiving support from Germany, South Korea, Japan, UK, and the
USA. To date, there have been a total of 5 launches: HyShot (I-IV) and in 2007 the HyCAUSE.
In-flight combustion was realised only in HyShot II and III. The next phase is the Hypersonic
International Flight Research Experimentation (HiFire), where the aim of the program is to in-
vestigate the fundamental science of hypersonics and its use for future aerospace applications.
1.1.2 High Enthalpy Shock Tunnel Go¨ttingen (HEG)
With the increasing complexity of modern aircraft, and the continually increasing flight speeds,
standard wind tunnel testing becomes increasingly difficult. The inefficiency is compounded
when breaking into the hypersonic flight range. The extreme temperatures and high pressures
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(a) X-34A after release from the B-52B [3] (b) Artists concept of the X-51A [4]
(c) HyShot-II flight test in
2002 [5]
Figure 1.3: Example of Scramjet Projects
are very difficult to recreate without specialized equipment. There only exist a few tunnels that
are capable of operating at hypersonic velocities; The T4 Shock Tunnel at the University of
Queensland in Australia, the NASA Langley Research Center in Virginia, USA, and the High
Enthalpy Shock Tunnel Go¨ttingen (HEG) at the German Aerospace Center (DLR).
The HEG is a free-piston driven shock tunnel and is capable of testing a full geometry scram-
jet with internal combustion and external aerodynamic effects. HEG has been utilised in numer-
ous space programs and has been linked to many CFD investigations. The investigations ranged
from basic aerodynamic configurations in high enthalpy flows, to complex re-entry regimes.
HEG is designed to provide a pulse of gas to a nozzle at stagnation pressures of up to 200MPa
and stagnation enthalpies of 24MJ/kg.
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Figure 1.4: Schematic of the High Enthalpy Shock Tunnel in Gottingen [30]
1.2 Problem Description
1.2.1 Previous Studies
The scramjet combustion process is still being scrutinised, and studies have gone into attempt-
ing to simulate it. However, most of these simulations have been done and validated using
the Reynolds Averaged Navier-Stokes (RANS) approach to turbulence modelling. In order to
fully understand the processes that occur within the combustion chamber, flow studies need to
be conducted on mixing mechanisms, fuel injection and penetration, and on general flow in-
stabilities. The RANS method of flow modelling is inherently less capable of capturing and
resolving instantaneous detailed flow attributes with respect to other methods such as Large
Eddy Simulations (LES) for example.
Karl et al. [47] stressed the “necessity and urgency of precise validation experiments and of
a close link between ground testing, CFD analysis and flight experiments”. In 2011, Rana [77]
began a study to model the mixing in the combustion chamber of a scramjet using a higher
resolution turbulence modelling technique. The study comprised of two main parts:
1. An Implicit Large Eddy Simulation (ILES) case study of a transverse sonic circular jet
injection into a supersonic cross-flow (JISC). This was done to validate a digital filter
based turbulent boundary condition. The digital filter was analysed against other forms of
turbulent data inflow generation methods to view its reliability and suitability. The filter
was then used to study the JISC of a single hydrogen jet.
2. An analysis of the full geometry (internal and external) of the HyShot-II scramjet was
conducted to get the inflow conditions to the combustion chamber in two dimensions.
Once the inflow conditions were determined, they were applied as the inlet conditions in
the simulating of a purely mixing (frozen chemistry) three-dimensional (3D) section of
the Hyshot-II combustion chamber.
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1.2.2 Goals/Objectives for Current Work
In response for a higher fidelity combustion model for scramjet applications, the primary ob-
jective of this work is to demonstrate a first approach and validation of a novel algorithm to
successfully model supersonic combustion. This is to be achieved through the following steps:
• Validation of a proposed chemical mechanism
• Application of the numerical methods to simulate a inert hydrogen-air mixing case
• Simulate a simple supersonic reacting hydrogen-air jet
Once validated, the code will be used to simulate the flow within the a 3D section of a scramjet
combustion chamber. The results can then be compared to the results obtained from the tunnel
test at HEG at DLR.
1.2.3 Scientific Challenges
• Model Validation - The combustion model used has been extensively validated in the
subsonic regime but not yet validated in the supersonic regime. This becomes problematic
as its underlying assumptions, and the sub models used to close certain terms, may not be
valid for high speed compressible flows.
• Supersonic Combustion - High speed combustion is a difficult phenomena to model. The
chemical reaction time scales become comparable to flow time scales and thus, many
assumptions used to model low speed combustion are no longer valid. The increased flow
time scales can create combustion instabilities, and potential over-strain of flames can
lead to areas of local or complete extinction.
1.2.4 Layout
Chapter 2 will give the reader an overview of the underlying theory behind the study. First, is an
introduction to turbulence, where processes and important fundamental characteristics will be
developed and explained, followed by a section on common turbulence modelling techniques.
Following turbulence, combustion will be introduced to the reader. More emphasis will be
placed on the non-premixed turbulent combustion within the chapter, as it is pertinent to the
current study. This section will be followed by an overview of the more popular combustion
models.
In chapter 3 the numerics and governing equations will be developed. Firstly, an overview of
the governing flow equations used within the code will be presented, followed by the outlining
of the specific combustion model used. The sub-models implemented within the code that are
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used to close the system of equations and model specific terms will then be explained, followed
by a discussion of the implemented numerical scheme.
Chapter 4 will present the results of the study, beginning with a frozen chemistry case to
assess the implementation, and the mixing behaviour captured by the code and methods. This
section is followed by a presentation of the reacting case, where the combustion model will be
used and allowed to simulate the supersonic mixing and combustion process of a supersonic
hydrogen jet.
8 Introduction
C H A P T E R 2
Literature Review
This chapter will explain the elementary concepts associated with turbulence. More specifically,
the concepts of turbulence that are of more relevance to its modelling in engineering applica-
tions will be discussed: The transition of flow to turbulent from laminar, types of turbulent flow
such as shear layers, the scales of turbulent, and the idea of energy dissipation in turbulent
flows.
2.1 What is Turbulence?
Turbulence exists everywhere. It is rare that everything is laminar and smooth. It is visible
in many things and everyday events, yet it is considered to be a normal phenomena and most
people don’t think anything of it; from doing laps in a pool, to pouring cream in a morning
coffee, turbulence is all around. What is not realized is the inherent complexity within turbulent
flows. By “definition” turbulence is chaotic, random, and unpredictable. The word definition
is used loosely here, because there is no clear idea of what laws turbulence follows and thus,
is difficult to define precisely. To better exemplify the chaotic nature of this flow, consider an
experiment where the objective is to measure the velocity at a certain point in a field. If the
same point in space were chosen as the measurement point, regardless of the number of times
the experiment was run, there would be different temporal velocity distributions for every run.
This irregularity of the flow means that is is very difficult to model explicitly. Hinze [40] and
Davidson [20] both state that the definition and theory of turbulence must be statistical, and is
possible to describe only by the laws of probability.
To make the modelling of turbulence easier, the velocity components in all three directions
(one dimension considered in the processing example) can be broken down into a mean, and a
fluctuating term as shown in Eq. 2.1.
u = u¯ + u′ (2.1)
where u¯ is the mean velocity, and u′ is the fluctuations at a given time. Fig. 2.2 shows a
schematic diagram for the time history of a stream-wise velocity component for unsteady turbu-
lent flow. This image depicts the instantaneous mean, and fluctuating velocities associated with
this velocity component. The breaking up of the velocity into multiple components is an im-
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Figure 2.1: Example of everyday turbulence [6].
portant relationship because certain turbulence modelling methods use this assumption in their
construction. More of this is discussed in §. 2.1.3.
Figure 2.2: Streamwise velocity component at a given location in space for an unsteady turbulent flow.
Turbulence can be broken down into different categories, each with underlying assumptions
as to how it behaves [76].
• Homogeneous turbulence, being the simplest and most general, assumes that the turbu-
lence has the same structure in all parts of the flow field. The local velocity fluctuations
may be different in the three principle directions (assuming a Cartesian coordinate sys-
tem), but the respective magnitudes must be constant throughout regardless of spatial
position. i.e. u′(x1, t1) = (1, 2, 3); u′(x2, t1) = (1, 2, 3)
• Isotropic turbulence is an extension of homogeneous turbulence, however, in the case of
isotropic turbulence, there is no directional preference; The velocity fluctuations are the
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same in all directions. Similar to homogeneous turbulence, the mean velocity possess no
gradient i.e. u′(x1, t1) = (1, 1, 1); u′(x2, t1) = (1, 1, 1)
• Anisotropic turbulence, is the most complex method of describing turbulence, but also the
most realistic. The statistical features have directional preference and the mean velocity
exhibits a gradient.
These classifications are designated to make modelling easier, because in certain flow scenarios
the flow can be approximated to have some of the properties previously discussed which makes
analysis much simpler.
One of the most important properties in fluid dynamics is the Reynolds number (Re). It is
defined as the dimensionless ratio between the inertial and viscous forces in the fluid, and has
a profound ability to hint at what regime the flow may be experiencing (laminar, transition, or
turbulent). It is not definitive that a certain Reynolds number flow will be experiencing a certain
flow condition. Depending on the type of flow, the approximate critical Reynolds numbers
separating the regimes will be different. The three main classifications of flows are shear layer
flows, wall-bounded (boundary layer), and grid-generated turbulence. In this study, only the
first will be considered and presented in §. 2.1.1
In certain engineering applications, turbulence is often preferred over laminar flows such as
when fluids must be mixed. An important characteristic of turbulence is its ability to transport
and mix fluid much more efficiently and rapidly than a comparable laminar flow. In aerody-
namic flows (aircraft, automotive etc.), drag is of extreme importance as it is a characteristic
parameter in assessing the efficiency of the system in question. In turbulent flows the shear
stresses (and hence the drag) are much larger that it would be if the flow were laminar [76].
Therefore, care must be taken into aerodynamic design as to not allow unexpected transition
into turbulence.
In order to understand turbulence and how it is formed, the three phases (or processes) must
be understood. The first process production, is simply the initial process of producing the
turbulence. This exact process varies for different flow regimes, but remains the same in the
aspect that within the flow you will have formation of eddies of varying scales. Secondly, there
is diffusion. This process defines the part of the turbulent flow that acts to transport the generated
eddies, and thus mass, energy, and momentum, within the fluid. Lastly is the dissipation phase.
As the eddies become smaller and smaller, eventually the viscous forces becomes larger and
dominate consequently dissipating the eddies. The first two phases can also be considered to be
part of the transition process from laminar to turbulent flow.
2.1.1 Transition to Turbulence
Returning to the definition of turbulence, Davidson [20] stated that “it is hard to give a def-
inition to what turbulence is, it is better to simply note that when ν[viscosity] is made small
enough, all flows develop random, chaotic component of motion”. Although this may not de-
scribe what turbulence is exactly, it is a very good definition of flow behaviour and its response
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to changes in specific properties, with respect to Reynolds number. One of the general ideas
behind transitional flow is stability. Several factors affect the transition to turbulence, such
as surface roughness, heat transfer, pressure gradient, velocity gradient, and free-stream tur-
bulence. These factors all culminate to produce perturbations in the flow, but what generally
determines whether the flow remains laminar or transitions to turbulent, is the ability for the
flow to naturally dampen out the excess energy caused by disturbances or instabilities. This is
of course a very general stability criterion, but for the sake of explaining the concept behind
transition it will be left as such. Based on the Reynolds number definition, assuming we have
a low Reynolds number (common for laminar flows) with no additional varying flow param-
eters, it can be confidently assumed that the viscous forces are dominant and that any small
perturbations within the flow will be dissipated. Thus, the flow is “stable”. However, in very
high Reynolds number flow (which is common for turbulent flows), the inertial forces can be
considered to be dominant and thus, the same perturbations presented to the laminar flow may
cause the flow to become unstable, and thus turbulent. The processes that turns flow turbulent
is different for wall bound flows and free-shear flows, the latter is to be discussed in the next
section.
Turbulent Shear Layer Flows
For shear flows, instabilities mainly arise from the mean velocity differences at the interface
of two parallel flow fields. This instability is known as the Kelvin-Helmholtz (KH) instability.
Hoffmann [41] exemplifies this instability by giving an example of two flows at different ve-
locities separated by a splitter plate. When the flows pass the plate and come into contact, the
instability occurs. The KH instability in the free shear layer is due to the inviscid characteristics
of the flow, and viscosity has little effect on the phenomena [48] as long as it remains low.
Figure 2.3: Kelvin-Helmholtz instability in the atmosphere of Saturn [2]
The stability criterion of parallel flows can be broken down by the following analysis. Two
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parallel flows are given an infinitesimal perturbation, which itself, can be broken down into
separate modes. Each mode is analysed to see its effect on the flow interface instability; whether
it grows in amplitude, remains stable, or dissipates in time. The instability is defined below by
the two modes where s is the instability shape, and kx is the component of the wavenumber in
the direction of the principle velocity. More information along with full detailed analysis can
be seen in [25, 85]:
s = −ikx
ρ1U1 + ρ2U2
ρ1 + ρ2
±
[k2xρ1ρ2(U1 − U2)2
(ρ1 + ρ2)2 −
kg(ρ12 − ρ22)
ρ1 + ρ2
] 1
2 (2.2)
Taking an example of a simple shear layer we can assume a simple case by setting g = 0
(gravity). This simplifies the above equation to,
s = −ikx
ρ1U1 + ρ2U2
ρ1 + ρ2
± kx
√
ρ1ρ2(U1 − U2)
ρ1 + ρ2
(2.3)
Eq. 2.3 shows that the KH interface is unstable at all wavenumbers, as s always takes on a
positive real component. To further exemplify the instability growth, the assumption of uniform
density (ρ1 = ρ2) can be made to further simplify Eq. 2.3 to yield,
s = −1
2
ikx (U1 + U2) ± 12kx (U1 − U2) (2.4)
This form of the equation shows more clearly that the instability grows proportionally to the
wavenumber i.e. larger wavenumbers grow more rapidly, and to the initial velocity difference
between the parallel flows i.e. larger differences grow more rapidly. Since wavenumber is
inversely proportional to wavelength, the instability grows faster for smaller wavelengths than
for larger wavelengths.
Fig. 2.4 demonstrates the evolution of the KH instability. It is obvious that the instabilities
grow in size with time. As the instabilities grow, they entrain the surrounding flow eventually
turning the flow fully turbulent. From Fig. 2.4 it is apparent that the KH instability creates a
great deal of mixing within the shear layer and thus, can be extremely beneficial for applications
such as combustion where rapid mixing is required. In the case of industrial systems, jets are
commonly used to inject fuel into combustion chambers, thus, the primary mechanism for jet
breakdown and mixing, are shear layer instabilities. From the above analysis, it would seem
that the jet injection velocity has a great influence on mixing and jet breakdown, and by simply
tweaking the velocities, the mixing characteristics can be altered significantly. The effect on the
initial stream velocities will be demonstrated in the proceeding chapters.
2.1.2 Scales of Turbulence and the Energy Cascade
Turbulence can be considered to be comprised of eddies of different sizes. An eddy is a turbulent
motion with a local region of finite size and is a fairly coherent structure. Turbulent flows are
generally characterized by a wide range of eddies varying in size and vorticities, and the size
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Figure 2.4: Evolution of Kelvin-Helmholtz instability [1].
of these eddies, have distinguishable upper and lower limits. The upper limits of the large
eddies is determined mainly by the characteristic length of the problem under investigation, and
contain the majority of kinetic energy of the flow. The lower limit is determined by viscosity
and typically at these scales, the viscous and molecular effects are dominant [40]. The transfer
of kinetic energy from the large eddies to the small eddies is known as the energy cascade.
For homogeneous turbulence, the rate of energy dissipation (ǫ) is estimated to be equal to the
rate of energy production by the turbulence. The large scale eddies are assumed to have energy
on the order of their specific kinetic energy (u2O) where uO is the characteristic velocity of the
same order of magnitude of the mean velocity of the flow. The large eddy length scale lO, is
comparable to the flow scale L. An important parameter for the dissipation, is the time scale of
the large eddy (or the turnover time) which essentially represents the lifetime of the eddy. This
turnover time is given by τO = lO/uO. Together, these parameters give the energy dissipation
rate,
ǫ =
u2O
τO
=
u3O
lO
(2.5)
This equation shows that the energy dissipation at large scales is independent of viscosity. For
the smallest scales, or Kolmogorov scales, length, velocity, and turnover times can be defined
as
η =
(ν3
ε
) 1
4 (2.6)
uη = (νε) 14 (2.7)
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τη =
(ν
ε
) 1
2 (2.8)
For homogeneous steady turbulence, energy is not created nor destroyed, and therefore
through the energy cascade, the dissipation must also equal the rate of transfer to the next
scale and so on. This occurs for M scales until finally reaching the Kolmogorov scale. Within
the equations previously shown for the Kolmogorov scales, an expression can be obtained for
the energy dissipation at this scale to be:
ǫ∼νu
2
η2
(2.9)
In this case, there is a clear dependence on viscosity at the smallest scales. Through the cascade
of energy from one scale to the next, it can ultimately be said that the energy created by the
turbulence at the large scales is dissipated by the smallest scales. This again is only for ho-
mogeneous steady turbulence where energy is constant. Due to the dissipative nature of flows,
if we take unsteady turbulence, without any external energy source, the viscosity effects the
of the small scales will eventually decay out the turbulence. The η scale, can be considered
as a measure of the dimension of eddies which produce the same dissipation as the turbulence
considered. [40]
Figure 2.5: Schematic representation of energy cascade [20](Modified).
This process is graphically represented in Fig. 2.5. This figure is known as the energy spec-
trum, and is commonly used to analyse turbulent kinetic energy. The turbulent scales are com-
monly represented graphically using their wavenumbers (k). The energy spectrum is divided
into two main sections, the Energy Containing Range and the Universal Equilibrium Range. In
the Energy Containing Range, the energy is produced by the turbulence and contained in the
large eddies. In general, large eddies are anisotropic, and are affected by boundary conditions
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of the flow. Kolmogorov argued that all information about the geometry of the large eddies is
lost during the cascading process, and that after a certain threshold the eddies were statistically
similar in nature. The universal equilibrium range can be defined as the point (or the scale) in
which anisotropy of the large eddies ends, and isotropy of the small scales begin. This length
scale is given by lEI and is approximated to have a value of lEI = lO/6.
The Universal Equilibrium Range can be divided into two subranges. The Inertial Subrange,
and the Dissipation Range. The Dissipation Range is where all the energy of the turbulent flow
is dissipated by the smallest scales due to viscous effects. The Inertial Subrange is the portion
of the spectrum that contains most of the cascade. Kolmogorov derived an expression for the
energy density of the Inertial Subrange given by,
E(k) = Cǫ 23 k −53 (2.10)
where C is universal constant. According to Kolmogorov, the energy cascade follows the same
trend upon entering the Inertial Subrange regardless of the geometry and properties of the flow.
This has not been proven analytically, but Fig. 2.6 shows the energy density distributions of vari-
ous experiments of different geometries and properties. This figure shows significant agreement
to Kolmogorovs hypothesis.
Returning once again to the definition of Reynolds number, using the aforementioned large
scales one would obtain the Reynolds number of the large eddies as Re0 = u0l0/ν. This Reynolds
number is large (comparable to the Re of the flow) so the effects of viscosity are negligibly
small. The large eddies are typically unstable and break up, transferring their energy to the
smaller eddies. The smaller eddies undergo a similar breakup process, and transfer their energy
to yet smaller eddies. This energy cascade continues until the Re(l) = u(l)l/ν is sufficiently
small that the eddy motion is stable, and molecular viscosity is effective in dissipating the
kinetic energy. The Reynolds number obtained using the Kolmogorov scales is unity, which
demonstrates that the cascade process takes place until the the Reynolds number is small enough
for viscous dissipation to become comparable to inertial forces. This illustrates once again, that
at the small scales, viscosity is dominant. The small scales can be related to the big scales by,
η
l ∼Re
− 34 (2.11)
uη
u0
∼Re− 14 (2.12)
τη
τ0
∼Re− 12 (2.13)
The relationships above show that the larger the Reynolds number, the smaller the Kolmogorov
scales. This has tremendous repercussions when choosing a method to numerically represent
a turbulent flows because, as will be discussed in the next section, different methods to model
turbulence exist, each with their own underlying assumptions.
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Figure 2.6: Turbulent kinetic spectrum depicting the energy dissipation trends proposed by Kolmogorov
[76].
2.1.3 Turbulence Modelling
The three main models for numerically modelling the turbulence effects are Direct Numeri-
cal Simulation (DNS), Reynolds Averaged Navier Stokes (RANS), and Large Eddy Simulation
(LES). Each of these methods have their own advantages and disadvantages, but the main ad-
vantage behind having such a wide range of modelling techniques, is the flexibility to be able
to use any of them for a specific application, and a desired accuracy. In this study, a deriva-
tive of LES will be used, Implicit Large Eddy Simulation (ILES). In the following section the
three main turbulence modelling methods will be described along with their advantages and
disadvantages, however, more emphasis will be placed on LES and ILES.
Direct Numerical Simulation (DNS)
In DNS, the governing flow equations are numerically computed directly. This method aims to
resolve all scales of turbulence, from the large visible scales all the way to the small Kolmogorov
scale. Due to the resolving of even the smallest scale, in order to successfully and accurately
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capture these scales, the spatial resolution of the computation must be sufficiently small to
capture all the fluctuations. Based on the discussion in §. 2.1.2, specifically Eq. 2.11, we can
see that the smallest scale are inversely proportional to the Reynolds number to the power of
three quarters. For industrially applicable turbulent flows, Reynolds numbers can be on the
order of 105 ∼ 106, resulting in extremely small Kolmogorov scales. To resolve such small
length scales with DNS, the spatial resolution would need to be smaller than the smallest scale.
The number of grid points on the computational grid would therefore need to be on the order
of Re9/4. This means for a Reynolds number of 105, the number of grid points would be on the
order of 2 × 1011.
Aside from the spatial resolution of the method, the DNS technique must also have high
temporal resolution. In order to maintain accuracy and model the time scales, the temporal
resolution must be smaller than the lifespan (turnover-time) of the smallest eddy. From Eq. 2.13
it can be seen that this is also quite small. Coupled together, the total computational time to
simulate a reasonable Reynolds number for a short time, could be on the order of months with
the current available computing power. Typically, the applications for DNS are limited to low
Reynolds flow with simple geometries (periodic). Aside from the tremendous computational
cost required by DNS, it is the most accurate form of simulating turbulent flow. It is often used
to validate experimental results, or to provide validation data for lower resolution turbulence
modelling methods.
Reynolds Averaged Navier-Stokes
RANS is the most commonly used method for simulating turbulence, specifically in industry.
The premise behind RANS is the decomposition of variables into mean and fluctuation com-
ponents with the final solution of the simulation being the time averaged quantity of the flow
variables. The process of obtaining RANS from the governing equations (by time averaging)
introduces additional unknowns terms that must be modelled. The time averaged results, along
with with the addition of submodels to close the system of equations, lends to the fact that
RANS is much less accurate than DNS. It should be stressed that the term accuracy in this case,
is relative. The accuracy depends highly on the application and the desired results. Another
main difference between RANS and DNS is the method in which they solve the flow. In DNS
the flow field is resolved, while in RANS it is modelled. This difference comes with the ben-
efit that the grid for RANS can be much coarser than that of DNS which makes it simpler and
less computationally expensive. The consequence of this, is that the RANS solution is free of
fluctuations and instantaneous flow phenomena. However, resolving of all the turbulent scales
down the the smallest, may not be required in many engineering applications, and the mean
flow quantities may be sufficient.
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Large Eddy Simulation
Between these two extremes of DNS and RANS, there exists a middle ground, LES. The
premise of LES is that the large scale eddies (up to predetermined filter size) are resolved while
the smaller scales are modelled. Operating as a low-pass filter, the small scales are filtered out
of the governing equations to eliminate the necessity to resolve them, and the flow equations
only resolve the large scales of turbulence, and model the small scales. The modelling of the
small scale eddies comes from equations known as the subgrid scale models (SGS) which act
as small scale turbulence models for the flow.
The SGS models objective is to close the system of flow equations that generated additional
dissipation terms when filtered, and to capture the cascade of kinetic energy through the inertial
range (Fig. 2.6). There are many SGS models, but some of the more popular ones are the
Smagorinksy, and the Dynamic-Smagorinksy models. The Smagorinksy model gives generally
good predictions of dissipation, but tends to break down in transitional flow and near walls. The
Dynamic-Smagorinksy model uses a different method to calculate subgrid dissipation, and has
been seen to be valid at near wall locations. The formation of SGS models is still an on-going
research area and new developments are still being developed. For example, In 2007 You and
Moin [61] developed a dynamic global-coefficient SGS. The specific attributes of each SGS
model will not be discussed, but as mentioned, different models are better applied in different
situations, such as flow near a walls.
Since LES models the small scales, it allows the spatial resolution to be more coarse than
DNS. This allows LES to simulate (less accurately) more complex, higher Reynolds number
flows for a lower computational cost than that of simulating a similar flow with DNS. Compared
to RANS, LES provides a much more accurate solution but at a higher computational cost.
However, practically, the main issue with LES is that it was shown to be too dissipative in
certain areas, making it difficult to calculate transitional flows or flows with discontinuities.
One method to bypass this excess dissipation was to eliminate the SGS models all together.
This method is known as the Implicit Large Eddy Simulation (ILES). ILES attempts to utilize
the truncation error and the artificial viscosity generated by the numerical scheme in place of
the SGS viscosity model that the Classic LES modelling utilises [38]. This method however,
has problems of its own. It requires in depth knowledge of the numerical scheme used, more
specifically, the truncation error generated. Thornber et al. [87, 88] derived a ILES scheme
where they were successfully able to match the dissipation of the numerical scheme to that of
the inertial energy cascade. More importantly, excellent agreement between simulations and
experimental results was shown in the presence of discontinuities.
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2.2 Combustion
Combustion can be considered a collection of chained self-accelerated elementary chemical
processes that vary in time scale. It is a temperature dependant, exothermic process between
a fuel and oxidant, that utilises the bond energy between molecules to produce heat and light.
There are two classifications of combustion:
• Non-premixed Combustion or diffusion flames: Normally involving only two streams,
the fuel and oxidizer are initially contained separately and brought together for combus-
tion. The flame cannot exist anywhere else except where the two streams meet because
on either side of the flame front, the mixture is either too rich or too lean for combustion
to occur. At any point in time, the removal of one stream automatically terminates the
combustion process. This property makes non-premixed combustion a very safe com-
bustion mechanism. It has been studied extensively and can be seen in many everyday
applications such as furnaces, diesel engines etc.
• Premixed Combustion: This form of combustion has not been studied as extensively as
non-premixed combustion. In premixed combustion, the fuel and oxidiser are not initially
separate, but instead, brought together to form a volatile mixture prior to combustion. The
process of combustion occurs by the propagation of a flame separating the burnt and un-
burnt mixtures. In this combustion mechanism, the flame can begin anywhere within the
mixture that has a temperature high enough for ignition as mixture already has fuel and
oxidizer mixed together in appropriate proportions. This means that practically, this is a
much more dangerous mechanism than non-premixed combustion. Many everyday ap-
plications exist for premixed combustion such as spark-ignition engines, and gas fuelled
turbine engines.
However different the mechanism is for either premixed and non-premixed combustion, both
these combustion mechanisms are similar when analysing their higher-level characteristics.
They both utilise similar parameters and characteristics to describe the overall efficiency of
combustion. Among these characteristics, one of the most important parameters in combustion
modelling is the mass fraction. It indicates the total quantity of a specific chemical species
within a mixture. The mass fraction is given by,
Yk =
mk
m
(2.14)
where mk represents the mass of a chemical species k, and m is the total mass of the mixture.
Extending beyond this concept, the total amount of fuel and oxidizer in a system have a great
effect on the combustion characteristics. However different premixed and non-premixed com-
bustion are, the similarity between any chemically reacting systems is the amount of respective
fuel and oxidizer for an ”ideal” combustion process. This ratio is known as the stoichiometric
ratio. Considering a chemical reaction, the ratio between the oxidizer (O) and the fuel (F) is the
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stoichiometric ratio, and is given by,
s =
(YO
YF
)
st
(2.15)
In reality, the mixture of fuel and oxidizer will not always exist in stoichiometric proportions,
and therefore it is convenient to define a different ratio that relates the actual mixture ratio
present, to the stoichiometric ratio. This relationship is known as the equivalence ratio. The
equivalence ratio for the premixed regime (denoted by subscript p) is
φp = s
YF
YO
= s
m˙F
m˙O
(2.16)
and for non-premixed (denoted by a subscript np)
φnp = s
Y1F
Y2O
(2.17)
φnpg = s
m˙F
m˙O
(2.18)
As previously mentioned, for non-premixed combustion, the oxidizer and fuel are kept sepa-
rately and only brought together for mixing and combustion. It is not said that the stream of
either is pure fuel or oxidizer, and thus, Y1F and Y2O in Eq. 2.17 represent the mass fractions of
fuel and oxidizer in the respective streams. The physical significance of the equivalence ratio is
to indicate the quality of the mixture. When the equivalence ratio is φ < 1 the mixture is said to
be lean (excess oxidizer) and when φ > 1 the mixture is said to be rich (excess fuel).
2.2.1 Non-Premixed Combustion Characteristics
Laminar Diffusion Flames
In the proceeding section, aspects of diffusion flames will be discussed as they are the most
pertinent to the study. Before the extension to turbulent combustion, an analysis of a simpler
case such as laminar flames must be undertaken. The structure of a diffusion flame is shown in
Fig. 2.7.
• Far away on each side of the flame, the gas is either too rich or too lean to burn. Reactions
only occur when both the fuel and oxidizer are mixed adequately; The ideal case being
when they are mixed in stoichiometric proportions. The flame normally lies along the
points where this ratio is met.
• Diffusion flames do not have a reference “speed”. The flame does not propagate towards
either fuel or oxidizer stream because of the lack of the other (either fuel or oxidizer) deep
in either non-mixed stream. This means that the flame does not move significantly within
the flow field and thus, is more susceptible to perturbations and turbulence.
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Figure 2.7: Diffusion flame structure [75].
• Unlike premixed flames, diffusion flames do not have a reference thickness; strain is
required to drive fuel and oxidizer together. Without the presence of strain, a diffusion
flame will stretch (thicken) and eventually dissipate.
In non-premixed combustion, there are different classes of combustion models. The most
popular are conserved scalar methods. In these methods it is common to analyse flame structure
with respect to z-space. This z-space (or the mixture fraction) allows the flame in question to be
analysed for the respective amounts of oxidizer and fuel using a single parameter. The mixture
fraction is commonly represented by,
z =
sYF − Yo + Y0o
sY0F + Y0o
(2.19)
From this definition of mixture fraction, the boundary conditions can determined as follows.
1. The value of z in the fuel stream is 1; conversely z is 0 in the oxidizer stream
2. The temperature at z = 0 and z = 1 are respectively the initial temperature of the oxidizer
and fuel respectively. The temperature is maximum at the point where z = zst where ”st”
denotes the stoichiometric point.
3. The initial mass fractions of both oxidizer and fuel is equal to their mass fraction present
in their respective streams prior to mixing.
Chemistry
With respect to the chemical reactions that lead to the combustion process, there are certain
classifications and characteristics that can be assigned to the elementary reactions that describes
its chemical behaviour. Firstly is the reversibility of the reaction. Irreversible reactions mean
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that the reaction can proceed only in the forwards direction, and that the reverse reaction does
not take place i.e reactants are converted into products only. Conversely, reversible reactions are
the opposite, signifying that the reaction can also proceed in the reverse direction as well. The
second characteristic is the “speed” of the reaction. Equilibrium or “fast chemistry” assumes
that the chemical times (chemical reaction times) are extremely short and that they are smaller
than all other flow characteristics; the reaction happens instantaneously.
When dealing with a reacting problem, there can exist any combination of the aforemen-
tioned assumptions. The irreversible fast chemistry (equilibrium) assumption is the idealised
solution, and is often implemented to give the bounds to the solution of the specific reacting
problem. What is important in this assumption, is that the fuel and oxidizer cannot exist at
the same time in a specific point in space. The solution to the irreversible fast chemistry as-
sumptions is the idealised case, and is known as the Burke-Shaumann [14] flame structure.
Conversely, the opposite extreme is finite rate, reversible chemistry. This corresponds to actual
combustion conditions, but as a consequence, is the most complex to model.
When entering into the finite rate chemistry regime, the chemical time scales may no longer
be the dominant time-scales in the flow and flow time-scales must be considered. It is therefore
suitable to define a parameter that describes the dominance of one time-scale (or process) with
respect to another. This parameter is known as the Damko¨hler number,
Da =
τ f
τc
(2.20)
where τ f is the flow time and τc is the chemical time. As an example, when equilibrium chem-
istry is assumed, the Damko¨hler number tends towards infinity, however, when Da takes on
finite values, the flame is taking on finite chemistry characteristics, and the flow time-scales are
becoming comparable to the chemical.
Without going into too much detail at the moment in regards to the reasons behind the be-
haviour, Fig. 2.8 shows the structure of the Burke-Shaumann solution to that obtained from
finite rate chemistry for a irreversible process.
In this figure, the mixing line denotes the extreme state where fuel and oxidizer would mix
without reaction, and is important when considering ignition or quenching problems or be-
haviour. The other extreme case, is the upper-bound equilibrium lines which correspond to
states where reaction occurs with infinitely fast chemistry. At any given location in a reacting
problem, the temperature at a given mixture fraction will be somewhere in these bounds. When
most of the points are located near the mixing lines, it means the flame is almost extinguished, or
has not yet ignited. On the contrary, if most most of the points are located near the equilibrium
lines, it indicate vigorous flames.
It is clear that there is a difference between the ideal combustion and finite rate chemistry
as seen in Fig. 2.8. The total temperature is seen to decrease slightly and the “consumption”
of both species extends slightly beyond the stoichiometric point. These discrepancies occur
with finite rate chemistry because of the diffusion of reactants past the stoichiometric flame
region which, for infinitely fast chemistry does not occur. The occurrence of this “leakage”
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Figure 2.8: z diagram of finite rate chemistry compared to equilibrium chemistry [75].
of one species into the other is a direct consequence of the strain on the flame, or the scalar
dissipation. This leakage causes the reaction zone to go from being infinitesimally small to
having a certain width. A higher strain (or scalar dissipation) results in a wider reaction zone
and a lower maximum temperature. The extreme case is where the strain is too high and the
flame is quenched resulting in the distributions tending towards the mixing line. The effect of
increased strain is further illustrated in Fig. 2.9.
When attempting to calculate the Damko¨hler number, because the flow times (τ f ) are gener-
ally hard to describe and quantify within the flows under investigation, a common assumption
is that flow time (τ f ) is inversely proportional to the scalar dissipation at the stoichiometric
point. As a consequence of this assumption, and through its definition, the Damko¨hler number
is inversely proportional to the scalar dissipation at the stoichiometric point.
Strain and Scalar Dissipation
The last point above leads to an important way of describing the flame behaviour. Without strain
a flame will not be steady. Strain acts to push reactants towards the flame and without it (or too
much) the flame will inevitably dissipate and extinguish. Directly connected to this strain, is
the scalar dissipation. Through z-space analysis, the scalar dissipation can be represented by
Eq. 2.23.
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Figure 2.9: Effect of increased strain on flame structure [71].
χ = 2D( ∂z
∂xi
∂z
∂xi
) (2.21)
For the process of understanding the relationships, a steady strained one-dimensional diffusion
flame with infinitely fast chemistry and constant density will be assumed. With this assumption
the scalar dissipation can be written in terms of the strain rate a by,
χ = 2D( ∂z
∂xi
∂z
∂xi
) ≈ a
π
exp(− a
D
x21) (2.22)
What must be taken from the the above equation is the manner in which the scalar dissipation
rate is related to the strain rate. The value a/π signifies the maximum possible scalar dissipation.
The strain rate a, is constant and dependant on the flow characteristics, more specifically the
velocity gradients. The scalar dissipation on the other hand, depends on the the velocity gradi-
ents as well as the spatial location. It measures the mixture fraction gradients as a consequence
of the strain.
χ =
a
π
exp[−2(erf−1(φ − 1
φ + 1
))2] (2.23)
Chemical Schemes
There exist many degrees of modelling combustion mechanisms. Complete chemical mecha-
nisms may consist of hundreds of elementary chemical reactions, and modelling them all may
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be too expensive. It must be considered that within the CFD regime, at every cell, it is required
to solve the governing flow equations for every species, along with every elementary reaction
in the mechanism. With hundreds of mechanisms and with many species, this could prove to
be too computationally expensive for grids required to resolve detailed flow phenomena. To
avoid this high computational cost, reduced mechanism have been proposed ranging from 33
reactions [45], down to 4 [15] and even as far as 2 [69].
Figure 2.10: Example of chemical reaction scheme consisting of 33 reactions for H2, with N2 chemistry
[45].
The elementary reactions can be broken down into 3 categories [37]: Chain initiating step,
chain carrying or propagating steps, and chain terminating step. This three step definition of a
reaction mechanism implies that the process of combustion is initiated by a single step, specif-
ically the one that produces radicals. At low temperatures, this step (or reaction) is usually
determined by the elementary reaction that has the lower activation energy, and tends to be
highly endothermic and very slow. Conversely, the chain reaction mechanisms have a low acti-
vation energy, and are important because they determine the overall reaction propagation rate.
Eventually, after a certain amount of intermediate chain reactions, the process is terminated by
the recombination of radicals, or when a radical combines with a molecule to give products of
lower activity that cannot propagate the chain.
The dominance of certain elementary reactions over other depends on a few factors: the
activation energy, and overall temperature of the system. Both these factors affects the reaction
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rate which is modelled by the Arrhenius Law.
k = AT n exp
(−Ea
RT
)
(2.24)
where R is the universal gas constant, T is the temperature, n is the temperature exponent, and
A is the pre-exponential factor. The temperature exponent and pre-exponential factor are both
determined by experiments and are known to be highly dependant on temperature.
In order to determine the global effect of specific reactions, often a sensitivity analysis is con-
ducted on chemical schemes. Sensitivity analysis is fairly straight forward and involves scaling
the reaction coefficients and observing the changes in combustion characteristics. Therefore,
the basic idea of a reduced mechanism is the elimination of reactions that produce negligible
influence on the overall combustion process. This is a valid assumption as long as the overall
combustion mechanism proposed is still representative of the original process. Computation-
ally, reduced mechanisms are used as approximations and to enhance computing efficiency, and
may used when not describing the full mechanism is not required. The number of equations
used to model the reaction depends on the application, and to what extent the chemical features
want to be modelled [15].
Turbulent Diffusion Flames
The laminar flamelet (LFA) is a common method to model combustion using z-space and has
the fundamental assumption that combustion is the ensemble of laminar flames occurring at
the smallest scales. Based on this description, another assumption in its formulation is that the
Da >> 1. However, is was shown that as the flow times-scales decrease (as occurs in turbulent
flows), Da begins to deviate from is very large value and approach unity. To study the effect of
turbulence on non-premixed combustion, Cuenot and Poinsot [19] conducted a DNS study of
flame-vortex interaction utilising the popular flamelet model. This was study was conducted to
study the validity limits of the laminar flamelet assumption (LFA) at different turbulence levels.
The aim was to propose a diagram (Fig. 2.11) for possible turbulent non-premixed combustion
regimes, similar to those present for premixed.
Four regimes and two transition Damko¨hler numbers, DLFAa and Dexta were identified by the
study [75].
• Case A in Figure Fig. 2.11 corresponds to very large Damko¨hler numbers. In this regime,
LFA applies, and the inner structure of the flame is unaffected by the vortices.
• Case B shows strong curvature of the flame front, and molecular and heat diffusion along
the tangential direction to the flame front must be considered.
• for Case C, the chemical time becomes non-negligible compared to the vortex charac-
teristic time. The chemistry is not fast enough to be accurately modelled by the LFA
and unsteady effects are become noticeable. In this regime, the evolution of the flame is
delayed compared to the evolution of the flow.
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Figure 2.11: Laminar diffusion flame vortex interaction spectral log-log diagram [19] plotted versus
velocity and length scale ratios of the vortex and flame.
• In case D, the Damko¨hler number is very small, and the strain induced on the flame by
the vortex is too strong. In this regime extinction occurs, but was evidenced to occur at a
lower Damko¨hler number than expected from flamelet libraries.
Vervisch and Veynante [92] provide a similar diagram, with explicit reference to the turbulent
Reynolds number and the Damko¨hler number (Fig. 2.12).
The one difficulty of turbulent diffusion flames is the inability to confidently define its scales,
even if there are definitions for them. Non-premixed flames have no intrinsic length scales, and
strongly depend on highly fluctuating local flow conditions such as strain rate. This is the
primary difference (and difficulty) between premixed and non-premixed turbulent combustion,
and is also a reason why the diagrams presented above should be used with care, and more as a
guide; they neglect to model precise local phenomena that can be different at various locations
within the flow.
Nevertheless, two length scales can be introduced for the flame region. The diffusion layer
thickness ld is the thickness of the zone where the mixture fraction changes indicating reactants
mixing.
ld ≈
√
Dst
χ˜st
(2.25)
where χ˜st denotes the conditional scalar dissipation rate for z = zst and theDst represents the
molecular diffusivity on the stoichiometric surface. The second length scale is the reaction zone
thickness lr. This quantity corresponds to the region where the reaction rate is non-zero.
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Figure 2.12: Schematic of non-premixed turbulent combustion regimes as a function of Da and the
turbulent Reynolds number [92].
Similar to the laminar diffusion flame case, the flow time scales can be approximated as the
inverse of the scalar dissipation as seen in Eq. 2.26. The scalar dissipation is replaced by its
conditional counterpart leading to
τ f ≈
1
χ˜st
=
l2d
Dst
(2.26)
thus the Damko¨hler number becomes
D f la =
τ f
τc
≈ (χ˜stτc)−1 (2.27)
Turbulent Combustion Modelling
The main objective of combustion modelling is to close the system of equations for the mean
reaction rates. Veynante and Vervisch [92], summarise three main physical approaches to model
turbulent combustion.
• Geometrical analysis - The flame front is defined as the geometrical surface evolving
in the turbulent flow field. It can be related to the total surface covered by the flame
during combustion (flame brush), but is more often linked to an instantaneous iso-surface
mixture fraction and is usually combined with flamelet assumptions.
• Turbulent mixing - If the assumption is made that the chemical time scales are shorter
than turbulent time scales, then the mean reaction rate is controlled by the mean turbulent
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Figure 2.13: Modelling approaches for turbulent combustion [92].
mixing rate which can be approximated by the scalar dissipation rate. The most popular
models are the Eddy-Break-Up and Eddy Dissipation Concept.
• One point statistics - The most general of the modelling approaches, is based on the
joint Probability Density Function (PDF). No flame structure assumption is required and
it closes the mean reaction rate by combining instantaneous reaction rates given by the
Arrhenius law, with the joint PDF of the thermodynamic variables.
2.2.2 State of the art in Non-Premixed combustion Modelling
In the previous section, combustion characteristics were described. In the proceeding section,
a more detailed description of popular models will be given. As the current work deals with
LES, the models that will be described will be done so with the underlying implementation to
LES. However, for non-premixed combustion, the models used are simply extensions of their
RANS counterparts. The three more popular combustion models are the probability density
function (PDF) transport models, the Flamelet models, Linear Eddy model, and the relatively
new Conditional Moment Closure (CMC).
PDF Transport Models
The main idea behind the PDF approach is that the mean reaction rates are determined as a
function of the instantaneous reaction rates, and the PDF. The PDF, that describes every point in
the flow field, is a unique description of fluctuating turbulent field, and contains all the necessary
information. The instantaneous reaction rates, on the other hand, can be a function of a number
of thermochemical variables. The general formulation of this approach is given below.
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ω˙k =
∫
φ1
...
∫
φk
ω˙k (φ1...φk) p (φ1...φk) dφ1...dφk (2.28)
where φk represents a thermochemical parameter, ω˙k is the instantaneous source term of species
k calculated via the chemical mechanism, p (φ1...φk) represents the joint probability density
function conditioned on k thermochemical parameters, and ω˙k represents the source term in
a closed form. The primary difficulty in this approach is determining the joint-PDF, as the
dimensionality of the PDF, scales with the number of independent thermochemical parameters.
There are currently two approaches to this problem. The first is by assuming a PDF shape, and
the second is where a modelled conservation equation of the joint-pdf is solved.
Presumed PDF
A PDF can take on any shape, and contains information about the mean and higher order mo-
ments of a variable. In combustion applications, PDF functions have displayed common fea-
tures which lends to an assumption that a PDF could possibly be described using a limited num-
ber of variables. Williams [94] proposed that the shape of the PDF is fixed, and parametrised
by the first and second moments of the variable in question. This is a popular method, and has
been used in a variety of combustion studies [59, 91]. For single composition PDF’s the most
popular shape is defined by the β-PDF.
f (x;α, β) = x
α−1(1 − x)β−1
B(α, β) =
Γ(α + β)
Γ(α)Γ(β) x
α−1(1 − x)β−1 (2.29)
Where B(α, β) is the beta function defined by
B(α, β) =
∫ 1
0
xα−1(1 − x)β−1 dx (2.30)
and Γ(z) is the gamma function.
Γ(z) =
∫ ∞
0
tz−1e−t dt (2.31)
The presumed PDF approach provides good results when there is only one parameter in ques-
tion. Its usage carries the underlying assumption that the species production rates are dependant
only on one quantity (typically the mixture fraction). In reality, the source term is dependant
on more than one parameter, and therefore it is common to approximate the thermochemical
variable joint-PDF as being statistically independent. Taking an example of mixture fraction,
and temperature, the joint-PDF can be rewritten as,
p(z, T ) = p(z)p(T ) (2.32)
where in this case, the PDFs of each thermochemical variable can be constructed independently.
This is a better assumption than using a single parameter, however this method still falls short of
the true behaviour and accurate modelling requires constructing a multi-dimensional joint-PDF.
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PDF Method
A less practical method (but more accurate) when dealing with multiple parameters, involves
solving an exact balance equation (a transport equation) for the joint-PDF. The main attraction
to the balance PDF equation, is that the chemical source term is closed within it and depends
only on the chemical variables, therefore it does not need to be modelled and can handle any
complex chemical schemes. Also, this method provides all the higher moments of the flow,
whereas most other approaches provide only mean values.
The main drawback of this modelling method is that it is extremely expensive. It has been
made slightly more efficient by using Monte-Carlo simulations, however its applicability still
remains within the research community. Additionally, there also remains unclosed terms which
are difficult to model, specifically the molecular diffusion which requires additional length scale
information. Therefore in using this method, the issues related to the closure of the system is
shifted from treatment of the chemical source terms, to modelling unclosed molecular mixing
terms [80].
Linear Eddy Model (LEM)
This model was first developed by Kerstein [49, 50] for non-reactive flows but extended to
reactive scalars in 1992 [51, 52]. Linear eddy modelling is a method of simulating molecular
mixing on a one-dimensional domain embedded in a turbulent flow. The LEM approach aims
to treat two different mechanisms that describe the evolution of a scalar: turbulent stirring (or
convection), and the molecular diffusion and chemical processes.
∂
∂t
(ρYi) + Fi = ∂
∂x
(
ρDi
∂Yi
∂x
)
+ ω˙i (2.33)
where F is symbolic convection term, Y is a scalar, and x is an arbitrary spatial coordinate. The
fist phase involves solving the equation shown above (minus the convection term). Secondly,
the convection term is modelled. This process consists of a stochastic sequence of independent
rearrangement events that happen instantaneously on the linear domain at intervals dependant
on the flow. Both of these processes take place at the sub-grid scale, and therefore this method
tends to be fairly computationally expensive.
The rearrangement events are supposed to represent the effect that a single eddy would have
on the scalar profile. The size of the rearrangement domain is chosen based on the eddy size
distribution within the flow, and lies between the Kolmogorov scale, and the filter size. This
mimicking of the effects of eddies is known as the “triplet map” [50]. The triplet map models
the distortion placed on a scalar field segment of a predetermined size by an eddy of similar
size. The map maintains continuity and causes a spatial redistribution of the scalar field. It also
causes an increase in scalar gradients and a compression as shown in Fig. 2.14.
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Figure 2.14: Triplet map [50].
Laminar Flamelet
Peters [70, 71] was the first to introduce the idea of the flamelet. One of the most popular
models, the underlying assumption of the flamelet model is that the chemical time scales are
short compared to the turbulent time scales (high Damko¨hler number) and that reactions occur
in a thin wrinkled layer (known as flamelets). The reactions take place around the stoichiometric
mixture iso-line on a scale smaller than the small scales of the turbulence. This assumption has
two consequences: firstly, the structure of the reaction zone is assumed to remain laminar, and
secondly, the diffusive transport occurs roughly in the direction normal to the surface of the
stoichiometric mixture iso-line. The steady flamelet model is often used in LES because of its
simplicity but loses accuracy when slow chemical or physical processes have to be considered.
There are two variations for the flamelet model, both that solve for the unsteady flamelets:
The lagrangian flamelet model (LFM) [73] and the Eularian flamelet model [72]. Below, the
equation for the Lagrangian form is shown
ρ
∂Yi
∂τ
− ρχ
2
∂2Yi
∂Z2
− m˙i = 0 (2.34)
where ρ is the density, Z is the mixture fraction, Yi denotes the mass fraction of the chemical
species, and τ is time. It should be noted that time in this case is the time defined in a coordinate
system attached to the stoichiometric surface (Lagrangian).
The main disadvantage of the LFM is that only a conditionally averaged scalar dissipation
rate is used. However, it is known that the scalar dissipation is a highly fluctuating quantity as
shown in Fig. 2.15. In this cross-section shown, it can be seen that there is an uneven distribution
of scalar dissipation across the stoichiometric iso-line. Local fluctuations can have a strong
influence on the flame, and can lead to local extinction or ignition [74]. Thus, by taking its
conditional average value, localized characteristics are ignored.
In order to capture the local fluctuations, the Lagrangian model was reconstructed into the
Eularian flamelet model [72] shown below. The Eularian flamelet equations shown here is very
similar to the first-order CMC model.
ρ
∂Yi
∂t
+ ρv · ∇Yi − ρ
χ
2
∂2Yi
∂Z2
− m˙i = 0 (2.35)
34 Literature Review
Figure 2.15: Scalar dissipation rate distribution in a cross section of the Sandia D Flame. The stoichio-
metric mixture fraction iso-contour is indicated by the solid black line [72].
2.2.3 CMC
The CMC model for non-premixed combustion is considered to be one of the more advanced
models for turbulent combustion, and was developed separately by Klimenko [57] and Bil-
ger [11] for RANS using two different approaches; Bilger used the decomposition method,
while Klimenko used the joint-PDF method. Both approaches yielded the same results which
gives credibility to the models formulation. Bilger observed that most of the fluctuations of the
reactive scalars are associated with fluctuations of the mixture fraction. Klimenko’s outlook on
the other hand, was that turbulent diffusion in mixture fraction space can be modelled better
than in physical space.
The premise of CMC is to take advantage of the strong correlations between the mixture
fraction and reactive scalars (chemical species, temperature, etc), and rather than considering
the conventional approach to modelling by averaging, such as the Lagrangian Flamelet model,
the CMC approach conditions the reactive scalars on the mixture fraction (or progress variable
if considering premixed combustion).
If the fluctuations of the conditional mean of reactive scalars at a given mixture fraction
value are small enough, they can be neglected, resulting in first order closure for the chemical
source term. The first order CMC equation shares similarities with the Lagrangian flamelet
equation except for the addition of spatial diffusion and convection terms which constitute the
main modelling difference. The presence of these terms suggests that the physical processes
present at the smaller scales of combustion are captured and accounted for within the CMC
framework.
Over the past few years countless studies have been conducted within the RANS framework,
on simple geometries using CMC for non-premixed combustion, such as of lifted jets [22, 53],
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bluff body burners [55, 56], and attached jets [28, 79]. The difference between the simulated
results and the experimental results were concluded to be due to the chemical scheme used
(normally simple chemical scheme with few species). It was deduced that the chemical schemes
were not detailed enough to accurately model the combustion process, and errors occurred due
to the underlying assumption of the first order CMC; it neglects the fluctuations of the reactive
scalars.
As long as the fluctuations of the scalar around its conditional mean remain small, the model
remains fairly accurate, but as the fluctuations increase they can no longer be neglected. The
model will still hold, but suffers greatly in terms of accuracy. Areas that tend to have variable
magnitude fluctuations in reactive scalars are those of near extinction and ignition. Once the
fluctuations of the conditional mean become large, the first order CMC is no longer applicable,
and higher order representations must be made
Figure 2.16: Reignition sequence of the flame front depicted by OH mass fraction [8].
There are two possibilities to extend the first order CMC model as outlined by Kronen-
burg [60]. Firstly, is to consider the second moment closure. It is developed by expanding
the chemical source term via Taylor expansion which inherently accounts for the fluctuations
in reactive scalars. The other approach suggested by Bilger [10] was to introduce an addi-
tional conditioning scalar (double conditioning). However, double conditioning has its own
challenges.
• The choice of second conditioning variable is difficult but suggestions include, sensible
enthalpy, scalar dissipation, temperature and progress variable.
• The unclosed terms (scalar dissipation, cross correlations between scalar gradients etc)
are difficult to model and also cannot be measured via experimentation and thus cannot
be validated experimentally.
The effect of doubly conditioned CMC can be seen in Figure Fig. 2.17 where Kronenburg
[60] used this model to predict combustion for a simplified 2 step hydrocarbon flame with unity
Lewis number. The aim of his study was to determine the accurate closure of the conditional
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source term while using DNS data to close the other unclosed terms. He was able to successfully
predict species mass fractions at different times, and capture local extinction and the onset of
reignition. His results shows the potential of the doubly conditioned CMC, but due to fact
that the unclosed terms still cannot be modelled accurately, the practicality of this methods is
outweighed by its complexity and uncertainty. The extension to 3D and more detailed chemical
schemes still presents a challenge.
Figure 2.17: Conditionally averaged mass fractions at (a) t= 1.44 and (b)= 1.8. DNS data against doubly
conditioned CMC (solid line) and singly conditioned CMC(dashed line) [60].
In 2005, the CMC equations were extended to LES by Martinez [66] with the result that
the form of the equations in the LES framework, was similar to that of the CMC in the RANS
framework. Since then, simulations of LES-CMC have been preformed on common flames that
have previously been performed with RANS-CMC, such as bluff-body [64] and lifted jet [65] as
examples. In 2012, Ayache and Mastorakos [8] performed a study on the Delft-III non-premixed
flame where they utilised first order 3D LES-CMC with a detailed chemical mechanism. They
were able to successfully reproduce the experimental data along with capturing local extinctions
along the flame front.
Until recently, CMC has only been used to model combustion for moderately low Reynolds
numbers with simple geometries, consequently limiting its applications to only simple cases.
What has never been verified to the knowledge of the author, was the ability of CMC to suc-
cessfully model supersonic compressible flow, and forms the basis for the current study.
as the gradients are smoother in CMC cspace, it can be solved on a coarser grid.
C H A P T E R 3
Governing Equations and Numerical Methods
3.1 Governing Equations
Combustion codes that utilize a purely incompressible formulation eg. [63], in their basic for-
mulation, are limited in their ability to resolve certain flow characteristics due to the inherent
assumptions of incompressibility or constant density. When applied to combustion modelling,
they may still provide relevant information on the general flow phenomena created by the influ-
ence of combustion.
Low-Mach formulations eg. [12,21] provide an increased modelling potential to incompress-
ible solvers. In these formulations, density may be allowed to vary but remains independent of
pressure, and any compressible features such as shocks, are not resolved. As the name suggests,
these formulations are limited to subsonic applications. When interactions between acoustics
and combustion need to be analysed, or applications of higher speed regimes want to be mod-
elled, this formulation falls short of its fully compressible counterpart, and the compressible
Navier-Stokes equations must be solved.
Compressible formulations eg. [63] represent the most comprehensive formulations. They
allow for almost all flow features to be fully resolved. In this family of methods, density is a
function of both temperature and pressure. Some of the of the main advantages of compressible
methods is the ability to model supersonic combustion, detonation waves, combustion noise,
and most importantly, study combustion instabilities. Secondly, a compressible method will em-
ploy an explicit time discritisation (mainly Runge-Kutta), and can avoid costly implicit iterative
loops that would be needed for incompressible flow. The principle disadvantage with compress-
ible codes is, the acoustic CFL is drastically smaller than for incompressible codes. This means
that for a similar flow scenario, using a compressible solver to model a subsonic/incompressible
flow would be extremely inefficient. In combustion modelling, one of the criteria for the stable
limiting time-step is the chemistry. Depending on the chemistry being modelled, in some cases
these two criteria can be comparable. Normally, chemistry is the limiting factor, and therefore
the inclusion of compressibility effects does not theoretically increase the computation cost
dramatically.
Although there exist a handful of fully compressible methods able to model complex chem-
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istry [9, 17, 23, 42, 62], only those proposed by Berglund et al. [9] and Molkov et al. [62] are
capable of capturing shocks. The Compressible High Order Combustion (CHOC), is a single
block, Cartesian grid code, and was designed in repose to the need for a high order compressible
shock capturing method, coupled with robust combustion modelling.
3.1.1 Governing Equations
The proceeding section presents the governing equations used for modelling compressible re-
acting LES as presented by Poinsot and Veynante [75] and Verman et al. [93]. In the following
presentation, (.˜) represents Favre filtered quantities, and (.) represents spatially filtered values.
These set of equations consist of the continuity equation,
∂ρ
∂t
+
∂ρu˜i
∂xi
= 0 (3.1)
and the filtered momentum equation,
∂ρu˜i
∂t
+
∂ρu˜iu˜ j
∂x j
+
∂p
∂xi
− ∂σˆi j
∂x j
= −∂τ ji
∂x j︸︷︷︸
A1
+
∂
∂x j
(
σi j − σˆi j
)
︸            ︷︷            ︸
A2
(3.2)
Where p is the pressure, ρ is the density, ui are the velocity components, τi j = ρ
(
u˜iu j − u˜iu˜ j
)
is
the Reynolds stress tensor, and σi j is the viscous stress tensor, with σˆi j = σi j
(
∂u˜i/∂x j, ˜T
)
.
As the combustion model utilised in this formulation is of the conserved scalar method fam-
ily, only one conserved scalar is utilised to represent the fluid mixture. Its conservation equation
is represented by,
∂ρ ˜ζ
∂t
+
∂ρu˜i ˜ζ
∂xi
− ∂
∂xi
(
ρDζ
∂ ˜ζ
∂xi
)
= − ∂
∂xi
ρ
(
u˜iζ − u˜i ˜ζ
)
︸                ︷︷                ︸
S 1
(3.3)
where ζ denotes the mixture fraction, and Dζ represents it molecular diffusivity. The mixture
fraction ζ, is represented by the scaled O2 mass fraction given by,
ζ =
YoO2 − YO2(x, t)
YoO2 − Y
f
O2
(3.4)
where superscript o and f denote the mass fraction of oxygen in the oxidizer and fuel stream
respectively. Similar to the explanation in §. 2.2.1, in the oxidizer stream the mixture fraction
takes on a value of 0, and in the fuel stream a value of 1.
The formation of the energy equation follows the evolution of sensible energy and kinetic
energy. This is also known as “total non-chemical energy” as defined by Poinsot and Veynante
[75]. The resulting equations is,
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∂ρ̂E
∂t
+
∂u˜i
(
ρ̂E + p
)
∂xi
+
∂qˆ j
∂x j
− ∂
∂x j
(
σˆi ju˜i
)
=
∂
∂xi
ρ N∑
k=1
hs,kYk Jk
︸                 ︷︷                 ︸
R1
+ w˙T︸︷︷︸
R2
− B1 − B2 − B3 + B4 + B5 + B6 − B7 (3.5)
where ρ̂E = ρe˜s + 1/2ρu˜iu˜i (e˜s represents the sensible energy, e˜s = ∑Nk=1 e˜s,k = ∫ TTo Cv,kdT −
RuTo/Wk, Ru is the perfect gas constant, Wk is the species molecular weight, and Cv,k is the
species heat capacity at constant volume), w˙T = −∑Nk=1 ∆hof ,kρw˙k is the heat release due to
chemical reaction (∆hof ,k is the enthalpy of formation of species k at 298K), and finally, qi =
−λ (∂T/∂xi) (λ is the thermal conductivity) with qˆi = qi (∂T/∂xi). However in this study, a
modified formulation of energy was used, namely “the total chemical energy” and the new
energy equation is
∂ρ̂E
∂t
+
∂u˜i
(
ρ̂E + p
)
∂xi
+
∂qˆ j
∂x j
− ∂
∂x j
(
σˆi ju˜i
)
=
∂
∂xi
ρ N∑
k=1
hs,kYk Jk
︸                 ︷︷                 ︸
R1
−B1−B2−B3+B4+B5+B6−B7
(3.6)
where in this case ρ̂E = ρe˜s + 1/2ρu˜iu˜i +
∑N
k=1 ∆hof ,kYk . The primary difference with these two
formulations is the absence of the explicit source term R2. In the latter formulation, the chem-
istry is used to calculate the mass fractions and then used to update energy. In both formulations
however, all the terms on the left hand side are computable using the LES flow field, while those
on the right-hand side need to be modelled. These are defined as:
B1 =
∂
∂xi
(
ρe˜sui − ρesu˜i
) (3.7)
B2 = p
∂ui
∂xi
− p∂u˜i
∂xi
(3.8)
B3 =
∂
∂xi
(
τi ju˜i j
)
(3.9)
B4 = τi j
∂u˜i
∂xi
(3.10)
B5 + B6 =
∂
∂x j
(
σi jui − σˆi ju˜i
)
(3.11)
B7 =
∂
∂xi
(
qi − qˆi
) (3.12)
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Equation of State
In order to close the above system of equations, an additional relationship must be provided.
Commonly this relationship employs a dependence of primitive thermodynamic variables to
calculate another. In this study, the gases are assumed to be thermally perfect, meaning the heat
capacities are dependant only on temperature. As such, the thermodynamic data (specifically
the heat capacity at constant pressure), is extrapolated through JANAF polynomials. However,
it should be noted that under this assumption the ideal gas law is still a valid assumption, and is
in fact, utilised in the present work in the following form.
p(ρ, T ) = ρRT (3.13)
Based on the assumption of thermally perfect gas, the relationship between the species heat
capacity at constant volume, and species heat capacity at constant pressure, is that of a perfect
gas. In this study, variable ratio of heat capacities is used taking the form,
Cv,k = Cp,k − Rk (3.14)
γk =
Cp,k
Cv,k
(3.15)
Modelling Assumptions in CHOC
Following Verman et al. [93] it is common to neglect terms A2, B5, B6, and B7. The numeri-
cal methods implemented in this code [88, 89] are used to model terms A1, B3 and B4. This
numerical method is not kinetic energy conserving, but is designed to give leading order dis-
sipation of the kinetic energy proportional to the velocity increment at the cell interface cubed(
∆u3
)
as expected from Kolmogorov’s analysis. The improved interpolation approach helps
overcome the typical poor behaviour of the compressible Godunov-type methods at high wave
numbers [31,85]. It acts as an implicit sub-grid model while naturally stabilising the numerical
solution and retaining monotonicity. Making the assumption that the implicit dissipation of the
numerical methods is sufficient to model the dissipation of turbulent kinetic energy, the terms
referring to the Reynolds stresses are also neglected (A1, B3 and B4). This leaves the terms as-
sociated with species turbulent diffusion, reaction rates, and turbulent pressure/internal energy
fluxes to model (S 1,R1,R2, B1, and B2).
Smooke and Giovangigli [84] demonstrated that the terms including enthalpy diffusion could
be neglected by comparison to the other terms in the energy equation. Based on this, term R1
is neglected here. The term S 1 is modelled using a gradient model in combination with the
turbulent Schmidt number and represents species turbulent transport.
S 1 =
∂
∂xi
(
ρDt
∂ ˜ζ
∂xi
)
(3.16)
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Terms B1 + B2 can be represented together by thermal diffusion via the Prandtl analogy.
B1 + B2 = −
∂
∂xi
ρ νtCp
Prsgs
∂ ˜T
∂xi
(3.17)
where the eddy viscosity (νt) is estimated using the Smagorinsky model [83].
νt = (Cs∆)2
(
2S i j S i j
)1/2 (3.18)
and,
S i j =
1
2
(
∂u˜i
∂x j
+
∂u˜ j
∂xi
)
(3.19)
3.1.2 Combustion Modelling
The source term R2 is determined by w˙T = −
∑N
k=1 ∆hof ,kρw˙k. Closure for this term is typically
achieved by a combustion model, which in the case of this study, is the Conditional Moment
Closure model. In this model, an equation is solved for the transport of the conditional mean
mass fractions of every species taken into consideration.
∂Q
∂t
+ u˜∗i |ζ︸︷︷︸
C1
∂Q
∂xi
= N˜∗|ζ︸︷︷︸
C2
∂2Q
∂ζ2
+ ˜˙ω∗k|ζ︸︷︷︸
C3
+ eQ︸︷︷︸
C4
(3.20)
where Q = Y˜∗k |ζ represents the mass fractions conditioned on the mass fraction, and the starred
(∗) quantities denote parameters on the CMC grid. The equation above contains unclosed terms
that require modelling, specifically the conditional velocity term (C1), the correlation of the
conditional fluctuation of u∗i |ζ and Y∗k |ζ term (C4), the conditional scalar dissipation (C2), and
the species conditional production/consumption source term (C3).The term C4 is given by
eQ =
1
ρ∗|ζ p˜∗(ζ)
∇ ·
[
ρ|ζ p˜∗(ζ)
(
˜(uiYk)|ζ − u˜i|ζQ
)]
(3.21)
where, by applying a gradient model, C4 becomes,
eQ =
1
ρ∗|ζP˜∗(ζ)
∂
∂xi
[
ρ∗|ζP˜∗(ζ)Dt ∂Q
∂xi
]
(3.22)
where P˜∗(ζ) is the FDF on the CMC grid, and Dt is a turbulent diffusivity.
The gradients in conditional space have been shown to be smoother than the gradients in the
spatial domain, and thus, CMC is typically solved on a grid coarser than the spatial CFD grid.
In CHOC there is an algebraic relationship between the number of CFD cells and CMC cells,
and is prescribed a priori. An example of the grid relationship can be seen in Fig. 3.1 where
the CMC grid (coloured cells) is seen to be comprised of a certain number of CFD cells (black
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Figure 3.1: Example of CMC vs CFD grid: colours-CMC cells; black grid-CFD cells
cells). Within each CMC cell (similar to the mechanism of solving the Naiver-Stokes equations)
the CMC equations are solved for every species under investigation.
Every CMC and CFD cell is extended by an additional dimension known as conditional
space, and the “cells” within this 1D domain are known as “bins”. On the CFD grid, within
every cell, conditional space is required in order to model sub-grid mixing behaviour and to
gather unconditional reactive scalar distributions. The conditional information within the CFD
cells is required by the conditional space in each CMC cell, in order to evolve the CMC equa-
tions. The information is passed between the grids by averaging the information from all the
CFD cells contained within the CMC cell; the CMC cell essentially determines the conditional
averaging domain. This procedure involves averaging conditional quantities bin by bin, and
passing the averaged bin values, to the corresponding bin in the CMC conditional space. The
primary parameter that affects the communication and distribution between the CMC and CFD
grids is the Filtered Density Function (FDF).
Filtered Density Function
As mentioned in §. 2.2.2, the Beta-PDF is a common distribution used in combustion modelling.
However, this code employs the Top-hat distribution because it was shown by Floyd et al. [29]
that it was better for the use in time dependant turbulent flows. In order to construct the FDF,
the scalar variance needs to be modelled. In this case it is estimated using a gradient model [13]
instead of the typical transport equation.
˜c′2 =
Cc′
4
[
(c˜n − c˜s)2 + (c˜e − c˜w)2 + (c˜u − c˜d)2
]
(3.23)
Cc′ is 1/12 and the subscripts n, s, e,w, u, and d, refer to the neighbouring cell locations ’North’,
’South’ ’East’, ’West’, ’Up’, and ’Down’. More details can be found in [29].
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To obtain the FDF on the CMC grid as is needed by term C4, a density weighted average is
taken of all the FDF’s in the CFD cells within a respective CMC cell,
P˜∗(ζ) =
∫
Vcmc ρ P˜(ζ) dV ′∫
Vcmc ρ dV ′
(3.24)
where P˜(ζ) is the FDF in each CFD cell.
As detailed previously, solving the flow-field variables requires passing information from the
CFD grid to the CMC grid, and conversely back to the CFD grid. When a specific quantity is
needed on the CMC grid, a density weighted average of all CFD cells within the CMC cell is
taken. This takes the form
g˜∗|ζ =
∫
Vcmc ρ g|ζ P˜(ζ)dV ′∫
Vcmc ρ P˜(ζ)dV ′
(3.25)
where g˜∗|ζ is then a conditionally averaged quantity g on the CMC grid.
Scalar Dissipation
For the conditional scalar dissipation (C2), there are two popular models that can be used to
represent the scalar dissipation in non-premixed combustion: the Amplitude Mapping Clo-
sure(AMC) [67], and the Girimaji model [36]. In these models, the unconditional scalar dissi-
pation is explicitly conditioned through some function G(η). The conditioning takes the form.
N|ζ = N G(η) (3.26)
However in CHOC, a different modelling technique is utilised. In this formulation, no explicit
condition of the scalar dissipation used, and the conditional scalar dissipation is assumed to be
equal to its unconditional counterpart.
N|ζ = N (3.27)
The scalar dissipation in every CFD cell is calculated using equation Eq. 3.28 and volume
averaged to the CMC grid through means explained in the preceding paragraph (Eq. 3.25).
Since the turbulent diffusivity (Dt) has to be modelled to close dissipation terms in on the CFD
grid, it is also used to compute the scalar dissipation in the CFD cells. Thus the model for scalar
dissipation becomes,
N˜ = Dt
˜ζ′2
Cc′∆2
(3.28)
where ˜ζ′2 is the mixture fraction variance, ∆ is the filter width calculated by 3
√
∆x∆y∆z, and Cc′
is a constant chosen to be 1/12. The turbulent diffusivity is modelled by,
Dt =
νt
Sct
=
(Cs∆)2
Sct
√
2S i jS i j (3.29)
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where the eddy viscosity νt, is determined through the Smagorinsky model, Cs is the Smagorin-
sky constant chosen to be 0.1, Sct is the turbulent Schmidt number, and S i j is the rate of strain.
Finally, the conditionally averaged scalar dissipation on the CMC grid is obtained through
Eq. 3.25 yielding Eq. 3.30.
N˜∗|ζ =
∫
Vcmc ρN|ζ P˜(ζ)dV ′∫
Vcmc ρ P˜(ζ)dV ′
(3.30)
Conditional Velocity
The conditional velocity (C1),is fairly straightforward in its assumption and modelling. Follow-
ing the work of [66], it is assumed to be independent of the conditional variable. Therefore at
each CFD cell interface, it is assumed that u˜i|ζ = u˜i. This assumption has not been explicitly
validated, but has shown to be a good assumption as it has been used in may of the LES studies
previously mentioned, which themselves, show very good results. The conditional velocities
are required at the CMC cell interfaces, and are computed based on the solution of the local
Riemann problem at each CMC cell interface. Thus, u˜i|ζ = u˜RSi where superscript RS , indi-
cates the solution to the Riemann problem. The conditional velocities are obtained to the CMC
boundaries by integrating using equation Eq. 3.25.
CMC Source Term and Conditional Thermodynamics Quantities
Finally the source term (C3), is closed using the first order CMC assumption,
ω˙∗|ζ =
˙W
(
Q˜∗|ζ, T˜ ∗|ζ, p∗|ζ
)
ρ|ζ
(3.31)
where ˙W is the conditionally filtered chemical mass production rate simply determined by
solving the chemical mechanism implemented for given conditional pressure, temperature, and
species concentration. Pressure equilibrium is assumed within a computational cell, i.e p|ζ = p,
thus, the conditional pressures are calculated as follows,
p∗|ζ =
∫
Vcmc p|ζ P˜(ζ)dV ′∫
Vcmc P˜(ζ)dV ′
(3.32)
The source term calculation, C3, is highly dependant on temperature. Typically when util-
ising CMC as a closure method, there are k+1 equations to solve; k for the number of species
present, and one for some form of energy. This temperature evolution is necessary as the con-
ditional temperatures are a necessary parameter to calculate the conditional source term, and
evolve the conditional mass fractions.
If considering incompressible flow, the evolution of energy on the CMC grid would be suffi-
cient to describe the flow on the CFD grid due to the lack of sharp gradients and discontinuities.
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However, in shock capturing compressible codes, the acoustics are of utmost importance and
require adequate resolution. As the CMC equations are typically solved on a coarser grid than
that of the CFD, they may lack the adequate resolution to resolve compressible features. There-
fore in this work, as temperature is calculated through the energy equation (Eq. 3.6) on the
resolved CFD grid, they are used to calculate the standardized enthalpy within each CFD cell.
Eq. 3.25 is then used to bring the standardized enthalpy to the CMC grid at every time-step.
h˜∗|ζ =
∫
Vcmc ρ h˜ P˜(ζ)dV ′∫
Vcmc ρ P˜(ζ)dV ′
(3.33)
This allows the influence of temperature inhomogeneities due to any compressible flow features
on the conditional reaction rates. The conditional enthalpy distribution is then converted into
conditional temperatures distribution through iterative techniques, using the conditional species
mass fractions.
Once the CMC equation has evolved in time, information from the CMC cells are then
required once again in the CFD domain. Depending on the definition of energy used, Eq. 3.34
will either bring the conditional mass fractions, or conditional source terms to spatial CFD
domain to update to energy equation. This process takes the form,
g˜ =
1∫
0
g˜∗|ζ P˜(ζ)dζ (3.34)
where g˜∗|ζ represents the conditionally averaged quantity, and P˜(ζ) is the FDF of the CFD cell
in question.
Transport Properties
Species viscosity is calculated by using the Sutherland’s law,
µk = µk,re f
(
T
T0
)3/2 T0 + S
T + S (3.35)
where T0 is the reference temperature, µk,re f is the reference viscosity at T0, and S is the Suther-
land’s constant for the species considered. From there, the thermal conductivity can be esti-
mated by using the kinetic theory,
λk =
15
4
Ru
Wk
µk
(
4
15
Cp,kWk
Ru
+
1
3
)
(3.36)
The mixture properties are computed using the Wilke’s law which is valid for both the viscosity
and the thermal conductivity.
Λmix =
n∑
k=1
 XkΛk∑3
j=1 X jφk j
 (3.37)
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where Λ stands for either the viscosity or the thermal conductivity, and φk j is the weighting
matrix defined as,
φk j =
1√
8
1√
1 + WkW j
1 +
√
Λi
Λ j
(
W j
Wk
)1/4
2
(3.38)
In the current formulation, the ratio between momentum and molecular diffusion are assumed
to be constant. This ratio is known as the Schmidt number, and by presuming it for a given
species, the species diffusivity can be obtained.
Dk =
ν
Sck
(3.39)
where ν is the kinematic viscosity. A different assumption that can be made, is on the Lewis
number, or the ratio between species and thermal diffusion. Species Lewis numbers are com-
monly assumed to be constant, and with a specification of the mixture Prandtl number, the
Schmidt number can be obtained and used to calculate the species diffusivity as in Eq. 3.39.
Sck =
Pr
Lek
(3.40)
with
Pr =
cpµ
λ
(3.41)
where λ is the mixture thermal conductivity, µ is the dynamic viscosity, and cp is the mixture
specific heat at constant pressure. The formulation of Eq. 3.20 inherently assumes that the
species Lewis numbers are constant, and in the case of this study, unity.
Le =
Sc
Pr
=
α
D
= 1 (3.42)
with Sc = ν/D, and Pr = ν/α. Making this assumption or presuming these values is often
done for simplicity, but carries additional assumption on species thermodynamic behaviour.
By presuming them, thermodynamic behaviour is assumed to act in a certain way under all
conditions, which is known to not be true; misrepresenting the value of any of these quantities
can lead to erroneous results.
3.2 Numerical Methods
3.2.1 Godunov’s Method
When the objective is to generate a shock-capturing method, an attractive approach is to utilise
a conservative scheme that is Total Variation Diminishing (TVD) [39]. The reason a TVD
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scheme is desired is that it allows sharp gradients to be resolved without the generation of
spurious oscillations. In this work, a conservative Finite Volume based TVD discritisation is
used with the aid of the Godunov method. The first order classical Godunov method can be
written in vector form as follows,
Un+1i = Uni +
∆t
∆x
(
Fi− 12 − Fi+ 12
)
(3.43)
Where F are the inter-cell fluxes, and U is the vector of conserved variables at time steps n and
n + 1. In its basic form it is first order accurate, but one of the attributes that makes this method
attractive, is it ability to be used as a basic algorithm with easy extendibility to higher order
methods. The simplified solution process of the Godunov method is as follows:
1. Piece-wise discretisation is applied to the cell using finite volume method that represent
volumetric averages.
2. A reconstruction step interpolates the data introducing higher order accuracy, and a non-
linear stability criterion is employed to avoid oscillations in the reconstruction step (§. 3.2.1).
3. Values at the left and right cell interface act as left and right discontinuities as modelled
in the Riemann problem. Using these values, the Riemann problem can now be solved
with an appropriate solver (§. 3.2.1).
Within the framework of CHOC, the methods of lines is used which allows for separate
temporal and spatial discritisation. In CHOC, a spatial accuracy of order 5 is used along with
a temporal accuracy of order 2. The hyperbolic part of the governing equations are calculated
using the above Godunov method, while the viscous terms are calculated based on second order
central differencing, and Runge-Kutta methods are used for the explicit time integration.
Reconstruction
The spatial accuracy of a scheme is essentially determined by the order of stencil or reconstruc-
tion order. With increasing spatial accuracy, comes a reduction in numerical dissipation and in
the presence of shocks or sharp gradients, the decreased numerical dissipation can cause high
resolution schemes to generate spurious oscillations. Methods have been proposed to overcome
these oscillations [90], but the most common method is by the use of slope limiters. High reso-
lution schemes together with slope limiters render a scheme TVD. TVD schemes are inherently
monotonically preserving [39] meaning their very nature and formulations inhibit generation of
oscillation (local extrema).
High resolutions schemes are attractive for compressible codes because they allow sharper
resolution of shocks on a coarser grid, and they require fewer cell within the discontinuity to
achieve proper resolution. Within CHOC there are three limiters implemented namely the Van
Leer and Minmod limiters, both of which are second order accurate, and the MUSCL 5th of Kim
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and Kim [54]. The latter has been used in all the computations in this study and therefore will
be presented.
ULi+1/2 = Ui +
1
2
φ (rL) (Ui − Ui−1) (3.44)
URi+1/2 = Ui+1 −
1
2
φ (rR) (Ui+2 − Ui+1) (3.45)
(3.46)
the ratio of subsequent gradients is given by
rLi =
Ui+1 − Ui
Ui − Ui−1
(3.47)
rRi =
Ui − Ui−1
Ui+1 − Ui
(3.48)
where the limiters φ (r) are determined by,
φL =
−2/rLi−1 + 11 + 24rLi − 3rLi rLi+1
30
(3.49)
φR =
−2/rRi+2 + 11 + 24rRi+1 − 3rRi+1rRi
30 (3.50)
monotonicity of the solution is preserved by using the relationships below to limit the limiters.
φL = max
(
0,min,
(
2, 2rLi , φL
))
(3.51)
φR = max
(
0,min,
(
2, 2rRi , φR
))
(3.52)
Riemann Solver
In the present study the Harten-Lax-van Leer-Contact (HLLC) Riemann solver is utilised [90].
This solver assumes a three wave structure to the Riemann problem which allows for two inter-
mediate states to be enclosed by the two characteristic waves. It accounts for rarefaction waves,
shockwaves and also a contact surface which is crucial in multi-component modelling.
Low Mach Number Correction
In Godunov type methods, there is a certain level of artificial dissipation associated with its
implementation and usage. Thornber et al. [89] presented an analysis that the incorrect pressure
scaling at low Mach numbers in Godunov type methods is caused by the large velocity jumps
at the cell interfaces. A low Mach treatment was developed to treat this excess numerical
dissipation by a function z, which gives reconstructed velocities.
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ucL =
uL + uR
2
+ z
uL − uR
2
(3.53)
ucR =
uL + uR
2
+ z
uR − uL
2
(3.54)
where z is defined by the local Mach number by,
z = min(MLocal, 1) (3.55)
where Mlocal is given by,
Mlocal = max(ML, MR) (3.56)
It was also shown that based on this reconstruction function, the kinetic energy dissipation
was proportional to u3/∆x which is similar to that proposed by Kolmogorov for the decaying
turbulence. As indicated previously, this allows an implicit modelling of therms A1, B3 and B4
in Eqs. 3.2, 3.5 and 3.6, leads to the conclusion that this code belongs to the class of Implicit
Large Eddy simulation.
Time integration
As the time step is very small compared to that of incompressible solvers, it is not necessary to
implement very high order time integration. With fifth order reconstruction there is very little
difference in solution between second and higher order time integration, and as a consequence,
an explicit time integration in CHOC is achieved using a two stage second order TVD Runge-
Kutta method [82].
U(1) = Un + ∆t
∆x
F (Un) (3.57)
Un+1 = 1
2
[
Un + U(1) + ∆t
∆x
F
(
U(1)
)]
(3.58)
where the limiting time step size is determined from the following
1. Acoustic CFL condition - CFL = (∆t (|u˜| + a)) /∆ < 1
2. Conditional Velocity - ∆t
(
u˜∗i |ζ
)
/∆ < 1
3. Pe´clet number due to the conditional scalar dissipation - 2∆tN˜∗|η/∆ζ2
4. Chemistry - to avoid excess consumption of species (Yk > 0)
where ∆ is the minimum cell spacing, and ∆ζ is the minimum spacing in conditional space. In
this work, an additional time integration scheme has been implemented. A second order four
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step Runge-Kutta was also implemented into the code. This allowed the maximum CFL to have
a value of 3.
U(1) = Un + 13
∆t
∆x
F (Un) (3.59)
U(2) = U(1) + 1
3
∆t
∆x
F
(
U(1)
)
(3.60)
U(3) = U(2) + 1
3
∆t
∆x
F
(
U(2)
)
(3.61)
Un+1 = 1
4
Un + 3
4
U(3) + 1
4
∆t
∆x
F
(
U(3)
)
(3.62)
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CMC for Supersonic Combustion
The objective of this work was to use demonstrate a first approach in utilising the CMC to
model supersonic combustion. The availability of supersonic combustion experimental data
is very limited, and therefore the choice of test cases are not vast. Along with the lack of
available data, the test case must also be chosen based on the current limitations of CHOC (1
block/Cartesian).
Typically, supersonic combustion validation cases lack quantitative information of chemical
species, and are limited to wall pressure distributions. This form of validation is difficult as
the simulation then becomes an acoustic simulation requiring a substantially resolved grid with
higher order time integration. Wall-bound flows also require adequate mesh refinement near
the walls in order to capture the boundary layer and correct heat flux, and thus pressure. For
high Reynolds flows, the boundary layer becomes smaller and smaller, requiring more and more
refinement near the wall if no wall functions are present within a code. Therefore, cases where
pressure distributions are the form of validation for combustion processes, are generally more
computationally demanding and complex.
Reactive supersonic shear layer studies on the other hand, although more scarce and complex
experimentally, provide a relatively better indication of a combustion models ability to capture
transient phenomena and combustion physics. As there are usually no walls, the only exper-
imental measurements are the averaged quantitative reactive scalar data, which are normally
given at different locations in the flow. This allows a spatial evaluation of modelling poten-
tial and limitations, and removes the uncertainty caused by wall bounded flows and boundary
layers.
In order to assess the ability of CMC to capture supersonic combustion, a shear layer study
was preferred for the aforementioned reasons, however, the next obstacle was determining a
viable validation case within the limitations of CHOC. One of the best reacting supersonic shear
layer studies is that by Chen et al. [16]. Along with species and temperature information at
different locations, this case also provides additional statistical information in the form of RMS
values of species concentrations and temperature. However, due to the experimental setup and
geometry, the case is too complex geometrically, and requires advanced boundary conditions
currently non-existent in CHOC.
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– NX NY NZ Cells Count(106)
Coarse 64 64 256 1.048
Medium 100 100 384 3.84
Fine 128 128 512 8.388
Table 4.1: Computational domain used in Eggers Jet Simulations
The test case chosen and to which the present study was mimicked, was the publication
by Karaca et al. [46]. This study analysed a high-speed reacting and non-reacting hydrogen-
air jet using similar order numerics to those implemented in CHOC. Most importantly, the
computational domain was well within the capabilities of CHOC. For this, these test cases were
deemed suitable. As a consequence of the similarity between the two studies, the computational
setup was influenced by those published by Karaca et al..
4.1 Supersonic Mixing - Frozen Chemistry
The first section of the study investigates a frozen chemistry case. The motivation for conduct-
ing a frozen chemistry case was to assess the ability for the solver to model the flow correctly
and capture adequate mixing i.e. the breakdown length of the potential core, and development
of the shear layer. These are important phenomena, and are fundamental characteristics that are
crucial to capture correctly in modelling reactive and non-reactive jets. Poor capturing of these
phenomena in frozen chemistry, has the implication for potentially poor results within reacting
flows. The test case analysed for this flow regime is the experiment by Eggers [26]. This test
case involves injection of a circular jet of H2 into a supersonic co-flow of air in a constant test
section, allowing mixing at near atmospheric pressure.
4.1.1 Computational Grids and Domain
CFD Grid
The computational domain for this test case is a 70mm × 70mm × 700mm domain as shown in
Fig. 4.1. Three simulations were conduced on meshes ranging from 1 million (1M) to 8.3M
cells. Details of the grid setup are given in Table 4.1. Ideally isotropic grid spacing should be
used, especially when using higher order spatial discritization, however, if the grid is sufficiently
smooth, clustering can be acceptable. In this case, grid clustering is used, and is achieved in the
transverse and cross-stream directions by utilizing a hyperbolic sine relationship given below.
x = 0.5
[
1.0 + sinh(δ (X − 0.5)
sinh (δ)
]
(4.1)
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where X = Y and X ∈ [0, 1]. In the axial direction, clustering is achieved utilizing an exponential
function,
z =
exp (β Z − 1.0)
exp (β − 1.0) (4.2)
where Z ∈ [0, 1]. The stretch factors δ and β, were chosen to achieve approximately the same
ratio between smallest and largest cell size utilized by Karaca et al.. In the axial direction
this ratio is 6, yielding a value for β of 1.8. In the transverse directions, the ratio used was 5,
yielding a stretch factor δ, of 4.5. These constants were used throughout all the simulations.
As the constants were determined based on the coarse simulation, the ratios between the largest
and smallest cells changed slightly for the medium and fine simulation. The differences were
negligible, with the order of magnitude still maintained at 6 and 5 for the axial and transverse
directions respectively. It should be emphasised that although the ratio between the smallest and
largest cell are similar to those in the literature, the distribution of cells within the computational
domain are quite different due to the different functions used to calculate the stretching.
Figure 4.1: Computational Domain for Eggers Jet
CMC Grid and Conditional Space
Traditionally, multi-species mixing is achieved by solving conservation equations on the CFD
grid, with the number of conservation equations equal to the number of species under analysis.
As this study employs the CMC model for closure of the energy source term, it was decided to
utilise the CMC model at its frozen limit. That is, to keep the CMC model active and effectively
use it as a sub-grid mixing model. The equations would be solved as in a reacting case with the
source term equal to zero. As in the reacting case, the FDF would be responsible for determining
the species concentrations in a given cell. This methodology was deemed to be acceptable, and
within the capability of the model as outlined in §4.3 of [58].
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NXC NYC NZC CMC Cell Count
Coarse 1 1 32 32
Medium 1 1 48 48
Fine 1 1 64 64
Table 4.2: Eggers jet CMC grid
Air Co-flow H2 Jet
H2 0.0 1.0
O2 0.232 0.0
N2 0.768 0.0
Table 4.3: Boundary species mass fractions for Eggers simulations
For the case setup previously described, it was seen that for CMC operating at its frozen
limit, having a fine CMC grid versus a coarse CMC grid made no difference term C2 in Eq. 3.20
was the leading order term both cases. As a consequence of this, the proceeding simulations
were run with a coarser CMC grid to slightly reduce the computational cost. In addition to this,
as the conditional gradients in the cross-stream direction are very small in comparison to the
mean axial conditional gradients, there was no need for a multi-dimensional CMC grid. This
yielded a 1 dimensional CMC grid with each CMC cell having the dimensions NX × NY × 8
CDF/CMC. The total distribution of CMC cells for all the simulations is given in Table 4.2
Much of the analysis of the CMC and conditional space grids was omitted in this section.
They are not as influential in the frozen chemistry simulations, as they are in the reacting cases.
With the lack of chemistry and consequently sharp gradients, the effects of these two grids is
difficult to analyse as no relevant of conditional reactive scalars occurs. A more detailed analysis
is presented in the portion of the study concerning reacting flows, more specifically §. 4.2.1
4.1.2 Initial Conditions and Boundary Conditions
The boundary conditions for the Eggers simulations are presented in Tables 4.3 and 4.4. The
mass fractions used in this simulation are only that of the major species in air, namely O2 and N2.
The presence of H2 in this case does not cause a chemical reaction as the temperatures of the two
streams are well below the autoignition temperature of the mixture. Simulations at these low
temperatures are beneficial because they allow fuel mixtures to be studied without the influence
of combustion, which normally make pure mixing studies of fuels difficult. Additionally the
utilisation of a specific fuel as opposed to thermodynamically different inert species (such as
N2 or He), allows more accurate, species specific, mixture phenomena and behaviour, to be
observed and studied.
In all of the simulations, Lewis numbers were all kept constant at unity (Le=1), as the current
4.1 Supersonic Mixing - Frozen Chemistry 55
Air Co-flow H2 Jet
U [m/s] 1074 394
Tstat [K] 260 222
Pstat [kPa] 100 100
ρ [kg/m3] 1.563 0.093
M 1.32 0.886
Table 4.4: Boundary conditions for Eggers simulations
formulation of CMC is based on unity Lewis assumption. The Prandtl number was assumed
constant at 0.709, and the turbulent Schmidt number was unity (Sct = 1.0).
Boundary Conditions
The boundary conditions utilised in this simulation are shown in Fig. 4.1. In the transverse
directions are Euler wall (symmetry), while the outflow is supersonic outflow. The inflow is
slightly modified to accommodate velocity profiles and a turbulence generator.
Velocity Profile
Fig. 4.2 shows the inlet velocity profile that was extracted from numerical simulations by Karaca
et al.. It corresponds to the velocity profile at the fictitious cross-stream plane at H2 jet exit. It
is important to capture the correct velocity profiles and gradients at the interface of the fluids as
these quantities are paramount in the development of the shear layer and mixing of the fluids.
All the simulations conducted for this test case use this profile as a template, interpolating based
on the grid resolution and distribution. Points were clustered in regions of higher gradients to
adequately capture the profile features even at low resolutions.
Turbulence Generator
In order to help trigger the transition to turbulence, a simple white noise turbulence generator
was implemented at the boundary. It takes the form,
u′ = (ǫwJetr1) (4.3)
v′ = (ǫwJetr2) (4.4)
where in this case, fluctuations are only applied in the transverse directions, and are confined
only to the jet. The random values r1, r2 are recalculated every time-step, and only determine the
direction of the fluctuation; they can take on values of −1 or 1. The magnitude of the fluctuation
(ǫ) was constant at 1% of the maximum jet velocity, giving a fluctuation of approximately
10.7m/s. This method of turbulence has been shown to be a poor representation of turbulence
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Figure 4.2: Inlet velocity profile used for Eggers jet simulations
[77], however given the time frame and priority of this study, a simple turbulence generator was
needed to aid in the transition to turbulence and the white noise generator was deemed feasible.
4.1.3 Averaging of Results
Interactive time averaging began after allowing the flow to stabilise for 3 flow through times. A
flow through time was considered the time required for the co-flow to enter and exit the domain
which was determined to be approximately 1.6ms. Temporally averaged results were obtained
by averaging a total of 480 evenly spaced samples over 3 flow through times (160 samples/flow-
through), giving each simulation a total of 6 flow through times. Fig. 4.3 shows the effect of
sample rate where different sampling frequencies were taken ranging from 50/flow-through, to
250/flow-through. It was seen that for 160 samples and above, the difference was negligible on
the resulting average.
Fig. 4.4 shows a temporal forward-averaged density at 4 different probe locations through-
out the domain for the fine simulation. The fine simulation was used in this demonstration
because, theoretically, this simulation would exhibit more fluctuations, and thus take longer to
converge given a similar sampling frequency. The sampling frequency for all these locations
is 160 sample/flow-through as determined above, however, these figures show the effect of
initialisation time of the interactive averaging process on the averaged results. The earliest ini-
tialisation time is after one flow-through, and the latest is at the 5th flow-through. It can be seen
that it takes approximately 2 flow-through times for the averages to stabilise at this sampling
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Figure 4.3: Sampling frequency comparison
frequency. As a consequence, beginning the averaging after 4 or 5 flow-though times would
result in non-converged results. Elaborating on that point, it can also be said that it is indeed
possible to begin the averaging process after 1 flow-through time. This is evident as beginning
at 1, 2, or 3 flow-through times all converged to the same values. It can therefore be concluded
that, instead of waiting 3 flow-through times to begin averaging for an additional 3 flow-through
times, averaging could have commenced earlier reducing the total simulation time.
4.1.4 Simulation Results
Presented in Figs. 4.5 to 4.10, are the major results of the simulations plotted against the ex-
perimental results from Eggers [26] and Karaca et al. [46]. The locations of the experimental
data of centreline profiles shown in Fig. 4.5, correspond to all the locations that have radial dis-
tributions as well. In this study only four axial locations are investigated radially: x/D = 5.51
(x=63.3mm), x/D = 9.58 (x=110.17mm), x/D = 15.44 (x=177.56mm), and x/D = 25.2
(x=289.9mm). These locations are important because this region exhibits the largest gradients,
and they describe the transient processes/phases of the jet before it becomes self-similar.
A preliminary conclusion from the centreline data shows that qualitatively, the simulation
seems to fit the experimental data moderately well. However, a difference is visible between
the H2 profiles and the velocity profiles. The H2 mass fraction profiles fit well up to about an
x/D ≈ 25.2. Thereafter, the H2 mass fraction level off while the experiment shows continued
gradual decay. The velocity appears to begin to decrease roughly at the correct location, but
decays more sharply and for a longer distance compared to the experimental results.
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Figure 4.4: Effect of averaging initialisation time on converged density averages for 4 probe locations
throughout the domain
H2
The two centreline figures are accompanied by the numerical results of Karaca et al.. The rate
of mixing of H2 seems to be similar for both simulations up till about x/D = 17, where the
present results show a decreased rate. It is not entirely certain what causes this, however one of
speculations for this is the assumption of incorrect modelling of species diffusivity.
The assumption of constant Lewis number in mixing simulations is not a bad assumption
as the temperatures do not vary significantly as they would for reacting cases. However, when
considering species with such a difference in molecular transport such as H2 and air, accurate
thermodynamic transport representation is necessary. Due to the unity Lewis assumption in
this work, the Schmidt numbers are also kept constant at 0.709. For O2 and N2 this may not
be a very inaccurate assumption, but it is well known that assuming unity Lewis and “typical”
Schmidt values for H2 can result in skewed, inaccurate results. According to Giacomazzi [35]
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Figure 4.5: Centreline distribution of velocity and H2 mass fraction
the typical Schmidt numbers for these molecules are about 0.8 for both O2 and N2 and about
0.35 for H2 (Le= 1.26, 1.27 and 0.35 for O2, N2, and H2 respectively).
Karaca et al. use variable molecular transport, and in addition to the Navier-Stokes (N-S),
perform an additional simulation using a Euler formulation. The immediately obvious results
from these simulations, is that the N-S simulation shows a faster breakdown of the concentration
potential core, and a slightly steeper decay of the H2 mass fraction compared to the Euler. The
profiles begin to deviate at about x/D = 15.44 with the N-S simulation ultimately reaching
a slightly lower final mass fraction at the domain exit. This would indicate that although the
principle mixing mechanism in these high Reynolds flows is inviscid turbulent mixing, diffusion
has a noticeable influence on the overall mixing of the fluids. Whether this noticeable influence
is specific to the species in question (H2), or diffusion in general is unclear, but nevertheless,
accurate modelling of diffusion is necessary.
In the case of the present simulation, the downstream region of higher mass fraction of H2
may be caused for multiple reasons. Firstly is the stretch rate of the grid compared to that of
Karaca et al.. As mentioned earlier, although the ratio between the smallest and largest cells
are similar, due to the stretching functions being different, the inlet section of the domain is
more resolved, and the opposite it true for the downstream section. This decreased resolution
downstream acts to smear and dissipate much of the turbulent motions that are in fact, the
dominant mixing mechanism. The well resolved inlet section could also explain the improved
capturing of the potential cores by the presented 1M results to those of the 8M of Karaca et
al.. Secondly, the assumption of constant Schmidt (Lewis) numbers does not isolate H2 as a
strong diffusive species compared to the others, and does not conform to the established need
for accurate molecular transport. The current numerics implemented lack this capability as
constant species diffusivities is assumed in the formulations of the CMC equations.
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Velocity
Compared to the H2 profiles, the velocity profiles hint that the simulation may be too dissipative.
In conjunction with the experiment, Eggers did a numerical study on various eddy viscosity
models. The primary conclusion was that there was a difference in centreline profiles and jet
decay rates based on the eddy viscosity model chosen; The larger the eddy viscosity component,
the faster the jet decay rate. Additionally, Uzunet al. [43]. performed a classical LES study of
a Mach 0.9 jet of air-air and studied the effect of the Smagorinsky constant on the simulated jet
behaviour. The study involved multiple simulations, where only the Smagorinksy constant was
varied. What was seen was that the larger constant resulted in a faster jet decay, and a lower jet
momentum spread. A 5.56% difference in the constants led to approximately a 15.20% increase
in decay rate and 18.87% reduction in jet spread. The results of studies illustrate the sensitivity
of the jet decay rate to viscosity.
This type of study could prove to be difficult for ILES simulations of jets, as the sub-grid
dissipation is a function of the numerical scheme and is not quantifiable. It was thought that the
excess decay of the jet was perhaps a consequence of the current numerical schemes, and that it
was overly dissipative. Based on the results of Uzunet al. [43], a variation of sub-grid dissipation
does not have to be substantial to have a large influence on jet behaviour. However, the excess
dissipation seems to be localised after about x/D=9.58, where the present jet continues to decay,
while the experimental data gradually stabilises. Prior to this location, the simulation jet decay
rates are comparable to experiment. The initial jet decay rate calculated (x/D ≈ 8) as indicated
in [43], gives the experimental Eggers jet a decay rate of 9.25, and the present simulations a
rate of about 9.88. In addition to this, due to the presence of the low Mach number correction,
Thornber et al. [85] illustrated that the modified MUSCL 5th scheme used in CHOC, was less
dissipative than the standard MUSCL 5th, and the WENO 5th. Therefore it can be concluded
that the numerical scheme is not overly dissipative and is not the reason for the localised excess
decay.
It was therefore thought that the random white noise turbulence inlet was the cause of the
excess decay. As a result of this doubt, a simulation for the medium case was run without the aid
of the turbulence generator. Fig. 4.6 shows that without turbulence the initial trends of velocity
are still captured well although there is a shift in breakdown location. This gives reassurance
that the turbulence generator is not the principle reason for the apparent excess decay of the jet.
What must also be mentioned is the effect of laminar viscosity. In the early stages of the jet,
as the momentum dissipation is still primarily laminar as the flow has not yet fully developed,
the effective viscosity is dominated by the laminar contribution. In the simulations, the Suther-
land law is used to calculate the mixture viscosity, however, the coefficients used for all species
is that of air. This greatly overestimates the viscosity as at 298K, the viscosity of air is 2.5 times
greater than H2. This overestimated viscosity contribute and provide insight to the excess decay
of velocity.
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Figure 4.6: Centreline profiles of velocity and H2 mass fraction with no turbulent inlet
Effect of Grid Distribution
It is true that with the exponential clustering implemented in the axial direction, the inlet sec-
tion of the present simulation would have an effective resolution much higher than the averaged
domain resolution. Exponential clustering (inherent to its name) places and unbalanced number
of cells at either extreme of the coordinate direction it alters. In the present case, the upstream
portion of the domain may be over-resolved with respect to the downstream portion. Further
increasing the resolution while keeping the stretch coefficient constant, may not always be re-
quired as further refinement in the upstream portions of the domain may not be necessary to the
same extent as the factor of cell increase. In fact, perhaps with increasing grid resolution, the
stretch coefficient should be relaxed to give a better overall resolution increase. Nevertheless,
this clustering distribution was implemented because it was thought that even at coarse resolu-
tion, capturing the initial development of shear layer instabilities was crucial in modelling the
jet.
This asymmetric distribution of the grid, could potentially lead to visible asymmetries when
approaching very fine simulations. This effect is apparent through the profiles of the current
simulation varying much more upstream between the coarse, medium, and fine, as opposed
to the downstream sections where only minor differences are seen. This is in contrast to the
numerical results of Karaca et al. where, because a more relaxed clustering distribution was
used, the effect of increasing resolution was more noticeable throughout the entire simulation.
Increasing the resolution showed a global convergence towards the experimental values, as
opposed to isolated regions of the domain shown in the present simulation.
As a consequence of this, an additional simulation was conducted simulating a half domain
with 8M cells (effective 16M) with a stretch factor β of 1.1. The hope was that any under-
resolved regions were to blame for the excess decay of the jet. The results showed slightly
better agreement downstream with the upstream portions having an almost negligible change.
Most importantly, the region of excess decay was not significantly altered giving credence to
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Figure 4.7: Radial distributions at x/D=5.51 of velocity and H2 mass fraction
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Figure 4.8: Radial distributions at x/D=9.58 of velocity and H2 mass fraction
the idea that this region is a consequence of a different or underlying more fundamental issue.
It also verifies that the grid in it’s current form, is satisfactory in capturing the flow features and
is adequately converged.
Radial Distributions
Typically for jet simulations, if the centreline data is accurate, radial distributions will not be far
off. Nevertheless, it is worth investigating the radial distributions, more specifically the early
regions of the jet, e.g. the potential core region. This region is important in jet physics because
it dictates the region where the shear layer merges, and where the transition region begins. This
transition region location is dictated by the shear layer growth rate, and has a direct effect on
the jet spread and the jet decay rates.
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Figure 4.9: Radial distributions at x/D=15.44 of velocity and H2 mass fraction
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Figure 4.10: Radial distributions at x/D=25.2 of velocity and H2 mass fraction
64 CMC for Supersonic Combustion
Fig. 4.7 shows the results of the simulations for the region at the approximated potential core
length, with the difference between the three resolutions immediately visible. With increasing
grid resolution, the traces of the initial velocity gradient/discontinuity at the fluid interface dis-
appears. In addition to this, the profile widths indicate that the shear layers at this location are
of different sizes. They indicate different capturing of shear layer instabilities upstream of this
region. At this location, from experiment, the shear layer non-dimensional thickness based on
the mass fraction of H2, was determined to be 0.706. From the simulations, the shear layer
thickness approximations are 0.527, 0.64335, and 0.79623, for the coarse, medium, and fine
respectively. As expected the finer simulation tends to grow sooner as at this location the shear
layer is the thickest of all three simulations. However, the over estimation of the shear layer
thickness for the fine simulation, indicates that perhaps the inadequate turbulence generator
added additional non-physical perturbations that caused the instabilities to grow sooner than
they should have. This can also be verified with the potential core being shorter than what was
observed in experiment (Fig. 4.5).
Figs. 4.8 to 4.10 show the remaining radial profiles at different axial locations downstream
of the potential core. As expected the correlation between centreline fit and radial profiles
is illustrated. The H2 profiles seem to correlate fairly well with experiment, but as expected
from the accuracy of the centreline profile of velocity, the radial profiles of velocity seem to
deviate substantially. Due to the nature of modelling jets and the sharp decay of parameters they
experience after the potential core, a small shift in jet breakdown length can have a profound
impact on the radial profile distributions. This consequently leads to relative inaccuracies of the
simulation. Therefore one of the key characteristics to capture accurately when modelling any
jet, is the initial development of the shear-layer, and thus, the potential core length.
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4.2 Supersonic Combustion - Reacting Case
The proceeding section aims to demonstrate the first application of the conditional moment
closure model to a supersonic reacting H2-air jet. The test case chosen for this demonstration
was the LAERTE jet from ONERA [32, 46]. Similar to the motivation chosen for the frozen
chemistry case, this case was deemed acceptable as it was a shear-flow test case that removed
the complexities of wall modelling. Additionally, the geometry of the test section was simple
enough to be used within the capabilities of CHOC.
A comprehensive grid convergence study for the reacting case would involve a coarse,
medium, and fine simulation on the CFD grid, with coarse, medium, and fine, 1D, 2D, and
3D CMC grids. Assuming three resolutions in conditional space, that would be equivalent to
a minimum of 81 simulations. This is indeed not practical, however, some assumptions and
simplifications can be made to help reduce this number. §. 4.2.1 presents a study that enabled
the determination of the conditional space grid a priori. Additionally, in a previous paper by
Thornber et al. [86], it was shown that the difference between 1D CMC, and 2D or 3D was not
substantial. Therefore, based on those results, and the notion that the jet is axis-symmetric and
the conditional gradients in the cross-stream direction are small compared to the axial direc-
tion, only a 1D CMC grid was used in the axial direction. Lastly, presented in §. 4.2.7, is the
study that led to the usage of a single CMC resolution, further reducing the number of simula-
tions required in the grid convergence study. Based on these assumptions and studies, the total
number of simulations was greatly reduced from 81. The proceeding section presents, a total
of 3 simulations utilising an axial, 1D, medium resolution CMC grid, with a fixed, equispaced
conditional space distribution.
4.2.1 Computational Grids and Domain
The computational domain for this test case is a 45mm × 45mm × 350mm that corresponds to
the constant cross section portion of the ONERA LAERTE combustion chamber. As with the
frozen chemistry case, three simulations were conduced ranging from 1M to 8.3M cells. Details
of the grid resolution are given in Table 4.5.
NX NY NZ Cells Count(106)
Coarse 64 64 256 1.048
Medium 100 100 384 3.84
Fine 128 128 512 8.388
Table 4.5: LAERTE Jet computation sizes
Clustering is achieved in the transverse and cross-stream directions by utilising the hyper-
bolic sine relationship given for the frozen chemistry case in §. 4.1.1. The stretch factors δ and
β, were once again chosen to achieve approximately the same ratio between smallest and largest
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cell size utilised in the previous section. In the axial direction this ratio is 6 yielding a value for
β of 1.8, while in the transverse directions, the ratio used was 5 yielding a value for δ, of 4.5.
Figure 4.11: Computational Domain for LAERTE Jet
CMC Grid
Unlike the previous test case where CMC was operating at its frozen limit, for the reacting
cases, the CMC grid was altered and refined. Having too coarse of a CMC grid for a reacting
case can have a profound impact on the simulations as will be demonstrated in section §. 4.2.7.
Therefore, the proceeding simulations were conducted with what was deemed, a medium CMC
grid. For all the simulations unless otherwise indicated, each CMC cell has the dimensions
NX × NY × 4 CFD/CMC. The total number of CMC cells in the computational domain can be
seen in Table 4.6.
NXC NYC NZC CMC Cell Count
Coarse 1 1 64 64
Medium 1 1 96 96
Fine 1 1 128 128
Table 4.6: CMC Grid size for the CFD grid convergence study for the LAERTE Jet
Conditional Space
A convenient property of conditional space, is that it represents the combustion process given
certain external inputs. These inputs come in the form of specific parameters of which the
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Figure 4.12: Distribution of major species at a Scalar dissipation of 1; boundary conditions are set to
those of the LAERTE Jet.
solution in conditional space is explicitly dependant on. What makes this a convenient attribute
is that it allows the solution in conditional space to be obtained with only a few inputs. As a
result, the effect of grid resolution in conditional space can be analysed independently and a
priori to the full simulations which allows the simulation convergence study to be reduced by a
dimension.
Solving conditional space and obtaining averaged mixture quantities only requires informa-
tion from the CFD grid; information that for the sake of analyses, can be artificially provided
to the CMC equations. The primary parameters required are the scalar dissipation, mixture
fraction, and mixture fraction variance. As the scalar dissipation increases, the gradients in
conditional space become smoother, the opposite is true for a decreasing scalar dissipation.
Therefore, the extreme case (or the case with the sharpest gradients) occurs when the scalar
dissipation approaches 0. To analyse the grid sensitivity in conditional space, a solution in con-
ditional space was obtained for a scalar dissipation rate of 1(1/s) using 6 different, equispaced
grid resolutions: 50, 100, 120, 180, 200, and 500; 500 being considered as the control. To
illustrate the solution-space, Fig. 4.12 shows the steady-state solution of the conditional mass
fractions in conditional space using 500 conditional bins. The boundary conditions used to
obtain this solution are those listed in Tables 4.7 and 4.8.
Calculating the unconditional mass fractions from this distribution of conditional mass frac-
tions is done using Eq. 3.34. The FDF shapes that are used, corresponded to the shapes gen-
erated in the region of mixture fraction space near stoichiometry (ζst ≈ 0.0298), as this region
exhibits the sharpest gradient. The FDF can either be an analytical or discrete function (Beta
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Figure 4.13: Normalised unconditional mass OH fraction
and Top-hat respectively) of the mixture fraction and it’s variance. This means for any given
number of realisations of these two parameters, similar combinations of the two always produce
the same FDF shapes.
As a measure of convergence, the unconditional OH mass fraction was used. Using the
previously indicated number of conditional bins, two possible FDF shapes were constructed
and integrated yielding an unconditional OH mass fraction. This value was then normalised
based on the value obtained from a simulation using the control at 500 bins. The 500 bin
limit represents an extreme upper limit for the resolution in mixture fractions space, as the total
number of calculations per time-step and memory requirement scale proportionally with it’s
size.
Fig. 4.13 shows that relative errors of less than 1% begin after about 100-120 bins which
leads to the conclusion, that obtaining a relatively high accuracy, does not require an high
number of bins. To see the effect of conditional space resolution where the gradients are not as
sharp as the region about stoichiometry, a similar study was performed near a mixture fraction
of 0.97. In this case, the same variances as in the previous study were used, however, H2 was
used as at this mixture fraction, OH is not present and H2 experiences the sharpest gradients.
This study yielded a maximum unconditional H2 mass fraction difference between 50 and 500
conditional bins of 0.00297%. This result is not surprising as in this region the conditional mass
fractions profiles are quite linear.
The results presented here represent idealised results with “clean” values of mixture fraction
and variance. In reality, these two parameters will not take on such ideal values. The mean
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mixture fraction given to conditional space determined where the FDF is constructed around,
and may not coincide with the distribution of conditional bins. This in turn may introduce small
errors in the location of the FDF mean. The variance on the other hand, affects the broadness of
the FDF and bounds. The Beta-PDF is less prone to this error, as it’s distribution is analytical,
and a solution can theoretically be obtained for any distribution of conditional bins. The Top-
hat on the other hand, is built from discrete functions, and uses specific locations in conditional
space for its bounds. Therefore these locations are also susceptible to their values not coinciding
with grid locations on the conditional space grid. Although the implementation of the FDFs
aims to conserve the mean, and avoid these very small errors, they are inevitable. However,
it should be noted that the errors are not very large and are quantifiable. As an example, for
120 conditional bins, the extreme case of both Top-hat FDF endpoints being located in-between
conditional bins locations, leads to a maximum error of about 0.83%.
The aforementioned discussion, plus the obvious differences in gradients at locations near
stoichiometry compared to the rest of conditional space, raise an obvious question about grid
clustering. Fig. 4.14 shows the grid points for 120 bins for the grid convergence study men-
tioned above, along with the OH distribution. It can be seen that only about 13 conditional bins
fall within the OH distribution. Therefore only about 10% of the points used in conditional
space are used to capture OH. Ideally, grid clustering can be implemented in conditional space
around the stoichiometric mixture fraction to greatly reduce the number of grid points present,
decrease conditional space computation time, and increase the effective resolution. However,
decreasing the spacing between conditional bins also increases the influence of the Pe´clet num-
ber criteria for limiting time step. In this criteria, the minimum conditional grid spacing is used.
In the case of a multi-step, time-splitting, time integration as implemented in this code, having
a smaller Pe´clet number would increase the overall computation time. A balance between grid
clustering and number of conditional bins is required, and whether the increased computational
time due to the increased iterations from a smaller time-step, is outweighed by the accuracy
and decreased computational time from the clustered conditional space grid, is the subject of
another study. From the presented a priori study, 120 equispaced bins were chosen to represent
mixture fractions space for all the simulations.
70 CMC for Supersonic Combustion
0
10
20
30
40
50
60
70
80
90
0 0.05 0.1 0.15 0.2 0.25
0
0.002
0.004
0.006
0.008
0.01
0.012
0.014
0.016
F
D
F
M
a
s
s
 F
ra
c
ti
o
n
Mixture Fraction
Shape1
Shape2
OH
Figure 4.14: Distribution of conditional bins in conditional space
4.2.2 Initial Conditions and Boundary Conditions
Contrary to the frozen chemistry case, the initial/boundary species mass fractions for the air
co-flow were not of strictly of the major species in air, and included traces of H2O and O, H,
and OH radicals. Specific quantities can be seen in Table 4.7. Additionally, the temperature
of the jet and air co-flow in this case, were much higher. This ensured that the mixed H2-air
streams were well above the autoignition temperature. Specific details of the inlet conditions
are shown in Table 4.8 Lewis numbers were kept constant at unity (Le=1) for all species as
Air Co-flow H2 Jet
H2 0.0 1.0
O2 0.2447 0.0
H2O 0.1124 0.0
OH 2.285×10−4 0.0
O 1.8×10−5 0.0
N2 0.64265 0.0
Table 4.7: Initial and boundary mass fractions for the LAERTE Jet
required by the formulation of CMC utilised in this study. For the proceeding simulations, the
Prandtl number was assumed constant and fixed at 0.709. The turbulent Schmidt number was
constant at unity (Sct = 1.0).
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Air Co-flow H2 Jet
U[m/s] 1366 1970
Tstat[K] 1170 160
Pstat[kPa] 92 84
ρ[kg/m3] 0.259 0.127
Table 4.8: Initial and boundary flow conditions for the LERTE Jet
Velocity Profile
The inlet velocity profile shown in Fig. 4.15 was extracted from numerical simulations by
Karaca et al., and represents the velocity profile at the fictitious cross-stream plane at the jet
exit. Points on the profile, were clustered around the regions of highest gradients to ensure
adequate profile resolution, even at lower grid resolutions.
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Figure 4.15: Inlet velocity profile used for LAERTE Jet Simulations
Turbulence Generator
In order to help trigger the transition to turbulence a simple white noise turbulence generator
was used, taking the form similar to the turbulence generator used in the frozen chemistry
simulations. The fluctuations were only applied in the transverse directions and are confined to
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the jet. The magnitude of the fluctuation (ǫ) was constant at 1% of the maximum jet velocity,
giving transverse fluctuations of approximately 19.7m/s.
4.2.3 Averaging of Results
Interactive time averaging began after allowing the flow to stabilise for 3 flow through times.
Temporally averaged results were obtained by averaging a total of 480 evenly spaced samples
over 3 flow through times (160 samples/flow-through) giving each simulation a total of 6 flow
through times. A flow through time was considered the time required for the co-flow to enter
and exit the domain which was determined to be approximately 0.27ms.
4.2.4 Simulation Results
Centreline distributions of H2 mass fraction and velocity are shown in Fig. 4.16, showing ad-
equate convergence between the medium and fine simulations. What is almost immediately
evident is that the velocity decay is not as sharp as with the frozen chemistry case. Instead,
there is a much smoother decay towards the self-similar region. The fine simulations is similar
to the medium expect that near the domain outflow, there is a slightly better mixing captured.
What is also shown, is that between the medium and fine simulations, the potential core is
captured almost identically. This is in comparison to the previous case, where there was a no-
ticeable difference in potential core breakdown location with grid refinement. It appears as if
the white noise turbulence no longer has an substantial effect on the simulations, or the effect
is the same for both grid resolutions. As the time-step is decreased with increasing grid resolu-
tion, the overall frequency (and wavenumber) of the synthetic turbulence is increased. As large
wavenumbers are dissipated more quickly than lower wavenumbers, at the given resolutions of
both the medium and fine simulations, it is possible that the perturbations by the turbulence
generator are immediately dissipated.
In reacting flows, the more important representative quantity in simulations is the temper-
ature. Fig. 4.17 shows radial distributions of temperature at two axial locations, along with
experimental data and those obtained by Karaca et al.. Unfortunately, the experimental temper-
ature data shown was the only data available for this test case, and it was stated in the paper [46]
that the experimental results are very poor — The velocity was underestimated and the mean
temperatures were overestimated because of the flapping nature of the jet. No relative errors
were published and therefore it is unclear how inaccurate the data truly is.
The experimental data resembles the early stages of the averaging procedure of the simula-
tions, and it is possible (but uncertain) that the high temperature point at 1600K is an outlier.
Instantaneous temperature profiles from the simulations experienced similar peak temperatures
(sometimes even reaching 2000K), but due to the flapping nature of the jet, the averaged tem-
perature dropped substantially to those shown. However, even if the temperatures are overesti-
mated, the trend of the experimental data is still expected to maintain some accurate qualitative
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Figure 4.16: Centreline distributions of H2 mass fraction and velocity
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(b) Radial Distribution of temperature at x/D=57.5
Figure 4.17: Radial ditributions of temperature at selected axial locations
description of the structure of the jet. Based on this criteria, the presented simulations fol-
low the trends very well except for a perhaps a slightly lower temperature in the shear-layer at
r/D ≈ 1.3.
A independent analysis of the temperature profiles gives clear indication that combustion is
occurring at the exit of the computational domain (x/D = 57.5), as there is an approximate
increase in temperature of 500K from the air co-flow temperature. Even at x/D = 35, the tem-
peratures are lower than the exit plane, but still higher than the mixture temperatures, indicating
the presence of chemical reactions. If indeed the experimental temperatures are over estimated,
then it is safe to conclude that the results of the present study match well to the experiment. The
lower temperatures experienced at x/D = 35 also indicate that the combustion process has only
just begun in this region.
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Figure 4.18: Time averaged mid-plane contour of mixture fraction along with selected cross stream
contours
Figure 4.19: Time averaged mid-plane contour of temperature along with selected cross stream contours
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Figure 4.20: Instantaneous mid-plane contour of mixture fraction
It should be emphasises that the low temperatures at x/D = 35 do not indicate that this
is the lift off height of the flame, nor do they indicate that it happens near this region. At
the advective velocities experienced in this experiment, small differences in ignition time, can
cause large differences in lift of height. As an example, a ± 0.01ms difference in ignition
time can theoretically translate the ignition point approximately ± 2.87D (17.22mm). Further
investigation into the non-equilibrium effects and lift-off height will be investigated in §. 4.2.6.
The results from Karaca et al. in Fig. 4.17 appear to be of the same order of magnitude
as the experimental results. As no other definitive/quantitative data is compared to in Karaca
et al. to assess chemical non-equilibrium effects or reactive scalar distributions (due to poor
experimental results), it is difficult to conclude on the true validity of their results. Based on
the contour plots published, it appears that the lift-off height was located significantly farther
upstream compared to the results of the present simulations, and thus can explain the higher
temperatures at similar axial locations.
Karacas et al. closure to the chemical source term is left to diffusion (as DNS normally
is) and is a dangerous closure at the published grid resolutions. As the flow is under-resolved
compared to a DNS resolution, the sub-grid fluctuations are being left to numerical diffusion
which may or may not be modelling them accurately; This potentially giving rise to erroneous
production rates. As numerical dissipation is highly dependant on grid resolution in ILES, a
varying numerical dissipation will give rise to fictitious sub-grid diffusion of species, which
may create large variations in the local temperature. Although the mean flow may be captured
adequately, the effect of turbulence on sub-grid mixing is poorly represented. Therefore, to con-
clude that the results of Karacas et al. are accurate, would be just as incorrect as saying they are
inaccurate, and should be accepted with caution. The conclusions extrapolated from this pub-
lication are used merely to strengthen findings of the present study, and are valid only because
the comparisons (between Euler and N-S), are based on results from consistent numerics.
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Figure 4.21: Instantaneous mid-plane contour of temperature
Figure 4.22: Instantaneous mid-plane contour of OH
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4.2.5 Effect of Differential Diffusion
In the previous analyses, the importance of the effect of differential diffusion when modelling
H2 was emphasised. In fact, there have been many DNS studies showing the effect of non-unity
Lewis numbers on H2 flames. Doom and Mahesh [24] showed that non-unity Lewis number
effects increase the overall temperature and heat release, and can decrease the ignition delay
time by up to 64%. Dinesh et al. [78] performed a DNS study of an impinging jet (Re=2000),
and also concluded an increase in overall combustion temperature. It was also shown, that non-
unity Lewis altered the structure of the reacting jet, shifting the combustion mixture towards
leaner conditions. The DNS studies of turbulent diffusion flames tend to be limited to low
Reynolds flows as the Kolmogorov length scale, scales with Reynolds as shown in Eq. 2.13.
Thus, the results of such DNS studies are mainly describing flows who’s mixing processes are
influenced by both turbulence and diffusion in comparable proportions. In high Reynolds flows,
the principle mechanics still remain the same except that mixing tends to be bias/dominated by
turbulence while the component of diffusion begins to diminish. Thus, the DNS findings cannot
be applied definitively to the present case as the Reynolds number is approximately 100 times
larger than the case of Doom and Mahesh. However, they do still provide a good indication of
expected behaviour when assuming non-unity species Lewis numbers.
Similar to the Eggers case above, Karaca et al. performs a reacting case with a Euler formu-
lation as well as a N-S formulation. In this case, the effect of non-unity Lewis is more strongly
visualised though the temperature distributions. The difference in radial temperature distribu-
tion at a given axial location between the Euler and N-S simulations, showed the N-S simulation
with a temperature 70K higher than the Euler simulation. In addition to this, although not con-
clusive, instantaneous centre-plane contours of temperature distributions showed the N-S hav-
ing a slightly earlier ignition point. This difference is far from the immense difference shown
in Doom and Mahesh [24] of about 450K, but the difference can perhaps be correlated to the
Reynolds number. In flows where turbulent-diffusion time-scale are comparable (low Reynolds
number), the temperature differences may be as large as determined by [24], but in cases where
turbulent transport is dominant (large Reynolds number), it may be smaller. Referring back to
Fig. 4.17, it could therefore be concluded that the lower radial temperatures near r/D ≈ 1.3 are
slightly underestimated due the inaccurate modelling of species molecular transport.
4.2.6 Chemical Non-Equilibrium Effects
The results to this point look promising, but due to the lack of reliable experimental data it is
still uncertain whether the implementation models correctly and captures the appropriate non-
equilibrium effects. Quantitative comparison to the numerical results of Karaca et al. can not be
done confidently because of the questionable conslusions provided by the numerical methods
used.
In order to analyse the chemical non-equilibrium effects, an additional simulation was con-
ducted. This test case came from ONERA [32] as well, and was identical to the test case
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previously analysed, except for the pressure boundary conditions. In this case the pressure for
both the jet and the co-flow were 80kPa. The primary focus of this experiment was to assess
lift-off height, and does not provide velocity, mass fraction, or temperature data. Along with
a quantitative value for flame lift-off height, wall pressure distributions were also published.
Ideally a simulation would be conducted assessing the wall pressure distribution, but for the
reasons described at the beginning of this section, the wall pressure distribution is not the pri-
mary interest and validation tool. The focus of these simulations was to assess combustion
phenomena, and therefore the grid was clustered around the central jet regions, limiting the
resolution of the wall. As pressure is highly dependant on the grid resolution, the resultant wall
pressure distributions were not expected to be very accurate. However, even though the flow
in these wall-regions was under resolved, quantitatively the results can be expected to deviate,
while qualitatively, similar trends should still be visible as in the experiments.
George et al. [32] conduct two experiments; a reacting case and and non-reacting case, where
the non-reacting case injects N2 as opposed to H2. They use the wall pressure distributions to
approximate the lift-off height, and state that autoignition is determined where the two pressure
profiles deviate. From the published wall pressure distributions, this occurs at about 0.20m
downstream. It is unclear exactly how the authors extrapolated the approximate lift-off height,
however they also preform Planar laser-induced fluorescence (PLIF) along with pressure mea-
surements. Therefore, it is probable they use a combination of both the pressure and averaged
OH distributions to determine lift-off height. From the experiments, it was stated that lift-off
height was about 0.170m downstream from the jet exit. Using the definition of autoignition
of Gerliner [34] as being the point of largest OH gradient, the lift-off height for the simulation
was approximately 0.165-0.183m. A similar methodology of comparing a reacting case to a
non-reacting case could not be applied, as the exact boundary conditions for the non-reacting
case where not published and could only be speculated.
The resultant wall pressure of the simulation is shown in Fig. 4.23. Indeed the pressure
distribution shown does not resemble the experimental values quantitatively as expected, and
the right scale had to be adjusted to better compare the trends of the distributions downstream.
However, qualitatively, they match fairly well. Peaks occur roughly in the same regions as the
peaks in the experiment, and there is a pressure increase downstream where the experimental
pressure appears to begin to increase.
4.2.7 Effect of CMC Grid
One of the more difficult compromises in utilising a conserved scalar methods, is the governing
of multiple grids in a given physical domain. When using direct Arrhenius rate closure to
the chemical source term (as in DNS), the chemistry is calculated directly on the CFD grid
for every CFD cell, and determining the CFD grid is the only requirement. However, at the
opposite extreme, when utilising CMC, there is the CFD grid, CMC grid, and conditional space
to consider. An accurate solution requires a delicate balance between all these grids as they are
coupled. Inaccuracies in one affect all the others.
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Figure 4.23: Pressure Distribution of LAERTE Experiment
The choice of utilising 4 CFD/CMC in the axial direction was not chosen randomly. Initially,
8 CFD/CMC was chosen for the simulations, however, the results obtained were non-physical
and a refinement of the CMC grid by a factor of 2 led to seemingly good results. The CMC
grid was not refined beyond this point, as the results for the “medium” resolution were deemed
adequate. As a demonstration to the sensitivity of CMC and it’s method, the results for the
axial 8 CFD/CMC on the medium CFD grid are presented. Fig. 4.24 shows instantaneous
mid-plane contours of density, and OH mass fractions. It can be seen that about 1/6th of the
way downstream, a discontinuity is formed through the onset of combustion. The density from
one cell to the next experiences sudden sharp gradient due to combustion, leading to shock
formation which travels downstream. It is obvious that the results obtained are incorrect, as the
ignition process should be smoother and, show a gradual transition as seen in Figs. 4.20 to 4.22.
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(a) denisty
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Figure 4.24: Instantaneous centre-plane contour of LAERTE Jet with 8 CFD/CMC
It was evident that this was a transient phenomena as it did not appear immediately, but
rather, farther into the simulation. The hypothesised cause of this is due to the CMC grid being
too coarse. What is supposedly occurring, is that the CMC cell downstream of the discontinuity
is a misrepresentation of true state of the fluid. As a CMC cell covers and models (through
conditional averages) a certain physical portion of the domain, any fluid entering that portion
of the domain is influenced (and influences) that CMC cell. However, if the CMC cell is too
coarse, it governs a larger portion of the physical domain. In reality, the CFD cells in the
CMC cell, may not be undergoing similar chemical processes due to chemical non-equilibrium
effects, and the advective time-scales present.The result being a conditional average of that
entire physical section that includes information from chemically opposite extremes. If the
gradients are too sharp in this region of the cell, the average solution from the CMC cell may
over predict a solution at one end, and under predict at the other. The CFD cells in the CMC
cell at one end may be a region of ”mixing”, and the other end may be “igniting”. If this
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is indeed the case, the CMC cell will have information from both extremes being fed into its
solution. If the average is bias towards the ignition process, the CMC solution will inevitably
tend towards autoignition over time. However as detailed previously, not all CFD cells should
be experiencing this autoignition, and if indeed this CMC cell “ignites”, the entire conditional
solution space of that CMC cell will be that of a burning solution. This translates back to the
CFD grid, giving what should be a point in space of mixing, the information that it is in fact
burning. If the solution of the CMC cell upwind of the discontinuity tends towards the mixing
solution due to the larger influence of the mixing cells, the autoignition process will be seen to
occur over a CMC cell interface. This leading to a discontinuity and an unrealistic solution as
presented above in Fig. 4.24.
Decreasing the number of CFD/CMC to 4, results in a relatively smoother solution as shown
in Figs. 4.20 to 4.22. A more representative indication of the CMC methodology can be seen in
Fig. 4.25, where it shows the average cross-stream OH mass fractions for every CFD cell in the
axial direction.
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Figure 4.25: Average cross-stream OH mass fraction
Fig. 4.25 shows three distinct regions: before x/D ≈ 20 and near the exit of the domain,
the distribution is smooth, while in-between these two regions, the distribution appears to have
small discontinuities. This behaviour can be explained with the aid of the conditional mass
fraction profiles. At the locations where the distribution in Fig. 4.25 is smooth, the difference
between conditional profiles corresponding to adjacent CMC cells is small. Conversely, the
steps are created because the relative difference between conditional profiles for adjacent CMC
cell is larger; the larger the difference, the larger the step. The smooth profile with low OH
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concentration near the inlet, indicate that this is a region of mixing, while the discontinuous re-
gion indicates the region of the jet where transient chemical effects are occurring. In conditional
space, this region is where the conditional profiles appear to be evolving the fastest. The smooth
profile near the exit on the other hand, would indicate that chemical transient effects have be-
gun to cease, and that beyond this location, combustion would begin to be established. It is
expected that if the domain was larger, the OH distribution would eventually level off indicating
a steady-state flame.
The CMC cells can be clearly seen in this image by the 4 points per “cluster” representing the
4 CFD/CMC. One would expect that if decreasing to 2 CFD/CMC, the piecewise distributions
of the OH mass fractions in the high gradient regions would be halved, creating a smoother
profile. The extreme case would correspond to 1 CFD/CMC, which should give the smoothest
solution, however, at this resolution, the advantage of CMC (and conditional averaging) dimin-
ishes, and the solution process approaches a similar method to the presumed PDF methods.
Additionally, at these resolutions, CMC becomes very expensive, and the main advantage of
modelling sections of the domain through conditional averages becomes questionable.
Naturally, increasing the CFD resolution will have the effect of increasing the resolution of
the CMC grid as well. This will make the physical size of the CMC cells smaller, and there-
fore, the “steps” seen in Fig. 4.25, may also become smoother. However, it can also be argued
that this increased CMC resolution is only necessary in regions where the conditional profiles
are evolving the quickest. The upstream portion of the domain has the largest cluster of CFD
cells, and the downstream, the lowest, yet the profiles in these regions are smooth. This would
indicate that the CMC grid in these regions is adequately resolved for the gradients experi-
enced. Hence, the increasing of the resolution of the CMC grid to avoid these steps and obtain
a globally smooth solution, may come at cost of decreased efficiency, and wasted computation
in the upstream and downstream regions. Currently the implementation of CMC only allows a
predetermined ratio of CFD to CMC cells in the three principle directions. Therefore, what is
needed, is the ability to decouple the algebraic dependence of CMC to CFD, and allow a vari-
able CMC grid. This would enable adequate clustering of the CMC grid in regions of expected
high gradients, while reducing the resolution in regions of smoother gradients (i.e steady-state
combustion regions).
Nevertheless, keeping a modest resolution of 4 CFD/CMC still results in miniature discon-
tinuities, but does not affect the flow as in the case of 8 CFD/CMC. It is uncertain if these
discontinuities exist in flows of lower advective velocities, or if it is a new phenomena present
only in the case of supersonic flows. To the knowledge of the author, detailed distributions such
as this have never been published for subsonic flows, however, it is expected that solutions in
subsonic flows are much smoother. If 1 CFD/CMC is required for a smooth solution, this could
certainly be a limitation of CMC and its application to supersonic reacting flows, or indication
that better modelling is required.
The hypothesised term that would require better modelling would be the conditional veloc-
ity. The spatial advection of a conditional quantity (term C1 in §. 3.1.2) passes information of
conditional scalars from a conditional bin in one CMC cell, to the same bin in another CMC
4.2 Supersonic Combustion - Reacting Case 83
cell. The fact that there exists a discontinuity in scalars at the CMC cell interface indicates that
perhaps information is not being passed correctly, or that for supersonic flow, this term must be
treated in a different manner.
Kinetic Energy Dissipation
The energy spectra of the coarse and fine simulations are shown in Fig. 4.26. The energy
spectra was determined based on the time history of a point after the flow was established (ap-
proximately after 3 flow-through times). As this was a temporal signal, the Taylor Hypothesis
of frozen turbulence was applied in order to convert this to a spatial signal to obtain the spectra
in terms of wavenumber. Ingenito and Bruno [44] performed a dimensional analysis on kinetic
energy density, with a dependence on density, dissipation, and wavenumber. They found that
for flows dependant on density (compressible flows), the dissipation no longer follows a -5/3
slope but a steeper -8/3 instead. The reader is encouraged to refer to [44] for further details.
Fig. 4.26 shows that both spectra have a small region where they follow the -5/3 dissipation, but
a larger region where they follow -8/3.
To show the effect of the stretched grid and varying local resolution, Fig. 4.27 shows the
spectra at three different axial locations on the centreline for the medium simulation. The down-
stream point that corresponds to the locally coarser grid location, captures more -5/3 and less
-8/3, than the upstream location where the spectra shows a larger -8/3 region. It is uncertain
whether the -8/3 slope is an appropriate indication of the dissipation rate in these simulations,
but the results show fair agreement to this hypothesis. It is known that the -5/3 is an idealised
dissipation rate for incompressible homogeneous turbulent flows, and the recurring theme in
literature is that compressible flows do not follow -5/3 slope. In addition to the -8/3 decay of
Ingenito and Bruno [44], Passaro et al. [68] propose a -11/3 decay for weakly turbulent hy-
personic flows. Regardless of the dissipation rates experienced in the present simulations or
those hypothesised in literature, the results in the presented figures show that the simulations
are successfully capturing dissipation and some apart of the inertial range.
84 CMC for Supersonic Combustion
1.0E+00
1.0E+01
1.0E+02
1.0E+03
1.0E+04
1.0E+05
1.0E+06
1.0E+07
1.0E+08
1.0E+01 1.0E+02 1.0E+03 1.0E+04 1.0E+05
E
(k
)
kx
Coarse
Fine
-5/3
-8/3
Figure 4.26: Kinetic energy spectra for coarse and fine simulations at center of computational domain
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Figure 4.27: Kinetic energy spectra at 3 different axial centreline locations for the medium resolution
C H A P T E R 5
Conclusion
The study presented a first approach for the novel application of the conditional moment clo-
sure model (CMC) for modelling supersonic combustion. The combustion model was applied
to a fully compressible, shock capturing flow solver that utilised a finite volume based Godunov
scheme, with MUSCL 5th reconstruction, and low Mach number correction. The time integra-
tion used, was a robust TVD, 3-step, 2nd order Runge-Kutta method. The study was broken into
two steps: the first assessing the ability for the solver to capture supersonic turbulent mixing.
The second step assessing the ability for the solver to model supersonic reacting flows.
This study firstly presented results for a non-reacting case where a hydrogen jet was injected
into a supersonic co-flow at temperatures well below hydrogen autoignition temperatures. This
test case was chosen in an attempt to validate the implementation of the CMC equations, and
their applicability to model supersonic mixing. From the results it was seen that velocity ap-
peared to decay quickly in certain regions of the jet, but still followed the trends of the experi-
ential results. This excess jet decay was attributed to inaccurate modelling of mixture viscosity.
Moreover, the H2 mass fractions seemed to fit the experimental data well, with only a slight
discrepancy downstream. This downstream discrepancy was attributed to the fact that the grid
clustering functions used in this study was overly bias to the inlet portion of the domain. Any
increases in grid resolution did not significantly increase the downstream resolution as they did
to the upstream domain. Additionally, a small contribution to this discrepancy was placed on
the misrepresented molecular transport utilised in the current numerical formulation of CMC.
Secondly, a supersonic lifted jet was presented. It was shown that too coarse of a CMC grid
can cause un-realistic behaviour. Refining the CMC grid removed the non-physical behaviour,
but still showed miniature discontinuances at the CMC cell interfaces when cross-stream av-
eraging was applied. To achieve a smoother solution, further refinement of the CMC grid is
hypothesised to be needed. However, further refinement begins to remove the primary advan-
tage of CMC, and therefore could represent a practical limitation of this method in supersonic
flows. It is also unclear if more accurate modelling of CMC terms is required and is in fact,
the cause of these miniature discontinuities. The non-equilibrium effect, namely, flame lift-off
height were also studied. A lift-off height of about 0.165-0.183m was calculated based on peak
gradient of OH production, which compares well to an experimental lift-off height of about
0.170m. The similar lift-off height provides good confirmation to the feasibility of this method,
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and gives reassurance that the results obtained for the reacting case may not be far off from the
true flow.
The reactive scalar profiles of these simulations were more difficult to analyse as the experi-
mental data was not reliable, nor readily available. However, qualitatively, trends similar to the
numerical results of Karaca et al. and the experiment were shown. If the errors of the experi-
ment were quantified, a better conclusion on the accuracy of the results of the simulations could
have been made. Generally, the temperature results of the present simulations are lower than
the presumably overestimated experimental results. This hints that the presented results could
in fact be similar to the experimental conditions.
The recurring theme in the analyses of the results, was the influence of differential diffusion.
It is well known in the combustion community that assuming constant unity Lewis number in
reacting flows is a big assumption, but is commonly used for simplicity nonetheless. Variable
Lewis is always important to model, as it allows for a better representation of the molecular
transport. Based on the results of Karacas et al.s’ Euler vs N-S study, and the results presented
in this study, the effects of differential diffusion at these Reynolds numbers are not the same
as those experienced in Low Reynolds flows and in the presented DNS studies. Therefore, at
these Reynolds numbers, the influence of differential diffusion on the large scale flow field may
not be as strong as some authors indicate. However, this is not to say that diffusion does not
play an important role. The results shown from the same sources that the previous conclusion
was deduced from, that there exist small differences which are concluded to be due to differ-
ential diffusion effects. Perhaps as the shift from advection-diffusion controlled mixing at low
Reynolds numbers, to a more turbulent biased mixing that occurs at high Reynolds numbers,
the influence of differential diffusion on the large scale flow field becomes smaller, and the
assumption of constant/unity Lewis, is not as inaccurate as was previously believed.
Overall, the CMC method for supersonic combustion seems feasible, as good agreement
was obtained from the limited data available. Naturally, the present work does not confirm, or
refute, the detailed accuracy of the proposed method as concluding this requires better analysis
and data. It does however, give confirmation to its feasibility and application, and gives rise
to potential modelling uncertainties and areas of improvement both in the CHOC code, and
also the CMC method. Potential drawbacks of the methods are also presented, such as CMC
resolution issues, but it is uncertain whether these limitations are a function of the model or of
the manner in which the model has been used. These vague conclusions also illustrate the need
for more reliable, simple experimental data for supersonic reacting flows.
5.1 Future Research/Work
CMC
• To be certain on the validity of using CMC at is frozen limit, a test case similar to [27]
of single-species mixing should be conducted to validate the method by removing the
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uncertainty of variable molecular diffusion. If hydrogen is to be further investigated,
CMC formulation needs to be expanded to accept non-unity Lewis.
• In this implementation, the conditional velocity is assumed to be its unconditional coun-
terpart. Typically, the contribution of this term is not as dominant as the diffusion term, or
the source term, however, when approaching supersonic velocities, the influence of advec-
tion increases. Using this closure for this term was deemed adequate for most CMC-LES
simulations as the gradient model [58] has not been validated for LES to date. This clo-
sure may have been satisfactory for the low speed, subsonic flows previously analysed
with CMC, but it is unclear if different modelling is required, or if this assumption holds
for high speed flows.
• The scalar dissipation model needs to be further investigated. The scalar dissipation mod-
elling used in this study assumed the unconditional scalar dissipation is the conditional
scalar dissipation. Other popular models are the Amplitude Mapping Closure(AMC) [67]
and the Girimaji model [36], where explicit conditioning of the scalar dissipation is used
to condition the scalar dissipation before conditional averaging. Simulations should be
conducted with these scalar dissipation models to assess their influence.
• To test the hypothesis of the smoothness of the CMC solution illustrated in Fig. 4.25, a
simulation utilising 1 CFD/CMC should be conducted to isolate whether this effect comes
from a coarse CMC solution or inadequate modelling.
– A block structured CMC grid should be implemented. This would remove the cur-
rent algebraic dependence of the CMC grid on the CFD grid, and clustering of CMC
cells in regions of expected large gradients can result in a smoother solution while
still maintaining the advantage of CMC’s modelling method
• A simulation utilising a 3D CMC grid should be conducted. Although a 1D-CMC grid
is sufficient in the case of an axis-symmetric jet, it may also suppress asymmetric non-
equilibrium effects such as extinction and re-ignition at different radial locations of the
jet.
• Clustering of conditional space around stoichiometry would greatly reduce computational
time, as it has been stated that when clustering, as few as 50 points in conditional space
are needed for accurate results
• In the present formulation, term R1 in Eqs. 3.5 and 3.6 is neglected. This assumption was
based on a methane-air flame however, [18] shows that this term is not as negligible as
previously assumed.
CFD
• Another major area of concern is the turbulent inflow used. It was shown by Rana [77] that
white noise turbulence is a poor approximation to the perturbations required for accurate
88 Conclusion
turbulence generation. However, in the time frame of this study, it was not a priority, but
more to demonstrate the validity of this model and method. The next steps should involve
implementing a synthetic turbulence generator.
– Given the turbulence model, the present simulations should have been run with a
similar time step at all resolutions. This would have reduced the influence of the
white noise turbulence on the relative resolution level of the grid, and would have
eliminated the changing boundary conditions upon grid refinement. It would have
kept the inflow turbulence as consistent as possible.
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A P P E N D I X A
Chemical Mechanism - Backward Rates
When utilising a published chemical mechanism, it is common for only the forward rates to
be published. If detailed finite-rate chemistry is to be used in the combustion modelling, it
is necessary for the backward rates to be calculated for the individual reactions. In order to
increase efficiency, a program was developed to aid in the process of calculating the reverse
rates, as the process of calculating the reverse reactions rates can be a tedious especially if the
mechanism consist of hundreds of reactions. However, since the objectives of this study did
not specify the mechanism to be used, the program was extended to allow the calculation of the
reverse reaction rates for any chemical mechanism of n of reactions. The early version of this
code is limited to basic reaction and cannot analyse complex chemical mechanisms with fall-off
reactions. The expansion of this program to generic simple mechanisms was considered to be
beneficial for future studies where comparisons of different mechanisms is required.
For consistency and illustrative purposes, consider the reaction,
αA + βB⇋ηC + δD (A.1)
it is convenient to know the equilibrium constant for such a reaction because it would allow
for the determination of specific information about the products of the species to be known at
equilibrium, given a set of initial conditions.
There are two methods to calculate the equilibrium constant. One is using the partial pres-
sures, the other is using the molar concentrations. The pressure based equilibrium constant can
be calculated by
Kp =
(C)η˙(D)δ
(A)α˙(B)β (A.2)
where the terms in parenthesis are the partial pressures of the products and reactants. It is
important to note that the partial pressures used in Eq. A.2 are only those of gaseous phase
compounds. From the ideal gas law, knowing that
PV = nRT (A.3)
we can conclude that the partial pressure is equal to the molar concentration multiplied by a
concentration correction in the form RT . Therefore Eq. A.2 can be reformulated to represent
A-2 Chemical Mechanism - Backward Rates
the equilibrium constant considering the molar concentrations of the reaction.
Kp =
[C]η · [D]δ
[A]α · [B]β
RT η · RT δ
RTα · RT β (A.4)
When calculating the equilibrium constant, the obvious assumption is that the mixture is at
equilibrium and therefore, the second term can be grouped, and the exponents summed. Thus,
Eq. A.4 becomes
Kp =
[C]η · [D]δ
[A]α · [B]β RT
∆n (A.5)
where ∆n
∆n =
∑
moleso f Products −
∑
moleso f Reactants (A.6)
and it can be stated that
Kp = Kc · RT∆n (A.7)
Based on the above formulations, it can be seen that in order to obtain the equilibrium constant,
information about both products and reactions must be know. This can sometimes be difficult
especially when considering large systems of reactions at various states. Therefore a different
formulation must be used where information of final states is not required.
The method used to calculate the reverse rates in the present work follows the Gibbs free
energy approach. Gibbs free energy is a measure of the thermodynamic potential (or chemical
potential) of an isobaric, isothermal system. The change in free energy of a reaction is given by
∆G = ∆Go + RT ln Q (A.8)
Where Q is the reaction quotient, ∆Go is the standard-state Gibbs free energy at 1 atmosphere,
and ∆G is the change in Gibbs free energy of the reaction. When the reaction reaches equi-
librium, ∆G = 0 and Q = Kp, thus we obtain an expression for the equilibrium constant as
,
Kpi = exp
(−∆Gio
RT
)
(A.9)
The Gibbs free energy change of a system (or reaction), is a state equation because is comprised
of two state properties; Enthalpy and entropy. At standard-state (1 atmosphere)
∆Go = ∆Ho − T∆S o (A.10)
substituting Equation Eq. A.10 into Equation Eq. A.9, an expression for the pressure based
equilibrium constant with respect to state functions can be shown to be
Kpi = exp
(
∆S oi
R
− ∆H
o
i
RT
)
(A.11)
The changes of enthalpy and entropy respectively for a reaction are determined by
∆Hoi
RT
=
k∑
k=1
αki
Hok
RT
(A.12)
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∆S oi
R
=
k∑
k=1
αki
S ok
R
(A.13)
where alpha represents the number of moles of the specific compound in the reaction. The coef-
ficient takes on positive values for products and negative values for reactants. In this study, the
thermodynamic properties are assumed to be thermally perfect and therefore only depend on
temperature. Therefore the standard state values are the values at temperature T and the indi-
vidual contributions of enthalpy and entropy are determined using thermodynamic polynomials
of the form
Hoi
RT
= ak1 +
ak2
2
Tk +
ak3
3 T
2
k +
ak4
4
T 3k +
ak5
5 T
4
k +
ak6
Tk
(A.14)
S oi
R
= ak1 ln Tk + ak2Tk +
ak3
2
T 2k +
ak4
3 T
3
k +
ak5
4
T 4k + ak7 (A.15)
From Eq. A.7 it is obvious that Kc does not equal Kp. This condition exists only when there is
an equal number of mols for both reactants and products. Since CHOC utilises molar concen-
trations to calculate reaction rates, the Kc form is being considered. The reverse rate coefficient
can be determined by
kri =
k fi
Kci
(A.16)
Although this equation is derived assuming equilibrium, it is a relation between the forward and
reverse rate constants, and therefore holds in general for non-equilibrium conditions [7]. Using
Eq. A.7, Eq. A.11, and Eq. A.16, the molar concentration based equilibrium constant can be
expressed as
kri = k fi
[
exp
(
∆S io
R
− ∆H
o
i
RT
+ ∆n ln
(
1
RT
))]−1
(A.17)
The final formulation used was derived simply by substituting Eq. A.12 and Eq. A.13 into
Eq. A.17 to yield,
kri = k fi
[ k∑
k=1
vkiak7 −
k∑
k=1
vkiak1 +
Tk
2
k∑
k=1
vkiak2 +
T 2k
6
k∑
k=1
vkiak3 +
T 3k
12
k∑
k=1
vkiak4
+
T 4k
20
k∑
k=1
vkiak5 −
1
Tk
k∑
k=1
vkiak6 + ln(Tk)
k∑
k=1
vkiak1 + ∆n ln
(
1
RT
) ]−1
(A.18)
Another good thing about this formulation is that the code can be modified to output the gibbs
free energy as a function of time or temperature. this can be done to analyse a reaction mech-
anism and determine spontaneity of an individual reaction. or it can be done to determine the
driving reaction without having to preform a a sensitivity analysis.
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A.1 Validation
A simple test case is presented to validate the calculated reverse rates. The test case involves
utilising a 0D combustion evolution of temperature for both the published reverse rates, and the
reverse rates from the program. The reference data was obtained from [33].
Table A.1: Initial conditions
To[K] Po[atm] YH2 YO2 YN2
1200 1 0.029126 0.23301 0.73786
Figure A.1: Evolution of temperature comparing published vs calculated reverse rates
