Fault-tolerant routings in double fixed-step networks  by Fabrega, J. & Zaragozà, M.
ELSEVIER Discrete Applied Mathematics 78 (1997) 61-74 
DISCRETE 
APPLIED 
MATHEMATICS 
Fault-tolerant routings in double fixed-step networks 
J. Fibrega*, M. ZaragozB 
Deprrrtament de Matemcitica Aplicada i Tehncttica. Uniwrsitat PolitPcnica de Catalunya. 
Barcelona, Spain 
Received 9 April 1996; received in revised form 9 December 1996; accepted 6 January 1997 
Abstract 
This paper studies routing vulnerability in loop networks modeled by double fixed step-graphs. 
A double fixed step-graph has its vertices labeled with the integers modulo it and each vertex i is 
adjacent to the vertices ik a(modn), ifh (modn), where a,b, 1 d lal, lb1 d n - 1, are different 
integers. A bidirectional and consistent fault-tolerant routing p of shortest paths is defined by 
using a geometrical representation that associates to the graph a tile which periodically tessellates 
the plane. When some faulty elements are present in the network, we give a method to obtain 
p-central vertices, which are vertices that can be used to re-routing any communication affected 
by the faulty elements. This implies that the diameter of the corresponding surviving route graph 
is optimum. On the other hand, the set of vertices or edges that can fail, given a p-central vertex, 
is characterized. 
Kqworu’s: Loop networks; Fault-tolerance; Surviving route graph; Cayley graphs 
1. Introduction 
Distributed loop computer networks, as extension of ring networks [18], have been 
widely studied in the last years as suitable topologies for local area networks and 
parallel processing architectures. Special attention has been paid to parameters closely 
related to the network bandwidth, such as the diameter and the average distance. Prob- 
lems that have been considered in the literature are: for a given number of nodes and 
maximum degree, to find the smallest possible diameter or average distance of a loop 
network; to maximize the number of nodes given the diameter and maximum degree; 
and to give the constructions of such optimal networks. Authors that have contributed 
to the study of these problems are, among others, Aguilo and Fiol [l], Beivide et al. 
[3], Bermond et al. [5], Bermond and Tzvieli [6], Boesch and Wang [7], Chen and Jia 
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[9], Du et al. [II], Erdiis and Hsu [12], Fiol et al. [13, 141, Hsu and Shapiro [16, 171, 
Morillo [19], Tzvieli [21] and Yebra et al. [22]. See also the surveys of Bermond et 
al. [2] and Hwang [15], and references therein. 
One of the most important features to be taken into account in the design of an 
interconnection network is the existence of efficient algorithms for routing messages. 
If the nodes have no information about the topology of the network, the problem of 
finding the paths along which the messages are to be sent can be solved using a non- 
local routing fixed in advance. Thus, given any two nodes, a fixed path is used for 
all communications between them. Usually, one is interested in a routing that assigns 
shortest paths between nodes. 
When some nodes or links in the network fail, some routes become unavailable. 
However, assuming that the network remains connected, communication is still pos- 
sible by sending every affected message along a sequence of surviving routes. The 
number of re-routing steps is a measure of the degradation caused by the faults. 
Thus, fault-tolerant routings requiring a reduced number of re-routing steps are of 
interest. 
Let us consider the network modeled by a connected graph G = (V, E); see the book 
of Chartrand and Lesniak [8] for the basic concepts on graph theory not given in 
this paper. A routing p in G is a function p: V x V +E* where E* is the set of 
all paths of G. We will say that p is a routing of shortest paths when p(x, y) is 
a shortest path for every X, y E V. The routing p is bidirectional if p(x, y) = p(y,x) 
for every x, y E V, and p is said to be consistent when p(x, y) =x, ~1,. . . ,z, . . . , u,, y 
implies p(x, z) = X, 26 1,..., z and p(z,y)=z ,..., um,y. 
To give a measure of the routing vulnerability, the surviving route graph was in- 
troduced in [lo] by Dolev et al. Given a connected graph G, a routing p, and a set 
F = V,P U EF of vertices and edges, the surviving route graph R(G, p)/F is the di- 
rected graph with set of vertices V\V$, and where a vertex x is adjacent to vertex y 
if p(x, y) does not contain any element of F. Note that if the routing is bidirectional, 
then R(G, p)/F is a graph. The diameter of R(G, p)/F gives the maximum number 
of re-routing steps needed to send a message, affected by the faulty elements of the 
set F, along a sequence of surviving routes. Hence, this diameter is a measure of 
the worst-case behavior of the faulty network. Thus, given a network, an interesting 
problem is to find routings that can tolerate many faults without increasing the diam- 
eter too much of the corresponding surviving route graph. See Bermond et al. [4] for 
a survey of known results on the diameter of the surviving route graph of different 
networks. 
A vertex c adjacent in R(G, p)/F to and from any other vertex of the surviving 
route graph will be called a (p,F)-central vertex. The existence of such a vertex is 
interesting since, in the network modeled by G, any communication from node x to 
node y could always be carried out through c with only one re-routing step. Thus, 
when (p, F)-central vertices exist, the diameter of R(G, p)/F is at most two. 
This paper studies routings in loops networks that can be modeled by double fixed- 
step graphs. The definition of this kind of graphs is given in the next section. 
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2. Optimal double fixed-step graphs 
A double jixed-step yruph G(n; a, b) has its vertices labeled with the integers modulo 
n, n 3 3, and each vertex i is adjacent to the vertices i 31 a (modn), i 31 b (modn), 
where a, b, 1 < lal, Ibl d n - 1, are different integers called the steps of G(n; a, h). A 
necessary and sufficient condition for G(n; a, b) to be connected is 9 = gcd(n, a, 6) = I. 
Indeed, if g # 1 only the vertices i that are multiple of g can be reached from vertex 
0. Otherwise, if 9 = 1, then there exists integers E, p and y such that ra + /lb + yn = 1. 
that is, aa+,llb = 1 (modn). Thus, vertex 1, and hence all vertices, can be reached from 
vertex 0. Throughout this paper it is assumed that the graph G(n; a, b) is connected. 
The graph G(n; a, b) is the Cayley graph of the cyclic group L, with respect to the 
set of generators {*a, &b}. Hence, G(n; a, b) is a vertex-transitive graph. This property 
will be used later to define a routing in a network modeled by G(n;a, b) and to study 
the vulnerability of this routing. 
Let G(n;a, 6) be a double fixed-step graph with diameter D. If all the integers 
ra+sb(modn) with Irl+ls/ <D are different, then the four vertices +a, fb(modn) are 
at distance one from vertex 0, the eight vertices f2a, +(a+ b), &(a- b), &2b (modn) 
are at distance two from vertex 0, and so on. Therefore, an upper bound for the order 
of a double fixed-step graph with diameter D is 
D 
1 +z4k=2D2+2D+ 1. 
k=l 
(1) 
A double fixed-step graph with steps a and 6, diameter D and order given by ( 1) 
will be called an optimal double jixed-step graph, and will be denoted by Go(a, b). 
The existence of optimal double fixed-step graphs has been studied in several papers 
as: Yebra et al. [22], Beivide et al. [3], Bermond et al. [5], Boesch and Wang [7], 
Morillo [ 191, and Wong and Coppersmith [20]. For instance, to obtain an optimal 
double fixed-step graph, possible choices for the steps are a = 1 and b = 20 + 1 or 
a = D and b = D + 1. In fact, GD( 1,2D + 1) is isomorphic to any optimal fixed-step 
graph G&a, b), with 4(x) =ax(modn) being an isomorphism between the graphs. 
Most of the paper deals with optimal double fixed-step graphs. In the last section, the 
extension to the non-optimal case is considered. Our study is based on the geometrical 
approach introduced in [20]; see also Fiol et al. [13], a sketch of which follows. 
Let us consider the euclidean plane divided into unit squares. Each one represents a 
vertex of the optimal double fixed-step graph Gu(a,b). Then, the vertices successively 
reached from vertex 0 can be arranged in a planar pattern, as shown in Fig. 1, where 
the edges i - i 3~ a, i - i * b are, respectively, represented by horizontal and vertical 
lines. As gcd(a, b, n) = 1, we obtain all the numbers modulo n, and the distribution of 
these numbers in the plane repeats itself periodically. Next, associate with the 0 square 
the squares with labels from 1 to IZ - 1 which are at the minimum possible distance 
from it in the graph. In this way, a tile as shown in Fig. 2 is obtained. Moreover, by the 
stated periodicity, this tile tessellates the plane (in fact, it suffices to place the 0 square 
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-a+b- b - a+b 
-2a - --a - 0 - a - 2a 
-a-b- -b - a-b 
-2b 
Fig. 1. Planar pattern corresponding to GD(a, b). 
Fig. 2. Tile associated to G3(a,b) 
of the tile over all the 0 squares of the plane). Fig. 3 shows the tile and the pe- 
riodic tessellation of the plane corresponding to the optimal double fixed-step graph 
G2(2,3) with 13 vertices. This geometrical representation makes easier the study of 
their distance-related properties. In this paper, it will be used to define fault-tolerant 
routings in networks modeled by optimal double fixed-step graphs. 
3. Coordinates of the vertices 
If vertex i of G~(a,b) is at distance k, 0 < k d D, from vertex 0, then i = ~a + 
sb(modn) with Irl + IsI = k. Let us call c(i) = (Y,s) E 2’ the coordinate vector of 
vertex i. Note that c(i) gives the coordinate of vertex i in the tile T associated to 
G&a,b). In this section a method to obtain c(i) given i is presented. Using Bezout’s 
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Fig. 3. Tessellation of the plane associated to C&(2,3) 
identity, a vector q = (Y’, s’) E Z2 such that Y’U + s’b = i (mod n) can be easily obtained. 
Let us say that q is a vector associated to vertex i. The coordinate vector c(i) is 
precisely the vector associated to i such that ]Y’] + IS’] is minimum. 
Given x=(xt,x2) E R2, let [x] stand for the integral vector ([x1], [x2]), where [z] 
denotes the nearest integer to z E R. Note that [x + m] = [x] + m for any x E R and any 
m E Z. 
Let L = {(PI, ~2) E Z2; pla + pzb = 0 (modn)} be the lattice corresponding to the 0 
squares, and let 
M= 
D D+l 
-D-l D 
be the integral matrix whose rows are the vectors et [ = (D, D + 1 )] and e2 [ = (-D - 
1, D)] that generate L; see Fig. 4. That is, the points of L are of the form tA4 for any 
t E Z2. Throughout the paper we assume, without loss of generality, that the tessella- 
tion of the plane associated to G,(a,b) is as shown in Fig. 4. For if this tessellation 
were as in Fig. 5, which is the only other possibility, then we could reason on the 
graph GD(CZ, -b), isomorphic to Go(a, b), that already has an associated tessellation as 
in Fig. 4. For instance, the tessellation of the plane associated to G2(2,10) is shown 
in Fig. 6. But G2(2,10) is isomorphic to G2(2, -10) = G2(2,3), which associated tes- 
sellation is as shown in Fig. 3. 
The following result allows us to obtain c(i) from a given vector q associated to 
vertex i. 
Proposition 3.1. Let i be a vertex of’ GD(a, b). If q E Z2 is a vector associated to i, 
then c(i) = q - [qM-‘]M. 
Proof. Let q=(r’,s’) and c(i) =(Y,s). We have 
c(i)M-I = 
rD+s(D+ 1) -r(D+ l)+sD 
> 2D2+2D+1’ 2D2+2D+l ’ 
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Fig. 4. Generating vectors of lattice L. 
Fig. 5. The other possible tessellation pattern. 
Since 
IrD+s(D+I)j qIrl+Isl>D+Isl dD2fD 
and 
l--r@+ 1)f.q <(IYI+ISI)D+lrl 6D2fQ 
J. Fahrega, h4. Zaragozcii Discrete Applied Mathemarics 78 (1997) 61-74 67 
Fig. 6. 
we conclude that 
Tessellation of the plane associated to Gz(2, IO) 
rD+@+l) < 1 and -r(&- 1)fsD 1 
202+20+1 2 202+20+ I < z 
Thus. 
[c(i)MP] = (0,O). 
Now, let t’ be the integral vector t’ = q - c(i). Hence, 
(r’ - r)a + (s’ - s)b = (r’a + s’b) - (U + sb) = i - i = 0 (modn), 
(2) 
and t’ is a vector associated to vertex 0, that is, t’ f L. So t’ = tM for some t E Z2. 
Thus, qM_’ =c(i)M-’ + t and, taking Eq. (2) into account, 
[qM_‘] = [c(i)M-’ + t] = [c(i)AC’] + t = t. 
Then, c(i) = 4 - t’ = q - [qik-‘]M, and the proposition holds. q 
4. Routing in optimal double fixed-step graphs 
In this section a bidirectional and consistent routing p of shortest paths will be 
defined in Go(a,b). Given a vertex i, let r(i) and s(i) denote, respectively, the first 
and second component of the coordinate vector c(i) = (r, s) associated to i. Besides, let 
us define E(i) = 1 if r(i) 3 0 and e(i) = - 1 otherwise. Moreover, if p(x, y) = x,zt , , 
z,_ 1, y, then let p(x, y) denote the same path, but reversing the ordering of the vertices, 
y,zm_t,. ,zl,x. If the considered routing p is bidirectional, then p(x, y) = p(y,x). 
Definition 4.1. Given any two vertices x, y of Go(a,h), 
1. If s(y - x) 3 0, then 
(3) 
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where 
C up =x + c(y - x)pa(modn), b4 = ap + qb (mod n), 
2. If s(y - x) < 0, then p(x, y) = p(y,x). 
0 B P d HY -xl, 
1 B q d s(y -x). 
When s(y - x) -C 0, p(y,x) is obtained according to Eq. (3) because s(x - y) = 
- s(y - x) > 0. Thus, routing p is well-defined. Moreover, Definition 4.1 implies that 
p is bidirectional. When s(y - x) > 0, a message from vertex x to vertex y is routed 
in such a way that Ir(y - x)1 edges associated to step a are first used, followed by 
s(y -x) edges associated to step b. On the contrary, when s(y -x) < 0, messages are 
routed using first Js(y - x)1 edges associated to step b, followed by )r(y - x)1 edges 
associated to step a. 
Let 4 be an automorphism of Go(a, b). If P =ZO,ZI, . . ,z,,, is a given path in the 
graph, let us define 4(P) as the path I, &ZI ), . . . , cj(zm). Definition 4.1 takes ad- 
vantage of the vertex transitivity of G&a, b) in the following way. 
Proposition 4.2. Given any two vertices x and y, 
P(X, Y) = 4X(P(O, Y - x)), 
where $Q is the automorphism of G&a, b) such that &(a) =x + u (modn) for any 
vertex u. 
Thus, only the paths ~(0, i), for any i, are significant. In the tessellation of the plane 
associated to Go(a, b), the automorphism & corresponds to a “translation” given by 
the vector c(x). In this way, a new tessellation is obtained, where the tiles are now 
centered at vertex x. 
Let Tp be the spanning tree of Go(a, b) such that, for any vertex i, the unique path 
in Tp from vertex 0 to vertex i is precisely p(O,i). We say that T, is the basic routing 
tree of GD(u, b); see Fig. 7. The routing tree T,, centered at vertex x, is defined 
Fig. 7. Basic routing tree G. 
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analogously by considering the paths given by p from vertex x to any other vertex 
of the graph (note that To = T,). All the information about p is contained in the basic 
routing tree TP because, by the considerations given above, r, is obtained from T, 
applying the translation &. This also proves the consistency of p. Indeed, let U, L’ be 
any two vertices in the path p(x,y), for any given x,y. It is easily seen that the path 
p(u,u), given by T,, is precisely the path from u to 2: in c. 
5. Routing vulnerability 
If we consider the tessellation of the plane associated to Go(a,6), with the tiles 
centered at vertex x, then the vertices belonging to the boundary & of a tile are those 
which have degree one in T,. Hence, none of these vertices is an internal vertex of 
a path from x, or to x, given by p. Since B, is the set {x+ra+sb(modn); lrlflsl = D), 
the following proposition holds. 
Proposition 5.1. Vertex x is (p, &)-central for 
V~={x+ru+sb(modn); Irl+isI=D}. 
In a similar way, if EF is a given subset of edges which do not belong to E(c), 
then vertex x is (p,EF)-central for such E,c. We can now prove the following result. 
Theorem 5.2. For any given set V, of two vertices there exists in the graph Go(a, h) 
at least one (p, VF)-central vertex. 
Proof. We will prove the existence of a vertex c such that VF c B,, see Fig. 8. Let 
V,k = {a, u} and let us write cI = r(v - u) and /l= s(v - u), /CC + IBI < D. Without loss 
of generality it can be assumed r 2 0; otherwise let u = r(u - v) and B = s(u ~ a). 
Moreover, let us assume b 3 0, otherwise we can consider the vertices U, u in the 
graph Go(a, -b) isomorphic to Go(a,b). Besides, we can also suppose c( 3 8. If not, 
consider now the vertices U, v in the isomorphic graph Go( -6, -a). 
Suppose first that a+p is even. Let r,, = -(~l+/j)/2 and rf, = (x-p)/2, Irul, /raI 6 D. 
Since era + bb=v - u(modn), we have (Ir,l + Irvl)a + (Ir,l - lr,:j)b=v - u(modn), 
and then u + Ir,la + Ir,lb=v - Ir,la + IrL.Ib(modn). Thus, if 
c=u+ Ir,la-(D- IruI)b=v- Ir,la -- (D - Ir,,I)h(modn), 
then U, v E B,, because d(c, U) = d(c, 2;) = D. 
On the other hand, if a+p is odd, let r, = -(a+P- 1)/2 and rL. =(u-/I+ 1)/2-D. 
Thus. if 
c=u+Irula-(D-Ir,I)b=v+Ir,la+(D-lr,.I)b(modn), 
then again U, 1; E B,. Notice that r, = r(u - c) and r,. = r(v - c). 0 
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Fig. 8. Vertex c is (p, &)-central. 
As mentioned in the introduction, the existence of central vertices implies that, in 
the network modeled by G&a, b), any communication could always be carried out with 
at most one re-routing step. Thus, the diameter of R(G&a, b), p)/l$ is optimum. 
The degree of G&a, b) is four. If V, is arbitrary, it only makes sense to consider sets 
I$ with at most three elements; otherwise I$ could disconnect the graph. When 1 61 = 3 
we cannot assure the existence of a (p, &)-central vertex, but any communication in 
the network modeled by Go(a, b) can still be carried out with at most one re-routing 
step. This result is proved in the following theorem. 
Theorem 5.3. For any given set V’ with three vertices the diameter of the surviving 
route graph R(GD(a, b),p)/VF is at most 2. 
Proof. Given any two different vertices x, y, we will prove the existence of a vertex c,,, 
such that the routes p(~, cXY) and p(c,, y) do not contain any vertex of V, = {u, v, w}. 
Let c be a vertex given by Theorem 5.2 such that two of the vertices of VF, say u,v, 
belong to B,. Moreover, we can assume that w #c. Otherwise, if w = c, for one of 
the vertices in the set {c + a, c - a, c + b, c - b}, say c’, it turns out that U, v E B,! and 
w#c’. 
If the paths p(x,c) and p(c, y) do not contain vertex w, then there exists in the 
surviving route graph R(GD(a, b),p)/VF a path from x to y of length two that goes 
through c. Thus, in order to prove the theorem, we have to consider the cases in 
which w belongs to the path p(x,c) or w belongs to p(c, y). Moreover, without loss of 
generality, it can be assumed that T(C--x),s(c-x) > 0 and Y(C-x) 3 S(C-x). Otherwise, 
we can reason in the isomorphic graphs G(a, -b) or G( -6, -a). Eight possible cases 
have to be taken into account. Namely, we have to consider the four possible positions 
of y relatively to c, that is r( y - c) 2 0 or r( y - c) < 0 and s( y - c) > 0 or s( y - c) < 0, 
and the position of w in A, or A,, where A, = p(x,z,), z, =x + r(c - x)a (mod n), and 
A, =p(c,zY), zY =c+r(y - c)a(modn). We only consider the cases of w being in A, 
or A,, because the other possible positions of w in p(x, c) or p(c, y) can be reduced to 
one of the eight basic cases in G(a, -b) or G(-b, -a). Let us study one of the eight 
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cases, the others being analyzed in a similar way. So, let T(C - x) > 0, s(c - x) 3 0, 
Y(C -x) 3 S(C -x), r(_y - c) 3 0, s(y - c) > 0, and let w be in A,. 
I. Let d(x, c) <D. If s(y - c) > 0, then vertex cXY = c + b (mod n) is such that p(x, L.\-~) 
and P(c.~~, y) do not contain any vertex of V,. If s(y - c) = 0 and d(c, y) < D, then 
a solution is clearly given by the vertex c,~~ = c - h(modn). If d(c,y) = D, again 
c,~, =c-b(modn) is a solution, because y=c+Da=c,~~+b+Da=c,,-Db(modn) 
and p(x, c,~~) and p(cXY, y) do not contain any vertex of VF. 
2. Let d(x, c) = D. In this case, either cXI: = c + (D - Y(C - .~))a + s(y - c)b (mod n) or 
c,, = c + r(y - c)a + ((D + 1) - Y(C - x))b (mod n) gives a solution. The first one 
applies if (D+l)-r(c-x)>s(y-c) and the second one if (D+l)-r(c-x)<s(y-c). 
6. Extension to the non-optimal case 
In this last section we will show how the geometrical approach presented in the 
previous ones can be also applied to the non-optimal case. Now G(n; a, b) will denote 
a double fixed-step graph with steps u and b, and order n <no = 2D2 + 20 + I, D 
being the diameter of G(n;a, b). It can be proved that given D, for any II such that 
a&_1 <rr < izo, there exist a double fixed-step graph G(n; a, b) with diameter D and 
steps a = D, b = D + 1 or a = D - 1, b = D; see [3, 51. As for optimal double fixed-step 
graphs, G(n; a, b) can be represented by a tile that tessellates the plane. In order to see 
how this tile is, the following cases can be considered: 
Let 12 = no - s where 1 d s d D + 1. The tile corresponding to G(n; D, D + 1 ) is 
as shown in Fig. 9. This tile is obtained from the one associated to GD(D, D + 1) 
by deleting the s squares corresponding to the s vertices of GD(D, D + 1) with 
coordinate vectors (-i + 1, -D + i -- 1 ), 1 < i < S; see Fig. 10. 
Let now n = no - (D + 1) - S, 1 < s < D + 1. In this case the tile corresponding 
to G(n; D, D + 1) is obtained from the one associated to GD(D, D + 1) as shown in 
Fig. Il. 
If n = no - 2(D+ 1) -s, 1 < s < 20 - 3, the tile corresponding to G(n; D - 1, D) can 
be obtained from the one associated to GD- 1 (D - 1, D) by adding 20 -s - 2 squares. 
For instance, Fig. 12 shows the five squares added to the tile associated to the 
optimal double fixed-step graph G3(3,4) to obtain the tile associated to G(30; 3,4). 
Fig. 9. Tile associated to G(n; D, D + I ) with n = nn - s, 1 < s < D + 1 
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Fig. 10. Deletion of s squares, 1 < s <D + 1, from the optimal tile. 
Fig. 11. Deletion of D + 1 + s squares, 1 < s < D + 1, from the optimal tile. 
Fig. 12. Tile associated to G(30; 3,4). 
The above considerations indicate that a basic routing tree q, analogous to the one 
defined in the optimal case, can also be given in G(n; a, b); see Fig. 13. As in the 
optimal case, to obtain the shortest paths given by p from a vertex x we have to con- 
sider the routing tree c, obtained by centering T, at vertex x. Note that p, although it is 
a consistent routing, it is not necessarily bidirectional. Now, vertex x is (p,F)-central 
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Fig. 13. Basic routing tree in the non-optimal case. 
for any F c VF, where !+ is the set of vertices f‘ with degree one in & and such that 
d(f‘,x) = D. 
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