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Abstract
The huge advances in communication technologies and Micro Electrical and
Mechanical Systems (MEMS) have triggered a revolution in sensor networks. One major
application of sensor networks is in the investigation of complex and uninhabited under
water surfaces; such sensor networks are called the Underwater Wireless Sensor
Networks (UWSN). UWSN comprises of a number of sensors which are submerged in
water and one or several surface stations or a sinks at which the sensed data is collected.
In some underwater sensor applications, autonomous underwater vehicles (AUVs) could
be used. The underwater sensor nodes communicate with each other using acoustic
signals. Applications for this type of networks include oceanographic data collection,
pollution monitoring, offshore exploration and tactical surveillance applications.
The novel networking paradigm of UWSN is facing a totally different operating
environment than the ground based wireless sensor networks. This introduces new
challenges such as huge propagation delays, and limited acoustic link capacity with high
attenuation factors. These new challenges have their own impact on the design of most of
the networking layers preventing researchers from using the same layers used for other
networks. The most affected layers are the Physical, Medium Access Control (MAC),
Routing and Transport layers.
This work will introduce novel routing and MAC layers’ protocols for UWSNs.
The routing protocol will adopt the minimum spanning tree algorithm and focus on
maximizing the connectivity of the network, which means maximizing the total number
of nodes connected to the root or the sink in this case. The protocol will try also to
provide a minimum hop connection for all the nodes in the network taking into account
v

the residual energy, location information and number of children at the next hop node.
The other contribution of this work is a MAC Protocol which will incorporate the
topology information provided by the routing protocol to minimize the collisions and
energy wastage in data transmission. The MAC Protocol will also try to shorten the
queuing delays at the intermediate nodes for a message traveling from source to the sink.
A comparison will be conducted with other existing routing and MAC protocols.
The routing protocol will be tested and compared with the E-Span spanning tree
algorithm for data aggregation [1]. The MAC protocol will be compared with Park'
s
protocol proposed in [2] in terms of performance metrics like end-to-end delay and the
number of collisions. We will also explore the ability of the proposed protocols to
enhance the life span of the network.
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Chapter 1

Introduction

Recent major technological advances in related fields have opened the horizon for
numerous novel networking schemes. One of these is the revolution in sensor networks
which requires the use of advanced techniques to collect scientific data for research
purposes. Examples of these technological achievements include novel communication
modulation schemes which provide a highly reliable links to transfer data wirelessly. The
availability of low powered processing, storage units and Micro Electrical and
Mechanical Systems (MEMS) for constructing onboard sensing units are other major
advances worth mentioning [3, 4, 7-10].

1.1. Overview of Sensor Networks
Sensor network is usually composed of a number of sensor nodes deployed
densely in the area of interest. The dense deployment of the sensor nodes ensure that at
least one node is in the transmission range of another node. The position of individual
sensor nodes is not determined or specifically defined enabling remote and quick
deployment of the sensors in risk prone, inaccessible or disaster relief areas. The sensor
network has at least one sink to collect sensed data and send it to a data analysis center
from where commands can be issued to the sensing nodes.
A sensor node has sensing elements interfaced with a processing unit via an
Analog to Digital Converter (ADC). The processing unit performs the instructions stored
in a small memory unit onboard and communicates to the network using a transceiver.
Other units that can be found in the sensor node include the power, localization and
mobilizer units as shown in the following Figure 1. The transceiver in the sensor node
1

provides the ability to communicate in the sensor environment using wireless or acoustic
channels. The transceiver in the sink provides the interface between the sensor
environment and the network'
s administrator (data center) [7].

Localization
and
Mobilizer
Unit
Power +
Source -

Storage
Unit

Sensor Array

Processing
Unit

Analog to Digital Converter (ADC)

Transceiver

Figure 1: Sensor Node Architecture

The topology of a Sensor Network varies with time. The sensor network goes
through three phases during its lifetime. The first phase is called the Pre-Deployment
phase, in which the sensor nodes are still together and ready to be deployed in the area of
interest. Deployment can be done manually using humans and robots, or remotely using
airplanes. The second phase is the Post-Deployment phase which is caused by nodes'
relative movement compared to each other. Some nodes may run out of power which can
result in topology changes and affects the Post-Deployment phase. The final phase is the
Re-Deployment phase, especially when the connectivity of the network is decreasing and
there is a need for extra nodes to fill the communication gaps in the network. Adding new
nodes to the network also causes sudden changes in the network topology [7].

2

1.1.1 Differences between Sensor and Wireless Ad-Hoc Networks
In the early attempts to employ the Sensor Network in real life applications, many
Ad-Hoc network protocols were promoted to be used. But it was soon realized that
despite the same needs for self configuring and healing protocols, the Sensor Network is
very different than a wireless Ad-Hoc network in many aspects preventing Ad-Hoc
network protocols from delivering the same performance. The fact that the number of
sensor nodes can be several times the number of the nodes in wireless Ad-Hoc Network
and can be densely deployed in the field are just two differences, which can affect the
protocol requirements.
The nodes in Sensor Network are subject to failure more often than Wireless AdHoc network nodes due to environmental factors, which again precludes the use of
similar protocols as used in Wireless Ad-Hoc network. At the same time the probability
of node failures increases as the sensor node is more power constrained than the Wireless
Ad-Hoc nodes. The final point is the communication paradigm difference between the
two, where the sensor nodes are usually using the converge-cast paradigm
communication while data exchange among Ad-Hoc nodes is based on the point to point
paradigm [6].

1.1.2 Differences between Ground Based Sensor Networks (GBSN)
and Under Water Sensor Network (UWSN)
The main difference between the two networks is the communication medium
used to transfer data. GBSNs use the conventional wireless media while the UWSNs use
acoustic signals to send data.

As a result of using acoustic signals, the channel

characteristics such as the propagation delay and the bandwidth available are
3

considerably different, and hence many of the protocols in GBSNs should be redesigned
if they have to be used in UWSN.
Sensor Nodes in UWSNs are subject to mobility, except where they are fixed in a
location using anchors or buoys as required in some applications. This factor is a natural
result of deploying the nodes in a dynamic environment making them to interact with the
water currents, dispersion and shear forces. Mobility has a huge impact on the topology
of the network causing in many situations a communication gaps between the nodes or
the network portions [6].

1.1.3 Differences between Under Water Acoustic Networks (UAN) and
UWSN
UAN can be considered as the pioneer in under water networks using acoustic
signals to transfer data. The communication paradigm used in UAN is mainly the point to
point model, and this is very different than the broadcast model used in the sensor
network in general and in UWSN in particular. The number of nodes in UAN is limited
to tens of nodes which is again very different than the UWSN which has to be scalable
with, multiple hundreds of nodes, and a densely deployed network topology.
The sensing technology in UAN nodes depends on remote sensing using SONAR
signals for example, while the case is totally different in UWSNs where the nodes can not
be equipped with such expensive remote sensing unit and instead use localized sensing
units. Another difference is the mobility factor present in the UWSN which also raises
the need for a localization technique to define the location of the sensor node, while
defining the location of a node in the UAN is not a problem since the nodes are usually
static and are deployed manually which gives the network administrator an accurate idea
4

about the nodes'location [6].

1.1.4 UWSN Applications
The applications of UWSN are vast and may vary from short term to long term
applications and systems. The short term systems are usually associated with the quick
exploration tasks, for example, an investigation around ship wreckage, while the long
term system is usually used in monitoring and environmental data gathering. The
applications can be summarized as follow:
Ocean Sampling is one of the long term applications where networks of sensors
and AUVs are used to perform synoptic, cooperative adaptive sampling of the 3D coastal
ocean environment. Environmental Monitoring, is another long term example, which uses
UWSN in order to perform pollution monitoring (chemical, biological, and nuclear),
monitoring of ocean currents and winds, for improved weather forecast, detecting climate
changes, understanding and predicting the effect of human activities on marine
ecosystems, and for biological monitoring such as tracking of fishes or micro-organisms.
In disaster prevention, Sensor networks can be used to measure seismic activity from
remote locations and provide tsunami warnings to coastal areas, or study the effects of
submarine earthquakes (seaquakes). Another important long term application is the
distributed tactical surveillance system in which AUVs and fixed underwater sensors can
collaboratively monitor areas for surveillance, reconnaissance, targeting, and intrusion
detection.
Examples of short term applications include Undersea Explorations where
UWSNs can help detect underwater oilfields or reservoirs, determine routes for laying
undersea cables, and assist in exploration for valuable minerals. Assisted navigation is yet
5

another example, where Sensors can be used to identify hazards on the seabed, locate
dangerous rocks or shoals in shallow waters, mooring positions, submerged wrecks, and
to perform bathymetry profiling. The last example is mine reconnaissance in which the
simultaneous operation of multiple AUVs with acoustic and optical sensors can be used
to perform rapid environmental assessment and detect mine like objects [3, 6, 9-12].

1.1.5 Off-Line Traditional UWSN
The traditional early Under Water Sensing Systems relied on a collection of
sensor nodes deployed in the area of interest to monitor a particular phenomena or a
certain parameter. The sensor node will record the data during the mission life time
period using onboard storage unit. Finally when the mission is over, the sensor nodes will
be collected in order to recover the recorded data. In this way there is no real time
interaction between the nodes with each other or with any other off board unit in the
system.
This approach has several disadvantages, one of them is the absence of online
data accessing because the only time to access the recorded data is when the sensor nodes
are recovered, which could mean several months after the deployment. Another
disadvantage of the system is lack of online configuring, debugging and tuning tools,
which can be catastrophic as the system refinement can be done only at the end of the
mission and the nodes are recovered. Another disadvantage is the limited data storage
capability which plays a vital role in determining the life span of the system [3, 11].

1.1.6 Current On-Line UWSN Architecture
Considering the disadvantages of the off-line traditional under water sensing
6

systems, the need for online communication between the sensor nodes and the system
administrator becomes very essential. The communication link between the two will
overcome the storage limitation of the sensor node as the nodes in the on-line systems do
not record the data but send it to the sink instead. The communication link is also
important in providing the ability to reconfigure and monitor the system performance in
real time and avoiding the penalty of wasted time spent in recovering every single node
manually.
The architecture of on-line system can be identified with one of three broad
categories; Two-Dimensional Static Network, Three-Dimensional Static Network and
Three-Dimensional Static Network with Mobile AUVs. The first category of UWSNs is
very similar to the GBSNs where the sensor nodes are lying at almost the same level of
elevation as the name indicates, i.e. the sensor nodes are lying on the bottom of the ocean
or anchored to the ocean bed. The sensor nodes should be able to relay the sensed data to
the sink which is positioned either at the edge of the network or, more commonly, at the
water surface. Due to the fact that the sensor nodes are at the same elevation or depth in
water, they can communicate with each other using only horizontal links. To
communicate with the sink, the nodes can either use the same horizontal link if the sink is
at the network edge or the vertical link if the sink is floating at the ocean surface. In many
cases, researchers prefer to use special communicating units called gateways which will
be distributed evenly in the sensor network field. These gateways will be able to
communicate both ways, horizontally and vertically. In the horizontal link they will relay
the data from and to the sensor nodes while in the vertical link they will provide the
connectivity of the sensor network with the sink. Because of the gateways the design of
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the bottom ocean sensors will be simplified to communicate only in the horizontal links
as shown in Figure 2.

Figure 2: Architecture of Two-Dimensional Static UWSN [3]

The second category is the Three-Dimensional Static UWSN, where the sensor
nodes are sensing data at different levels of water depth. This category is widely used in
cases where the matter of interest can not be caught clearly using a Two-Dimensional
Static UWSN such as 3D environment sampling. As shown in Figure 3, sensor nodes can
be tied to anchors to hold them static at their relative positions. In this category, each of
the sensor nodes has to be able to communicate with other sensors using horizontal links
with sensors at the same level and vertical links with sensors in upper or lower levels. As
a result, there is no real benefit from using the under water gateways.

8

Figure 3: Architecture of Three Dimensional Static UWSN [3]

The third category, the Three-Dimensional Static with Mobility Networks, is very
similar to the Three-Dimensional Static architecture but with the presence of UAVs. In
other words, the network is composed of two parts, the static anchored under water
sensor nodes and the mobile network consisting of UAVs. UAVs are mobile nodes in the
sensor network that may have the sensing abilities as the sensor nodes. They are usually
used in enhancing data gathering in certain areas of interest, where the UAVs are
commanded to move to some areas of the network in order to increase the sensing density
and hence provide better sensing coverage in that area. They can be used also in adjusting
the connectivity of the network by filling the communication gaps in the network due to
node failure, dispersion or mobility [3, 11].
The commands issued to the UAVs have to be sent first to the UWSN where they
travel hop-by-hop till they reach the designated UAV. More clearly, the UAVs have to be
in the transmission rages of the sensor nodes and form the backbone of the network as
shown in Figure 4.
9

Figure 4: Architecture of Three Dimensional with Mobility UWSN [3]

1.2. Challenges and Limitations in UWSN
Most of the challenges identified in GBSNs were related to the hardware
constraints of the sensor node. Reducing the cost of sensor nodes was always a major
research factor so that the sensor nodes can be easily disposed after the mission is over or
when the node is out of power. Many researchers were defining a price of $2 for each
node to be an optimal price [7]. In order to achieve that price, the hardware in sensor
nodes should incorporate cheap processing and memory units yet are very energy
efficient because of the limited energy source. Such hardware will have limits on the
processing power of the node as well as the storage abilities.
Considering the UWSNs, the sensor nodes will share the same constraints of the
GBSNs which are the limited processing power, and storage capacity and the tiny energy
10

source. In addition to that, sensor nodes in UWSN have to deal with totally new
constraints imposed by the new under water environment.

1.2.1 Hardware Constraints in UWSN
In designing of the under water sensor nodes, the cost criteria should be
considered. As certain hardware units were selected due to their cheap prices in GBSNs,
same approach may not hold for UWSNs as they require special hardware [3, 11]. The
under water sensor nodes use a totally new medium of communication which is the
acoustic signal. As a result of that, using the acoustic transceivers instead of the
conventional wireless transceivers increases the price of the single sensor node. At the
same time, extra protection for the electronic components of the under water sensor node
should be provided due to the water environment which might increase the price
considerably.
The deployment of the sensor nodes in UWSNs is usually sparser than the case of
GBSNs which requires more transmission power to send data in under water
communications. In addition to that, the complex signal processing needed in acoustic
transceivers consumes more power than the traditional wireless transceivers used in
GBSNs. The sparse deployment of sensor nodes in UWSNs raises also the fact that the
techniques of spatial correlation and local data aggregation used in GBSNs might not
deliver the same efficiency expected. This is because of the less correlated sensor
readings in UWSNs as the sensor nodes are farther from each other which means more
data transmissions are required as compared to GBSNs. As a result of these three factors,
the energy constraint is expected to be more severe and critical in UWSNs as compared
to GBSNs.
11

The memory limitation is more severe in UWSNs, where under water sensor
nodes should be able to cache the sensed data for longer time durations. This is due to
mobility and dispersion factors which might cause temporal communication gaps [8].

1.2.2 Channel and physical layer constrains in UWSN
As a result of the limited propagation distance of the electromagnetic waves or the
wireless signals in under water environment, researchers were forced to use acoustic
signals instead [13]. Acoustic signals, especially in under water environment, have
multiple characteristics which bring huge challenges in designing the physical layer of
UWSNs. Acoustic signal'
s attenuation which defines the maximum propagation distance
is significantly dependent on frequency. That is long communication ranges are only
achievable with low frequency signals, because for high frequency signals the acoustic
power is easily converted to heat causing high absorption resulting in low propagation
ranges [3].
The restriction of the frequency bands available for acoustic communication
causes the physical layer to face certain classes (types) of noise dominant in these
frequency bands. These noises can be classified according to the source as man-made and
ambient noise. The man-made noise is generated by the machines used by human such as
pumps, reduction gears and various shipping activities. On the other hand, the ambient
noise is generated by hydrodynamic (movement of water including tides, currents, wind,
storms and rain), seismic and biological phenomena. Signal interference and multi-paths
might play a role in generating some destructive signals resulting in severe degradation of
the received acoustic signal which requires sophisticated noise reduction algorithms [3, 4,
6, 10, 11].
12

The band-width deliverable by the acoustic channel is dramatically dependent on
the signal propagation range. Short ranges can easily support 100 kHz bandwidth, while
long ranges can hardly assure 1 kHz bandwidth as shown in Table 1. Compared to
GBSNs, UWSNs suffer severely from limited bandwidth in the range of [10 ~ 70]
km*kbps as shown in Table 2.
Very Long
Long
Medium
Short
Very Short

Range (km)
1000
10-100
1-10
0.1-1
< 0.1

Bandwidth (kHz)
<1
2-5
10
20-50
> 100

Table 1: Available BW for different ranges in UWSN [3]
Modulation Method
16 QAM
4,8 PSK
BPSK

Bandwidth (kHz)
125
10
0.2

Data Rate (kbps)
500
20-30
0.2

Range (km)
0.06
3.5
50

Range*Rate (km*kbps)
30
70
10

Table 2: Relationship between Data Rate and Range [6]

However, the most important challenge in the physical layer design for UWSN is
the highly variable signal propagation delay [3, 4, 6, 11, 13]. This factor has resulted in
performance degradation while employing many of the existing Medium Access Control
(MAC) Protocols. An electromagnetic signal needs at most 0.33µs to travel a 100m
distance, while the underwater acoustic signal needs at least 67ms to travel the same
distance at a speed of (1.5 * 10exp3 m/s). In other words, the propagation speed for the
acoustic signal in under water environment is one fifth the magnitude of the propagation
speed for wireless electromagnetic signal. In addition to, the propagation delay for a fixed
distance is also time variant which can change due to water currents and temperature.
This also makes many of the already developed synchronization algorithms and protocols
for wireless medium to fail in under water environment.
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1.2.3 Challenges in the design of MAC layer in UWSN
MAC protocols are facing huge challenges in UWSN because of the physical
limitations of under water environment which include the limited bandwidth, high
variance and the long propagation delays. As a matter of fact, many of the protocols
based on Carrier Sense Multiple Access (CSMA), Frequency Division Multiple Access
(FDMA) and Time Division Multiple Access (TDMA) are not suitable for UWSNs[3, 8,
11, 14].
CSMA based protocols were originally designed for wired networks and later
adopted in wireless networks, where the propagation delay is negligible compared to the
transmission delay, and hence nodes are able to sense the media occupancy early.
However, the propagation delays in UWSNs are very high and can not be ignored,
increasing the media occupancy time of the electromagnetic signals, which delays carrier
sensing by other nodes resulting in the increased probability of two nodes transmitting at
the same causing a collision. One of these collision scenarios is when a node A which
already started to send data to node B, but B has not heard A'
s transmission because of
the long propagation delay and wants to send data at the same time.
FDMA is based on dividing the frequency spectrum or the available bandwidth
into several channels which are allotted to different nodes. In the case of acoustic
channel, the available bandwidth is very narrow and limited making it almost impossible
for frequency division techniques to come up with usable different channels. The fact that
the available bandwidth is dependent on the propagation range imposes more
complications. Due to these facts and with the vulnerability of FDMA systems to fading
and multi-paths problems, researchers excluded the use of FDMA in UWSNs.
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However, Code Division Multiple Access (CDMA) protocols, seems very
promising. CDMA is based on a group of orthogonal codes that can be used to modulate
different signals before sending them on the same medium using the same frequency
bands. Using the same modulation code for demodulation, the original information can be
recovered while signals modulated with other codes are considered noise. CDMA
technology has already proven itself in the field of cellular communication, but the
obstacles that it has are the complexity, the components size and the price. Dealing with
thousands of sensor nodes and distributing the modulation codes and spending the time to
design efficient orthogonal codes are some issues to be considered. Furthermore the price
of the technology and the bulky components it has is yet another issue to be considered.
As a result of all above, TDMA seems to be the most suitable technology in the
ongoing and for the near future underwater research. The main concept of TDMA is to
segment the time into frames which are repeated continuously. The frame is further
divided into slots and these slots are assigned to different users for sending their data.
Compared to FDMA, TDMA uses the whole spectrum for each user at different times,
while FDMA uses different frequency bands at the same time. However, implementing
TDMA in UWSN has a major problem of synchronizing the nodes. Because of the huge
and varying acoustic propagation delays, synchronization is very essential for a node in
order to predict when it has to send and when to receive. Implementing existing
synchronization algorithms depend on passing messages back and forth which results in
huge communication overheads. On the other hand, some synchronization algorithms
depend on time stamping messages without sending extra packets and this is the approach
to be used in UWSNs.
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1.2.4 Challenges in the design of Routing layer in UWSN
Existing routing protocols developed for the wireless Ad-Hoc and Sensor
networks can be grouped into four different categories - Proactive, Reactive, Hybrid and
Geographical. In Proactive protocols, each node in the network keeps routing information
for all other nodes. This results in huge storage overhead for the tiny sensor node if it
were to store routing entries for thousands of other nodes. Furthermore every route
changing or failure triggers a number of message exchanges to inform all other nodes
which consumes a lot of energy. Memory requirements and energy overheads are the two
main reasons, for avoiding Proactive protocols in sensor networks in general, and
UWSN, in particular [4, 8, 11].
Reactive routing protocols, on the other hand, do not keep tracks of all routes
changes in the network. Nodes maintain routing entries only for the destination nodes
with which they have active ongoing sessions. Establishing a route has to go through the
two phases: Route Discovery which uses Route Request and Route Reply messages and
Route Maintenance. Route Discovery is the process where a node is sending a route
request for a destination and intermediate nodes forward the request based on some
algorithm that targets reduced flooding. When the destination node or a node that has
knowledge of the destination node receives the route request it send a route reply. The
reply travels back to the requesting node while all intermediate nodes maintain the route
for the session duration which is called the Route Maintenance. The route message
exchange is initiated only when there is data to send and nodes do not report routes
changes unless there is an ongoing sessions.
The Reactive protocols, unlike Proactive ones, were designed for more dynamic
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networks. However, the main concern is the huge propagation delay in UWSN which
might cause long route establishment time and hence degrade the performance of the
network. On the other hand, Proactive protocols have almost zero establishment time
because every node knows the routes to all other nodes. The concept of Hybrid protocols
could be useful as a node keeps track of routes tracks for s small subset of nodes in the
network, and initiates a route discovery when it requires routes to other nodes. Hybrid
protocols can work well in dynamic wireless Ad-Hoc networks, but the energy overhead
is still an issue in GBSNs and UWSNs.
Geographical routing protocols are based on sending and forwarding data packets
based on the destination'
s location. The idea is promising for sensor networks because it
avoids the drawbacks of memory and energy overheads in Proactive protocols and route
establishment time required in Reactive protocols. The main concern in UWSN is in
finding an efficient way of locating a node other than using Global Positioning System
(GPS) where the signal can not penetrate deep in the underwater environment. As a
result, many researchers are using methods such as number of hops from a specific node
to define the location of node which seems to work.
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Chapter 2

Related Work and Literature Review

2.1. Routing Layer
As mentioned earlier, the UWSNs architecture can be classified into three
categories of Static Two Dimensional, Static Three Dimensional and Static Sensor
Networks with Mobile AUVs. The first two architecture categories are widely used in
long term applications such as ocean sampling and monitoring, while the third one is
more preferable for short term applications such as the assisted navigation and
exploration. A huge portion of the sensor nodes used in these architectures is assumed to
be fixed in location using anchors or buoys, even in the third architecture which involves
AUVs because only a small number of sensor nodes are allowed to move around in the
field while other nodes are providing the backbone communication network for them. In
other words, in most of UWSN applications and architectures the relative movement of a
sensor node compared to another one is almost zero for the short duration.
Considering these architectures, reasons for UWSNs topology to change in the
Post-Deployment phase is limited to the energy depletion of some nodes earlier than
others causing them to die. The other reason is the mobility factor, which is still present
but with softer effect since it is happening only in the third architecture category where
limited number of AUVs is used. For most purposes, the topology of the UWSN can be
considered to be stable for most of the life span of the network or the mission. Hence,
spanning tree algorithm based routing schemes are highly suitable in UWSNs [15, 16].
Spanning tree is a term used to identify a graph that spans all nodes, which are
called the vertices and the links connecting them are called edges. The graph should not
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contain cycles and should provide the routes with the least number of hops between any
node and the tree root which is the network sink in UWSNs [1]. The tree is constructed
with the formation of parent and child pair. A node B that is connected through node A,
is the child and A is the Parent. Accordingly, the root of the tree is considered the parent
for the whole network. The only disadvantage in this technique is the dependency on the
root to provide connectivity to all nodes. However, it can not be considered as a
disadvantage in UWSNs because the root is the interface with the wired network, so the
failure of this critical node will prevent the communication between sensor nodes and the
network administrator.
Another reason for using spanning tree algorithms is attributed to their abilities to
combine the advantages of the Proactive and the Reactive protocols [17]. In Proactive
protocols, the nodes do not experience initial time for route establishment as they always
maintain routing entries for all other nodes in the network. Protocols based on spanning
tree are proactive. Because if a node is able to identify the Parent it can rely all the data to
him and the Parent will send it to its Parent in turn. Besides, Spanning tree algorithms
have lower communication overheads compared to Reactive protocols. The nodes
exchange periodic configuring messages with their first hop neighbors only to select the
Parent.
The third reason for selecting the spanning tree algorithms for the routing layer is
attributed to the communication paradigms used in sensor networks. Data gathering and
issuing queries are the main communication paradigms in sensor networks [7]. In data
gathering, nodes are sending their packets up the network till they are gathered at the
sink. In issuing queries, the queries are traversing down the network from the sink to the
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targeted sensor nodes. This type of data flow can be efficiently supported by the tree
structure of the spanning tree algorithms.

2.1.1 Spanning tree in Wired Networks, Ad-Hoc and GBSNs
Spanning tree algorithms were used first in bridged networks. Spanning trees
algorithms were mainly preventing looping in the network. The backbone routers of any
network are assumed to be stable, because almost all the network users are depending on
them to provide the needed services. Highly dynamic features and abilities are only
allowed at the network edges where the users with their devices, PCs and Laptops, are
connected. The spanning tree is constructed by using special purpose packets transmitted
periodically. These packets will declare the load on the surrounding links and nodes
which identify the rank of each node. After comparing the ranks with each other, the
node with the lowest rank is assumed to be the root of the tree.
The calculation of the rank to construct the spanning tree can be achieved using a
centralized or a distributed algorithm. In the centralized algorithms such as the Kruskal
and Dijkstra, a centralized node has to collect all the links'cost, compute the ranks and
the routes and then distribute the result to the rest of the nodes.
Sensor networks have to adapt and maintain routes in a distributed fashion, hence
the centralized spanning tree algorithms may not be suitable and distributed spanning tree
algorithms were developed. All the proposed distributed spanning tree algorithms focus
on providing the network with routes constructed based on Minimum Spanning Tree
(MST) for a given network. However, the information about the loads at the links and the
nodes needs a huge number of packet exchanges back and forth between the nodes. In
addition, the calculations involved to produce ranks result in significant processing and
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memory overheads which make it unsuitable for sensor networks.
Spanning tree algorithms used in the Ad-Hoc Networks or GBSNs do not
consider the three dimensional hierarchy of the UWSNs. Sensor nodes, as explained
earlier, could be grouped into different layers with different water depth. In addition to
that, the absence of a localization system such as the GPS complicates the problem for
each node to select its Parent. The problem becomes more difficult when a sensor node
(An Orphan) is unable to connect to any Parent in the upper layer which forces him to
connect through another node at the same layer (A Bother) in order to get connected to
the network.

2.1.2 Related ideas in Routing Layer
In this section, we describe briefly some of the ideas proposed in literature that
have been used in developing our routing layer for the UWSNs

2.1.2.1

Vector-Based Forwarding Protocol (VBF)

VBF [12] uses packets to carry position information about the sender, the
destination and the forwarder, which is the node that is currently forwarding the packet.
Using the positions of the sender and the destination, any node that receives the packet
will be able to determine the forwarding direction. When a node receives the packet, it
determines whether to forward the packet or not using its position, the forwarder position
and the angle of arrival (AOA) of the signal. If the node finds itself close enough to the
forwarding path it records it position and forwards the packet, otherwise the packet is
discarded. Using this technique, the Protocol forms a Routing Pipe from the source to the
destination where all the nodes inside that Pipe should forward the packets while the
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nodes outside the Pipe discard the packets.
The protocol assumes that the sensor nodes are armed with special receivers to
compute the AOA, and are able to identify the distances and the positions in the under
water environment. However, such features are difficult to achieve in the near future as
the technology is still in the pioneering stages. On the other hand, the protocol provides
an idea to a powerful technique to identify the subset of nodes that forms the Routing
Pipe to the destination, which is in most cases the sink. As a result, our solution should be
able to identify the forwarding direction, to the sink. In this way the nodes will be able to
select their parents depending on their locations.

2.1.2.2

Multi Meshed-Tree Protocol (MMT)

The Protocol uses the concept of constructing a number of meshed trees from
different roots or origins [18]. The roots in the protocol are the network gateways, which
in UWSNs can be the sinks. The construction or the growth of the tree is limited to the
number of hops from the root and the Quality of Services (QoS) required. Obviously, as
the number of hops increases the band width supported and the QoS decreases. The
routes in the tree are defined by the Virtual IDs, which define the sequence of nodes to
reach the tree'
s root. For example if a node A, which is the root, is having the Virtual ID
of (2), then a node B may be assigned a Virtual ID of (23). This also means that node B
(23) is a child under node A (2). The same thing applies for node C that is a child under
node B which can be assigned the Virtual ID (231). Using the same procedure, a node
may acquire multiple Virtual IDs at the same time which may be under the same or
different roots or origins.
The number of hops in each route is easily reflected by the number of digits in the
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Virtual ID. As the number of hops increases the number of digits in the Virtual ID
increases also, this elevates the issue of Virtual ID size. This issue was not present in the
application for which MMT was designed for, but can be problematic in UWSNs where
the number of nodes is much higher and increases the possibility of having higher
number of hops with longer Virtual IDs. In addition to that, handling multiple Virtual IDs
at the same time can introduce more processing overhead than the sensor node can
handle. However, the protocol provides a novel mechanism to identify the routes or the
Virtual IDs with lower hops. This can be used in our solution to identify the Parents and
hence the routes with the lower number of hops.

2.1.2.3

Energy-Aware Spanning Tree Protocol (E-Span)

The E-Span goal is to cover all nodes in the network by a spanning tree that
contains no cycles and all the nodes are connected to the root via the shortest path [1].
This is targeted by all spanning tree algorithms, but the difference in E-Span is the
consideration of residual energy in the nodes while selecting the root of the tree or the
Parent in the link. The Parent or the root is responsible for coordinating the links and the
routes connected through it, hence a node selected to be a parent has to be the node with
the highest level of energy. Exchanging the information about the residual energy in the
nodes is achieved by exchange of configuration messages declaring the residual energy,
the root of the tree and the selected parent of the node.
A point worth mentioning is that the root of the formed tree is not necessarily the
sink or the gateway in the network. The root can be any normal node with the highest
energy level which may or may not find its way to the sink of the network. If we assume
that the selected root is not able to reach the sink (an isolated node), this means that all
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the nodes connected to that formed tree are not able to reach the sink either. Furthermore
the selection process of the root or the parent is totally dependent on the residual energy,
which can result in selecting a parent that doesn'
t provide the minimum hops routes to the
sink. This gives us a clear view on the solution that should account for the three
dimensional layered topology of UWSNs in order to provide the minimum hops routes.
Another consideration is to avoid selecting the isolated nodes as Parents, since selecting
them will result in decreasing the number of nodes which are able to reach the sink and
hence degrade the network performance.

2.2. MAC Layer
The MAC layer is responsible for managing and controlling the access of nodes to
the physical channel. The physical channel in UWSNs is in the acoustic frequency
domain unlike the GBSNs which uses radio frequencies. The choice of the acoustic
signals as the data carrier for packets in underwater network is because acoustic signals
outperform radio signals in underwater propagation. However the selection of the
acoustic signal brings new challenges at the MAC layer, due to propagation delay and
limited band-width [3, 4, 6, 9, 11, 13].
MAC layers are broadly categorized as contention based and scheduled
based[14]. The contention based schemes, such as CSMA, allow the nodes to compete
with others in the network in order to reserve the channel for the transmission duration.
The CSMA scheme fails in under water environment due to the huge propagation delays
that the signal suffers while sending data from one node to another. On the other hand, in
schedule based schemes, the nodes are assigned portion of the resources (frequency, time
or both) which they can use in data transmitting. FDMA, TDMA and CDMA are
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examples of this category of schemes; however, both FDMA and CDMA are not usable
in UWSNs because of the limited bandwidth and the difficulties in managing the
modulation codes for the sensor nodes respectively.
TDMA is the only scheme that is technically suited for under water sensor nodes,
but the challenge lies is synchronizing the nodes together given the high propagation
delay of the acoustic signal [3, 8, 14]. In addition, the MAC protocols should reduce
power consumption, avoid collisions, minimize queuing delays, and support the required
underwater communications paradigm. Following is a brief description on these
requirements, their causes and solutions.

2.2.1 Reducing Power Consumption
Sensor nodes are well known for their hardware and energy constraints, Hence in
the design of a successful MAC protocol energy efficiency and low overheads are
important factors. In order to do so, an analysis of the causes of energy wastage which are
collisions, overhearing, control overhead, idle listening and over-emitting is required [1921].
Collisions happen when there are two packets transmission overlap with each
other leading to distorted signals at the receiver. The receiver in this case is not able to
identify or separate the contents of the two packets and hence the collided packets will be
lost. The loss of packet is considered as energy wastage, because losing one packet will
cost the source of the collided packet to retransmit the packet again in order to recover
from the packet loss. If the MAC layer is not able to limit the number of collisions, then
the energy efficiency in the whole network will decrease and the life span of the network
will be reduced.
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Overhearing occurs when a node hears packets destined to other nodes. In this
situation, the overhearing node will not be able to use the channel since it is occupied by
an ongoing communication. On the other hand, the sender of the packet will eventually
use up more energy in packet transmissions. Obviously, limiting the transmitting power
of a packet to reach only the destination node will save energy and enhance MAC
efficiency. Achieving this goal also requires prior knowledge about the distances between
any pair of nodes in the network which means more processing overhead. Or it can be
achieved by trial and error mechanisms, which will result in time and transmissions
wastage to determine the right transmission range.
The third source of energy wastage is the control packet overhead. These packets
are required to set up communication and control certain aspects in the network, but they
do not result in any useful exchange of data. Examples of these packets are the
synchronization packets and the configuration packets. However, the transmission of
control packet is essential for the network communication, but too many of these packets
deplete the energy resources in the nodes. One of the effective solutions for this type of
energy wastage is allowing integration of data and control information in the same
packet. In this way, the packet length will be longer but the number of times to use the
transmitter and the time spent in sending the control packets separately are less.
Idle listening happens when a node is listening to an idle channel with an
intention of picking up possible packets addressed to it. The receiver'
s hardware at that
node consumes energy while sampling the channel without any reception. If the node is
able to predict the approximate reception time, it can turn the receiver on at the proper
time. Otherwise, the receiver can be kept in the sleeping mode with low power
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consumption.
The final cause of energy wastage is the Over-emitting. This happens when a
node is trying to send data to the destination, while the destination is not ready for
receiving it. The destination might be busy with other reception or the receiver may not
be turned on. However, in both cases retransmission of the packet is implied as the first
transmission is wasted.

2.2.2 Collision Avoidance
The nature of UWSN falls under the multi-hop and un-partitioned category of
networks; this implies that the probability of collisions is high and, in most cases, hidden
terminal problem will exist. Depending on the cause, collisions can be categorized as
below:

2.2.2.1

Receiver-Transmitter Collision

This type of collision happens when a node A is starting to transmit a packet
while another node’s (B) packet is still in the process of reception at A'
s receiver. In this
type of collisions the packet from B is totally lost, and the situation can be worse if A is
the only node that is able to deliver B'
s packets to the sink. The reason for this type of
collision is the absence of channel sensing before transmitting a packet, so implementing
a simple carrier sense mechanism can avoid this collision. In most protocols the node
backs-off its transmission if it senses a busy channel, while the back-off time is
considered as one of the design factors. The following Figure 5 shows the time line at the
A’s receiver for this type of collisions.
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Green: Receiving Packet from B

Red: Packet Sent by A

Time Line at A'
s Receiver
Overlap Between the Two Packets
Figure 5: Receiver-Transmitter Collision

2.2.2.2

Transmitter-Receiver Collision

This collision happens when node A is transmitting a packet while another packet
form node B is arriving at the A’s receiver. This sort of collisions cannot be avoided
through the channel sensing because the reception is happening after the transmission has
begun. Here also B’s data can not be decoded by A because of the higher power of A’s
transmission. The main reason behind such type of collisions is the high propagation
delay introduced by the acoustic signal and node B is transmitting a packet but its signal
has not arrived at A’s receiver yet. Meanwhile A is trying to send a packet after detecting
that the channel is free without knowing that there is a packet propagating towards it.
Accordingly this type of collisions as shown in Figure 6 is the cause of degraded
performance of CSMA in UWSNs.

Red: Packet Sent by A
Time Line at A'
s Receiver

Green: Receiving Packet from B
Overlap Between the Two Packets

Figure 6: Transmitter-Receiver Collision

2.2.2.3

Receiver-Receiver Collision

This type of collisions takes place where packets from nodes B and C arrive at
A’s receiver at the same time or with some overlap preventing node A from decoding B'
s
and C'
s packets. The reason for this type of collision is the hidden terminal problem,
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because neither B nor C is aware of other’s transmission. Simple channel sensing can not
solve the problem because the nodes cannot hear each other. One of the solutions was
introduced to provision collision avoidance mechanism through an exchange of small
control packets, Request To Send (RTS) and Clear To Send (CTS). This is called
Handshaking. The following Figure 7 shows the time line at A'
s receiver and the
alignment of the nodes A, B and C that caused the problem.
Green: Receiving Packet from C

Green: Receiving Packet from B

Time Line at A'
s Receiver
Overlap Between the Two Packets

B

A

C

Figure 7: Receiver-Receiver Collision

2.2.3 Minimizing Queuing Delays to support Communications.
All packets in Sensor Networks and typically in multihop wireless ad hoc
networks have to travel hop-by-hop to the destination. At each hop, the packet may have
to wait some time at the intermediate nodes till its turn which results in queuing delay.
The cause for the delay can be due to waiting for a channel to be free or, in the case of
TDMA, waiting for the assigned time slot to transmit. In other words, the assignment of
the time slots among the nodes in the network has a huge impact on the queuing delay for
packets. The transmission assignment process is called scheduling, since the nodes have
to wait for the assigned time slots for transmissions and receptions to avoid collisions.
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Scheduling not only avoids collision, but can also reduce power consumption at
the node. The node has to wakeup only at the time slots of transmission and reception,
and can go to the sleep mode and save energy otherwise. Using this technique, the nodes
will be able to eliminate the idle listening and reduce collisions which are two sources of
energy wastage as explained earlier. Following are some of the scheduling algorithms
with the calculation on the anticipated queuing delay [22]:

2.2.3.1

Fully Synchronized Pattern

In this pattern all nodes in the network wakeup at the same time slot to exchange
data. The pattern repeats itself every T seconds, as shown in Figure 8, which makes the
nodes to use only a small portion from the total period T. In some other enhancement of
the algorithm, the nodes in the network are divided into groups depending on their
locations [23]. Each group is assigned a different time slot while the nodes at the border
of each group have to wakeup at both time slots of the bordering groups.
Wakeup
Level 1

Event

Wakeup

Wakeup

Wakeup

Wakeup

Level 2
Level 3
Level 4

T

Figure 8: Fully Synchronized Wakeup Pattern

The queuing delay in this wakeup pattern is considerably long. The reason is that
the packet has only one slot time in the period T to travel one hop, and it has to wait for
the next period to travel to the next hop. Hence the total queuing delay of any packet is
dependent on the number of hops to travel from the source to the destination. The worst
case scenario is that the packet at the source is generated right after the transmission slot
30

is over, which makes the packet waits for the total period T at the source. On the other
hand, the best case scenario is that packet is generated right before the scheduled slot ,
which means that the packet does not have to wait because it will leave the source
immediately. Accordingly, the anticipated queuing delay at the source lies between these
two cases and the expected value is given by:
Qs =

T
2

As the packet arrives at the next hop node, it has to wait for the full duration T till
the node is able to transmit the packet to the next node. Hence, the queuing delay at the
intermediate nodes from the source to the destination is given by:
Qi = (h − 1) × T
Where h, is the total number of hops from the source to the destination.
Combining the two delays gives:
Qt = (h − 0.5) × T
This scheme works perfectly in the GBSNs where the propagation delay is very
small compared to the transmission delay. However, in UWSNs the huge propagation
delays make it impossible to synchronize the nodes to wakeup together for transmission
and reception. Even if the nodes can achieve the synchronized wakeup for transmission,
the reception of the packet is not instant. That means that the same slot can not be used
for transmission and reception.

2.2.3.2

Shifted Even and Odd Pattern

This pattern is used when there is the ability to divide the nodes into two types or
levels (Odd and Even) depending on their location in the network. As the packet is sent
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hop by hop from the source to the sink, it is actually changing its level from bottom to top
till it reaches the sink. In other words, the packet is elevated, for example, from level 4
(Even) to level 3 (Odd) and so on for the rest of levels. The patterns used in the Odd and
even levels are the same except one is shifted from the other by

T
as shown in Figure 9.
2

The concept of dividing the network into levels is acceptable in UWSNs where each level
represents a layer in the three dimensional topology of the network.

Wakeup
Level 1

Event

Wakeup

Wakeup

Level 2
Level 3
Level 4

T

Figure 9: Shifted Even and Odd Pattern

The same analysis as for the previous scheme applies here also, where the worst
case scenario for the queuing delay at the source is that the packet generation happened
right after the wakeup slot. The best case scenario is where the packet is generated right
before the wakeup schedule. Hence, the expected queuing delay at the source is given by:
Qs =

T
2

In this pattern in the later hops, the packet doesn’t have to wait for the entire T
duration to be sent for the next level and the queuing delay is reduced by

T
at each level.
2

As a result for this, the queuing delay at the intermediate nodes is given by:
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Qi = (h − 1) × T
Adding the two delays, at the source and in the intermediate nodes, the expected
delay is calculated as:
Qt =

(h − 1) × T

2

+

T
T
=h
2
2

As a conclusion, this pattern gives us a total reduction in the queuing delay of
2−

1
compared with the fully synchronized pattern. This means that as the number of
h

hops increases a reduction in the queuing delay by almost 2 is achieved. Similar to Fully
Synchronized Pattern this algorithm is also difficult to implement with UWSNs, because
of the tight synchronization needed between the levels which makes the huge propagation
delays a major obstacle.

2.2.3.3

Ladder Pattern

In this pattern, the nodes are still repeating the schedule every T seconds.
However, the wakeup schedules at each level or layer is staggered. In other words, the
wakeup schedule for level 4 is before or after the wakeup schedule at level 3 and so on as
shown in Figure 10.

Wakeup
Level 1

Event

Wakeup

Wakeup

Level 2
0

Level 3
T

Level 4
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Figure 10: Forward Ladder Wakeup Pattern

There are two ladders patterns depending on the staggering order of the wake up
schedules. If the wakeup schedule at the lower levels is happening before the ones in the
upper layer, the pattern is called the Forward Ladder Pattern. On the other hand, if the
wake up schedule of upper layers happens before the lower layers, it is called Backward
Ladder Pattern. Selecting one of the two types depends on the communication paradigm
in the network. Obviously, if the converge-cast is expected to be the dominant paradigm,
as in UWSNs, then the Forward Ladder Pattern is more suitable.
The queuing delay at the source is still the same as calculated in the previous two
patterns. But there is a huge reduction in the queuing delay at the intermediate nodes. The
packet now is queued for a very short duration which the time guard

τ0

between the

wakeup schedules at each level. Minimizing the guard time between the wakeup
schedules results in minimizing the total queuing delay for the packet as shown by the
expected queuing delay:
Qt = Qs + Qi =

T
+ ((h − 1) × τ 0 )
2

This pattern shares with others the difficulty of synchronizing the schedules with
each other in the underwater environment. It also introduces the short time guard slot
which makes the task of synchronizing the nodes difficult. In addition to that, the pattern
needs an easy way to find the order of the levels which is very essential in staggering the
wakeup schedules.

2.2.4 Related Ideas in the MAC Layer
This section will discuss briefly some of the proposed MAC protocols and
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investigate their suitability.

2.2.4.1

Carrier Sensing Multiple Access with Collision Avoidance

CSMA/CA
For the wireless environment, this scheme is also called the MACAW protocol.
The protocol was adapted later to suit the working environment in underwater networks
and acoustic channels. The main idea still uses the handshaking technique through
RTS/CTS/DATA sequence to ensure reliable data communication. Any source of data
has to send an RTS and wait for CTS to send the DATA packet [4, 9].
The purpose of sending RTS packet before exchanging any data is to inform all
the first hop neighbors around the sender node that it will be busy for some time duration.
In this case the neighbors around the sender will avoid interrupting the ongoing
communication during that period of time. When the receiver gets the RTS, it knows that
it is the destination and has to inform its neighbors about the incoming data in its turn.
For this purpose, the CTS packet is used by the receiver to declare the data exchange
period, and all the destination’s neighbors will keep silent for this period. In this manner,
the protocol will efficiently reduce the number of collisions especially those due to
Hidden Terminal Problem. When the destination receives the DATA packet successfully,
it replies with an ACK. Otherwise the source node will retry sending the DATA packet
again till it gets the ACK or reaches the maximum retry limit. Figure 11 shows the typical
packet sequence to send a data packet.
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Figure 11: Packet Sequence in MACAW Protocol [4]

The protocol introduces also the WAIT packet, which is used as a reply for the
RTS packet incase that the destination is busy with some other data exchange or simply
not willing to receive data at the moment. The protocol works well in wireless network
using radio frequencies but when tested for underwater networks its performance was
bad. The reason being that the protocol depends on channel sensing, which is not
effective due to the huge propagation delays in acoustic channels. However, this protocol
provides a way of avoiding collisions due to Hidden Terminal Problem. The key is to
inform the nodes around the source and the destination about the impending data
exchange.

2.2.4.2

Data Gathering MAC (DMAC)

This protocol was designed to support the predominant communications paradigm
in sensor networks which is the converge-cast [5]. The paths of these packets can be
represented as a number of tree branches originating from the sink which is the root. The
protocol is an energy aware, low latency MAC protocol for wireless sensor network. The
low energy consumption is achieved by employing scheduling techniques, where the
nodes turn on the communication circuits during the assigned time slots and turn them off
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otherwise. In other words, the protocol follows the same technique proposed by SMAC
[20, 21, 23] in order to minimize the idle listening as an energy conversation mechanism.
The low latency is achieved by using Ladder Scheduling Pattern. When the Parent is in
level 1, then all of its children are in level 2. This makes the wakeup schedule for the
parent right after the wakeup schedule for the children. The children wakeup schedule is
only one time slot in which they have to compete with each other so that only one child
will use it at a time. Figure 12 shows an example of the tree construction and the schedule
assignment for it.

Figure 12: A Data Gathering Tree and its DMAC implementation [5]

Implementing this protocol for UWSNs brings up two concerns. The first one is
collision avoidance to be implemented among the nodes at the same level. As mentioned
above, a group of nodes that share the same parent are assigned only one time slot. This
means that some sort of collision avoidance should be used when these nodes are
contending for that time slot. This scenario of having multiple children competing for the
same time slot is very likely to happen, because the events are usually triggering a
number of nodes at the same time which are very likely to be under the same parent. The
second concern is the requirement for an algorithm to define the data gathering tree with
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a mechanism to identify the parents and children. A solution for collision resolution
among the children under the same parent should be also provided.

2.2.4.3

Park’s MAC for UWSNs

The protocol provides a neat way to schedule a group of nodes and to synchronize
them locally even in the presence of long propagation delays [2]. The protocol defines a
cycle period T which is repeated over time. This cycle period can be different from one
node to another. The beginning of the cycle for each node is detected by a beacon signal
which also defines the cycle period length in seconds. In other words, the transmission
slot of any node is at the beginning of the cycle which is basically a beacon signal
announcing the cycle length. The transmission slot or the beginning of the cycle is
determined randomly and independently at each node. Once a node transmits its first
beacon signal, it continues with the announced cycle length T, which means it has to start
the next cycle after exactly T seconds as shown in Figure 13 below.
T

T
Cycle length = T seconds

Figure 13: Determination of Cycle Beginning and Length

If we assume node A is already an operating node in the network and another
node B is trying to join the network, it has to listen for the channel for some time and
collect all possible beacons in the neighborhood. Using the information about the cycle
length in the beacon signal, node B will be able to determine exactly when to wakeup to
receive from node A. In this way node B is able to synchronize with node A and schedule
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the reception slot for node A in its cycle and vise versa. Hence, there is no need for any
explicit timer and clock synchronization between any two pairs of nodes in the network
and most importantly the knowledge of the value of propagation delay is obviated. This
technique provides an accurate synchronization between any pair of nodes since the
change in the propagation delay is very small in one cycle period and the clock drift at
the two nodes is also negligible. The following Figure 14 shows the synchronization
result between the two nodes A and B.

Node A'
s Schedule

Node B'
s Schedule

T

B

A

T

Reception Slot
scheduled for
Node A

Transmission
Slot scheduled
for Node B

T

B

A

A

Packet received
from Node A

T

Packet Sent and
will send again
after T seconds

T

Cycle length = T seconds
Cycle length = T seconds

Figure 14: Synchronizing Cycles and Scheduling Slots

The protocol presents further details and specifications about the transmission and
reception slots. The transmission slot contains the beacon signal with the cycle period and
the data payload followed by a Listen period. The listen period was added to
accommodate new comers to the neighborhood. As explained earlier, the new node in the
neighborhood will listen for some time to decode all the beacon signals of the existing
nodes. One the other hand, the new comer has to notify the existing nodes by sending a
‘Hello’ message after hearing from them. In this way the node will not go to sleep after
finishing the transmission of data, but will keep sniffing the channel for ‘Hello’ packets
which identify the time to wakeup in order to receive from the new comer. The Listen
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period should be at least the sum of maximum round trip propagation delay and the
maximum transmission time of beacon and data. Figure 15 shows the structure of the

DATA

Beacon signal

transmission slot.

Listen Period

Figure 15: Structure of Transmission Slot

During the reception slot, the node has to wakeup earlier than the scheduled
reception from a neighbor by (Te seconds). This can play a vital role in accommodating
for the unexpected variations in the propagation delays. And for the same reason, it will

Scheduled Reception
Slot

Tl (late)

Te (early)

wait for (Tl seconds) to avoid missing the late arrival of data as shown in Figure 16.

Figure 16: Structure of Reception Slot

In conclusion, the scheme presented in this protocol is a simple way to overcome
long propagation delays encountered with acoustic channels. However, the scheme
doesn’t accommodate for the topology and architecture for UWSNs. The queuing delay
at the intermediate node can be quite long while the communication paradigm which is
the converge-cast is not supported. In addition to that, collisions can still happen in this
protocol, especially in the receiver-receiver and transmitter-receiver categories. As a
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result, the new protocol should utilize ideas about achieving local synchronization, and at
the same time, support the communication paradigm to minimize the queuing delay and
decrease the number of collisions.
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Chapter 3

MAC/Routing Design

In this chapter, we will discuss the design factors and goals to be met in the two
new protocols. We will provide explanations on how to achieve those goals with proof of
concept on the methods and algorithms to be followed. Some examples with brief
performance comparisons will be provided to illustrate the presented ideas.

3.1.

Routing Layer Design for UWSNs

3.1.1 Routing Design Factors and Goals
The new routing protocol should be able to provide a simple way of identifying
the relative locations of nodes. Because Spanning Tree algorithms are the adopted routing
scheme, this information can be very helpful in selecting the Parents or Siblings of the
node. It can help also in determining the forwarding route to the sink and in solving some
of the connectivity problems in the network such as route looping. Another problem that
will be targeted is the Orphan node Problem. Any node that is not able to find an
appropriate parent is called an Orphan which forces the node to seek connectivity to the
network through its Siblings.
The constructed routes and tree branches should provide routes with minimum
number of hops connecting any node to the network’s sink. The number of hops can be a
criterion in selecting a Parent from a group of suitable nodes that will provide route with
minimum number of hops. Anticipating the number of hops from the sink offered by a
node is a relatively easy process that can be achieved with low communication and
energy overheads. Other criteria that the protocol should consider include the availability
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of connection, the residual energy and number of children at the prospective Parent. Any
node in the network should avoid isolated Parents, i.e. nodes that have good credentials to
be a Parent but by connecting to them the child node may not be able to reach the sink i.e.
a parent that is not connected to the sink.
The selected Parent should be the one with the highest residual energy level. The
more residual energy in a node, the higher number of packet transmission and reception
the node can handle. But at the same time, the number of nodes selecting this Parent is
high which can lead to quick depletion of energy at this node. Parent selection solely
based on residual energy can increase of connection dynamicity as the children nodes
will keep switching Parents as soon as they find another Parent with higher residual
energy. In order to solve that, a trade off between the residual energy at the parent and its
number of children should be implemented. In this way the connections in the network is
expected to be more stable while the load on the Parents is evenly distributed.

3.1.2 Nodes' Deployment in UWSNs
Sensor deployment in UWSNs is very different than the GBSNs. There are
several schemes for system deployment proposed and discussed in literature. The
application however has the heaviest impact on the selected network deployment. In
general, for UWSNs the network has to cover a large area, and in many cases, at different
depths. This means that the network architecture falls into the Three-Dimensional Static
Network category. Deploying the nodes to the selected areas can be done by ships or
airplanes depending on the application and the location of interest.
The nodes, after deployment, have to configure themselves to find the best route
to the sink and hence construct the Spanning Tree branches originating from the
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network'
s sink. The sink in UWSNs is a special node that has interfacing capabilities in
both under water and wired domains. At the wired domain, the sink is assumed to be
close to the network administrator where the collected data are processed. In UWSNs, the
sink can be placed in a ship or a small boat floating on the water'
s surface. The nodes
directly beneath the surface have to perform the forwarding task of the packets from the
nodes to the sink and vise versa. And due to the fact that the communication range can
not exceed multiples of tens of meters in acoustic channel, multi hop routing is necessary
to extend the communication to all the nodes in the network and to be able to relay
packets. The following figure shows an example of 200 nodes deployed in a (50m X
50m) field, as 3 layers in the Three-Dimensional UWSN architecture and one sink.
The Sink

Figure 17: Sensors'Deployment in UWSNs

3.1.3 Location Identification and Neighbor Categorization
Sensor nodes in UWSNs are assumed to have the ability to sense multiple
environment parameters such as temperature, PH level, sound signatures and most
importantly pressure readings. The reading of the pressure level can be used to identify
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the depth of the node in the network as given by the following equation:
Pressure P = ρ × g × h
Where: ρ is the water density.
g is the acceleration of the gravity.
h is the depth of the node in water.

This equation shows that the more the depth of the sensor node in water, the
higher the pressure reading. In this way a node can identify its relative level of depth in
the network. And by comparing these readings with other nodes in the neighborhood, the
node is able to categorize them into prospective Parents and Siblings sets. Neighboring
nodes that have lower power readings will belong in the Parents set, while nodes that
have almost the same power readings are put in the Siblings set, as shown in Figure 18.
Sink

Level 1: Low Pressure

Parents Set for Node A

A

Level 2: High Pressure

Siblings Set for Node A

Figure 18: Identifying Parets and Siblings

3.1.4 Routing Algorithms
The communication range of a node is assumed to be uniform in all directions,
which means it covers a sphere where the node is the center with a range radius
proportional to its transmission power. The channel variation is not taken into account at
this stage since the problem is more related to the physical layer. On the other hand,
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ignoring the problem will not lead to deficiency in the routing performance, because if
the channel is not reliable in certain direction for routing decisions it won'
t be reliable
also for data communication. The other important assumption is the symmetrical property
of the channel i.e. if a node A is able to hear node B, then node B can hear also node A.
Nodes are fixed in a location using anchors or buoys which means no movement
is assumed, since the adopted architecture for UWSNs is the Static Three-Dimensional
one. The architecture, as mentioned earlier, is widely used in long term applications such
as ocean sampling and environmental monitoring. However, some relative movement is
expected but it is unlikely to affect the constructed routes or the operation of the routing
algorithm.

3.1.4.1

Neighbor Sensing and Exchange of Information

All nodes in the network perform neighbor sensing and categorize them into
Parents and Siblings. The sensing is achieved by exchanging small configuration packets
announcing the IDs of the sender. Figure 19 shows the fields in a configuration packet.
The ID field has the sender'
s ID which is assumed to be unique in the network and used
to identify the nodes. The Relay ID field is the ID of the node that is used for data
relaying. The Energy Level field has the reading of the residual energy at the sender. The
Pressure Reading is the reading of the pressure sensor at the sender. The Connection
Flag shows if the sender is connected to the sink or not. The Number of Children field

which is the number of nodes that consider this node as their next hop relay to the sink.
And the final field is the Number of Hops the sender is away from the sink.
.
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ID

Relay ID
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Connection
Flag
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Children
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Hops

Figure 19: Configuration Packet's Fields

In order to minimize communications overhead, the configuration packet can be
attached to the data packets instead of sending them explicitly. In order to implement
such an idea, any node has to keep track on the last time a data packet with piggybacked
configuration message was sent. If the time difference is greater than a predefined
configuration period, an explicit configuration packet is generated and sent out. Figure 20
shows the flowchart for piggybacking configuration information on data packet.
Idle

No

Time passed
since last data +
configuration >
configuration
period

Data ready

Store current time

Ignore
Yes

Piggyback
configuration to data

Send packet

Store current time
Generate
Configuration message

Figure 20: Attaching Configuration to Data Packets

As the configuration packet will carry essential information about the sender and
the routes it provides, the interval between the configuration messages is a critical. This is
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because if the period is too short, the node’s energy is depleted faster due to increased
number of transmissions. The advantage will be a more robust network with more
reliable routes. On the other hand, choosing long interval increases the life span of
individual sensor node and the UWSNs as a whole.

3.1.4.2

A Configuration Packet Received

Upon receiving the configuration packet, a node excludes the nodes at deeper
layers from any further connection selection procedures. This is due to the fact that a
node at greater depth can be a child only, which prevents the node from relaying data on
his behalf. In this way, connection looping can be avoided. The receiver checks the
received configuration packet to see if the sender is assuming him as a relaying node or
not. If so, then the sender ID is updated in the children list. The entries of the children list
are controlled by local timers associated with them. If an entry is not updated through
configuration packets for some duration of time, it is removed. The duration of time is
usually a multiple of the configuration period. This feature is very important in case that
the child decided to change its Parent or has run out of energy. The Parent will then
remove him and decrease the number of children in his configuration messages.
If a child has selected some node as a Parent, he doesn'
t need to notify him about
that selection. The Parent will update and increment number of children he has as soon as
he gets the configuration packet from that child declaring the Relaying ID. In the same
manner, if the child decides to give up an old parent and go for another one, he doesn'
t
have to send an explicit message. The entry of that child will time out and the Parent will
remove him subsequently. In this way, the number of messages in the channel is
decreased and communication and processing overheads are reduced.
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If the configuration packet shows a pressure reading that is lower or almost the
same as the local pressure reading, the sender will be placed in either the Parents or the
Siblings set. The second step is a quick elimination of the nodes that have the connection
flag unset, which means that the sending node is unable to reach the sink and hence can
not be used for relaying data. All entries in the Parents'and the Siblings'sets are
associated with local timers. There is no need for any message transactions which results
in, reduced communication and processing overheads. An entry in the Parents'and
Siblings'list shows the ID, the number of hops of the route that the node provides, the
energy level and the number of children the node has, as shown in Figure 21.
Parents
ID

Hops

Energy

Siblings
Children

ID

Hops

Energy

Children

Figure 21: Parents'and Siblings'Sets

The following Figure 22 shows the algorithm for handling the reception of a
configuration packet.
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Figure 22: Configuration Packet Received Algorithm

3.1.4.3

Relay Node Selection Procedure

This selection algorithm relies on connecting the nodes to one of the node
belonging to the Parents'set if it is not an empty set. In the case of multiple nodes in the
Parents'set, the node with the lowest number of hops is selected as a relaying node. If
there are two or more nodes with the same number of hops, a weighting function is used
to calculate the likelihood of connection between the tied nodes. The output of the
weighting function depends on the number of children and the energy level of the nodes
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in the Parents'set as shown in the following equation:
−α * No .Children

WeightingFactor = Energy * e

Looking at the equation, one can conclude that as the number of children under a
node increases, the weighting factor takes lower values. The rate of decrement is chosen
to be exponential because an extra child costs the parent more packet transmissions and
receptions. On the other hand, lower energy has a linear effect on the probability to

Weighting Factor

connect. The three dimensional plot of the weighting function is shown in Figure 23.

Figure 23: 3D Plot of Weighting Function

The value of α is a constant reflecting the maximum number of children expected
in the network and can be defined. Small values of α are used with networks where the
number of children is expected to be high. In Figure 23, α was (0.02) and the weighting
factor variation or change is noticeable when the number of children varies from 0 to 50.
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Figure 24 shows the contour of the output of the weighting function.

Significant change in weighting
factor occurs above 25%

Figure 24: Contour Plot of Weighting Function

Roughly speaking, the value of α is inversely proportional to the maximum
number of children expected in the network.

α=

1
MAX [ No.Children]

Other examples on the plots of weighting function with different α values are
shown in Figure 25. The advantage of using the weighting function is to help balance the
network'
s load evenly between the nodes. Another advantage is to avoid the energy
depletion of some nodes earlier than others.
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Number of Children = 60

= 0.0167

= 0.0333

α

α
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Figure 25: Examples on the Weighting Function

Number of Children = 30

Number of Children = 10

= 0.1

α

In case of an empty Parents set, the node has to seek a connection through one of
the nodes in the Siblings set. The selection process starts with looking for a Sibling that
provides the minimum number of hops to reach the sink. Employing the weighting
function happens only when there are two or more nodes that provide routes to the sink
with the same number of hops, just like the case in selecting among tied Parents. The
node increments the number of hops of the route provided by the selected node by one
hop, whether the selected node is from the Parents or the Siblings set. The number of
hops is stored and announced in the next configuration packet along with the ID of the
selected node and the Connection Flag is set.
The entries in the two sets are updated when a configuration packet is received.
The algorithm is run only when the node detects a change in the entries, except for the
energy field which triggers the algorithm when the energy difference is greater than a
certain limit which decreases the processing overheads. Giving the minimum number of
hops the highest priority eliminates all the scenarios that lead to connection loops and
provides a simple solution for the Orphan nodes'situation. The algorithm is summarized
in Figure 26 below.
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Figure 26: Algorithm for Selecting a Relaying Node

3.1.4.4

Routing Layer Operation

In this section we will provide some examples on the resultant trees created by
our algorithm as proof of the correct operation of the presented routing protocol.

3.1.4.4.1 Solving the Orphan Problem
One of the critical zones in UWSNs is the highest level, because all nodes at that
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level are Orphans, except those who are directly under the sink. This is the group of
nodes that can be used to test the operation of the algorithm and ensure its ability to
provide connections through Siblings while maintaining the lowest number of hops. In
Figure 27 for example, Node A selects Node C as a relaying node rather than Node B,
because obviously Node C needs only two hops to reach the sink, the vertical connection
(Green), while Node B needs four hops.
The Orphan problem can be found also at other layers in the network. However,
the algorithm was able to construct the spanning tree with the lowest number of hops
possible. An example is shown in Figure 28, Node A chooses Node B as a relaying node
instead of Node C, because the route through Node B is shorter by one hop indicated at
the higher level.
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Figure 27: Minimum Hops Tree Construction at the Highest Level

C
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Figure 28: Minimum HopTree Construction at Lower Levels
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3.1.4.4.2 The Connection Flag
Adding the connection flag is one of the enhancements which we added to the ESpan protocol. In E-Span, a node will join the Parent that has the highest energy level
which, as mentioned earlier, can lead to routes with higher number of hops, looping
problem or routes that doesn'
t reach the sink. However, using the connection flag will
prevent any node form connecting to an isolated Parent. Forcing the nodes to seek
connectivity only through an already connected Parent will help in increasing the overall
connectivity of the network. The spanning tree constructed by the E-Span protocol is
shown in Figure 29. In the figure a group of nodes is not connected to the network and
can'
t reach the sink. The reason is, because their Parents at the higher levels are not able
to reach the sink in the first place. The figure shows the unconnected group of node in the
red dashed square and the nodes that don'
t have a relaying node are drawn as circles (o).

Figure 29: E-Span Constructed Trees

In this example, the total number of node that can reach the sink is only 169 out of
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300 nodes. This means that only 56% of the network is functional.
Figure 30 shows the effect of adding the Connection Flag during tree
construction. Here the connectivity of the network is increased to 88% where 264 nodes
are able to reach the sink out of 300. The noticeable group of nodes that were added to
the network is indicated by the green square. The group of node surrounded by the red
square is not connected to the sink and is excluded from the relaying node selection
process. The exclusion is obvious since none of the nodes is connecting to them either
from the lower or at the same levels.

More nodes added to the network

Figure 30: Effect of Connection Flag on Spanning Tree Construction

3.1.4.4.3 Load and Number of Children Balancing
When the nodes have the option to choose among different relaying nodes, they
use the energy levels and the number of children as the criteria. These criteria are
considered by the weighting function in order to balance the load evenly between the
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nodes. Figures 31 and 32 below shows the connection creation in the E-Span protocol
compared with connection balancing in our scheme. In the Figure 31 all the nodes at the
lower layer choose only two nodes from the upper level. On the other hand, Figure 32
shows that the nodes at lower layer are balancing themselves among the nodes at the
upper layer.

Before using the Weighting Function (No Load Balancing)

Figure 31: Number of Children and Load Balancing
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After using the Weighting Function (With Load Balancing)

Figure 32: Number of Children and Load Balancing

Figure 33 shows the number of children connected to each node. The X axis
represents the node'
s ID and the Y axis is the number of children connected to that ID.
The Blue line displays the number of children using the E-Span Protocol where the relay
node selection is totally dependent on the energy level only. On the other hand, the Green
line shows the number of children for each node after employing the weighting function.
The usage of the weighting function helped in distributing the network load among the
nodes as fair as possible. As an example, Node 400 had about 46 children connected, but
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using the weighting function, it now supports only 19 children. However, other nodes
have to share this load, which in this case is taken up by Node 361 which is supporting 26
children instead of a zero as per the previous distribution.

Figure 33: Load Balancing Using Weighting Function

Load balancing has no effect on the life span of the network since most of the
network'
s load is carried by nodes directly below the sink. All the nodes are sending their
packets hop by hop to the sink, while these nodes have to relay those packets on behalf of
the entire network. The relaying task cost these nodes more energy than any other node in
the network, which makes them die earlier than others. As a result of that, the life span in
the network is limited by this group of nodes, regardless of the load balancing scheme
used in the network.
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3.2. MAC Layer Design for UWSNs
3.2.1 MAC Design Factors and Goals
The proposed protocol will be based on Park'
s protocol which was explained
earlier. The new protocol will still use the same principal of achieving local
synchronization among nodes in the neighborhood. The principle relies on advertising the
time to pass, T, before a sending node sends Beacon again. This means that the receiver
has to schedule the next reception for that node after the advertised time T. Usually the
value of T is the frame length used by the node, which is the time that the node repeats its
schedule.
The new protocol considers the sources for energy waste and avoids them. The
two sources of energy waste that will be targeted are idle listening and packet collisions.
The protocol will use the concept of TDMA to access the channel. The first energy
wastage source targeted is idle listening. Every node is assigned a transmission slot to
schedule the sending of its packets, while the nodes affected by that packet are
scheduling the reception slots to receive packets. For the rest of the time in the scheduled
time slot, the node is allowed to sleep and turn the communication circuits off in order to
conserve energy wasted due to idle listening.
The MAC layer can use the information from the routing layer about the structure
of the constructed trees to further decrease the idle listening times. The information from
the routing layer helps in identifying the vital links and neighbors in the network for a
specific node. Each node has to consider only few nodes and schedule itself with the
respect of them. This subset of nodes is the children of that node and the relaying node.
The remaining nodes are considered non-vital. Reception slots scheduled for the non-vital
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nodes can be ignored to the energy used in receiving or channel listening during that slot.
The arrangement and the distribution of the transmission schedules have to take
multiple factors in consideration. The most important is the support for the network'
s
architecture, topology and communication paradigm. As explained earlier, converge-cast
is main communications paradigm in the sensor networks considered. This makes the
Ladder Patterns an option for arranging the transmission schedules in the network. The
pattern is inline with the network architecture and topology, where the children have their
transmission schedules just before the transmission schedule for the relaying nodes. The
MAC layer should be able to use the information supplied by the routing layer about the
tree structure to schedule and arrange the Ladder Pattern for the node with respect to the
relaying node'
s schedules. The benefit from using the Ladder Pattern is to decrease end to
end delay and queuing delay for the packets to reach the sink.
The new protocol presents a new idea to avoid the Hidden Terminal Problem
which is common in UWSNs. This problem results in packet collisions in the network
which decreases the overall energy efficiency. The key in solving the problem is to
consider the activity information around the source and the destination in selecting the
sending time for the data packets. In other words, the source has to know when to send a
packet for the first hop neighbor so that it doesn'
t collide with other packets from another
neighboring node. In MACAW, this was achieved through the exchange of RTS and CTS
packets which inform the neighborhood around the source and the destination
respectively about the impending data exchange. Our protocol is based on TDMA packet
multiplexing rather than the statistical multiplexing used in MACAW. Hence the
exchange of activity information can be done through the exchange of transmission and
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reception schedules instead of RTS/CTS packets. This exchange can be done by attaching
the schedules to the data packet, and hence reduce explicit control packets.

3.2.2 MAC Implementation and Design
Our goal is to enhance the performance of the protocol presented by Park. The
same concepts used in Park'
s protocol are reused here. Frame synchronization and the
prediction of a packet reception is still the same. Every node declares the time for the
next send. Upon receiving the packet, all receiving nodes can predict and schedule the
reception of that packet. Each transmission slot has a Listen Period that follows the data
transmission. In that period, the node keeps sensing the channel for Hello message from
any new node in the neighborhood in order to accommodate him.
Park'
s protocol adopts the idea of sleeping at the times when the node is neither
transmitting nor receiving. The idea has a huge impact on increasing the network'
s life
span. To illustrate the effect, a small network of five sensors was simulated. All the
sensor nodes are at one layer, or at the same depth in water as shown in Figure 34. The
transmission and the reception schedules where generated using the Park'
s Protocol
where the transmission slot is in red, and the reception slot shown in green and the
sleeping times are in Gray. The frame length used was one second as shown in Figure 35.
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Node Index

Figure 34: Five Nodes Deployment

Time

Figure 35: SchedulingUsing Park's Protocol

The simulation and testing scenario generates a sequence of 400 events as
reported by different nodes selected randomly. The sending node generates a packet and
sends it to its relaying node which sends it, in its turn, to its relaying node at the next
transmission slot possible. The more delivered events, the longer the network'
s life span
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is. The scenario was tested for a NULL MAC layer where the node is awake all the time,
against Park'
s MAC with the sleeping schedules while not transmitting or receiving as
shown in Figure 36. The Blue line represents the performance of the NULL MAC layer
which shows that the network was able to deliver about 80 events. After that all the nodes
in the network lost their connectivity to the sink. On the other hand, the Green line shows
the performance under the Park'
s protocol. The life span of the network is extended to
more than 300 events. However, before the 300th event, the network started to lose
connectivity of the nodes gradually where the first node lost its connectivity after
generating 280 events. A point worth mentioning is that the loss of connectivity in the
NULL MAC case is steeper, as the nodes are losing energy very fast due to the huge idle
listening factor.

Figure 36: Sleeping Effect on the Network's Life Span

68

3.2.2.1

Enhancing the Idle Listening Factor on Park's Protocol

In Park’s protocol, the node has to listen and schedule the reception for all its
first-hop neighbors even if the node does not consider that node as a vital node. The vital
nodes are the subset of nodes in the neighborhood that the node is more concern about
communicating with. This set of nodes gives connectivity to the network and constructs
the routing trees which include the relaying node and the children. The following
expression defines the set of relaying node, i.e. Parent or a Sibling, combined with the set
of children belongs to the set of vital nodes. This vital set is a subset of the node'
s
neighbors, and the remaining nodes in the neighborhood belong to the non-vital nodes
set.

[{Parent || Sibling} {Children}] ⊆ {Neighbors}
This classification of nodes into two sets can be obtained by the interaction
between the MAC and the Routing layer. Figure 37 shows two examples of classification
the nodes in the neighborhood into vital and non-vital sets. The first example is for Node
7 which is connected to a Parent. The node in the set of

[{29} {9,23,16}]

belong to the

vital set from the complete neighbor set of {3,19,15,13,26,30,4,16,29,8,24,23,9,28,1}. Other
nodes belong to the non-vital set which is {3,19,15,13,26,30,4,8,24,28,1}. The second
example is Node 11 which has {3,15,26,25,20,10,17,12,6,28} as its neighbors among
which

[{28} {12,17,25}] is the vital set leaving {3,15,26,20,10,6}as a non-vital set.
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Vital Sets

Whole Neighborhood

Example 2

Example 1

Figure 37: Vital and Non-Vital Sets

Figure 38 shows the two schedules of Node 7 and Node 11 using a frame length
of 30 seconds. The yellow slots are the reception slots for a node in the non-vital set.
Suppressing these slots by keeping the receiver in the sleep mode during this period by
deleting the corresponding reception schedule does not affect the connectivity of the
network. Instead it decreases the energy consumption in the network by increasing the
sleeping times.

Figure 38: Suppressing Slots by the Non-Vital Set

To illustrate the benefit of suppressing the scheduled slots from the non-vital
links, a simulation was run for 150 nodes distributed between two layers. Figure 39
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shows that suppressing the non-vital slots increased the life span of the network to more

Number of Nodes Connected to the Sink

than 750 events instead of 400 events as recorded previously.

Before suppressing non-vital slots

Events Time Line

After suppressing non-vital slots

Figure 39: Increase in Network's Connectivity After Suppressing Non-Vital Slots

The increase in the network'
s life span was mainly because of the decrease in
energy consumption by nodes in the non-vital set. In other words, suppressing the nonvital slots decreased the number of packets received by each node where most of these
packets were from nodes in the non-vital set. A point worth mentioning is that the effect
of suppressing the non-vital slots depends on the number of nodes in that set. Hence the
increase of number of nodes in the neighborhood or the increase in the node density in
the network results in more nodes in the non-vital set. These results in more non-vital
slots in a node'
s schedule which makes this scheme have greater effect on the network'
s
life span. Another factor that might increase the benefit of this scheme is the length of the
reception slot as suppressing longer non-vital slots saves energy more than suppressing
shorter ones. Finally, the node has to categorize neighboring nodes into vital and nonvital sets after some time. This is very important to keep track of the topology changes in
the neighborhood.
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3.2.2.2

Enhanced Scheduling in Park’s Protocol

In Park’s protocol the nodes select their transmission slots randomly. Each node
then listens to the channel at least for one frame duration. During that time, the nodes
collect the configuration packets from neighboring nodes and record the reception
schedules for all first hop neighbors. As a result, the only scheduling decision that a node
can make is that its transmission slot is not overlapping with any neighbor’s scheduled
reception, to avoid the receiver-transmitter collision. This type of collision can be
avoided by the channel sensing technique. However the technique doesn'
t prevent the
transmitter-receiver collision for acoustic signal because of the long propagation delays.
Not to mention the receiver-receiver collision which needs some kind of interaction
between the source and the destination to avoid it.
In addition to the collision problems, Park’s protocol does not account for the
queuing delay introduced by the randomness in selecting the transmission slots for each
node. A node A selects its transmission slot randomly without considering the
transmission schedule of its relaying node B as shown in Figure 40. The figure shows that
any packet transmitted by A has to be queued at node B for some time, in addition to
propagation delays in order to cross one hop link.
A’s schedule

Propagation Delay

Queuing delay at B

Propagation Delay

B’s schedule

Figure 40: Queuing Delay in Park's Protocol

The minimum queuing delay that could happen for one hop is zero seconds; this is
72

the case where you have the reception from node A happening exactly before the
scheduled transmission for node B.

Delay min = 0
On the other hand, the maximum queuing delay encountered by a packet will
happen when node B has its reception from node A scheduled at the beginning of its
frame. But the transmission slot for node B is scheduled at the end of the frame. This
results in packet queuing at node B for almost the entire frame duration. Hence the
maximum queuing delay is equal to the frame duration without the transmission,
reception and propagation delays.
Delay max = FrameLength − (2 * Transmission) − (2 * Pr opagation)
Figure 41 shows the extreme two cases for the queuing delay at the relaying node.
Minimum Queuing Delay
A’s schedule

B’s schedule
Maximum Queuing Delay
A’s schedule

B’s schedule

Figure 41: Minimum and Maximum Queuing Delay in Park's Protocol

Assuming that all the nodes are choosing their transmission schedules randomly,
then the queuing delay will also vary randomly between the minimum and the maximum
values. As the random value is uniformly distributed, the queuing delay is also expected
to be uniformly distributed, which makes the expected value for the queuing delay as
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given below:
E (Queuing ) =

min + max FrameLength − (2 * slot ) − (2 * Pr opagation)
=
2
2

To minimize the queuing delay at the next hop node, each node has to schedule its
transmission in such a way that the reception schedule at the relaying node is just before
its transmission slot. This is called the Ladder Pattern and is shown in Figure 42 for Node
B with Node C as child and Node A as the relaying node.
A’s schedule

B’s schedule

C’s schedule

Figure 42: The Use of Ladder Pattern to Enhance the Queuing Delay

In Figure 42, no propagation delays were taken into account and the topology is a
single chain of nodes. The situation in reality is much more complex because nodes can
have multiple children and nodes in the neighborhood can cause interference. Another
problem to be considered is when there are two nodes that want to send a packet to a
common parent at the same time. This requires efficient scheduling to minimize
collisions and also keep the queuing delay to minimum at the same time.
The ultimate goal is to design a protocol with a scheduling technique that
considers the network'
s topology and the constructed trees to minimize the queuing delay
at the relaying node. The other target is to decrease the probability of collisions especially
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caused by the Hidden Terminal problem. As mentioned earlier, resolving the collisions
caused by Hidden Terminal Problem can be achieved by regulating the channel access
around the source and the destination. The channel regulation can be done through the
exchange of schedules among the neighboring nodes. This should be followed by
rearranging the slots in those schedules in a way that prevents collisions and overlaps
between them. The exchange of schedules is accomplished by allowing the nodes to
transmit their own schedule at the beginning of their transmission slots. Figure 43 shows

Reception Slots

the packet format to be transmitted during the node'
s transmission slot.
Node ID

Start of Reception Slot

Node ID

Start of Reception Slot

Node ID

Start of Reception Slot

Node ID

Start of Reception Slot

…………………………………………………

…………………………..
My ID
Start Transmission Slot
Routing information
Frame Length
Payload

Figure 43: The Proposed Packet Format

The number of reception slots can be more than four depending on the number of
neighbor'
s that a node can hear. These slots include also the non-vital slots, because the
node has to account for them as failing to do so will increase the probability of collisions.
The Routing Information field has the routing header which is very essential in
determining the relaying node. The frame length is usually the same for all nodes at the
initialization stage. Finally the Payload has data that the node wants to send.
Figure 44 shows an example of decoding the frame with its scheduled slots in the
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packet'
s fields. Assuming that all the nodes have the same slot size, the sender'
s ID is 5
and its transmission slot begins at 1.5 from the total frame length 2. It can hear from four
neighbors (IDs 1, 2, 3, 4) with a starting reception schedule at (0.05, 0.5, 1.1, 1.8)
respectively.
1

0.05

2

0.5

3

1.1

4

1.8

……………………..
5

1.5

Routing information
2

1

2

0

3
1
Frame Length = 2s

Payload

4
2

Figure 44: Decoding the Schedules into the Packet's Format

Any node that wants to join the network has to first listen to the medium for at
least one complete frame in order to get the whole picture about the neighbors’ schedules
and to construct its local reception schedules. It then compares all the routing information
collected from neighbors in order to select a single node to be its relaying node. The node
then sends a Hello message to the selected relaying node and waits for a reply from the
relaying node at the next reception time. Finally, it calculates its transmission slot in a
way that the reception at the selected relaying node will be just before the relaying node'
s
transmission slot. As a result, the queuing delay is expected to drop dramatically
compared to the schedules generated by Park'
s protocol.
The calculation of the transmission slot has to take into account the locally
collected reception slots and the reception slots at the neighbors in order to avoid
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collisions. The calculation process starts with combining all the reception slots gathered
locally from the reception slots reported by the neighbors. The node then selects the
transmission slot so it doesn'
t collide with any of these combined schedules
accommodating for the maximum propagation delay possible. Figure 45 shows a scenario
where Node A chooses Node B as a relaying node. After sending a Hello message and
getting reply from Node B, Node A combines the local reception schedules and the
reception schedules received from Node B. Then, Node A realizes that it has Node C as a
Hidden Terminal and it has to account for him so it avoids the collision at Node B. At the
same time, the reception slot for Node A at Node B should be before Node B'
s
transmission slot and as close as possible to it.
Decoded Schedule for Node B at Node A
C

Locally collected schedule at Node A

B

C

B

Combining the Local and Reported Reception Slots
C

A

B

Figure 45: Combining the Local and Reported Reception Slots

Figure 46 shows the possible times to schedule the transmission slot for Node A.
Area 1 is not a good choice because the reception slot for Node A will be after the
transmission slot at Node B which increases the queuing delay and doesn'
t get any benefit
from the Ladder Pattern. Area 2 can be the perfect time to schedule the transmission slot,
but the fact that the nodes have to account for the propagation delay make it too tight for
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any schedules. Area 3 is the only choice in this case; it is not directly after Node B'
s
transmission slot as area 2 but it can account for the propagation delay.
3

2

C

B

1

X

Figure 46: Possible Times to Schedule the Transmission Slot

As a result, Node A will try to make its reception schedule at Node B directly
before the reception slot from Node C. This means that the beginning of transmission slot
should be the beginning of the reception slot from Node C minus the maximum possible
propagation delay, the transmission delay (the slot duration) and some tolerance in case
of channel variations:
BeginingTransmissionSlot = X − Max Pr opagation − Tolerance − Transmission
The final scheduling results are shown in Figure 47.
Node B'
s Schedule
A

C
Node C'
s Schedule

C
B

B
Final Node A'
s Schedule

A

B

Figure 47: Final Resultant Schedule

The importance of sending a Hello message and waiting for a reply before
scheduling any transmission slot is observed when there is another Node X close to Node
A trying to connect to Node B simultaneously. Both the Nodes A and X will select the
same time to schedule their transmission slots. This is because they are hearing the same
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schedules from almost the same neighbors. To avoid such a condition, nodes A and X
will select a random time to send the Hello message for node B. When Node B gets these
Hello messages, it forces a serialization effect on them. The first one to get through, if it
is Node A, Node B will reply at the next frame which means that one node only is
allowed to schedule the transmission slot. After that node B is able to send the reply for
the other node (Node X) which can hear Node A'
s transmission slot now and avoid
colliding with it.
Figure 48 (A) shows an example of 15 nodes network. The network consists of
three layers with Nodes 2,9,15 and 4 at the middle layer.

Figure 48: Tree Construction and Scheduling
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Figure 49 shows the resulting schedules along with the slot dependencies. As
usual, the Red slots represent the transmission slots while the reception slots are colored
Green. Obviously, none of the collisions types are present in the entire frame, even when
transmission slots were scheduled at the same time between 1 and 1.5 seconds for Nodes
8 and 9. This is because both the nodes are far enough from each other to cause any type
of collisions. It is clear from the arrangement of transmission slots that any packet
generated at any node can reach the sink in a fraction of a frame if it is the first packet to
go in the consecutive queues. The queuing delay at each node is not zero, but it was
decreased to minimum while ensuring, at the same time, no collisions are happening. As
an example, a packet generated by Node 13 has a queuing time at Node 14 which is at

Node Index

least three times the delay as a packet generated by Node 3.

Frame Length

Figure 49: Entire Frame Scheduling with no Collisions
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The same network topology was run using Park'
s Protocol which resulted in
decrease in total connectivity from 15 nodes to 12 nodes as shown in Figure 50. From the
figure Nodes 9, 3, and 13 are not able to connect to the network any more and hence can
not reach the sink.

Figure 50: Tree Construction and Scheduling Using Park's Protocol

Figure 51 shows the frame constructed by Park'
s Protocol which aids in
investigating the reason for the connectivity drop. Collisions happen with the slots that
are circled by dashed Red lines. Looking at Node 9 we see that two collisions happened
in his schedule, the first one is between the reception from Node 11 and 5 around 1.6
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seconds which prevented him from hearing both of Node 11 and hence connecting to
him. Node 5 is excluded from consideration because it is in lower level. The second
collision is between the transmissions of the node itself i.e. Node 9, and the reception
from Node 3 at 2.7 seconds. As a result, Node 9 is not able to hear Node 3 neither can
Node 3 hear him. The effect of this collision also propagates to the Nodes 2, 7, 11 and 14
around almost the same time (2.7 seconds) which explains why Node 9 and 3 didn'
t

Node Index

connect to either one of them.

Frame Length

Figure 51: Frame Scheduling Using Parl's Protocol

Another example is around the time 0.65 seconds when Nodes 1, 6 and 13 choose
their transmission around the same time. This caused a chain of collisions preventing
Nodes 7, 14, 1 and 3 from hearing Node 13 and hence becoming their Sibling.
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The collisions problem affects the connectivity of the network, and also increases
the number of hops for the constructed routes. For example, Node 6 in Figure 48 was
connected to Node 15 directly, but in Figure 50 it is connected to Node 8 instead, which
increases the number of hops to reach the sink. This happened because Node 15 is having
a collision between the receptions from Node 6 and 1 at time 0.65 which prevented Node
6 to take Node 15 as a relaying node. To illustrate the harm on the queuing delay using
Park'
s protocol, consider the case of Node 4 and 11, where Node 11 is a relaying node for
Node 4 but the reception slot from Node 4 at Node 11 happens after Node 11'
s
transmission slot. This means that if Node 4 is sending a packet, the packet has to be
queued for the next frame. The same scenario applies for the packet sent by Node 5,
because the closest transmission slot for Node 2 (the relaying node) is on next frame.
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Chapter 4

Simulation and Results

In this chapter we will present the results from a number of simulations conducted
on the proposed Routing and MAC layers and compare those results against the E-Span
and Park protocols respectively. The simulation engine was developed from the ground
up using MATLAB for all the tested protocols. MATLAB was chosen rather than other
existing simulators because of its simplicity, flexibility and scalability.

4.1. The Routing Layer
In this section we will perform comparisons between the E-Span protocol and the
proposed protocol. The parameters that will be tested are the network connectivity and
the load balancing.

4.1.1 Network Connectivity
This parameter represents the total number of nodes that can successfully reach
the network'
s sink. As this number decreases, the network'
s performance degrades. This
is because not all the sensed data are captured by the network which prevents the system
from fully satisfying the purpose it was deployed for. The test will be run for different
network sizes of 50, 150 and 500 Nodes. The node density and the transmission range
were fixed for all the simulated scenarios while the nodes'locations are generated
randomly. The comparison results are shown in the Tables 3, 4 and 5.
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Run #
1
2
3
4
5
6
7
8
9
10

E-Span Routing Protocol
24
43
37
32
20
36
39
44
45
36

Connectivity of 50 Nodes
The Proposed Protocol
42
48
46
47
45
45
47
48
49
47

Connectivity Increase
36%
10%
18%
30%
50%
18%
16%
8%
8%
22%

Table 3: Connectivity Comparison for 50 Nodes
Run #
1
2
3
4
5
6
7
8
9
10

E-Span Routing Protocol
90
107
133
137
106
3
146
136
109
140

Connectivity of 150 Nodes
The Proposed Protocol
133
138
147
148
139
84
149
148
132
149

Connectivity Increase
28.66%
20.66%
9.33%
7.33%
22%
54%
2%
8%
15.33
6%

Table 4: Connectivity Comparison for 150 Nodes
Run #
1
2
3
4
5
6
7
8
9
10

E-Span Routing Protocol
466
479
434
460
64
486
424
463
494
245

Connectivity of 500 Nodes
The Proposed Protocol
493
496
485
492
398
499
483
499
499
430

Connectivity Increase
5.4%
3.4%
10.2%
6.4%
66.8%
2.6%
11.8%
7.2%
1%
37%

Table 5: Connectivity Comparison for 500 Nodes

The connectivity increase in the proposed protocol is mainly because of including
the Connection Flag to the configuration packet. The Flag makes sure that the selected
relaying node is actually connected to the network and can reach the sink eventually. On
the other hand, the E-Span Protocol has energy level as the only condition to select the
relaying node. This usually ends up with selecting a node isolated from the network as a
relaying node. This means that the node’s locations, which are generated randomly, are
the main player in defining the network'
s connectivity. Hence the connectivity results are
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highly fluctuating.
The E-Span Protocol can provide a higher connectivity with networks where the
nodes are densely and uniformly deployed. This feature should also impact our protocol
positively since uniform deployment is difficult to achieve when the remote deployment
methods are used and dense deployment results in more nodes covering the same area of
interest.

4.1.2 Load Balancing
Load Balancing about distributing the network'
s load evenly among the nodes.
The weighting function computes the probability of connecting to a node based on its
energy level and number of children. The decrease in energy level causes a decrement in
the probability. At the same time, the increase in number of children decreases the
probability. In order to test the ability of the weighting function to load balance the
children'
s load, the variance for the number of children is measured. This means that the
lower the variance σ 2 the more distributed the load is, and vise versa. Tables 6, 7 and 8
show the variance comparison between the resultant spanning trees using the E-Span and
the proposed protocols as the network sizes are 50, 150 and 500 Nodes.
Load Balancing for 50 Nodes
Run #
1
2
3
4
5
6
7
8
9
10

σ 2 of Number of Children with
E-Span
4.44
8.15
4.51
4.82
3.31
7.71
4.04
5.69
4.00
4.59

σ 2 of Number of Children with
the Proposed Protocol
1.24
1.03
1.06
1.14
1.02
1.31
1.23
1.81
1.08
1.03

Table 6: Variance of Number of Children Comparison for 50 Nodes
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Load Balancing for 150 Nodes
Run #
1
2
3
4
5
6
7
8
9
10

σ 2 of Number of Children with
E-Span
4.35
3.95
5.65
3.76
4.51
4.81
3.54
3.99
4.26
4.00

σ 2 of Number of Children with
the Proposed Protocol
2.22
2.17
2.61
2.08
2.61
2.56
2.09
2.09
2.03
2.03

Table 7: Variance of Number of Children Comparison for 150 Nodes
Load Balancing for 500 Nodes
Run #
1
2
3
4
5
6
7
8
9
10

σ 2 of Number of Children with
E-Span
4.35
4.75
5.08
5.41
4.57
5.12
4.98
5.15
4.49
5.09

σ 2 of Number of Children with
the Proposed Protocol
3.73
3.67
4.05
3.24
3.75
3.59
3.79
3.44
3.91
3.58

Table 8: Variance of Number of Children Comparison for 500 Nodes

The increase in number of nodes in the network increases the variance of number
of children. This makes the variance values for 500 nodes the highest. The reasons being
that increase in number of nodes increases the node'
s density in the network. This means
the number of possible relaying nodes that the node can choose from is higher. As a
result, the possibility that a larger number of nodes chose a single node as a relaying node
is also higher. This makes that relaying node more likely to have higher number of
children compared to others which increases the overall variance value.
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4.2. The MAC Layer
This section will compare the performance of the Park'
s Protocols and our
proposed protocol. The energy consumption and its effect on the network'
s life span is
one of the performance parameters that will be tested. A comparison of the number of
collisions and the average queuing delay using each protocol will be tested. Finally, the
effect of using our proposed MAC on the network'
s connectivity will be investigated.

4.2.1 Effect of Energy Enhancement on Network's Life Span
The suppression of the non-vital slots has a huge effect on decreasing the total
energy consumption in the network. The decrease in energy consumption is due to
dropping the number of unnecessary packets received and number of times of switching
the transceiver circuits on and off, which extends the life span of the network
considerably. The testing scenario is for 150 Nodes'with a very small amount of energy
levels in order to speed up the simulation. Each event represents the time and energy
needed to report the sensed value by the source node to the sink. The number of events
reported in the simulation is far away from reality, since the nodes in reality are equipped
with higher energy levels to begin with.
Run #
1
2
3
4
5
6
7
8
9
10

Number of Simulated Events for 100 Nodes
Park'
s MAC Protocol
The Proposed Protocol
Life Span Increase
89
370
316%
71
177
149%
115
415
260%
123
350
185%
75
113
51%
98
309
215%
91
290
219%
91
299
229%
92
276
200%
87
257
195%

Table 9: Number of Simulated Events for 100 Nodes

Table 9 shows the number of events the network can deliver before its
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connectivity drops to zero because of energy depletion. Generally speaking, the higher
the simulated events, the longer the network'
s life span is. Obviously, our proposed
protocol has a huge impact on increasing the network'
s life span. The simulation used the
ratio 2:1 as the send to receive cost ratio. This means that the cost of sending one packet
is twice the cost of receiving the same packet. This ratio is dependent on the hardware at
the nodes. The increase in the cost of receiving makes our protocol perform even better
than Park'
s Protocol. This is because saving the energy wasted in one non-vital slot with
high receiving cost is worth more than the case when the receiving cost is low.
Other controlling factors that will make our proposed protocol performs better are
the nodes’ density and the slot duration used. The higher the nodes’ density, the higher
number of nodes in the neighborhood is. These results in higher number of suppressed
non-vital slots and more energy saved. On the other hand, the longer the duration of slot
the higher the energy consumed in that slot. As a result, suppressing those slots saves
more energy and makes our proposed protocol extend the network’s life span even more.

4.2.2 Effect of Scheduling on Number of Collisions in the Frame
Park'
s protocol allows nodes to schedule their transmission slots randomly and
independently. Collisions happen when two slots, transmission or reception, are
overlapping. The probability of collision increases with increasing the ratio of the slot
duration to the frame length. The bigger the ratio the more collisions expected in the
generated frame and schedules. On the other hand, scheduling the slots in the proposed
MAC protocol is based on exchanging information about neighboring nodes. Using that
information, the node will be able to selectively choose a slot ensuring a free collision
transmission. Table 10 shows the number of collisions encountered in a frame using
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Park'
s Protocol against the proposed MAC. Tables 11 and 12 show the number of
collisions using different values for the Slot:Frame ratio. Note that as the slot:frame ratio
increases, the number of collisions increase accordingly.
Run #
1
2
3
4
5
6
7
8
9
10

Number of Collisions Per Frame (Slot:Frame = 0.002)
Park'
s Protocol
The Proposed MAC
65
0
26
0
13
0
42
0
19
0
33
0
15
0
57
0
43
0
29
0

Table 10: Number of Collisions in a Frame with Ratio 0.002
Run #
1
2
3
4
5
6
7
8
9
10

Number of Collisions Per Frame (Slot:Frame = 0.006)
Park'
s Protocol
The Proposed MAC
55
0
86
0
104
0
125
0
63
0
77
0
98
0
94
0
102
0
99
0

Table 11: Number of Collisions in a Frame with Ratio 0.006
Run #
1
2
3
4
5
6
7
8
9
10

Number of Collisions Per Frame (Slot:Frame = 0.01)
Park'
s Protocol
The Proposed MAC
241
0
116
0
169
0
120
0
197
0
161
0
218
0
158
0
119
0
210
0

Table 12: Number of Collisions in a Frame with Ratio 0.01

4.2.3 Effect of Scheduling on Average Queuing Delay per Hop
As discussed earlier, the random selection of scheduling the transmission slot
results in long queuing delays. The average of per hop queuing delay using Park'
s
protocol is about half the frame length. In this way, if Park'
s protocol uses longer frame
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lengths in order to decrease number of collisions in a frame, the packets will face more
queuing delays. In our proposed MAC protocol, the queuing delay is cut to minimum by
trying to schedule nodes with regard to their relaying nodes. Table 13 shows the queuing
delay per hop in a network with 150 nodes and frame length of 15 seconds.
Run #
1
2
3
4
5
6
7
8
9
10

Queuing Delay per Hop with Frame of 15 s
Park'
s Protocol
The Proposed MAC
6.17
0.83
8.05
0.74
6.94
0.56
8.69
0.70
5.63
0.60
7.10
0.66
6.86
0.60
7.45
0.51
8.52
0.66
7.99
0.68

Table 13: Queuing Delay per Hop with Frame of 15 s

Tables 14 and 15 shows the queuing delay per hop using 30 and 60 seconds frame
length respectively. Unlike Park'
s protocol, the queuing delay using the proposed MAC
protocol is not affected by the frame length in use, because the staggering of transmission
slots is depending on the selected relaying node only.
Run #
1
2
3
4
5
6
7
8
9
10

Queuing Delay per Hop with Frame of 30 s
Park'
s Protocol
The Proposed MAC
15.94
0.89
12.93
0.65
16.29
0.75
13.28
0.73
14.99
0.79
13.47
0.76
17.83
0.74
15.82
0.77
16.89
0.58
15.19
0.91

Table 14: Queuing Delay per Hop with Frame of 30 s
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Run #
1
2
3
4
5
6
7
8
9
10

Queuing Delay per Hop with Frame of 60 s
Park'
s Protocol
The Proposed MAC
30.02
0.90
33.93
0.76
33.00
0.67
25.94
0.63
32.52
0.75
27.56
0.71
27.98
0.81
33.74
0.78
28.27
0.79
33.95
0.64

Table 15: Queuing Delay per Hop with Frame of 60 s

4.2.4 Effect of Scheduling on Network's Connectivity
The number of nodes that can reach the sink decreases as the number of collisions
in the network increases. This is because some nodes are not able to hear certain nodes
due to collisions. This results in hiding these nodes from its neighbors which can be the
only hope for them to get connectivity. As a conclusion, the lower number of collisions in
the network the higher number of nodes hearing each other which means better
connectivity. Our proposed MAC layer showed ability in decreasing number of collisions
in the schedules, so the connectivity is expected to improve using it. The simulation was
run using the proposed routing protocol for 50, 150 and 500 nodes as shown in Tables 16,
17 and 18 respectively. The enhancement is small, but it can be huge in some scenarios.
An example of these scenarios is where a whole portion of the network is depending on
one node only, and that node can'
t get connected because of collisions.
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Run #
1
2
3
4
5
6
7
8
9
10

Park'
s Protocol
49
47
44
48
46
48
49
46
49
48

Connectivity of 50 Nodes
The Proposed MAC Protocol
50
50
46
49
49
50
50
47
50
49

Table 16: Connectivity Enhancement for 50 Nodes
Run #
1
2
3
4
5
6
7
8
9
10

Park'
s Protocol
141
149
148
147
147
146
147
140
144
126

Connectivity of 150 Nodes
The Proposed MAC Protocol
150
150
150
150
150
150
149
144
149
150

Table 17: Connectivity Enhancement for 150 Nodes
Run #
1
2
3
4
5
6
7
8
9
10

Park'
s Protocol
480
495
499
498
487
494
498
477
493
473

Connectivity of 500 Nodes
The Proposed MAC Protocol
497
500
500
500
496
500
499
492
498
489

Table 18: Connectivity Enhancement for 500 Nodes
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Chapter 5

Conclusion and Future Work

This work targeted the implementation of routing and MAC layers in UWSNs.
The design requirements were imposed mainly because of the different working
environment of UWSNs. The routing layer adopted spanning tree algorithms to construct
routes with minimum number of hops. Categorizing nodes into parents and Siblings is
based on the node’s depth. Children use weighting function to choose among tied parents.
Orphan nodes, on the other hand, have to seek connectivity through their Siblings. Nodes
are not allowed to connect to other isolated nodes in the network. This has a significant
impact on increasing the network’s connectivity compared to the E-Span protocol [1].
The MAC layer was designed to deal with long propagation delays without
relaying on explicit synchronization overheads. Our protocol was able to enhance the
queuing delay at the intermediate nodes compared to Park’s protocol [2] by adopting the
ladder pattern in scheduling nodes’ transmission slots. Collisions probability was
decreased to minimum using information extracted from neighbors sensing. As a result,
the network’s connectivity increased in many cases. Suppressing non-vital reception slot
was one of the features that extended the network’s life span considerably. Defining the
non-vital reception slots was achieved by some inputs from the routing layer.
The work was based on the assumption that UWSNs has only a single sink to
interface with the wired domain. However, using multiple sinks in UWSNs can increase
the connectivity of the network and increase number of trees that will be constructed.
Future work should consider the effect of using multiple sinks on the network'
s life span,
connectivity and if it has other effects on the routing or MAC layers. The selection
procedure assumed that connecting a node to one of the nodes in the Parents'set is
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preferred more. It can be a valid research point that anode might consider its Siblings
with the same preference as parents. This technique can be judged according to the
changes that can provide on the networks'connectivity, life span and number of hops in
the constructed routes.
The effect of load balancing using weighting function was not tested intensively.
It was mentioned that weighting function is expected to decrease the network dynamicity.
Network dynamicity is a term referring to the number of times that a node switches its
relaying node over time. As the node consider energy level and number of children at the
relaying node, preliminary results showed that the likelihood of changing the relaying
node over time decreases. This is because not using the weighting function makes all
nodes in the neighborhood to select the node with the highest energy level. As the energy
level of that node decreases, all its children switch their relaying node to the node with
the next highest energy level as their relaying node.
Load balancing might have a slight effect on the queuing delay at the intermediate
nodes. The queuing delay is controlled by the fact that a node can not schedule its
transmission after its relaying node transmission. As too many nodes selecting one
relaying node when not using the load balancing, the queuing delay is expected to be
higher than the case of using load balancing. This is because load balancing results in
forcing the nodes to select different relaying nodes preventing them to stack their
schedules before one single slot. The concept needs more investigations and analysis of
possibilities of promoting extra nodes to be relaying nodes in order to decrease the
queuing delay.
A research should be conducted on the relationship between the number of nodes

95

in a unit volume to the minimum frame length should be used. As the density of nodes
increases, the dependency of nodes’ schedules on each other increases due to the collision
avoidance algorithm implemented. This means that the possibility of filling the entire
frame with transmission slots leaving other nodes with not enough room for their
transmission slot is significantly high. Scheduling these left over nodes randomly
increases the number of collisions in the frame. The appropriate solution is to come up
with common understanding between the nodes in order to extend the frame length so
that it fits all nodes in the neighborhood.
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Appendix A
It includes the MATLAB code used for the simulation purposes; please see the
CD for more details.
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