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Abstract Ice shelves in the Amundsen Sea Embayment have thinned, accelerating the seaward ﬂow of
ice sheets upstream over recent decades. This imbalance is caused by an increase in the ocean-driven melt-
ing of the ice shelves. Observations and models show that the ocean heat content reaching the ice shelves
is sensitive to the depth of thermocline, which separates the cool, fresh surface waters from warm, salty
waters. Yet the processes controlling the variability of thermocline depth remain poorly constrained. Here
we quantify the oceanic conditions and ocean-driven melting of Cosgrove, Pine Island Glacier (PIG),
Thwaites, Crosson, and Dotson ice shelves in the Amundsen Sea Embayment from 1991 to 2014 using a
general circulation model. Ice-shelf melting is coupled to variability in the wind ﬁeld and the sea-ice
motions over the continental shelf break and associated onshore advection of warm waters in deep
troughs. The layer of warm, salty waters at the calving front of PIG and Thwaites is thicker in austral spring
(June–October) than in austral summer (December–March), whereas the seasonal cycle at the calving front
of Dotson is reversed. Furthermore, the ocean-driven melting in PIG is enhanced by an asymmetric response
to changes in ocean heat transport anomalies at the continental shelf break: melting responds more rapidly
to increases in ocean heat transport than to decreases. This asymmetry is caused by the inland deepening
of bathymetry and the glacial meltwater circulation around the ice shelf.
1. Introduction
Ice shelves (the ﬂoating extensions of grounded ice sheets) are at the forefront of ice sheet-ocean interac-
tions in Antarctica, mediating the release of grounded ice to the ocean. Unsteady ocean-driven melting of
the ice shelves reduces the restraint on the ﬂow of grounded ice sheets upstream (Gudmundsson, 2013;
Schoof, 2007) and structurally weakens the ice shelves by carving channels into their undersides (Alley
et al., 2016; Dutrieux et al., 2013; Gladish et al., 2012; Millgate et al., 2013; Rignot & Steffen, 2008), leading to
an increase in discharge of the grounded ice into the ocean. This implies that the state of individual ice
shelves has an ability to alter the evolution of the Antarctic ice sheet as a whole and therefore underpins
our prediction of sea level rise (Rye et al., 2014), the ocean freshwater budget (Jacobs et al., 2002), and the
rate of global deepwater ventilation (Purkey & Johnson, 2012).
The Amundsen Sea Embayment hosts many of the most rapidly thinning ice shelves in Antarctica (Paolo
et al., 2015; Pritchard et al., 2012). In particular, Pine Island Glacier (PIG) and its neighboring Thwaites Glacier
have been highlighted as major drainage pathways for the West Antarctic Ice Sheet. The rapid thinning of
the ice shelves is almost certainly due to an unsteady ocean-driven melting (Payne et al., 2004; Shepherd
et al., 2004). The heat that fuels the unsteady melting resides in slightly modiﬁed Circumpolar Deep Water
(CDW) on the continental shelf in the Amundsen Sea (Dutrieux et al., 2014; Jacobs et al., 1996, 2011;
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Walker et al., 2007). The CDW is a few degrees above the in situ freezing point, and increasing the rate of
intrusion of this water mass into the sub-ice-shelf cavity gives rise to rapid ocean-driven melting of PIG (Jen-
kins et al., 2010).
In response to this increased melting, PIG and Thwaites will gradually lose mass, potentially leading to an
irreversible collapse of the West Antarctic Ice Sheet (Favier et al., 2014; Joughin et al., 2014). A key uncer-
tainty that hinders the prediction of such a collapse lies in ice-ocean interactions within the current century.
Despite this importance, our knowledge of interannual oceanic variability and its link to the ice-shelf melt-
ing in the Amundsen Sea Embayment is limited to intermittent summer-months observations starting from
1994 (Dutrieux et al., 2014; Jacobs et al., 1996, 2011) and continuous mooring records of only 2–5 years (Ass-
mann et al., 2013; Wåhlin et al., 2013; Webber et al., 2017).
We assess the interannual variability of ice-shelf melting and its connection to the regional ocean circulation
in the Amundsen Sea with an eddy-permitting ocean model forced with two different sets of atmospheric
boundary conditions (ERA-Interim and RACMO2.3) from 1991 to 2014. Our goal is to expand our under-
standing of the processes that regulate interannual variability of ice-shelf melting in the Amundsen Sea
Embayment over recent decades and to provide a broader context for the interpretation of modeling and
observational estimates of the ice-shelf melting. The model conﬁguration is described in section 2. Section
3 presents the climatology of the model results. The model’s seasonal cycle and interannual variability of
the onshore heat transport and ice-shelf melting are described in sections 4 and 5. Section 6 discusses the
effects of the atmospheric forcing on the onshore heat transport. Finally, our discussion and conclusions are
summarized in sections 7 and 8.
2. Methodology
We employ revision c62r of the Massachusetts Institute of Technology general circulation model (MITgcm;
http://mitgcm.org) adapted to include sub-ice-shelf cavities (Losch, 2008) and coupled with a sea-ice model
based on a viscous-plastic rheology (Losch et al., 2010). The ocean component of the model solves the
rotating hydrostatic Boussinesq equations and advection-diffusion equations for temperature and salinity
on a generalized curvilinear grid using an Arakawa C-grid ﬁnite-volume method and z levels in the vertical
(Marshall et al., 1997). All the prognostic variables are solved with the horizontal resolution of 0.18 in longi-
tude, producing approximately square cells ranging from 2.8 km on each side at the southern end of the
domain to 5.2 km at the northern end of the domain. The vertical component is discretized into 50 verti-
cal levels ranging from 10 m resolution near the top to 200 m near the bottom. The steplike representations
of seabed and ice-shelf topography are alleviated by the use of partial cells outlined in Adcroft et al. (1997).
The model domain covers the Amundsen Sea Embayment between 75.58S and 628S and 1408W and 808W,
which includes eight ice shelves (Getz, Dotson, Crosson, Thwaites, PIG, Cosgrove, Abbot, and Venable ice
shelves; Figure 1). There is no explicit horizontal diffusion for temperature and salinity ﬁelds, and vertical dif-
fusion is parameterized using the K-proﬁle parameterization (KPP) scheme (Large et al., 1994). The equation
of state is represented using an algorithm described in McDougall et al. (2003). The volume fractions of
freshwater sources in the model (precipitation, evaporation, surface runoff, glacial meltwater, and sea-ice
salt ﬂux) are tracked as passive tracers (Regan et al., 2017).
Initial conditions for ocean temperature and salinity are constructed by interpolating the World Ocean Atlas
onto the model grid, and seabed and ice-shelf topography are derived from the global 1 min Reﬁned
Topography data set (RTOPO; Timmermann et al., 2010). Steady climatological conditions for velocity, tem-
perature, and salinity from the Southern Ocean model described in Holland et al. (2014) are applied at the
northern, western, and eastern boundaries. The model starts by applying the atmospheric forcing in January
1991 and ends in December 2014. The propagations of temperature signals from the continental shelf break
to the calving front at the beginning of the simulation take about 1 year. The regional spin-up is effectively
done after 1 year, and we regard the model as being spun up after 1994. The effects of the atmospheric sea-
sonal cycle are present during the spin-up period (1991–1994), so we do not exclude the spin-up period for
analyzing the modeled seasonal cycle and interannual variabilities.
We use two sets of atmospheric forcing conditions, ERA-Interim and RACMO2.3. The atmospheric forcing
variables consist of zonal and meridional 10 m winds, 2 m air temperature and speciﬁc humidity, downward
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shortwave and longwave radiation, and precipitation. These forcing ﬁelds from ERA-Interim or RACMO2.3
are applied on the surface of the ocean model using 6-hourly ﬁelds.
ERA-Interim is a global atmospheric reanalysis from 1979 to the present developed at the European Centre
for Medium-Range Weather Forecasts (ECMWF) at a resolution of 0.758 in both longitude and latitude (Dee
et al., 2011). ERA-Interim is the most reliable reanalysis out of ﬁve different reanalysis data sets over three
decades spanning 1979–2008 when veriﬁed over Antarctica against independent surface and midtropo-
spheric pressure and temperature observations (Bracegirdle & Marshall, 2012). RACMO2.3 is a regional
atmospheric climate model adapted for use over the Antarctic continent and is forced by ERA-Interim rean-
alyses at its lateral boundaries. RACMO2.3 is hydrostatic and is run at a relatively high horizontal resolution
of 27 km and a vertical resolution of 40 levels (Van Wessem et al., 2014). The interior of the domain is not
constrained toward observations and therefore allowed to evolve freely. The higher resolution in RACMO2.3
(27 km versus 80 km) has a better representation of the coastline, and we expect RACMO2.3 to capture
the atmospheric variability near the calving front of ice shelves.
3. Overview
The Amundsen Sea Embayment is characterized by relatively warm, salty water offshore of the continental
slope with cooler and fresher water residing over the continental shelf (Dutrieux et al., 2014; Jacobs et al.,
1996). The continental shelf acts as a topographic barrier for delivering warm water to ﬂoating ice shelves.
Any signiﬁcant topographic depressions in the continental shelf break or climatic forcing that changes the
height of the warmest water will affect the transport of heat onto the shelf. The modeled ocean circulation
is broadly consistent with the observations. The observations indicate the onshore deﬂection of an eastward
undercurrent along the continental shelf at the PITW trough, which connects the continental shelf break
and ice shelves (Assmann et al., 2013; Walker et al., 2013). These deep trough-guided onshore inﬂows of the
warm waters, a few degrees above freezing point, are captured in the model within all the Amundsen Sea
troughs (Figure 2a).
We compare the climatological melt rates to the previous modeling studies and observations. The modeled
melt rates are often expressed by the ice thickness change per year (m yr21), whereas the unit of gigatons
of ice loss per year (Gt yr21) is commonly used in the observations. Converting the unit from m yr21 to
Figure 1. A map of the bathymetry in a portion of the model domain. The names of bathymetric troughs are Abbot-
Cosgrove (AC), Pine Island-Thwaites East (PITE), Pine Island-Thwaites West (PITW), and Dotson-Getz trough (DG) as in
Smith et al. (2014). The shaded areas along the continental shelf break indicate the regions over the DG and PITW/PITE
troughs used to derive mean wind ﬁeld in Figures 6a and 6b. The shaded areas along the coastline show the Dotson calv-
ing front, box A, and PIG/Thwaites calving fronts, box B. The region enclosed by the green lines indicates Pine Island Bay.
The three red lines indicate the transect lines used for Hovm€oller plots in Figures 7b–7d.
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Gt yr21 requires a precise knowledge of the ice-shelf geometry used in the model, which we do not have
for the previous model studies. Our melt rates in m yr21 are compared with the previous modeling studies,
and our melt rates are converted to Gt yr21 for comparisons with the observations (Table 1). We also list the
ice-shelf area used in our model in Table 1. Climatological melt rates differ considerably among the eight
ice shelves. The RACMO2.3 simulation has slightly higher climatological melt rates than the ERA-Interim sim-
ulation, with less variability in all the ice shelves. Three of the fastest melting ice shelves in our model are
Cosgrove, PIG, and Thwaites, where deep warm waters penetrate inside the ice-shelf cavities (Figure 2a).
While many model results show that PIG and Thwaites are the two fastest melting ice shelves, the differ-
ences among the models are large. This is somewhat expected due to the different modeled years, resolu-
tions, model formulations, atmospheric forcing, and domain geometry. Our modeled melt rates compare
well with the results of St-Laurent et al. (2015) except in Crosson, where it is 5 times higher than our results.
The model of St-Laurent et al. (2015) derives the domain geometry from IBCSO (Arndt et al., 2013) and
BEDMAP-2 (Fretwell et al., 2013), and their bathymetry along the western side of Crosson is deeper than our
RTOPO derived bathymetry. The Crosson ice-shelf cavity in the model of St-Laurent et al. (2015) has a better
access to the warm deep waters than our model, which gives rise to the higher melting in Crosson. Our
modeled PIG melt rates of 14–17 m yr21 are in the similar range to St-Laurent et al. (2015; 15 m yr21) but
higher than Nakayama et al. (2014; 6.6 m yr21) and lower than Schodlok et al. (2012; 28.3 m yr21).
Figure 2. (a) Climatology of temperature above freezing averaged below 447.5 m (color scale) and horizontal velocity vec-
tors at 447.5 m (arrows, plotted every four grid points) from ERA-Interim forced simulation. The white contours indicate
the regions with the climatological sea-ice concentration higher than 0.75. (b) The climatological heat convergence terms
from ERA-Interim and RACMO2.3 forced simulations. The darker portions of the bar chart indicate the heat convergence
below 447.5 m.
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Our PIG melt rates are within the range of the observed melt rates, but the ice-shelf melt rates near the lat-
eral boundaries of the model (Getz and Venerable) tend to be higher than the observations. While represen-
tations of ice-shelf cavity geometry are important in determining the circulation beneath the ice shelves
and the melt rates (e.g., De Rydt et al., 2014; Holland et al., 2008), the ice-shelf cavity geometries are not
well constrained due to a lack of observations. An important exception is PIG, where the geometry of the
ice-shelf cavity is interpolated from the data acquired by sending an autonomous underwater vehicle
beneath the ice shelf (Jenkins et al., 2010). It may be possible to modify the parameters controlling ice/
ocean exchanges to better match observed melt rate (e.g., Jourdain et al., 2017), but such an exercise is
inherently perilous and would not guarantee a better representation of the melt sensitivity to ocean proper-
ties. To investigate what drives changes in ocean heat content available to melt the ice, we assume hereaf-
ter that a perfect representation of melt rates is not necessary.
The climatological heat convergence (normalized by the in situ freezing temperature) from the ERA-Interim
and RACMO2.3 forced simulations is very similar (Figure 2b). The heat convergence is deﬁned as a time rate
of change in thermal driving, @@t qCpðT2Tf Þ
 
, where q and Cp are density and speciﬁc heat capacity of sea-
water. The variables T and Tf are temperature and its freezing point, respectively. Melting of ice shelves
occurs by consuming the heat above in situ melting point, so the reference temperature of the onshore
heat transport is set to the in situ freezing point, a linear function of salinity. The net heat convergence in
the model consists of ﬁve terms: (1) advection, (2) diffusion, (3) KPP (parameterized vertical mixing), (4) sur-
face heat ﬂux, and (5) ice-shelf melting. The advection and diffusion terms include the horizontal and verti-
cal components. The heat convergence is calculated inside the green box in Figure 1, which we refer to as
‘‘Pine Island Bay.’’ When these ﬁve terms are calculated inside the green box (integrated over horizontal and
vertical directions), the following terms survive: (1) meridional convergence, (2) zonal convergence, (3) sur-
face heat loss, and (4) ice-shelf melting. The green box is chosen such that there are no inﬂows from the
southern boundary. As a result, the meridional heat convergence is equal to the onshore meridional heat
transport from the north. The meridional onshore inﬂow is the only source of heat into Pine Island Bay on a
climatological mean. In total, the meridional onshore heat transport supplies heat to Pine Island Bay at a
rate of 6.2 Terawatt (TW) and 6.8 TW in the ERA-Interim and RACMO2.3 forced simulations, respectively, and
about half of the heat enters below 447.5 m (Figure 2b). Heat is lost at a rate of 2.4 TW in the zonal direction
and is transferred to the atmosphere above Pine Island Bay at a rate of 1.9 TW in both simulations. Ice-shelf
melting of Dotson, Crosson, Thwaites, PIG, Cosgrove, and the western side of Abbot ice shelves consumes
the remaining 2.4 TW (ERA-Interim) and 3 TW (RACMO2.3).
Table 1
Comparison of Our Climatological Melt Rates to the Previous Modeled Melt Rates and Observed Melt Rates
Getz Dotson Crosson Thwaites PIG Cosgrove Abbot Venable
Ice-shelf area in our model (km2) 36,785.3 5,269.5 2,534.5 4,960.9 6,087.5 3,145 35,626.4 3,625.2
ERA-Interima (m yr21) 7.66 2.1 2.76 1.2 0.96 0.7 12.66 3.8 14.16 4.3 13.16 5.7 1.46 1.2 10.76 3.6
RACMO2.3a (m yr21) 9.56 1.4 3.46 1.1 1.06 0.7 15.06 2.7 17.46 2.1 17.56 2.9 2.56 1.1 13.56 3.2
St-Laurent et al. (2015)b (m yr21) 7.66 1 4.16 0.5 5.06 0.2 21.06 2.0 15.26 1 7.06 0.5 1.86 0.1
Nakayama et al. (2014)c (m yr21) 3.8 6.6 1.8
Schodlok et al. (2012)d (m yr21) 23.0 18.2 8.0 14.8 28.3 15.8 5.6
ERA-Interima (Gt yr21) 2576 71 136 5 26 1 576 17 786 24 376 16 456 39 356 12
RACMO2.3a (Gt yr21) 3216 47 166 5 26 1 686 12 976 11 976 11 816 36 456 10
Depoorter et al. (2013)e (Gt yr21) 1366 23 786 7 696 18 956 14 116 3 866 22 156 3
Rignot et al. (2013)f (Gt yr21) 1456 14 456 4 396 4 986 7 1016 8 96 2 526 19 196 2
Jacobs et al. (2013)g (Gt yr21) 37–137
Dutrieux et al. (2014)h (Gt yr21) 34–102
aYears 1991–2014 in our simulation. The6 represents one standard deviation away from the climatology.
bModeled melt rates in years 2007–2013.
cModeled melt rates in years 1984–1998.
dModeled melt rates in years 1981–2010.
eSatellite based estimate. Melting of Crosson is included in Dotson melting.
fSatellite based estimate.
gOceanographic estimates in 2000 (37 Gt yr21) and 2007 (137 Gt yr21).
hOceanographic estimates in 1994 (47 Gt yr21), 2007 (102 Gt yr21), 2009 (73 Gt yr21), 2010 (69 Gt yr21), and 2012 (34 Gt yr21).
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4. Seasonal Cycle
Our knowledge of the seasonal cycle of ice-shelf melting and its connection to the external forcing factors
is hampered by (1) the limited ship access to the Amundsen Sea Embayment, which can only take place in
the summer months and (2) the lack of moored observations in the upper water column to avoid collisions
with icebergs. Here we assess the modeled mean seasonal cycle during 1991–2014.
The onshore heat transport is deﬁned as the transport of the heat available for melting ice. In the meridio-
nal direction, the transport and its variability are dominated by the inﬂow in the PITW, PITE, and AC troughs
(Figures 3a and 3b), and the heat enters southward into the Pine Island Bay with values above the climato-
logical mean in February–August (Figure 3c). The climatology of the net transport in the zonal direction is
Figure 3. (a) Depth transect of climatological onshore heat transport along the western edge (zonal transport) and north-
ern edge (meridional transport) of the green box in Figure 1. The vertical gray line indicates the boundary between the
meridional and zonal directions. (b) Standard deviation of Figure 3a. (c) Seasonal cycle of depth-integrated onshore heat
transport in the meridional direction in Figure 3a. (d) Seasonal cycle of depth-integrated onshore heat transport in the
zonal direction in Figure 3a. (e, f) Seasonal cycle of the onshore heat transport integrated over the interior of the white
boxes in Figure 3a, outﬂow, DG trough, PITW trough and PITE trough. The red dashed lines in Figures 3c–3h indicate the
climatological mean, and the error bars indicate one standard deviation away from the seasonal mean.
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negative. The net transport of 22.4 TW matches the zonal heat convergence within the box, i.e., the zonal
ﬂow underneath the Abbott ice shelf is negligible in the heat convergence in Pine Island Bay (Figure 3d).
The heat is lost to the west in Pine Island Bay. The heat leaves the bay by the westward current ﬂowing
within 50 km of Dotson ice shelf, marked as ‘‘outﬂow’’ in Figure 3a. The maximum outﬂow occurs in January
(Figure 3e). Although the net transport in the zonal direction is negative, there is a nonnegligible onshore
heat transport in the DG trough (Figure 3a), which has a peak transport in December (Figure 3f).
Climatological onshore heat transports in the DG, PITW, and PITE troughs are 1.9, 2.5, and 3.5 TW, respec-
tively (Figures 3f–3h). These transports are broadly consistent with the available observations in the area.
Wåhlin et al. (2013) estimates 0.95 TW of mean onshore heat transport in the DG trough in 2010–2011 from
one mooring, placed slightly west of the transect used to calculate the onshore transport in Figure 3f. The
mean onshore transport in the PITW is estimated to be 2.86 0.68 TW from CTD transects in 2003 (Walker
et al., 2007). Our model shows that the seasonal cycle of the transport in the DG and PITW are different,
despite the proximity to each other. The highest transport occurs in December (3 TW, 1.1 TW above the cli-
matological mean) in the DG trough (Figure 3f), whereas it occurs in September (3.7 TW, 1.2 TW above the
climatological mean) in the PITW trough (Figure 3g). The seasonal cycle of heat transport in the PITE trough
has values above the long-term mean in May–November (Figure 3h).
The onshore heat transport in the three troughs and ice-shelf melting in Pine Island Bay have similar sea-
sonal cycles. The seasonal cycles of melting in Cosgrove, PIG, and Thwaites have a peak melting in August–
October (gray lines in Figures 4a–4c), which corresponds to the peak onshore heat transport in the PITW
and PITE troughs. Peak melting of Crosson and Dotson occurs in January and February (gray lines in Figures
4d and 4e), which is one month after the peak onshore heat transport in the DG trough (Figure 3f). Melting
from thinner portions of the ice shelf (ice-shelf thickness thinner than 200 m) in all the ice shelves has peak
values in December–February (black lines in Figures 4a–4e). The melting of the shallow portions of the ice
shelves is driven by solar heating (Figure 5a), which raises the ocean heat content in the upper 200 m (Fig-
ures 5b and 5c). The timing of the largest onshore heat transport in the DG trough is in phase with the solar
heating cycle, which results in raising the surface (above 200 m) and near bottom (500–600 m) temperature
in January and February at the calving front of Dotson (Figure 5b). This warming in the surface and near
bottom increases the melting of Dotson in January and February. In contrast, the timing of the heat trans-
port and the solar heating cycle is out of phase at the calving front of PIG/Thwaites, giving rise to the
enhanced melting in September–November (Figure 5c). The enhanced melting in August–October in Cos-
grove, PIG, and Thwaites originates from the changes in oceanic conditions at the deeper parts of Pine
Island Bay, controlled by the inﬂow in the PITW and PITE troughs.
The seasonal cycle of Crosson melting differs from the other ice shelves. Although both Crosson and
Thwaites are separated from the main trunk of DG trough by the shallow bathymetry between Dotson and
Crosson, the seasonal cycle of Crosson does not match Thwaites. Instead, the seasonal cycle of Crosson
matches Dotson. This difference is due to the representation of ice-shelf thickness distribution in the model.
The ice-shelf thickness distribution of Crosson is ﬂatter and thinner than Cosgrove, PIG, Thwaites, and Dot-
son (Figures 4f–4j), and over 80% of the water depth beneath Crosson is shallower than 200 m (Figure 4o).
Crosson ice-shelf cavity is, therefore, shallower than Cosgrove, PIG, Thwaites, and Dotson ice-shelf cavities
(Figures 4k–4o). The warm deep waters from the continental shelf break cannot intrude into the Crosson
ice-shelf cavity, and the seasonal cycle of melting is dominated by solar heating, which results in a different
seasonal cycle of melting compared to Cosgrove, PIG, and Thwaites. Even though the seasonal cycles of
Dotson and Crosson are similar, the driving mechanism is different. The bathymetry in the model is derived
from the RTOPO gridded data set (Timmermann et al., 2010), in which the shallow area offshore of the
Crosson calving front and the ice-shelf cavities of Crosson, Dotson, and Thwaites reﬂect a lack of observa-
tion rather than reality. It is possible that the Crosson cavity is connected to the main Pine Island/Thwaites
trough by a deeper, as yet unmapped, channel.
The seasonal cycle of the onshore heat transport is related to the wind ﬁeld over the DG and PITW/PITE
troughs. The heat source of the onshore transport lies in undercurrents ﬂowing parallel to the continental
shelf break. Increasing the eastward zonal wind stress results in the offshore Ekman transport, sloping the
pressure gradient and barotropically strengthening the eastward ﬂowing undercurrents. The DG trough
extends toward the southeast direction, so the strengthened undercurrents directly result in increasing the
onshore heat transport in December and January (Figure 6a). In contrast, the PITW and PITE troughs are
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oriented almost meridionally, extending toward the south, so the undercurrents need to deﬂect southward
to increase the onshore heat transport. The positive zonal wind stress and negative wind stress curl over
the PITW and PITE troughs in austral winter correspond to the timing of positive onshore heat transport in
the PITE trough (Figure 6b). The largest melting of PIG and Thwaites in September–November is a few
Figure 4. Seasonal cycle of melt rates in (a) Cosgrove, (b) PIG, (c) Thwaites, (d) Dotson, and (e) Crosson in the ERA-Interim
simulation. The black lines indicate the melt rates of thinner parts (<200 m) of the ice shelf, and the gray lines indicate
the melt rates of the entire ice shelf. The error bars indicate one standard deviation from the seasonal mean. (f–j) Probabil-
ity density function (PDF) of ice-shelf thickness used in the model. (k–o) PDF of water depth beneath the ice shelf used in
the model.
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months after the peaks in the zonal wind signal. The distance between the PIG calving front and continental
shelf break is about 600 km (Figure 1), and the inﬂow typically occurs between 400 and 600 m depth
(Figure 3a). The travel time of 2 months gives the speed of 0.1 m s21, which is consistent with the climatol-
ogy of inﬂow speed at the continental shelf break and the ﬂow speed along the coast leading to the PIG
calving front at a depth of 445 m (Figure 2a). The seasonal cycle of the transport over the continental
shelf break and the zonal wind stress over the PITW/PITE troughs are broadly consistent with the analysis
Figure 5. (a) Seasonal cycle of surface heating. (b) Seasonal cycle of the horizontally averaged temperature inside box A
in Figure 1. (c) Seasonal cycle of the horizontally averaged temperature inside box B in Figure 1. All the quantities plotted
come from the ERA-Interim forced simulation.
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by Steig et al. (2012), who used atmospheric reanalysis products and the ocean model outputs from Thoma
et al. (2008). Steig et al. (2012) showed that the wind ﬁeld over the continental shelf break was inﬂuenced
by the sea surface temperature variability in the central tropical Paciﬁc Ocean. Surface warming in the
Figure 6. (a, b) Seasonal cycle of the wind ﬁeld with a 3 month running mean (climatology removed) over (a) the DG trough
and (b) the PITW and PITE troughs, shaded regions in Figure 1. The values inside the bracket in the legends indicate their
climatological values. (c, d) Seasonal cycle of the sea-ice freshwater ﬂux (negative for brine rejection) at the calving front of
(c) Dotson and (d) PIG/Thwaites. (e, f) Seasonal cycle of the heat convergence by the KPP term at the calving front of
(e) Dotson and (f) PIG/Thwaites. The contours represent the isopycnal levels of 1,027.5 (white), 1,027.6 (black), and 1,027.7
(white) kg m23 from top to bottom. Seasonal cycles plotted here are derived from the ERA-Interim forced simulation.
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tropics enhances atmospheric convection and generates an atmospheric Rossby wave response that inﬂu-
ences atmospheric circulation over the Amundsen Sea (Ding et al., 2011).
Seasonal changes in brine rejection are not strong enough to inﬂuence the deep water near the calving
fronts. The strongest brine rejection (negative sea-ice salt ﬂux) occurs in April at the PIG/Thwaites calving
front (Figure 6d), whereas the brine rejection at the calving front of Dotson has a smoother seasonal cycle
(Figure 6c). The convective-mixing by brine rejection results in heat divergence to the atmosphere from the
KPP term (a rate of change in heat due to the parameterized mixing) at the Thwaites/PIG calving front (Fig-
ures 6e and 6f). As a result, the cold surface water penetrates to the interior of the ocean, but this brine
induced mixing is not strong enough to change the properties of deep waters below 300 m (Figure 6f). This
implies that the seasonal cycle of surface buoyancy forcing near the calving front is not generally strong
enough to cool the water entering Dotson, Thwaites and PIG ice-shelf cavities.
5. Interannual Variability
The model variability is broadly consistent with existing observations, with a larger magnitude of the vari-
ability in ERA-Interim simulation than RACMO2.3 simulation. In particular, both simulations capture the rela-
tively warm phase during 2005–2010 and cold phase in the late 1990s, early 2000, and late 2012–2014,
which are consistent with historical hydrographic measurements in Pine Island Bay (Figure 7a). Neverthe-
less, there are some deﬁciencies in the model. The deep water temperatures near the ice front in the ERA-
Interim simulation from 1997 to 2001 are generally colder than what has been observed in 2000 (e.g.,
Dutrieux et al., 2014; Jacobs et al., 2011). The gradual cooling phase (March 2011 to December 2012) in the
observations is absent in the model results. The mooring record in March 2011 to December 2012 shows a
deepening of the 0.88C isotherm from 650 to 750 m (Jenkins et al., 2016; Webber et al., 2017), whereas the
ERA-Interim maintains a constant isotherm depth until October 2012 and deepens suddenly (Figure 7a).
The isotherm in the RACMO2.3 simulation during this time has a deepening trend, but the depth of the iso-
therm is shallower than the observations. This discrepancy could be due to an inaccurate surface forcing.
The gradual cooling in March 2011 to December 2012 is also absent in the simulation of St-Laurent et al.
(2015), but their simulation also shows a rapid cooling in October 2012.
The cooling and warming phases are related to the propagations of temperature anomalies from the conti-
nental shelf break to the ice shelves (Figures 7b–7d). We deﬁne these anomalies as the signal with the
mean seasonal cycle from 1991 to 2014 removed. The propagation of temperature anomalies from the
PITW and PITE troughs controls the variability in the calving front of PIG (Figures 7b and 7c). The cold anom-
alies have the propagation speed of 0.02 m s21, whereas the warm anomalies propagate faster, 0.05–0.08
m s21 (Figure 7c). Perhaps surprisingly, there is no obvious sign of anomaly propagation along the DG
trough leading to Dotson ice shelf (Figure 7d). Instead, anomalies there seem to appear ﬁrst at or near the
ice-shelf front. At interannual to decadal time scales, we note however a relative coherence between the
eastern (PITW and PITE) Amundsen and western (DG) Amundsen basins, with a tendency for anomalies to
emerge with a few months delays on the western side. As a result, the Dotson melting lags behind the PIG
melting in 2001–2006 (Figures 8d and 8f), perhaps indicative of a one-way connectivity between the basins.
The continental shelf break is located closer to Dotson than to PIG, and the bathymetry does not deepen as
much toward the calving front in Dotson relative to in PIG. The propagation of anomalies to the calving
front of Dotson is quicker than to the calving front of PIG.
The temperature anomalies at the continental shelf break are controlled by the changes in the onshore
heat transport anomalies. Temperature anomalies in the PITW trough are more negative than in the PITE
trough during 2008–2011 (Figures 7b and 7c), but there are no changes in the anomalies at the calving
front, suggesting that PITW has weaker links to ice front variability than PITE. This signal is repeated in the
onshore heat transport anomalies, i.e., the onshore heat transport anomalies in the PITW trough are more
negative than in the PITE trough during 2008–2011 (Figures 8a and 8b). The onshore heat transport anoma-
lies have the largest variability in the DG trough with a standard deviation of 1.9 TW, followed by the PITE
trough (1.8TW) and PITW trough (1.2 TW). The onshore heat transport controls the ice-shelf melting. That is,
the time periods having positive heat transport anomalies correspond to positive melting anomalies (Fig-
ures 8a–8e). The variability of PIG melting (Figure 8d) corresponds well to the variability in the combined
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onshore heat transport in the PITW, PITE, and AC troughs (Figure 8c), where the Dotson melting is con-
trolled by the onshore heat transport in the DG trough (Figures 8e and 8f).
The link between the ice-shelf melting and the heat transport anomalies in the troughs is assessed by the
cross-correlation coefﬁcient (r) of monthly melting anomalies to the monthly onshore heat transport anom-
alies from 1991 to 2014 (Figures 8g and 8h). The cross-correlation method is not able to distinguish the
propagation speeds between warm and cold anomalies. We will discuss this separately in section 7.
Although the onshore heat transport anomalies and the melting anomalies are positively correlated, the
Figure 7. (a) Time series of temperature averaged over the box B in Figure 1 in the ERA-Interim simulation (color). The
lines indicate the depth of 0.88C isotherm derived from the ERA-Interim simulation (white), RACMO2.3 simulation (gray),
and mooring data (black). The isotherm derived from the averages over summer CTD proﬁles are in red diamonds. The
mooring data and CTD stations are described in Jenkins et al. (2016). (b–d) Hovm€oller plots of temperature anomalies
above freezing in ERA-Interim simulation at the 1,027.7 kg m23 isopycnal level averaged over 10 neighboring grid points
along the three red tracks in Figure 1, which lead to the (b) PITE, (c) PITW, and (d) DG troughs.
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Figure 8. (a–f) Time series of the onshore heat transport anomalies and ice-shelf melt rate anomalies in ERA-Interim simu-
lation. The thin gray lines indicate the monthly outputs, and the thick solid lines are the monthly outputs ﬁltered with a
13 month running mean. (g–h) Correlation coefﬁcient of the melting anomalies to the onshore heat transport anomalies
versus lag. The onshore heat transport anomalies in the AC trough is deﬁned as the transport integrated over the interior
of the gray lines in Figure 3a. The dashed lines indicate the correlation calculated from the monthly time series, whereas
the time series are averaged with a 13 month running mean in the solid lines.
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correlation coefﬁcient increases: (1) when the melt rate time series is shifted backward in time with respect
to the onshore heat transport time series and (2) when both of the time series are averaged with a 13
month running mean. The PIG melt rate anomalies (time series in Figure 8d) have a very strong correlation
(r5 0.92) to the combined transport anomalies in the PITW, PITE, and AC troughs (time series in Figure 8c)
with a delay in melting of 7 months (Figure 8g). Among the three troughs, the PITE trough has the strongest
correlation (r5 0.86) to the PIG melting, followed by the AC trough (r5 0.6) and PITW trough (r5 0.52) (Fig-
ure 8h). This implies that the variability in PIG ice-shelf melting comes primarily from PITE and AC troughs,
where observations typically reveal the presence of warmer CDW derived waters (e.g., Jacobs et al., 2012).
The lowest correlation in the PITW trough lends support to the idea that the PITW trough is not the domi-
nant driver of interannual variability in the calving front of PIG, as suggested by the mooring record (Web-
ber et al., 2017). The Dotson melting anomalies (time series in Figure 8f) have the strongest correlation
(r5 0.89) to the transport anomalies in the DG trough (time series in Figure 8e) without any delays in melt-
ing, but the delay of 2 months is present when the time series are not averaged (r5 0.56; Figure 8g). The
onshore heat transport in the PITW trough is more correlated to the melting of Dotson (r5 0.77) than the
melting of PIG (r5 0.52), with a delay in melting of 7 months (Figure 8g). This suggests that the variability in
the PITW trough has a larger inﬂuence on melting in Dotson than in PIG. The calving front of PIG is located
over 600 km away from the PITW and PITE troughs, whereas Dotson is located closer to the DG trough
(300 km). The warming or cooling signal takes longer to get to the PIG than Dotson.
6. Effects of Atmospheric Forcing
The onshore heat transport anomalies averaged with a 13 month running mean in the DG and PITE troughs
have a strong correlation to the melting of Dotson and PIG, respectively. We assess how these transport
anomalies are related to the atmospheric forcing. The leading hypotheses for what controls the onshore
heat transport are the offshore zonal wind stress and associated wind stress curl (Dutrieux et al., 2014; Steig
et al., 2012; Thoma et al., 2008); however, the wind stress is not the only source of stress acting on the sea
surface in the Amundsen Sea. The prevalent sea-ice cover in the Amundsen Sea means that the combina-
tion of the wind and sea-ice motions exerts the stress on the sea surface. The effect of the sea-ice motion is
substantial on the curl of stress exerted on the surface (Figures 9a and 9b). The surface stress (combination
of the wind and sea-ice motions) curl has much higher regional variability than the wind stress curl alone,
and the locations of negative surface stress curl coincide with the areas of strong onshore ﬂow (Figure 9b).
To examine the spatial variation, we construct maps showing the correlation of the onshore heat transport
anomalies in the DG and PITE troughs to the (1) zonal wind stress anomalies, (2) zonal surface stress anoma-
lies, (3) wind stress curl anomalies, and (4) surface stress curl anomalies (Figures 9c–9j). The onshore heat
transport in the DG trough is moderately correlated (0.4< r< 0.6) to the zonal wind stress and the zonal
surface stress over the area of a strong undercurrent (1158W–1208W, 728S–72.58S), which is the ﬂow leading
to the DG trough (Figures 9c and 9d). The same level of correlation is found in the correlation map by
Wåhlin et al. (2013), which is the correlation of the ﬂow speed in the DG trough from the mooring record to
the zonal wind from ERA-Interim in March 2010 to January 2011. The correlation maps of the wind stress
curl and the surface stress curl are very different. The surface stress curl over the DG trough retains a strong
negative correlation (r<20.75), but the correlation to the wind stress curl does not. That is, the time peri-
ods having negative stress curl anomalies correspond to positive onshore heat transport anomalies. The
onshore heat transport in the PITE trough is slightly correlated (0.2< r< 0.4) to the zonal wind and the
zonal surface stress anomalies just north of the DG trough (Figures 9g and 9h). This lends support to the
idea that the locally strengthened undercurrent north of the DG trough is linked to the variability in the
onshore ﬂow in the PITE trough. The transport in the PITE trough is strongly correlated to the local surface
stress curl over the PITE trough (Figure 9j), whereas the correlation to the wind stress curl is weaker and
located away from the PITE trough (Figure 9i). The surface stress curl anomalies at the longitude and lati-
tude of 1058W and 71.78S has the strongest negative correlation (r520.8) to the onshore heat transport
anomalies in the PITE trough, and 0.38 north of this location has a moderate positive correlation (r5 0.54;
Figure 10a).
An alternative hypothesis for what controls the melting is the modulation of ocean heat content by brine
rejection as a result of coastal polynya formations near the calving front of ice shelves (negative sea-ice salt
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Figure 9. Climatology of (a) the wind stress curl and (b) the ocean surface stress curl in ERA-Interim simulation. The white
lines indicate the DG and PITE troughs, and the arrows represent the climatological velocity vector at 447.5 m depth plot-
ted every 3 grid points. (c–f) Correlation coefﬁcients of the onshore heat transport in the DG trough to the wind and sur-
face stress variables in ERA-Interim simulation. (g–j) Correlation coefﬁcients of the onshore heat transport in the PITE
trough to the surface forcing variables in ERA-Interim simulation. The gray shaded regions in Figures 9c–9j indicate the
regions where the absolute value of the correlation is less than 0.2.
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ﬂux). The role of brine rejection at the calving front in lowering the melt rates has been highlighted in Tot-
ten Glacier in Eastern Antarctica (Khazendar et al., 2013), Wilkins Ice Shelf in the Bellingshausen Sea (Pad-
man et al., 2012), and PIG Ice Shelf (St-Laurent et al., 2015). In our simulation, the timing of brine rejection
Figure 10. (a) Time series of the onshore heat transport anomalies in the PITE trough and the surface stress curl anoma-
lies. The white dot (1058W and 71.78S) and black dot (1058W and 71.48S) in Figure 9j indicate the locations of the surface
stress curl anomalies. Both of the time series are ﬁltered with a 13 month running mean. (b, c) Time series of the sea-ice
salt ﬂux near the calving front of PIG and Thwaites, averaged over box B with a 13 month running mean. The light red
shading regions in the background indicate the months when the PIG melt rate anomalies are positive. (d, e) Distribution
of sea-ice salt ﬂux anomalies in 2008 and 2013. The arrows indicate the anomalies of the wind vectors during the year.
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(negative sea-ice salt ﬂux anomalies) at the calving front does not coincide with the lowering of PIG melt
rates (Figures 10b and 10c). The sea-ice salt ﬂux is negative during the high ice-shelf melting years (2008–
2009) as well as in the low-melting years (2013–2014; Figure 10b). In RACMO2.3 forced simulation, the sea-
ice salt ﬂux during 2008–2009 is more negative than 2013–2014, with no apparent impacts on the ice-shelf
melting (Figure 10c), which contradicts with the idea that the brine rejection directly lowers the ice-shelf
melting by cooling the warm deep water below the thermocline.
Figure 11. Phase diagram of the onshore heat transport anomalies in Figure 8c and PIG melting anomalies in Figure 8d
from (a) August 1998 to August 2003 and (b) November 2003 to October 2012. Each arrows represent the state transition
that occurs in 1 month. (c, d) Density proﬁles at the PIG calving front (box B in Figure 1) from the selected months. The
selected months are indicated in Figures 11a and 11b.
Journal of Geophysical Research: Oceans 10.1002/2017JC012926
KIMURA ET AL. ICE-SHELF MELTING IN THE ASE, ANTARCTICA 10,147
Brine rejection is strong along the calving front of the ice shelves, but the wind patterns over Pine Island
Bay are quite different between 2008 and 2013 (Figures 10d and 10e). The northeastward wind anomalies
in 2013 over Getz and Dotson ice shelves increase the brine rejection at their calving fronts, but the wind
anomalies over the PITE trough are weaker compared to 2008 (Figure 10e). This results in lowering the
onshore heat transport in the PITE trough in 2013 relative to 2008 (Figure 10a). In the absence of strong
onshore heat transport, it may be possible for brine rejection to lower PIG melt rate (Webber et al., 2017),
but brine rejection alone appears to be insufﬁcient to explain the interannual variability in PIG melting. In
our simulations, the reduction of onshore heat transport likely weakens the stratiﬁcation at the calving front,
enables the sea-ice formation to deepens the surface mixed layer and leads to further reduction in ice-shelf
melting.
7. Discussion
Although the combined onshore heat transport in the PITW, PITE, and AC troughs has the strongest correla-
tion to the PIG melt rate anomalies, PIG melt rate responds asymmetrically to changes in ocean heat trans-
port; melting responds more rapidly to increases in ocean heat transport than decreases in ocean heat
Figure 12. Anomalies of temperature (color) and heat transport (arrows) in 2012 from (a) z5 297.5 m and (b) z5 522.5 m.
The white line in Figure 12a indicates the depth section plotted in the bottom right.
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transport. The arrows in the phase diagram (Figures 11a and 11b) are steeper in the direction of positive
heat transport than negative heat transport. The steepness of the arrows would have been identical if the
response was symmetric. When anomalies in heat transport shift from cooling to heating, anomalies in melt
respond instantly (for example, in the blue shaded regions in Figures 11a and 11b). In contrast, melting
anomalies do not respond immediately in the phase of decreasing heat transport anomalies. The melting
anomalies do not change for a long period of time, before they fall suddenly in April 2003 and November
2011 (red shaded regions in Figures 11a and 11b).
More generally, the transition from low melting to high melting occurs in 6 months after the anomalies in
heat transport shift from cooling to heating (December 2000 to June 2001 and March 2004 to September
2004). In contrast, the transition from high to low melting is delayed by 4 months (April 2003 to August
2003) and 15 months (July 2011 to October 2012). The difference in the time scale of delay is sensitive to
the density proﬁle at the calving front (Figures 11c–11e). The onshore heat transport anomalies shift from
cooling to heating in December 2000 and March 2004, and the density proﬁles are similar during these
times (Figure 11c). Increasing the onshore heat transport results in sharpening the density gradient at the
calving front, eventually shifting the melting anomalies from low to high in June 2001 and September 2004
(Figure 11d). After June 2001, the anomalous heating only lasts 21 months, while it lasts 81 months after
Figure 13. Difference in the circulation of glacial meltwater between high-melting and low-melting years. Volume frac-
tion of glacial meltwater inside and outside the PIG ice-shelf cavity from (a) 2009 and (b) 2014 along the depth section
indicated by the white line in Figure 12a.
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September 2004. The sustained anomalous heating period of 81 months results in a sharper density gradi-
ent in July 2011 than in April 2003 (Figure 11e). This means that the stratiﬁcation in July 2011 takes a longer
time to erode and contains more heat at the depth near the calving front than in April 2003. The remaining
heat from the recent anomalous heating phase results in sustaining the positive ice-shelf melting anomalies
for 15 months (July 2011 to October 2012). Indeed, the heat is stored at the depth of thermocline in 2012,
even though the onshore heat transport in 2012 is negative. The negative onshore heat transport in 2012
results in cooling along the depth of PIG ice-shelf draft, z5 297.5 m (Figure 12a); however, this cooling does
not take place in the deeper part of the bay, z5 522.5 m (Figure 12b).
The circulation of glacial meltwater during high-melting phase favors the storage of heat in the deeper part
of the bay, because the glacial meltwater does not contribute as much to the deep water freshening during
the high-melting phase compared to the low-melting phase. During the high-melting phase, the warm,
salty water from the continental shelf break inﬁltrates Pine Island Bay. The inland deepening of the bathym-
etry in the bay and beneath the ice shelf facilitates the pooling of this warm, salty water. In addition, the gla-
cial meltwater outﬂow from the sub-ice-shelf cavity is more able to reach the surface, owing to the high
Figure 14. Surface distribution of the glacial meltwater in (a) 2009 and (b) 2014. Arrows represent salt transport anomalies
plotted every four grid points.
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melting, and the freshening occurs near the surface (Figure 13a). In the low-melting year, the glacial melt-
water outﬂow retains less buoyancy, so the meltwater settles along deeper isopycnals and penetrates away
from the calving front, favoring the deep water freshening (200–600 m depth in Figure 13b). This implies
that the heat and salt content of the deep water is maintained more efﬁciently during the high-melting
phase (e.g., in 2009) than the low-melting phase (e.g., 2014). This stored heat during the high-melting phase
permits positive melting anomalies in the absence of onshore heat transport (e.g., in 2012). The penetration
of the glacial meltwater along deep isopycnal levels and reduced onshore salt transport during the low-
melting phase weaken the stratiﬁcation inside the ice-shelf cavity and the calving front. The weakening of
the stratiﬁcation allows a rapid cascading of the denser warm, salty water ﬂowing along the bathymetric
slope from the continental shelf break to the calving front at the onset of an anomalous heating phase. This
results in a shorter transition time to achieve the high-melting phase than the low-melting phase, giving
rise to the asymmetric response in PIG melting. The asymmetric response in PIG melting is present in our
limited model record. We do not have many state transitions to conﬁrm that if the asymmetric response is a
persistent feature in Pine Island Bay.
Figure 15. Horizontal distribution of the glacial meltwater at the depth of 475.5 m in (a) 2009 and (b) 2014. Arrows repre-
sent salt transport anomalies plotted every four grid points.
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Upwelling of the glacial meltwater during the high-melting phase increases the horizontal density gradient
near the calving front and strengthens the westward ﬂow of the glacial meltwater at the surface, arresting
the meltwater distribution within 100 km from the PIG calving front (Figure 14a). The strong westward ﬂow
and the surface freshening at the calving front will (1) contribute to the freshening of the basin west of the
Amundsen Sea Embayment, such as the Ross Gyre, where a signiﬁcant freshening in the past 40 years is
observed (Jacobs & Giulivi, 2010) and (2) raise local sea level around the Antarctic continent by steric adjust-
ment (Rye et al., 2014). In the low-melting phase, the westward circulation weakens (Figure 14b), and the
glacial meltwater penetrates away from the calving front along deeper isopycnals relative to the high-
melting phase (Figures 15a and 15b). This is consistent with the observation of meltwater more than
300 km away from the calving front of Dotson ice shelf in 2014 (Kim et al., 2016).
Any change in melt rates of ice shelves has a signiﬁcant impact on the circulation of glacial meltwater in
the Amundsen Sea Embayment. Our model shows that the pattern of freshening changes in a matter of a
few years. This has an important implication to our interpretations of climate models. Climate models have
shown that freshwater runoff from Antarctica plays a signiﬁcant role in shaping the stratiﬁcation and chang-
ing global heat content of the ocean (Green & Schmittner, 2015; Pauling et al., 2016; Stammer, 2008), but
these models prescribe a steady surface freshwater ﬂux at a ﬁxed depth along the coastline. Our results
demonstrate that prescribing a steady freshwater ﬂux at any ﬁxed depth would not (1) mimic the decadal
variability of glacial meltwater discharge from ice-shelf melting and (2) permit the asymmetric response of
the ice-shelf melting to the changes in the onshore heat transport.
8. Conclusions
We have investigated the variability of ice-shelf melting and oceanic conditions in the Amundsen Sea using
a general circulation model with static ice shelves forced with two atmospheric forcing conditions, ERA-
Interim and RACMO2.3. The model study has focused on quantifying the origin of ice-shelf melting anoma-
lies by variability in ocean circulation. Our main ﬁndings are as follows:
1. The seasonal cycles of Cosgrove, PIG, and Thwaites melting show peak melting in August–October,
whereas the peak melting occurs in January and February in Crosson and Dotson. Melting from thinner
portions (<200 m) of the ice shelves have a peak melting in December–January, which corresponds to
the timing of surface warming by shortwave radiation.
2. The enhanced melting of PIG and Thwaites in August–October corresponds to the seasonal cycle of the
zonal wind stress and wind stress curl over the continental shelf break over the PITW and PITE troughs.
This peak melting occurs even though the surface mixed layer deepens during this time due to brine
rejection at the calving front. The deepening of the mixed layer is shallower than the draft of the ice
shelves, and therefore the brine rejection does not control the heat content entering the ice-shelf cavi-
ties on a mean seasonal cycle.
3. The time periods having positive onshore heat transport anomalies correspond to positive ice-shelf melt-
ing anomalies. The correlation coefﬁcient increases when both of the time series are averaged with a 13
month running mean. The PIG melting is most correlated (r5 0.92) to the deep onshore heat transport,
which covers the PITW, PITE, and AC troughs, with a 7 month delay in melting. Out of these three
troughs, the PITE trough has the strongest correlation (r5 0.86) followed by the AC trough (r5 0.6) and
the PITW trough (r5 0.52). The anomalies in Dotson melting have a very strong correlation to the
onshore heat transport anomalies in the DG trough (r5 0.89) without lags in melting. The transport in
the PITW trough is more correlated to Dotson (r5 0.77) than to PIG (r5 0.52), suggesting a potential
importance of the PITW variability in Dotson melting.
4. Changes in the onshore heat transport in the DG and PITE troughs are sensitive to the wind stress and
surface stress (combined stress exerted by the wind and sea-ice motion). In general, regions of strong
correlation to the zonal wind stress and zonal surface stress are located over the continental shelf break,
whereas correlation to the curl has much higher regional variability. The onshore heat transport in the
DG trough is positively correlated to the zonal wind, zonal surface stress and surface stress curl but not
to the wind stress curl. The onshore heat transport in the PITE trough has the strongest negative correla-
tion to the local surface stress curl.
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5. The PIG melt rate responds asymmetrically to changes in ocean heat transport; the melting responds
more rapidly to increases in ocean heat transport than decreases in ocean heat transport. This asymmet-
ric response enhances PIG ice-shelf melting. The melting persists during periods of anomalously low
ocean heat transport because of the heat stored in Pine Island Bay during the previous period of high
melting. During the high-melting phase, the upwelling of the glacial meltwater outﬂow does not freshen
the water at the deeper parts of the bay, favoring the heat storage.
6. A high volume of glacial meltwater along the calving front sets up a strong westward baroclinic current,
arresting the distribution of glacial meltwater along shallow isopycnal levels during the high melting
phase. The westward current weakens in the low-melting phase, and the meltwater penetrates further
away from the calving front along deeper isopycnal levels.
7. While we do not resolve the variability of the global ocean, the effects of global atmospheric conditions
on the local wind ﬁelds are represented in the model by the boundary conditions. Ocean-driven melting
and resulting glacial meltwater circulation are linked to the undercurrents along the continental shelf
break, wind ﬁelds and sea-ice motions at the continental shelf break.
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