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Abstract
In this note we consider the global convergence properties of the differential
equation ˙Θ = (ΘT −Θ)Θ with Θ ∈ SO(n), which is a gradient flow of the function
f : SO(n)→ R,Θ 7→ 2n−2tr (Θ). Many of the presented results are not new, but
scattered throughout literature. The motivation of this note is to summarize and ex-
tend the convergence results known from literature. Rather than giving an exhaustive
list of references, the results are presented in a self-contained fashion.
In this note, we discuss the properties of a function and a differential equation on a
smooth manifold. If we speak about a manifold M of dimension m we always mean
a smooth manifold in the sense of [1], i.e. the subset of some Rk with k ≥ m and M
is locally diffeomorphic to Rm. In the context of this note, we need the notions of
measure zero and dense. A set A ⊂ M of a manifold M is a set of measure zero if
there is a collection of smooth charts {Ul ,φl} whose domains cover A and such that
φl(A∩Ul) have measure zero in Rn, i.e. the φl(A∩Ul) can be covered for any ε by a
countable collection of open balls whose volumes sum up to less than ε , for details see
e.g. [2, Chapter 10]. To define dense, we need the topological closure A of a set A⊂M ,
i.e. the intersection of all closed sets in M that contain A. A dense subset of a smooth
manifold M is a set A ⊂ M such that the topological closure fulfills A = M , see e.g.
[2, Appendix, Topology]. A is dense if and only if every nonempty open subset of X has
non-empty intersection with A. The complement Rn \A of a set of measure zero A⊂ Rn
is dense in Rn, since if there is a point x ∈ Rn such that there is an open U ⊂ Rn with
x ∈U and U ∩ (Rn \A) = /0, then A contains an open set and cannot have measure zero,
see also [3, Chapter 2].
Here, we consider a function and a differential equation on the set of special orthogo-
nal matrices SO(n) = {Θ∈Rn×n|Θ−1 = ΘT, det(Θ) = 1}. SO(n) is a smooth manifold
of dimension n(n−1)2 with the subspace topology induced by R
n×n
. The tangent space
TΘSO(n) at Θ is given by
(1) TΘSO(n) = {X ∈ Rn×n|X = ΩΘ, Ω ∈ Rn×n, Ω =−ΩT} .
The Riemannian metric g : TΘSO(n)×TΘSO(n)→R induced by the standard Euclidean
metric on SO(n) is given by
(2) g(Ω1Θ,Ω2Θ) = tr
(
(Ω1Θ)TΩ2Θ
)
= tr
(
ΩT1 Ω2
)
.
In the following, we define the differential and the Hessian of a function f : SO(n)→ R
at a point Θ0 ∈ SO(n). Let Γ : (−ε,ε)→ SO(n) be a smooth curve with ˙Γ(t)=Ω(t)Γ(t),
Γ(0) = Θ0 and ˙Γ(0) = Ω0Θ0 with Ω0 ∈ Rn×n and Ω0 = −ΩT0 . The differential d fΘ0 :
TΘ0 SO(n)→ Tf (Θ0)R  R of a function f : SO(n)→R at a point Θ0 evaluated at Ω0Θ0 ∈
TΘ0 SO(n) is defined by
(3) d fΘ0(Ω0Θ0) = ddt |t=0( f ◦Γ)(t).
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The critical points of f are the points Θ0 where d fΘ0 is not surjective. Because of
dim(Tf (Θ0)R)= 1, this means that these are the points Θ0 where d fΘ0 = 0. The gradient
of f is defined as the unique vector field grad f with
(4) d fΘ0(Ω0Θ0) = g(grad f (Θ0),Ω0Θ0),
see e.g. [2, Chapter 11]. The Hessian H f (Θ0) of f at a critical point Θ0 evaluated at
(Ω0Θ0,Ω0Θ0) is defined by
(5) H f (Θ0)(Ω0Θ0,Ω0Θ0) = d
2
dt2 |t=0( f ◦Γ)(t).
Since the Hessian at a critical point is bilinear and symmetric, we have for (Ω1 +
Ω2)Θ0 ∈ TΘ0 SO(n) with Ω1,2 =−ΩT1,2 the equality
(6) H f (Θ0)((Ω1 +Ω2)Θ0,(Ω1 +Ω2)Θ0)
= H f (Θ0)(Ω1Θ0,Ω1Θ0)+2H f (Θ0)(Ω1Θ0,Ω2Θ0)+H f (Θ0)(Ω2Θ0,Ω2Θ0).
As a consequence, the value H f (Θ0)(Ω1Θ0,Ω2Θ0) can be computed utilizing the values
H f (Θ0)(Ω1Θ0,Ω1Θ0), H f (Θ0)(Ω2Θ0,Ω2Θ0), H f (Θ0)((Ω1 +Ω2)Θ0,(Ω1 +Ω2)Θ0)
and (6). For details on the Hessian at a critical point, see [4, Appendix C.5].
Lemma 1 Consider the function f : SO(n)→ R,Θ 7→ n− tr (Θ).
a) The differential d fΘ0 of f at Θ0 is given for any Ω0Θ0 ∈ TΘ0 SO(n) by
d fΘ0(Ω0Θ0) =−
1
2
tr
(
Θ0(Θ0−ΘT0 )Ω0Θ0
)
and the critical points of f are given by
(7) F = {Θ0 ∈ SO(n)|ΘT0 = Θ0}.
Furthermore, the gradient grad f (Θ0) at Θ0 is given by
(8) grad f (Θ0) = 12 (Θ0−Θ
T
0 )Θ0.
b) The Hessian H f (Θ0) at a critical point Θ0 is given by
H f (Θ0)(Ω1Θ0,Ω2Θ0) =
1
2
tr
(
ΩT1 Θ0Ω2 +ΩT2 Θ0Ω1
)
.
c) The set of critical points F has the following properties:
i) F = ∪⌊
n
2 ⌋
k=0Fk where
(9) Fk = {Θ0 ∈ SO(n)|Θ0 = ΘT0 , tr(Θ0) = n−4k}.
ii) Each Fk is connected and isolated, i.e. there exists a neighborhood U of
each Fk such that U ∩Fl = /0 for all l , k.
iii) Fk are compact submanifolds of dimension 2k(n − 2k) and the tangent
space at Θ0 ∈Fk is TΘ0Fk = {Σ ∈ Rn×n|Σ = ΣT}∩TΘ0 SO(n).
iv) For every k ∈ {0, . . . ,⌊ n2⌋} and every Θ0 ∈Fk we have
kerH f (Θ0) = {X ∈ TΘ0 SO(n)|
H f (Θ0)(X ,Y ) = 0 for all Y ∈ TΘ0 SO(n) }= TΘ0Fk.
d) f has a unique minimum at Θ0 = I, the other critical points are saddle points.
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Corollary 2 The differential equation
(10) ˙Θ = (ΘT−Θ)Θ
is the gradient flow of f : SO(n)→ R,Θ 7→ 2n−2tr (Θ) with respect to the Riemannian
metric (2).
In the following we prove Lemma 1.
Proof. a) As stated above, Γ : (−ε,ε)→ SO(n) is a differentiable curve with ˙Γ(t) =
Ω(t)Γ(t), Γ(0) = Θ0 and ˙Γ(0) = Ω0Θ0 with Ω0 ∈ Rn×n and Ω0 =−ΩT0 . Then
(11)
d fΘ0(Ω0Θ0) =
d
dt |t=0 (n− tr (Γ(t))) =− tr (Ω0Θ0)
=−
1
2
tr
(
ΘT0 ΩT0 +Ω0Θ0
)
=−
1
2
tr
(
(Θ0−ΘT0 )Ω0
)
=−
1
2
tr
(
ΘT0 (Θ0−ΘT0 )Ω0Θ0
)
.
Therefore, the critical points of f are given by
(12) {Θ0 ∈ SO(n)|Θ0 = ΘT0}.
With the definition of the Riemannian metric by (2), the gradient grad fΘ at Θ0 is given
by
(13) grad f (Θ0) = 12 (Θ0−Θ
T
0 )ΘT0 .
b) Let Θ0 denote a critical point of f . As stated above, Γ : (−ε,ε)→ SO(n) is a differ-
entiable curve with ˙Γ(t) = Ω(t)Γ(t), Γ(0) = Θ0 and ˙Γ(0) = Ω0Θ0 with Ω0 ∈ Rn×n and
Ω0 =−ΩT0 . Then
(14)
H f (Θ0)(Ω0Θ0,Ω0Θ0) =
d2
dt2 |t=0( f (Γ(t)) =− tr
(
¨Γ(t)
)
|t=0
=− tr
(
˙Ω(t)Γ(t)+Ω(t) ˙Γ(t)
)
|t=0
=− tr
(
Ω20Θ0
)
= tr
(
ΩT0 Θ0Ω
)
= tr
(
ΘT0 ΩT0 Θ0Ω0Θ0
)
,
where we utilized that tr
(
˙Ω(0)Θ0
)
= 0 since ˙Ω(t) is skew symmetric for all t and Θ0 =
ΘT0 since Θ0 is a critical point. Utilizing (6) we get
(15)
H f (Θ0)(Ω1Θ0,Ω2Θ0) =
1
2
(
H f (Θ0)((Ω1 +Ω2)Θ0,(Ω1 +Ω2)Θ0)
−H f (Θ0)(Ω1Θ0,Ω1Θ0)−H f (Θ0)(Ω2Θ0,Ω2Θ0)
)
=
1
2
tr
(
(Ω1 +Ω2)TΘ0(Ω1 +Ω2)−ΩT1 Θ0Ω1−ΩT2 Θ0Ω2
)
=
1
2
tr
(
ΩT1 Θ0Ω2 +ΩT2 Θ0Ω1
)
.
c)i) Since Θ0 is symmetric, Θ0 is orthonormally diagonalizable, i.e. Θ0 = ΠTDΠ for
some diagonal D and orthonormal Π where the columns of Π are eigenvectors of Θ0.
Since ΘT0 Θ0 = I, we get D2 = I and consequently the eigenvalues are ±1. Since Θ0 , I
and det(Θ0) = 1, we always have an even number of negative eigenvalues. A similarity
transformation leaves the trace invariant, hence a critical point Θ0 fulfills
(16) tr(Θ0) = n−4k,
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where k ∈ {0, . . . ,⌊ n2⌋} is the number of eigenvalue pairs which are −1.
c)ii) We start by showing that each Fk is path connected and thus connected. Let
k ∈ {0, . . . ,⌊ n2⌋} be arbitrary but fixed and let Θ1,Θ2 ∈ Fk. Then there are orthog-
onal Π1,Π2 such that Θ1 = ΠT1 DΠ1 and Θ2 = ΠT2 DΠ2. Furthermore, there are real
skew-symmetric matrices Ω1,Ω2 such that Π1 = exp(Ω1) and Π2 = exp(Ω2) with exp
denoting the matrix exponential. Then α : [0,1]→ SO(n) defined by
(17) t 7→ exp
(
ΩT1 (1− t)
)
exp
(
ΩT2 t
)
Dexp (Ω2t)exp(Ω1(1− t))
is a smooth curve in Fk which connects Θ1 and Θ2. Since Θ1,Θ2 ∈Fk were arbitrary,
this implies the path-connectedness of Fk. To show that Fk is isolated, we utilize that
n−4l = f |Fl , f |Fk = n−4k for l , k. Then there is a ε(l) with (n−4l−ε(l),n−4l+
ε(l))∩ (n−4k−ε(l),n−4k+ε(l)) = /0 for k , l. As a consequence, the intersection of
the preimage of these sets under f is empty. Since f is continuous and both, (n−4l−
ε(l),n−4l + ε(l)) and (n−4k− ε(l),n−4k+ ε(l)) are open, their preimages are open
and contain Fl and Fk respectively. With Uk(l) = f−1
(
(n− 4l− ε(l),n− 4l + ε(l))
)
we thus have Uk(l)∩Fl = /0. Since this is possible for every l ∈ {0, . . . ,⌊ n2⌋} and since
a finite intersection of open sets is an open set, we find an open neighborhood U of Fk
such that U ∩Fl = /0 for all l ∈ {0, . . . ,⌊ n2⌋}.
c)iii) The property that the Fk are submanifolds is given in [5]. The tangent space
follows from (7).
c)iv) Let k ∈ {0, . . . ,⌊ n2⌋} be arbitrary but fixed and Θ0 ∈ Fk. Since kerH f (Θ0) ⊃
TΘ0Fk is always true, we have to check kerH f (Θ0)⊂ TΘ0Fk. Since every critical point
is symmetric, there is an orthogonal Π such that ΠTΘ0Π = D where D is a diagonal
matrix with non-zero diagonal elements. Furthermore, we know that
H f (Θ0)(Ω1Θ0,Ω2Θ0) =−
1
2
tr
(
ΩT1 Θ0Ω2 +ΩT2 Θ0Ω1
)
=−
1
2
tr
(
ΘT0 ΩT1 Θ0Ω2Θ0 +ΘT0 ΩT2 Θ0Ω1Θ0
)
=−
1
2
tr
(
(Ω1ΠTDΠ)TΠTDΠ(Ω2ΠTDΠ)
)
−
1
2
tr
(
(Ω2ΠTDΠ)TΠTDΠ(Ω1ΠTDΠ)
)
=−
1
2
tr
(
(ΠΩ1ΠTD)TD(ΠΩ2ΠTD)
)
−
1
2
tr
(
(ΠΩ2ΠTD)TD(ΠΩ1ΠTD)
)
=−
1
2
tr
(
( ˜Ω1D)TD( ˜Ω2D)+( ˜Ω2D)TD( ˜Ω1D)
)
= H f (D)( ˜Ω1D, ˜Ω2D)
where ˜Ω1 = ΠΩ1ΠT and ˜Ω2 = ΠΩ2ΠT. As a consequence
kerH f (Θ0) = {X ∈ TΘ0 SO(n)| H f (Θ0)(X ,Y ) = 0 for all Y ∈ TΘ0 SO(n) }
= {X ∈ TDSO(n)| tr
(
XTD ˜Ω2D−D ˜Ω2DX
)
= 0 for all ˜Ω2D ∈ TDSO(n) }
= {X ∈ TDSO(n)| tr
(
˜Ω2D(XT−X)D
)
= 0 for all ˜Ω2D ∈ TDSO(n) }.
Observe that ˜Ω2 is skew symmetric. Furthermore, XT−X is skew symmetric and since
D is diagonal with non-zero entries, D(XT − X)D is skew symmetric. Because the
equation tr
(
D ˜Ω2D(XT−X)
)
= 0 has to hold for all skew-symmetric ˜Ω2, we obtain
D(XT−X)D = 0. With the non-singular D this implies XT−X = 0 which is equivalent
to X = XT. In c)ii) we showed TΘ0Fk is {Σ ∈ Rn×n|Σ = ΣT}∩TΘ0SO(n), thus the pre-
vious calculation shows kerH f (Θ0)⊂ TΘ0Fk.
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d) Since Θ0 = ΘT0 , Θ0 is orthogonally diagonalizable, i.e. Θ0 = ΠTDΠ for some diag-
onal D and orthogonal Π. Therefore
(18) H f ((Ω0Θ0),(Ω0Θ0)) = tr
(
ΩT0 Θ0Ω0
)
=− tr
(
˜Ω20D
)
,
where ˜Ω0 = ΠΩ0ΠT is skew symmetric. Consequently, tr
(
ΩT0 Θ0Ω0
)
is definite for all
skew symmetric Ω0 at a critical point Θ0 if and only if tr
(
˜Ω0
2D
)
is definite for all skew
symmetric ˜Ω0 where D = ΠΘ0ΠT is diagonal. Thus, we have to consider H f only for
diagonal D, i.e.
(19)
H f ((Ω0Θ0),(Ω0Θ0)) =− tr
(
Ω20D
)
=− ∑
1≤k≤n
(
Ω20D
)
kk
=− ∑
1≤k≤n
(Ω20)kkDkk =− ∑
1≤k≤n
∑
1≤l≤n
(Ω0)kl(Ω0)lkDkk
= ∑
1≤k,l≤n
((Ω0)kl)2Dkk = ∑
1≤k,l≤n
k,l
((Ω0)kl)2Dkk
= ∑
1≤k<l≤n
(Dkk +Dll)((Ω0)kl)2.
The critical points Θ0 are such that Θ0 ∈ SO(n) are symmetric, therefore all eigenvalues
of Θ0 are real. Observe now that Θ0 =ΠTDΠ with orthogonal Π implies D2 = I. Hence,
the eigenvalues are Dkk ∈ {−1,1} and since Θ0 ∈ SO(n) the number of −1-eigenvalues
is even. Consequently we have to determine the definiteness of H f by considering (19)
for all diagonal matrices D with ±1 on the diagonals where the number of −1 entries is
zero or even.
Suppose first, that all Dkk are equal to 1, i.e. D = I. The associated Θ0 is Θ0 = ΠTDΠ =
ΠTΠ = I. (19) then implies H f (Ω0Θ0,Ω0Θ0) = ∑1≤k<l≤n 2(Ω0)2kl , i.e. H f > 0 for all
skew-symmetric Ω0. Thus H f is positive definite if Θ0 = I. Suppose now there is an
even number of eigenvalues Dkk equal to −1. Then, there are indices l,k and l , k
such that Dkk =−1 and Dll =−1, and therefore there are skew symmetric Ω0 such that
H f (Ω0Θ0,Ω0Θ0)< 0. As consequence, H f is indefinite at a critical point Θ0 where Θ0
has an even number of negative eigenvalues Dkk = −1. Therefore, Θ0 = I is the only
local (global) minimum of f . All other critical points are saddle points.
Definition 3 [4, on p.21] Let M be a smooth Riemannian manifold and f : M → R be
a smooth function. Denote the set of critical points of f by C( f ). f is called Morse-Bott
function provided the following conditions are satisfied:
a) f has compact sublevel sets.
b) C( f ) = ∪kj=1N j where N j are disjoint, closed and connected submanifolds of
M and f is constant on N j for j = 1, . . . ,k.
c) kerH f (x) = TxNk for all x ∈N j and all j = 1, . . . ,k.
Lemma 4 f : SO(n)→ R,Θ 7→ n− tr (Θ) is a Morse-Bott function.
Proof. We show only Definition 3a) since b) and c) were shown in Lemma 1. SO(n)
is compact, hence f attains its minimal and its maximal value on SO(n). The minimal
value of f is zero, the maximal value is 2n−2 for n odd and 2n for n even. If n is odd
we thus have
Lc = {Θ ∈ SO(n)| f (Θ)≤ c}=
{
f−1([0,c]) for c ≤ 2n−2
f−1([0,2n−2]) for c > 2n−2.
If n is even we have
Lc = {Θ ∈ SO(n)| f (Θ)≤ c}=
{
f−1([0,c]) for c ≤ 2n
f−1([0,2n]) for c > 2n.
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Since f is continuous, the preimage of a closed set is a closed set and since SO(n) is
bounded, its subsets are bounded as well. Since SO(n) ⊂ Rn×n, the boundedness and
closedness of the sublevel sets implies their compactness.
The convergence properties of the gradient flow associated with Θ 7→ n− tr (Θ) are thus
determined by the following proposition.
Proposition 5 [4, Proposition 3.9] Let f : M → R be a Morse-Bott function on a Rie-
mannian manifold M . The ω-limit set ω(x) of x ∈M with respect to the gradient flow
of f is a single critical point of f . Every solution of the gradient flow converges to an
equilibrium point.
To give a more detailed specification the convergence behavior of the gradient flow
of Θ 7→ n− tr (Θ) we need the following result.
Lemma 6 Let M be a smooth and compact Riemannian manifold of dimension m,
f : M → R be a Morse-Bott function and denote the set of critical points of f by C( f ).
Let N be a fixed connected component of C( f ) of dimension n. If at least one of the
m−n eigenvalues with nonzero real part of the linearization of grad f at some x ∈ N
has a real part greater than zero, then the set A of initial conditions x0 ∈M for which
the solutions t 7→ φ(t,x0) of the gradient flow x˙ =−grad f (x) converge towards N , i.e.
(20) A = {x0 ∈M | limt→∞φ(t,x0) ∈N },
has measure zero. Furthermore M \A is dense in M , i.e. M \A = M .
Proof. The goal of the proof is to show that A has measure zero and that M \A is dense.
We show this in the following way. First, we consider the set of points lying in a suitable
neighborhood of N and which contains the orbits of the solutions of the gradient flow
x˙ = −grad f (x) which eventually converge towards N . We utilize a result from [6]
to conclude that this set has measure zero and M without this set is dense. Then, we
utilize this set to derive the same result for A utilizing the properties of the flow of the
gradient vector field on M .
In the following, we apply [6, Proposition 4.1]. This proposition concerns the case
of a a three times continuously differentiable vector field v : Rl → Rl together with
submanifold of equilibria N in Rl under the assumption that N is normally hyperbolic
with respect to v. Normal hyperbolicity of N means that the linearization of the vector
field v at x ∈N has n−dimN eigenvalues with real parts different from zero. Under
these assumptions, there exists a neighborhood U of N such that any solution t 7→
φ(t,x0) of x˙ = v(x) with initial condition x0 and with a forward orbit φ([0,∞);x0) in U
lies on the stable of manifold W sloc(p) of a point p ∈N . W
s
loc(p) is defined by
(21) W sloc(p) = {x ∈U | limt→∞φ(t,x) = p}.
We can always embed M into Rl for l large enough, see e.g. [2, Chapter 10], therefore
we can utilize [6] also for our case of a vector field on a manifold M .
Since M is compact and f is smooth, we have a global flow φ :R×M →M , which
means that t 7→ φ(t,x0) is a solution of the gradient flow x˙ =−grad f (x) defined for all
t ∈ R and with φ(0,x0) = x0, see e.g. [2, Chapter 17]. Furthermore φ(t, ·) : M → M
is a diffeomorphism for every t ∈ R. Since f is a Morse-Bott function, N is normally
hyperbolic, i.e. the linearization of the gradient flow at any x ∈ N has exactly m− n
eigenvalues with real parts different from zero, see [7, p. 183, Morse-Bott functions].
According to [6, Proposition 4.1], we have a neighborhood U of N such that for every
solution φ(·,x) with x ∈N and a forward orbit φ([0,∞],x) in U , the solution has to lie
in one W sloc(p) with p ∈ N . We know from [8, Proposition 3.2], that if we choose U
small enough, then the local stable manifold W sloc(N ) of N given by
(22) W sloc(N ) = ∪p∈N W sloc(p)
is a smooth submanifold of dimension m+k where k < m−n is the number of eigenval-
ues with real part smaller than zero. Since the stable manifold W sloc(N ) is a submani-
fold of M with smaller dimension than M , the stable manifold has measure zero and
M \W sloc(N ) is dense in M , see [2, Theorem 10.5].
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Let A be defined by (20). Define A1 by
(23) A1 = {x ∈ A|∀t ≥ 1 : φ(t,x) ∈U }
and let Ak for k ≥ 2 be defined by
(24) Ak = {x ∈ A\
(
A1∪ . . .∪Ak−1
)
|∀t ≥ k : φ(t,x) ∈U }.
If x ∈ A, then there is an integer k ∈ N such that x ∈ Ak. As a consequence
(25) A = ∪k∈NAk.
Because of (24), φ(k,Ak)⊂U for every Ak. Moreover, [6, Proposition 4.1] implies that
(26) φ(k,Ak)⊂W sloc(N ).
As subset of a set of measure zero, φ(k,Ak) has measure zero, see e.g. [2, Lemma
A.60(b)]. Since φ(k, ·) : M → M is a diffeomorphism, this means that Ak also has
measure zero, see e.g. [2, Lemma 10.1]. According to (25), A is a countable union of
the Ak, i.e. A is a countable union of sets of measure zero. Therefore, A has measure
zero and as a consequence M \A is dense.
To finally derive the global stability properties of the identity matrix I ∈ Rn×n for
the gradient flow of Θ 7→ n− tr (Θ) and thus also for the differential equation (10), we
linearize the gradient flow around the equilibria.
Lemma 7 The convergence properties of the gradient flow of f : SO(n) → R,Θ 7→
n− tr (Θ) are the following:
a) The ω-limit set of any solution is contained in the set of equilibria given by (7),
i.e.
F = {Θ0 ∈ SO(n)|ΘT0 = Θ0}.
b) The equilibrium I is locally exponentially stable and all other equilibria are un-
stable.
c) The set of initial conditions for which the solutions of the gradient flow x˙ =
−grad f (x) of f converge towards I is dense in SO(n) and the set of initial condi-
tions for which the solutions of the gradient flow converge to the other equilibria
has measure zero.
Corollary 8 The identity matrix I is an almost globally asymptotically stable equilib-
rium for the differential equation
(27) ˙Θ = (ΘT−Θ)Θ.
In the following we prove Lemma 7.
Proof. a) is a consequence of Lemma 4 and Proposition 5.
b) To prove the property b) we linearize the gradient flow with the vector field grad f
defined by Θ 7→ 12 (Θ
T −Θ)Θ around the equilibria. To do this directly we compute
dgrad f Θ0(X) = ddt |t=0((grad f ) ◦Γ)(t) where Θ0 is an equilibrium and Γ : (−ε,ε)→
SO(n) is smooth with Γ(0) = Θ0, ˙Γ(0) = X and X ∈ TΘ0 SO(n). This yields
(28)
d grad f Θ0(X) =
1
2
d
dt |t=0(Γ
T(t)−Γ(t))Γ(t)
=
1
2
(
˙ΓT(t)Γ(t)+ΓT(t) ˙Γ(t)− ˙Γ(t)Γ(t)−Γ(t) ˙Γ(t)
)
|t=0
=
1
2
(XTΘ0 +ΘT0 X −XΘ0−Θ0X)
=−
1
2
(Θ0X +XΘ0) ,
7
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since Θ0 = ΘT0 and X = Ω0Θ0 for a Ω0 ∈ Rn×n with Ω0 = −ΩT0 . Consequently the
linearization of the gradient flow at an equilibrium Θ0 is given by
(29) ˙X =−1
2
(
ΘT0 X +XΘ0
)
,
where X ∈ TΘ0 SO(n). Note that due to the simple nature of the Riemannian metric (2)
and the connection of the linearization of a gradient flow to the Hessian, we could have
obtained (29) directly from (14). More precisely, utilize
(30)
H f (Θ0)(X ,X) = tr
(
XTΘ0X
)
= vec(Θ0XT)vec(X)
= vec(X)T(I⊗Θ0 +(I⊗Θ0)T)vec(X)
=−
1
2
vec(X)T vec(ΘT0 X +XΘ0).
If Θ0 = I, then the linearization is
(31) ˙X =−X ,
which shows that the equilibrium I is locally exponentially stable. Now consider the
linearization at the other equilibrium points, i.e. Θ0 , I and Θ0 = ΘT0 . Since Θ0 is sym-
metric, Θ0 is orthonormally diagonalizable, i.e. Θ0 = ΠTDΠ for some diagonal D and
orthonormal Π where the columns of Π are eigenvectors of Θ0. Since ΘT0 Θ0 = I, we
get D2 = I and consequently the eigenvalues are ±1. Since Θ0 , I and det(Θ0) = 1,
we always have an even number of negative eigenvalues with associated eigenvec-
tors v1, . . . ,vk. Set U = v1vT2 −v2vT1 and X =UΘ0 ∈ TΘ0 SO(n). Therefore
(32)
−
1
2
(Θ0X +XΘ0) =−
1
2
(
ΘT0UΘ0 +UΘ0Θ0
)
=−
1
2
(
Θ0(v1vT2 −v2vT1 )Θ0 +(v1vT2 −v2vT1 )Θ0Θ0
)
=−
1
2
(
(−v1v
T
2 +v2v
T
1 )Θ0 +(−v1vT2 +v2vT1 )Θ0
)
=UΘ0.
Therefore, X =UΘ0 is an eigenvector of the operator defined by the right hand side of
(29). Since the associated eigenvalue is positive (one), the linearization (29) is unstable.
Consequently, the linearization of the gradient flow at the equilibria Θ0 with Θ0 , =I
and Θ0 = ΘT0 is unstable, which proves b).
c) Denote the flow of ˙Θ =−grad f (Θ) by φ : R×SO(n)→ SO(n) and by Bk the set
(33) Bk = {x0 ∈ SO(n)| limt→∞φ(t,x0) ∈Fk},
i.e. the set of initial conditions that converges to the connected component Fk of the set
of critical points F given in Lemma 1c). Because of Proposition 5, we are certain that
any solution of the gradient flow converges to the critical set of f , and as a consequence,
SO(n) = ∪
⌊ n2 ⌋
k=0Bk. Then B0 is the set of initial conditions for which the flow converges
to I and B = ∪⌊
n
2 ⌋
k=1Bk is the set of initial conditions for which the flow converges to any
of the other critical points. In Lemma 6 we showed that Bk has measure zero and that
SO(n)\Bk is dense in SO(n). Since B is the union of a finite number of sets of measure
zero, it has measure zeros, see e.g. [2, Lemma 10.1]. In particular B0 = SO(n) \B is
dense.
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