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ABSTRACT
In this paper, we propose a novel and robust fall detection sys-
tem by using a one class support vector machine based on video
information. Video features, including the differences of centroid
position and orientation of a voxel person over a time interval are ex-
tracted from multiple cameras. A one class support vector machine
(OCSVM) is used to distinguish falls from other activities, such as
walking, sitting, standing, bending or lying. Unlike the conventional
OCSVM which only uses the target samples corresponding to falls
for training, some non-fall samples are also used to train an enhanced
OCSVM with a more accurate decision boundary. From real video
sequences, the success of the method is confirmed, that is, by adding
a certain number of negative samples, both high true positive detec-
tion rate and low false positive detection rate can be obtained.
Index Terms— voxel person, multiple cameras, one class sup-
port vector machine, fall detection
1. INTRODUCTION
There has been increasing public concern related to fall detection
in recent years. According to the recent survey, falls are the leading
cause of death due to injury among the elderly population and 87%
of all fractures in this group are caused by falls. Although many
falls do not result in injuries, 47% of non-injured fallers can not get
up without assistance and this period of time spent immobile also
affects their health. So, it is important to notice that detecting a fall
event at home is an indispensable part of elderly people’s care.
The most popular fall detection techniques involve:
a) Wearable or portable sensor-based method: For this type of
method, a wearable sensor, such as a tri-axial accelerometer, is used.
The acceleration information is collected and used for fall detection
by different methods, such as threshold-based algorithms [2] [3] or
some more complex pattern classification algorithm, such as a sup-
port vector machine (SVM) in [4]. Nowadays, it is a trend that peo-
ple embed an accelerometer in a cell phone [5], which can detect a
fall as well as reduce the inconvenience in requiring that an elderly
person wears an extra accelerometer type sensor. The main disad-
vantages of this type of method include: 1. Old people sometimes
forget to wear the sensors and some of the wearable sensors are not
very convenient for old people to wear. 2. This type of method usu-
ally introduces a high false positive rate in fall classification.
b) Sound or vibration sensor-based method: In [6], M. Alwan et
al. propose a fall detection system based on a passive floor-vibration
sensor which records the signal generated from the floor’s vibration
when a person falls over, and some characteristics of the recorded
signal, such as its amplitude, can be used for determining a fall event.
In [7], M. Popescu et al. use an acoustic fall detection system, FADE,
composed of a microphone array and a motion detector to determine
falls by classifiers constructed from examples from one class (i.e.,
non-fall sounds). The problems for this category of fall detection
methods include: 1. For different types of floor, the generated vi-
bration signals will vary. 2. Some background noises will affect the
sound signals obtained by the microphone arrays which will lead to
ambiguity in fall determination.
c) Computer vision-based methods: There are various ways to
detect a fall event using computer vision and signal processing tech-
niques. In the papers [8] and [9], C. Rougier et al. use a threshold-
based algorithm to compare the values of the extracted features with
the corresponding thresholds to make decisions. The head’s 3-D ve-
locity and human shape information are extracted as features respec-
tively. C. Juang and C. Chang [10] use an elegant self-constructing
neural fuzzy inference network for posture recognition to detect a
fall. As an effective tool for the classification problem, the SVM
technique is applied in [11], the extracted features are finally fed to
a multi-class SVM for precise classification of motions and deter-
mination of a fall event. In [12], a layered hidden Markov model
(LHMM)-based approach is proposed to determine the state of the
person (walking or falling) from a multiview pose classification
strategy. For computer vision-based methods, the elderly person
need not wear sensors and compared with the sound or vibration
sensor-based methods, computer vision-based methods are not af-
fected by the environmental noises that the sound or vibration sen-
sors will suffer, so that the computer vision-based methods are in
this sense superior compared with the other two categories. How-
ever, currently, the prevailing computer vision-based methods, such
as the ones mentioned above, either construct different models for
different activities [10] and [12], or build a very complex structure
to distinguish falls from other activities such as the multi-class SVM
method in [11]. Our work is underpinned by the observation that
the fall activity shares similarities and can be ascribed to one class.
This motivates us to use the one class classification technique for
fall detection. In [13], M. Yu et al. propose the idea of using a
one class classifier for fall detection and different one class classi-
fiers are compared, the results show that the OCSVM achieves the
best performance by obtaining the largest geometric means defined
as
√
𝑇𝑃𝑅 ∗ (1− 𝐹𝑃𝑅), where 𝑇𝑅𝑃 is the true positive detection
rate and 𝐹𝑃𝑅 is the false positive detection rate, while being most
robust to noise. In this paper, we show that by using an enhanced
version of OCSVM incorporating certain negative (non-fall) exam-
ples, a more accurate decision boundary is obtained compared with
the OCSVM using the target samples only. For the video features,
a voxel person is constructed and the corresponding 3-D video fea-
tures (changes of centroid position and orientation over one second)
are extracted. These features then form the input to the OCSVM.
Four cameras are used to better obtain the 3-D features and con-
struct a more accurate voxel person as compared with using only
two cameras. The structure of this paper is as follows: Section II
describes how the video features are extracted. The OCSVM and
enhanced OCSVM with negative examples are introduced in Sec-
tion III. Some experimental simulations are presented in Section IV.
Conclusions and suggestions for future work are given in Section V.
2. VIDEO FEATURE EXTRACTION
We use 3-D features for the video features needed for the construc-
tion of the classifier. Traditional 2-D features, such as the bounding
box aspect ratio [9] and projection histogram [10], have the follow-
ing two major drawbacks: Firstly, they are sensitive to the distance
of the person to the camera. Secondly, they are very sensitive to
movements and falls in different directions. So, 2-D features are
not efficient to be used for detection of falls that happen in different
places and directions.
We use a multiple camera scheme to obtain the 3-D features [14].
Four color video cameras located at the corners of a room environ-
ment are used and we use the codebook subtraction technique [15]
to obtain the foreground human body region. The advantages of the
codebook background subtraction algorithm is that it is effective in
compressed video frames and can deal with the problems of illu-
mination change, and the change of background after training; be-
sides, compared with other methods, such as mixture-of-Gaussians
(MoGs) [16] and kernel based (KB) methods [17], its computational
time is less as discussed in [15]. After background subtraction, some
post-processing operations proposed in [18] are used to fill small
holes, remove small blobs and smooth the boundary of the human
body blob so as to improve the final results.
The voxel person is constructed from the background subtrac-
tion results of the cameras’ frames. For voxel person construc-
tion, initially, we divide our 3-D room space into fixed size voxels
(2.5cm*2.5cm*2.5cm), which are nonoverlapping cubes. Figure 1
shows the discretization of the 3-D space. The solid blocks repre-
sent the voxel blocks.
Fig. 1: The discretization of the 3-D room space with the dimension
4.5𝑚× 3.5𝑚× 3𝑚, the main part of this figure is cited from [14]
From the 2-D coordinate of a pixel in the recorded frame [𝜄𝑥, 𝜄𝑦]𝑇 ,
the undistorted coordinate [𝑢𝑥, 𝑢𝑦]𝑇 on the focal plane can be ob-
tained from the camera calibration [19]. Moreover, we can also
obtain the rotation matrix R and translation vector t, which reflect
the relationship between the real world coordinates system and a
camera-centered coordinate system. After obtaining these values,
we can translate the origin of the camera-centered coordinate sys-
tem [0, 0, 0]𝑇 and the point on the focal plane [𝑢𝑥, 𝑢𝑦, 𝑓 ]𝑇 into the
corresponding 3-D real-world coordinate by:
z = R−1(c− t) (1)
where z is the real world coordinate and c is the coordinate in the
camera-centered coordinate system.
So, for a pixel, a ray can be constructed and we can identify a set
of voxels that this ray intersects. The procedure is repeated for every
pixel in the 2-D frame for each camera and we can thereby obtain a
pixel-voxel table for each camera.
The flow-chart of the 3-D voxel person reconstruction is shown in
Figure 2.
Fig. 2: The procedure of constructing the voxel person by using
multiple cameras
When the silhouettes of a person in the images recorded by four
cameras are extracted, for each image, we set the 3-D space vox-
els corresponding to the pixels in the silhouette with the value ‘1’
according to the constructed pixel-voxel table, the remaining voxels
are set to be ‘0’. In this way, a 3-D binary matrix V𝑖𝑡 is constructed
for the 𝑖𝑡ℎ camera at time 𝑡.
Four 3-D matrices are obtained for the four cameras and we
sum up the four matrices to obtain a final matrix, V𝑡, with V𝑡 =∑4
𝑖=1 V
𝑖
𝑡. A threshold is set to be 𝑡ℎ and if an element’s value is no
less than 𝑡ℎ, then the corresponding voxel is taken as a voxel in the
3-D human body region. From experimental evaluation a suitable
threshold 𝑡ℎ has been found to be 2 and this is justified since two
cameras are sufficient to recover the person within room space. This
fusion of four cameras is an effective way to overcome the problem
of occlusion or loss of the human body in some of the cameras. Be-
cause if the human body part is visible in at least 𝑡ℎ cameras we can
still get a reconstructed voxel person correctly.
We next consider the extraction of the video features.
2.1. Video feature extraction
After we obtain the voxel person V𝑡, as proposed in [14], we can
extract two features which are useful for fall detection. They are the
differences of the centroid position and a value called 𝑔𝑝𝑠𝑖𝑚𝑡 re-
flecting the similarity of the voxel person’s primary orientation over
one second (usually a fall lasts 1-3s as highlighted in [20]).
The centroid of the voxel person at time t, u𝑡 = [𝑥𝑡, 𝑦𝑡, 𝑧𝑡] can be
obtained by:
u𝑡 = (
1
𝑀
)
𝑀∑
𝑗=1
V𝑡,𝑗 (2)
where 𝑀 is the number of voxels belonging to the human body re-
gion.
The difference in the centroid position over one second is chosen
as a feature for fall recognition. The horizontal difference of the
centroid can be calculated as:
√
𝑥2𝑡+1 + 𝑦
2
𝑡+1 −
√
𝑥2𝑡 + 𝑦
2
𝑡 and the
vertical difference is: ∣𝑧𝑡+1 − 𝑧𝑡∣. The two values are grouped into
a video feature vector called ‘𝑣−𝑓𝑒𝑎𝑡𝑢𝑟𝑒1′.
The sample covariance matrix used to define the eigen informa-
tion is:
(
1
𝑀
)
𝑀∑
𝑗=1
(V′𝑡,𝑗 − u𝑡)(V′𝑡,𝑗 − u𝑡)𝑇 (3)
where (⋅)𝑇 denotes vector transpose.
The eigenvalues and orthonormal eigenvectors of the covari-
ance matrix are calculated and the eigenvector corresponding to the
largest eigenvalue at time 𝑡 is denoted as 𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡 and a value de-
noted by 𝑔𝑝𝑠𝑖𝑚𝑡 is calculated by:
𝑔𝑝𝑠𝑖𝑚𝑡 = 𝑚𝑎𝑥(𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡 ⋅ ⟨0, 0, 1⟩𝑇 ,−𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡 ⋅ ⟨0, 0, 1⟩𝑇 )
(4)
where (⋅) represents the dot product.
If the person is upright, the value is near unity; if he or she is on
the ground, the value is near zero. The value of 𝑔𝑝𝑠𝑖𝑚𝑡 is in the
range of [0, 1].
The difference of the value over a time interval (one second) is
used as another video feature, which is denoted as ‘𝑣−𝑓𝑒𝑎𝑡𝑢𝑟𝑒2′.
The resulting two features, ‘𝑣−𝑓𝑒𝑎𝑡𝑢𝑟𝑒1′ and ‘𝑣−𝑓𝑒𝑎𝑡𝑢𝑟𝑒2′ are
used to form the inputs to the OCSVM.
3. ONE CLASS SUPPORT VECTOR MACHINE
CLASSIFICATION
The one class support vector machine (OCSVM) is proposed
in [21]. The basic idea behind OCSVM is that given a data set drawn
from an underlying probability distribution 𝑃 for the minority class,
the OCSVM estimates a function 𝑓 that is positive in a region 𝑆 and
negative in the complement, where 𝑆 is the ‘most-likely region’– a
subset of the input space such that a test point drawn from 𝑃 lies
outside of 𝑆 equals some a priori specified value between 0 and 1.
In the application of fall detection, the minority class corresponds
to falling and the majority class corresponds to various non-fall ac-
tivities, we obtain the training samples for the falling class and use
them to train an OCSVM classifier, the classifier can then capture
the ‘most-likely’ region of the falling class. And if the test point is
within this region, it is recognized as fall; otherwise, it is regarded
as non-fall.
For a non-separable dataset, a kernel OCSVM [21] can be used
to separate the mapped dataset in a high dimension feature space.
The strategy of a kernel OCSVM is to map the training data into
the feature space x𝑖 → Φ(x𝑖) to separate them from the origin with
maximum margin.
The popularly used kernels are:
𝐾(x, y) = (x ⋅ y + 1)𝑝 (𝑃𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙) (5)
𝐾(x, y) = 𝑒−𝛾∥x−y∥
2
(𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛) (6)
𝐾(x, y) = 𝑡𝑎𝑛ℎ(𝜅x ⋅ y − 𝛿) (𝑇𝑎𝑛𝑔𝑒𝑛𝑡) (7)
To design the classifier, we try to solve the following quadratic
problem:
min
w,h,𝜌
1
2
∥ w ∥2 + 1
𝜈ℓ
∑
𝑖
ℎ𝑖 − 𝜌
subject to (w ⋅ Φ(x𝑖)) ≥ 𝜌− ℎ𝑖, ℎ𝑖 ≥ 0 (8)
Here, 𝜈 ∈ (0, 1] and ℓ is the number of training data samples. The
nonzero slack variables ℎ𝑖 are introduced to allow for the possibility
of outliers (the data points which are not drawn from the distribution
𝑃 ).
For a new test point x, the decision function is:
𝑓(x) = 𝑠𝑔𝑛((w ⋅ Φ(x))− 𝜌) (9)
where 𝑠𝑔𝑛(⋅) is a sign function which yields the sign of the term in
the bracket.
The optimization problem (8) can be converted to a dual problem
as:
Using multipliers 𝑎𝑖, 𝑏𝑖 ≥ 0, we introduce an Lagrangian [22]:
𝐿(w, h, 𝜌, a, b) = 1
2
∥ w ∥2 + 1
𝜈ℓ
∑
𝑖
ℎ𝑖 − 𝜌
−
∑
𝑖
𝑎𝑖((w ⋅ Φ(x))− 𝜌+ ℎ𝑖)−
∑
𝑖
𝑏𝑖ℎ𝑖
We set the derivatives with respect to the primal variables w, h, 𝜌
equal to zero respectively and obtain:
w =
∑
𝑖
𝑎𝑖Φ(x𝑖) (10)
𝑎𝑖 =
1
𝜈ℓ
− 𝑏𝑖 ≤ 1
𝜈ℓ
(11)
∑
𝑖
𝑎𝑖 = 1 (12)
According to the KarushKuhnTucker conditions (KKT) [22], the
following constraints are satisfied:
𝑎𝑖((w ⋅ Φ(x))− 𝜌+ ℎ𝑖) = 0 (13)
𝑏𝑖ℎ𝑖 = 0 (14)
We substitute equations (10), (11) and (12) into the Lagrangian
function and obtain:
𝐿(w, h, 𝜌, a, b) = 1
2
∥ w ∥2 + 1
𝜈ℓ
∑
𝑖
ℎ𝑖 − 𝜌
−
∑
𝑖
𝑎𝑖((w ⋅ Φ(x𝑖))− 𝜌+ ℎ𝑖)−
∑
𝑖
𝑏𝑖ℎ𝑖
=
1
2
∑
𝑖𝑗
𝑎𝑖𝑎𝑗(Φ(x𝑖) ⋅ Φ(x𝑗)) + 1
𝜈ℓ
∑
𝑖
ℎ𝑖 − 𝜌
−
∑
𝑖𝑗
𝑎𝑖𝑎𝑗(Φ(x𝑖) ⋅ Φ(x𝑗)) + 𝜌
− 1
𝜈ℓ
∑
𝑖
ℎ𝑖 +
∑
𝑖
𝑏𝑖ℎ𝑖 −
∑
𝑖
ℎ𝑖 +
∑
𝑖
𝑏𝑖ℎ𝑖
= −1
2
∑
𝑖𝑗
𝑎𝑖𝑎𝑗(Φ(x𝑖) ⋅ Φ(x𝑗))
So, a dual problem is obtained as:
min
a
1
2
∑
𝑖𝑗
𝑎𝑖𝑎𝑗𝑘(x𝑖, x𝑗)
subject to 0 ≤ 𝑎𝑖 ≤ 1
𝜈ℓ
,
∑
𝑖
𝑎𝑖 = 1 (15)
Here 𝑎𝑖 is the component of vector a, 𝑘(x𝑖, x𝑗) = (Φ(x𝑖) ⋅Φ(x𝑗))
and it is called the ‘kernel function’ defined as (5), (6) or (7).
According to the KKT condition [22], the decision function fol-
lows as:
𝑓(x) = 𝑠𝑔𝑛(
∑
𝑖
𝑎𝑖𝑘(x𝑖, x)− 𝜌) (16)
For the value of 𝜌, we can obtain it from the KKT condition. Ac-
cording to equations (13) and (14), we can see if 𝑎𝑖 and 𝑏𝑖 are non-
zero, the corresponding pattern x𝑖 satisfies:
𝜌 = (w ⋅ Φ(x𝑖)) =
∑
𝑗
𝑎𝑗𝑘(x𝑗 , x𝑖) (17)
Here we propose another enhanced version of OCSVM with neg-
ative training samples (non-fall samples in our case), it has the fol-
lowing form:
min
w,h,𝜌
1
2
∥ w ∥2 + 1
𝜈1ℓ
∑
𝑖
ℎ𝑖 +
1
𝜈2ℓ
∑
𝑙
ℎ𝑙 − 𝜌
subject to ∀𝑖 ∈ 𝑃 (w ⋅ Φ(x𝑖)) ≥ 𝜌− ℎ𝑖
∀𝑙 ∈ 𝑁 (w ⋅ Φ(x𝑙)) < 𝜌+ ℎ𝑙 ℎ𝑖, ℎ𝑖 ≥ 0 (18)
Following a similar procedure, we can obtain a dual problem as:
max
a
∑
𝑖∈𝑃,𝑗∈𝑁
𝑎𝑖𝑎𝑙𝑘(x𝑖, x𝑙)− 1
2
∑
𝑖∈𝑃,𝑝∈𝑃
𝑎𝑖𝑎𝑝𝑘(x𝑖, x𝑝)
−1
2
∑
𝑗∈𝑃,𝑛∈𝑁
𝑎𝑖𝑎𝑚𝑘(x𝑗 , x𝑛)
subject to 0 ≤ 𝑎𝑖∈𝑃 ≤ 1
𝜈1ℓ
, 0 ≤ 𝑎𝑙∈𝑁 ≤ 1
𝜈2ℓ∑
𝑖∈𝑃
𝑎𝑖 −
∑
𝑙∈𝑁
𝑎𝑙 = 1 (19)
where 𝑃 is the index set for the positive samples (samples corre-
sponding to the minority class) where 𝑁 is the index set for the neg-
ative samples (samples which are not in the interested class).
The value 𝜌 can be obtained as for an unbounded support vector
x𝑖 with 0 < 𝑎𝑖∈𝑃 < 1𝜈1ℓ or 0 < 𝑎𝑖∈𝑁 <
1
𝜈2ℓ
:
𝜌 =
∑
𝑗∈𝑃
𝑎𝑗𝑘(x𝑗 , x𝑖)−
∑
𝑙∈𝑁
𝑎𝑙𝑘(x𝑙, x𝑖) (20)
From the obtained a and 𝜌, the decision function is obtained as
(21):
𝑓(x) = 𝑠𝑔𝑛(
∑
𝑖∈𝑃
𝑎𝑖𝑘(x𝑖, x)−
∑
𝑙∈𝑁
𝑎𝑙𝑘(x𝑙, x)− 𝜌) (21)
After the derivation of the dual problem, 𝜌 and the decision func-
tion of the enhanced OCSVM. We next evaluate both the conven-
tional and enhanced OCSVMs in the context of real fall detection.
4. EXPERIMENTS AND EVALUATIONS
The experiments were carried out in Loughborough University’s
Smart Room. There are four cameras located at the corners for which
the union of their covering spaces is the whole room space. The
four cameras are connected to four PCs, with one being a server and
others being clients. The StreamPix 3 software [23] is installed on
the PCs to perform video recordings and the format of the obtained
video is AVI. Video recordings are converted to consecutive 320*240
frames for further processing by MatLab. A synchronizer which is
connected to the server is used to ensure the synchronization of the
cameras’ recordings.
Figure 3 shows the layout of our smart room. And Figure 4 shows
the hardware and software settings of our fall detection system.
A stuntman simulates the fall and non-fall activities, and three
video sequences are recorded by each of the four cameras respec-
tively. The first video sequence containing 30 fall activities and some
non-fall activities is used for training with the corresponding video
features being extracted manually from the sequences recorded by
Fig. 3: The layout of the Intelligent Lab with the dimension of
4.5𝑚× 3.5𝑚
Fig. 4: The hardware and software settings for our fall detection
system
the four cameras. The second video sequence containing 29 fall ac-
tivities and 29 non-fall activities is for validation purpose—-to tune
the parameters of the OCSVM. Finally, a test video sequence which
also contains 29 fall activities and 29 non-fall activities is recorded
and used for evaluation of the performances of the constructed clas-
sifiers. All types of fall activities, like frontal falls, backward falls
and side falls, are included. For the non-fall activities, the normal
daily activities including walk, jog, crouch, sit and stretch are con-
cerned.
Figure 5 shows the images recorded by four cameras and the cor-
responding background subtraction results. The human body is not
seen in one of these cameras. The constructed voxel person is visu-
alized in Figure 6.
Fig. 5: The recoded frames by four cameras and the corresponding
background subtraction results
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Fig. 6: The visualized 3-D voxel person construction result
For feature extraction, the voxels belonging to the human body are
obtained from the background subtraction results by the steps shown
in the flow chart in Section 2. Since a pixel-to-voxel table is pre-built
for every camera, the computation amount for obtaining the human
body voxels after background subtraction only involves looking up
these four tables so that it can be real-time. Corresponding features
can then be extracted from these human body voxels.
The obtained features are fed into our OCSVM for training, val-
idation and testing. For a OCSVM, proper parameter values for 𝜈1,
𝜈2 and 𝛾 should be set. To tune the parameters, an additional vali-
dation dataset is used and a grid search method is applied to get the
optimal parameters which maximize the geometric means defined as√
𝑇𝑃𝑅 ∗ (1− 𝐹𝑃𝑅) for this validation dataset.
We give an example of tuning the parameters for an enhanced
OCSVM with 7 negative samples, we set 𝜈1 ∼ [0.005, 1], 𝜈2 ∼
[0.05, 5] and 𝛾 ∼ [0.1, 10] and each parameter’s range of its loga-
rithm value is equally divided into 10 divisions for grid searching.
We find that the optimal parameter values corresponding to the
largest geometric means value 0.9097 are 𝜈1 = 0.0416, 𝜈2 = 0.05
and 𝛾 = 10 after the grid search procedure. And after choosing
the optimal parameters, we test the performance of this enhanced
OCSVM under a test video sequence which contains 29 fall activities
and 29 non-fall activities. The result is shown in Table 1.
Table 1: Performance of the enhanced OCSVM under the optimal
parameter set

Activities Fall Non-fall
Detected as fall 100% 0%
Detected as non-fall 0% 100%
The true positive rate is 100% and the false positive rate is 0%
thus the geometric mean can reach unity, which achieves the best
performance.
Figure 7 shows the visualized feature classification results in 3-D
space by using conventional OCSVM and enhanced OCSVM (using
7 negative samples) respectively. The first row of Figure 7 shows the
training samples for the conventional OCSVM (left) and enhanced
OCSVM (right) respectively (the blue circle represents the positive
training feature samples corresponding to fall and the red star repre-
sents the negative training feature samples corresponding to non-fall
and the x,y and z axis show the coordinates the 3-dimensional fea-
ture vector). Some testing feature points are shown in the two figures
in the second row. The green regions in the two bottom figures rep-
resent the obtained region for the interested minority class–fall in
our case, by using conventional and enhanced OCSVM respectively.
We can see that by adding a few negative training samples, the ob-
tained enhanced OCSVM can achieve a more approximate decision
boundary.
Fig. 7: The training samples and the corresponding decision regions
for the conventional and enhanced OCSVM
We use different numbers of negative samples to train the
OCSVM for comparison, Figure 8 shows the performance of the
OCSVMs with different numbers of negative samples for training.
Note, the parameters of different OCSVMs are tuned to the optimal
ones by using grid search.
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Fig. 8: The FPR, TPR and geometric means performances of
OCSVMs trained with different numbers of negative samples
From Figure 8, we can see that for the conventional OCSVM the
corresponding TPR is low. That is due to the fact that the training
points are tightly clustered (as what is shown in the left-top sub-
figure in Figure 8) so that the obtained OCSVM classifier overfits to
the training points while the obtained decision region is small and
the likelihood for a test point being in the decision region is low.
If we use some negative training samples for training the enhanced
OCSVM as proposed in the paper, as the number increases, the de-
cision boundary will become more and more accurate, the TPR and
FPR will be 100% and 0% respectively, and the optimal geometric
means can be obtained.
Here we show another example in Figure 9 by using a training
dataset with some outliers, due to the existence of these outliers,
the obtained decision region is large. We can see by only adding
one negative samples and training the enhanced OCSVM, the cor-
responding decision region will become tight and a more accurate
result is obtained.
As such, we can see that by only adding a small number of neg-
ative samples for training the OCSVM using the scheme proposed
in this paper, the overfitting problem can be avoided while better
generalization performance can be obtained, both high true positive
detection rate and low false positive detection rate are achieved thus
a high geometric mean can be obtained.
Fig. 9: The training samples and the corresponding decision regions
for the conventional and enhanced OCSVM under a training dataset
with outliers
5. CONCLUSION
In this paper, we have proposed a new fall detection method based
on an enhanced OCSVM with 3-D features extracted from multiple
cameras. A voxel person is extracted from the 2-D human silhou-
ettes obtained from the images of different cameras. The differences
of the centroid’s position and the orientation angle over an inter-
val of one second are used as 3-D features. An enhanced OCSVM
with negative training examples is used as the classifier. The exper-
imental results show as compared with the conventional OCSVM,
by introducing some negative samples, the performance of the en-
hanced OCSVM can be improved in terms of a higher geometric
means value, and a better generalization performance.
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