This paper proposes an effective feature compensation method to improve speech recognition performance in time-varying background noise condition. The proposed method employs principal component analysis to improve the variational model composition method. The proposed method is employed to generate multiple environmental models for the PCGMM-based feature compensation scheme. Experimental results prove that the proposed scheme is more effective at improving speech recognition accuracy in various SNR conditions of background music, compared to the conventional front-end methods. It shows 12.14% of average relative improvement in WER compared to the previous variational model composition method.
Mean parameters of variational models in logspectral domain generated by the variational model composition method [10] . PCA 기반의 Variational 모델 생성 기법 Fig. 3 Block diagram of the PCGMM-based feature compensation scheme employing the variational model composition method [10] . 실험 및 결과 
