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ON THE CONVERGENCE OF AN IMPROVED AND ADAPTIVE KINETIC SIMULATED
ANNEALING
MICHAEL C.H. CHOI
ABSTRACT. Inspired by the work of Fang et al. (1997), who propose an improved simulated annealing
algorithm based on a variant of overdamped Langevin diffusion with state-dependent diffusion coefficient,
we cast this idea in the kinetic setting and develop an improved kinetic simulated annealing (IKSA) method
for minimizing a target function U . To analyze its convergence, we utilize the framework recently intro-
duced by Monmarché (2018) for the case of kinetic simulated annealing (KSA). The core idea of IKSA
rests on introducing a parameter c > inf U , which de facto modifies the optimization landscape and clips
the critical height in IKSA at a maximum of c− inf U . Consequently IKSA enjoys improved convergence
with faster logarithmic cooling than KSA. To tune the parameter c, we propose an adaptive method that
we call IAKSA which utilizes the running minimum generated by the algorithm on the fly, thus avoiding
the need to manually adjust c for better performance. We present positive numerical results on some stan-
dard global optimization benchmark functions that verify the improved convergence of IAKSA over other
Langevin-based annealing methods.
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1. INTRODUCTION
Given a target function U : Rd → R to minimize, we are interested in simulated annealing algorithms
based on Langevin diffusion and its various variants. Let us begin by briefly recalling the dynamics of
the classical overdamped Langevin diffusion (Zt)t>0 for annealing (SA):
dZt = −∇U(Zt) dt+
√
2ǫtdBt,(1.1)
where (Bt)t>0 is the standard d-dimensional Brownian motion and (ǫt)t>0 is the temperature or cooling
schedule. The instantaneous stationary distribution of (1.1) at time t is the Gibbs distribution that we
denote by
µ0ǫt(x) ∝ e−
1
ǫt
U(x)
.
We shall explain the seemingly strange upper script that appears in µ0ǫt later in (1.6). This overdamped
Langevin dynamics and its convergence have been analyzed in Chiang et al. (1987); Holley et al. (1989);
Jacquot (1992); Miclo (1992). It can be shown that under the logarithmic cooling schedule of the form
ǫt =
E
ln t
, large enough t,(1.2)
where E > E∗, (Zt)t>0 gradually concentrates around the global minima of U in the sense that for any
δ > 0,
lim
t→∞
P (U(Zt) > Umin + δ) = 0.
Here we write Umin = inf U . We call E the energy level and E∗ the hill-climbing constant or the critical
height associated with U . Intuitively speaking, E∗ is the largest hill one need to climb starting from a
local minimum to a global minimum. For a precise definition of E∗, we refer readers to (2.2) below.
While the overdamped Langevin diffusion (1.1) can be seen as the continuous counterpart of gradient
descent perturbed by Gaussian noise, the analogue of momentum method in this context is the kinetic or
underdamped Langevin diffusion. The kinetic Langevin dynamics (Xt,Yt)t>0 (KSA) is described by
dXt = Yt dt,(1.3)
dYt = − 1
ǫt
Yt dt−∇U(Xt) dt+
√
2 dBt,(1.4)
where (Xt)t>0 stands for the position and (Yt)t>0 is the velocity or momentum variable. The instanta-
neous stationary distribution of (Xt,Yt)t>0 at time t is the product distribution of µ0ǫt and the Gaussian
distribution with variance ǫt that we denote by
π0ǫt(x, y) ∝ e−
1
ǫt
U(x)
e
−
‖y‖2
2ǫt .
We will explain the notation π0ǫt in (1.10) below. Unlike the overdamped Langevin dynamics (1.1)
which is reversible, the kinetic counterpart (1.3) is in general non-reversible, which imposes technical
difficulties in establishing its long-time convergence. On the other hand, it is known in the literature that
using non-reversible dynamics may accelerate convergence in the context of sampling or optimization,
see for example Bierkens (2016); Chen and Hwang (2013); Diaconis et al. (2000); Duncan et al. (2016,
2017); Gao et al. (2018); Hwang et al. (2005); Löwe (1997). Using a distorted entropy approach, in
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Monmarché (2018) the author proves for the first time convergence result of kinetic simulated annealing:
under the same logarithmic cooling schedule as in (1.2), for any δ > 0 we have
lim
t→∞
P (U(Xt) > Umin + δ) = 0.
More recently, Chak et al. (2020) analyze the generalized Langevin dynamics for simulated annealing
based on the framework introduced in Monmarché (2018).
Many techniques have been developed in the literature to improve or to accelerate the convergence
of Langevin dynamics. In this paper, we are particularly interested in an improved variant of Langevin
dynamics (Zt)t>0 (ISA) with state-dependent diffusion coefficient, introduced by Fang et al. (1997), and
its dynamics is described by the following:
dZt = −∇U(Zt) dt+
√
2 (f(U(Zt)− c)+ + ǫt) dBt,(1.5)
where we write a+ = max{a, 0} for a ∈ R. Comparing the improved dynamics (1.5) with the classical
one (1.1), we see that the function f : R → R+ and the parameter c are introduced. We formally state
the assumptions needed on both f and c in Assumption 1.1 below. To briefly summmarize, we need
to choose c > Umin and f to be twice-differentiable, non-negative, bounded and non-decreasing with
f(0) = f ′(0) = f ′′(0) = 0. It is shown in Fang et al. (1997) that the instantaneous stationary distribution
at time t of (1.5) is given by
µfǫt(x) = µ
f
ǫt,c(x) ∝ e−Hǫt (x) =
1
f(U(x)− c)+ + ǫt exp
(
−
∫ U(x)
Umin
1
f(u− c)+ + ǫt du
)
,(1.6)
where
Hǫ(x) = Hǫ,c(x) :=
∫ U(x)
Umin
1
f(u− c)+ + ǫ du+ ln (f(U(x)− c)+ + ǫ) .(1.7)
Observe that if f = 0, (1.5) reduces to the classical overdamped dynamics (1.1). As such µfǫ can be
considered as a generalization of the Gibbs distribution µ0ǫ . This also explains the notation µ
0
ǫt earlier.
One important difference between (1.5) and (1.1) is the introduction of state-dependent diffusion co-
efficient: the greater the difference between U(Zt) and c, the greater (in absolute terms) the Gaussian
noise is to be injected, and this extra noise may improve the convergence by helping the dynamics to
get pass a local minimum. On the other hand, in the region where U(Zt) 6 c the dynamics evolves
in the same manner as the classical dynamics. As for the theoretical benefits, in Fang et al. (1997) the
authors demonstrate that under the logarithmic cooling schedule of the form (1.2) with E > c∗ and for
any δ > 0,
lim
t→∞
P (U(Zt) > Umin + δ) = 0,
where we call c∗ the clipped critical height, to be defined formally in (2.3) below. It can be shown
that E∗ > c∗ and c − Umin > c∗, and hence one can understand as if the critical height is capped at a
maximum level c− Umin. The key technical insight in Fang et al. (1997) relies on both the spectral gap
and the log-Sobolev constant are of the order ec∗/ǫt . As a result, we can operate a faster cooling schedule
for the improved dynamics (1.5) that still enjoys convergence guarantee.
The crux of this paper is to cast the idea of Fang et al. (1997) into the kinetic Langevin setting for
simulated annealing. One way to do so is to think of altering the target function: in SA the exponent in
µ0ǫt is −(1/ǫt)U(x), while in ISA the exponent in µfǫt (1.6) takes on the generalized form as −Hǫt . In
this way the optimization landscape is de facto modified and hopefully improved. We apply this idea to
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KSA and simply substitute (1/ǫt)U(x) by Hǫt in its dynamics. More precisely, we are interested in the
following dynamics (Xt, Yt)t>0 that we call IKSA:
dXt = Yt dt,(1.8)
dYt = − 1
ǫt
Yt dt− ǫt∇xHǫt,c(Xt) dt+
√
2 dBt.(1.9)
Its instantaneous stationary distribution at time t is the product distribution of µfǫt and the Gaussian
distribution with mean 0 and variance ǫt:
πfǫt(x, y) = π
f
ǫt,c(x, y) ∝ µfǫt(x)e−
‖y‖2
2ǫt ∝ e−Hǫt (x)e− ‖y‖
2
2ǫt .(1.10)
Note that when f = 0, ∇xHǫt(x) = 1ǫt∇xU(x), and we retrieve exactly the classical kinetic Langevin
diffusion (1.3). As such we can think of IKSA as a generalization of KSA. This also explains the notation
π0ǫt that appears earlier.
For a general f (that satisfies Assumption 1.1 below), in the case of U(x) 6 c we have ∇xHǫt(x) =
1
ǫt
∇xU(x), and hence the improved kinetic dynamics (1.8) evolves in the same way as the classical one
(1.3) in this region. In the other case when U(x) > c, we see that
∇xHǫ = 1 + f
′(U(x)− c)+
f(U(x)− c)+ + ǫ ∇xU.
Thus, the greater U(x) is relative to c, the greater the denominator in ∇xHǫt in the above equation, and
the more dominant is the Brownian noise in the velocity update of Yt. This effect can hopefully improve
the convergence if U(Xt) when its value is greater than c. As for the theoretical advantage, we shall
prove that we can operate a faster logarithmic cooling schedule than KSA, relying on the key technical
insight that the instantaneous spectral gap and the log-Sobolev constant are of the order ec∗/ǫt .
While there are practical benefits in using IKSA over KSA, on the other hand they come along with
extra computational costs: in the velocity update of IKSA, in addition to evaluating the gradient of U ,
we would need to evaluate both f and its derivative f ′ at (U(x) − c)+. As such if we implement the
Euler-Maruyama discretization of IKSA, extra function evaluations are required at each iteration.
We summarize the main contributions of this paper below:
(1) Propose an improved kinetic simulated annealing (IKSA) method and analyze its conver-
gence
In our main result Theorem 1.1 below, we will prove that under the logarithmic cooling of
the form (1.2) with energy level E > c∗, where both c and E are fixed, the improved kinetic
annealing (Xt, Yt)t>0 converges: for any δ > 0,
lim
t→∞
P (U(Xt) > Umin + δ) = 0.
This will be proved using the framework proposed by Monmarché (2018), along with the key
technical insight that the log-Sobolev constant is of the order ec∗/ǫt at time t.
(2) Propose an adaptive (IAKSA) method to tune the parameter c and the energy level E, and
analyze its convergence
The convergence behaviour of (Xt, Yt)t>0 in IKSA highly depends on the value of the parame-
ter c > Umin. Ideally we would like to choose c to be close to Umin, but it can be hard to achieve
in practice without a priori information on U .
In our second main result Theorem 1.2 below, we tune both c and E adaptively by incor-
porating the information of the running minimum minv6t U(Xv), where both c = (ct)t>0 and
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E = (Et)t>0 depend on the running minimum generated by the algorithm on the fly. We call
the resulting non-Markovian diffusion IAKSA. Although the setting is slightly different, this
idea is in reminiscence of the adaptive biasing method Benaïm and Bréhier (2019); Benaïm et al.
(2020); Lelièvre and Minoukadeh (2011); Lelièvre et al. (2008) or the self-interacting annealing
method Raimond (2009), thus avoiding the need to manually tune the parameter c for better per-
formance. We also mention the related work of memory gradient diffusions Gadat and Panloup
(2014); Gadat et al. (2013). Adaptive algorithms are popular in the Markov chain Monte Carlo
(MCMC) literature as well Andrieu and Thoms (2008); Fort et al. (2011); Roberts and Rosenthal
(2009). Note that in our context, the idea of tuning c adaptively on the fly dates back to the work
Fang et al. (1997) for ISA.
(3) Present numerical experiments to illustrate the performance of IAKSA
We compare the performance of four simulated annealing methods, namely IAKSA, IASA
(1.5) (i.e. ISA with the parameter c tuned adaptively in the same way as IAKSA), KSA (1.3) and
SA (1.1), on minimizing three standard global optimization benchmark functions Jamil and Yang
(2013). Empirical results demonstrate the improved convergence performance of IAKSA over
other annealing methods that are based on Langevin diffusions.
1.1. Notations. Before we discuss our main results, we fix a few notations that are frequently used
throughout the paper. For a, b ∈ R, we write a ∧ b = min{a, b} and a+ = max{a, 0}. For v ∈ Rd,
we write ‖v‖ to be its Euclidean norm. We also denote by ∂x to be the partial derivative with respect
to x. For two functions g1, g2 on R, we write g1 = O(g2) if there exists constant C > 0 such that
g1(x) 6 Cg2(x) for large enough x. We write g1 = Ω(g2) if g2 = O(g1). We also use the little-
o notation: g1 = o(g2) if limx→∞ g1(x)/g2(x) = 0. We say that a function ξ(ǫ) is a subexponential
function if limǫ→0 ǫ ln ξ(ǫ) = 0.
In the rest of the paper, as f is fixed, we shall hide its dependence on various quantities. We will write
πǫt = π
f
ǫt and µǫt = µ
f
ǫt.
1.2. Overview of the main results. In this subsection, we state our main results. First, let us clearly
state the assumptions on the target function U , the function f and the parameter c. These assumptions
are standard in the simulated annealing literature.
Assumption 1.1. (1) The potential function U is smooth with bounded second derivatives, that is,∥∥∇2xU∥∥∞ = sup
x∈Rd
d∑
i,j=1
(
∂xi∂xjU(x)
)2
<∞.
Also, there exist constants a1, a2, r,M > 0 such that U satisfies
a1 ‖x‖2 −M 6 U(x) 6 a2 ‖x‖2 +M,
−∇xU(x) · x 6 −r ‖x‖2 +M,
where x ∈ Rd.
(2) The function f : R → R+ is twice-differentiable, bounded, non-negative and non-decreasing.
Furthermore, f satisfies
f(0) = f ′(0) = f ′′(0) = 0,
and there exist constantM3,M4 > 0 such that
f(x) = M4, if x >M3.
We also denoteM5 := sup06x6M3 f
′(x).
6 MICHAEL C.H. CHOI
(3) The cooling schedule satisfies, for large enough t,
|∂tǫt| = O
(
1
t
)
.
This is for instance satisfied by the logarithmic cooling schedule (1.2).
(4) The parameter c is picked so that c > Umin. In the adaptive case, ct > Umin for all t > 0.
(5) The initial law of (X0, Y0) admits a smooth density with respect to the Lebesgue measure that
we denote bym0. Its Fisher information
∫ ‖∇m0‖2 /m0 dxdy and moments E (‖X0‖p + ‖Y0‖p)
are all finite, where p > 0.
Our first main result gives large-time convergence guarantee for IKSA (Xt, Yt)t>0, introduced earlier
in (1.8):
Theorem 1.1. [Convergence of IKSA] Under Assumption 1.1, for any δ > 0, as t→∞ we have
P (U(Xt) > Umin + δ)→ 0.
If we employ the logarithmic cooling schedule of the form ǫt =
E
log(t)
for large enough t, where E > c∗,
and both c and E are fixed, then for any α, δ > 0, there exists constant A > 0 such that
P (U(Xt) > Umin + δ) 6 A
(
1
t
)min{ 1− c∗E −α
2
, δ
2E
}
.(1.11)
If we compare the result of Monmarché (2018) for KSA (1.3) against the result we obtain in Theorem
1.1 for IKSA (1.8), in essence we replace the critical height E∗ by the clipped critical height c∗. In
retrospect this is perhaps unsurprising, as one can understand the modification in IKSA as clipping the
target function from U to U ∧ c. While IKSA enjoys improved logarithmic cooling when compared
with KSA, logarithmic cooling is however known to be inefficient, see Catoni (1992) and the Remark in
(Monmarché, 2018, Section 1.2).
In our second main result, we propose an adaptive method, that we call IAKSA, to tune the parameter
c = (ct)t>0 and the energy level E = (Et)t>0 using the running minimum minv6t U(Xv) on the fly. We
shall discuss in more technical details in Section 3. Note that the idea of tuning c adaptively on the fly
dates back to the work Fang et al. (1997) for ISA.
Theorem 1.2. [Convergence of IAKSA] Under Assumption 1.1, consider the kinetic dynamics (Xt, Yt)t>0
described by
dXt = Yt dt,
dYt = − 1
ǫt
Yt dt− ǫt∇xHǫt,ct(Xt) dt+
√
2 dBt,
where Hǫt,ct is introduced in (1.7), ct is tuned adaptively according to (3.1) and the cooling schedule is
ǫt =
Et
ln t
with Et satisfying (3.2). Given δ > 0, for large enough t and a constant A > 0, we consider sufficiently
small α such that α ∈ (0, δ2−δ1
U(X0)−Umin+δ2
), and select δ1, δ2 > 0 such that 0 < δ2 − δ1 < δ, to yield
P (U(Xt) > Umin + δ) 6 A
(
1
t
)a
,
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where
a := min
{ δ2−δ1
δ+δ2
− α
2
,
δ2−δ1
U(X0)−Umin+δ2
− α
2
}
.
1.3. Numerical results. In this subsection, we present our numerical illustrations. The benchmark
functions are the Rastrigin function U3, Ackley3 function U2 and Ackley function U1. For further de-
tails on the experimental setup and the parameters used (such as initialization, stepsize or the cooling
schedule), these are described in the Appendix.
We mimic Figure 3 in Monmarché (2018), and we plot the corresponding results in Figure 1 for
the three benchmark functions. On the vertical axis, we plot log10 P (minv6t U(Xv) > Umin + δ) or
log10 P (minv6t U(Zv) > Umin + δ) against log10 t in Figure (1a), (1c) and (1e), and similarly we plot
log10 P (U(Xt) > Umin + δ) or log10 P (U(Zt) > Umin + δ) against log10 t in Figure (1b), (1d) and (1f).
To compute these probabilities, we run 100 independent replicas and count the proportion of replicas for
which U(Xt) > Umin+ δ orminv6t U(Xv) > Umin + δ. We inject the same sequence of Gaussian noise
in each of the 100 replicas across all four annealing methods for fair comparison.
KSA and SA can be considered as the baseline algorithms for IAKSA and IASA respectively. In all
of the plots in Figure (1) IAKSA outperforms KSA, revealing that there is perhaps empirical advantage
in using IAKSA over classical KSA in some instances.
For the Rastrigin function U3 in Figure (1a) and (1b), we note that IAKSA enjoys improved conver-
gence over other methods, while SA does not seem to converge near Umin at all. For IASA and KSA,
although their running minimum reach the neighbourhood of Umin when log10 t is approximately 3 to 5,
as evident from Figure (1b) they however do not get stuck at the neighbourhood.
For the Ackley3 function U2 in Figure (1c) and (1d), we first observe that the curve corresponding to
the running minimum of IASA drops fast but stays flat when log10 t is bigger than 5. In Figure (1d), the
only method that lingers around the neighbourhood of Umin is IAKSA.
For the Ackley function U1 in Figure (1e) and (1f), the two overdamped methods IASA and SA seem
to outperform the two kinetic methods IAKSA and KSA.
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Figure 1. Probability plots of the four annealing methods on three benchmark functions
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1.4. Organization of the paper. The rest of this paper is organized as follow. In Section 2, we present
the proof of Theorem 1.1. In Section 3, we state the adaptive method IAKSA along with its proof.
2. PROOF OF THEOREM 1.1
In this section, we prove the convergence of the improved kinetic dynamics with fixed c and energy
level E. We employ the same proof strategy as in Monmarché (2018) and break down the proof into
smaller parts. Finally, in Section 2.8 we connect the auxiliary results and finish off the proof of Theorem
1.1.
2.1. Weak convergence of µǫ. In this subsection, we prove that µǫ converges weakly to the set of
global minima of U as ǫ → 0. Recall that µǫ is first introduced in (1.6) as the stationary distribution of
the improved annealing ISA method. Note that similar result have been obtained in Fang et al. (1997).
Proposition 2.1. Under Assumption 1.1, for a fixed ǫ > 0, suppose the law of X is µǫ. Then for
sufficiently small δ > 0 with δ ∈ (0, c− Umin), there exists a constant D2 = D2(δ) > 0, independent of
ǫ, such that
P (U(X) > Umin + δ) 6 D2e
− δ
2ǫ .
Proof. First, denote a := Umin+δ < c. For any Borel set S ⊂ Rd, we denoteVol(S) to be its Lebesgue
volume. Note that an equivalent way of writing down µǫ is
µǫ(x) =
1
Λµǫ
1
f(U(x)− c)+ + ǫ exp
{
−
∫ U(x)
a
1
f(u− c)+ + ǫ du
}
,
Λµǫ =
∫
Rd
1
f(U(x)− c)+ + ǫ exp
{
−
∫ U(x)
a
1
f(u− c)+ + ǫ du
}
dx
>
1
ǫ
∫
{U(x)6a−δ/2}
exp
{∫ a
U(x)
1
f(u− c)+ + ǫ du
}
dx
>
1
ǫ
∫
{U(x)6a−δ/2}
exp
{
1
ǫ
(a− U(x))
}
dx
>
1
ǫ
e
δ
2ǫVol({U(x) 6 a− δ/2}) =: 1
ǫ
e
δ
2ǫD1,
where the set {U(x) 6 a− δ/2} is compact as U is quadratic at infinity. Define
Aδ(x) := Umin + δ + ‖x‖ .
Note that under Assumption 1.1, since U is quadratic at infinity, the set Sδ := {U(x) < Aδ(x)} is
compact. Therefore, we have
P (U(X) > Umin + δ) =
1
Λµǫ
∫
{U(x)>Umin+δ}
1
f(U(x)− c)+ + ǫ exp
{
−
∫ U(x)
a
1
f(u− c)+ + ǫ du
}
dx
6
e−
δ
2ǫ
D1
∫
{Aδ(x)>U(x)>Umin+δ}
exp
{
− U(x) − a
M4 + ǫ
}
dx
+
e−
δ
2ǫ
D1
∫
{U(x)>Aδ(x)}
exp
{
− U(x)− a
M4 + ǫ
}
dx
6
1
D1
Vol(Sδ)e
− δ
2ǫ +
1
D1
e−
δ
2ǫ
∫
Rd
e
− 1
M4+ǫ
‖x‖
dx.
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
2.2. Existence and regularity for the density of IKSA. First, we note that the infinitesimal generator
of the improved kinetic dynamics (Xt, Yt)t>0 (1.8) at a fixed temperature ǫ > 0 is
Lǫ = Lǫ,c := y · ∇x −
(y
ǫ
+ ǫ∇xHǫ
)
· ∇y +∆y,(2.1)
where we recall Hǫ = Hǫ,c is first introduced in (1.7), and ∇x· (resp. ∇y·) is the divergence operator
with respect to the variable x (resp. y). When there is no ambiguity on the parameter c, we simply hide
the dependency on c and writeHǫ = Hǫ,c and Lǫ = Lǫ,c.
We show that the density of (Xt, Yt)t>0 is nice:
Proposition 2.2. Under Assumption 1.1, the process (Xt, Yt)t>0 is well-defined and the second moment
E(‖Xt‖2 + ‖Yt‖2) is finite for all t. The Lebesgue density of (Xt, Yt), denoted by mt, is smooth and
positive.
ht :=
dmt
dπǫt
is well-defined and smooth.
Proof. We follow the same proof as in (Monmarché, 2018, Proposition 4 and 5).
First, we show the non-explosiveness and the finite second moment result. Consider the homogeneous
Markov process (Xt, Yt, t)t>0, its generator L = Lǫt + ∂t and Hamiltonian function
H(x, y, t) = Hǫt(x)− ln ǫt +
‖y‖2
2ǫt
+ 1.
Note that for s 6 t:
LH(x, y, s) = 1
ǫs
− ‖y‖
2
ǫ2s
− ǫ′s
(∫ U(x)
Umin
1
(f(u− c)+ + ǫs)2
du+
‖y‖2
2ǫ2s
)
+
ǫ′s
f(U(x)− c)+ + ǫs −
ǫ′s
ǫs
6 CH(x, y, s),
where the constant C depends the bounds of ǫs and its derivative on [0, t]. Using the Markov inequality
and the Ito’s formula, we have E(H(Xt, Yt)) <∞ which implies that the second moment is finite.
For the smoothness ofmt, one can readily check the Hormander’s bracket condition is satisified.
For the positiveness of mt, we apply exactly the same argument as in Proposition 5 of Monmarché
(2018), with Ft(x, y) therein replaced by Ft(x, y) = ∇xHǫt(x) + yǫt . 
2.3. The log-Sobolev inequality. In this subsection, we prove the log-Sobolev inequality for the im-
proved kinetic Langevin process (Xt, Yt)t>0. First, let us briefly recall the concept of critical height E∗
that frequently appears in various classical and modern work of the annealing literature Holley and Stroock
(1988); Jacquot (1992); Miclo (1992). For two points x, y ∈ Rd, we write Γx,y to be the set of C1 para-
metric curves that start at x and end at y. Given a target function U , the classical critical height E∗ of U
is then defined to be
E∗ = E∗(U) := sup
x,y∈Rd
inf
γ∈Γx,y
{
sup
t
{U(γ(t))} − U(x) − U(y) + inf U
}
.(2.2)
One major motivation of the current work is the introduction of the function f and the parameter c that
control the injection of the Gaussian noise into the system, which allows one to clip the critical height
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E∗ at an arbitrary level c, thus effectively reducing E∗. Precisely, for an arbitrary δ1 > 0 and c > Umin,
we define c∗ to be
c∗ = c∗(U, c, δ1) := sup
x,y∈Rd
inf
γ∈Γx,y
{
sup
t
{U(γ(t)) ∧ (c+ δ1)} − U(x) ∧ c− U(y) ∧ c+ inf U
}
.(2.3)
For probability measure ν onR2d and smooth positive function h onR2d such that ν(h) = 1, we define
the relative entropy and Fisher information to be respectively
Entν(h) =
∫
h ln h dν,
Iν(h) =
∫ |∇h|2
h
dν.
Proposition 2.3. Under Assumption 1.1 and suppose the temperature ǫ is fixed. For any arbitrary δ1 > 0
and positive smooth function h with πǫ(h) = 1, there exists c∗ = c∗(U, c, δ1) and a polynomial function
pδ1(1/ǫ) (which may depend on δ1) such that
Entπǫ(h) 6 max
( ǫ
2
, pδ1(1/ǫ)e
c∗
ǫ
)
Iπǫ(h).
Remark 2.1. In Fang et al. (1997), by introducing assumption on the behaviour of f near 0 (Assumption
(H4) therein), they demonstrate the log-Sobolev constant is of the order O(e c∗(U,c,0)ǫ ), while in our As-
sumption 1.1, we do not place such assumption on f , at the trade-off of introducing an error δ1 > 0 that
appears in pδ1(1/ǫ). Alternatively, we can insert extra assumptions and simply use the result obtained in
Fang et al. (1997) for the log-Sobolev inequality.
Proof. First, note that πǫ can be written as a tensor product of µǫ (for the x coordinates) and a Gaussian
distribution of mean 0with variance ǫ (for the y coordinates). Since the log-Sobolev inequality tensorizes
and is stable under perturbation (see e.g. the references as in Chak et al. (2020); Monmarché (2018)), it
suffices for us to determine the log-Sobolev constant of µǫ.
Let us recall the improved overdamped Langevin dynamics at temperature ǫ is described by the dy-
namics
dZt = −∇U(Zt) dt+
√
2 (f(U(Zt)− c)+ + ǫ) dBt,
with generator Lǫ and L2(µǫ)-spectral gap
λ2 = inf
h∈L2(µǫ); µǫ(h)=0
〈−Lǫh, h〉µǫ
〈h, h〉µǫ
,
where we write 〈g, h〉µǫ =
∫
gh dµǫ to be the inner product in L2(µǫ) for g, h ∈ L2(µǫ). Define
Vǫ(x) :=
∫ U(x)
Umin
1
f(u− c)+ + ǫ du, νǫ(x) ∝ e
−Vǫ(x),
Since {h ∈ L2(νǫ); νǫ(h) = 0} ⊂ {h ∈ L2(µǫ); µǫ(h) = 0}, we thus have
λ2 6 (M4 + ǫ) inf
h∈L2(νǫ); νǫ(h)=0
∫ ‖∇h‖2 dνǫ
〈h, h〉νǫ
.
Therefore, we can pretend our target function is Vǫ at temperature 1 in the classical Langevin dynamics,
and utilize the result of Jacquot (1992) to conclude that, for a constant A > 0 independent of ǫ,
λ2 6 Ae
E∗(Vǫ).(2.4)
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If we show that
E∗(Vǫ) 6
c∗
ǫ
+ Cδ1,U ,(2.5)
where Cδ1,U is a constant that depends on δ1 and U but not on ǫ, the desired result follows from the above
spectral gap estimate and (Fang et al., 1997, Theorem 4.4).
In order to apply the result of Jacquot (1992), we check Condition (A) and (B) therein:
• Condition (A): ‖∇xVǫ‖ → ∞ and Vǫ →∞ as ‖x‖ → ∞ since U is quadratic at infinity.
• Condition (B): Outside the ball of {U(x)− c > M3},
∇xVǫ(x) = 1
f(U(x)− c)+ + ǫ∇xU(x) =
1
M4 + ǫ
∇xU(x),
∆Vǫ(x) =
1
M4 + ǫ
∆U(x),
and so ‖∇xVǫ‖2 − ∆Vǫ is bounded below outside the ball {U(x) − c > M3}, and hence it is
bounded below for all x ∈ Rd.
Now, we observe that, for any x ∈ Rd,
inf Vǫ = 0,
Vǫ(x) =
1
ǫ
(U(x) ∧ c− Umin) +
∫ U(x)
U(x)∧c
1
f(u− c)+ + ǫ du
>
1
ǫ
(U(x) ∧ c− Umin) ,
Vǫ(x) 6
1
ǫ
(U(x) ∧ (c+ δ1)− Umin) + 1
f(δ1)
(U(x) − U(x) ∧ (c+ δ1)).
Writing B(0, R) to be the ball center at 0 with sufficiently large radius R, we finally show (2.5):
E∗(Vǫ) = sup
x,y∈Rd
inf
γ∈Γx,y
{
sup
t
{Vǫ(γ(t))} − Vǫ(x)− Vǫ(y)
}
= sup
x,y∈B(0,R)
inf
γ∈Γx,y
{
sup
t
{Vǫ(γ(t))} − Vǫ(x)− Vǫ(y)
}
6
c∗
ǫ
+ sup
x∈B(0,R)
1
f(δ1)
(U(x)− U(x) ∧ (c+ δ1)) =: c∗
ǫ
+ Cδ1,U .

2.4. Lyapunov function and moment estimates. The aim of this section is to prove the following
moment estimate of (Xt, Yt)t>0:
Proposition 2.4. For any p ∈ N, α > 0 and large enough t (which depends on p, U, f and the tempera-
ture schedule ǫt), there exist a constant k, independent of t, such that
E
(‖Xt‖2 + ‖Yt‖2)p 6 k(1 + t)α.
We first prove the following Lyapunov property in Section 2.4.1, followed by proving Proposition 2.4
in Section 2.4.2.
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Proposition 2.5 (Lyapunov property of Rǫ). Let
Rǫ(x, y) = Rǫ,c(x, y) := ǫHǫ(x) +
‖y‖2
2
+ ǫ3x · y.(2.6)
For ǫ > 1, there exist constants c1, c4 and c5(ǫ) = O (ǫ3 ln (1/ǫ)) a subexponential function of ǫ such
that
Lǫ(Rǫ) 6 −c4ǫ5Rǫ + c5(ǫ) + c1.
2.4.1. Proof of Proposition 2.5. As we have
Lǫ
(
‖y‖2
2
)
= −‖y‖
2
ǫ
− ǫ∇xHǫ · y + d,
Lǫ(ǫHǫ) = y · ǫ∇xHǫ,
summing up these two equations leads to
Lǫ
(
ǫHǫ +
‖y‖2
2
)
= −‖y‖
2
ǫ
+ d.(2.7)
Note that we also have
Lǫ(x · y) = ‖y‖2 − x · y
ǫ
− ǫ∇xHǫ · x.(2.8)
We proceed to give an upper bound on the second and the third term in the above equation. We first
consider lower bounding∇xHǫ · x:
∇xHǫ · x = 1 + f
′(U(x)− c)+
f(U(x)− c)+ + ǫ ∇xU(x) · x
>
1 + f ′(U(x)− c)+
f(U(x)− c)+ + ǫ
(
r ‖x‖2 −M)
>
r
M4 + ǫ0
‖x‖2 − (M5 + 1)M
ǫ
:= r2 ‖x‖2 −M ǫ,(2.9)
where the first inequality follows from Assumption 1.1 item 1, and we recall both M4 and M5 are
introduced in Assumption 1.1 item 2. Next, as we have
|x · y| 6 r2ǫ
2
2
‖x‖2 + 1
2r2ǫ2
‖y‖2 ,
dividing by ǫ leads to
−x · y
ǫ
6
|x · y|
ǫ
6
r2ǫ
2
‖x‖2 + 1
2r2ǫ3
‖y‖2 .(2.10)
We substitute (2.9) and (2.10) into (2.8) to yield
Lǫ(x · y) 6
(
1 +
1
2r2ǫ3
)
‖y‖2 − ǫ
2
(
2∇xHǫ · x− r2 ‖x‖2
)
6
(
1 +
1
2r2ǫ3
)
‖y‖2 − ǫ
2
(
r2 ‖x‖2 − 2M ǫ
)
.(2.11)
The next two results give upper and lower bounds for Hǫ and Rǫ.
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Lemma 2.1. For any δ > 0, the upper bound of Hǫ is
Hǫ(x) 6

1
ǫ
(
a2 ‖x‖2 +M − Umin
)
+ ln(M4 + ǫ0), if U(x) 6 c+ δ,
1
ǫ
(c+ δ − Umin) + 1
f(δ)
(
a2 ‖x‖2 +M − (c+ δ)
)
+ ln(M4 + ǫ0), if U(x) > c+ δ.
Consequently, we have
‖x‖2 >

1
a2
(ǫ (Hǫ(x)− ln(M4 + ǫ0))−M + Umin) , if U(x) 6 c+ δ,
1
a2
(
f(δ)
(
Hǫ(x)− 1
ǫ
(c+ δ − Umin)− ln(M4 + ǫ0)
)
+ (c+ δ)−M
)
, if U(x) > c + δ.
On the other hand, the lower bound of Hǫ is
Hǫ(x) >
1
M4 + ǫ
(
a1 ‖x‖2 −M − Umin
)
+ ln ǫ.
Consequently, we have
‖x‖2 6 1
a1
((M4 + ǫ)Hǫ(x)− (M4 + ǫ) ln ǫ+M + Umin) .
Proof. We shall only prove the bounds onHǫ, and from these bounds it is straightforward to deduce the
bounds on ‖x‖2. We first prove the upper bound of Hǫ. If U(x) 6 c+ δ, we have
Hǫ(x) 6
1
ǫ
(U(x) − Umin) + ln(M4 + ǫ0) 6 1
ǫ
(
a2 ‖x‖2 +M − Umin
)
+ ln(M4 + ǫ0),
where the second inequality follows from the assumption on U in Assumption 1.1. If U(x) > c + δ,
Hǫ(x) =
∫ c+δ
Umin
1
f(u− c)+ + ǫ du+
∫ U(x)
c+δ
1
f(u− c)+ + ǫ du+ ln (f(U(x)− c)+ + ǫ)
6
1
ǫ
(c+ δ − Umin) + 1
f(δ)
(
a2 ‖x‖2 +M − (c+ δ)
)
+ ln(M4 + ǫ0),
where the inequality follows from Assumption 1.1 again. For the lower bound of Hǫ, we consider
Hǫ(x) >
1
M4 + ǫ
(U(x)− Umin) + ln ǫ > 1
M4 + ǫ
(
a1 ‖x‖2 −M − Umin
)
+ ln ǫ,
where the second inequality follows from Assumption 1.1. 
Lemma 2.2. For the upper bound of Rǫ, we have
Rǫ(x, y) 6
(
ǫ+ ǫ3
M4 + ǫ
a1
)
Hǫ(x) +
(
1
2
+
ǫ3
2
)
‖y‖2 + ǫ
3
a1
(−(M4 + ǫ) ln ǫ+M + Umin) .
On the other hand, the lower bound of Rǫ is
Rǫ(x, y) >
ǫ
M4 + ǫ
(
a1 ‖x‖2 −M − Umin
)
+ ǫ ln ǫ+
‖y‖2
2
− ǫ3 (‖x‖2 /2 + ‖y‖2 /2) .
Proof. Using x · y 6 ‖x‖2 /2 + ‖y‖2 /2, the desired results follow from (2.6) and Lemma 2.1. 
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Using Lemma 2.1 together with (2.11) leads to, for some constants c1, c2, c3,
ǫ3Lǫ(x · y) 6
(
ǫ3 +
1
2r2
)
‖y‖2 − c3ǫ5Hǫ(x) + c1,
and hence, when combined with (2.7) and (2.6),
Lǫ(Rǫ) 6 −c2ǫ5 ‖y‖2 − c3ǫ5Hǫ(x) + c1.
Finally, the above equation together with Lemma 2.2 gives, for some constants c4 and c5(ǫ) a subex-
ponential function of ǫ,
Lǫ(Rǫ) 6 −c4ǫ5Rǫ(x, y) + c5(ǫ) + c1.
2.4.2. Proof of Proposition 2.4.
Proposition 2.6. For any p ∈ N and ǫ > 1, there exist subexponential functions Cp,1(ǫ), Cp,2(ǫ) such
that
∂
∂ǫ
Rpǫ 6 Cp,1(ǫ)R
p
ǫ + Cp,2(ǫ)R
p−1
ǫ .
Proof. For some constants c6, c7 > 0, we compute
∂
∂ǫ
Rpǫ = pR
p−1
ǫ
(
ǫ
∂
∂ǫ
Hǫ +Hǫ + 3ǫ
2x · y
)
6 pRp−1ǫ
(
1 +
1
ǫ
(
a2 ‖x‖2 +M − Umin
)
+ ln(M4 + ǫ0) + 3ǫ
2(‖x‖2 /2 + ‖y‖2 /2)
)
6 pRp−1ǫ
(
c6
ǫ
(‖x‖2 + ‖y‖2) + 1 + 1
ǫ
(M − Umin) + ln(M4 + ǫ0)
)
.
Now, we use the lower bound of Rǫ in Lemma 2.2 to see that
Rǫ(x, y) > c7ǫ(‖x‖2 + ‖y‖2)− ǫM + Umin
M4 + ǫ
+ ǫ ln ǫ,
and so
∂
∂ǫ
Rpǫ 6 pR
p−1
ǫ
(
c6
c7ǫ2
(
Rǫ(x, y) + ǫ
M + Umin
M4 + ǫ
− ǫ ln ǫ
)
+ 1 +
1
ǫ
(M − Umin) + ln(M4 + ǫ0)
)
=: Cp,1(ǫ)R
p
ǫ + Cp,2(ǫ)R
p−1
ǫ .

The carré du champ operator Γǫ of Lǫ is Γǫf =
1
2
Lǫf
2 − fLǫf = ‖∇yf‖2. Using the lower bound of
Rǫ in Lemma 2.2, we compute, for constant c8 and subexponential functions C3(ǫ), C4(ǫ),
ΓǫRǫ = ‖∇yRǫ‖2 =
∥∥y + ǫ3x∥∥2
6 c8
(‖x‖2 + ‖y‖2)
6
c8
c7ǫ
(
Rǫ(x, y) + ǫ
M + Umin
M4 + ǫ
− ǫ ln ǫ
)
=: C3(ǫ)Rǫ(x, y) + C4(ǫ).(2.12)
Proposition 2.7. For any p ∈ N, α > 0 and large enough t, there exist a constant C˜p,α such that
E
(
Rpǫt(Xt, Yt)
)
6 C˜p,α(1 + t)
1+α.
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Proof. We shall prove the result by induction on p. We denote by nt,p := E
(
Rpǫt(Xt, Yt)
)
. When p = 0,
the result clearly holds. When p = 1, using Proposition 2.5 and 2.6 we have
∂
∂t
nt,1 =
(
∂
∂t
ǫt
)
∂
∂ǫt
nt,1 +
∂
∂s
E (Rǫt(Xt+s, Yt+s))
∣∣∣∣
s=0
6
∣∣∣∣ ∂∂tǫt
∣∣∣∣ (C1,1(ǫt)nt,1 + C1,2(ǫt)) + E (Lǫt(Rǫt)(Xt, Yt))
6
∣∣∣∣ ∂∂tǫt
∣∣∣∣ (C1,1(ǫt)nt,1 + C1,2(ǫt))− c4ǫ5tnt,1 + c5(ǫt) + c1.
As ǫt = Ω( 1ln(1+t)),
∣∣∣∣ ∂∂tǫt
∣∣∣∣ = O(1t ) and C1,1(ǫt), C1,2(ǫt), c5(ǫt) = o(tβ) for any β > 0 as t → ∞, we
deduce that, for constants c6 > 0, c7,
∂
∂t
nt,1 6 −c6ǫ5tnt,1 + c7(1 + t)1+α/2.(2.13)
As a result, for constant c8,
∂
∂t
(
nt,1e
c6
∫ t
0
ǫ5s ds
)
6 c7(1 + t)
1+α/2ec6
∫ t
0
ǫ5s ds
nt,1 6 n0,1 + c7(1 + t)
1+α/2
∫ t
0
e−c6
∫ t
s
ǫ5u du ds
6 n0,1 + c7(1 + t)
1+α/2
∫ t
0
e−c6ǫ
5
t (t−s) ds
6 n0,1 +
c7(1 + t)
1+α/2
c6ǫ
5
t
6 c8(1 + t)
1+α.
This proves the result when p = 1. Assume that the result holds for all q < p, where p > 2. First, using
Proposition 2.5 and equation (2.12) we compute
Lǫt(R
p
ǫt) = pR
p−1
ǫt Lǫt(Rǫt) + p(p− 1)Rp−2ǫt ΓǫtRǫt
6 pRp−1ǫt
(−c4ǫ5tRǫt + c5(ǫt) + c1)+ p(p− 1)C3(ǫt)Rp−1ǫt + p(p− 1)C4(ǫt)Rp−2ǫt .(2.14)
Differentiating with respect to t, followed by using Proposition 2.6 and equation (2.14) give
∂
∂t
nt,p =
(
∂
∂t
ǫt
)
∂
∂ǫt
nt,p +
∂
∂s
E
(
Rpǫt(Xt+s, Yt+s)
) ∣∣∣∣
s=0
6
∣∣∣∣ ∂∂tǫt
∣∣∣∣ (Cp,1(ǫt)nt,p + Cp,2(ǫt)nt,p−1) + E (Lǫt(Rpǫt)(Xt, Yt))
6 −c9ǫ5tnt,p + c10(p, α)(1 + t)1+α/2,
where we use the same asymptotic estimates that lead us to (2.13) and the induction assumption on nt,p−1
and nt,p−2. 
Now, we wrap up the proof of Proposition 2.4.
Using the lower bound of Rǫ in Lemma 2.2, we note that, for some constants k1, k2, k3, k4 > 0 and
arbitrary r > 0,
E
(‖Xt‖2 + ‖Yt‖2)p 6 k1E( 1
ǫpt
(
Rǫt(Xt, Yt) + ǫt
M + Umin
M4 + ǫt
+ ǫt ln
1
ǫt
)p)
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= k1E
(
1
ǫpt
(
p∑
j=0
(
p
j
)
Rǫt(Xt, Yt)
j
(
ǫt
M + Umin
M4 + ǫt
+ ǫt ln
1
ǫt
)p−j)p)
6 k2
1
ǫpt
(
ERjrǫt (Xt, Yt)
)1/r
6 k3
1
ǫpt
(1 + t)2/r 6 k4(1 + t)
3/r,
where the equality follows from the binomial theorem, the second inequality follows from the Jensen’s
inequality, the third inequality comes from Proposition 2.7, and we use the estimates ǫt = Ω( 1ln(1+t)),
ln(1 + t)p = O((1 + t)1/r) for large enough t in the last inequality.
2.5. Gamma calculus. For smooth enough φ and g, as Lǫt is a diffusion, recall that we have
Lǫt(φ(g)) = φ
′(g)Lǫt(g) + φ
′′(g)Γǫt(g),
where Γǫt is the carré du champ operator with Γǫtg =
1
2
Lǫtg
2− gLǫtg = ‖∇yg‖2 . Let L∗ǫt be the L2(πǫt)
adjoint of Lǫt , that is,
L∗ǫt = −y · ∇x −
(
y
ǫt
− ǫt∇xHǫt
)
· ∇y +∆y.
For h a non-negative function from Rd to R which belongs to some functional space D, and a differen-
tiable Φ : D → R with differential operatorDhΦ, the directional derivative in h, we will be interested in
quantities of the form
ΓL∗ǫt ,Φ(h) :=
1
2
(
L∗ǫtΦ(h)−DhΦ(h) · (L∗ǫth)
)
.(2.15)
We now present three auxiliary lemmas, which are essential in proving the dissipation of the distorted
entropy later in Section 2.7. The proofs are essentially the same as corresponding proofs in Monmarché
(2018), by replacing the target function U therein with ǫtHǫt.
Lemma 2.3. For non-negative h and Φ(h) = h lnh, then
ΓL∗ǫt ,Φ(h) =
Γǫt(h)
2h
.
Proof. The proof is the same as (Monmarché, 2018, Lemma 11), by replacing the target function U
therein with ǫtHǫt. 
Lemma 2.4. For non-negative h and Φ(h) = ‖Ah‖2, where A = (A1, A2, . . . , Ak) is a linear operator
from D to Dk, then
ΓL∗ǫt ,Φ(h) = Γǫt(Ah) + (Ah)[L
∗
ǫt , A]h > (Ah)[L
∗
ǫt , A]h,
where for two operatorsC,D, the commutator bracket is [C,D] = CD−DC, Γǫt(Ah) =
∑k
i=1 Γǫt(Aih)
and [L∗ǫt , A] = ([L
∗
ǫt , A1], [L
∗
ǫt , A2], . . . , [L
∗
ǫt , Ak]).
Proof. The proof is the same as (Monmarché, 2018, Lemma 10), by replacing the target function U
therein with ǫtHǫt. 
Lemma 2.5. Let
γ(ǫt) =
1
2
+ 2
(
ǫt ‖∇xHǫt‖∞ + 1 +
1
ǫt
)2
,
Ψǫt(h) =
‖(∇x +∇y)h‖2
h
+ γ(ǫt)h lnh.
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We have
ΓL∗ǫt ,Ψǫt (h) >
1
2
‖∇h‖2
h
.
Proof. The proof is the same as (Monmarché, 2018, Corollary 13), by replacing the target function U
therein with ǫtHǫt. 
2.6. Truncated differentiation. In this subsection, we present auxiliary results related to mollifier and
truncated differentiation. These results are needed when we discuss the dissipation of distorted entropy
in Section 2.7 below.
Let ϕ : R→ R be a mollifier defined to be
ϕ(x) :=
e
1
x2−1
(∫ 1
−1
e
1
y2−1 dy
)−1
, if − 1 < x < 1,
0, otherwise.
Form ∈ N, we define
ϕm(x) :=
1
m
ϕ
( x
m
)
,(2.16)
vm := ϕm ⋆ 1(−∞,m2] 6 1,(2.17)
where f ⋆ g is the convolution of two functions f, g and 1A is the indicator function of the set A. Recall
that in Lemma 2.2 the lower bound of Rǫ is given by
Rǫ(x, y) >
(
ǫa1
M4 + ǫ
− ǫ
3
2
)
‖x‖2 +
(
1− ǫ3
2
)
‖y‖2 −
(
ǫ
M + Umin
M4 + ǫ
+ ǫ ln
(
1
ǫ
))
.
Denoting the third term on the right hand side by
d2,ǫ := ǫ
M + Umin
M4
+ ǫ ln
(
1
ǫ
)
,
we define, for any δ > max
{
− ǫ0Umin
M4
, 0
}
and δ2 > 0,
ηm,ǫ := vm (ln (Rǫ + 2d2,ǫ + δ + δ2)) .(2.18)
Note that for large enough t (which depends on a1,M4 and the cooling schedule (ǫt)t>0), Rǫt + d2,ǫt > 0
for all x, y ∈ Rd. Also, note that d2,ǫ can be negative as M + Umin may possibly be negative. With our
choice of δ it ensures that d2,ǫ + δ > 0.
Now, we present results that summarize some basic properties of ηm,ǫ.
Lemma 2.6. Form ∈ N, ηm,ǫt
(1) is compactly supported;
(2) converges to 1 pointwise;
(3) For some constant C > 0, independent ofm and time t, we have, for large enough t,
Lǫtηm,ǫt 6
C
m
.
Proof. Similar to Chak et al. (2020), we have the following estimates:
vm(x) =
∫ m2
−∞
ϕm(x− y) dy =
∫ x+m2
−∞
ϕm(z) dz,
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v′m(x) = ϕm(x+m
2) 6
1
m
(maxϕ) ,
v′′m(x) = ϕ
′
m(x+m
2) 6
1
m2
(maxϕ) .
From these it is straightforward to show item (1) and (2). We proceed to prove item (3). First, using
Gamma calculus and the above upper bounds on v′m, v
′′
m, we have, for some constant C > 0,
Lǫtηm,ǫt = v
′
m (ln (Rǫt + 2d2,ǫt + δ + δ2))Lǫt (ln (Rǫt + 2d2,ǫt + δ + δ2))
+ v′′m (ln (Rǫt + 2d2,ǫt + δ + δ2)) ‖∇y (ln (Rǫt + 2d2,ǫt + δ + δ2))‖2
6 C
(
1
m
(
LǫtRǫt
Rǫt + 2d2,ǫt + δ + δ2
− ‖∇yRǫt‖
2
(Rǫt + 2d2,ǫt + δ + δ2)
2
)
+
1
m2
‖∇yRǫt‖2
(Rǫt + 2d2,ǫt + δ + δ2)
2
)
6 C
(
1
m
(
LǫtRǫt
Rǫt + 2d2,ǫt + δ + δ2
)
+
1
m2
‖∇yRǫt‖2
(Rǫt + 2d2,ǫt + δ + δ2)
2
)
6 C
(
1
m
(−c4ǫ5tRǫt + c5(ǫt) + c1
Rǫt + 2d2,ǫt + δ + δ2
)
+
1
m2
‖∇yRǫt‖2
(Rǫt + 2d2,ǫt + δ + δ2)
2
)
= C
(
1
m
(−c4ǫ5t (Rǫt + d2,ǫt + δ) + c4ǫ5t (d2,ǫt + δ) + c5(ǫt) + c1
Rǫt + 2d2,ǫt + δ + δ2
)
+
1
m2
‖∇yRǫt‖2
(Rǫt + 2d2,ǫt + δ + δ2)
2
)
,
where the last inequality follows from the Lyapunov property of Rǫt in Proposition 2.5. Now, we bound
each of the two terms on the right hand side above. Using Rǫt + d2,ǫt > 0 and d2,ǫt + δ > 0, we observe
that
−c4ǫ5t (Rǫt + d2,ǫt + δ) + c4ǫ5t (d2,ǫt + δ) + c5(ǫt) + c1
Rǫt + 2d2,ǫt + δ + δ2
6 c4ǫ
5
t +
c5(ǫt)
d2,ǫt + δ
+
c1
δ2
,
6 c4ǫ
2
0 +O(ǫ20) +
c1
δ2
,
where we use c5(ǫt) = O(ǫ3t ln(1/ǫt)) as in Proposition 2.5 and d2,ǫt + δ = Ω(ǫt ln(1/ǫt)).
For the second term, using
‖∇yRǫt‖2 =
∥∥y + ǫ3tx∥∥2 = O(ǫ3t ‖x‖2 + ‖y‖2),
and the lower bound of Rǫt in Lemma 2.2 again,
Rǫt + d2,ǫt = Ω(ǫt ‖x‖2 + ‖y‖2),
we see that, for some constant C2 > 0,
‖∇yRǫt‖2
(Rǫt + 2d2,ǫt + δ + δ2)
2 6 C2
ǫ3t ‖x‖2 + ‖y‖2(
ǫt ‖x‖2 + ‖y‖2
)2
+ δ22
,
which can clearly be bounded above independent of t. 
2.7. Dissipation of the distorted entropy. Recall the notation in Section 2.2 that ht = dmtdπǫt
is the
density of the process at time t with respect to the distribution πǫt . For non-negative h : R
2d → R+, we
define the functionals
Φ0(h) := h lnh,
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Φ1(h) :=
‖∇xh +∇yh‖2
h
,
and we recall that in Lemma 2.5 we introduce
γ(ǫt) =
1
2
+ 2
(
ǫt ‖∇xHǫt‖∞ + 1 +
1
ǫt
)2
,
Ψǫt(h) = Φ1(h) + γ(ǫt)Φ0(h).
With these notations in mind we define the distorted entropy as, for t > 0,
H(t) :=
∫
Ψǫt(ht) dπǫt =
∫
Φ1(ht) + γ(ǫt)Φ0(ht) dπǫt =
∫ ‖∇xht +∇yht‖2
ht
dπǫt + γ(ǫt)Entπǫt (ht).
(2.19)
The distorted entropyH is not to be confused with Hǫ introduced in (1.7). In order to compute the time
derivative of the distorted entropy H and pass the derivative into the integral, we will first be working
with its truncated version, which is defined to be, form ∈ N,
Hηm,ǫt(t) :=
∫
ηm,ǫt (Φ1(ht) + γ(ǫt)Φ0(ht)) dπǫt,(2.20)
where we recall ηm,ǫt is the mollifier introduced in (2.18). Taking the time derivative of (2.20) and thanks
to Lemma 2.6, we have
d
dt
Hηm,ǫt(t) =
∫
ηm,ǫt
d
dt
(Ψǫt(ht)) dπǫt + ǫ
′
t
∫
d
dǫt
ηm,ǫtΨǫt(ht)πǫt dxdy.(2.21)
We will handle and give upper bound on each of the two terms on the right hand side above separately.
For the first term on the right hand side of (2.21), we have the following upper bound:
Lemma 2.7. For the same constant C > 0 that appears in Lemma 2.6,∫
ηm,ǫt
d
dt
(Ψǫt(ht)) dπǫt 6 −
∫
ηm,ǫt
‖∇ht‖2
ht
dπǫt +
C
m
∫
Ψǫt(ht) + γ(ǫt)e
−1 dπǫt .
Proof.∫
ηm,ǫt
d
dt
(Ψǫt(ht)) dπǫt =
∫
ηm,ǫtDhtΨǫt(ht) · ∂tht dπǫt
=
∫
ηm,ǫtDhtΨǫt(ht) · ∂tmt dxdy
=
∫
ηm,ǫtDhtΨǫt(ht) · L∗ǫtht dπǫt
= −
∫
ηm,ǫt2ΓL∗ǫt ,Ψǫt (ht) dπǫt +
∫
ηm,ǫtL
∗
ǫt (Ψǫt(ht)) dπǫt
= −
∫
ηm,ǫt2ΓL∗ǫt ,Ψǫt (ht) dπǫt +
∫
Lǫtηm,ǫt
(
Ψǫt(ht) + γ(ǫt)e
−1
)
dπǫt
6 −
∫
ηm,ǫt
‖∇ht‖2
ht
dπǫt +
C
m
∫
Ψǫt(ht) + γ(ǫt)e
−1 dπǫt ,
where the third equality follows from (Chak et al., 2020, discussion below (C.20)) and the fourth equality
comes from classical Gamma calculus as in (2.15). For the fifth equality, we add γ(ǫt)e−1 to ensure that
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Ψǫt(ht)+γ(ǫt)e
−1 > 0. For the last inequality, we make use of Lemma 2.5 for the first term and Lemma
2.6 for the second term. 
We proceed to consider the second term on the right hand side of (2.21). Using the chain rule, we have
ǫ′t
∫
d
dǫt
(ηm,ǫtΨǫt(ht)πǫt) dxdy = ǫ
′
t
∫ (
d
dǫt
ηm,ǫt
)
Ψǫt(ht)πǫt dxdy + ǫ
′
t
∫
ηm,ǫt
(
d
dǫt
Ψǫt(ht)πǫt
)
dxdy
= O
(
1
m
)
+ ǫ′t
∫
ηm,ǫt
(
d
dǫt
Ψǫt(ht)πǫt
)
dxdy,(2.22)
where the second equality follows from the proof in Lemma 2.6. Now, as in the proof of (Monmarché,
2018, Lemma 15), we compute that
∂
∂ǫt
ln πǫt(x, y) = −
∂
∂ǫt
Hǫt +
1
ǫ2t
‖y‖2 −
∫ (
− ∂
∂ǫt
Hǫt +
‖y‖2
ǫ2t
dπǫt
)
.
Using the quadratic growth assumption on U in Assumption 1.1, there exist a subexponential function
ξ1 such that
|∂ǫt ln πǫt(x, y)|+ ‖∇∂ǫt ln πǫt(x, y)‖2 6 ξ1(ǫt)(1 + ‖x‖2 + ‖y‖2).(2.23)
Lemma 2.8. There exist subexponential function ξ(ǫt) such that
ǫ′t
∫
ηm,ǫt
(
d
dǫt
Ψǫt(ht)πǫt
)
dxdy 6 |ǫ′t|ξ(ǫt)
(∫
ηm,ǫtΨǫt(ht) dπǫt +
∫
(1 + ‖x‖2 + ‖y‖2)mt(x, y) dxdy
)
.
Proof.∫
ηm,ǫt∂ǫt (γ(ǫt)Φ0(ht)πǫt) dxdy =
∫
ηm,ǫtγ(ǫt) (−∂ǫt ln πǫt)mt(x, y) dxdy +
∫
ηm,ǫtγ
′(ǫt)Φ0(ht)dπǫt
6
∫
ηm,ǫtγ(ǫt)ξ1(ǫt)(1 + ‖x‖2 + ‖y‖2)mt(x, y) dxdy
+ |γ′(ǫt)|
(∫
ηm,ǫtΦ0(ht)dπǫt +
2
e
)
,
where we useΦ0(ht)πǫt = ln
(
mt
πǫt
)
mt in the equality, and in the inequality we utilize |Φ0(h)| 6 Φ0(h)+
2
e
as well as (2.23). Next, for matrixM1 since Φ1(ht)πǫt =
∥∥∥M1∇ ln mtπǫt ∥∥∥2mt, we consider∫
ηm,ǫt∂ǫt (Φ1(ht)πǫt) dxdy = −2
∫
ηm,ǫtM1∇ ln
(
mt
πǫt
)
·M1∇∂ǫt ln πǫtmt dxdy
6
∫
ηm,ǫtΦ1(ht) dπǫt + 2ξ1(ǫt)
∫
(1 + ‖x‖2 + ‖y‖2)mt(x, y) dxdy,
where the inequality follows again from (2.23). The desired result follows from taking
ξ(ǫt) = 1 + 2γ(ǫt)ξ1(ǫt) +
|γ′(ǫt)|
γ(ǫt)
.

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We write the Fisher information at time t to be
I(t) =
∫ ‖∇ht‖2
ht
dπǫt .
Collecting the results of Lemma 2.7, (2.22) and Lemma 2.8 and substitute these back into (2.21), we
obtain the following:
Proposition 2.8.
H
′(t) 6 −I(t) + |ǫ′t|ξ(ǫt)(H(t) + E
(
1 + ‖Xt‖2 + ‖Yt‖2
)
).
Proof. First, according to the results of Lemma 2.7, (2.22) and Lemma 2.8, we put these back into
(2.21) to obtain
d
dt
Hηm,ǫt(t) 6 −
∫
ηm,ǫt
‖∇ht‖2
ht
dπǫt +O
(
1
m
)
+ |ǫ′t|ξ(ǫt)
(∫
ηm,ǫtΨǫt(ht) dπǫt +
∫
(1 + ‖x‖2 + ‖y‖2)mt(x, y) dxdy
)
.
Integrating from s to t leads to
Hηm,ǫt(t)−Hηm,ǫs(s) 6 −
∫ t
s
∫
ηm,ǫu
‖∇hu‖2
hu
dπǫudu+
∫ t
s
O
(
1
m
)
du
+
∫ t
s
|ǫ′u|ξ(ǫu)
(∫
ηm,ǫuΨǫu(hu) dπǫu +
∫
(1 + ‖x‖2 + ‖y‖2)mu(x, y) dxdy
)
du.
The desired result follows by takingm→∞, Fatou’s lemma and Lemma 2.6. 
Finally, the objective of this section is to prove the following bound on the distorted entropy:
Proposition 2.9. Under Assumption 1.1, we have, for any α > 0, there exists constant B > 0 such that
for large enough t,
H(t) 6 B
(
1
t
)1− c∗
E
−α
.
Proof. The proof mimics that of (Monmarché, 2018, Lemma 19), except that we have an improved
estimate of the log-Sobolev constant in our setting. More precisely, using the log-Sobolev inequality
Proposition 2.3 and Proposition 2.8 we have
H
′(t) 6 − 1
pδ1(1/ǫt)
e
− c∗
ǫt H(t) + |ǫ′t|ξ(ǫt)(H(t) + E
(
1 + ‖Xt‖2 + ‖Yt‖2
)
)
=
(
− 1
pδ1(1/ǫt)
e
− c∗
ǫt + |ǫ′t|ξ(ǫt)
)
H(t) + |ǫ′t|ξ(ǫt)E
(
1 + ‖Xt‖2 + ‖Yt‖2
)
(2.24)
where we recall ξ(ǫt) is a subexponential function, and pδ1(1/ǫt) is first introduced in Proposition 2.3.
First, we handle the second term in (2.24). Using |ǫ′t| = O(1/t), Proposition 2.4 and (ln t)p = O(tα)
for large enough t and any α, p > 0 leads to
|ǫ′t|ξ(ǫt)E
(
1 + ‖Xt‖2 + ‖Yt‖2
)
= O
(
1
t1−α
)
.(2.25)
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Next, we consider the first term in (2.24). Using the fact that pδ1(1/ǫt) is polynomial in 1/ǫt leads to
|ǫ′t|ξ(ǫt) = O
(
1
t1−α
)
,(2.26)
1
pδ1(1/ǫt)
e
− c∗
ǫt = Ω
(
1
t
) c∗
E
+α
.(2.27)
Collecting the results of (2.25), (2.27) and (2.26) and put these back into (2.24), if we choose α small
enough, there exists constants c1, c2 > 0 such that
H
′(t) 6 −c1
(
1
t
) c∗
E
+α
H(t) + c2
(
1
t
)1−α
.
The rest of the proof follows exactly that of (Monmarché, 2018, Lemma 19) (with E∗ therein replaced
by our c∗), which further relies on the estimate obtained in (Miclo, 1992, Lemma 6). 
2.8. Wrapping up the proof. In this subsection, we finish off the proof of Theorem 1.1 by using the
auxiliary results obtained in previous sections.
Proof of Theorem 1.1. We follow the same proof as Monmarché (2018). Let (Xπt , Y
π
t ) with law πǫt .
For any δ > 0, we have
P (U (Xt) > Umin + δ) 6 P (U (X
π
t ) > Umin + δ) + ‖ht − 1‖L1(πǫt ) .
Using the Pinsker’s inequality,
‖ht − 1‖L1(πǫt ) 6
√
2Entπǫt (ht) 6
√
2H(t).
Together with Proposition 2.9 and Proposition 2.1 yields, for constants A2, D2 > 0,
P (U (Xt) > Umin + δ) 6 D2e
− δ
2ǫt + A2
(
1
t
) 1− c∗E −α
2
6 A
(
1
t
)min{ 1− c∗E −α
2
, δ
2E
}
.

Remark 2.2. In the adaptive setting as described in Section 3.1 and Section 3, thanks to Proposition 3.1
we have exactly the same result with the same proof (with E replaced by Et and c∗ = c∗(U, c, δ1) here
replaced by c∗(U, ct, δ1)).
3. AN ADAPTIVE ALGORITHM (IAKSA) AND ITS CONVERGENCE
Throughout this section, we assume that U(x) > 0 = Umin for the ease of calculation.
Recall that in IKSA, introduced in Theorem 1.1, the performance of the diffusion depends on the
parameter c. In this section, we propose an adaptive method to tune both the parameter c = (ct)t>0 and
the energy levelE = (Et)t>0. First, we rewrite the dynamics of (Xt, Yt)t>0 to emphasize the dependence
on c and E:
dXt = Yt dt,
dYt = − 1
ǫt
Yt dt− ǫt∇xHǫt,ct(Xt) dt+
√
2 dBt,
where Hǫt,ct is introduced in (1.7). The parameter c and the cooling schedule are tuned adaptively using
the running minimum (Mt := minv6t U(Xv))t>0. Recall that form,n ∈ N, ϕm is a mollifier introduced
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in Section 2.6. In the following we shall use the mollifier ϕ 1
n
with support on (− 1
n
, 1
n
). We tune the
parameter (ct)t>0 adaptively by setting
ct := ϕ 1
n
⋆M(·− 1n)+(t),(3.1)
and hence, according to the definition of c∗ in (2.3), for arbitrary δ1 > 0 an upper bound of c∗ is given by
c∗ = c∗(U, ct, δ1) 6M(t− 2n)+ − Umin + δ1 =M(t− 2n)+ + δ1.
Let δ2 > δ1. Now, the energy level (Et)t>0 that appears on the numerator of the cooling schedule is also
tuned adaptively:
Et := ϕ 1
n
⋆M(·− 3n)+(t)− Umin + δ2 >M(t− 2n)+ + δ2 >M(t− 2n)+ + δ1.(3.2)
As we shall see in the proof, the primary reason of mollifyingMt allows us to consider the derivative of
ct or Et with respect to time t, and the choice of using ϕ 1
n
is arbitrary. This is essential in analyzing the
dissipation of the distorted entropy. For instance, we need to consider the time derivative of the cooling
schedule, and as such we have to ensure that Et is differentiable.
For the convenience of readers, we restate Theorem 1.2 below:
Theorem 3.1. Under Assumption 1.1, consider the kinetic dynamics (Xt, Yt)t>0 described by
dXt = Yt dt,
dYt = − 1
ǫt
Yt dt− ǫt∇xHǫt,ct(Xt) dt+
√
2 dBt,
where Hǫt,ct is introduced in (1.7), ct is tuned adaptively according to (3.1) and the cooling schedule is
ǫt =
Et
ln t
with Et satisfying (3.2). Given δ > 0, for large enough t and a constant A > 0, we consider sufficiently
small α such that α ∈ (0, δ2−δ1
U(X0)−Umin+δ2
), and select δ1, δ2 > 0 such that 0 < δ2 − δ1 < δ, to yield
P (U(Xt) > Umin + δ) 6 A
(
1
t
)a
,
where
a := min
{ δ2−δ1
δ+δ2
− α
2
,
δ2−δ1
U(X0)−Umin+δ2
− α
2
}
.
The rest of this section is devoted to the proof of Theorem 1.2.
3.1. Dissipation of the distorted entropy in the adaptive setting. In this subsection, we present some
auxiliary results which will be used in Section 3.2, the proof of Theorem 1.2. In a nutshell, we show that
under appropriate assumptions on c′t and E
′
t, key results such as Proposition 2.9 also hold in this adaptive
setting:
Proposition 3.1. Under Assumption 1.1, suppose further that the parameter c is tuned adaptively by
(ct)t>0 and the energy level is (Et)t>0, which are non-increasing with respect to time. We write c∗ =
c∗(U, ct, δ1) as in (2.3), and we assume that
|c′t| = O
(
1
t
)
, |E ′t| = O
(
1
t
)
, Et = Ω(1).
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For sufficiently small α with α ∈ (0, 1− c∗
Et
) for all t > 0, there exists constantB > 0 such that for large
enough t,
H(t) 6 B
(
1
t
)1− c∗
Et
−α
.
Note that both c∗ and Et are possibly time-dependent.
Remark 3.1. In Section 3.2, we show that such a choice of α ∈ (0, 1− c∗
Et
) is possible.
The rest of this subsection is devoted to the proof of Proposition 3.1.
3.1.1. Auxiliary results. In this subsection, we present five auxiliary results which will be used in the
proof of Proposition 3.1, namely Lemma 3.1, Proposition 3.2, Proposition 3.3 and Proposition 3.4.
First, to emphasize the dependence of ct on various quantities, compared with (2.20) the truncated
distorted entropyH is now written as
Hηm,ǫt,ct(t) :=
∫
ηm,ǫt,ct (Φ1(ht) + γ(ǫt)Φ0(ht)) dπǫt,ct,
where we note that the stationary distribution πǫt,ct depends on ct and ηm,ǫt,ct depends on ct through
Rǫt,ct. Taking the derivative with respect to t gives
d
dt
Hηm,ǫt,ct(t) =
∫
ηm,ǫt,ct
d
dt
(Ψǫt(ht)) dπǫt,ct + ǫ
′
t
∫
d
dǫt
ηm,ǫt,ctΨǫt(ht)πǫt,ct dxdy(3.3)
+ c′t
∫
d
dct
ηm,ǫt,ctΨǫt(ht)πǫt,ct dxdy.
Comparing with (2.21), the extra term in (3.3) vanishes when ct = c for all t. The first two terms in
(3.3) can be handled in exactly the same way as in Lemma 2.7, equation (2.22) and Lemma 2.8. We
proceed to simplify the third term in (3.3). We note that
∂ctRǫt,ct = ǫt∂ctHǫt,ct(x) = ǫt
(∫ U(x)
Umin
f ′(u− ct)+
(f(u− ct)+ + ǫt)2
du− f
′(U(x)− ct)+
f(U(x)− ct)+ + ǫt
)
6
M5
ǫt
(M3 + ct − Umin) =: ξ5(ǫt),(3.4)
∂ctηm,ǫt,ct = v
′
m (ln (Rǫt,ct + 2d2,ǫt + δ + δ2))
1
Rǫt,ct + 2d2,ǫt + δ + δ2
∂ctRǫt,ct
= O
(
1
m
)
,
|∂ct lnπǫt,ct(x, y)| 6 |∂ctHǫt,ct|+
∫
|∂ctHǫt,ct | dπǫt,ct
6
2M5
ǫ2t
(M3 + ct − Umin) + 2M5
ǫt
,
where we use Assumption 1.1 in the first inequality. The above computation leads to
|∂ct ln πǫt,ct(x, y)|+ ‖∇∂ct lnπǫt,ct(x, y)‖2 6 ξ2(ǫt)(1 + ‖x‖2),(3.5)
where ξ2(ǫt) is a subexponential function of ǫt. Our first auxiliary result handles the third term in (3.3).
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Lemma 3.1. There exist subexponential function ξ3(ǫt) such that
c′t
∫
ηm,ǫt,ct
(
d
dct
Ψǫt(ht)πǫt,ct
)
dxdy 6 |c′t|ξ3(ǫt)
(∫
ηm,ǫt,ctΨǫt(ht) dπǫt,ct +
∫
(1 + ‖x‖2)mt(x, y) dxdy
)
.
Proof. ∫
ηm,ǫt,ct∂ct (γ(ǫt)Φ0(ht)πǫt,ct) dxdy =
∫
ηm,ǫt,ctγ(ǫt) (−∂ǫt ln πǫt,ct)mt(x, y) dxdy
6
∫
ηm,ǫt,ctγ(ǫt)ξ2(ǫt)(1 + ‖x‖2)mt(x, y) dxdy,
+
(∫
ηm,ǫt,ctΦ0(ht)dπǫt,ct +
2
e
)
,
where we use Φ0(ht)πǫt,ct = ln
(
mt
πǫt,ct
)
mt in the equality, and in the inequality we utilize |Φ0(h)| 6
Φ0(h) +
2
e
as well as (3.5). Next, for matrixM1 since Φ1(ht)πǫt,ct =
∥∥∥M1∇ ln mtπǫt,ct ∥∥∥2mt, we consider∫
ηm,ǫt,ct∂ct (Φ1(ht)πǫt,ct) dxdy = −2
∫
ηm,ǫt,ctM1∇ ln
(
mt
πǫt,ct
)
·M1∇∂ct ln πǫt,ctmt dxdy
6
∫
ηm,ǫt,ctΦ1(ht) dπǫt,ct + 2ξ2(ǫt)
∫
(1 + ‖x‖2)mt(x, y) dxdy,
where the inequality follows again from (3.5). 
Next, we consider the time derivative of the distorted entropy. The result is essentially the same as
Proposition 2.8 for the case of fixed c, except that in the adaptive setting we have to introduce ct and its
time derivative:
Proposition 3.2. There exist subexponential function ξ4(ǫt) such that
H
′(t) 6 −I(t) + (|ǫ′t|+ |c′t|) ξ4(ǫt)(H(t) + E
(
1 + ‖Xt‖2 + ‖Yt‖2
)
).
Proof. First, according to the results of Lemma 2.7, (2.22), Lemma 2.8 and Lemma 3.1, we put these
back into (3.3) to obtain
d
dt
Hηm,ǫt,ct(t) 6 −
∫
ηm,ǫt,ct
‖∇ht‖2
ht
dπǫt,ct +O
(
1
m
)
+ (|ǫ′t|+ |c′t|) ξ4(ǫt)
(∫
ηm,ǫt,ctΨǫt(ht) dπǫt,ct +
∫
(1 + ‖x‖2 + ‖y‖2)mt(x, y) dxdy
)
.
Integrating from s to t leads to
Hηm,ǫt,ct(t)−Hηm,ǫs,cs(s) 6 −
∫ t
s
∫
ηm,ǫu,cu
‖∇hu‖2
hu
dπǫu,cudu+
∫ t
s
O
(
1
m
)
du
+
∫ t
s
|ǫ′u|ξ4(ǫu)
(∫
ηm,ǫu,cuΨǫu(hu) dπǫu,cu +
∫
(1 + ‖x‖2 + ‖y‖2)mu(x, y) dxdy
)
du.
The desired result follows by takingm→∞, Fatou’s lemma and Lemma 2.6. 
Our next two results generalize Proposition 2.7 and Proposition 2.4 respectively to the adaptive setting.
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Proposition 3.3. Under the same assumptions as in Proposition 3.1, for any p ∈ N, α > 0 and large
enough t, there exist a constant C˜p,α such that
E
(
Rpǫt,ct(Xt, Yt)
)
6 C˜p,α(1 + t)
1+α.
Proof. We shall prove the result by induction on p. We denote by nt,p := E
(
Rpǫt,ct(Xt, Yt)
)
. When
p = 0, the result clearly holds. When p = 1, using Proposition 2.5 and 2.6 we have
∂
∂t
nt,1 = (∂tct) ∂ctnt,1 + (∂tǫt) ∂ǫtnt,1 +
∂
∂s
E (Rǫt,ct(Xt+s, Yt+s))
∣∣∣∣
s=0
6 |∂tct|ξ5(ǫt) + |∂tǫt| (C1,1(ǫt)nt,1 + C1,2(ǫt)) + E (Lǫt(Rǫt)(Xt, Yt))
6 |∂tct|ξ5(ǫt) + |∂tǫt| (C1,1(ǫt)nt,1 + C1,2(ǫt))− c4ǫ5tnt,1 + c5(ǫt) + c1,
where we use (3.4) in the first inequality. As ǫt = Ω( 1ln(1+t) ), |∂tǫt| = O(1t ) = |∂tct| and
C1,1(ǫt), C1,2(ǫt), c5(ǫt), ξ5(ǫt) = o(t
β)
for any β > 0 as t→∞, we deduce that, for constants c6 > 0, c7,
∂
∂t
nt,1 6 −c6ǫ5tnt,1 + c7(1 + t)1+α/2.(3.6)
The rest of the argument is the same as Proposition 3.3. This proves the result when p = 1. Assume that
the result holds for all q < p, where p > 2. First, using Proposition 2.5 and equation (2.12) we compute
Lǫt(R
p
ǫt,ct) = pR
p−1
ǫt,ctLǫt(Rǫt,ct) + p(p− 1)Rp−2ǫt,ctΓǫtRǫt,ct
6 pRp−1ǫt,ct
(−c4ǫ5tRǫt,ct + c5(ǫt) + c1)+ p(p− 1)C3(ǫt)Rp−1ǫt,ct + p(p− 1)C4(ǫt)Rp−2ǫt,ct.
Differentiating with respect to t, followed by using Proposition 2.6 and equation (2.14) give
∂
∂t
nt,p = (∂tct) ∂ctnt,p + (∂tǫt) ∂ǫtnt,p +
∂
∂s
E
(
Rpǫt(Xt+s, Yt+s)
) ∣∣∣∣
s=0
6 |∂tct| ξ5(ǫt) + |∂tǫt| (Cp,1(ǫt)nt,p + Cp,2(ǫ)nt,p−1) + E
(
Lǫt(R
p
ǫt)(Xt, Yt)
)
6 −c9ǫ5tnt,p + c10(p, α)(1 + t)1+α/2,
where we use the same asymptotic estimates that lead us to (3.6) and the induction assumption on nt,p−1
and nt,p−2. 
Proposition 3.4. Under the same assumptions as in Proposition 3.1, for any p ∈ N, α > 0 and large
enough t (which depends on p, U, f and the temperature schedule ǫt), there exist a constant k such that
E
(‖Xt‖2 + ‖Yt‖2)p 6 k(1 + t)α.
Proof. The proof is exactly the same as Proposition 2.4, except that we apply Proposition 3.3. 
3.1.2. Proof of Proposition 3.1. Using the log-Sobolev inequality Proposition 2.3 and Proposition 3.2
we have
H
′(t) 6 − 1
pδ1(1/ǫt)
e
− c∗
ǫt H(t) + (|ǫ′t|+ |c′t|) ξ4(ǫt)(H(t) + E
(
1 + ‖Xt‖2 + ‖Yt‖2
)
)
=
(
− 1
pδ1(1/ǫt)
e
− c∗
ǫt + (|ǫ′t|+ |c′t|) ξ4(ǫt)
)
H(t) + (|ǫ′t|+ |c′t|) ξ4(ǫt)E
(
1 + ‖Xt‖2 + ‖Yt‖2
)
(3.7)
where we recall ξ4(ǫt) is a subexponential function, and pδ1(1/ǫt) is first introduced in Proposition 2.3.
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First, we handle the second term in (3.7). Note that
|ǫ′t| = O
(
1
t
+ |E ′t|
)
= O
(
1
t
)
.
Using |c′t| = O(1/t), Proposition 2.4 and (ln t)p = O(tα) for large enough t and any α, p > 0 leads to
(|ǫ′t|+ |c′t|) ξ4(ǫt)E
(
1 + ‖Xt‖2 + ‖Yt‖2
)
= O
(
1
t1−α
)
.(3.8)
Next, we consider the first term in (3.7). Using the fact that pδ1(1/ǫt) is polynomial in 1/ǫt and
Et = Ω(1) lead to
(|ǫ′t|+ |c′t|) ξ4(ǫt) = O
(
1
t1−α
)
,(3.9)
1
pδ1(1/ǫt)
e
− c∗
ǫt = Ω
(
1
t
) c∗
Et
+α
.(3.10)
Collecting the results of (3.8), (3.10) and (3.9) and put these back into (3.7), if we choose α small enough,
there exists constants c1, c2 > 0 such that
H
′(t) 6 −c1
(
1
t
) c∗
Et
+α
H(t) + c2
(
1
t
)1−α
.
The rest of the proof follows exactly that of (Chak et al., 2020, Equation (C.32) to (C.34)), and we need
to check that, as t to∞, ∫ t
·
(
1
s
) c∗
Es
+α
ds >
∫ t
·
(
1
s
)
ds→∞.
3.2. Proof of Theorem 1.2. First, we check that with our choice of (ct)t>0 in (3.1) and (Et)t>0 in (3.2),
the assumptions in Proposition 3.1 are satisfied:
Lemma 3.2. With our choice of (ct)t>0 in (3.1) and (Et)t>0 in (3.2), we have
|c′t| = O
(
1
t
)
, |E ′t| = O
(
1
t
)
, Et = Ω(1).
Proof. Clearly, Et > δ2 and so Et = Ω(1). Next, we consider ct:
ct =
∫
M(u− 1n)+ϕ 1n (t− u) du,
c′t =
∫
M(u− 1n)+nϕ((t− u)n)
−n22(t− u)
(((t− u)n)2 − 1)2 du,
|c′t| 6
∫
M(u− 1n)+nϕ((t− u)n)
n
((t− u)n− 1)2 du.
Using the monotone convergence theorem, as ϕ(t) 1
(t−1)2
is non-increasing in t, we conclude that t|c′t| →
0 as t→∞. The proof of |E ′t| = O
(
1
t
)
is very similar and is omitted. 
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We write Ft to be the canonical filtration generated by Mt up to time t. Thanks to Lemma 3.2,
Proposition 3.1, Theorem 1.1 and Remark 2.2 we have the following estimate:
P
(
U(Xt) > Umin + δ|F(t− 1
n
)+
)
6 A
(
1
t
)min{ 1− c∗Et−α
2
, δ
2Et
}
.
For the exponent of (1/t), we select δ1 and δ2 such that 0 < δ2 − δ1 < δ which gives
min
{
1− c∗
Et
− α
2
,
δ
2Et
}
> min
{
1−
M
(t− 2n)+
+δ1
Et
− α
2
,
δ
2Et
}
=
1−
M
(t− 2n)+
+δ1
Et
− α
2
>
1−
M
(t− 2n)+
+δ1
M
(t− 2n)+
+δ2
− α
2
.
Note that the choice of α is arbitrary, and we consider sufficiently small α such that α ∈ (0, δ2−δ1
U(X0)+δ2
) to
ensure the exponent of (1/t) is positive, i.e. for all t > 0
1−
M
(t− 2n)+
+δ1
M
(t− 2n)+
+δ2
− α
2
> 0.
This choice of α also satisfies the requirement in Proposition 3.1. Using the law of iterated expectation
yields
P (U(Xt) > Umin + δ) = E
(
P
(
U(Xt) > Umin + δ|F(t− 1
n
)+
))
6 A
∫ U(X0)
Umin
(
1
t
) 1− y+δ1y+δ2−α
2
dP
(
M(t− 2n)+ 6 y
)
= A
∫ Umin+δ
Umin
(
1
t
) 1− y+δ1y+δ2−α
2
dP
(
M(t− 2n)+ 6 y
)
+ A
∫ U(X0)
Umin+δ
(
1
t
) 1− y+δ1y+δ2−α
2
dP
(
M(t− 2n)+ 6 y
)
6 A
(
1
t
) δ2−δ1δ+δ2 −α
2
+ A
(
1
t
) 1−U(X0)+δ1U(X0)+δ2−α
2
− A
∫ U(X0)
Umin+δ
P
(
M(t− 2n)+ 6 y
)
d
(
1
t
) 1− y+δ1y+δ2−α
2
6 2A
(
1
t
) δ2−δ1δ+δ2 −α
2
+ A
∫ U(X0)
Umin+δ
P
(
M(t− 2n)+ > y
)
d
(
1
t
) 1− y+δ1y+δ2−α
2
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6 A
(
1
t
) δ2−δ1δ+δ2 −α
2
+ A
(
1
t
) δ2−δ1U(X0)+δ2−α
2
,
where the second inequality follows from integration by part.
APPENDIX: SETUP OF THE NUMERICAL RESULTS
In this section, we describe the experimental setup for the numerical results presented in Section 1.3.
3.2.1. Description of the four annealing methods. We describe the four annealing methods that we test
on:
• IAKSA and KSA: KSA is a special case of IAKSA with f = 0. Instead of running (1.8), we
consider
dXt = Yt dt,
dYt = −Yt dt− ǫt∇xHǫt,ct(Xt) dt+
√
2ǫt dBt,
and apply the Euler-Maruyama discretizationwith stepsize (η(k))k∈N0 , cooling schedule (ǫ(k))k∈N0
and adaptive (c(k))k∈N0 to obtain (X(k), Y (k))k∈N0:
X(k + 1) = X(k) + Y (k)η(k),
Y (k + 1) = Y (k)− Y (k)η(k)− ǫ(k)∇xHǫ(k),c(k)(X(k))η(k) +
√
2ǫ(k)
√
η(k)N(k),
where (N(k)) is a sequence of i.i.d. standard normal random variables.
• IASA and SA: SA is a special case of IASAwith f = 0. We simulate an EulerâA˘S¸Maruyama dis-
cretization of (1.5) with stepsize (η(k))k∈N0 , cooling schedule (ǫ(k))k∈N0 and adaptive (c(k))k∈N0
to obtain (Z(k))k∈N0:
Z(k + 1) = Z(k)−∇U(Z(k)) η(k) +
√
2 (f(U(Z(k))− c(k))+ + ǫ(k))
√
η(k)N(k).
3.2.2. Description of the test functions and the parameters. For both IAKSA and IASA, we use f(u) =
0.5 arctan(u). Note that although this choice of f does not satisfy Assumption 1.1, this is used in the
numerical experiments in Fang et al. (1997). As for the benchmark functions, we use the following:
• Ackley function U1: We consider the 2-dimensional Ackley function
U1(x1, x2) = −20 exp
−0.2
√√√√1
2
2∑
i=1
x2i
− exp(1
2
2∑
i=1
cos (2πxi)
)
+ 20 + e
with initial stepsize η(0) = 0.05. We use a multiplicative stepsize decay strategy: on every 1000
iterations, the stepsize decreases by a factor of 0.999. Denote Θ(k) =
∑
s6k η(s). We also use
c(k) = min
v6k
U1(X(v)) +
1
Θ(k) + 1
,
ǫ(k) =
2
ln(Θ(k) + 2)
.
The initialization isX(0) = (18.5, 17.4) and for kinetic diffusions Y (0) = 0.
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• Ackley3 function U2: We consider the 2-dimensional Ackley3 function
U2(x1, x2) = −200 exp
−0.2
√√√√ 2∑
i=1
x2i
+ 5 exp (cos(3x1) + sin(3x2))
with initial stepsize η(0) = 0.05. We use a multiplicative stepsize decay strategy: on every 1000
iterations, the stepsize decreases by a factor of 0.999. We use
c(k) = min
v6k
U2(X(v)) +
1
Θ(k) + 1
,
ǫ(k) =
2
ln(Θ(k) + 2)
.
The initialization isX(0) = (18.4, 12.8) and for kinetic diffusions Y (0) = 0.
• Rastrigin function U3: We consider the 2-dimensional Rastrigin function
U3(x1, x2) = 20 +
2∑
i=1
[
x2i − 10 cos (2πxi)
]
with initial stepsize η(0) = 0.5. We use a multiplicative stepsize decay strategy: on every 1000
iterations, the stepsize decreases by a factor of 0.999. We use
c(k) = min
v6k
U3(X(v)) +
1
Θ(k) + 1
,
ǫ(k) =
0.5
ln(Θ(k) + 2)
.
The initialization isX(0) = (9.84, 3.33) and for kinetic diffusions Y (0) = 0.
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