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ZETA DISTRIBUTIONS GENERATED BY MULTIDIMENSIONAL
POLYNOMIAL EULER PRODUCTS WITH COMPLEX COEFFICIENTS
TAKASHI NAKAMURA
Abstract. In the present paper, we treat multidimensional polynomial Euler products
with complex coefficients on Rd. We give necessary and sufficient conditions for the mul-
tidimensional polynomial Euler products to generate infinitely divisible, quasi-infinitely
divisible but non-infinitely divisible or not even characteristic functions by using Baker’s
theorem. Moreover, we give many examples of zeta distributions on Rd generated by
the multidimensional polynomial Euler products with complex coefficients. Finally, we
consider applications to analytic number theory.
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2 T. NAKAMURA
1. Introduction
1.1. Infinitely divisible distributions. In probability theory, infinitely divisible dis-
tributions are one of the most significant class of distributions. For example, Normal,
degenerate, Poisson and compound Poisson distributions are infinitely divisible. The
definition of infinitely divisible distributions is as follows.
Definition 1.1 (Infinitely divisible distribution, see [32, Definition 7.1]). A probability
measure µ on Rd is infinitely divisible if, for any positive integer n, there is a probability
measure µn on R
d such that µ = µn∗n , where µ
n∗
n is the n-fold convolution of µn.
Denote by I(Rd) the class of infinitely divisible distributions on Rd. Let µ̂(~t) :=∫
Rd
ei〈~t,x〉µ(dx), ~t ∈ Rd, be the characteristic function of a distribution µ, where 〈·, ·〉
is the inner product. We write a ∧ b = min{a, b} as usual.
Proposition 1.2 (Le´vy–Khintchine representation, see [32, Theorem 8.1])). (i) If µ ∈
I(Rd), then it holds that
(1.1) µ̂(~t) = exp
[
−1
2
〈~t, A~t〉+ i〈γ,~t〉+
∫
Rd
(
ei〈
~t,x〉 − 1− i〈~t, x〉
1 + |x|2
)
ν(dx)
]
, ~t ∈ Rd,
where γ ∈ Rd, A is a symmetric nonnegative-definite d×d matrix, and ν is a measure on
Rd which satisfies
(1.2) ν({0}) = 0 and
∫
Rd
(|x|2 ∧ 1)ν(dx) <∞.
(ii) The representation of µ̂ in (i) by A, ν, and γ is unique.
(iii) Conversely, if a symmetric d × d matrix A is nonnegative-definite, a measure ν
fulfills (1.2), and γ ∈ Rd, then there exists an infinitely divisible distribution µ whose
characteristic function is given by (1.1).
The measure ν and (A, ν, γ) in (1.1) are called the Le´vy measure and the Le´vy–
Khintchine triplet of µ ∈ I(Rd), respectively. When the Le´vy measure ν satisfies an
additional condition, one has a simpler form of (1.1).
Proposition 1.3 (see, [32, (8.7)]). In Proposition 1.2, if the Le´vy measure ν in (1.1) also
satisfies
∫
|x|<1
|x|ν(dx) <∞, then we can rewrite the representation (1.1) by
(1.3) µ̂(~t) = exp
[
−1
2
〈~t, A~t〉+ i〈γ0,~t〉+
∫
Rd
(
ei〈
~t,x〉 − 1
)
ν(dx)
]
, ~t ∈ Rd,
where γ0 = γ −
∫
Rd
x(1 + |x|2)−1ν(dx).
As an example, we consider the Le´vy–Khintchine representation of a compound Poisson
distribution µCPo. For some c > 0 and distribution ρ on R
d with ρ({0}) = 0, we have
(1.4) µ̂CPo(~t) = exp
(
c
(
ρ̂(~t)− 1)) , ~t ∈ Rd.
Note that the Poisson distribution is a special case when d = 1 and ρ = δ1.
1.2. Riemann zeta function and Euler Products. Zeta functions play one of the
key roles in number theory. In 1859, Riemann established a relation between zeros of
the Riemann zeta function and the distribution of prime numbers. The definition of the
Riemann zeta function is as follows.
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Definition 1.4 (Riemann zeta function, see [5, Section 11]). Let s = σ + it. Then for
σ > 1, the Riemann zeta function is a given by
(1.5) ζ(s) :=
∞∑
n=1
1
ns
=
∏
p
(
1− 1
ps
)−1
,
where the letter p is a prime number, and the product of
∏
p is taken over all primes.
The infinite series is called the Dirichlet series and the infinite product is called the
Euler product. The Dirichlet series and the Euler product of ζ(s) converge absolutely
when σ > 1 and uniformly in each compact subset of the half-plane σ > 1.
The Dirichlet L-function L(s, χ) attached to a Dirichlet character χ mod q is given by
(1.6) L(s, χ) :=
∞∑
n=1
χ(n)
ns
=
∏
p
(
1− χ(p)
ps
)−1
, σ > 1.
The Riemann zeta function ζ(s) can be regarded as the Dirichlet L-function to the prin-
cipal character χ0 mod 1.
Moreover, let K be a general number field and ZK be its ring of integers. As one of a
generalization of ζ(s), it is natural to define the following function
ζK(s) :=
∑
a
1
N (a)s =
∏
p
(
1− 1N (p)s
)−1
, σ > 1,
where a runs through all integral ideals of ZK and p through all prime ideals of ZK and
N denotes the absolute norm. The function ζK(s) is called the Dedekind zeta function.
Obviously, we have ζQ(s) = ζ(s). Let K = Q(
√
D) be a quadratic field of discriminant
D. Then we have ζK(s) = ζ(s)L(s, χD), where χD is the Legendre–Kronecker character
(see [10, Proposition 10.5.5]). Furthermore, we have the following (see, [10, Theorem
10.5.22]). Let Qm be the m-th cyclotomic field. Then one has ζQm(s) =
∏
χ mod m L(s, χf),
where χf is the primitive character associated with χ. In particular, we have ζQm(s) =∏
χ mod m L(s, χ) when m is a prime power.
These well-known functions above can be regarded as the prototype of zeta functions
which have the Euler products. Many authors have introduced and investigated classes
of zeta or L-functions to find the essential properties satisfied by functions with the Euler
products. For example, in [34], there are two classes of Dirichlet series satisfying some
quite natural analytic axioms with several arithmetic conditions added.
1.3. Zeta distributions and quasi-infinite divisibility. In probability theory, there
is a class of distribution on R generated by ζ(s). First it appears in [17] and we can also
find it in [14]. Put
fσ(t) :=
ζ(σ + it)
ζ(σ)
, t ∈ R,
then fσ(t) is a characteristic function (see [14, p. 76]).
Definition 1.5 (Riemann zeta distribution). A distribution µσ on R is a Riemann zeta
distribution with parameter σ > 1 if it has fσ(t) as its characteristic function.
The Riemann zeta distribution is infinitely divisible and its Le´vy measures can be given
of the form as in the following.
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Proposition 1.6 (see [14, p. 76]). Let µσ be a Riemann zeta distribution on R with
characteristic function fσ(t). Then, µσ is compound Poisson on R and
fσ(t) = exp
[∫ ∞
0
(
e−itx − 1)Nσ(dx)] , Nσ(dx) :=∑
p
∞∑
r=1
p−rσ
r
δr log p(dx),
where δx is the delta measure at x.
Remark 1.7. It should be mentioned that the Riemann zeta distribution is defined only
in the region of half-plane σ > 1 since normalized functions ζ(σ + it)/ζ(σ) can not be
characteristic functions for any 1/2 ≤ σ ≤ 1 (see [3, Remark 1.12]).
Lin and Hu [19] investigated the following function
Dσ(t) := D(σ + it)
D(σ)
, D(s) :=
∏
p
(
1− c(p)
ps
)−1
,
where c(p) are completely multiplicative non-negative coefficients. They proved that the
function Dσ(t) is infinitely divisible when the product of D(σ + it) converges absolutely.
Afterwards, Aoyama and Nakamura [3] defined m-tuple compound Poisson zeta distri-
butions on R. Furthermore, they consider Multidimensional η-tuple ϕ-rank compound
Poisson zeta distributions on Rd. By applying the Kronecker’s approximation theorem
and Baker’s theorem, they gave necessary and sufficient conditions for some polynomial
Euler products to generate characteristic functions.
On the other hand, Aoyama and Nakamura [1] considered some two-variable finite Euler
products and showed how they behave in view whether their corresponding normalized
functions to be infinitely or quasi-infinitely divisible characteristic functions on R2. The
quasi-infinitely divisibility is defined as follows.
Definition 1.8 (Quasi-infinitely divisible distribution). A distribution µ on Rd is called
quasi-infinitely divisible if it has a form of (1.1) and the corresponding measure ν is
a signed measure on Rd with total variation measure |ν| which satisfy ν({0}) = 0 and∫
Rd
(|x|2 ∧ 1)|ν|(dx) <∞.
Note that the triplet (A, ν, γ) in this case is also unique if each component exists and
that distributions on Rd are quasi-infinitely divisible but not infinitely divisible if and only
if the negative part of ν in the Jordan decomposition is not zero. The measure ν is called
quasi-Le´vy measure and appeared in some books and papers, for example, Gnedenko and
Kolmogorov [14, p. 81], Linnik and Ostrovskii [21, Chap. 6, §7], and others (see also
Lindner and Sato [20, Introduction] or Sato [33, Section 2.4].)
1.4. Aims of this paper. In the present paper, we define zeta distributions on Rd
generated by the following multidimensional polynomial Euler product
(1.7) ZE(~s) =
∏
p
ϕ∏
l=1
η∏
k=1
(
1− αlk(p)
p〈~cl,~s〉
)−1
,
where d, ϕ, η ∈ N, ~cl ∈ Rd, ~s ∈ Cd, min1≤l≤ϕℜ〈~cl, ~s〉 > 1, αlk(p) ∈ C and |αlk(p)| ≤ 1 for
1 ≤ k ≤ η and 1 ≤ l ≤ ϕ. The main aims of this paper are as follows.
(1) Treat polynomial Euler products with complex coefficients.
(2) Simplify the proofs of Theorems in [3].
(3) Consider applications to analytic number theory
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In association with the main aim (1), Aoyama and Nakamura [3] considered multi-
dimensional polynomial Euler products with coefficients αlk(p) ∈ {−1, 0, 1}. To adjust
general number theory (see Section 1.2), we consider polynomial Euler products with
complex coefficients |αlk(p)| ≤ 1 in the present paper. This change makes it possible to
treat not only the case αlk(p) 6∈ {−1, 0, 1} but also the case a~cl = b~ck, where a and b are
some positive integers (see Section 4.4).
The key of the proof of main theorem in [3] is Kronecker’s approximation theorem.
By using this theorem, the authors judged whether |ZE(~s)/ZE(ℜ(~s))| ≤ 1 or not. The
method is interesting but not easy to understand. In this paper, we determine whether
ZE(~s) can generate a characteristic or not without Kronecker’s approximation theorem
(see Theorems 3.5 and 4.6). These theorems give simple proofs of many results in [3].
As applications to analytic number theory, we consider the value distribution of zeta
functions in the region of absolute convergence. For example, we show that the Riemann
zeta function ζ(s) satisfies inequalities (5.6) and (5.7) but the Dirichlet L-function L(s)
defined by (2.4) or (2.5) does not. Thus we can say that the value distribution of zeta and
L-functions above are not same. It should be noted that ζ(s) can generates a characteristic
function but L(s) can not by Theorem 3.10.
The paper is structured as follows. In Section 2, we define multidimensional polyno-
mial Euler products with complex coefficients and give some important examples. Next
we consider zeta distributions generated by one dimensional polynomial Euler products
in Section 3. More precisely, we give necessary and sufficient conditions for polynomial
Euler products with complex coefficients to generate infinitely divisible, quasi-infinitely
divisible but non-infinitely divisible or not even characteristic functions when ϕ = 1 in
(1.7). Section 4 is the multidimensional case of Section 3. Namely, we consider the case
ϕ > 1 which is the main topic of this paper. We classify multidimensional polynomial
Euler products into infinitely divisible, quasi-infinitely divisible but non-infinitely divisi-
ble, and not even characteristic functions by using Baker’s theorem which is very famous
in transcendental number theory. It should be noted that many examples of zeta distri-
butions on Rd generated the polynomial Euler products are given in Sections 3 and 4.
Finally, we consider applications to analytic number theory in Section 5.
2. Multidimensional polynomial Euler Products
2.1. Definition and properties. Denote by P the set of all prime numbers.
Definition 2.1 (Multidimensional polynomial Euler product, ZE(~s)). Let d,m ∈ N and
~s ∈ Cd. For αj(p) ∈ C, |αj(p)| ≤ 1 and non-zero vectors ~cj ∈ Rd, 1 ≤ j ≤ m, we define
the following multidimensional polynomial Euler product given by
(2.1) ZE(~s) =
∏
p
m∏
j=1
(
1− αj(p)
p〈~cj ,~s〉
)−1
.
Note that αj(p) in [3, Definition 2.1] is real number for any 1 ≤ j ≤ m and p ∈ P. In
the present paper, we also consider the case αl(p) ∈ C in order to adjust general number
theory. The polynomial Euler product with d = 1 is commonly-used in number theory
(see for example [34]). This product converges absolutely when min1≤j≤mℜ〈~cj, ~s〉 > 1 by
the following lemma which coincides with [3, Theorem 2.3] when −1 ≤ αl(p) ≤ 1.
Lemma 2.2. The product (2.1) converges absolutely and has no zeros in the region
min1≤j≤mℜ〈~cj, ~s〉 > 1.
To prove this lemma, we quote the following proposition.
6 T. NAKAMURA
Proposition 2.3 (see [31, Theorem 15.4]). Suppose {un} is a sequence of bounded complex
functions on a set S, such that
∑ |un(s)| converges uniformly on S. Then the product
f(s) =
∏∞
n=1(1 + un(s)) converges uniformly on S, and f(s0) = 0 at some s0 ∈ S if and
only if un(s0) = −1 for some n ∈ N.
Proof of Lemma 2.2. Put v := min1≤j≤mℜ〈~cj, ~s〉. Then, by the assumption v > 1 and
|αj(p)| ≤ 1 for any p ∈ P and 1 ≤ j ≤ m, we have∑
p
∣∣αj(p)p−〈~cj ,~s〉∣∣ ≤∑
p
p−v ≤
∑
n≥2
n−v ≤
∫ ∞
1
x−vdx <∞.
Thus
∑
p αj(p)p
−〈~cj ,~s〉 converges absolutely and uniformly on any compact subset of the
region min1≤j≤mℜ〈~cj, ~s〉> 1. By Proposition 2.3, the product (2.1) converges absolutely
in the region min1≤j≤mℜ〈~cj , ~s〉 > 1. We also have that |1 − αj(p)p−〈~cj ,~s〉|−1 > 0 for any
p ∈ P and 1 ≤ j ≤ m when min1≤j≤mℜ〈~cj, ~s〉 > 1, so that (2.1) does not have zeros. 
Here and in the sequel, we define logZE(~s) by the following Dirichlet series expansion
(2.2) logZE(~s) :=
∑
p
∞∑
r=1
m∑
j=1
1
r
αl(p)
rp−r〈~cj ,~s〉
in the region of absolute convergence min1≤j≤mℜ〈~cj, ~s〉 > 1 (see e.g. [34, (9.19)]). This
formula will be used in some proofs of this paper.
As mentioned in Section 1.2, the Riemann zeta function and Dirichlet L-functions have
both the Euler products and the Dirichlet series expressions. Similarly, the polynomial
Euler product with the condition all ~cl are the same also can be written by the Dirichlet
series
∑∞
n=1 a(n)n
−s. We quote some elementary properties for the coefficients a(n) in the
Dirichlet series expansion.
Proposition 2.4 (see [34, Lemma 2.2]). Suppose that a function L(s) is given by
L(s) =
∞∑
n=1
a(n)
ns
=
∏
p
m∏
j=1
(
1− αj(p)
ps
)−1
, σ > 1.
Then a(n) is multiplicative and
a(n) =
∏
p|n
∑
0≤θ1,...,θm
θ1+···+θm=ν(n;p)
m∏
j=1
αj(p)
θj ,
where ν(n; p) is the exponent of the prime p in the prime factorization of the integer n.
Moreover, if |αj(p)| ≤ 1 for 1 ≤ j ≤ m and all primes p, then |a(n)| = O(nε) for any
ε > 0, and vice versa.
Remark 2.5. It should be noted that one has a(1) = 1 and a(p) =
∑m
j=1 αj(p) from
Proposition 2.4. This facts play an important role in Sections 3 and 4.
By using the proposition above, we obtain the following lemma.
Lemma 2.6. Let ϕ, η ∈ N. Suppose min1≤l≤ϕℜ〈~cl, ~s〉 > 1. Then we have∏
p
ϕ∏
l=1
η∏
k=1
(
1− αlk(p)
p〈~cl,~s〉
)−1
=
ϕ∏
l=1
∞∑
nl=1
al(nl)
n
〈~cl,~s〉
l
=
∞∑
n1,...,nϕ=1
a1(n1)
n
〈~c1,~s〉
1
· · · aϕ(nϕ)
n
〈~cϕ,~s〉
ϕ
,
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where al(nl) is multiplicative and written by
(2.3) al(nl) =
∏
p|nl
∑
0≤θ1,...,θη
θ1+···+θη=ν(nl;p)
η∏
k=1
αlk(p)
θk .
Furthermore, if |αlk(p)| ≤ 1 for 1 ≤ l ≤ ϕ, 1 ≤ k ≤ η and all primes p, then
|al(nl)| = O(nεl ) for any 1 ≤ l ≤ ϕ and ε > 0, and vice versa. In addition, the se-
ries
∏ϕ
l=1
∑∞
nl=1
al(nl)n
−〈~cl,~s〉
l converges absolutely when min1≤l≤ϕℜ〈~cl, ~s〉 > 1.
Proof. We only have to show the absolute convergence of the series
∏ϕ
l=1
∑∞
nl=1
al(nl)n
−〈~cl,~s〉
l
since the other statements are proved immediately from Proposition 2.4. By using Propo-
sition 2.4, one has∏
p
η∏
k=1
(
1− αlk(p)
p〈~cl,~s〉
)−1
=
∏
p
η∏
k=1
(
1 +
∞∑
j=1
αlk(p)
j
pj〈~cl,~s〉
)
=
∞∑
nl=1
al(nl)
n
〈~cl,~s〉
l
,
where al(nl) is defined by (2.3). The Dirichlet series above convergent absolutely when
min1≤l≤ϕℜ〈~cl, ~s〉 > 1 since we have |al(nl)| = O(nεl ) by Proposition 2.4 and
∞∑
nl=1
∣∣∣∣∣al(nl)n〈~cl,~s〉l
∣∣∣∣∣ ≤
∞∑
nl=1
Cε
n
〈~cl,~σ〉−ε
l
≤ Cε + Cε
∫ ∞
1
xε−〈~cl,~σ〉dx
for some Cε > 0. Therefore we obtain this lemma. 
2.2. Examples of multidimensional polynomial Euler products. Some simple ex-
amples of ZE(~s) for d = 1 are the following.
Example 2.7. (i) When d = m = 1 and α(p) = p−α, where α > 0, then
ZE(s1) =
∏
p
1
1− p−s1−α = ζ(s1 + α).
(ii) When d = m = 1 and α(p) = −1, then one has
ZE(s1) =
∏
p
1
1 + p−s1
=
∏
p
1− p−s1
1− p−2s1 =
ζ(2s1)
ζ(s1)
.
(iii) Let ω := eiπ/3. When d = m = 1, ~c = 3, α(p) = 1, or d = 1, ~c = 1, m = 3 and
α1(p) = 1, α2(p) = ω, α3(p) = ω
2, then
ZE(s1) =
∏
p
1
1− p−3s1 = ζ(3s1) =
∏
p
1
(1− p−s1)(1− ωp−s1)(1− ω2p−s1) .
Similarly, we have following examples for d = 2 as a simple multidimensional case.
Example 2.8. (iv) When d = m = 2, ~c1 = (1, 0), ~c2 = (1, 2), α1(p) = 1 and α2(p) = χ(p),
then we have
ZE(~s) =
∏
p
1
1− p−s1
1
1− χ(p)p−(s1+2s2) = ζ(s1)L(s1 + 2s2, χ).
(v) When d = 2, m = 3, ~c1 = (1, 0), ~c2 = (0, 1), ~c3 = (1, 1), α1(p) = 1, α2(p) = χ(p) and
α3(p) = p
−α, where α > 0, then we have
ZE(~s) =
∏
p
1
1− p−s1
1
1− χ(p)p−s2
1
1− p−s1−s2−α = ζ(s1)L(s2, χ)ζ(s1 + s2 + α).
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Let dk(n), k = 2, 3, 4, . . ., denote the number of ways of expressing n as a product of k
factors, expression with the same factors in a different order being counted as different.
Example 2.9. (vi) It is known that (see, for example [35, (1.2.2)])∏
p
(
1− p−s)−k = ζk(s) = ∞∑
m1=1
1
ms1
· · ·
∞∑
mk=1
1
msk
=
∞∑
n=1
1
ns
∑
m1···mk=n
1 =
∞∑
n=1
dk(n)
ns
.
Moreover, we have dk(n) = O(n
ε) by Proposition 2.4.
Now we define the following Dirichlet L-function L(s) by
(2.4) L(s) :=
∏
p : odd
(
1− (−1) p−12 p−s
)−1
, σ > 1.
It is well-known that L(s) is also expressed by
(2.5) L(s) =
∞∑
n=1
χ−4(n)
ns
, χ−4(n) :=

1 n ≡ 1 mod 4,
−1 n ≡ 3 mod 4,
0 n ≡ 0, 2 mod 4.
Furthermore, let Q(i) be a quadratic field of discriminant −4. The Dedekind zeta function
of Q(i) is a function of a complex variables s = σ + it, for σ > 1 given by
ζQ(i)(s) := ζ(s)L(s).
Example 2.10. (vii) It is known that (see, for example [10, p. 221])
ζQ(i)(s) =
1
4
∑
(m,n)∈Z2\(0,0)
1
(m2 + n2)s
=
∞∑
n=1
a#(n)
ns
,
where a#(n) is nonnegative definite coefficient written as
(2.6) a#(n) :=
1
4
#{(m1, m2) ∈ Z2 : m21 +m22 = n} =
∑
m|n
χ−4(m),
where the sum
∑
m|n takes all positive divisors of n. Moreover, it holds that a
#(n) = O(nε)
by Proposition 2.4.
3. Zeta distributions generated by polynomial Euler products
Here and in the sequel, we put
~s := ~σ + i~t, ~σ,~t ∈ Rd.
In this section, we only consider the case when ℜ〈~c, ~s〉 > 1 where ~c := ~c1 = · · · = ~cm ∈ Rd
in (2.1), namely, we only treat the following type of polynomial Euler products
(3.1) ZE(~s) =
∏
p
η∏
k=1
(
1− αk(p)
p〈~c,~s〉
)−1
,
where αk(p) ∈ C, |αk(p)| ≤ 1, 1 ≤ k ≤ η. When −1 ≤ αk(p) ≤ 1, this function coincides
with the polynomial Euler product treated in [3, Section 3].
In the view of Proposition 2.4, ZE(~s) is also written by as follows.
(3.2) ZE(~s) =
∞∑
n=1
a(n)
n〈~c,~s〉
, a(n) =
∏
p|n
∑
0≤θ1,...,θη
θ1+···+θη=ν(n;p)
η∏
k=1
αk(p)
θk .
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We have to note that the series above converges absolutely when ℜ〈~c, ~s〉 > 1 by the fact
that a(n) = O(nε) proved in Lemma 2.4.
For ~σ satisfying 〈~c, ~σ〉 > 1, we define a normalized function
(3.3) f~σ
(
~t
)
:=
ZE
(
~σ + i~t
)
ZE(~σ)
.
Thus the zeta distribution defined by the characteristic function above is essentially one
dimensional.
3.1. Infinitely divisible or not. We have the following.
Theorem 3.1. Let αk(p) ∈ C, |αk(p)| ≤ 1 for any p ∈ P and 1 ≤ k ≤ η in (3.1). Then
f~σ is an infinitely divisible characteristic function if and only if
∑η
k=1 αk(p)
r ≥ 0 for all
r ∈ N and p ∈ P. Moreover, when ∑ηk=1 αk(p)r ≥ 0 for all r ∈ N and p ∈ P, f~σ is a
compound Poisson characteristic function with its finite Le´vy measure N~σ on R
d given by
(3.4) N~σ(dx) =
∑
p
∞∑
r=1
η∑
k=1
1
r
αk(p)
rp−r〈~c,~σ〉δlog pr~c(dx).
To prove the theorem above, we show the following lemma.
Lemma 3.2. Let αk(p) ∈ C, |αk(p)| ≤ 1 for any p ∈ P and 1 ≤ k ≤ η. Then N~σ is
a complex measure on Rd with total variation measure |N~σ| satisfying N~σ({0}) = 0 and∫
Rd
(|x| ∧ 1)|N~σ|(dx) <∞.
Proof. Recall that logZE(~s) defined by (2.2). From Lemma 2.2, for ~t ∈ Rd, the normalized
function f~σ(~t) introduced in (3.3) converges when 〈~c, ~σ〉 > 1. Then we have
log f~σ(~t) = log
ZE(~σ + i~t)
ZE(~σ)
=
∑
p
η∑
k=1
∞∑
r=1
1
r
αk(p)
rp−r〈~c,~σ〉
(
p−r〈~c,i
~t〉 − 1)
=
∑
p
∞∑
r=1
η∑
k=1
1
r
αk(p)
rp−r〈~c,~σ〉
(
e−r〈~c,i
~t〉 log p − 1) = ∫
Rd
(e−〈i
~t,x〉 − 1)N~σ(dx),
where N~σ is expressed as (3.4) since we have e
−r〈~c,i~t〉 log p =
∫
Rd
e−〈i~t,x〉δlog pr~c(dx). Now put
v := 〈~c, ~σ〉 > 1. By the assumption αk(p) ∈ C, |αk(p)| ≤ 1 for any p ∈ P and 1 ≤ k ≤ η,
it holds that
N~σ(R
d) ≤
∫
Rd
∑
p
∞∑
r=1
η∑
k=1
1
r
|αk(p)|rp−r〈~c,~σ〉δlog pr~c(dx) = η
∑
p
∞∑
r=1
1
r
p−r〈~c,~σ〉
≤ η
∑
p
∞∑
r=1
p−r〈~c,~σ〉 ≤ η
∞∑
n=2
∞∑
r=1
n−rv = η
∞∑
n=2
n−v
1− n−v ≤ 2η
∞∑
n=2
n−v
≤ 2ηζ(v) <∞.
It is also easy to see that the measure N~σ satisfies
∫
|x|<1
|x|N~σ(dx) ≤ N~σ(Rd) <∞. 
Proof of Thereom 3.1. First suppose
∑η
k=1 αk(p)
r ≥ 0 for all r ∈ N and p ∈ P. In this
case, we can see that N~σ is a measure on R
d with N~σ({0}) = 0 and
∫
Rd
(|x|∧1)N~σ(dx) <∞
by Lemma 3.2. Hence f~σ is an infinitely divisible characteristic function.
Next we suppose that there exists a pair of r0 ∈ N and p0 ∈ P such that
∑η
k=1 αk(p0)
r0 ∈
K, where K := {z ∈ C : |z| ≤ η, z 6∈ [0, η]}. Let r1, r2 ∈ N and p1, p2 ∈ P. By the
fundamental theorem of arithmetic, we have
(3.5) r1 log p1 = r2 log p2 if and only if r1 = r2 and p1 = p2.
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Therefore, one has δlog p1r1~c(dx) = δlog p2r2~c(dx) if and only if r1 = r2 and p1 = p2. Hence
the normalized function f~σ is not an infinitely divisible characteristic function by the (not
measure but) complex signed measure
∑η
k=1 αk(p0)
r0δlog p0r0~c. 
Remark 3.3. If p1 or p2 is not a prime number, the statement (3.5) is not true. For
example, when p1 = 2 and p2 = 8, we have 6 log p1 = 2 log p2 = log 64. Therefore, the
Euler product, namely, the product of prime numbers, plays an very important role in
the proof of Theorem 3.1.
Example 3.4. Let pn be the n-th prime number.
(i) The functions
∏
n(1− inp−sn )−1 and
∏
n(1− (−i)np−sn )−1 are not to generate infinitely
divisible characteristic functions.
(ii) Let η = 4, α1(pn) = α2(pn) = 1, α3(pn) = i
n and α4(pn) = (−i)n. Then we
have
∑4
k=1 αk(pn)
r ≥ 0 for any n, r ∈ N. Hence the Euler product ∏n(1 − p−sn )−2(1 −
inp−sn )
−1(1− (−i)np−sn )−1 is to generate an infinitely divisible characteristic function.
(iii) Let η = 3, α1(p) ≥ 0, α2(p) = α3(p) and 2|α2(p)| ≤ α1(p) for any p ∈ P. Then we
have
∑3
k=1 αk(p)
r ≥ 0 for any p ∈ P and r ∈ N.
3.2. Distribution or not. We have the following.
Theorem 3.5. Let αk(p) ∈ C, |αk(p)| ≤ 1 for any p ∈ P and 1 ≤ k ≤ η in (3.1). Then
f~σ is a characteristic function if and only if a(n) ≥ 0 for all n ∈ N, where the sequence
a(n) is defined by (3.2).
In order to prove this theorem, we define a generalized Dirichlet L random variable X~σ
with probability distribution on Rd given by
(3.6) Pr
(
X~σ = − logn~c
)
=
1
ZE(~σ)
a(n)
n〈~c,~σ〉
, a(n) ≥ 0, n ∈ N.
It is easy to see that these distributions are probability distributions (see also Lemma 3.6)
since a(n)n−〈~c,~σ〉 ≥ 0 for each n ∈ N, and
∞∑
n=1
a(n)n−〈~c,~σ〉
ZE(~σ)
=
1
ZE(~σ)
∞∑
n=1
a(n)
n〈~c,~σ〉
=
ZE(~σ)
ZE(~σ)
= 1.
Note that these distributions belong to a special case of multidimensional Shintani zeta
distribution defined by Aoyama and Nakamura [2].
We immediately obtain Theorem 3.5 by using the following Lemmas 3.6 and 3.7. It
should be mentioned that these lemmas already have been in [26, Lemmas 2.2 and 2.3]
when d = 1.
Lemma 3.6. Let X~σ be a generalized Dirichlet L random variable. Then its characteristic
function f~σ is given by (3.3).
Proof. By the definition, we have, for any ~t ∈ Rd,
f~σ(~t) =
∞∑
n=1
ei〈
~t,− logn~c〉a(n)n
−〈~c,~σ〉
ZE(~σ)
=
1
ZE(~σ)
∞∑
n=1
e−i〈~c,~t〉 logna(n)
n〈~c,~σ〉
=
1
ZE(~σ)
∞∑
n=1
a(n)
n〈~c,~σ〉+i〈~c,~t〉
=
ZE(~σ + i~t)
ZE(~σ)
.
This equality implies the lemma. 
Lemma 3.7. Suppose that there exists m ∈ N such that a(m) ∈ C \ R≥0. Then the
function ZE(~σ + i~t)/ZE(~σ) is not a characteristic function.
ZETA DISTRIBUTIONS GENERATED BY MULTIDIMENSIONAL EULER PRODUCTS 11
Proof. Let N+ be the set of integers n such that a(n) ≥ 0 and Nc+ be the set of integers
m such that a(m) ∈ C \ R≥0. From the view of (3.6), we have
ZE(~σ + i~t)
ZE(~σ)
=
1
ZE(~σ)
∞∑
n=1
a(n)
n〈~c,~σ〉+i〈~c,~t〉
=
1
ZE(~σ)
∑
m∈Nc
+
a(m)
m〈~c,~σ〉+i〈~c,~t〉
+
1
ZE(~σ)
∑
n∈N+
a(n)
n〈~c,~σ〉+i〈~c,~t〉
=
1
ZE(~σ)
∫
Rd
ei〈
~t,x〉
∑
m∈Nc
+
a(m)
m〈~c,~σ〉
δ− logm~c(dx) +
1
ZE(~σ)
∫
Rd
ei〈
~t,x〉
∑
n∈N+
a(n)
n〈~c,~σ〉
δ− logn~c(dx)
=
1
ZE(~σ)
∑
m∈Nc
+
a(m)
m〈~c,~σ〉
∫
Rd
ei〈
~t,x〉δ− logm~c(dx) +
1
ZE(~σ)
∑
n∈N+
a(n)
n〈~c,~σ〉
∫
Rd
ei〈
~t,x〉δ− logn~c(dx).
Note that a(1) = 1 by Remark 2.5. By the set of integers m such that a(m) < 0,
(3.7)
1
ZE(~σ)
∑
m∈Nc
+
a(m)
m〈~c,~σ〉
δ− logm~c(dx) +
1
ZE(~σ)
∑
n∈N+
a(n)
n〈~c,~σ〉
δ− logn~c(dx)
is not a measure but a complex signed measure. Moreover, we have
1
ZE(~σ)
∫
Rd
∞∑
n=1
∣∣∣∣ a(n)n〈~c,~σ〉
∣∣∣∣ δ− logn~c(dx) = 1ZE(~σ)
∞∑
n=1
|a(n)|
n〈~c,~σ〉
<∞
by the assumption ℜ〈~c, ~s〉 > 1 and the fact that a(n) = O(nε) (see the proof of Lemma
2.6). Hence the complex signed measure (3.7) has finite total variation. It is known that
any complex signed measure with finite total variation is uniquely determined by the
Fourier transform. Therefore, ZE(~σ + i~t)/ZE(~σ) is not a characteristic function. 
Remark 3.8. Let n be a integer written by n = pr11 · · · prjj , where p1, . . . , pj are distinct
prime numbers and r1, . . . , rj ∈ N. By Lemma 2.4, any coefficient a(n) in the Dirichlet
series (3.2) is multiplicative. Namely, it holds that a(n) = a(pr11 ) · · · a(prjj ). Therefore, we
have a(n) ≥ 0 for any n ∈ N if and only if
a(pr) =
∑
0≤θ1,...,θη
θ1+···+θη=r
η∏
k=1
αk(p)
θk
is non-negative for any r ∈ N and p ∈ P.
Example 3.9. We use the same notation appeared in Example 2.10.
(v) Let α(2) = 0 and α(p) = (−1)(p−1)/2 for any p > 3. Then the function L(s) defined
by (2.4) or (2.5) is not to generate a characteristic function.
(vi) Let η = 2, α1(2) = 1, α2(2) = 0, α1(p) = 1 and α2(p) = (−1)(p−1)/2 for any p > 3.
Then we have a(n) =
∑
d|n χ−4(d) ≥ 0 from Example 2.10. Hence ζQ(i)(s) = ζ(s)L(s) is
to generate a characteristic function.
(vii) Let
∏η
k=1(1−αk(p)p−s) = (1−β1(p)p−s−· · ·−βη(p)p−ηs), where βk(p) ≥ 0, 1 ≤ k ≤ η
and supℜ(s)≥1 |
∑η
k=1 βk(p)p
−ks| < 1. Then we have a(n) ≥ 0 for any n ∈ N. This is proved
the following equation
ϕ∏
k=1
(1− αk(p)p−s)−1 =
(
1−
η∑
k=1
βk(p)
pks
)−1
= 1 +
∞∑
j=1
( η∑
k=1
βk(p)
pks
)j
.
For instance, when η = 3, α1(p) = 1 and 5α2(p) = −1 − 3i, 5α3(p) = −1 + 3i, we have∏3
k=1(1− αk(p)p−s)−1 = (1− (3/5)p−s − (2/5)p−3s)−1.
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3.3. Classification. Let FE be the set of normalized functions of ZE(~σ + i~t)/ZE(~σ),
where ZE(~σ + i~t) is defined by (3.1) or (3.2). Moreover, let ÎD, ÎD0 and N̂D be the
class of infinitely divisible characteristic functions, the class of quasi-infinitely divisible
but non-infinitely divisible characteristic functions, and the class of functions not even
characteristic functions, respectively. Then we have the following theorem.
Theorem 3.10. Let f~σ ∈ FE, αk(p) ∈ C, |αk(p)| ≤ 1 for any p ∈ P and 1 ≤ k ≤ η in
(3.1). Then we have
(I) f~σ ∈ ÎD if and only if
∑η
k=1 αk(p)
r ≥ 0 for all r ∈ N and p ∈ P.
(II) f~σ ∈ ÎD0 if and only if a(n) ≥ 0 for all n ∈ N, and there exist r0 ∈ N and p0 ∈ P
such that
∑η
k=1 αk(p0)
r0 < 0.
(III) f~σ ∈ N̂D if and only if there exists m ∈ N such that a(m) ∈ C \ R≥0.
(IV ) FE = ÎD
⊎
ÎD0
⊎
N̂D.
In order to prove the theorem above, we only have to show the following lemma since
we obtain the statement (IV ) is proved by (I), (II) and (III), and the statements (I)
and (III) are proved by Theorems 3.1 and 3.5, respectively.
Lemma 3.11. Let αk(p) ∈ C, |αk(p)| ≤ 1 for any p ∈ P and 1 ≤ k ≤ η in (3.1). Suppose
that a(n) ≥ 0 for all n ∈ N, where a(n) is defined by (3.2). Then ∑ηk=1 αk(p)r is real for
any r ∈ N and p ∈ P.
Proof. By (3.2) and the assumption that a(n) ≥ 0 for all n ∈ N, namely, a(n) ∈ R for
any n ∈ N, we have ZE(~σ + ~t) = ZE(~σ − ~t), where z is the complex conjugate of z ∈ C.
In the view point of Lemma 3.2, we have
logZE(~σ + ~t) =
∑
p
∞∑
r=1
η∑
k=1
1
r
αk(p)rp−r〈~c,~σ〉−r〈~c,i
~t〉 =
∑
p
∞∑
r=1
η∑
k=1
1
r
αk(p)
rp−r〈~c,~σ〉+r〈~c,i
~t〉,
logZE(~σ − ~t) =
∑
p
∞∑
r=1
η∑
k=1
1
r
αk(p)
rp−r〈~c,~σ〉+r〈~c,i
~t〉.
Therefore, we obtain
∑η
k=1 αk(p)
r =
∑η
k=1 αk(p)
r for any r ∈ N and p ∈ P by uniqueness
theorem for Dirichlet series (see for example [5, Theorem 11.3]). 
Example 3.12. Let η = 3, d = ~c = 1, α1(2) = 1, α2(2) = −α3(2) = i, and α1(p) =
α2(p) = α3(p) = 0 for any p > 3. Then one has
3∑
k=1
αk(2)
4j−3 = 1,
3∑
k=1
αk(2)
4j−2 = −1,
3∑
k=1
αk(2)
4j−1 = 1,
3∑
k=1
αk(2)
4j = 3
for any j ∈ N. On the other hand, we have
ZQ(s) :=
1
(1− 2−s)(1− i2−s)(1 + i2−s) =
1
(1− 2−s)(1 + 2−2s) =
1 + 2−s
(1− 2−2s)(1 + 2−2s)
=
1 + 2−s
1− 2−4s =
(
1 + 2−s
) ∞∑
n=0
2−4ns =
∞∑
n=0
(
2−4ns + 2−(4n+1)s
)
=
∞∑
n=1
a(n)
ns
, a(n) :=
{
1 n = 24j , 24j+1, j = 0, 1, 2, 3, . . . ,
0 otherwise.
Hence this function satisfies
∑3
k=1 αk(2)
4j−2 < 0 for any j ∈ N and a(n) ≥ 0 for all n ∈ N.
Therefore, there exists a fσ ∈ FE such that fσ ∈ ÎD0.
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Remark 3.13. Let n ∈ N ∪ {0} and put
Fn(σ, t) :=
(1− 2−σ)n(1− i2−σ)(1 + i2−σ)
(1− 2−σ−it)n(1− i2−σ−it)(1 + i2−σ−it) .
Then it holds that
n+2∑
k=1
αk(2)
4j−3 = n,
n+2∑
k=1
αk(2)
4j−2 = n− 2,
n+2∑
k=1
αk(2)
4j−1 = n,
n+2∑
k=1
αk(2)
4j = n+ 2
for any j ∈ N. Hence we have F1 ∈ ÎD0 (see Example 3.12) and Fn ∈ ÎD when n ≥ 2.
Moreover, one has F0 ∈ N̂D. This is proved by
F0(σ, t) =
(1− i2−σ)(1 + i2−σ)
(1− i2−σ−it)(1 + i2−σ−it) =
1 + 2−2σ
1 + 2−2σ−2it
=
∑∞
j=0(−4)−j(σ+it)∑∞
j=0(−4)−jσ
and (III) of Theorem 3.10.
Hence one has ÎD0 6= ∅ in general (see also Example 4.17). However, the following
proposition implies ÎD0 = ∅ when αk(p) ∈ {0, 1,−1}. This result is proved in [3, Theorem
3.1]. We give a simpler proof here by using Theorems 3.10.
Proposition 3.14 ([3, Theorem 3.1]). Let αk(p) ∈ {0, 1,−1} for any p ∈ P and 1 ≤ k ≤ η
in (3.1). Then it holds that FE = ÎD
⊎
N̂D. Namely, we have f~σ ∈ N̂D if and only if
there exist r0 ∈ N and p0 ∈ P such that
∑η
k=1 αk(p0)
r0 < 0.
Proof. We only have to show ÎD0 = ∅ in this case. Suppose that f~σ 6∈ ÎD, namely there
exist r0 ∈ N and p0 ∈ P such that
∑η
k=1 αk(p0)
r0 < 0. By the assumption αk(p) ∈
{0, 1,−1}, we have ∑ηk=1 αk(p0)2j ≥ 0 and ∑ηk=1 αk(p0) =∑ηk=1 αk(p0)2j−1 for any j ∈ N
(see also [3, Lemma 3.2]). Hence we can assume that
∑η
k=1 αk(p0) < 0. On the other
hand, we have a(p) =
∑η
k=1 αk(p) from Remark 2.5. Therefore, by using Theorem 3.5,
we obtain f~σ ∈ N̂D since we have a(p0) < 0 if
∑η
k=1 αk(p0) < 0. Hence one has f~σ ∈ N̂D
when f~σ 6∈ ÎD, equivalently f~σ ∈ ÎD0
⊎
N̂D, under the assumption αk(p) ∈ {0, 1,−1}. 
Example 3.15. When η = 1, one has ÎD0 = ∅. This is proved as follows. Suppose there
exist r0 ∈ N and p0 ∈ P such that α(p0)r0 < 0. By Lemma 3.11, α(p0)r is real for any
r. Hence we have α(p0) is real and α(p0)
2j ≥ 0 for any j ∈ N. Thus we can assume that
α(p0) < 0. On the other hand, One has a(p) = α(p) < 0 by Remark 2.5. Therefore, we
have ÎD0 = ∅ by using Theorem 3.10.
Theorem 3.16. One has ÎD0 = ∅ if and only if η = 1, 2.
Proof. When η = 3, we have ÎD0 6= ∅ from Example 3.12. Suppose η ≥ 4, d = ~c = 1,
α1(2) = 1, α2(2) = −α3(2) = i, α4(2) = · · · = αη(2) = 1/η, and α1(p) = · · · = αη(p) = 0
for any p > 3. Then it holds that
η∑
k=1
αk(2)
4j−3 = 1 +
η − 3
η4j−3
,
η∑
k=1
αk(2)
4j−2 = −1 + η − 3
η4j−2
,
η∑
k=1
αk(2)
4j−1 = 1 +
η − 3
η4j−1
,
η∑
k=1
αk(2)
4j = 3 +
η − 3
η4j
for any j ∈ N. Hence there exists j ∈ N such that ∑ηk=1 αk(2)4j−2 < 0. Moreover, the
function
Fη(σ, t) :=
ZQ(σ + it)
ZQ(σ)
(1− η−12−σ)η−3
(1− η−12−σ−it)η−3
14 T. NAKAMURA
is a characteristic function by Example 3.12 and the fact that the product of a finite
number of characteristic functions is also a characteristic function. Thus we have ÎD0 6= ∅
when η ≥ 3. Hence we only have to show ÎD0 6= ∅ when η = 2 by Example 3.15.
First suppose α1(p) and α2(p) are real for all p ∈ P. Then we can see that ÎD0 6= ∅ by
Lemma 3.17 below. Next assume α1(p0) +α2(p0) ∈ C \R for some p0 ∈ P. Then we have
f~σ 6∈ ÎD from Theorem 3.10 (I). Furthermore, one has
a(p0) = α1(p0) + α2(p0) ∈ C \ R.
Thus we also obtain f~σ ∈ N̂D in this case. Finally suppose α1(p), α2(p) ∈ C \ R and
α1(p) + α2(p) ∈ R for all p ∈ P. Then we can put α1(p) := Rpeiθp and α2(p) := Rpe−iθp,
where Rp, θp > 0. In this case, for each p ∈ P, there exists r0 ∈ N such that
2α1(p)
r0 + 2α2(p)
r0 = 2Rr0p cos(r0θp) < 0.
Hence we have f~σ 6∈ ÎD from Theorem 3.10 (I). Moreover, there is j0 ∈ N which satisfies
sin(θp) sin(j0θp) < 0. Then one has
a(pj0−1) =
j0−1∑
r=0
α1(p)
rα2(p)
j0−1−r =
α1(p)
j0 − α2(p)j0
α1(p)− α2(p) =
Rj0p sin(j0θp)
Rp sin(θp)
< 0.
Thus we also obtain f~σ ∈ N̂D in this case. Therefore, when η = 2, f~σ 6∈ ÎD implies
f~σ ∈ N̂D. 
Lemma 3.17. Let η = 2, α1(p) and α2(p) be real for all p ∈ P. Then f~σ ∈ ÎD if and
only if α1(p) + α2(p) ≥ 0 for any p ∈ P, and f~σ ∈ N̂D if and only if α1(p0) + α2(p0) < 0
for some p0 ∈ P.
Proof. First sup pose α1(p) + α2(p) ≥ 0 for any p ∈ P. Then we have α1(p)r + α2(p)r ≥
0 for all r ∈ N. It is proved as follows. When α1(p), α2(p) ≥ 0, obviously we have
α1(p)
r + α2(p)
r ≥ 0. Thus we can assume α1(p) ≥ 0 ≥ α2(p) and α1(p) ≥ |α2(p)|. In this
case, it holds that
α1(p)
r + α2(p)
r ≥ α1(p)r −
∣∣α2(p)r∣∣ ≥ 0.
Next suppose α1(p0) + α2(p0) < 0 for some p0 ∈ P. Then we have
a(p0) = α1(p0) + α2(p0) < 0.
Hence we obtain this lemma from (I) and (III) of Theorem 3.10. 
4. Main results
Now we define compound Poisson zeta distributions on Rd generated by the multidi-
mensional polynomial Euler products introduced in Section 2. In this section, we consider
the multidimensional polynomial Euler product
(4.1) ZE(~s) =
∏
p
ϕ∏
l=1
η∏
k=1
(
1− αlk(p)
p〈~cl,~s〉
)−1
,
where min1≤l≤ϕℜ〈~cl, ~s〉 > 1, αlk(p) ∈ C and |αlk(p)| ≤ 1 for 1 ≤ k ≤ η and 1 ≤ l ≤ ϕ.
Moreover, we always suppose the following condition (A1) or (A2);
(A1): The pair of vectors ~cl, 1 ≤ l ≤ ϕ are linearly independent.
(A2): ~cl = γl~c, where 1 = γ1, γ2, . . . , γϕ are algebraic real numbers which are linearly
independent over the rationals.
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except for Section 4.4. It is called that real numbers θ1, . . . , θn are linearly independent
over the rationals if
∑n
k=1 γkθk = 0 with rational multipliers γ1, . . . , γn implies γ1 = · · · =
γn = 0. By Lemma 2.6, the function ZE(~s) is also written by
(4.2) ZE(~s) =
ϕ∏
l=1
∞∑
nl=1
al(nl)
n
〈~cl,~s〉
l
=
∞∑
n1,...,nϕ=1
a1(n1)
n
〈~c1,~s〉
1
· · · aϕ(nϕ)
n
〈~cϕ,~s〉
ϕ
,
where al(n) is multiplicative and expressed as (2.3). It should be noted that the multiple
series above convergent absolutely when min1≤l≤ϕℜ〈~cl, ~s〉 > 1 since we have al(n) = O(nε)
by Lemma 2.6. Furthermore, for ~σ satisfying min1≤l≤ϕℜ〈~c, ~σl〉 > 1, we define a normalized
function f~σ
(
~t
)
by (3.3).
We quote Baker’s theorem which is very famous in transcendental number theory. This
theorem plays import role in this section (see the proofs of Theorem 4.2 and Lemma 4.8).
Proposition 4.1 (see [8, Theorem 2.4]). The numbers γβ11 · · ·γβnn are transcendental for
any algebraic numbers γ1, . . . , γn, other than 0 or 1, and any algebraic numbers β1, . . . , βn
with 1, β1, . . . , βn are linearly independent over the rationals.
4.1. Infinitely divisible or not. We have the following.
Theorem 4.2. Let αlk(p) ∈ C, |αlk(p)| ≤ 1 for any p ∈ P, 1 ≤ k ≤ η, 1 ≤ l ≤ ϕ in (4.1).
Then f~σ is an infinitely divisible characteristic function if and only if
∑η
k=1 αk(p)
r ≥ 0
for all r ∈ N, p ∈ P and 1 ≤ l ≤ ϕ. Moreover, when ∑ηk=1 αlk(p)r ≥ 0 for all r ∈ N,
p ∈ P and 1 ≤ l ≤ ϕ, the normalized function f~σ is a compound Poisson characteristic
function with its finite Le´vy measure NZ~σ on R
d given by
(4.3) NZ~σ (dx) =
∑
p
∞∑
r=1
ϕ∑
l=1
η∑
k=1
1
r
αlk(p)
rp−r〈~c,~σ〉δlog pr~cl(dx).
To prove the theorem above, we show the following lemma.
Lemma 4.3. Let αlk(p) ∈ C, |αlk(p)| ≤ 1 for any p ∈ P, 1 ≤ k ≤ η and 1 ≤ l ≤ ϕ. Then
NZ~σ is a complex measure on R
d with total variation measure |NZ~σ | satisfying NZ~σ ({0}) = 0
and
∫
Rd
(|x| ∧ 1)|NZ~σ |(dx) <∞.
Proof. Recall that logZE(~s) is expressed as (2.2) and the normalized function f~σ(~t) con-
verges absolutely when min1≤l≤ϕℜ〈~cl, ~s〉 > 1 from Lemma 2.2. In the view of the proof
of Lemma 3.2, one has
log f~σ(~t) = log
ZE(~σ + i~t)
ZE(~σ)
=
∑
p
∞∑
r=1
ϕ∑
l=1
η∑
k=1
1
r
αlk(p)
rp−r〈~cl,~σ〉
(
p−r〈~cl,i
~t〉 − 1)
=
∑
p
∞∑
r=1
ϕ∑
l=1
η∑
k=1
1
r
αlk(p)
rp−r〈~cl,~σ〉
(
e−r〈~cl,i
~t〉 log p − 1) = ∫
Rd
(e−〈i
~t,x〉 − 1)NZ~σ (dx),
where NZ~σ is defined by (4.3) since we have e
−r〈~cl,i~t〉 log p =
∫
Rd
e−〈i~t,x〉δlog pr~cl(dx). Now put
v := min1≤l≤ϕℜ〈~cl, ~s〉 > 1. By the similar way used in the proof of Lemma 3.2, we have
NZ~σ (R
d) ≤
∫
Rd
∑
p
∞∑
r=1
ϕ∑
l=1
η∑
k=1
1
r
|αlk(p)|rp−r〈~cl,~σ〉δlog pr~cl(dx)
=ϕη
∑
p
∞∑
r=1
1
r
p−rv ≤ 2ϕηζ(v) <∞.
It is also easy to see that the measure NZ~σ satisfies
∫
|x|<1
|x|NZ~σ (dx) ≤ NZ~σ (Rd) <∞. 
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Proof of Thereom 4.2. First suppose
∑η
k=1 αlk(p)
r ≥ 0 for all r ∈ N, p ∈ P and 1 ≤ l ≤ ϕ.
In this case, NZ~σ is a measure on R
d with NZ~σ ({0}) = 0 and
∫
Rd
(|x| ∧ 1)NZ~σ (dx) < ∞ by
Lemma 4.3. Thus f~σ is an infinitely divisible characteristic function.
Next suppose that there exist r0 ∈ N, p0 ∈ P and 1 ≤ l0 ≤ ϕ such that
∑η
k=1 αl0k(p0)
r0 ∈
K, where K := {z ∈ C : |z| ≤ η, z 6∈ [0, η]}. Let r1, r2 ∈ N, p1, p2 ∈ P and 1 ≤ l1, l2 ≤ ϕ.
Now we will show that
(4.4) log pr11 ~cl1 = log p
r2
2 ~cl2 if and only if r1 = r2, p1 = p2 and ~cl1 = ~cl2 .
Under the assumption (A1), we have (4.4) by the fundamental theorem of arithmetic.
Next assume (A2) and let ~cl1 = γl~c and ~cl2 = γ2~c, where ~c is a non-zero R
d-valued vector,
and real numbers γl1 and γl2 are linearly independent over the rationals. In this case, we
only have to show γl1 log p
r1
1 = γl2 log p
r2
2 if and only if r1 = r2, p1 = p2 and γl1 = γl2. Put
γ = γl1/γl2 . Then γ is a non-rational algebraic real number by the assumption. Then
γl1 log p
r1
1 = γl2 log p
r2
2 is equivalent to γ log p
r1
1 = log p
r2
2 , namely (p
r1
1 )
γ = pr22 . Obvious, p
r2
2
is a natural number. On the other hand, (pr11 )
γ is a transcendental number by Proposition
4.1. Thus we have (4.4).
Therefore, one has δlog p1r1~cl1 (dx) = δlog p2r2~cl2 (dx) if and only if r1 = r2, p1 = p2 and
~cl1 = ~cl2. Hence the normalized function f~σ is not an infinitely divisible characteristic
function by the (not measure but) complex measure
∑η
k=1 αl0k(p0)
r0δlog p0r0~cl0 . 
Remark 4.4. If γ in the proof above is rational or transcendental, the statement (4.4) is
not true. For example, when p1 = p2 = r1 = 2, r2 = 3 and γ = 3/2, we have 3 log p
r1
1 =
2 log pr22 = log 64. Moreover, when p1 = 2, p2 = 3, r1 = r2 = 1 and γ = log 3/ log 2, one
has log 3 log pr11 = log 2 log p
r2
2 = log 2× log 3.
Example 4.5. Let pn be the n-th prime number, L+i(s) :=
∏
n(1−inp−sn )−1 and L−i(s) :=∏
n(1− (−i)np−sn )−1 (see Example 3.4).
(i) Functions to be infinitely divisible distributions;
ζ(s), ζ2(s)L+i(s)L−i(s), ζ(s1)ζ
2(s2)L+i(s2)L−i(s2), ζ(s1 + s2)ζ
2(s2)L+i(s2)L−i(s2).
(ii) Functions not to generate infinitely divisible distributions (actually, these are functions
not to generate probability distributions);
L+i(s), L−i(s), ζ
2(s1)L+i(s2)L−i(s2), ζ
2(s1+ s2)L+i(s2)L−i(s2), ζ
2(s1)L+i(s1)L−i(s2).
4.2. Distribution or not. We have the following.
Theorem 4.6. Let αlk(p) ∈ C, |αlk(p)| ≤ 1 for any p ∈ P 1 ≤ k ≤ η and 1 ≤ l ≤ ϕ
in (4.1). Then f~σ is a characteristic function if and only if
∏ϕ
l=1 al(nl) ≥ 0 for all
(n1, . . . , nϕ) ∈ Nϕ, where al(nl) is defined by (2.3).
To show this theorem, we define a multidimensional Shintani zeta random variable X~σ
with probability distribution on Rd given by
(4.5) Pr
(
X~σ = −
(
log n1~c1, . . . , lognϕ~cϕ
))
=
1
ZE(~σ)
ϕ∏
l=1
al(nl)
n
〈~cl,~σ〉
l
when
∏ϕ
l=1 al(nl) ≥ 0 for all (n1, . . . , nϕ) ∈ Nϕ. It is easy to see that these distributions
are probability distributions (see also Lemma 4.7) since the right hand side of (4.5) is not
smaller than 0 by the assumption for al(nl), and
ϕ∏
l=1
∞∑
nl=1
al(nl)n
−〈~cl,~σ〉
l
ZE(~σ)
=
1
ZE(~σ)
∑
(n1,...,nϕ)∈N
a1(n1)
n
〈~c1,~σ〉
1
· · · aϕ(nϕ)
n
〈~cϕ,~σ〉
ϕ
=
ZE(~σ)
ZE(~σ)
= 1.
We only have to show the following Lemmas 4.7 and 4.8 to prove Theorem 4.6. Note
that Lemmas 4.7 and 4.8 are a multi sum version of Lemmas 3.6 and 3.7, respectively.
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Lemma 4.7. Let X~σ be a Shintani zeta random random variable. Then its characteristic
function f~σ is given by (3.3).
Proof. By the definition, we have, for any ~t ∈ Rd,
f~σ(t) =
ϕ∏
l=1
∞∑
nl=1
ei〈
~t,− lognl~cl〉
al(nl)n
−〈~cl,~σ〉
l
ZE(~σ)
=
1
ZE(~σ)
ϕ∏
l=1
∞∑
nl=1
e−i〈~cl,~t〉 lognlal(nl)
n
〈~cl,~σ〉
l
=
1
ZE(~σ)
ϕ∏
l=1
∞∑
nl=1
al(nl)
n
〈~cl,~σ〉+i〈~cl,~t〉
l
=
1
ZE(~σ)
∑
(n1,...,nϕ)∈N
a1(n1)
n
〈~c1,~σ〉+i〈~c1,~t〉
1
· · · aϕ(nϕ)
n
〈~cϕ,~σ〉+i〈~cϕ,~t〉
ϕ
=
ZE(~σ + i~t)
ZE(~σ)
.
This equality implies the lemma. 
Lemma 4.8. Suppose that there exists a pair of integers (m1, . . . , mϕ) ∈ Nϕ such that∏ϕ
l=1 al(ml) ∈ C \ R≥0. Then ZE(~σ + i~t)/ZE(~σ) is not a characteristic function.
Proof. Let Nϕ+ be the set of pairs of integers (n1, . . . , nϕ) such that
∏ϕ
l=1 al(nl) ≥ 0 and
N
ϕc
+ be the set of pairs of integers (m1, . . . , mϕ) such that
∏ϕ
l=1 al(ml) ∈ C \ R≥0. From
the view point of (4.5), it holds that
ZE(~σ + i~t)
ZE(~σ)
=
1
ZE(~σ)
ϕ∏
l=1
∞∑
nl=1
al(nl)
n
〈~c,~s〉
l
=
1
ZE(~σ)
∞∑
n1,...,nϕ=1
a1(n1)
n
〈~c1,~s〉
1
· · · aϕ(nϕ)
n
〈~cϕ,~s〉
ϕ
=
1
ZE(~σ)
∑
(n1,...,nϕ)∈N
ϕ
+
a1(n1)
n
〈~c1,~s〉
1
· · · aϕ(nϕ)
n
〈~cϕ,~s〉
ϕ
+
1
ZE(~σ)
∑
(m1,...,mϕ)∈N
ϕc
+
a1(m1)
m
〈~c1,~s〉
1
· · · aϕ(mϕ)
m
〈~cϕ,~s〉
ϕ
=
1
ZE(~σ)
∑
(n1,...,nϕ)∈N
ϕ
+
a1(n1)
n
〈~c1,~σ〉
1
· · · aϕ(nϕ)
n
〈~cϕ,~σ〉
ϕ
∫
Rd
ei〈
~t,x〉δ−
∑ϕ
l=1
lognl~cl(dx)
+
1
ZE(~σ)
∑
(m1,...,mϕ)∈N
ϕc
+
a1(m1)
m
〈~c1,~σ〉
1
· · · aϕ(mϕ)
m
〈~cϕ,~σ〉
ϕ
∫
Rd
ei〈
~t,x〉δ−
∑ϕ
l=1
logml~cl(dx).
We have to check
(4.6)
ϕ∑
l=1
lognl~cl =
ϕ∑
l=1
logml~cl if and only if nl = ml for all 1 ≤ l ≤ ϕ.
Under the assumption (A1), the statement above is obvious. Thus suppose (A2). In this
case, the assertion (4.6) is equivalent to
logn1 + γ2 logn2 + · · ·+ γϕ lognϕ = logm1 + γ2 logm2 + · · ·+ γϕ logmϕ
if and only if nl = ml for all 1 ≤ l ≤ ϕ.
Though this is immediately proved by [23, Proposition 2.2], we write the proof here for
convenience of readers. Suppose n1/m1 = (m2/n2)
γ2 · · · (mϕ/nϕ)γϕ . Obviously, n1/m1
is a rational number. If there exists 2 ≤ l ≤ ϕ such that nl 6= ml, the number
(m2/n2)
γ2 · · · (mϕ/nϕ)γϕ is transcendental by Proposition 4.1. Thus we have nl = ml
for any 2 ≤ l ≤ ϕ. Then one has n1/m1 = 1. Hence we obtain (4.6).
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By Remark 2.5, we have al(1) = 1 for any 1 ≤ l ≤ ϕ. Hence
1
ZE(~σ)
∑
(n1,...,nϕ)∈N
ϕ
+
a1(n1)
n
〈~c1,~σ〉
1
· · · aϕ(nϕ)
n
〈~cϕ,~σ〉
ϕ
δ−
∑ϕ
l=1
lognl~cl(dx)
+
1
ZE(~σ)
∑
(m1,...,mϕ)∈N
ϕ
−
a1(m1)
m
〈~c1,~σ〉
1
· · · aϕ(mϕ)
m
〈~cϕ,~σ〉
ϕ
δ−
∑ϕ
l=1
logml~cl(dx)
is not a measure but a complex signed measure with finite total variation by the coefficients∏ϕ
l=1 al(1) > 0 and
∏ϕ
l=1 al(ml) ∈ C \ R≥0, Lemma 2.6 and∫
Rd
ϕ∏
l=1
∞∑
nl=1
∣∣∣∣al(nl)
n
〈~c,~σ〉
l
∣∣∣∣δ−∑ϕl=1 logml~cl(dx) = ϕ∏
l=1
∞∑
nl=1
|al(nl)|
n
〈~c,~σ〉
l
<∞.
Therefore ZE(~σ + i~t)/ZE(~σ) is not a characteristic function. 
Remark 4.9. If where 1 = γ1, γ2, . . . , γϕ are linearly dependent over the rationals, the
statement (4.6) is not true. We have the same counter example treated in Remark 4.4.
Example 4.10. We use the same notation appeared in Example 2.10.
(iii) Functions to be probability distributions (actually, these are functions to generate
infinitely divisible distributions);
ζ(s), ζ(s)L(s), ζ(s1)L(s1)ζ(s2), ζ(s1 + s2)ζ(s2)L(s2), ζ(s1 + s2)L(s1 + s2)ζ(s2)L(s2).
(iv) Functions not to generate probability distributions;
L(s), ζ(s1)L(s2), ζ(s1)L(s1)L(s2), ζ(s1 + s2)L(s2)L(s2), ζ(s1 + s2)ζ(s2)L(s2)L(s2).
4.3. Classification. Let FZE be the set of normalized functions of ZE(~σ + i~t)/ZE(~σ),
where ZE(~σ + i~t) is defined by (4.1) or (4.2). We use the same notation ÎD, ÎD0 and N̂D
defined at the beginning of Section 3.3. Then we have the following theorem.
Theorem 4.11. Let f~σ ∈ FZE , αlk(p) ∈ C, |αlk(p)| ≤ 1 for any p ∈ P, 1 ≤ k ≤ η and
1 ≤ l ≤ ϕ in (4.1). Then we have
(I) f~σ ∈ ÎD if and only if
∑η
k=1 αlk(p)
r ≥ 0 for all r ∈ N, p ∈ P and 1 ≤ l ≤ ϕ.
(II) f~σ ∈ ÎD0 if and only if
∏ϕ
l=1 al(nl) ≥ 0 for all (n1, . . . , nϕ) ∈ Nϕ, and there exist
r0 ∈ N, p0 ∈ P and 1 ≤ l0 ≤ ϕ such that
∑η
k=1 αl0k(p0)
r0 < 0.
(III) f~σ ∈ N̂D if and only if there exists a pair of integers (m1, . . . , mϕ) ∈ Nϕ such that∏ϕ
l=1 al(ml) ∈ C \ R≥0.
(IV ) FZE = ÎD
⊎
ÎD0
⊎
N̂D.
To show the theorem above, we only have to prove the following lemma the same as in
Section 3.3.
Lemma 4.12. Let αlk(p) ∈ C, |αlk(p)| ≤ 1 for any p ∈ P, 1 ≤ k ≤ η and 1 ≤ l ≤ ϕ in
(4.1). Suppose that
∏ϕ
l=1 al(nl) ≥ 0 for all (n1, . . . , nϕ) ∈ Nϕ, where al(nl) is defined by
(2.3). Then
∑η
k=1 αlk(p)
r is real for any r ∈ N, p ∈ P and 1 ≤ l ≤ ϕ.
Proof. By (3.2) and the assumption that
∏ϕ
l=1 al(nl) ≥ 0 for all (n1, . . . , nϕ) ∈ Nϕ, one
has ZE(~σ + ~t) = ZE(~σ − ~t). From the view of the proof of Theorem 4.2, we have
log f~σ(~t) =
∑
p
∞∑
r=1
ϕ∑
l=1
η∑
k=1
1
r
αlk(p)rp
−r〈~cl,~σ〉
(
pr〈~cl,i
~t〉 − 1),
log f~σ(−~t) =
∑
p
∞∑
r=1
ϕ∑
l=1
η∑
k=1
1
r
αlk(p)
rp−r〈~cl,~σ〉
(
pr〈~cl,i
~t〉 − 1).
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Therefore, we obtain
∑ϕ
l=1
∑η
k=1 αlk(p)
r =
∑ϕ
l=1
∑η
k=1 αlk(p)
r for any r ∈ N, p ∈ P and
1 ≤ l ≤ ϕ. 
Example 4.13. Put ZQ(s) := (1−2−s)−1(1+2−2s)−1 (see Example 3.12 and Remark 3.13).
Then the functions ζ(s1)ZQ(s2), ζ(s1 + s2)ZQ(s1), ZQ(s1)ZQ(s2) and ZQ(s1 + s2)ZQ(s1)
generate quasi-infinite divisible but non-infinite divisible characteristic functions.
Therefore we generally have ÎD0 6= ∅ (see also Example 3.12). The following proposition
implies ÎD0 = ∅ when αlk(p) ∈ {0, 1,−1}. This result is proved in [3, Theorem 3.15]. We
give a simpler proof here by using Theorem 4.11.
Proposition 4.14 ([3, Theorem 3.15]). Let αlk(p) ∈ {0, 1,−1} for any p ∈ P, 1 ≤ k ≤ η
and 1 ≤ l ≤ ϕ in (4.1). Then it holds that FZE = ÎD
⊎
N̂D. Namely, we have f~σ ∈ N̂D if
and only if there exist r0 ∈ N, p0 ∈ P and 1 ≤ l0 ≤ ϕ such that
∑η
k=1 αl0k(p0)
r0 < 0.
Proof. We only have to show ÎD0 = ∅ in this case. Suppose that f~σ 6∈ ÎD, namely there
exist r0 ∈ N, p0 ∈ P and 1 ≤ l0 ≤ ϕ such that
∑η
k=1 αl0k(p0)
r0 < 0. By the assumption
αlk(p) ∈ {0, 1,−1}, we have
∑η
k=1 αl0k(p0)
2j ≥ 0 and ∑ηk=1 αl0k(p0) = ∑ηk=1 αl0k(p0)2j−1
for any j ∈ N. Thus we can assume that ∑ηk=1 αl0k(p0) < 0. On the other hand, we have
al(p) =
∑η
k=1 αlk(p) for any 1 ≤ l ≤ ϕ and p ∈ P by Remark 2.5. Hence, from Theorem
4.6, we obtain f~σ ∈ N̂D since we have al0(p0)
∏ϕ
l 6=l0
al(1) < 0 when
∑η
k=1 αl0k(p0) < 0.
Therefore, one has f~σ ∈ N̂D when f~σ 6∈ ÎD, equivalently f~σ ∈ ÎD0
⊎
N̂D, under the
assumption αlk(p) ∈ {0, 1,−1}. 
Example 4.15. When η = 1, one has ÎD0 = ∅. This is proved by a method similar to
the one used in the proof of Example 3.15. Suppose there exist 1 ≤ l0 ≤ ϕ, r0 ∈ N and
p0 ∈ P such that α(p0)r0 < 0. By Lemma 4.12, αl(p0)r is real for any l and r. Thus we
can assume that αl0(p0) < 0. One has al(p) = αl(p) < 0 by Remark 2.5. Therefore, we
have ÎD0 = ∅ by using Theorem 4.11.
Theorem 4.16. One has ÎD0 = ∅ if and only if η = 1, 2.
Proof. We only have to show ÎD0 = ∅ when η = 2 from Example 4.15 and the first part of
the proof of Theorem 3.16 which implies ÎD0 6= ∅ if η ≥ 3. Assume that f~σ 6∈ ÎD, namely,
there exist j0 ∈ N, p0 ∈ P and 1 ≤ l0 ≤ ϕ such that
∑2
k=1 αl0k(p0)
j0 ∈ C \ R≥0. From the
proof of Lemma 3.17, this is equivalent to that there are p0 ∈ P and 1 ≤ l0 ≤ ϕ satisfying∑2
k=1 αl0k(p0) is negative or non-real. Then we can show that there exists r0 ∈ N which
satisfies al0(p
r0
0 ) ∈ C \ R≥0 by modifying the proof of Theorem 3.16. Hence we have
al0(p
r0
0 )
∏ϕ
l 6=l0
al(1) is negative or non-real since al(1) = 1 for all 1 ≤ l ≤ ϕ. Therefore, we
obtain f~σ ∈ N̂D from Theorem 4.11 (III). 
4.4. Some linearly dependent cases. In this subsection, we consider the case ak~ck1 =
bk~ck2 , where k1 6= k2 and ak and bk are some positive integers. For simplicity, we treat the
case ϕ = 2, ~c1 = γ1~c and ~c2 = γ2~c, where ~c is a non-zero R
d-valued vector and γ1, γ2 are
natural numbers. Let αl(p) ∈ C and |αl(p)| ≤ 1 for l = 1, 2 and p ∈ P. Then we have
(4.7)
(
1− αl(p)p−〈~cl,~s〉
)
=
γl∏
k=1
(
1− αl(p)1/γl exp(2πik/γl)p−〈~c,~s〉
)
,
for l = 1, 2 and p ∈ P. Therefore it holds that∏
p
2∏
l=1
(
1− αl(p)p−〈~cl,~s〉
)−1
=
∏
p
2∏
l=1
γl∏
kl=1
(
1− αl(p)1/γl exp(2πikl/γl)p−〈~c,~s〉
)−1
.
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The right-hand side of the formula above is written by (3.1) since | exp(2πikl/γl)| = 1.
Hence, the case a~c1 = b~c2, where a and b are some positive integers, is reduce to the case
treated in Section 3.
The following examples (i) and (ii) are appeared in [3, Example 4.2 (ii)]. We give a
simple proof here for (i) and (ii). Example (iii) is a completely new one.
Example 4.17. Let L(s) be the function given in (2.4) or (2.5). For σ > 1,
(i) ζ(s)2L(2s) generates an infinitely divisible characteristic function,
(ii) L(s)ζ(2s) does not generate even a characteristic function,
(iii) ζ(s)L(2s) generates a quasi-infinitely divisible characteristic function.
Proof. (i) From the view of (4.7), we have
ζ(s)2L(2s) =
∏
p
(1− p−s)−2 ×
∏
p : odd
(
1− (−1) p−14 p−s
)−1(
1 + (−1) p−14 p−s
)−1
.
Thus we can take η = 4, ~c = 1, α1(2) = α2(2) = 1, α3(2) = α4(2) = 0, α1(p) = α2(p) = 1,
α3(p) = (−1) p−14 and α4(p) = −(−1) p−14 , for p > 3 in (3.1). Then we have
α1(p)
2j−1 + α2(p)
2j−1 + α3(p)
2j−1 + α4(p)
2j−1 = 2 + (−1)(2j−1)p−14 − (−1)(2j−1)p−14 = 2,
α1(p)
2j + α2(p)
2j + α3(p)
2j + α4(p)
2j = 2 + (−1)j p−12 + (−1)j p−12 = 0 or 4.
Hence ζ(s)2L(2s) generates an infinitely divisible characteristic function by Theorem 3.10.
(ii) By using (4.7), we have
ζ(2s)L(s) =
∏
p
(1− p−s)−1(1 + p−s)−1 ×
∏
p : odd
(
1− (−1) p−12 p−s
)−1
.
Hence we can take η = 3, ~c = 1, α1(2) = −α2(2) = 1, α3(2) = 0, α1(p) = −α2(p) = 1,
and α3(p) = (−1) p−12 , for p > 3. In this case one has
a(p) = α1(p) + α2(p) + α3(p) = 1− 1 + (−1)
p−1
2 = (−1) p−12 .
When p ≡ 3 mod 4, we have (−1) p−12 = −1. Therefore L(s)ζ(2s) does not generate even
a characteristic function by (III) of Theorem 3.10.
(iii) From (4.7), it holds that
ζ(s)L(2s) =
∏
p
(1− p−s)−1 ×
∏
p : odd
(
1− (−1) p−14 p−s
)−1(
1 + (−1) p−14 p−s
)−1
.
Thus we can take η = 3, ~c = 1, α1(2) = 1, α2(2) = α3(2) = 0, α1(p) = 1, α2(p) = (−1) p−14
and α3(p) = −(−1) p−14 , for p > 3 in (3.1). Then we have
α1(p)
2j−1 + α2(p)
2j−1 + α3(p)
2j−1 = 1 + (−1)(2j−1)p−14 − (−1)(2j−1)p−14 = 1,
α1(p)
2j + α2(p)
2j + α3(p)
2j = 1 + (−1)j p−12 + (−1)j p−12 = −1 or 3.
Especially, one has α1(p)
2j +α2(p)
2j +α3(p)
2j = −1 when p ≡ 3 mod 4 and j is odd. On
the other hand, we have
ζ(s)L(2s) =
∏
p
1 + p−s
1− p−2s ×
∏
p : odd
(
1− (−1) p−12 p−2s
)−1
= ζ(2s)L(2s)
∏
p
(1 + p−s).
It is well-known that (see for example [35, (1.2.7)])∏
p
(1 + p−s) =
∏
p
1− p−2s
1− p−s =
ζ(s)
ζ(2s)
=
∞∑
n=1
|µ(n)|
ns
,
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where µ(1) = 1, µ(n) = (−1)j if n is the product of j different primes, and µ(n) = 0 if n
contains any factor to a power higher than the first. Thus we have
ζ(s)L(2s) =
∞∑
n1=1
|µ(n1)|
ns1
∞∑
n2=1
a(n2)
ns2
, a(n2) :=
{
a#(n2) n2 = j
2, j = 1, 2, 3, . . . ,
0 otherwise,
where a#(n) is defined by (2.6). By well known fact relates products of Dirichlet series
with the Dirichlet convolution of their coefficients (see for example [5, Theorem 11.5]), it
holds that
ζ(s)L(2s) =
∞∑
n=1
A(n)
ns
, A(n) :=
∑
m|n
|µ(m)|a(n/m).
Obviously, we have A(n) ≥ 0 since |µ(n)| ≥ 0 and a#(n) ≥ 0 for any n ∈ N. Therefore,
ζ(s)L(2s) generates a quasi-infinitely divisible but not infinitely divisible characteristic
function by (II) of Theorem 3.10. 
Let p be a prime number, σ1, σ2 > 0,
g#p (~σ,~t) :=
(
1− p−(σ1+it1))−1(1− p−(σ2+it2))−1, g#p (σ, t) := (1− p−(σ+it))−2,
g∗p(~σ,~t) :=
(
1 + p−(σ1+it1)−(σ2+it2)
)−1
, g∗p(σ, t) :=
(
1 + p−2(σ+it)
)−1
,
G#p (~σ,~t) := g
#
p (~σ,~t)/g
#
p (~σ,~0), G
∗
p(~σ,~t) := g
∗
p(~σ,~t)/g
∗
p(~σ,~0),
G#p (σ, t) := g
#
p (σ, t)/g
#
p (σ, 0), G
∗
p(σ, t) := g
∗
p(σ, t)/g
∗
p(σ, 0).
We can regard G#p (σ, t) and G
∗
p(σ, t) as G
#
p (~σ,~t) and G
∗
p(~σ,~t) with σ := σ1 = σ2 and
t := t1 = t2. We have to emphasize that G
#
p G
∗
p(~σ,~t) ∈ ÎD0(R2) but G#p G∗p(σ, t) ∈ ÎD(R)
in the following example. Therefore, we can say that the linearly dependent case and
linearly independent case are completely different in this example.
Example 4.18. We have the following.
(iii) G#p (~σ,~t) ∈ ÎD(R2), G∗p(~σ,~t) ∈ N̂D(R2) and G#p G∗p(~σ,~t) ∈ ÎD0(R2).
(iv) G#p (σ, t) ∈ ÎD(R), G∗p(σ, t) ∈ N̂D(R) and G#p G∗p(σ, t) ∈ ÎD(R).
Proof. The example (iii) coincides with [1, Theorem 2.1]. Thus we only have to show
(iv). One has G#p (σ, t) ∈ ÎD(R) by Theorem 3.1. We can see that G∗p(σ, t) ∈ N̂D(R)
by Theorem 3.10 (III) and (1 + p2(σ+it))−1 =
∑∞
n=0(−1)np−2(σ+it). We can obtain
G#p G
∗
p(σ, t) ∈ ÎD(R) by 1 + p2(σ+it) = (1 + ipσ+it)(1 − ipσ+it) and Theorem 3.1 (see also
Example 3.4 (ii)). 
5. Applications to analytic number theory
As applications of Multidimensional η-tuple ϕ-rank compound Poisson zeta distribu-
tions on Rd to analytic number theory, we investigate the value-distribution of zeta and
L-functions (see [1], [4] and [26] for applications to probability theory).
In the second decade of the twentieth century, Harald Bohr studied on the value-
distribution of the Riemann zeta function by applying diophantine, geometric, and prob-
abilistic methods. In recent years, there are many researches on the value-distribution
of zeta functions in probabilistic view (see for example Laurincˇikas [18], Matsumoto [22],
Steuding [34]). In these studies, the Riemann zeta function and Dirichlet L-functions are
treated similarly. However, from Theorem 3.10, the Riemann zeta function ζ(s) can gen-
erates a characteristic function but the Dirichlet L-function L(s) defined by (2.4) or (2.5)
can not. In this section, we show that the value-distribution of these zeta and L-functions
in the regions of absolute convergence are different by the facts above.
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5.1. Almost periodicity and self-approximation. Bohr [9] proved that every Dirich-
let series f(s), having a finite abscissa of absolute convergence σa is almost periodic in
the half-plane σ > σa; i.e., for any given δ and ε, there exists a length l := l(f, δ, ε) such
that every interval of length l contains a number τ for which∣∣f(σ + it+ iτ)− f(σ + it)∣∣ < ε
holds for any σ ≥ σa + δ and for all t. Moreover, Bohr showed if χ is non-principal,
then the Riemann hypothesis for Dirichlet L-function L(s, χ) is equivalent to the almost
periodicity in the sense of Bohr of L(s, χ) in σ > 1/2. Recently, Girondo and Steuding
[13] gave effective bounds for these lengths in the case of polynomial Euler products (5.4)
with σ > 1 by using Kronecker’s approximation theorem (see also [34, Section 8.2]).
More than 50 years later from Bohr’s paper [9], Bagchi in his Ph. D. Thesis, proved
that the Riemann hypothesis is true if and only if the Riemann zeta function can be
approximated by itself in the sense of universality (see [7]). In order to state it, we need
some notation. Let D := {s ∈ C : 1/2 < ℜ(s) < 1}. By meas{A} we denote the Lebesgue
measure of the set A, and, for T > 0, we use the notation νT{. . .} := T−1meas{τ ∈ [0, T ] :
. . .} where in place of dots some condition satisfied by τ is to be written. Then we have
the following; The Riemann hypothesis is true if and only if, for any compact subset K
in the strip D with connected complement and for any ε > 0,
(5.1) lim inf
T→∞
νT
{
max
s∈K
∣∣ζ(s+ iτ)− ζ(s)∣∣ < ε} > 0.
Note that it was shown in [27], the Riemann Hypothesis is also equivalent to the analogue
of (5.1) with ζ(s) replaced by the logarithm of the Riemann zeta function log ζ(s).
Inspired by the work of Bagchi, Nakamura [23] showed the following property which
might be called self-approximation of the Riemann zeta function. For every algebraic
irrational number β ∈ R or for almost all β ∈ R, for every compact set K ⊂ D with
connected complement and every ε > 0, one has
lim inf
T→∞
νT
{
max
s∈K
∣∣ζ(s+ iτ)− ζ(s+ iβτ)∣∣} < ε.
Afterwards, Pan´kowski [29] showed the self-approximation above for any irrational number
β. Garunksˇtis [12] and Nakamura [24] investigated the self-approximation of the Riemann
zeta function for non-zero rational numbers, independently. Unfortunately, the papers [12]
and [24] contain a gap in the proof of the main theorem, so actually their methods work
only for log ζ(s). The detail on this matter was presented in [27], where Nakamura and
Pan´kowski partially filled this gap and prove the self-approximation of ζ(s) for d = a/b,
where a, b ∈ N with |a− b| 6= 1 and gcd(a, b) = 1. Finally, Pan´kowski [30] proved the self-
approximation of ζ(s) for every rational d 6= 0,±1. Consequently, we have the following
statement.
Proposition 5.1. For any 0 6= β ∈ R, for any compact subset K in the strip D with
connected complement and for any ε > 0, it holds that
(5.2) lim inf
T→∞
νT
{
max
s∈K
∣∣ζ(s+ iτ)− ζ(s+ iβτ)∣∣ < ε} > 0.
Furthermore, the Riemann zeta function in (5.2) can be replaced by log ζ
Recall that we could prove the Riemann hypothesis if (5.2) with β = 0 would be true.
The proposition above should be compared with probabilistic arguments for the Riemann
hypothesis by Denjoy [11] or Helson [15] (see also [25]).
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Recently, Nakamura and Pan´kowski [28] investigated for which parameters λ ∈ C and
β ∈ R, the inequality
(5.3)
∣∣ζ(s+ λ+ iβτ)− ζ(s+ iτ)∣∣ < ε or ∣∣log ζ(s+ λ+ iβτ)− log ζ(s+ iτ)∣∣ < ε
holds, assuming that K is a compact set lying in the right half of the critical strip D or
in the half plane of absolute convergence σ > 1.
5.2. One dimensional case. In this subsection, for simplicity, we consider almost peri-
odicity and self-approximation of the following zeta or L-functions expressed as
(5.4) L(s) =
∞∑
n=1
a(n)
ns
=
∏
p
η∏
k=1
(
1− αk(p)
ps
)−1
, σ > 1,
where αk(p) ∈ C, |αk(p)| ≤ 1, 1 ≤ k ≤ ϕ. Recall a(n) is defined by (3.2). From the Euler
product, the function L(s) does not vanish in the region of absolute convergence σ > 1.
On the other hand, the following lemma is well-known in probability theory.
Lemma 5.2. Let t1, t2 ∈ R, and f(t) be a characteristic function on R. Then we have
(5.5)
∣∣f(t1)− f(t2)∣∣2 ≤ 4∣∣1− f(t1 − t2)∣∣.
By using this lemma, we have the next theorem.
Theorem 5.3. Let σ > 1 and a(n) ≥ 0 for any n ∈ N in (5.4). Then we have
(5.6)
∣∣L(σ + it1)− L(σ + it2)∣∣2 ≤ 4∣∣L(σ)∣∣∣∣L(σ)−L(σ + i(t1 − t2))∣∣.
Proof. The normalized function L(σ + it)/L(σ) is a characteristic function on R by (II)
of Theorem 3.10 and the assumption a(n) ≥ 0 for any n ∈ N. Thus we can apply Lemma
5.2. Hence it holds that∣∣∣∣L(σ + it1)L(σ) − L(σ + it2)L(σ)
∣∣∣∣2 ≤ 4 ∣∣∣∣1− L(σ + i(t1 − t2))L(σ)
∣∣∣∣
This inequality implies (5.6). 
Remark 5.4. If a(n) < 0 for some n ∈ N in (5.4), the inequality (5.6) does not hold. For
example, in the case of Dirichlet L-function L(s) defined by (2.5), we have
4
∣∣L(σ)∣∣∣∣L(σ)− L(σ + i(t1 − t2))∣∣− ∣∣L(σ + it1)− L(σ + it2)∣∣2 = −0.205831...
for σ = 3/2, t1 = 19.3 and t2 = 82.9 by Mathematica 8.0.
The following corollary is a weaker version of [34, Theorem 9.6].
Corollary 5.5. Let σ > 1 and a(n) ≥ 0 for any n ∈ N in (5.4). Then for any ε > 0,
there exits τ ∈ R such that∣∣L(σ + it + iτ)− L(σ + it)∣∣ < ε for any t ∈ R.
Proof. By Theorem 5.3 and the assumption a(n) ≥ 0, we only have to show that for any
ε′ > 0, there exits τ ∈ R such that |L(σ) − L(σ + iτ)| < ε′. This inequality is prove by
the manner used in [16, pp. 287–288] or the proof of Lemma 5.18 which will be appeared
later. 
The next corollary is a result similar to [28, Theorem 3.7].
Corollary 5.6. Let σ > 1 and a(n) ≥ 0 for any n ∈ N in (5.4). Then for any λ ∈ R,
1 6= β ∈ R and ε > 0, there exits t ∈ R such that∣∣L(σ + iλ+ iβt)− L(σ + it)∣∣ < ε.
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Proof. By Theorem 5.3 again, we only have to prove that for any ε′ > 0, there exits t ∈ R
such that |L(σ) − L(σ + iλ + i(β − 1)τ)| < ε′. This inequality is also obtained by the
manner used in [16, pp. 287–288] or the proof of Lemma 5.18. 
When
∑η
k=1 αk(p)
r ≥ 0 for any r ∈ N and p ∈ P in (5.4), we have the following
theorem. We have to mention that this assumption is equivalent to the condition that
the normalized function L(σ + it)/L(σ) is a infinitely divisible characteristic function on
R by (I) of Theorem 3.10.
Theorem 5.7. Let σ > 1 and
∑η
k=1 αk(p)
r ≥ 0 for any r ∈ N and p ∈ P in (5.4). Then
it holds that
(5.7)
∣∣logL(σ + it1)− logL(σ + it2)∣∣2 ≤ 4∣∣logL(σ)∣∣∣∣logL(σ)− logL(σ + i(t1 − t2))∣∣.
Proof. From (2.2), we have
logL(s) =
∑
p
∞∑
r=1
η∑
k=1
1
r
αk(p)
rp−rs =
∞∑
n=1
A(n)
ns
,
A(n) :=
{∑η
k=1 αk(p)
r/r n = pr,
0 otherwise.
Hence the normalized function logL(σ+ it)/ logL(σ) is a characteristic function by (3.6)
or Theorem 3.5, and the assumption
∑η
k=1 αk(p)
r ≥ 0. Therefore, we have (5.7) by
modifying the proof of Theorem 5.3. 
Remark 5.8. If
∑η
k=1 αk(p)
r < 0 for some r ∈ N or p ∈ P in (5.4), the inequality (5.7)
does not hold. For example, in the case of Dirichlet L-function L(s) defined by (2.4),
4
∣∣logL(σ)∣∣∣∣logL(σ)− logL(σ + i(t1 − t2))∣∣− ∣∣logL(σ + it1)− logL(σ + it2)∣∣2
= −0.16818... < 0
for σ = 3/2, t1 = 19.3 and t2 = 82.9 by Mathematica 8.0.
Next consider the function
ZQ(s) :=
1
(1− 2−s)(1− i2−s)(1 + i2−s) =
1
(1− 2−s)(1 + 2−2s) =
1 + 2−s
1− 2−4s
introduced in Example 3.12. Then the graph of
Q(t) := 4| logZQ(1/3)|
∣∣logZQ(1/3)− logZQ(1/3 + 7i)∣∣
− ∣∣logZQ(1/3 + it)− logZQ(1/3 + (t+ 7)i)∣∣2
is the following. Hence ZQ(1/3+ it) does not satisfy (5.7). On the contrary, ZQ(1/3 + it)
fulfills (5.6) from Example 3.12.
By the manners similar to the proofs of Corollaries 5.5 and 5.6, we have the following.
Note that Corollary 5.9 is also a weaker version of [34, Theorem 9.6].
Corollary 5.9. Let σ > 1 and
∑η
k=1 αk(p)
r ≥ 0 for any r ∈ N and p ∈ P in (5.4). Then
for any ε > 0, there exits τ ∈ R such that∣∣logL(σ + it + iτ)− logL(σ + it)∣∣ < ε for any t ∈ R.
Corollary 5.10. Let σ > 1 and
∑η
k=1 αk(p)
r ≥ 0 for any r ∈ N and p ∈ P in (5.4). Then
for any λ ∈ R, 1 6= β ∈ R and ε > 0, there exits t ∈ R such that∣∣logL(σ + iλ+ iβt)− logL(σ + it)∣∣ < ε.
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Figure 1. {Q(t) : 0 ≤ t ≤ 47}
5.3. Multidimensional case. In this subsection, we consider the multidimensional poly-
nomial Euler product (4.1) with min1≤l≤ϕℜ〈~cl, ~s〉 > 1, αlk(p) ∈ C, |αlk(p)| ≤ 1, 1 ≤ k ≤ η,
1 ≤ l ≤ ϕ, and the condition (A1) or (A2) introduced in Section 4. The following is the
multidimensional version of Lemma 5.2.
Lemma 5.11. Let ~t1,~t2 ∈ Rd, and f(~t) be a characteristic function on Rd. Then we have
(5.8)
∣∣f(~t1)− f(~t2)∣∣2 ≤ 4∣∣1− f(~t1 − ~t2)∣∣.
By using the lemma above and Theorem 4.11, and modifying the proof of Theorem 5.3,
we have the following theorem.
Theorem 5.12. Let
∏ϕ
l=1 al(nl) ≥ 0 for all (n1, . . . , nϕ) ∈ Nϕ in (4.2). Then we have
(5.9)
∣∣ZE(~σ + i~t1)− ZE(~σ + i~t2)∣∣2 ≤ 4∣∣ZE(~σ)∣∣∣∣ZE(~σ)− ZE(~σ + i(~t1 − ~t2))∣∣.
Proof. The normalized function ZE(~σ + i~t)/ZE(~σ) is a characteristic function from the
assumption
∏ϕ
l=1 al(nl) ≥ 0 for all (n1, . . . , nϕ) ∈ Nϕ and Theorem 4.6. Therefore, we can
apply Lemma 5.11. 
We have the next corollaries by Theorem 5.12, Lemma 5.18 and the manner used in
the proofs of Corollaries 5.5 and 5.6.
Corollary 5.13. Let
∏ϕ
l=1 al(nl) ≥ 0 for all (n1, . . . , nϕ) ∈ Nϕ. Then for any ε > 0, there
exits ~τ ∈ R such that∣∣ZE(~σ + i~t+ i~τ )− ZE(~σ + i~t)∣∣ < ε for any ~t ∈ Rd.
Corollary 5.14. Let
∏ϕ
l=1 al(nl) ≥ 0 for all (n1, . . . , nϕ) ∈ Nϕ. Then for any ~λ ∈ Rd,
1 6= β ∈ R and ε > 0, there exits ~t ∈ Rd such that∣∣ZE(~σ + i~λ+ iβ~t)− ZE(~σ + i~t)∣∣ < ε.
Similarly, we have the following theorem.
Theorem 5.15. Let
∑η
k=1 αlk(p)
r ≥ 0 for all r ∈ N, p ∈ P and 1 ≤ l ≤ ϕ in (4.1). Then
it holds that
(5.10)
∣∣logZE(~σ+i~t1)−logZE(~σ+i~t2)∣∣2 ≤ 4∣∣logZE(~σ)∣∣∣∣logZE(~σ)−logZE(~σ+i(~t1−~t2))∣∣.
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Proof. In the view of (2.2), we have
logZE(~s) =
∑
p
∞∑
r=1
ϕ∑
l=1
η∑
k=1
1
r
αlk(p)
rp−r〈~cl,~s〉 =
ϕ∑
l=1
∞∑
nl=1
Al(nl)
nsl
,
Al(nl) :=
{∑η
k=1 αlk(p)
r/r nl = p
r,
0 otherwise.
Thus the normalized function logZE(~σ + i~t)/ logZE(~σ) is a characteristic function by
Theorem 4.6 and the condition
∑η
k=1 αlk(p)
r ≥ 0. Hence we can apply Lemma 5.11. 
By using Theorem 5.15 and Lemma 5.18, we obtain the following corollaries which are
multidimensional cases of Corollaries 5.9 and 5.10.
Corollary 5.16. Let
∑η
k=1 αlk(p)
r ≥ 0 for all r ∈ N, p ∈ P and 1 ≤ l ≤ ϕ. Then for any
ε > 0, there exits ~τ ∈ R such that∣∣logZE(~σ + i~t+ i~τ )− logZE(~σ + i~t)∣∣ < ε for any ~t ∈ Rd.
Corollary 5.17. Let
∑η
k=1 αlk(p)
r ≥ 0 for all r ∈ N, p ∈ P and 1 ≤ l ≤ ϕ. Then for any
~λ ∈ Rd, 1 6= β ∈ R and ε > 0, there exits ~t ∈ Rd such that∣∣logZE(~σ + i~λ+ iβ~t)− logZE(~σ + i~t)∣∣ < ε.
At the end of this paper, we show the remained lemma used many times in the proofs
of corollaries in this section.
Lemma 5.18. For any ε > 0, there exits ~τ ∈ Rd such that∣∣ZE(~σ)− ZE(~σ + i~τ )∣∣ < ε and ∣∣logZE(~σ)− logZE(~σ + i~τ )∣∣ < ε.
In order to prove this, we quote the following two propositions.
Proposition 5.19 (see [6, Theorem 7.9]). If φ1, . . . , φn are arbitrary real numbers, if real
numbers θ1, . . . , θn are linearly independent over the rationals, and if ε > 0 is arbitrary,
then there exists a real number t and integers h1, . . . , hn such that
|tθk − hk − φk| < ε, 1 ≤ k ≤ n.
Proposition 5.20 (see [23, Proposition 2.2]). Let pn be the n-th prime number and
ω1, ω2, . . . , ωm with ω1 = 1 be algebraic real numbers which are linearly independent over
the rationals. Then {log pωln }1≤l≤mn∈N is also linearly independent over the rationals.
Proof of Lemma 5.18. Obviously, we have
ZE(~σ)− ZE(~σ + i~τ) = ZE(~σ)
(
1− exp(logZE(~σ)− logZE(~σ + i~τ ))).
Hence we only have to prove that there exits ~τ ∈ Rd such that for any ε > 0, | logZE(~σ)−
logZE(~σ + i~τ )| < ε.
Now we suppose that a pair of vectors ~c1, . . . ,~cϕ satisfies (A2). By Propositions 5.19
and 5.20, for any δ > 0, there exists ~τ0 ∈ Rd such that
|p−i〈~cl,~τ0〉 − 1| < δ, 2 < p ≤M, 1 ≤ l ≤ ϕ.
Obviously, we have |xm − 1| = |x − 1||xm−1 + · · · + 1| ≤ m|x − 1|, for any m ∈ N and
|x| ≤ 1. Thus it holds that
|p−ri〈~cl,~τ0〉 − 1| < mδ, 2 < p, r ≤ m, 1 ≤ l ≤ ϕ
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when ~τ0 ∈ Rd satisfies |p−iωlτ0 − 1| < δ. In the view of (2.2), one has
logZE(~s) =
∑
p
∞∑
r=1
ϕ∑
l=1
η∑
k=1
1
r
αlk(p)
rp−r〈~cl,~s〉.
By using the assumption |αlk(p)| ≤ 1 and min1≤l≤ϕℜ〈~cl, ~s〉 > 1 and the absolute conver-
gence of the series
∑
p
∑∞
r=1
∑ϕ
l=1
∑η
k=1 r
−1αlk(p)
rp−r〈~cl,~s〉, we can find a natural number
M such that ∑
p,r>M
′
ϕ∑
l=1
η∑
k=1
1
r
|αlk(p)|rp−r〈~cl,~σ〉 ≤
∑
p,r>M
′
ϕ∑
l=1
η
r
p−r〈~cl,~σ〉 < ε,
where
∑′
p,r>M be a sum taken over p > M or r > M . Hence we have∣∣logZE(~σ)− logZE(~σ + ~τ0)∣∣ ≤∑
p
∞∑
r=1
ϕ∑
l=1
η∑
k=1
1
r
|αlk(p)|rp−r〈~cl,~σ〉
∣∣p−ri〈~cl,~τ0〉 − 1∣∣
≤
M∑
p
M∑
r=1
ϕ∑
l=1
η
r
p−r〈~cl,~σ〉
∣∣p−ri〈~cl,~τ0〉 − 1∣∣+ ∑
p,r>M
′
ϕ∑
l=1
η
r
p−r〈~cl,~σ〉
∣∣p−ri〈~cl,~τ0〉 − 1∣∣
<ηM3δ + 2ε.
Therefore, we have | logZE(~σ)− logZE(~σ + i~τ0)| < 3ε by taking δ := η−1M−3ε.
Next suppose that a pair of vectors ~c1, . . . ,~cϕ satisfies the condition (A1). Then there
exits ~t0 ∈ Rd such that (〈~c1,~t0〉, . . . , 〈~cϕ,~t0〉) = (ω1, ω2, . . . , ωϕ), where ω1, ω2, . . . , ωϕ with
ω1 = 1 be algebraic real numbers which are linearly independent over the rationals. Thus
we can show the case (A1) by modifying the proof of the case (A2). 
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