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Abstract
Aquest treball comenc¸a amb una petita introduccio´ a la teoria de bifurcacions amb un exemple d’a-
plicacio´ unimodal. Despre´s, es presenten els resultats teo`rics que permeten entendre com es produeix la
cascada de doblament de per´ıode, i es mostra com l’estructura fractal de les diferents branques del dia-
grama de bifurcacio´ esta` relacionada amb els arguments de la teoria de la renormalitzacio´. A continuacio´,
es presenten les te`cniques de renormalitzacio´ que va utilitzar Feigenbaum per deduir la universalitat de la
constant δ. Tambe´ s’inclouen i s’expliquen dues proposicions que confirmen que la teoria de renormalitzacio´
e´s correcta.
Un punt crucial en la teoria de la renormalitzacio´ e´s demostrar l’existe`ncia d’un punt fix d’un cert
operador funcional. La prova d’aquest resultat, deguda a Orcar Lanford III, e´s presentada amb tot detall
en aquest treball. A me´s, s’inclouen els detalls de l’aplicacio´ del teorema de Schauder.
A continuacio´, es presenta un algorisme per calcular la constant de δ. Aquest algorisme ha estat
implementat en diversos llenguatges de programacio´, i s’inclouen els resultats obtinguts en cadascun d’ells,
aix´ı com un ana`lisi del temps computacional de l’algorisme. Juntament amb aixo`, s’expliquen les dificultats
que han aparegut amb cada llenguatge.
Al final del treball s’inclou un annex amb dues demostracions completes de teoremes anunciats en
apartats anteriors: el teorema de les bifurcacions de doblament de per´ıode i el teorema de Schauder. En
aquest annex tambe´ s’inclouen els codis utilitzats pel ca`lcul de la constant.
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1. Introduccio´
Aquest treball prete´n il·lustrar un dels primers exemples on s’han aplicat amb e`xit el que despre´s s’han
anomenat te`cniques de renormalitzacio´.
Me´s concretament, la renormalitzacio´ s’ha fet servir per establir la universalitat de les cascades de
doblament de per´ıode en aplicacions unimodals (vegeu la definicio´ d’aplicacio´ unimodal a definicio´ 1.0.1).
En aquest cas, aquesta teoria ha perme`s desenvolupar me`todes nume`rics que permeten calcular algunes
constants universals involucrades (en concret, la constant de Feigenbaum δ).
Si be´ la major part del material contingut en aquesta memo`ria esta` extret de diversos articles i llibres
(completant algunes demostracions), tambe´ s’ha implementat en diferents llenguatges de programacio´
(C++, Matlab , PARI/GP) un algorisme per calcular la constant δ, de manera que s’ha pogut obtenir la
constant amb 19 xifres decimals correctes (podeu trobar-ho a la seccio´ 5).
Les te`cniques de renormalitzacio´ es mostren amb l’exemple concret de l’aplicacio´ log´ıstica
xn+1 = µxn(1− xn),
que e´s un ce`lebre exemple de sistema dina`mic discret, unidimensional i parametritzat, on µ e´s el para`metre.
Coneguda inicialment per ser un model de creixement de poblacio´, va cobrar importa`ncia molts anys me´s
tard, quan es va veure que canvis molt petits en el seu para`metre o en la condicio´ inicial donaven com
a resultat comportaments molt diferents i complexos tot i ser un polinomi de grau 2. L’estudi d’aquest
comportament va donar lloc al que avui coneixem com a teoria del caos.
La depende`ncia quantitativa i qualitativa del comportament dels iterats respecte del para`metre va ser
la caracter´ıstica que va cridar l’atencio´ del f´ısic Mitchell Feigenbaum. Concretament va detectar que a cert
valor del para`metre tenim un cicle estable i, augmentant el para`metre, el cicle e´s reemplac¸at per cicles
successius amb un proce´s conegut com doblament de per´ıode. Aquest doblament de per´ıode continua fins
a un per´ıode infinit, i llavors s’assoleix el que Feigenbaum creia que era un comportament impredictible.
Estudiar aquest comportament i poder trobar algunes propietats estad´ıstiques que fossin aplicables a altres
camps, com l’estudi de la turbule`ncia d’un fluid, on apareix el doblament de per´ıode per a nu´meros de
Reynolds alts, el va portar en 1975 a estudiar l’aplicacio´ log´ıstica.
Aquest estudi va clarificar el mecanisme del doblament de per´ıode i va portar a un altre tipus d’equacio´
per determinar els valors de µ pels quals apareixia el doblament de per´ıode. En aquell temps Feigenba-
um mai havia utilitzat un superordinador (de fet la seva capacitat calcul´ıstica residia en una calculadora
programable). El me`tode consistia en trobar el valor del para`metre iterant amb el me`tode de Newton, on
cada pas requeria 2n iteracions de l’aplicacio´ log´ıstica. Aix´ı, quan n creixia, era me´s dif´ıcil trobar la solucio´.
Llavors arriba` el descobriment: els valor µ pels quals es produeix un doblament de per´ıode convergien




µn+1 − µn = δ
Aixo` permetia estimar millor la segu¨ent µ inicial per comenc¸ar amb el me`tode de Newton. Aquesta
observacio´ no era coneguda degut a que la resta d’experiments es feien amb ordinadors me´s potents, i per
tant les solucions es trobaven automa`ticament sense necessitat de donar una condicio´ inicial tan ajustada.
Que hi havia converge`ncia geome`trica ja va ser una sorpresa, pero` a me´s aquest comportament va
resultar d’intere`s perque` apareixia en altres mapes del mateix tipus. Feigenbaum ho explica aix´ı en un
article de 1980:
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Acordingly, I spent a part of a day trying to fit the convergence rate value, 4.669. to the mathematical
constants I knew. The task was fruitless, save for the fact that it made the number memorable.
At this point I was reminded by Paul Stein that period doubling isn’t a unique property of the quadratic
map, but also occurs, for example, in
xn+1 = µsin(pixn).
However, my generating function theory rested heavily on the fact that the nonlinearity was simply
quadratic and not transcendental. Accordingly, my interest in the problem waned.
Perhaps a month later I decided to determine the µ’s in the transcendental case numerically. This problem
was even slower to compute than the quadratic one. Again, it became apparent that the µ’s converged
geometrically, and altogether amazingly, the convergence rate was the same 4.669 that I remembered by
virtue of my efforts to fit it.
Les aplicacions unimodals a les que hem fet refere`ncia so´n:
Definicio´ 1.0.1. Sigui f : I → I , I = [a, b]. L’aplicacio´ e´s unimodal si
• f (a) = f (b) = 0.
• f te´ un u´nic punt cr´ıtic c , amb a < c < b.
L’aplicacio´ log´ıstica i l’aplicacio´ sinus de la que parla Feigenbaum tenen el mateix comportament
qualitatiu per valors positius del para`metre µ perque` so´n unimodals i perque` les dues tenen un ma`xim
quadra`tic, e´s a dir, f ′′(c) < 0, on c e´s el punt cr´ıtic.
La constant δ de Feigenbaum canvia segons si l’aplicacio´ unimodal te´ un ma`xim o un m´ınim quadra`tic.
El fet que la converge`ncia aparegui en diferents mapes unimodals parame`trics fa que en aquest sentit, la
constant δ sigui universal. En aquest cas, com treballem amb funcions unimodals amb un ma`xim quadra`tic,
δ ≈ 4.699. La universalitat d’aquesta constant ve donada per la relacio´ amb una funcio´ universal g que
s’obte´ mitjanc¸ant el proce´s de la renormalitzacio´, que s’explica en aquest treball. Aquest proce´s utilitza un






on dn so´n unes distancies amb signe determinades entre uns certs punts (figura 11).
En aquest treball treballem amb els sistemes dina`mics discrets, que so´n aplicacions
xn+1 = f (xn)
que presenten caracter´ıstiques equivalents als sistemes dina`mics continus x˙ = f (x). Per exemple, en
ambdo´s sistemes, l’estudi dels punts fixos resulta primordial. En el cas dels sistemes dina`mics continus, els
punts fixos so´n els x¯ tals que f (x¯) = 0. En canvi, en el cas discret, un punt fix x¯ compleix x¯ = f (x¯).
En el cas dels sistemes dina`mics discrets s’anomena o`rbita d’un punt x0, al conjunt {x0, f (x2), f 2(x0) =
f (f (x0)), ... }. Les o`rbites de les aplicacions unidimensionals a l’interval so´n molt fa`cils de veure gra`ficament,
perque` trac¸ant la recta y = x , l’o`rbita del punt x0 e´s pot trobar trac¸ant primer una l´ınia vertical fins que
aquesta interseca la funcio´ f , que seria el punt f (x0), llavors es trac¸a una l´ınia horitzontal fins que s’interseca
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Figura 1: El gra`fic de Qc(x) = x
2 + c per c > 1/4, c = 1/4, i c < 1/4. Imatge de [5].
la recta y = x i es torna a trac¸ar una l´ınia vertical fins que aquesta interseca amb la funcio´ f (vegeu la
figura 3). Un punt e´s fix si la serva o`rbita te´ un u´nic element. Amb el procediment gra`fic, un punt fix
e´s una interseccio´ entre la recta y = x i la gra`fica de la funcio´ f . Noteu que a la figura 3, a la gra`fica
esquerra, l’orbita de x0 tendeix cap a un punt fix.
Els sistemes dina`mics discrets poden tenir para`metres que fan que l’estructura qualitativa de l’aplicacio´
canvi¨ı quan el valor del para`metre varia. En particular els punts fixos poden apare`ixer o desapare`ixer segons
els valors del para`metre. Aquests canvis qualitatius s’anomenen bifurcacions. Per il·lustrar aquest concepte
considerem la fam´ılia quadra`tica de funcions
Qc(x) = x
2 + c ,
on c e´s un para`metre i el sistema dina`mic discret associat a ella
xn+1 = Qc(xn).
La gra`fica de Qc te´ tres posicions respecte de la diagonal, depenent si c >
1
4 , c =
1
4 o c <
1
4 . Vegeu
la figura 1. Noteu que Qc no te´ punts fixos quan c >
1
4 . Quan c =
1
4 , Qc te´ un u´nic punt fix a x =
1
2 . I
quan c < 14 te´ dos punts fixos 0 < q < p. Un ana`lisi trivial de les sequ¨e`ncies xn+1 = Qc(xn) ens permet
afirmar que quan 0 < x0 < p, xn → q quan n → ∞. Aix´ı que q e´s el que anomenem un punt atractor
(perque` atrau els punts propers). Per contra, si x0 > p, la successio´ xn → ∞ quan n → ∞, p e´s un
punt fix repulsor (perque` repel·leix els punts del seu voltant). Llavors, l’espai de fases de Qc canvia quan c
passa pel valor 14 . Aquest canvi e´s un exemple de bifurcacio´. Vegeu l’espai de fases a la figura 2. Aquesta
bifurcacio´ s’anomena saddle-node o bifurcacio´ tangent.
La bifurcacio´ de doblament de per´ıode, que es la que estudiarem en aquest treball, consisteix en que
quan es mou el para`metre es pot passar de tenir un punt fix a tenir una o`rbita de dos elements, e´s a dir,
tenir dos punts p, q tals que
f (p) = q,
f (q) = p.
e´s a dir, hi ha un punt p tal que
f 2(p) = p.
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Figura 2: Espai de fases de Qc(x) = x
2 + c . Qc no te´ punts fixos quan c >
1
4 , quan c =
1
4 hi ha un u´nic
punt fix, i quan c < 14 hi ha dos punts fixos p, q. p e´s repulsor i q e´s atractor.
Aquest cas correspon al que s’anomena com una o`rbita perio`dica de per´ıode 2, i els seus punts so´n
punts perio`dics de per´ıode 2. Un cop es te´ una o`rbita d’aquest tipus, el que es pot fer es considerar una
nova aplicacio´ que sigui h(x) = f 2(x). Llavors, qualsevol o`rbita de per´ıode 2 de f passa a ser un punt fix
de h, perque` es te´
h(p) = f 2(p) = p.
Per tant, ens podem tornar a reduir a l’estudi de punts fixos. Un cop arribats a aquest punt, si es
torna a produir una bifurcacio´, es considerar h2 = f 2
2
per tornar a considerar els punts fixos. Aquest e´s un
dels procediments que s’utilitza en aquest treball, perque` resulta molt me´s fa`cil treballar amb punts fixos
d’una aplicacio´ f 2
n
que amb un cicle de 2n punts. Aquest comportament s’aprecia a l’aplicacio´ log´ıstica
per valors de µ propers a 3. En efecte, es pot comprovar mitjanc¸ant ca`lculs simples que per valors µ < 3
tenim un u´nic punt fix atractor i que per valors 3µ < 1 +
√
6, el punt fix es torna repulsor i apareix una
o`rbita perio`dica de per´ıode 2 que e´s atractora. (vegeu figura 3).
Una de les eines gra`fiques que tambe´ s’utilitza so´n els diagrames de bifurcacio´, per veure gra`ficament
com canvien els punts fixos atractors i els cicles atractors amb els para`metres. Aquests diagrames es poden
obtenir nume`ricament de manera senzilla en el cas de punts fixos i cicles atractors globals. E´s d’aquesta
manera tan senzilla com s’ha dibuixat el conegut diagrama de desdoblament de per´ıode de l’aplicacio´
log´ıstica mostrat a la figura 4. En efecte, en aquest cas, nome´s cal iterar un punt qualsevol i la seva o`rbita
tendira` cap al conjunt atractor.
Com ja hem comentat, en les aplicacions unimodals el proce´s del doblament de per´ıode es va repetint
fins a l’infinit, per tant per qualsevol n hi haura` un cicle de 2n elements per algun valor adequat del
para`metre. En el cas de l’aplicacio´ log´ıstica, encara tenim me´s. En efecte, per µ ≈ 3.83 es te´ un cicle
5
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Figura 3: En el cas de l’esquerra hi ha un punt fix atractor. En el cas de la dreta, hi ha un cicle de per´ıode
2. A µ = 3 s’ha produ¨ıt una bifurcacio´
Figura 4: Diagrama de bifurcacio´ de l’aplicacio´ log´ıstica. Observeu que per µ = 3 l’u´nic punt atractor
desapareix i apareix un cicle atractor de dos elements. Despre´s, aquest cicle de dos elements passa a ser
un cicle de 4 elements. Aquest proce´s es va repetint formant aquest diagrama fractal.
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d’ordre 3, i.e. f 3(p) = p per algun p (veieu la figura 4). Llavors, el teorema de Sharkovsky garanteix que
per tot n existeix un cicle de 2n elements per aquest valor exacte del para`metre. El que passa e´s que l’u´nic
cicle atractor e´s el de per´ıode 3.
Teorema 1.0.2. Teorema de Sharkovsky
Consideris l’ordre dels naturals
1 / 2 / 22 / 23 / · · · · · · / 5 · 23 / 3 · 23 / · · ·
· · · / 5 · 22 / 3 · 22 / · · · / 2 · 5 / 2 · 3 / · · · / 7 / 5 / 3
Sigui f : R → R un mapa continu. Si f te´ un cicle de per´ıode j, llavors per tot i amb i / j segons
l’ordre anterior, f te´ un cicle d’ordre i .
Aquest teorema te consequ¨e`ncies molt importants:
• Si f te´ algun punt perio`dic, i el seu per´ıode no e´s una pote`ncia de 2, llavors, necessa`riament, f te´
un nombre infinit de punts perio`dics. I al contrari, si f nome´s te´ un nombre finit de punts perio`dics,
llavors tots ells tenen cicles que so´n necessa`riament pote`ncia de 2.
• El per´ıode 3 e´s el per´ıode me´s gran a l’ordre de Sharkovsky i per tant implica que existeixen tots els
altres per´ıodes.
• El resultat e´s o`ptim, en el sentit que es poden construir mapes que tenen punts de per´ıode p i no
per´ıodes “me´s grans” conforme l’ordre de Sharkovsky.
El teorema de Sharkovsky ens assegura que els valors de µ pels quals hi ha un doblament de per´ıode
tenen un l´ımit, i que e´s menor a µ ≈ 3.83, pero` no ens permet dir quan apareixen les bifurcacions, que e´s
el que s’utilitza en aquest treball. Aixo` ve donat pel segu¨ent teorema:
Teorema 1.0.3. Sigui fλ : I ⊆ R −→ R, x −→ fλ(x) una fam´ılia uniparame`trica de funcions. Suposeu
que fλ satisfa` que existeix λ0 tal que:
1. fλ(0) = 0 per a tot λ pertanyent a un entorn de λ0.








Llavors, existeix un entorn B del 0 i una funcio´ p : B −→ R tal que:
fp(x)(x) 6= x
i
f 2p(x)(x) = x .
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La demostracio´ d’aquest teorema es troba a l’ape`ndix 7.5. Per tant, pel teorema anterior, quan s’arriba
a algun valor del para`metre pel qual la recta tangent a la funcio´ en el punt fix te´ pendent -1, es produeix
una bifurcacio´. Aquest e´s el mecanisme que es repeteix successivament fins a l’infinit en l’aplicacio´ log´ıstica
(i en moltes altres) i que provoca successius doblaments de per´ıode.
Tot i no ser l’objectiu d’aquest treball, acabem aquesta introduccio´ parlant breument de la teoria del
caos, ja que l’aplicacio´ log´ıstica e´s, possiblement, l’exemple me´s senzill on podem trobar un comportament
cao`tic per valors del para`metre µ > 4. De fet, mirant l’estructura fractal de les cascades de doblament de
per´ıode a la figura 4, sembla totalment natural pensar en dina`mica cao`tica. Tal com diu Devaney: ”The
period-doubling route to chaos”, a la seccio´ 1.17 de [5].
Hi ha hagut molta discussio´ sobre que` vol dir que un sistema tingui dina`mica cao`tica. Anem dons a
introduir els ingredients del caos.
Definicio´ 1.0.4. f : I → I e´s topolo`gicament transitiva si per cada parell de conjunts U, V ⊂ I existeix
k > 0 tal que f k(U) ∩ V 6= φ.
Intu¨ıtivament, un mapa topolo`gicament transitiu te´ punts que eventualment es mouen sota iteracio´ d’un
ve¨ınat arbitra`riament petit a qualsevol altre. En consequ¨e`ncia, el sistema dina`mic no es pot descompondre
en dos conjunts disjunts que so´n invariants sota el mapa. Observis que si un mapa te´ una o`rbita densa, e´s
a dir, cada punt esta arbitrariament a prop d’una o`rbita perio`dica, e´s topolo`gicament transitiu.
Definicio´ 1.0.5. f : I → I te´ depende`ncia sensible de les condicions inicials si existeix δ > 0 tal que, per
a qualsevol x ∈ I i qualsevol ve¨ınat N de x , existeix y ∈ N i n ≥ 0 tal que |f n(x)− f n(y)| > δ
Intu¨ıtivament, un mapa te´ una depende`ncia sensible de les condicions inicials si hi ha punts ar-
bitra`riament propers a x que se separen de x despre´s d’unes quantes iteracions de f en almenys δ. Si
una aplicacio´ te´ depende`ncia sensible de les condicions inicials, llavors, a la pra`ctica, la dina`mica de l’apli-
cacio´ resulta impossible de determinar nume`ricament. Els petits errors de computacio´ que s’introdueixen
mitjanc¸ant un arrodoniment poden veure’s magnificats despre´s de la iteracio´. Els resultats del ca`lcul
nume`ric d’una o`rbita, per molt que sigui exacte, no s’assemblen en res a l’o`rbita real.
Amb aixo` es pot definir el caos com
Definicio´ 1.0.6. Sigui V un conjunt, f : V → V e´s cao`tica en V si
1. f te´ una depende`ncia sensible de condicions inicials.
2. f e´s topolo`gicament transitiva.
3. els punts perio`dics so´n densos en V.
Per resumir, una aplicacio´ cao`tica te´ tres ingredients: impredictibilitat, no e´s descomposable i te´ un
element de regularitat. Un sistema cao`tic e´s impredictible a causa de la depende`ncia sensible de les
condicions inicials. No es pot descompondre en dos subsistemes (dos subconjunts invariants oberts) que
no interactuen sota l’accio´ de f a causa de la transitivitat topolo`gica. I, enmig d’aquest comportament
aleatori, tenim un element de regularitat, e´s a dir, els punts perio`dics que so´n densos.
Segons aquesta definicio´, l’aplicacio´ log´ıstica e´s cao`tica per valors de µ > 4. E´s curio´s comentar aqu´ı
que la demostracio´ e´s relativament fa`cil per µ > 2 +
√
5, pero` requereix me´s complexitat per µ > 4.
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1.1 Estructura del treball
Un cop presentat l’entorn en el que desenvolupa aquest treball, els objectius i resum del que s’ha realitzat
e´s:
• A la primera part de treball 2, s’ha fet un petit recopilatori de conceptes previs necessaris per tenir
una base suficient per l’explicacio´ de la renormalitzacio´ a l’apartat segu¨ent. Alguns conceptes, com
la derivada de Schwarz, so´n caracter´ıstiques te`cniques que es presenten perque` estan impl´ıcitament
relacionades amb la fam´ılia de funcions utilitzades al treball. Per aquesta seccio´ s’ha utilitzat,
majorment, un llibre de R.L. Devaney [5].
• A l’apartat 3, s’introdueix el concepte de renormalitzacio´, es mostra quins so´n els valors dels
para`metres que s’utilitzen per obtenir la constant de Feigenbaum δ, i es presenta la construccio´ de
la funcio´ universal g mitjanc¸ant la renormalitzacio´ de funcions per obtenir l’equacio´ de Feigenbaum-
Cvitanovic´. Amb aquest proce´s es mostra que g e´s la funcio´ universal que dona com a resultat la
universalitat de la constant δ i α. Per aquesta seccio´ s’han utilitzat, majorment, els articles de M.
Feigenbaum [6] [7] [8], unes classes gravades de la Cornell University impartides pel professor S.H.
Strogatz [17] [18], a me´s del seu llibre [19], i un llibre de A.M Sharkovsky [16].
• A l’apartat 4, teoria del punt fix, es demostra, amb la prova d’Oscar Erasmus Lanford III, que l’equacio´
de Feigenbaum-Cvitanic´ te´ solucio´. Per seguir aquesta prova, s’han repassat els ca`lculs realitzats i
s’han completat alguns detalls que no apareixen a l’article. Com a curiositat, a la demostracio´ hi
havia un petit error de signe (tot i aix´ı, els ca`lculs es van comprovar i nome´s va resultar ser un error
de transcripcio´). Tambe´ s’ha afegit el teorema del punt fix de Schauder i s’han comprovat totes
les hipo`tesis utilitzant el teorema d’Arzela`-Ascoli i la fo´rmula de la integral de Cauchy. Per aquesta
seccio´ s’ha utilitzat principalment l’article de O.E. Lanford III [12].
• A la seccio´ 5 s’explica un algorisme pel ca`lcul de la constant δ de Feigenbaum mitjanc¸ant el me`tode de
Newton i s’expliquen les dificultats que presenta cada implementacio´ que es va fer d’aquest algorisme
en els diferents llenguatges de programacio´ emprats. Juntament amb aixo`, e´s presenten els resultats
de cada implementacio´, que van millorant cada cop fins a obtenir un resultat millor que el que
presenta Feigenbaum en el seu primer article, augmentant el nombre de xifres decimals correctes fins
a 15 en un minut de ca`lcul en un temps menor del que s’explica als articles. Per aquesta seccio´ s’ha
utilitzat el primer article de M. Feigenbaum [6] i l’article de K. Briggs [3].
2. Conceptes previs
Presentem en aquesta seccio´ preliminar algunes definicions ba`siques sobre sistemes dina`mics (seccio´ 2.1)
aix´ı com conceptes relatius a les aplicacions unimodals (seccio´ 2.2).
2.1 Definicions
Sigui fµ : R→ R una funcio´ dependent d’un para`metre. Es defineix el sistema dina`mic discret
xn+1 = fµ(xn).
Donat aquest sistema dina`mic definim:
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Definicio´ 2.1.1. L’o`rbita de x e´s el conjunt de punts {x , f (x), f 2(x), ...}.
Definicio´ 2.1.2. Es diu que x¯ e´s un punt fix de fµ si x¯ = fµ(x¯). Noteu un punt fix e´s aquell que la seva
o`rbita te´ nome´s un punt.
Definicio´ 2.1.3. El punt x e´s un punt perio`dic si existeix n tal que f n(x) = x (i.e. la seva o`rbita te´ n
punts). El nombre natural n me´s petit pel qual f n(x) = x e´s el per´ıode de x (i.e. un punt te´ per´ıode
exactament n si la seva o`rbita te´ exactament n punts diferents). Al conjunt de punts {x , f (x), ..., f n−1(x)}
li diem n-cicle. Noteu que si tenim un cicle de per´ıode n, vol dir que tenim un punt fix de l’aplicacio´ f n.
Definicio´ 2.1.4. Sigui x¯ un punt fix de fµ una funcio´ de classe C1. Es diu que x¯ e´s un punt hiperbo`lic si
|f ′µ(x)| 6= 1.
Definicio´ 2.1.5. Sigui x¯ un punt fix de fµ una funcio´ de classe C1. Es diu que x¯ e´s un punt fix atractor
per a tot entorn U de x¯ , hi ha un entorn V del punt x¯ tal que els iterats de tot punt de V no surten de U
i tendeixen cap a p. Si |f ′µ(x)| < 1, llavors e´s atractor, pero` hi ha atractors on la derivada te´ mo`dul 1.
Definicio´ 2.1.6. Sigui x un punt perio`dic de per´ıode n. E´s diu que x e´s atractor si e´s un punt fix atractor
de f nµ . Si fµ ∈ C1 i |(f nµ )′(x)| < 1, llavors x e´s un punt perio`dic atractor, pero` hi ha atractors on la derivada
te´ mo`dul 1. Tambe´ es coneix aquest concepte com o`rbita atractora, ja que per qualsevol punt y = f jµ(x)
per j < n de l’o`rbita de x , |(f nµ )′(y)| = |(f nµ )′(x)|, perque` es nome´s una permutacio´ dels ı´ndexs:
(f nµ )
′(x) = f ′µ(f
n−1
µ (x)) · · · f ′µ(f jµ(x))︸ ︷︷ ︸
f ′µ(y)
· · · f ′µ(x).
De la mateixa manera que amb els punts fixos atractors, que hi hagi un cicle atractor vol dir que existeix
un entorn del cicle de tal manera que si x esta` en aquest entorn, llavors l’o`rbita de x tendeix cap al cicle
atractor.
Definicio´ 2.1.7. Sigui x¯ un punt fix de fµ una funcio´ de classe C1. Es diu que x¯ e´s un punt fix repulsor
si existeix un entorn U de x¯ tal que si x ∈ U, x 6= x¯ , llavors existeix k > 0 tal que f k(x) /∈ U. A me´s, si
|f ′µ(x)| > 1, llavors x¯ e´s repulsor, pero` hi ha repulsors on la derivada te´ mo`dul 1.
Definicio´ 2.1.8. Sigui x un punt perio`dic de per´ıode n de fµ E´s diu que x e´s repulsor si e´s un punt fix
repulsor de f nµ . Si fµ ∈ C1. Si |(f nµ )′(x)| > 1, es diu que x e´s un punt perio`dic repulsor, pero` hi ha repulsors
on la derivada te´ mo`dul 1.
Definicio´ 2.1.9. Sigui x¯ un punt fix de fµ una funcio´ de classe C1. Es diu que x¯ e´s un punt fix superestable
si |f ′µ(x)| = 0. Noteu que un punt fix superestable tambe´ e´s atractor.
Definicio´ 2.1.10. Sigui x un punt perio`dic de per´ıode n de fµ ∈ C1. Es diu que x e´s un punt perio`dic
superestable si |(f nµ )′(x)| = 0. Tambe´ es pot dir, amb el raonament anterior, o`rbita superestable. Noteu
que una o`rbita superestable e´s tambe´ atractora.
Les bifurcacions que s’estudien en aquest treball so´n les que apareixen quan (f ′nµ )(x) = −1 (teorema
1.0.3)
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Figura 5: f n2.8(0.1) tendeix a un punt fix
2.2 L’aplicacio´ log´ıstica i el doblament de per´ıode
Com hem comentat a la introduccio´, el sistema dina`mic discret (o mapa)
fµ(xn) = µxn(1− xn) (1)
e´s conegut com aplicacio´ log´ıstica. La sequ¨encia de les seves iteracions e´s, donat un punt inicial x0,
x1 = fµ(x0)
x2 = fµ(x1) = f (f (x0))
...
xn+1 = fµ(xn) = fµ(fµ(... fµ(x0))) = f
n
µ (x0)
on f n(x0) es la composicio´. Les successives iterades f
n
µ so´n, per tant, polinomis de de grau 2
n.
Els iterats xn es poden seguir mitjanc¸ant un procediment gra`fic molt senzill, que consisteix en dibuixar
y = fµ(x) i la recta x = y al mateix gra`fic i moure’s horitzontal i verticalment de forma successiva entre
aquestes dues corbes (veure figura 5). D’aquesta obtenim els iterats x0, x1, x2, ... El punt en que la corba i
11
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la l´ınia s’intersequen correspon a un punt fix en la sequ¨e`ncia. Els punts fixos es poden determinar fa`cilment
resolent l’equacio´
x¯ = µx¯(1− x¯)
que te dues solucions, x¯ = 0 i x¯ = µ−1µ .
Per tal que f : I → I , e´s a dir, deixi l’interval I = [0, 1] invariant, necessitem que 0 ≤ µ ≤ 4, per tant
ens restringirem a aquests valors de µ. Aix´ı, per µ ≤ 1, l’u´nic punt fix e´s x¯ = 0, i per 1 < µ ≤ 4, x¯ = 0 i
x¯ = µ−1µ els dos ho poden ser. Aquests punts poden atractors o repulsors, segons la definicio´ 2.1.5 o 2.1.7.
Fent un calcul analeg, o be´ per procediment gra`fic s’obtenen els segu¨ents resultats:
• x¯ = 0 e´s atractor per 0 < µ < 1 i repulsor per µ > 1.
• x¯ = µ−1µ no pertany a [0,1] a 0 < µ < 1 i e´s atractor per 1 < µ < 3 (en aquest cas si que pertany a
[0,1]).
Es pot provar que aquest punts so´n atractors globals, per tant, el comportament per 0 < µ < 3 e´s
conegut: per µ < 1, totes les iteracions de punts de l’interval [0, 1] convergeixen al punt fix estable x¯ = 0,
i per 1 < µ < 3 totes convergeixen al punt fix x¯ = µ−1µ .
Per µ > 3 podria semblar, a primera vista, que no hi ha punts atractors. De fet, el que ha passat es
que el punt fix x¯ = µ−1µ s’ha convertit en repulsor (en aquest punt f
′
µ(x¯) = −1 i s’ha bifurcat en un 2-cicle
atractor, pel teorema 1.0.3.
Aquest dos punts del cicle estable so´n punts fixos estables de la funcio´ composada
f 2µ = fµ(fµ(x)).
L’aspecte d’aquest dos punts fixos es pot analitzar examinant els gra`fics de fµ i f
2
µ (vegeu figura 8).
Arribats a aquest punt, podr´ıem repetir el proce´s, considerant una nova funcio´ Fµ que sigui la funcio´ f
2
µ ,
aix´ı obtindr´ıem dues bifurcacions de la funcio´ Fµ (una per a cada punt fix), obtenint un cicle de per´ıode 2
per Fµ, que vol fir un de per´ıode 4 de fµ. Aix´ı anirem observant com es produeixen doblaments de per´ıode
per a certs valors de µ, que van creixent. Aquests valors tenen un limit µ∞. Tant els valors de µ pels
quals tenim una bifurcacio´, com el valor µ∞, depenen de la funcio´ fµ considerada pero` el comportament
qualitatiu no canvia sempre que sigui unimodal.
Histo`ricament l’estudi d’aplicacions unimodals s’ha dut a terme amb la derivada de Schwarz.











Si hi ha doblament de per´ıode, la derivada de Schwarz e´s negativa, perque` apareix de forma natural a
la demostracio´ de 1.0.3 1. Una propietat essencial de la derivada de Schwarz e´s la segu¨ent:
Proposicio´ 2.2.2. Siguin f i g dos funcions C3. Si Sf < 0 i Sg < 0, llavors S(f ◦ g) < 0
1La demostracio´ del teorema 1.0.3 que apareix en aquest treball a l’ape`ndix 7.5 no inclou la part on apareix la derivada de
Schwarz. Per veure una demostracio´ on s´ı que apareix la derivada de Schwarz, consulteu [5])
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Demostracio´. Usant la regla de la cadena, calculem:
(f ◦ g)′′(x) = f ′′(g(x)) · (g ′(x))2 + f ′(g(x)) · g ′′(x)
i tambe´:
(f ◦ g)′′′(x) = f ′′′(g(x)) · (g ′(x))3 + 3f ′′(g(x)) · g ′′(x) · g ′(x) + f ′(g(x)) · g ′′′(x)
Amb aixo`, fent una mica d’a`lgebra:
S(f ◦ g) = Sf (g(x)) · (g ′(x))2 + Sg(x)
Per tant S(f ◦ g) < 0.
Aquesta propietat resulta molt important perque` la consequ¨e`ncia immediata e´s que Sf n < 0. Aixo` vol
dir, que tambe´ per f n que la derivada de Schwarz e´s negativa.
Cal destacar que l’any 2000 es va publicar [11], on s’explica que la condicio´ de derivada de Schwarz
negativa e´s redundant en el cas de les funcions C3 unimodals, pero` les dues definicions s’han inclo`s al treball
perque` la literatura e´s plena de referencies a aquestes dues propietats per separat, i encara se segueixen
considerant independents en articles me´s recents, perque` molts autors encara no saben que so´n condicions
redundants. A partir d’ara, per tant, ens referirem a les aplicacions amb les que treballem com aplicacions
unimodals, sense parlar de la derivada de Schwarz.
Les funcions unimodals so´n les que va considerar Feigenbaum per el seu primer estudi sobre turbule`ncies,
a partir de l’article [14].
Qualsevol aplicacio´ amb aquestes propietats serveix per fer una ana`lisi ana`leg al que es fara` a continuacio´
(tambe´ l’aplicacio´ xn+1 = µsin(pixn) esmentada per Feigenbaum a la introduccio´). S’ha triat l’aplicacio´
log´ıstica perque` e´s la que s’ha utilitzat histo`ricament i la que va portar a descobrir els resultats que es
presenten a continuacio´. Recordeu que la constant δ de Feigenbaum canvia si no considerem mapes amb
un ma`xim quadra`tic (e´s a dir, f ′′(c) < 0, on c e´s el punt cr´ıtic). Tambe´ canvia la constant α, perque`
la renormalizacio´ te´ una altra escala. Si hague´ssim considerat una aplicacio´ unimodal amb f ′′(c) = 0 i
f (4)(c) < 0, la constant δ que obtindr´ıem seria δ ≈ 7.29. Algunes d’aquestes constants han sigut calculades
i es poden trobar a [2], pero` no es calculen en aquest treball.
3. Renormalitzacio´
El proce´s de la renormalitzacio´ es basa en que` quan un composa una funcio´ unimodal amb si mateixa i
reescala de manera adient, s’obte´ una nova funcio´ molt similar a l’original. Renormalitzacio´ fa refere`ncia a
aquest reescalat.
La renormalitzacio´, tal com la va introduir Feigenbaum, e´s un raonament heur´ıstic. En cap moment
va provar l’existe`ncia dels l´ımits que hi apareixien. De totes maneres, s´ı que va afirmar que les constants
que hi apareixien eren universals pel motiu segu¨ent. El proce´s de renormalitzacio´ aplicat a les fµ porta a
la definicio´ d’un operador funcional T que no depe`n de la fam´ılia fµ escollida per fer els l´ımits. Aquest
operador involucra les constants α i δ. Per aquest motiu, so´n universals.
Les proposicions 3.4.2 i 3.4.3 proven que la teoria de renormalitzacio´ e´s correcta i permeten explicar
l’aparicio´ de la constant δ a la cascada de bifurcacions. Aquestes proposicions diuen que com la funcio´
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Figura 6: Detall del punt fix g i la varietat inestable W u(g). La varietat travessa les superf´ıcies Σn pels
punts gn. Imatge procedent de [9].
g e´s un punt fix hiperbo`lic de l’aplicacio´ T , es pot definir una varietat estable y una varietat inestable.
La varietat inestable passa per les funcions gi , que viuen en unes superf´ıcies Σi (vegeu la figura 6). El
quocient de dista`ncies entre aquestes superf´ıcies e´s precisament la constant universal δ.
Pel segu¨ent ana`lisis considerarem la segu¨ent notacio´:
• µn el valor del para`metre µ on apareix, per primer cop, una bifurcacio´ amb la que passem d’un cicle
atractor de per´ıode 2n−1 a un cicle atractor de per´ıode 2n. Aquests so´n els valors de µ que defineixen




µn+1 − µn = δ.
• µsn el valor del para`metre µ on apareix, per primer cop, un cicle superestable de per´ıode 2n.
• f (x ,µ) = fµ(x), perque` en considerar orbites superestables resultara` me´s clar.
3.1 Experiments nume`rics
Resulta convenient considerar els valors de µ superestables en comptes dels valors pels quals es produeix
una bifurcacio´, perque` resulten molt me´s fa`cils de calcular. Aixo` e´s degut a que per un punt superestable,
l’expansio´ de Taylor te´ el terme lineal 0, per definicio´ de punt superestable, per tant la converge`ncia a
aquest punt, que e´s atractor, resulta molt me´s rapida. En aquesta seccio´ s’explica perque` sempre es pot
trobar un valor de µ superestable per qualsevol per´ıode, i, a me´s, s’expliquen les evide`ncies nume`riques en
les que ens basem per poder considerar valors de µ superestables.
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Figura 7: Bifurcacions i cicles superestables. Els valors de µ superestables es donen quan la recta y = 0.5
interseca el diagrama de bifurcacio´.
Lema 3.1.1. µi < µ
s
i < µi+1 ∀i ∈ N (vegeu figura 7).
Demostracio´. Considerem f 2
i
(x ,µ), amb µ ∈ [µi ,µi+1], perque` aix´ı el cicle atractor de 2i elements el
podem considerar com un punt fix atractor x¯ de f 2
i







< 1 a µ ∈ (µi ,µi+1). (2)







Per valors me´s petits de µi ja no existeix aquest cicle atractor, e´s a dir, ja no e´s compleix la condicio´









En aquest cas, e´s necessari escriure la condicio´ d’inestabilitat en forma de l´ımit perque` el cicle no
existeix abans de µi , ja que es crea amb la bifurcacio´ que es produeix a µi . Aix´ı doncs, per ser f
2i (x¯ ,µi+1)
continua en µ ha d’existir un valor µsi on la derivada de la funcio´ pren el valor 0, que e´s el cicle superestable.
Aixo` fa que:
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e´s a dir, convergeixen al mateix valor. Per tant µ∞ = µs∞, essent µs∞ = limi→∞ µsi .






Per tant, la relacio´ entre les distancies que separen els cicles superestables e´s la mateixa que la que
separa les bifurcacions. Una explicacio´ intu¨ıtiva, proposada a [4], d’aquest fet e´s que, si considerem un altre
para`metre M = M(µ) que satisfaci µsi = Mi = M(µi ), llavors l’expansio´ de Taylor al punt µ∞ = 3.57... e´s










µn+1 − µn = δ.
L’existe`ncia de l’expansio´ de Taylor d’aquesta funcio´, pero`, no s’ha demostrat.
Aquest e´s el motiu pel qual es pot fer l’ana`lisi nume`ric en funcio´ del para`metre µs o del para`metre µ.
Feigenbaum el va fer en funcio´ de les µs per raons de converge`ncia, ja que tenim converge`ncia quadra`tica
als cicles superestables.
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Figura 9: Volem estudiar les successives finestres renormalitzant una en l’altra.
3.2 Teoria de la renormalitzacio´ i universalitat
Si s’observa el diagrama de bifurcacions de fµ, e´s pot veure que te´ una estructura fractal, e´s a dir, la
seva estructura es repeteix encara que es canvi¨ı l’escala. E´s d’aqu´ı d’on surt la idea de renormalitzacio´.
L’objectiu segu¨ent e´s comparar la situacio´ a dos µ’s diferents canviant l’escala, e´s a dir, renormalitzar una
en un altra (figura 9).
Com es pot apreciar a la figura 10, les dues figures tenen la mateixa forma (la de la dreta i la de
l’esquerra). E´s per aixo` que la idea e´s que f 2(x ,µs1) te´ la mateixa dina`mica local que f (x ,µ
s
0), excepte
perque` esta girada i es tracta d’un domini me´s petit. E´s per aixo` que s’haura` de reescalar el domini. Aqu´ı







on dn e´s l’amplada amb signe de les branques me´s properes a xmax (el ma`xim de la funcio´ f , en el cas de
l’aplicacio´ log´ıstica xmax =
1
2) amb µ = µn (marcat en color blau a la figura 11). De la mateixa manera
que passa amb δ, la constant α tambe´ es pot calcular mitjanc¸ant els cicles superestables (marcat en color
verd a la figura 11). Aquesta e´s la intu¨ıcio´ que motiva les idees que es presenten a continuacio´.
En aquest punt e´s millor fer un canvi de variable, perque` com es veura` despre´s, les equacions de la
17
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Figura 10: La idea e´s escalar i donar la volta al “zoom” de la gra`fica de f 2(x ,µs1), on µ
s
1 correspon al valor
de µ per qual tenim el 2-cicle superestable, per a obtenir una funcio´ semblant a f (x ,µs0)
Figura 11: En blau, la dista`ncia dn de la definicio´ d’α. En verd, la dista`ncia entre els dos punts me´s propers
d’un cicle superestable.
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Aquest canvi l’u´nic que fa e´s centrar la para`bola al 0. Per tant, a partir d’ara e´s treballa amb la nova
f˜ (y) = (h ◦ f ◦ h−1)(y). Tot i aix´ı, per simplicitat ja que nome´s es tracta d’una translacio´, a partir d’ara
aquesta nova f˜ s’anomenara` f i a la variable es seguira` dient x .
Figura 12: Renormalitzacions
Amb la mateixa argumentacio´ anterior per la nova f , podem aplicar la idea de la renormalitzacio´. El
reescalament amb α, corresponent a la figura 12 seria el segu¨ent:






En resum, f s’ha renormalitzat prenent el seu segon iterat, reescalant x → x/α i desplac¸ant µ al
segu¨ent valor superestable. Aquesta “equacio´” e´s el precedent de l’equacio´ de punt fix que veurem me´s
endavant. Es pot apreciar que la funcio´ reescalada te´ la mateixa forma que la funcio´ original (figura 12).
Pero` com hem renormalizat un cop, tornem a tenir la forma del principi, si tornem a composar la funcio´
amb si mateixa, podem aplicar la mateixa lo`gica. Aix´ı, obtenim les segu¨ents aproximacions:
















Amb aixo`, Feigenbaum va portar el proce´s al l´ımit nume`ricament i va veure que convergia sempre que
α es tri¨ı correctament. De fet, veurem tambe´ la universalitat de la constant α.











La constant de Feigenbaum







∀n ∈ N. Es tracta d’una funcio´ amb un punt fix superestable. La funcio´ g0 e´s, per l’argument de la restriccio´
a intervals cada vegada me´s petits al voltant del seu ma`xim, el l´ımit universal dels iterats de f amb un
ma`xim quadra`tic. De fet, es pot comprovar nume`ricament que g0 de (6) e´s sempre la mateixa funcio´
independentment de la f triada. Per tant, el mateix proce´s es podria seguir amb el mapa del sinus i
s’arribaria al mateix resultat.
La funcio´ g0(x) e´s universal perque` nome´s depe`n del comportament de f a prop del ma`xim (en el cas
de l’aplicacio´ log´ıstica x = 1/2, o be´ 0 despre´s del canvi de variables). El que importa e´s la natura del
ma`xim. En aquest cas, e´s un ma`xim quadra`tic (e´s a dir f ′′µ (xmax) < 0). L’aspecte global de f es perd en el
proce´s i l’u´nic que sobreviu e´s l’ordre del ma`xim, e´s per aixo` que es troben diferents g0 per funcions amb
un ma`xim de grau diferent.
3.3 L’equacio´ de punt fix
Podem obtenir altres funcions gi (x) si comencem el proce´s amb f (x ,µ
s






























































































podem concloure que g∞, que s’anomena habitualment com g , e´s un punt fix de l’operador T :
g(x) = Tg(x).






E´s a dir, la funcio´ renormaliza en si mateixa. Aquesta equacio´ funcional es coneix com l’equacio´ de
Feigenbaum - Cvitanovic´, perque` concretament va ser descoberta per Pedrag Cvitanovic´ mentre discutia
amb Feigenbaum.
Aquesta e´s una equacio´ funcional per g(x) i el factor d’escala universal α. Ja no depe`n de f per si
mateixa.
L’equacio´ funcional no e´s complerta fins que especifiquem les condicions de contorn a g(x). Despre´s
del canvi d’origen, totes les funcions unimodals que s’han anat obtenint tenen un ma`xim en x = 0, per
tant, es necessita g ′(0) = 0 . A me´s, podem establir g(0) = 1 sense pe`rdua de generalitat. Aixo` nome´s
defineix l’escala de x : si g(x) e´s una solucio´ de (11), tambe´ ho e´s la funcio´ λg(x/λ) per la mateixa α.
Observeu que podem treure el valor de α a partir de g . En efecte, a x = 0 l’equacio´ funcional queda
g(0) = αg(g(0)).





Aixo` mostra que α esta` determinada per g . El grau de degeneracio´ del punt cr´ıtic de la funcio´ g e´s
invariable sota l’accio´ de T , e´s a dir, com que g te´ un ma`xim quadra`tic Tg tambe´, perque` g = Tg .
Per aixo`, la forma de les solucions de l’equacio´ funcional depe`n del grau de degeneracio´ del punt cr´ıtic.
Obviament, les solucions de l’equacio´ de punt fix g = Tg seran diferents segons si es busquen amb ma`xim
o m´ınim o (inclu´s) amb ma`xim o m´ınim degenerat. Tambe´ les constants α, δ.
El que veurem e´s que aquesta e´s la u´nica depende`ncia que tenen les funcions g respecte la nostra
aplicacio´ inicial f . Nosaltres ens restringirem al cas que f (i per tant g) tingui un ma`xim quadra`tic. Podeu
veure una llista de constants a [2].
Observacio´: La funcio´ g e´s suau i e´s una funcio´ en termes de x2. Aquesta afirmacio´ esta` demostrada
rigorosament al teorema 8.14 de [16]. Una idea intu¨ıtiva per entendre aquest fet e´s pensar que g, com e´s
unimodal, la forma me´s senzilla que pot tenir e´s g(x) = 1 + bx2. Pero` en aplicar l’operador T un cop,
com g e´s un punt fix, g = Tg = 1 + b′x2 + cx4. Com que T e´s pot aplicar de manera indefinida, g e´s
una funcio´ en termes de x2.
Amb aquestes especificacions, (11) te´ una solucio´ u´nica. La demostracio´ amb el teorema del punt fix
de Schauder, es fa a la seccio´ 4.
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3.4 La constant universal δ
L’operador T e´s un operador funcional definit en l’espai de les funcions anal´ıtiques. Com que g e´s el l´ımit
de la sequ¨e`ncia gi , podem linealitzar l’operador T al voltant del seu punt fix per veure la seva estabilitat.
Pero` es clar que T e´s inestable a g , perque` en termes de T , l’equacio´ (8) es pot escriure com
gi−1 = Tgi (13)
Llavors, per (10), per valors suficientment grans de i , gi e´s un punt arbitra`riament proper a g , pero` per
(13) les successives iteracions de gi per T s’allunyen de g fins que arriben a g0. Com d’inestable e´s T ?
Sigui H l’espai de Banach amb la norma del suprem de funcions anal´ıtiques reals (i.e. valors reals a
l’eix real) i fitades en un cert ve¨ınat complex de l’interval I = [−1, 1]. Sigui H∞ el subespai de H format
per les funcions que satisfan les condicions f (0) = 1, f ′(0) = 0 i f ′′(0) 6= 0.
Noteu que l’interval I = [−1, 1] no e´s el mateix d’abans. Aixo` e´s simplement un conveni perque` els
coeficients de g siguin sempre els mateixos i no s’hagin de realitzar canvis de variable entre diferents estudis.
Aixo` no e´s res nou, perque` ja s’ha fet anteriorment fixant g(0) = 1.
Es presenten ara dos proposicions de [16]: la primera per veure quina relacio´ hi ha entre δ i la funcio´
g , i la segona per entendre com els valors de µi de les funcions unimodals tendeixen a µ∞ amb rao´ δ−1.
Considerem primer les segu¨ents definicions:
Definicio´ 3.4.1. Sigui X un espai de Banach. Sigui f : U ⊂ X → U un difeomorfisme i p ∈ U un punt
fix hiperbo`lic. Donat ρ > 0, els conjunts estable i inestable locals de p, W sρ,loc i W
u
ρ,loc so´n




W uρ,loc(p) = {x ∈ Bρ(p)|f −k(x) ∈ Bρ(p), per tot k ≥ 0} =
⋂
k≥0
f k (Bρ(p)) .
Segons aixo`, el conjunt estable local de p per f e´s el conjunt inestable local p per f −1. Observi’s que
el conjunt estable i inestable depenen de ρ. Es pot veure que, de fet, aixo` no te´ importa`ncia i es poden
definir els conjunts estable i inestable de manera independent de ρ degut a la invaria`ncia de les varietats
estable i inestable. A me´s, els conjunts estan definits localment, pero` en certs casos es poden estendre
globalment.
Si f e´s un difeomorfisme de classe Cr i p un punt fix hiperbo`lic amb subespais invariants E s i Eu,
llavors, pel teorema de la varietat estable [10], existeix una varietat W sp,loc(p) de classe Cr tangent a E s en
p i invariant per f . De fet, es te´ que si q ∈W sp,loc(p), llavors
lim
k→∞
||f k(q)− p|| = 0
Noteu que aplicant el teorema a f −1, hom te´ l’existe`ncia i regularitat de la varietat inestable.
Les definicions anteriors de varietat estable i inestable so´n locals, pero` en aquest cas, a la proposicio´
3.4.3 els resultats so´n amb varietats globals.
Proposicio´ 3.4.2. Existeix un entorn U(g) del punt g a H∞ tal que T ∈ C∞(U(g),H∞). L’operador
DT (g) (la linealitzacio´ de T a g) e´s hiperbo`lic i te´ un subespai unidimensional estable i un subespai de
codimensio´ 1 inestable. El valor propi de DT (g) al subespai inestable e´s δ = 4.669...
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Figura 13: Esquema de l’espai on esta` definit l’operador T .
Sigui Σ0 ⊂ G la “superf´ıcie” formada pels mapes f tenint un punt fix x¯ ∈ [0, 1] satisfent f ′(x¯) = −1
2 3 i Sf (x¯) < 0
Proposicio´ 3.4.3. Una “varietat” inestable local definida en un ve¨ınat de g es pot estendre globalment
a una varietat inestable global W u(g) que creua transversalment la superf´ıcie Σ0; la “varietat” inestable
W u(g) esta` formada per mapes amb la derivada de Schwarz negativa 4.
Totes les demostracions de les proposicions 3.4.2 i 3.4.3 eren assistides per ordinador fins a l’aparicio´
de [13] al 1999.
Amb la universalitat de g i les proposicions anteriors es pot explicar el fenomen de la universalitat de
Feigenbaum. Al voltant de U(g) tenim el segu¨ent esquema (vegeu figura 13): Si la fam´ılia uniparame`trica
de funcions fµ, que significa una “corba” a l’espai de funcions, travessa transversalment la varietat estable
W s(g), llavors travessa les superf´ıcies T−n(Σ0) per a n suficientment gran. Els punts fµn d’interseccio´ de
2Recordem la proposicio´ 1.0.3
3Aqu´ı tornem a considerar les µ en comptes de µs per retornar a la definicio´ inicial de δ, pero` el proce´s e´s igual de les dues
maneres. De totes maneres, la superf´ıcie limit Σ∞ e´s la mateixa per les dues µ, perque` ambdues tenien el mateix limit (µ∞).
4Recordeu que aquesta condicio´ era equivalent a ser unimodal i C3.
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la fam´ılia fµ amb T
−n(Σ0) corresponen a bifurcacions de doblament de per´ıode de cicles de per´ıode 2n,
i el punt fµ∞ correspon al punt d’acumulacio´ del conjunt de valors de bifurcacio´. De la mateixa manera,
noteu que les interseccions de la varietat inestable W u(g) amb els Σi e´s gi . Per tant, per n gran, la
dista`ncia entre T−(n+1)Σ0 i W s(g) e´s, aproximadament, δ cops menor que la dista`ncia entre T−nΣ0 i
W s(g). Llavors, els valors de µ pels quals tenim una bifurcacio´ per la fam´ılia fµ satisfan la relacio´
µ∞ − µn ' c0δ−n (14)





µn+1 − µn = limn→∞
µ∞ − c0δ−n − µ∞ + c0δ−(n−1)









= δ = 4.699...
(15)
4. El punt fix
La primera demostracio´ de que existia solucio´ de l’equacio´ de Feigenbaum - Cvitanovic´ (11) va apare`ixer
l’any 1982 de la ma d’Oscar Eramus Lanford III5. Es tracta d’una prova assistida per ordinador. Dos anys
me´s tard, va publicar una altra prova, basada en el teorema del punt fix de Schauder, tot i que tambe´
utilitza fites obtingudes computacionalment. A la prova, no es demostra que el punt fix e´s hiperbo`lic. Es
presenten a continuacio´ els arguments de Lanford.
4.1 Introduccio´
A partir d’aquest punt s’utilitza la notacio´ de l’article del Lanford. Els canvis introdu¨ıts respecte els apartats
anteriors so´n:
• Es consideren mapes f de l’interval [-1, 1] en ell mateix, i que compleixen la condicio´ f (0) = 1
L’aplicacio´ log´ıstica va de l’interval [0, 1] en ell mateix i te´ un ma`xim a x = 12 , pero` es pot transformar
en una aplicacio´ d’aquest tipus:
f (x ,µ) = 1− µx2 (16)
Fent la composicio´ h ◦ f˜ ◦ h−1, amb f˜ = γy(1− y) l’aplicacio´ logistica, i y = h(x) = (γ4 − 12) x + 12
obtenim (16), amb µ = γ
2
4 − γ2 . Per tant, com el parametre γ de l’aplicacio´ log´ıstica estava a
l’interval [0,4], el nou para`metre µ del nou mapa (16) esta entre 0 i 2.
Aquesta nova aplicacio´ te´ les mateixes propietats que l’aplicacio´ log´ıstica (perque` el canvi realitzat
es un canvi af´ı).
5Lanford va publicar diferents articles relacionats amb el doblament de per´ıode i ha sigut una figura clau en el desenvolu-
pament de tota aquesta teoria. Va morir en 2013 despre´s d’una vida dedicada a les matema`tiques.
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• El para`metre α = −2.5 · · · s’expressa a la prova com − 1λ ≈ 0.40
• Cal recordar el para`metre µ que s’utilitza a la demostracio´ no te res a veure amb el que s’ha considerat
pre`viament.
Aix´ı doncs, l’objectiu e´s demostrar l’existe`ncia d’una solucio´ parell de l’equacio´ funcional de Feigenbaum-
Cvitanovic´
g(x) = − 1
λ
g(g(−λx)), g(0) = 1, (17)
amb
g ′′(0) < 0 i λ ≡ −g(1) > 0. (18)
Com ja s’ha dit a la seccio´ 3.4 es treballa en l’espai de funcions f parells que van de l’interval [-1, 1] en
ell mateix i que satisfan la condicio´ f (0) = 1, expressades com funcions de x2. Com que s’esta treballant
amb x2 com a variable independent, l’operador de renormalitzacio´ te la forma:








, λ ≡ −f (1) (19)
S’escriura`, per facilitar la notacio´ posterior, f¯ per referir-se a la imatge de f per l’operador funcional
T . Si es defineix µ per:
f ′(0) = −(1 + λ+ µ)
i s’escriu:
f0(x) ≡ 1− (1 + λ)x − µx(1− x),
f1(x) ≡ f (x)− f0(x),
(20)
llavors
f1(0) = f1(1) = f
′
1(0) = 0.
Per tant f1 esta un´ıvocament determinada per la seva tercera derivada. Es denota f
′′′
1 (x) = f
′′′(x)
per h(x). La tripleta (λ,µ, h) serviran com a coordenades per l’espai de mapes en el qual es treballara`.
Ba`sicament, h sera` una funcio´ anal´ıtica definida en un entorn complex de [0, 1], pero` per la majoria de
l’argument es pot prendre h com una funcio´ continua a [0, 1]. S’escriura` λ¯(λ,µ, h), µ¯(λ,µ, h), h¯(λ,µ, h)
per les coordenades de f¯ = Tf
La relacio´ que associa amb qualsevol funcio´ continua h en [0, 1] una u´nica funcio´ f1 tal que
f ′′′1 (x) = h(x) i f1(0) = f1(1) = f
′
1(0) = 0.




K (x , y)h(y)dy (21)
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amb nucli K (x , y), que e´s pot escriure expl´ıcitament (vegeu Seccio´ 4.2). Per simplificar la notacio´, l’ope-
rador (21) es denotara u´nicament per K , e´s a dir, s’escriura` f1 = Kh en comptes de (21). Llavors, la f
corresponent a la tripleta (λ,µ, h) e´s pot escriure com
f (x) = 1− (1 + λ+ µ)x + µx2 + Kh(x) (22)
Per tant, estem en la situacio´ segu¨ent:
(λ,µ, h) −→ f −→ f¯ = Tf −→ (λ¯, µ¯, h¯)
Com que l’operador de renormalitzacio´ T e´s expansiu en una direccio´, no hi ha cap ve¨ınat del punt
fix que sigui invariant per T . Per arribar a una situacio´ en que es pugui aplicar el teorema del punt fix
de Schauder, introdu¨ım un operador auxiliar amb un problema de punt fix equivalent pero` que admet
petits entorns invariants al voltant del punt fix que s’esta` buscant. Aquest operador nome´s actuara` sota la
coordenada h i sera` constru¨ıt de la segu¨ent manera:
• Primerament es mostra que, per a cada h en un domini adequat, el parell d’equacions
λ¯(λ,µ, h) = λ
µ¯(λ,µ, h) = µ,
te´ una u´nica solucio´ (λ∗(h),µ∗(h)) ≈ (0.4, 0.1). Per fer-ho, sutilitzara` el teorema de la funcio´
impl´ıcita.
• L’operador auxiliar es defineix per mapejar h cap a h∗ ≡ h¯(λ∗(h),µ∗(h), h). Per tant
h −→ (λ∗(h),µ∗(h), h) −→ f −→ f¯ = Tf −→ (λ∗(h),µ∗(h), h¯) −→ h¯. (23)
• Els punts fixos d’aquest operador corresponen a punts fixos de l’operador de renormalitzacio´.
Amb aixo`, l’objectiu e´s poder aplicar el teorema de Schauder:
Teorema 4.1.1. Sigui X un espai de Banach, i sigui C un conjunt no buit, tancat i convex de X . Sigui
F : C → C una aplicacio´ continua i compacta (i.e., la imatge de de conjunts fitats so´n conjunts relativament
compactes). Llavors F te´ un punt fix a C.
La demostracio´ d’aquest teorema la podeu trobar a l’ape`ndix 7.5. Per poder aplicar el teorema so´n
necessaris uns lemes te`cnics, que serviran per demostrar que l’operador auxiliar esta` ben definit. Es provara`:
Lema 4.1.2. Sigui h ∈ C, h : [0, 1]→ R que satistfa`
0 ≤ h(x) ≤ 0.32(1− 0.36x) per 0 ≤ x ≤ 1 (24)
Llavors existeix un u´nic parell (λ∗,µ∗) amb
0.396 ≤ λ∗ ≤ 0.4031, 0.09 ≤ µ∗ ≤ 0.16
tal que
λ¯(λ∗,µ∗, h) = λ∗
µ¯(λ∗,µ∗, h) = µ∗.
(25)
A me´s, λ∗ i µ∗ varien amb continu¨ıtat amb h.
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Aquest lema, que utilitza el teorema de la funcio´ impl´ıcita per demostrar l’existe`ncia de λ∗(h) i µ∗(h).
Aixo` assegura que l’operador auxiliar (23) esta` ben definit. L’objectiu a partir d’aqu´ı e´s definir el domini
d’aquest operador. Per aixo` s’utilitzen els segu¨ents lemes:
Lema 4.1.3. Si h satisfa` (24) i λ∗,µ∗ so´n com al lema 4.1.2, llavors h∗ ≡ h¯(λ∗,µ∗, h) tambe´ satisfa` (24).
Per δ >; 0, sigui Dδ el conjunt de nombres complexos a dista`ncia menor a δ de [0, 1].
Lema 4.1.4. Si δ e´s suficientment petit i h e´s anal´ıtica en Dδ satisfent (24), i
|h(z)| ≤ 0.32(1− 0.36|z |) en Dδ, (26)
llavors h∗ e´s anal´ıtica en D 3
2
δ i satisfa`
|h∗(z)| ≤ 0.32(1− 0.36|z |) en D 3
2
δ. (27)
La relacio´ h→ h∗ e´s continua des de l’espai de funcions anal´ıtiques a Dδ satisfent (24) i (26) a l’espai
de funcions anal´ıtiques a D 3
2
δ que satisfan (24) i (27), tots dos espais amb la topologia de la converge`ncia
uniforme.
Amb els lemes 4.1.2, 4.1.3 i 4.1.4, per poder aplicar el teorema del punt fix de Schauder (4.1.1) e´s
necessari veure que F e´s compacte, e´s a dir, que F (C ) e´s compacte (ja que un conjunt relativament
compacte i tancat en un espai de Banach e´s compacte).
Per veure que F (C ) e´s compacte necessitem el teorema d’Arzela-Ascoli:
Teorema 4.1.5. (D’Arzela-Ascoli)
Sigui K ⊂ R compacte i sigui F una fam´ılia de funcions reals cont´ınues sobre K . Llavors F e´s compacte.
i.e, de qualsevol successio´ d’elements de F se’n pot extreure una parcial uniformement convergent a un
element de F , sii F e´s tancat, equicontinu i puntualment fitat.
Per tant, en el nostre cas, resta veure l’equicontinu¨ıtat, e´s a dir, cal veure que:
∀ > 0 ∃δ > 0 tal que |f (x)− f (y)| <  si |x − y | < δ ∀x , y ∀f ∈ F (C ).
Amb el teorema del valor mig tenim
|f (x)− f (y)| ≤ |f ′(ξ)||x − y |.







z − z0 dz .







(z − z0)2 dz
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Com que podem fitar f , i γ e´s qualsevol corba, en particular podem triar una bola (aixo` e´s possible
perque` el domini D 3
2
δ e´s me´s gran que D i per tant sempre es pot agafar una bola per qualsevol punt de
D que es mantingui a D 3
2
δ), es te´ que





∣∣∣∣ dz ≤ M ′
Per tant f ′ fitada, llavors la fam´ılia e´s equicont´ınua, i temin la compacitat de F (C ) per poder aplicar
el teorema de Schauder.
Per tant, existeix un punt fix h∗ de l’aplicacio´ auxiliar, i per tant existeix un punt fix g de l’operador
de renormalitzacio´.
Llavors, es te´:
Teorema 4.1.6. Existeix una funcio´ g anal´ıtica definida en un entorn de [-1,1], parell, amb g(0) = 1, i
que satisfa`
g(x) = − 1
λ
g(g(−λx)).
A me´s, λ ≡ g(1) ∈ [0.396, 0.4031],
−2(1 + λ+ 0.16) ≤ g ′′(0) ≤ −2(1 + λ+ 0.09),
i, prenent g(x) = G (x2) (que es possible perque` g e´s parella),
0 ≤ G ′′′(x) ≤ 0.32(1− 0.36x) per 0 ≤ 1
Els lemes 4.1.2, 4.1.3 i 4.1.4 es proven a la subseccio´ 4.4, 4.5 i 4.6, respectivament. A la seccio´ 4.2
s’estableixen algunes propietats del nucli K (x , y) definit per (21), i en la seccio´ 4.3 es proven algunes
estimacions que despre´s s’utilitzen repetidament en altres seccions.
Durant la prova s’utilitzaran f ,λ,µ, h, f0, f1 tal com estan definides anteriorment. A me´s, s’assumeix
que λ i µ son nu´meros reals que satisfan
0.396 ≤ λ ≤ 0.4031; 0.09 ≤ µ ≤ 0.16, (28)
i h una funcio´ continua i definida, al menys, a [0,1], satisfent
0 ≤ h(x) ≤ 0.32(1− 0.36x). (29)
Observacio´: En el curs de la prova es necessita fer un nombre considerable d’estimacions nume`riques
concretes. Per agafar un exemple a l’atzar: a un punt, s’utilitza el fet que, si λ = 0.4031 i µ = 0.16,
llavors (1 + λ)λ2 + µλ2(1 − λ2) < 0.2498. Estimacions com aquesta van ser verificades amb l’ajut d’una
calculadora Hewlett-Packard HP-15C. Aquesta calculadora emmagatzema i manipula nu´meros en un format
de coma flotant amb deu decimals i dos d´ıgits per l’exponent; s’assumeix que nome´s calcula correctament
les operacions de suma, resta, i multiplicacio´ de dos operands pels quals el resultat pot ser representats
exactament en aquests formats. A la pra`ctica, aixo` significa que els resultats intermedis van ser arrodonits
(amunt o avall, depenent en el sentit de la desigualtat que s’ha de provar) a cinc d´ıgits abans de ser
multiplicat. Tambe´, els resultats de divisions van ser verificats multiplicant despre´s d’arrodonir. Agafant
l’exemple anterior:
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λ2 = 0.16248961 < 0.16249,
λ2(1− λ2) < 0.16249(1− 0.16249) = 0.1360869999 < 0.13609,
µλ2(1− λ2) < 0.16 · 0.13609 = 0.0217744 < 0.02178,
(1 + λ)λ2 < 1.4031 · 0.16249 = 0.227989719 < 0.22799,
(1 + λ)λ2 + µλ2(1− λ2) < 0.22799 + 0.02178 = 0.24977 < 0.2498.
Aquestes desigualtats nume`riques so´n, sens dubte, me´s acurades del que s’explicita aqu´ı, pero` com a
contrapunt es confia poc en la correctesa de la calculadora i es prenen aproximacions que no s’han vist
afectades pels problemes de l’aritme`tica finita.
4.2 El nucli K
Recordeu que K be definit per (21), i ens permet poder usar la coordenada h per poder definir f en el
sistema de coordenades (λ,µ, h). En aquesta seccio´ l’objectiu e´s mostrar algunes fites l’operador K .
Sigui θ(z) = 0 per z < 0 i θ(z) = 1 per z > 0. Es defineix la el nucli




θ(x − y)(x − y)2
2
, (30)
on θ(z) = 0 per z < 0 i θ(z) = 1 per z > 0.
Noteu que θ′(z) = 0 si x 6= 0, pero` θ no e´s derivable a x = 0. Tot i aix´ı, la funcio´ θ(z)z2 e´s derivable
dues vegades en z = 0. Per tant podem considerar
K ′(x , y) ≡ ∂K
∂x
= −x(1− y)2 + θ(x − y)(x − y),
K ′′(x , y) ≡ ∂K
′
∂x
= −(1− y)2 + θ(x − y).
(31)




K (x , y)h(y)dy (32)
Proposicio´ 4.2.1. Kh e´s la u´nica funcio´ derivable tres cops en [0,1] tal que









K ′′(x , y)h(y)dy (34)
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Demostracio´. Derivant sota el signe integral es demostra que Kh e´s dos cops diferenciable amb continu¨ıtat








per tant Kh e´s tres cops diferenciable i (Kh)′′′ = h(x). E´s immediat per les definicions que Kh(0) =
Kh(1) = 0, i per (33) es te´ que (Kh)′(0) = 0.
Per la segu¨ent proposicio´ s’escriu K ′+(x , y) = max{0, K ′(x , y)} per la part positiva de K ′(x , y) i
K ′−(x , y) = max{0,−K ′(x , y)} per la part negativa de K ′(x , y) (K ′′+(x , y) i K ′′−(x , y) respectivament per
K ′′(x , y)).
Proposicio´ 4.2.2. Siguin x , y ∈ [0, 1] dos punts qualssevol. Llavors,








K (x , y)(1− r · y)dy = −x2(1− x)[(1− r/4)− (r/4)x ]/6 ∀r ∈ R
4. K ′(x , y) ≤ 0 per x ≤ 1/2
























K ′′−(x , y)(1− r · y)dy ≤ 1/3− r/12 per 0 ≤ r ≤ 1.
Demostracio´. Fixem x , y ∈ [0, 1].
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1. Si x < y , el resultat e´s immediat a partir de 30. Si x > y









[(x − y) + x(1− y)][(x − y)− x(1− y)]
= −1
2
[(x − y) + x(1− y)]y(1− x) ≤ 0.
2. Aquest e´s un cas especial de 3.
3. Per la proposicio´ 4.2.1 (amb h = 1− rx). Comprovem:
• Kh(0) = Kh(1) = 0,
• Kh′(x) = (−2x + 3x2)[(1− r/4)− (r/4)x ]/6− (−x2 + x3)r/24
Per tant Kh′(0) = 0
• Calculem (Kh)′′(x) i (Kh)′′′ per veure (Kh)′′′ = h(x).
Kh′′ = (−2 + 6x)[(1− r/4)− (r/4)x ]/6− (−2x + 3x2)r/24− (−2x + 3x2)r/24
= (−2 + 6x)[(1− r/4)− (r/4)x ]/6− 2(−2x + 3x2)r/24.
Kh′′′ = 1− rx .
4. E´s immediat de la fo´rmula que K ′(x , y) ≤ 0 per x < y . Per x > y ,
K ′(x , y) = −x(1− y)2 + (x − y) = [2x − 1− xy ]y , (35)
que e´s negatiu si x ≤ 12
5. Avaluar K ′(x , y) en x = 1. La fo´rmula es valida per x > y .
6. Derivar la igualtat al ı´tem numero 2 i avaluar a x = 1/2
7. Calcular la integral usant 5, o be´ derivar la igualtat a l’´ıtem 3 i fer x = 1.
8. Per 4, el costat esquerre s’anul·la per x ≤ 12 , per tant nome´s cal considerar x > 1/2. Tambe´, per




x ≤ x , es pot ignorar la primera condicio´:
K ′+(x , y) = (2x − 1− xy)y per y < (2x−1)x i 0 altrament. Per tant:
1∫
0




(2x − 1− xy)ydy
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9. Per la definicio´ de K ′′(x , y),
K ′′+(x , y) =
{
0 per x < y




K ′′+(x , y)dy =
x∫
0
(2y − y2)dy = x2 − x3/3
10. De l’expressio´ obtinguda per K ′′+(x , y) a la prova de 9 (9) es te´
1∫
0
K ′′+(x , y)(1− r · y)dy = x [x − (1 + 2r)x2/3 + rx3/4].
El que s’ha de provar e´s
x [x − (1 + 2r)x2/3 + rx3/4] ≤ 2/3(1− 5r/8), per 0 ≤ r ≤ 4/7.
Com els dos costats de l’equacio´ son afins a r , e´s suficient en provar la desigualtat per dos valors.
Escollim r = 0 i per r = 4/7. Per r = 0 es redueix a x − x2/3 ≤ 2/3, que e´s immediat, i per r = 4/7
es redueix a x − 5x2/7 + x3/7 ≤ 3/7,, o 0 ≥ x3 − 5x2 + 7x − 3 = (x − 1)2(x − 3), que e´s tambe´
immediat.
11. De la fo´rmula de K ′′(x , y),
K ′′−(x , y) =
{
(1− y)2 per x < y








= (1− r)(1− x)3/3 + r(1− x)4/4 ≤ 1/3− r/12.
4.3 Algunes estimacions
A la segu¨ent proposicio´ es recullen algunes estimacions que s’utilitzaran repetidament. En aquesta seccio´,
de la mateixa manera que a l’anterior, x representa un punt general de [0,1]. Recordem (28):
0.396 ≤ λ ≤ 0.4031; 0.09 ≤ µ ≤ 0.16,
Proposicio´ 4.3.1. Si f definida com a (22), es te´:
1. f ′′(x) > 0.
32
2. 1.192 < −f ′(x) < 1 + λ+ µ ≤ 1.5631.
3. 0.7491 < f (λ2) < 0.7692.
4. 0.5611 < [f (λ2)]2 < 0.5917.
5. f (λ2x) ≤ 1− 0.2308x .
6. λ5(1 + λ+ µ)f (λ2x) < 0.016638(1− 0.2497x).
7. λ5(1 + λ+ µ)[f (λ2x)]2 < 0.016638(1− 0.4370x).
8. λ5(1 + λ+ µ)[f (λ2x)]3 < 0.016638(1− 0.5776x).
9. [f (λ2x)]2 ≥ 1− 0.5082x .
10. −f ′(x) < 1.4165 per x ≥ 0.5.
11. f ′′(λ2x) < 0.328.
Demostracio´. Sigui x ∈ [0, 1].
1. Utilitzant la proposicio´ 4.2.2, apartat 11,
f ′′(x) = 2µ+ (Kh)′′(x) ≥ 2µ− 0.32(1/3− 0.36/12) > 0.
2. Per 1 i per la proposicio´ 4.2.2, apartat 7,
1 + λ+ µ = −if ′(0) ≥ −f ′(x) ≥ −f ′(l) = 1 + λ− µ− 0.32(1/6− 0.36/12) > 1.192.
3.
f (λ2) = 1− (1 + λ+ µ)λ2 + µλ4 + Kh(λ2).
Degut a que, per la proposicio´ 4.2.2, apartat 1, Kh(λ2) ≤ 0, f (λ2) ≤ 1− (1 + λ)λ2 − µλ2(1− λ2).
L’expressio´ de la dreta es decreixent en µ i λ per separat, per tant s’aconsegueix una fita superior
amb λ = 0.396 i µ = 0.09, que proporciona
f (λ2) < 0.7692.
Per aconseguir una fita inferior, s’aplica la proposicio´ 4.2.2, apartat 3, per estimar
−Kh(λ2) ≤ 1/6λ2(1− λ2)(0.91− 0.09λ2) · 0.32. (36)
Anomenem M(λ) a la part dreta de (36). Si veiem que M(λ) e´s creixent, podrem establir una fita
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− 2 · 0.4031
1− 0.40312 −
2 · 0.09·
0.91− 0.09 · 0.40312 > 4.96− 0.991− 0.081 > 0,
per tant, M(λ) e´s creixent. Aix´ı, prenent λ = 0.4031 podem establir una fita superior de −Kh(λ2) i
obtenim −Kh(λ2) < 0.00106.
Llavors,
f (λ2) ≥ 1− (1 + λ)λ2 − µλ2(1− λ2)− 0.00106 > 0.7491.
4. Aquest apartat es dedueix de l’anterior elevant al quadrat.
5. Com que f e´s convexa,
f (λ2x) ≤ (1− x)f (0) + xf (λ2) = 1− (1− f (λ2))x ,
i, per 3, 1− f (λ2) > 1− 0.7692 = 0.2308.
6,7 i 8 Com a 5, f (λ2x) ≤ 1− (1− f (λ2))x i
1− f (λ2) = (1 + λ)λ2 + µλ2(1− λ2)− Kh(λ2) ≥ (1 + λ)λ2 + µλ2(1− λ2).
Si es defineix
q(λ,µ) = q ≡ (1 + λ)λ2 + µλ2(1− λ2),
el que s’ha provat es que f (λ2x) ≤ 1− qx .
Es vol veure que, per j = 1, 2, 3, la funcio´
λ5(1 + λ+ µ)(1− qx)j (37)
e´s decreixent en λ per una µ fixada, i e´s decreixent en µ per una λ fixada. Per veure que (37) e´s
decreixent en λ, el que veiem e´s que el logaritme de l’expressio´ en (37) e´s creixent. Per aixo`, derivant,










com que l’expressio´ a la dreta augmenta en j i en x (i l’expressio´ a l’esquerra no depe`n d’aquestes











Ja que per a tot λ ∈ [0.396, 0.4031] es te´
∂q
∂λ
= 2λ+ 3λ2 + 2µλ− 4µλ3 < 2λ+ 3λ3 + 2µλ < 1.5,
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De la mateixa forma, demostrant que (37) e´s creixent en µ es redueix a mostrar que
1














Tambe´ es te´ que
1






Per tant, es te´ una fita superior per λ5(1 + λ + µ)(1 − q)j evaluant λ = 0.4031,µ = 0.16. El
corresponent valor de q e´s major que 0.2497 i de λ5(1 + λ+ µ) e´s menor que 0.016638. Finalment
(1− 0.2497x)2 ≤ 1− q2x =⇒ q2 = 1− (1− 0.2497)2 > 0.4370

























[f (λ2x)]2 ≥ [f (0)]2 + x d
dx
[f (λ2x)]2|x=0
= 1− 2λ2(1 + λ+ µ)x ≥ 1− 0.5082
10 Per 1 i per la proposicio´ 4.2.2 apartat 6 es te´
−f ′(x) ≤ f ′(0.5) = 1 + λ− (Kh)′(0.5) ≤ 1.4031 + 0.32/24 < 1.4165
11 Per la proposicio´ 4.2.2 apartat 9 es te´
f ′′(λ2x) = 2µ+ (Kh)′′(λ2x) ≤ 2µ+ λ4(1− λ
2
3
) · 0.32 < 0.328
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4.4 Demostracio´ del lema 4.1.2
L’objectiu d’aquesta seccio´ e´s provar el lema 4.1.2. El primer pas e´s reduir el parell d’equacions
λ¯(λ∗,µ∗, h) = λ∗, µ¯(λ∗,µ∗, h) = µ∗ (40)





















)]2) · 2f (λ2x) · f ′ (λ2x)λ2) (0)
= −2λf ′(0)f ′(1)
perque`, recordem que f (0) = 1. Llavors
(Tf )′(0) = f ′(0) ⇐⇒ f ′(1) = − 1
2λ
.
Recordem que f ′(0) = −(1 + λ+ µ), llavors
(Tf )′(0) = −(1 + λ+ µ).
Per tant, si λ¯ = λ, es te´ µ¯ = µ, si i nome´s si f ′(1) = − 12λ , e´s a dir, si i nome´s si




Per tant, per resoldre (40), posem (41) a λ¯ i es resol l’equacio´ λ¯ = λ. La solucio´ e´s λ∗ i
µ∗ = 1 + λ∗ − 1
2λ∗
− (Kh)′(1).
Per γ un numero real, sigui Cγ la interseccio´ de la corba µ = 1 + λ − 12λ − γ amb el rectangle
{(λ,µ) : 0.396 ≤ λ ≤ 0.4032, 0.09 ≤ µ ≤ 0.16}. El que volem veure e´s que, per γ = (Kh)′(1),





(λ,µ, h) > 1;
∂λ¯
∂µ
(λ,µ, h) > 0
Com 1 +λ− 12λ − γ e´s creixent en λ, aixo` prova que λ¯(λ,µ, h)−λ e´s creixent en λ al llarg de Cγ , i llavors
s’anul·la com a ma`xim un cop al llarg d’aquest arc.
Lema 4.4.2.
0 ≤ (Kh)′(1) ≤ 0.0438.
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Lema 4.4.3. Si 0 ≤ γ ≤ 0.0438, Cγ interseca la frontera del rectangle {(λ,µ) : 0.396 ≤ λ ≤ 0.4032, 0.09 ≤
µ ≤ 0.16} dos cops, un cop (a prop del ve`rtex de baix a l’esquerra) al punt satisfent o be´ λ = 0.396,µ <
0.1334 o be´ λ < 0.3962,µ = 0.09, i un segon cop (a prop del ve`rtex de dalt a la dreta) a un punt que
satisfa` o be´ λ = 0.4031,µ > 0.1189 o be´ λ > 0.4024,µ = 0.16
Lema 4.4.4.
λ¯(0.396, 0.1334, h) < 0.396,
λ¯(0.3962, 0.09, h) < 0.3962,
λ¯(0.4031, 0.1189, h) > 0.4031,
λ¯(0.4024, 0.16, h) > 0.4024.
El lema 4.1.2 segueix immediatament d’aquest 4 lemes perque` pels lemes 4.4.1 i 4.4.4 es veu que
λ¯(λ,µ, h) < λ si o be´ λ = 0.396,µ ≤ 0.1334 o be´ λ ≤ 0.3862,µ = 0.09 i que λ¯(λ,µ, h) > λ si o be´
λ = 0.4031,µ > 0.1189 o be´ λ > 0.4024,µ = 0.16. Llavors, pels lemes 4.4.2 i 4.4.3, λ¯(λ,µ, h)− λ canvia
de signe al llarg de C(Kh)′(1) i per tant s’anul·la en algun punt d’aquest l’arc. Pel lema 4.4.1 no es pot
anul·lar me´s d’un cop. A me´s, com les desigualtats del lema 4.4.1 so´n estrictes, pel teorema de la funcio´
impl´ıcita la u´nica solucio´ λ∗,µ∗ de λ¯(λ,µ, h) = λ a C(Kh)′(1) varia cont´ınuament amb h






















































f (x) = 1− (1 + λ)x − µx(1− x) + Kh(x) =⇒ ∂f
∂λ







































[1− (1 + λ)a− µa(1− a) + Kh(a)] ,




. Com Kh(a) ≤ 0 (per la proposicio´ 4.2.2 apartat 1),
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[1− (1 + λ)a− µa(1− a)] .
L’expressio´ de la dreta e´s decreixent en λ i µ (per una a fixada). Tambe´ es te´ que e´s decreixent en a
(per la proposicio´ 4.3.1, apartat 4). Aix´ı, podem donar una fita superior de λ de 0.396, de µ de 0.09, i de














Per estimar el tercer terme de (44), s’utilitza
−f ′(λ2) ≥ −f ′(0.5) = 1 + λ− (Kh)′(0.5) ≥ 1 + λ ≥ 1.396
(per la proposicio´ 4.3.1 apartat 1 i per la proposicio´ 4.2.2 apartat 4), .f (a) > 1.92 (per la proposicio´ 4.3.1
apartat 2) , f (λ2) > 0.7491 (per la proposicio´ 4.3.1 apartat 4). Llavors
4f (λ2)f ′(a)f ′(λ2) > 4.98.
Com, finalment, l’ultim terme de (44) es no negatiu,
∂λ¯
∂λ


























[2f (λ2)(−f ′(a))λ2(1− λ2)− a(1− a)]
Ara −f ′(a) = 1 + λ− µ(2a− 1)− (Kh)′(a). Per la proposicio´ 4.2.2 apartat 8, (Kh)′(a) ≤ 0.326 < 0.0534 i
llavors, usant la proposicio´ 4.3.1 apartat 4,












[0.26− 0.25] > 0
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Demostracio´ del lema 4.4.2 . Per la proposicio´ 4.2.2 apartat 5 i apartat 7,
0 < (Kh)′(1) < 0.32(1− 0.36/2)/6 < 0.0438.
Demostracio´ del lema 4.4.3. Si 0 ≤ γ ≤ 0.0438, el gra`fic de µ = 1 + λ− 12λ − γ 6 creua la l´ınia λ = 0.396
a
µ = 1 + 0.396− 1
2 · 0.396 − γ < 0.1334
i la l´ınia horitzontal µ = 0.09 amb un valor λ < 0.3962 (ja que 1 + 0.3962− 1/(2 · 0.3962) − γ > 0.09).
Un d’aquests creuaments pertany a la frontera del rectangle (λ,µ) : 0.396 ≤ λ ≤ 0.4031, 0.09 ≤ µ ≤ 0.16.
De manera similar, el gra`fic creua la l´ınia vertical λ = 0.4031 per un valor de µ > 0.1189 i la linia
horitzontal µ = 0.16 al valor λ > 0.4024, i, un altre cop, un d’aquests creuaments pertany a la frontera
del rectangle.





































]2 − [f0(λ2)]2 = f1(λ2) [f (λ2) + f0(λ2)] ≤ 0
i f ′0(a˜) < 0, per tant, reescrivint (45) com






f ′0(a˜)(a− a0) (46)
es veu que el segon terme de la dreta es negatiu i el tercer terme es positiu, per tant es procedeix a fitar
cada un dels termes.







Per la proposicio´ 4.3.1 apartat 4, 0.5611 < a < 0.5917, per tant el costat dret de (47) e´s creixent en
a en aquest interval. Per tant, si prenem a = 0.5917 i λ = 0.396 a (47), s’aconsegueix la fita superior
6En aquest apartat, l’article de Lanford conte´ un error de signe, ja que ho escriu aix´ı µ = 1 + λ + 1
2λ
− γ, en comptes
d’utilitzar un signe − com es presenta a dalt. Tot i aix´ı, e´s un simple error de transcripcio´, perque` els resultats so´n correctes
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Per estimar el tercer terme de la dreta de (46) primer cal remarcar que, per la proposicio´ 4.3.1 apartat
4, tant a com a0 estan entre 0.5611 i 0.5917, per tant aixo` tambe´ es compleix per a˜. Llavors, per la
proposicio´ 4.3.1 apartat 10, −f ′0(a˜) < 1.4165. Tambe´ es te´, per l’apartat 3 de la mateixa proposicio´, que
f0(λ
2) i f (λ2) so´n menors a 0.762, per tant,
[
f (λ2) + f0(λ
2)
]





[0.91− 0.09λ2] · 0.32.




Amb aixo` s’estableix que
λ¯(λ,µ, 0)− 0.1651 < λ¯(λ,µ, h) < λ¯(λ,µ, 0) + 0.00572.
Llavors, per provar, per exemple λ¯(0.4031, 0.1189, h) > 0.4031 e´s suficient amb provar λ¯(0.4031, 0.1189, 0)−
0.01651 > 0.4031, i de la mateixa manera pels altres tres enunciats del lema 4.4.4. Les estimacions reque-
rides amb h = 0 han sigut establides computacionalment a [12].
4.5 Demostracio´ del lema 4.1.3
L’objectiu d’aquesta seccio´ e´s provar el lema 4.1.3. Per tant, podem assumir que λ i µ so´n les λ∗ i µ∗
del lema 4.1.2. Per la majoria de l’argument no es necessita utilitzar aquest fet, nome´s cal suposar (28) i
(29) sobre λ,µ i h, i per aixo`, en aquest casos, no s’utilitzara el s´ımbol ∗. Arribats a cert punt, pero`, sera`
convenient utilitzar la identitat
f ′(1) = − 1
2λ
, (48)
que s’ha mostrat a la seccio´ 4.4, com a consequ¨e`ncia de de λ = λ∗,µ = µ∗.
Per aquesta seccio´, s’introdueix la notacio´
a(x) ≡ [f (λ2x)]2 ; (49)
noteu que no es tracta d’una constant com s’ha utilitzat anteriorment a la seccio´ 4.4. Tambe´ s’escriura`
f¯ per Tf .
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Si es deriva f¯ es te´
h¯(x) = f¯ ′′′(x) = 8λ5[f (λ2x)]3[−f ′(λ2x)]3h(a(x))
+ 2λ5f (λ2x)[−f ′(a(x))]h(λ2x)
+ 12λ5f (λ2x)[−f ′(λ2x)]3f ′′(a(x))
+ 12λ5[f (λ2x)]2[−f ′(λ2x)]f ′′(λ2x)f ′′(a(x))
− 6λ5[−f ′(λ2x)][−f ′(a(x))]f ′′(λ2x).
(50)
Com que f (λ2y),−f ′(y) i f ′′(y) son no negatius a [0, 1] per la proposicio´ 4.3.1, tots els termes
en l’expressio´ (50) son positius excepte l’ultim. Es demostrara` que h¯(x) ≥ 0 provant que la suma del
tercer i l’ultim terme de l’expressio´ ja es positiu. Per fer-ho, noteu que com f ′′′ ≥ 0 (per hipo`tesi),
f ′′(a(x)) ≥ f ′′(λ2), per la proposicio´ 4.3.1 apartat 9 i (28) perque`
f ′′(a(x)) ≥ f ′′(λ2x) ⇐⇒ a(x) ≥ λ2x ⇐⇒ 1− 0.5082x ≥ 0.17x ∀x ∈ [0, 1], (51)
i tambe´, com f ′′ ≥ 0 per la proposicio´ 4.3.1 apartat 1, −f ′(λ2x) ≥ −f ′(a(x)), perque` es tracta de la
desigualtat de (51) multiplicada per −1. Llavors
12λ5f (λ2x)
[−f ′(λ2x)]3 f ′′(a(x))− 6λ5 [−f ′(λ2x)] [−f ′(a(x))] f ′′(λ2x)
≥ 6λ5 [−f ′(λ2x)]2 f ′′(a(x)){2 [−f ′(λ2x)] f (λ2x)− 1} .
Utilitzant un altre cop que f ′′ ≥ 0, es te´ que −f ′(λ2x) ≥ −f ′(0.5) ≥ 1 + λ (per la proposicio´
4.2.2 apartat 4, la contribucio´ de h a −f ′(0.5) es positiva). Tambe´, per la proposicio´ 4.3.1 apartat 3,
f (λ2x) ≥ f (λ2) > 0.7491. Llavors,
2[−f ′(λ2x)]f (λ2x)− 1 > 2 · 1.396 · 0.7491− 1 > 0.
Amb aixo` ja es te´ que h¯ ≥ 0.
Per tant, prenent (50) i utilitzant
f ′′(a(x)) = 2µ+ (Kh)′′(a(x))
en el tercer i quart termes de la dreta i
f ′′(λ2x) = 2µ+ (Kh)′′(λ2x)
en el cinque` terme. Expandint i reagrupant, es te´
h¯(x) =8λ5[f (λ2x)]3[−f ′(λ2x)]3h(a(x))
+ 2λ5f (λ2x)[−f ′(a(x))]h(λ2x)
+ 12µλ5
{
2f (λ2x)− [−f ′(λ2x)]3 − [−f ′(λ2x)] [−f ′(a(x))]}
+ 24µλ5f ′′(λ2x)[−f ′(λ2x)][f (λ2x)]2
+ 12λ5f (λ2x)[−f ′(λ2x)]{[−f ′(λ2x)]2 + f (λ2x)f ′′(λ2x)} (Kh)′′(a(x))
− 6λ5[−f ′(λ2x)][−f ′(a(x))](Kh)′′(λ2x).
(52)
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Anomenem a quests sis termes a de la dreta com T1, ..., T6 respectivament. Per tal de fitar h¯, es




Utilitzem que −f (λ2x) ≤ 1 + λ + µ, per la proposicio´ 4.3.1 apartat 2. Tambe´ es te´, per l’apartat 8




< 0.016638(1 − 0.5776x). Aix´ı mateix, per
l’apartat 9 de la mateixa proposicio´, es te´ que a(x) ≥ l −O.5082x . Combinant aquestes desigualtats
amb l’obtinguda del lema 4.1.2:
h(x) ≤ 0.32(1− 0.36x),
es te´













Per la proposicio´ 4.3.1 apartat 10 es te´ que −f ′(a(x)) < 1.4165. Per l’apartat 5 de la mateixa
proposicio´ es te´ que f (λ2x) ≤ 1− 0.2308x . Aix´ı mateix, pel Lemma 4.1.2 i per (28) es te´
h(λ2x) ≤ 0.32(1− 0.36λ2x) = 0.32(1− 036 · 0.40312x) = 0.32(1− 0.0564x)
Llavors, considerem el producte
(1− 0.2308x)x(1− 0.0564x) ≤ (1− cx)
on
c = 1− (1− 0.2308)(1− 0.0564) > 0.2741.
Llavors,





2f (λ2x)− [−f ′(λ2x)]3 − [−f ′(λ2x)] [−f ′(a(x))]}
Amb la proposicio´ 4.3.1 apartat 1 i amb (48) es te´:
−f ′(a(x)) ≥ −f ′(1) = 1
2λ
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Si s’utilitza que −f ′(λ2x) ≤ 1 + λ + µ (per l’apartat 2 de la proposicio´ anterior) i que f (λ2x) ≤
1− 0.2308x (per l’apartat 5 de la mateixa proposicio´), es te´ que
T3 ≤ 12µλ4(1 + λ+ µ)
{




La part de la dreta de l’equacio´ es creixent en λ i en µ, aix´ı que es pot aconseguir una fita superior
substituint per λ = 0.4031 i per µ = 0.16 (per (28)). Aixo` ens dona
T3 < 0.11653− 0.03602x .
4.
T4 = 24µλ
5f ′′(λ2x)[−f ′(λ2x)][f (λ2x)]2
S’utilitza que f ′′(λ2x) < 0.328 per la proposicio´ 4.3.1 apartat 11. Tambe´ es te´ que −f ′(λ2x) ≤
1 + λ+ µ per l’apartat 2 de la mateixa proposicio´. Aix´ı mateix, per l’apartat 7, es te´






T4 < 0.02096(1− 0.4307x).
5.
T5 = 12λ
5f (λ2x)[−f ′(λ2x)]{[−f ′(λ2x)]2 + f (λ2x)f ′′(λ2x)} (Kh)′′(a(x))
Per la proposicio´ 4.2.2 apartat 10, i per la definicio´ (49) de a(x),





Per la proposicio´ 4.3.1 apartat 2 es te´ que −f ′(λ2x) ≤ 1 +λ+µ. Tambe´, per la mateixa proposicio´,
apartat 8, es te´ que
λ5(1 + λ+ µ)[f (λ2x)]3 < 0.016638(1− 0.5776x).
Llavors, prenent f (λ2x) ≤ 1, per l’apartat 4 de la proposicio´ 4.3.1, i amb f ′′(λ2x) < 0.328 per la
mateixa proposicio´ apartat 11, es te´
T5 < 0.09149(1− 0.5776x).
6.
T6 = −6λ5[−f ′(λ2x)][−f ′(a(x))](Kh)′′(λ2x)
S’utilitza que
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per la proposicio´ 4.2.2 apartat 11. Tambe´ es te´
−f ′(a(x)) < 1.4165
per la proposicio´ 4.3.1 apartat 10. Aix´ı mateix, per l’apartat 2 de la mateixa proposicio´ es te´ que
−f ′(λ2x) ≤ 1 + λ+ µ. Per tant, utilitzant la fita de λ de (28) es te´








Aix´ı doncs, amb totes les estimacions anteriors, es te´
h¯(x) <0.06661(1− 0.2917x) + 0.00965(1− 0.2714x) + 0.11653− 0.03602x
+ 0.02096(1− 0.4370x) + 0.09149(1− 0.5776x) + 0.01373
<0.319− 0.12x
<0.32(1− 0.36x).
4.6 Demostracio´ del lema 4.1.3
En aquesta seccio´ s’utilitza la notacio´ de la seccio´ anterior (recordem a(x) ≡ [f (λ2x)]2 ), pero` tambe´
s’assumeix, a me´s, que h e´s anal´ıtica en un ve¨ınat complex de [0, 1].
Per c ∈ [0, 1] es te´ ∣∣∣∣ ddx a(x)
∣∣∣∣ = ∣∣2λ2f (λ2x)f ′(λ2x)∣∣ ≤ 2λ2(1 + λ+ µ) < 0.508.
Assumim que h es anal´ıtica a Dδ i satisfa`
|h(x)| < 0.32(1− 0.36|x |) (53)
al domini Dδ. Llavors, donat δ suficientment petit, a(x) (que es anal´ıtic a D δ
λ2
) satisfa`∣∣∣∣ ddx a(x)
∣∣∣∣ ≤ 23 a D 32 δ ⊂ D δλ2 (54)
per tant, per y ∈ [0, 1],
|a(x)− a(y)| ≤ 2
3
|x − y | < δ
i llavors a(x) envia D 3
2






e´s anal´ıtica a D 3
2
δ. A partir d’ara s’assumeix que δ es suficientment petita i llavors (54) deriva de (53). Es
vol demostrar que fent δ me´s petit es pot garantir que
|h¯(x)| < 0.32(1− 0.36|x |) a D 3
2
δ. (55)
El ca`lcul (50) e´s valid tant per x reals com per x complexes. Les estimacions de (52) mostren que la
suma dels u´ltims tres termes de la dreta de (50) (o, el que e´s el mateix T3 + T4 + T5 + T6 en la notacio´
de (52) esta acotada per 0.24272− 0.09802x per x ∈ [0, 1]. Aquests quatre termes inclouen f i les seves
dues derivades, i h, que esta fitat per (53), per tant es pot garantir, prenent δ petit, que
|T3 + T4 + T5 + T6| < 0.24273− 0.09802x per x ∈ D 3
2
δ
Noteu que s’ha afegit un a l’ultim digit del terme constant de la dreta, per garantir que la fita.
Fitar T1 i T2 requereix un argument diferent. Per definicio´,
T1 = 8λ
5[f (λ2x)]3[−f ′(λ2x)]3h(a(x))
A la seccio´ 4.5 s’ha estimat
8λ5[f (λ2x)]3[−f ′(λ2x)]3 < 0.32522(1− 0.5776x) a [0, 1]
Utilitzant (53) en f ′′′ es veu que si δ e´s suficientment petita
|8λ5[f (λ2x)]3[−f ′(λ2x)]3| < 0.32523(1− 0.5776|x |) a D 3
2
δ
A me´s, a(x) > 1 − 0.5082x a [0, 1] per la proposicio´ 4.3.1 apartat 9 i llavors, si δ e´s suficientment
petita |a(x)| > 0.9999− 0.5083|x | a D 3
2
δ. Per tant:
|h(a(x))| < 0.32(1− 0.36|a(x)|)
≤ 0.32(1− 0.36(0.9999− 0.5083|x |))
≤ 0.20482 + 0.05856|x |
Llavors
|T1| ≤ 0.20482 · 0.32523 + (0.058556 · 0.325323− 0.187853 · 0.2048115)|x |
≤ 0.066616(1− 0.2916|x |) a D 3
2
δ
De la mateixa manera, i aplicant tambe´ (53), es te´
|T2| < 0.009651(1− 0.2740|x |) a D 3
2
δ.
Combinant totes les fites anteriors es te´




La constant de Feigenbaum
com es volia demostrar.
La continu¨ıtat de l’aplicacio´ h → h∗ e´s immediata per la fo´rmula (50) per h¯ i per la depende`ncia
continua de λ∗ i µ∗ en h.
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5. El ca`lcul de la constant
5.1 Me`tode directe
Per calcular la constant δ, Feigenbaum va proposar al 1978 [6], al seu primer article sobre la constant,
un me`tode iteratiu basat en el me`tode de Newton. Ell ho va calcular amb funcions del mateix tipus que
l’aplicacio´ log´ıstica, pero` no va utilitzar aquesta u´ltima. En aquest treball pero`, es treballa amb l’aplicacio´
log´ıstica. El me`tode que mostrarem tambe´ es troba explicat en me´s detall a [3].
La tasca de trobar δ e´s basa en trobar les µ, i despre´s simplement fer el quocient per obtenir δ. Com
s’ha dit anteriorment, es treballa amb les µs per la seva ra`pida converge`ncia. Aix´ı doncs, la inco`gnita de
les funcions que s’utilitzaran a partir d’ara e´s la variable µ, perque` la variable x te´ valor x0 =
1
2 perque` per
definicio´ de cicle superestable, el cicle ha de contenir el ma`xim de la funcio´, i caldra` calcular f 2
n
(x0, µ˜),
amb µ˜ una aproximacio´ de la µsn, que s’obte´ amb el me`tode de Newton. S’ha de tenir en compte que no
cal composar la funcio´ f , sino´ que nome´s cal calcular x2n+1 = f
2n(x0, µ˜), que te´ un cost incomparablement










Per explicar millor l’algorisme, considerem la sequ¨encia de polinomis:




Noteu que els polinomis estan definits recursivament aplicant l’aplicacio´ log´ıstica, on a fa el paper de
µs . Per tant, amb aquest esquema, si j = 2n, la funcio´ fµ te´ un j - cicle superestable si i nome´s si el
polinomi pj(a)− 12 = 0










per i = 1, 2, 3... (56)
on ak = µ
s
kUtilitzant recursivament la derivada com:
p′j(a) = pj−1(a)(1− pj(a)) + a(1− 2pj(a))p′j−1(a) per j = 1 : 2k
El procediment e´s equivalent a fer:












(No s’inclouen els sub´ındex de les µ’s a causa de les restriccions d’espai, perque` s’hauria d’incloure
l’´ındex de la iteracio´ a la µsn que s’esta` calculant).
Per realitzar les iteracions s’han de tenir en compte algunes consideracions. Primer, que s’ha de triar
be´ l’aproximacio´ inicial de µ˜, perque` sino´ no convergeix a la µsn que s’espera. Aixo` e´s degut al fet que
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l’aplicacio´ log´ıstica e´s cao`tica i per valors me´s grans de µ∞ podem tenir feno`mens inesperats. E´s per aixo`
que la nova µ˜ s’aproxima inicialment per la fo´rmula
µ˜k = µ˜k−1 +
µ˜k−1 − µ˜k−2
δ˜k−1
per k = 2, 3...
(en aquest cas k denota les iteracions), on δ˜k−1 e´s la millor aproximacio´ de δ que s’ha obtingut fins al




O de la mateixa manera en l’esquema de polinomis que hem fet:
a0k = ak−1 +
ak−1 − ak−2
δ˜k−1
per k = 2, 3...
Un altre factor important a tenir en compte a l’hora de programar l’algorisme e´s tenir en compte la
necessitat de precisio´ estesa, ja que la converge`ncia a µ∞ e´s geome`trica i les µ s’apropen molt ra`pidament.
A me´s, aixo` dificulta el ca`lcul de δ, perque` es produeixen cancel·lacions ra`pidament.
El primer objectiu va ser superar la precisio´ amb la qual Feigenbaum va fer els ca`lculs (va calcular δ
amb 13 decimals correctes i per aconseguir-ho va haver d’utilitzar una precisio´ de 29 xifres per les µ )7.
Els primers intents de ca`lcul que s’han realitzat en aquest treball van ser en Matlab i en C++, pero` van
resultar relativament infructuosos, a causa de la no utilitzacio´ de precisio´ estesa. E´s per aixo` que es van
intentar millorar els resultats utilitzant precisio´ estesa al Matlab. Els resultats obtinguts so´n:
Aproximacio´ nu´mero 3 e´s 4.708943013540505
Aproximacio´ nu´mero 4 e´s 4.680770998010697
Aproximacio´ nu´mero 5 e´s 4.662959611114100
Aproximacio´ nu´mero 6 e´s 4.668403925918400
Aproximacio´ nu´mero 7 e´s 4.668953740967623
Aproximacio´ nu´mero 8 e´s 4.669157181328844
Aproximacio´ nu´mero 9 e´s 4.669191002485096
Aproximacio´ nu´mero 10 e´s 4.669199470547726
Aproximacio´ nu´mero 11 e´s 4.669201134601043
Aproximacio´ nu´mero 12 e´s 4.669201509513552
Aproximacio´ nu´mero 13 e´s 4.669201587522386
Noteu que la numeracio´ dels resultats comenc¸a en 3 degut a que el ca`lcul de δ nome´s e´s possible amb
3 valors de µ, per tant el primer resultat s’imprimeix quan es troba µs3. Degut a que el cost computacional
de l’algorisme e´s exponencial, arriba un punt en que no val la pena seguir perque` els resultats triguen massa
a millorar. A me´s Feigenbaum diu al seu article que va aconseguir els seus resultats en “uns pocs minuts”.
7Feigenbaum va utilitzar un superordinador CDC 6600, que va ser l’ordinador me´s ra`pid del mo´n entre els anys 1964 i 1969,
i podia treballar a 40 MHz
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Per tant, aquest resultat, tot i ser millor que l’anterior, segueix sense ser satisfactori, perque` encara no es
van aconseguir els resultats de Feigenbaum.
El segu¨ent intent que es va realitzar va ser utilitzar una llibreria de precisio´ estesa per C, pero` va resul-
tar molt complicada d’utilitzar, per tant es va optar per treballar amb PARI/GP. PARI/GP e´s un sistema
d’a`lgebra computacional dissenyat per a ca`lculs ra`pids en la teoria de nombres, que permet utilitzar preci-
sio´ arbitraria. Aquest llenguatge va resultar ser molt me´s ra`pid que Matlab, i es van obtenir els resultats
segu¨ents:
3 4.7025880437737211481259475140350807011 done in 0 ms.
4 4.7169333828736794961033701069257010295 done in 0 ms.
5 4.6334624872278954374770829791798964143 done in 0 ms.
6 4.6684132488614060095246241202456845144 done in 0 ms.
7 4.6689462924053415845641065545101368297 done in 0 ms.
8 4.6691569544828085753176591314108455118 done in 0 ms.
9 4.6691910024850841660760830285836836856 done in 0 ms.
10 4.6691994705477254736275831111789125749 done in 0 ms.
11 4.6692011346010422352056100041666080025 done in 0 ms.
12 4.6692015095135523273461985874926944300 done in 0 ms.
13 4.6692015875223855075747022726758048725 done in 15 ms.
14 4.6692016045121851859714945929339298216 done in 16 ms.
15 4.6692016081159352225771651390433446012 done in 31 ms.
16 4.6692016088920690973749020640047368393 done in 63 ms.
17 4.6692016090577589360884197866090341651 done in 93 ms.
18 4.6692016090933106890796519949932855303 done in 203 ms.
19 4.6692016091009166170318624557074503684 done in 407 ms.
20 4.6692016091025465839804305519075808041 done in 798 ms.
21 4.6692016091028955480847510021077554207 done in 1688 ms.
22 4.6692016091029703009570014747996005991 done in 3234 ms.
23 4.6692016091029863088150040311948878920 done in 6375 ms.
24 4.6692016091029897374207135004007377108 done in 12892 ms.
25 4.6692016091029904723850937841648900958 done in 26031 ms.
La durada d’aquest ca`lcul va ser de menys d’un minut, per tant es van millorar els resultats obtinguts per
Feigenbaum tant en temps com en d´ıgits decimals correctes, perque` la millor aproximacio´ de Feigenbaum
va ser δ = 4.66920160910. Aquest resultat s’aconsegueix, en el nostre cas, en menys d’un segon, mentre
que en menys d’un minut la millor aproximacio´ en aquest ca`lcul e´s δ ≈ 4.669201609102990.
La millora d’aquests resultats nome´s e´s possible augmentant la precisio´ dels ca`lculs. Per tant, vam
passar d’utilitzar 38 xifres significatives a utilitzar-ne 57. Amb aixo` vam aconseguir millorar els resultats
en les segu¨ents iteracions:
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3 4.70258804377372114812594751403508070122808697 done in 0 ms.
4 4.71693338287367949610337010692570102953267988 done in 0 ms.
5 4.63346248722789543747708297917989643025149084 done in 0 ms.
6 4.66841324886140600952462412024568443344336145 done in 0 ms.
7 4.66894629240534158456410655451013676103072336 done in 0 ms.
8 4.66915695448280857531765913141084565542709944 done in 0 ms.
9 4.66919100248508416607608302858368609638200488 done in 0 ms.
10 4.66919947054772547362758311117898267065040003 done in 0 ms.
11 4.66920113460104223520561000416642875390571187 done in 0 ms.
12 4.66920150951355232734619858749423704663131323 done in 0 ms.
13 4.66920158752238550757470227263861686224923519 done in 15 ms.
14 4.66920160451218518597149459294099617025921697 done in 16 ms.
15 4.66920160811593522257716513885853698758351491 done in 31 ms.
16 4.66920160889206909737490206806374123621695657 done in 47 ms.
17 4.66920160905775893608841983606926396660116662 done in 109 ms.
18 4.66920160909331068907965159127987235694975835 done in 203 ms.
19 4.66920160910091661703186753510308817990440329 done in 422 ms.
20 4.66920160910254658398034633352797212937120988 done in 814 ms.
21 4.66920160910289554808535257360393632282559288 done in 1641 ms.
22 4.66920160910297030095467548428658256928512109 done in 3297 ms.
23 4.66920160910298630882039863006095225603021592 done in 6658 ms.
24 4.66920160910298973745117233308210663205026827 done in 13140 ms.
25 4.66920160910299047172968950958870097646717722 done in 26219 ms.
26 4.66920160910299062899327275841575669721889456 done in 52579 ms.
27 4.66920160910299066267386995261607385618664483 done in 105156 ms.
28 4.66920160910299066988727767936710719529189872 done in 210375 ms.
29 4.66920160910299067143216189225835595655568904 done in 421203 ms.
30 4.66920160910299067176302962587496336731598237 done in 842345 ms.
Amb aquest ca`lcul es van aconseguir 18 decimals correctes, e´s a dir, δ ≈ 4.669201609102990671 si
trunquem, o be´ δ ≈ 4.6692016091029906718 si arrodonim (guanyem una xifra decimal correcte). L’u´ltima
iteracio´ va durar 842345 ms, e´s a dir, aproximadament 14 minuts, per tant, la segu¨ent hauria durat gairebe´
mitja hora., ja que es trivial comprovar a partir dels temps impresos que cada iteracio´ requereix el doble de
temps que l’anterior. Aixo` e´s degut al fet que a cada iteracio´ es realitzen 2n operacions (vegeu 14).
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Figura 14: Cost de l’algorisme en escala logaritmica
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6. Conclusions i treball futur
6.1 Conclusions
Durant aquest treball s’han presentat un dels primers exemples d’aplicacio´ amb e`xit de les te`cniques de
renormalitzacio´. Aquestes te`cniques s’han aplicat en aquesta memo`ria per la deduccio´ de l’equacio´ de punt
fix de Feigenbaum-Cvitannovic´. El punt fix d’aquest operador, aix´ı com els valors propis de la linealitzacio´
de l’operador en el punt fix donen lloc a una definicio´ intr´ınseca de les constants α i δ. Aquesta deduccio´,
que en un principi es fa de manera heur´ıstica, es referma mitjanc¸ant dues proposicions que proven que la
teoria de renormalizacio´, tal com la va aplicar Feigenbaum, e´s correcta. Aixo` ha perme`s comprendre la
universalitat de les constants α i δ. Com qualsevol nova teoria, estudiar-la i comprendre-la permetra` el
desenvolupament de nous resultats al camp de les matema`tiques i de la cie`ncia en general.
L’equacio´ de punt fix no es resol de manera esta`ndard ja que l’operador T , dedu¨ıt mitjanc¸ant la teoria
de la renormalitzacio´, no satisfa` les hipo`tesis del teorema del punt fix de Banach (tot i estar definit entre
espais de Banach). Per solucionar aquest entrebanc, primer s’ha definit un nou sistema de coordenades que
ens ha perme`s demostrar les propietats necessa`ries sobre l’operador T (en concret, sobre el conjunt imatge)
per poder aplicar el teorema de punt fix de Shauder. Aquest teorema ha estat estudiat en profunditat i
s’ha inclo`s una demostracio´ a l’ape`ndix. A me´s a me´s, ha estat necessari fer u´s del teorema de la funcio´
impl´ıcita, el teorema d’Arzela`-Ascol´ı i la fo´rmula integral de Cauchy.
Aix´ı mateix, s’ha implementat amb e`xit un algorisme pel ca`lcul de la constant δ en diversos llenguatges
de programacio´: C++, Matlab i PARI/GP. Dels intents realitzats, el llenguatge PARI/GP ha resultat ser el
me´s eficient amb molta difere`ncia. Amb aquest llenguatge s’han obtingut resultats millors que els presentats
per Feigenbaum a [6] o Briggs a [3], tant en temps com en nombre de xifres decimals, aconseguint un total
de 18 xifres correctes. De tots els treballs o articles que l’autor ha trobat on s’utilitza aquest me`tode, cap
tenia resultats tan bons. Tambe´ es va pensar a utilitzar altres me`todes de ca`lcul basats en l’expansio´ en
se`rie de pote`ncies de la funcio´ universal g , pero` es van descartar per falta de temps.
6.2 Treball futur
En el futur, aquest treball es podria completar amb l’estudi dels articles que no utilitzen aproximacions
nume`riques, com [13]. Aix´ı mateix, existeixen me´s algorismes pel ca`lcul de la constant de Feigenbaum,
basats en l’aproximacio´ de la funcio´ g per se`ries. Un dels u´ltims e´s [15], que resol l’equacio´ de punt fix
amb una expansio´ de g amb polinomis de Txevishev, i resulta molt me´s eficient que una expansio´ en se`rie
de Taylor.
Tambe´ queda la porta oberta a l’estudi d’altres casos on s’ha aplicat la renormalitzacio´, i la teoria que
s’ha desenvolupat en aquest camp. Un d’aquests casos pot ser el mapa d’Henon, on tambe´ apareix la
constant de Feigenbaum.
A me´s, tambe´ existeix la possibilitat d’estudiar l’aparicio´ de la constant de Feigenbaum experimental-




Els codis utilitzats en aquest treball es poden trobar a GitHub o be´ a la direccio´ web https://github.
com/mi2354/Feigenbaum-Constant, per poder descarregar-los. A continuacio´ es detallen. L’estructura
dels codis e´s semblant, i l’algorisme que utilitzen e´s el mateix, pero` tenen diferencies en els formats de
sortida.
7.2 C++
Aquest codi, com ja s’ha explicat pre`viament, va resultar poc u´til perque` la quantitat de bits necessa`ria per
fer els ca`lculs no va ser suficient, pero` precisament per aixo` va ajudar a comprendre les dificultats del ca`lcul.
Aquest codi, a diferencia dels altres, emmagatzemava les δi i les µ
s
i que s’anaven obtenint. Aquest codi
tambe´ realitza me´s iteracions del me`tode de Newton de les necessa`ries perque` no va ser fins posteriorment
que es va veure que no es necessitaven tantes.
#i n c l u d e <i o s t r e a m>
#i n c l u d e <cmath>
#i n c l u d e <v e c t o r>
u s i n g namespace s t d ;
t y p e d e f l o n g d o u b l e l d ;
v o i d p r i n t v e c t o r ( v e c t o r<ld> v ) {
i n t n = ( i n t ) v . s i z e ( ) ;
f o r ( i n t i = 0 ; i < n ; ++i ) cout << v [ i ] << e n d l ;
}
v e c t o r<ld> c a l c u l a t e d e l t a s ( v e c t o r<ld> v ) {
i n t n = ( i n t ) v . s i z e ( ) ;
v e c t o r<ld> d e l t a ( n−2) ;
f o r ( i n t i = 0 ; i < n−2; ++i ) {
d e l t a [ i ] = ( v [ i +1]−v [ i ] ) /( v [ i +2]−v [ i +1]) ;
}
r e t u r n d e l t a ;
}
i n t main ( ) {
cout . p r e c i s i o n ( 1 6 ) ;
i n t n r e a l = 1 2 ; // numero d ’ i t e r a c i o n s
i n t n = n r e a l + 2 ; // n r e a l mus o b t i n g u d e s + 2 a p r o x i m a c i o n s
i n i c i a l s
v e c t o r<ld> mu( n+1, 0) ;
v e c t o r<ld> a l p h a ( n+1, 0) ;
mu [ 1 ] = 2 ;
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mu [ 2 ] = 1 + s q r t ( 5 ) ;
l d d = 4 ;
f o r ( i n t k = 3 ; k <= n ; ++k ) { // exponent 2ˆ k
l d a = mu[ k−1] + (mu[ k−1] − mu[ k−2]) /d ; // a p r o x i m a c i o
i n i c i a l de mu
l d r e s ; l d d e r ;
f o r ( i n t i = 0 ; i < 2 ; ++i ) { // # i t e r a c i o n s Newton
r e s = 0 . 5 ; d e r = 0 ;
i n t n c o m p o s i t i o n s = pow ( 2 , k−1) + 1 ;
f o r ( i n t j = 2 ; j <= n c o m p o s i t i o n s ; ++j ) {
d e r = r e s ∗(1− r e s ) + a∗(1−2∗ r e s ) ∗ d e r ;
r e s = a∗ r e s ∗(1− r e s ) ;
}
a = a − ( r e s −0.5) / d e r ;
}
mu[ k ] = a ;
}
v e c t o r<ld> r e a l m u ( n r e a l +1) ;
f o r ( i n t i = 0 ; i <= n r e a l ; ++i ) r e a l m u [ i ] = mu[ i +2] ;
cout << ”mus o b t i n g u d e s : ” << e n d l << e n d l ;
p r i n t v e c t o r ( r e a l m u ) ;
v e c t o r<ld> d e l t a ( ( i n t ) r e a l m u . s i z e ( ) − 2) ;
d e l t a = c a l c u l a t e d e l t a s ( r e a l m u ) ;
cout << e n d l << ” d e l t a s o b t i n g u d e s : ” << e n d l << e n d l ;
p r i n t v e c t o r ( d e l t a ) ;
}
7.3 Matlab
Aquest codi e´s essencialment com l’anterior, pero` utilitza la funcio´ vpa del Matlab que permet determinar
el numero de bits assignats a algunes variables. Aquesta funcio´ va permetre aproximar la constant molt
millor, pero` a costa de perdre molt me´s temps, ja que el codi va resultar molt lent. Es per aixo` que a
l’ultima l´ınia de codi es calcula el temps que triga.
En aquest codi no es guarden els valors de δi , pero` si els de µ
s
i
c l c ;
c l e a r a l l ;
s t a r t t i m e = c l o c k ;
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a0 = 2 ; a1 = 1 + s q r t ( 5 ) ; d = 4 ;
mu( 1 ) = a0 ;
mu( 2 ) = a1 ;
f o r k = 3 : 1 5
a = a1 + ( a1−a0 ) /d ; %aprox i n i c i a l
f o r i = 1 : 2
r e s = 0 . 5 ; d e r = 0 ;
f o r j = 2 : 2 ˆ ( k−1)+1
d e r = r e s ∗(1− r e s ) + a∗(1−2∗ r e s ) ∗ d e r ;
r e s = a∗ r e s ∗(1− r e s ) ;
end
a = a − ( r e s −0.5) / d e r ;
end
%d = ( a1−a0 ) /( a−a1 ) ; %aprox ima f i n s a 4.669198941237705
d = ( vpa ( a1 )−vpa ( a0 ) ) /( vpa ( a )−vpa ( a1 ) ) ; %aprox ima f i n s a
4.669201587522386 , que c l a r a m e n t m i l l o r
f p r i n t f ( ’ A p r o x i m a c i n m e r o %u %.15 f \n ’ , k , d o u b l e ( d ) ) ;
a0 = a1 ; a1 = a ;
mu( k ) = a ;
end
e n d t i m e = c l o c k ;
t o t a l t i m e = e n d t i m e − s t a r t t i m e ;
7.4 PARI/GP
Degut a que els resultats en Matlab eren lents, es va decidir utilitzar el software PARI/GP, especialitzat en
ca`lculs algebraics i de precisio´ arbitraria. Els resultats van millorar enormement als del Matlab en velocitat,
i per tant, en nombre d’iteracions i nombre de digits aconseguits.
n = 3 0 ; /∗ number o f i t e r a t i o n s ∗/
\p 45 /∗ p r e c i s s i o n ∗/
mu = v e c t o r ( n ) ;
a0 = 2 ; a1 = 1 + s q r t ( 5 ) ; d = 4 ;
mu [ 1 ] = a0 ;
mu [ 2 ] = a1 ;
{
f o r ( k = 3 , n ,
a = a1 + ( a1−a0 ) /d ;
f o r ( i = 1 , 2 ,
r e s = 0 . 5 ; d e r = 0 ;
f o r ( j = 2 ,2ˆ( k−1)+1,
d e r = r e s ∗(1− r e s ) + a∗(1−2∗ r e s ) ∗ d e r ;
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r e s = a∗ r e s ∗(1− r e s ) ;
) ;
a = a − ( r e s −0.5) / d e r ;
) ;
d = ( a1−a0 ) /( a−a1 ) ;
t ime=g e t t i m e ( ) ;
p r i n t ( k , ” ” , d , ” done i n ” , t ime , ” ms . ” ) ;
a0 = a1 ; a1 = a ;




Es presenta la demostracio´ del teorema del punt fix de Schauder (4.1.1). Aquesta demostracio´ ha sigut
extreta de [1].
Abans de demostrar el teorema es necessiten algunes definicions i lemes.
Sigui X un espai de Banach amb la norma del suprem.








ti = 1, ti ≥ 0
}





per tots els convexos Cj que contenen F .









tx + (1− t)y =
n∑
i=1
(tti + (1− t)si )xi
Com
∑n
i=1(tti + (1− t)si ) = 1, es te´ que tx + (1− t(y ∈ con(F ).
Per tant, con(F ) = Cj0 per algun j0. Aix´ı, Cj ⊂ con(F ). El cas ⊃ es demostra per induccio´ sobre
xi .
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Proposicio´ 7.5.2. Projeccio´ de Schauder
Sigui K un subconjunt compacte d’un espai de Banach X . Llavors, donat  > 0, existeix un subconjunt
finit F ⊂ X i una funcio´
P : K → con(F )
tal que per cada x ∈ K tenim
d(x , P(x)) = ||x − P(X )|| < 




− d(x , xi ), x ∈ B(xi , )
0, x /∈ B(xi , )
Es clar que φi (x) es continua per x ∈ K . Tambe´ es te´
m∑
i=1
φi (x) > 0
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Amb aixo` ja podem provar el teorema de Schauder 4.1.1. Recordem l’enunciat:
Teorema de Schauder Sigui X un espai de Banach, i sigui C un conjunt no buit, tancat i convex de
X . Sigui f : C → C una aplicacio´ continua i compacta (i.e., la imatge de de conjunts fitats so´n conjunts
relativament compactes). Llavors f te´ un punt fix a C.
Demostracio´. f (C ) e´s relativament compacte, per tant K = f (C ) e´s compacte. Per cada  > 0 existeix
un subrecobriment finit de boles de radi  centrades en els punts de F = {x1, ..., xn} ⊂ X (noteu que n
depe`n de )
Hem de veure que existeix x0 ∈ C tal que
|x0 − f (x0)| < .
Considerem l’aplicacio´
g := P ◦ f ,
g envia C a con(F ) i per tant, si restringim g a con(F ), com C e´s convex, con(F ) ⊂ C , tenim que
g : con(F )→ con(F ). Pel teorema del punt fix de Brouwer (com con(F ) e´s compacte, convex i de dimensio´
finita), existeix x0 ∈ con(F ) tal que g(x0) = x0. Llavors
|x0 − f (x0)| = |g(x0)− f (x0)| = |P(f (x0))− f (x0)| < ,
on l’u´ltim pas e´s possible per la proposicio´ 7.5.2. Per tant existeix un punt x¯ ∈ C tal que x¯ = f (x)
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Es presenta la demostracio´ del teorema 1.0.3. Aquesta demostracio´ ha sigut extreta de [5].
Per demostrar el teorema necessitem primer un lema:
Lema 7.5.3. Sigui fλ una fam´ılia uniparametrica de funcions tal que fλ0(x0) = x0 i f
′
λ0
(x0) 6= 1. Llavors
existeix un interval I al voltant de x0 i N al voltant de λ0, i una funcio´ suau p : N → I tal que p(λ0) = x0
i fλ(p(λ)) = p(λ). A me´s, fλ no te´ me´s punts fixos a I






λ0(x0)− 1 6= 0.
Pel teorema de la funcio´ impl´ıcita, existeixen intervals I al voltant de x0 i N al voltant de λ0, i una
funcio´ suau p : N → I tal que p(λ0) = x0 i G (p(λ,λ) = 0 per tot λ ∈ N. A me´s G (x ,λ) 6= 0 tret de
x = p(λ).
Demostracio´ del teorema 1.0.3. Sigui G (x ,λ) = f 2λ − x . En aquest cas, no es pot aplicar directament el
























(0,λ) x = 0
































= f ′λ0(0) · f ′λ0(0)− 1
= 0
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Per tant, pel teorema de la funcio´ impl´ıcita, existeix una funcio´ suau p(x) definida en un entorn de 0
que satisfa` p(0) = λ0 i H(x , p(x)) = 0. En particular,
1
x
G (x , p(x)) = 0
per x 6= 0, per tant x e´s un punt de per´ıode 2 per fp(x). A me´s, pel lema 7.5.3, fp(x)(x) 6= x .
La derivada de Schwarz esta relacionada amb la funcio´ p(x) de la demostracio´, pero` aquesta part no
s’ha inclo`s perque` requereix de teoria extra que no s’utilitza en la resta del treball. Podeu trobar tots els
detalls a [5].
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