Let G be a connected graph of order n with vertex set V (G). A subset S ⊆ V (G) is an (a, b)-dominating set if every vertex v ∈ S is adjacent to at least a vertices in S and every v ∈ V \ S is adjacent to at least b vertices in S. The minimum cardinality of an (a, b)-dominating set of G is the (a, b)-domination number of G, denoted by γ a,b (G). There are various results about upper bounds for γ a,b (G) when G is regular or a and b are small numbers.
Introduction

Problem statement
In a graph G with vertex set V (G) and edge set E(G), the open neighborhood of a vertex v is N (v) = {u ∈ V (G) : uv ∈ E(G)}. The degree of v, denoted by d(v), is the cardinality of N (v). Let δ(G) (∆(G)) be the minimum (maximum) degree of vertices of G and G is r-regular if d(v) = r for all v ∈ V .
For positive integers a and b, an (a, b)-dominating set of G is a subset S ⊆ V (G) such that every vertex v ∈ S is adjacent to at least a vertices in S and v ∈ V (G) \ S is adjacent to at least b vertices in S The minimum cardinalities of (a, b)-dominating sets is denoted by γ a,b (G). The special cases of when (a, b) is one of the following pairs (k, k), (k − 1, k) are respectively called k-tuple total, k-tuple dominating numbers in the literature.
Related works and our results
Domination in graphs is now well studied in graph theory and the literature on this subject has been surveyed and detailed in the two books by Haynes, Hedetniemi, and Slater [2, 3] . Dominating sets are of practical interest in several areas. The complexity of the domination problem also has been well-studied in the literature, see [4] . The hardness of approximation of the domination problem has also been extensively investigated in the literature, see [6, 8, 9, 10] .
While determining the exact value of γ a,b (G) is not easy, many studies focus on their upper bounds [12, 10, 8, 9] . Here, we present some known upper bounds.
Let G 14 be the Heawood graph (or, equivalently, the incidence bipartite graph of the Fano plane) on 14 vertices shown in Figure 1 . In [13] , Henning and Yeo proved some theorems about strong transversal in hypergraphs and then as an application of their hypergraph results they proved the following theorem. Theorem 1.1. [13] If G = G 14 is a connected graph of order n with δ(G) ≥ 3, then γ 2,2 (G) ≤ 
. Then, we have the following theorem from [5] .
m , then we have the following theorem from [14] .
If k is a positive integer and G is a graph of order n with δ > k ≥ 1, then
Also, we have the following results from [1] .
If G is an r-regular graph of order n which is not the incident graph of a projective plane of order r − 1, then γ r−1,r−1 (G) ≤ r(r−1)−1 r(r−1) n. If G is the incidence graph of a projective plane of order r − 1 then, γ r−1,r−1 (G) = r(r−1) r(r−1)+1 n = 2r(r − 1). Theorem 1.5. If G is an r-regular graph of order n which is not a Moore graph of degree r and diameter 2 then γ r−1,r (G) ≤
2 Upper bound for (a, b)-domination number using Turán's Theorem
In this section, we present our approach for computing an upper bound for (a, b)-domination number of a given graph G with δ(G) ≥ max{a, b}. For a given graph G, we construct another graph G with the same set of vertices with the following property. For any independent set A of vertices for G , V (G) \ A is an (a, b)-dominating set for G. So, our goal is to compute a lower bound for the independence number of G . First, we recall Turán's Theorem.
Theorem 2.1. Let G be any graph with n vertices, such that G is K r+1 -free. Then, the number of edges in G is at most
Now, we present the following lemma which follows from Turán's theorem to show that a graph with few edges has a large independence number and hence gives us an upper bound for the (a, b)-domination number of G.
Lemma 2.1. Let G be a graph with n vertices and at most αn edges, where α > 0 is a fixed number. Then, the independence number of G is at least n 2α+1 .
Our first application of this idea is the following theorem. The first part of the theorem was stated in Henning and Yeo in [13] before, but here we give a much simpler proof.
Proof. We construct a graph G from G as follows. The vertices of G are the same as G. When δ(G) ≥ 3, for each vertex v, choose three of its neighbors and join each pair of them with three edges (see Figure 2 ). This way we get a graph of at most 3n edges. In any independent set A of G , for each vertex v, there exists at least 2 neighbors of v not in A, for example in Figure 2 at most one of the vertices u, w or t can be in A. Therefore, V \ A is a (2, 2)-dominating set for G.
According to Lemma 2.1, the independence number of G is at least
, for each vertex v choose 4 of its neighbors arbitrarily and join them with 2 disjoint edges (see Figure 3 ). This way we get a graph G of at most 2n edges.
For any independence set A of G , V (G) \ A is a (2, 2)-dominating set for G, because for any vertex v, at least two of its 4 chosen neighbors are not inside A. By Lemma 2.1, the independence numebr of G is at least This idea can be applied for k-tuple total dominating number as well.
Theorem 2.3. If G is a graph with minimum degree at least k + 1 and n vertices, then
k(k+1)+1 n and if the minimum degree is at least 2k then γ k,k (G) ≤ Proof. Similar to the previous case, for each vertex v, we choose k + 1 neighbors and connect every pair of them with
edges. The union of all these edges makes a graph G with at most
n edges, so by Lemma 2.1 G has an independent set A of size at least 1 k(k+1)+1 n and hence V (G) \ A, forms a (k, k)-dominating set of size at most
When δ ≥ 2k, for each vertex choose 2k of its neighbors and join them with k disjoint edges. The union of all these edges makes a graph G with at most kn edges and hence by Lemma 2.1 G has an independent set A of size at least 
which is
2d+2 . So, we will get the following theorem Theorem 2.4. If G is a graph with minimum degree
Theorem 2.5. If G is a graph with n vertices and minimum degree δ ≥ 3 such that at least half of vertices have degree at least 4, then γ 2,2 (G) ≤ 5 6 n.
Proof. The graph G is built by vertices of G and for any vertex of degree 3 all three neighbors are joined by three edges and for a vertex of degree bigger than 3, only two disjoint edges between two pairs of neighbors are added. As before a complement of an independent set for G is a (2, 2)-dominating set for G. G has at most 3n − is an (a, b) -dominating set for G. By Lemma 2.1, a graph with bn edges has an independent set of size at least 1 2b+1 n vertices and the first part of the theorem is proved. If G has an spanning (b − a)-regular subgraph, then one can use that subgraph for the b − a edges for each vertex adjacent to that vertex and therefore the number of edges of G is at most (a + b−a 2 )n = a+b 2 n and the independent set has a size of at least 1 a+b+1 n vertices and the second part is proved as well. To prove the last part, notice that existence of a spanning 1-regular subgraph of G is equivalent to existence of a perfect matching for G.
3 Upper bound for (a, b)-domination number using Lovász local lemma
In this section, we give a probabilistic method to compute upper bounds for (a, b)-domination number of graphs. Our idea is to choose some vertices randomly as the (a, b)-dominating set of G. Using this method we can improve previous results in some special cases. Suppose that we use N colors to color the vertices of G, such that each vertex v i has one of the colors of c 1 , c 2 , .., c N with probability 1/N . Then, there are at least n/N of the vertices with the same color, suppose red, we select all the vertices except vertices with color red as a possible (a, b)-dominating set. Now, we want to show that the probability that the selected vertices form an (a, b)-dominating set is greater that 0, which means there is a coloring that the selected vertices form an (a, b)-dominating set for G.
Suppose that we choose all the colors except red as an (a, b)-dominating set, then if all the vertices with color red have at least b neighbors with colors other than red and all the vertices with color other than red have at least a neighbors with colors other than red, this means that each selected vertex has at least a neighbors that are selected and each vertex that is not selected has at least b neighbors that are selected. This implies that the selected vertices form an (a, b)-dominating set.
Now we want to show that there exists an integer number N such that if we randomly color the vertices of G with N colors, then there exists a coloring of vertices that if we select all the vertices except the vertices with an arbitrary color, this selected set is an (a, b)-dominating set. Note that we wish to minimize N . First, we present Lovász local lemma, Lemma 3.1. Let A 1 , A 2 , ..., A n be a sequence of events such that each event occurs with probability at most p and such that each event is independent of all the other events except for at most d of them. If epd ≤ 1, then there is a nonzero probability that none of the events occurs.
According to our coloring, let A i be an event such that if v i is not selected in our dominating set, then v i has less than b neighbors with color other than the color of v i and if v i is selected in our dominating set, then v i has less than a neighbors with color other than the color of vertices that are not selected in our dominating set. Then, for each
On the other hand, each event A i depends on it's neighbors and neighbors of it's neighbors. Which means A i depends on at most r 2 of the events. So, if eP r 2 ≤ 1, then there is a nonzero probability that none of the events occurs, which means all the selected vertices have at least a neighbors in the selected vertices and the vertices that are not selected have at least b neighbors in the selected vertices. In Table 1 , we have calculated the minimum value of N to compute upper bounds for various values of r, a and b. For a given N ≥ 2, the eP r 2 is a fraction that its numerator is a polynomial in r and its denumerator is exponential in r. So, there exists r 0 > 0 such that if r ≥ r 0 , then eP r 2 < 1.
Note that in our computation we have assumed that the graph G is regular. It can be easily seen that for arbitrary graphs with minimum degree δ and maximum degree ∆, in calculating P (A i ) instead of r we can use δ and each P (A i ) depends on at most ∆ 2 of the vertices. So, for the cases when the graph is not regular we can use this formula again. 
