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Soient G un groupe algebrique reductif dCployC sur un corps k, T un tore 
maximal decompose de G, N son normalisateur, et Nk , Tk les groupes de 
points rationnels sur k de N, T. Les structures de Tk et de W = N,IT, 
(groupe de Weyl) sont bien connues. Le but de cette serie d’articles est 
d’etudier l’extension 1 -+ TI, ---f Nk -+ W + 1. Nous nous proposons 
notamment de determiner dans une deuxieme partie les cas oh cette exten- 
sion se decompose et, plus gCnCralement, dans tous les cas, les sous-groupes 
minimaux W’ de Nk tels que Nk = W’ . T, . A propos de l’hypothese de 
deploiement de Gnotons que les resultats de [Z] (en particulier le theoreme 7.2) 
permettent, dans une certaine mesure, de ramener l’etude du normalisateur 
d’un tore decompose maximal d’un groupe reductif quelconque a celle du 
normalisateur d’un tore maximal decompose d’un groupe deploy& 
L’un des resultats de cette premiere partie, qui fait l’objet du theoreme 4.3, 
est, en substance, une definition de Nk par generateurs et relations. DCpouillC 
de la terminologie un peu encombrante du paragraphe 3, ce resultat, d’ailleurs 
fort Clementaire (il est pratiquement independant des resultats, un peu plus 
difficiles, du paragraphe 2), peut se resumer comme suit. Soient Z et Z” 
l’ensemble des racines et un systeme de racines simples de G. Dans Te sont 
definis des elements d’ordre 2 (ou Cventuellement I), traditionellement appeles 
les h, , en correspondance canonique avec les elements de Z (les h, ne sont pas 
tous distincts; en particulier, h, = h-,). D’autre part, a toute paire (01, /?} 
de racines simples est associe un entier ma, (l’order du produit des reflexions 
associees ?I 01 et /3). Alors, on peut trouver dans Nk des elements a, (CI E Z”) 
tels que Nk soit engendre par TI, u {a,}, et defini par les relations definissant 
Th et les relations suivantes, oh r, designe la reflexion par rapport a la racine OL 
(cette reflexion est un Clement de W, dont I’action sur Tk est supposee 
connue) : 
(1) tZZ=h 01 01 (a E ‘P); 
(2) u,ta,l = r&) (t~T,cr~zO); 
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Si on exclut le cas de la caracteristique 2, le groupe engendre par les a, 
depend seulement du systeme de racines de G (avec son plongement dans le 
groupe des caracteres de T) et non du corps k; nous l’appelons le groupe de 
Weyl &endu du systeme de racines en question. Dans le cas simplement 
connexe, il n’est autre que le groupe des points entiers de N. Au no 4.6, nous 
en donnons une presentation par generateurs et relations (dans le cas simple- 
ment connexe seulement, mais le passage au cas gerkral ne presente aucune 
difficuld). Notons ici que ce groupe a CtC etudie, independamment, par M. 
Demazure, qui en donne aussi, dans [3], une presentation par generateurs et 
relations, voisine de la nbtre, mais obtenue par une voie differente. 
Supposons toujours, pour eviter des complications techniques, que G 
soit simplement connexe. Le groupe de Weyl Ctendu est alors une extension 
du groupe de Weyl ordinaire W par un groupe abelien de la forme (Z/2Z)z, 
oh I = card Z” est le rang semi-simple de G. Ce fait resulte aposteriori de la 
theorie des groupes algebriques deploy&; par contre, il n’apparait pas tout 
de suite dans la definition du groupe par generateurs et relations (il resulte 
immediatement de celle-ci que le groupe est extension de W par un groupe 
de la forme (Z/22)“’ avec I’ < 1, mais l’g independance D des aa2, qui entraine 
1’CgalitC I = I’, est moins Cvidente). Ceci est vrai aussi pour d’autres pro- 
priCtCs du groupe de Weyl etendu jouant un role dans la theorie des groupes 
deploy&, par exemple pour l’existence de sous-groupes cycliques d’ordre 4, 
en correspondance canonique avec les paires de racines oppodes, et permutes 
entre eux par les automorphismes inttrieurs. 11 peut &tre interessant de 
donner de ces proprietes des demonstrations directes, independantes de la 
theorie des groupes algebriques; cela devient m&me indispensable si on 
veut-comme nous nous proposons de le faire par ailleurs [6]-utiliser les 
proprietes en question dans une demonstration d’existence des algebres de 
Lie semi-simples complexes. La recherche de telles demonstrations a priori 
de certaines proprietes des groupes de Weyl Ctendus est B l’origine de notre 
paragraphe 2, qui se place toutefois a un point de vue sensiblement plus 
gCnCra1. A toute matrice de Coxeter 1M (correspondant ou non a un systeme 
de racines), nous associons un groupe de Coxeter t!tendu qui peut &tre defini, 
en bref, comme l’extension (universehe, du groupe de Coxeter W(M) associe 
a M, de noyau abelien, et possedant un systeme gCnCrateur verifiant (3). 
Notre principal resultat (no 2.5) affirme que le noyau de cette extension 
est un groupe abelien libre possedant un systeme generateur en correspon- 
dance bijective canonique avec l’ensemble des tt reflexions o de W(M). 
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0. NOTATIONS 
0.1. Soient x, y  des ClCments d’un groupe et n un entier positif. On posera 
“y = x(y) = xyx-1, (x, Y) = vx-lY-l, 
?z 
prod (n; y, x) = G = produit de 7~ facteurs alternativement 
Cgaux Fi x et y, en commenFant par la 
droite, 
X” =prod(co;x,y) = 1. 
0.2. Soit (1) -+ Y -+ Z A X + (1) une suite exacte de groupes, avec Y 
commutatif. Alors, X opke naturellement sur Y et si x E X, y  E Y, on notera 
encore “y = x(y) le transform6 de y  par x, dCfini par “y = zyz-1, oti z if-l(x). 
0.3. Le transformCf(x) d’un ClCment x d’un ensemble par une application 
f  sera parfois not& fz . 
0.4. Nous nous donnerons une fois pour toute un ensemble 1, et nous 
noterons I le groupe libre engendrk par I. Les &ments de I seront appelks 
mots. Un mot i E I sera dit positzy s’il est un produit d’C1Cments de I; le 
nombre de ces ClCments, not6 Z(i), est la Zonguew du mot (l’expression ne 
sera utiliske que pour i positif). 
0.5. Nous nous donnerons aussi une matrice M = ((mij)) (i,j EI), dont 
les lignes et les colonnes sont indexkes par I, et dont les coefficients 
mij E N+ U {co} satisfont aux relations suivantes 
mij = (resp. >) 1 si i = (resp. +) 1. 
Une telle matrice est dite de Coxeter. 
1. GROUPE DE COXJITFX 
1.1. DEFINITION. Le groupe de Coxeter de type M, ou associt! A M, est le 
quotient du groupe libre I par le plus petit sous-groupe distinguk contenant 
les Clkments 
(gjyu 
pour tous i, j E I. On le notera W = W(M) et on dksignera par r l’application 
canonique de I dans W. Ainsi, W est d&hi par le sysdme gCnCrateur 
r(l) = {Y$ ( i EI} et les relations 
(rirjp = 1 (i,jEI). 
Notons que, pour i = j, cette relation devient rsa = 1. 
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1.2. %FLEXIONS. Un Clement de W est une ~@exio~~ s’il est conjugue ?I 
l’un des ri. L’ensemble des reflexions sera note S. Les elements de r(l) 
sont les repexions fondamentales. 
1.3. MOTS. Un mot positif i E I sera dit minim& (relativement B M) s’il 
n’existe aucun mot j E I tel que Z(j) < Z(i) et r(j) = r(i). 
Soit i = iliz ... i, un mot positif de longueur m. Pour tout entier stricte- 
ment positif K < m, posons 
sk = r(il **a ikpl) * yin * r(i, **. i&-l. 
La suite de reflexions s1 = ri, , ss , ..*, s, sera dite associke au mot i. 
Donnons une interpretation geometrique de cette notion, qui pow-a aider 
a la comprehension des nos suivants. Supposons pour fixer les idles, et bien 
que ce ne soit pas essentiel, que I = card I soit fini. D’apres [5J, il existe 
une representation lineaire fiddle W -+ GL( Y) de W dans un espace vectoriel 
reel Y de dimension Z, et un cone simplicial ouvert C dans Y, tels que les 
yi soient represent& par des (( reflexions R (transformations lineaires involu- 
tives ayant un hyperplan de points fixes) ayant respectivement pour hyper- 
plans de points fixes les I hyperplans determines par les I faces de codimen- 
sion 1 de C, et tels que les transform& de C par les elements de W soient 
deux a deux disjoints. Ces transform& sont appeles chambres. On fait operer 
W a gauche sur Y par l’intermediaire de la representation en question. &ant 
donne deux chambres C, , C, adjacentes, c’est-a-dire ayant une face de dimen- 
sion I - 1 commune, il existe une reflexion s E S et une seule, que nous dirons 
G determinCe par C, et Cr., B telle que SC, = Ca; elle a pour hyperplan de 
points fixes I’hyperplan determine par la face commune a C, , C’s .&ant 
don& un mot positif i = ili2 ... i, E I, considerons la suite de chambres 
C = C, , C, , 1-e) C, , avec Ck = r(iliz ... ik) C. Alors, deux chambres 
consecutives quelconques de cette suite sont adjacentes, et la suite de refle- 
xions associee 21 i est la suite des reflexions determinCes par C, et C,,, , avec 
k = 0, 1, ..*, m - 1. 
1.4. Soient I’ une partie de I, M’ la matrice ((mu)) (i, j E I’), et I’ l’applica- 
tion canonique du groupe libre I’ engendre par I’ dans W(M’). Alors [5l, 
Z’homomorphisme W(M’) -+ W(M) pui applique t’(i) sur r(i) pour tout i EI), 
est injectif. L’image de W(M) par cet homomorphisme sera notee WI* et, 
le cas CchCant, identifiee au groupe de Coxeter W(M). 
Les proprietes des groupes de Coxeter que nous Cnoncons ci-aprb (noa 1.5 
a 1.7) seront demontrees autre part. 1 Elles se deduisent d’ailleurs aisement 
des resultats de [S]. 
1 En principe dans le notes, en tours de rhdaction, d’un skminaire intitulb H Root 
structures in groups and complexes O, fait par I’auteur B 1’UniversitA de Chicago au 
printemps 1963. 
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1.5. PROPOSITION. Soient i E I un mot positif et i, i’, j E I. Supposons que 
r(i) * rz . r(i)-’ = Y,’ . Alors 
(a) I1 existe une suite i, , i, , ..., i,, de mots posit+, et deux suites 
. 
2 = 70 ) 21, -.., 1, - i’ et j, , jl ...,jV,z--l d’&ments de I tels que pour tout erttier 
k (1 < k < m) le mot ik appartienne au groupe engendre’ par i,-, et j,-, , et 
qu’on ait les relations suivantes 
r(i) = r(im) ... r(iJ r&), 
l(il) + l(i,) + *.. + GJ d l(i), 
. . 
lk = lk-1 024 jk-, , 
r&J . rikwl - r(i&l = rik . 
(b) Si i est minimal et appartient au groupe engendre’ par i et j, l’une des 
conditions suivantes est remplie : 
i = 1 ou i, et i’ = i; 
i = prod (mi, - 1; i, j), ou prod (mil , i, j) ou encore prod (m,j; j, i), 
et i’ = i ou j selon que mi, est pair ou impair (co est considhe’ 
comme pair). 
Le (b) de cet CnoncC est une propriM ClCmentaire des groupes dikdriques. 
1.6. PROPOSITION. Soient i, i' E I deux mots positifs, s une rt$exion quel- 
conque et n (resp. n’) le nombre de fois que s intervient duns la suite de r@exions 
associt!es h i (resp. i'). Alors, si r(i) = r(i'), les nor&es n et n’ ont la m8me 
parit&. Si i est mihmal, on a n = 0 ou 1. 
1.7. COROLLAIRE. Si r(i) = 1, toute r+lexion intervient un nombre pair de 
fois duns la suite de rejlexions associ2e ci i. 
1.8. COROLLAIRE. Si i et i' sont minimaux et si r(i) = r(i’), alors les suites 
de reflexions associ&es h i et i' sent identiques ci l’ordre p&s. 
1.9. R@exions associ6es ~3 un &ment w E W 
Une rbflexion sera dite associke ?I un Gment w E W, si elle intervient un 
nombre impair de fois dans la suite associke A un mot positif i tel que r(i) = w 
ou, ce qui revient au m&me, si elle intervient dans la suite associke B un mot 
positif minimal i tel que r(i) = w. (Dans le langage gkomktrique du no 1.3, 
cela signifie que l’hyperplan des points fixes de la rkflexion s&pare la chambre 
fondamentale et sa transformee par w). 
NORMALISATEURSDE TORES 101 
1.10. PROPOSITION. Si W est un groupe jini, il possede un unique element 
auquel toutes les r@exions soient associees. 
L’ClCment en question sera note op( W). (11 transforme la chambre fonda- 
mentale en son opposee). 
1.11. PROPOSITION. Soit w un &ment involutif (i.e. wa = 1) de W. 
Alors, il existe une partie I’ de I telle que W,, soit un groupe jini, que op( W,e) 
soit central dans W,J et que w soit conjugue a op( W,,) dam W. 
2. GROUPE DE COXRTER ~TENDU 
2.1. PROPOSITION. Soient X un groupe et a:I-+X, b:X-+W des 
homomorphismes tels que b o a = r. Alors les propr&s suivantes sont kquiva- 
lentesz : 
(1) Pour tous i, j ~1, on a prod (rnij; a, , aJ = prod (m,; aj , a,). 
(2) Si i, j E I sont des mots positif minimaux tels que r(i) = r(j), alors 
a(i) = a(j). 
(3) Si i E I est un mot positif minimal et si i, i’ E I sont tels 
que r(i) * ri * r(i)-’ = rip , alors a(i) . ai * a(i)-’ = ai’ . 
La propriM (l), pour i f j, est une cas particulier de (2) (poser 
i = prod (mij; i, j) et j = prod (mij; j, i)) et un cas particulier de (3) (poser 
i = prod (mii - 1; i, j) et i’ = i ou j selon que m,, est pair ou impair). Les 
implications (2) * (1) et (3) + (1) sont done Cvidentes. 
Soit n un entier positif. Nous noterons (2,) la propriete (2) pour 
l(i) = l(j) < n, et (3,) la propriM (3) pour l(i) < n. Les pr0priCtC.s (2,) et 
(3,) sont trivialement verifiees. 
(2,) et (3,) + (2,+J. En effet, soient i = i& *.. i, , j =.i,,jl -** jn et 
r(i) = r(j). Soit s, , s, , a*., n s la suite de reflexions associee a i. En vertu de 
1.8, il existe un entier n’ (0 < 12’ < n) tel que s,* = r(jJ. Posons 
i’ = zozl . ’ m.0 i,ppl, i” = i,~+r ... i, et j’ = jr& **a j, . L’hypothbe faite sur 
s,, signifie que r(i’) r(int) r(i’)-l = r( js); d’aprb (34, on a done 
a(i’) a(i,,) a(;‘)-l = a( jO), d’oh a(;‘&<) = a( joi’). D’autre part, 
r(jOj’) = r(j) = r(i) = r(i’&,i”) = r( j&5”), 
done r(j’) = r(i’i”) et, en vertu de (2,J, a(j’) = a(i’i”). 
s Aprks avoir termirk la kdaction de cet article, nous nous sonunes aperw, que 
1’Cquivalence des propriCt6s (1) et (2) est essentiellernent Btablie dans [4] (theorbme 2) 
par H. Matsurnoto, qui attribue d’ailleurs ce rCsultat g N. Iwahori. 
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Par consequent, 
a(i) = a(i’il,4”) = a(i’&,) a(i”) = a(jsi’) a(i”) 
= u(j,) u(i’i’) = u(js) u(j’) = u(j), 
ce qui Ctablit l’implication annoncee. 
(l), (2,+J et (3,) * (3,+J. En effet, soit i un mot minimal de longueur 
12 + 1, soient i, i’ E I tels que r(i) . Y, . r(i)-’ = Yi’ , et soient i, , is , ***, i, E I 
. . . ., . . 
et z. = a, z1 , ---, 1, = 2 ,jo ,I1 , ---,h-I E I des elements de I et I verifiant 
les conditions de 1.5(a). Puisque i est minimal, il en est de m&me de i,i, 1.. i, 
et on a, compte tenu de (2,+J, u(i) = u(i,i2 *a* i,) = a(&) u(i.J *.a a(&). 
Si deux au moins des mots il, (1 < k < m) ne sont pas reduits a l’tlement 
neutre, les i, sont tous de longueur < n; on peut done appliquer (3,) et on a 
pour tout k, u(ik) . aike . u(i&l = uzr , done u(i) . ai . u(i)-’ = ai’ . Reste 
a considerer le cas oh i est egal a un des i, (les autres ik &ant reduits a l’ele- 
ment neutre), c’est-a-dire le cas ou il existe un j E I tel que i appartienne au 
groupe engendre par i et j. Dans ce cas, il resulte de 1.5(b) que la relation a 
Ctablir est trivialement vCrifiCe ou est un cas particulier de (1). Ceci acheve 
la demonstration. 
2.2. DIZFINITION. Soit L le noyau de l’homomorphisme Y : I + W(M). 
Nous appellerons groupe de Coxeter tftendu de type M, ou ussocib hM, et nous 
noterons V = V(M) le quotient de I par son plus petit sous-groupe distingue 
contenant le groupe derive (groupe des commutateurs) de L, ainsi que tous 
les mots 
prod (mij; i, j) * prod (rnti; j, i)-l. 
Les homomorphisme canoniques I + V et v  -+ W seront notes respective- 
ment q et f,  et nous designerons par U le noyau de f, qui est manifestement 
commutatif. 
On peut aussi exprimer la definition precedente sous la forme d’une (( de& 
nition par gtrkrateurs et relations ) : le groupe V est engendre par q(I) et 
defini par les relations suivantes, oti i, j parcourent I et ou v  dksigne un mot 
quelconque en les qi : 
(1) prod Cm,, ; qi , e) = prod (mu; qj , qJ, 
(2) (vq$-1, qj”) = 1. 
2.3. Le groupe V peut encore &re caracterise comme le (( plus grand 
quotient o de I, intermediaire entre I et W, tel que le noyau de l’homomor- 
phisme V + W soit commutatif et que la suite I G VA W possede les 
propriettts Cquivalentes du no 2.1. Soient X un groupe et a : I-+X, 
b : X-t W des homomorphismes tels que b o a = Y et que le noyau de b 
soit commutatif; alors X, a, b possedent les propriCtCs Cquivalentes du 
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no 2.1 si et seulement si l’application q, -+ ai s’etend en un homomorphisme 
(evidemment unique) V--t X. 
2.4. LEMME. Soient S* une copie de l’ensemble S des repexions de W, dont 
les &ments seront notes s*(s E S), Y le groupe ab&m libre engendre par S, 
Z le produit semi-direct de W et Y relatif cl l’opkation de W sut Y dt$nie par 
w(s*) = (w(s))* pour tout s G S, a : I + 2 l’homomorphisme dt+si par 
a(i) = ri*ri , i E I un mot positif, et s1 , ss , ***, s, la suite de refEexions associke 
a i. Alors 
(4 on a 
a(i) = (jJsk*) - r(i); 
(b) l’homomorphisme a se factorise a travers V, c’est-a-dire qu’il existe un 
homomorphisme d : V -+ Z tel que d(q,-) = ai pour tout i E I (i.e. tel que 
do q = a). 
Pour Ctablir (a), pro&dons par induction sur l(i) = m. Lorsque m = 0, 
l’assertion est Cvidente. Supposons done m > 1, et posons i = i’ . i, , avec 
i’ E I positif de longueur m - 1. La suite de reflexions associee a i’ est sI , 
s, ) *-*, s,-l . On a done, par l’hypothbe d’induction, 
a(i) = a(i’) a(i,) = (g sk*) * r(i’) - r: - ri, 
De (a), ainsi Ctabli, et de 1.8, il resulte qu’on a, pour tous i, j E I, 
prod (mir; ai , ai) = prod (m,; a,, ai). 
Cela &ant, l’assertion (b) est une consequence de la propriM universelle (2.3) 
de V. 
2.5. THI~OR&ME. I1 existe une application g : S + U de E’ensemble S des 
dfexzbns de W duns le noyau U de l’application f  : V + W, telle qu’on ait, 
pourtousiEI,sESetwEW, 
(1) 9i2 = Ari), 
(2) g(“s) = %a 
(cf. 0.2). Ces relations dt?terminent l’application g. Celle-n’ est injective, et U 
est legroupe abe%en libre engendrepar g(S). 
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Si l’application g existe, on a, pour tous i E1 et w E W, g(“r,) = w(qF), 
done g est unique. Pour Ctablir I’existence, il suffit de montrer que la relation 
q, = W’Tz’ (w, w’ E W; i, i’ ~1) implique w(q,s) = ~‘(9:~); on peut Cvidem- 
ment supposer que w’ = 1, auquel cas cette implication rhlte du fait que la 
suite I -?..+ V L W posskde la propriCt6 (3) de 2.1. 
Le sous-groupe 0 de U engendrk par g(S) est distinguk dans V, en vertu 
de (2). En outre, les images canoniques des qz dans V/ 0 vkifient les relations 
de dkfinition de W (1 .I), en vertu de (1) et de 2.2 (1). Par conskquent 
u= 8. 
Reprenons les notations de 2.4. On a d(g(r,)) = d(q,2) = (ri*rJ2 = rf 
pour tout i ~1, done aussi d(g(s)) = s*? pour tout s E S. Comme les Sag 
sont tous distincts et engendrent un groupe abClien libre, d o g, et afortiorig, 
est injectif, et g(S) engendre U librement (au sens abklien). 
2.6. Deuxieme dejkition du groupe V par gerufrateurs et relations 
COROLLAIRE. Le groupe V est engendre par l’ensemble q(I) ug(S), et 
de$ni par les relations 
(1) prod (mij , qi , qj) = prod h 9 qj 9 qJ (ij EZ), 
(2) Pi2 = Ski> (i E 4, 
(3) Pi ’ As) ’ 42 = dri(s)) (i E I, s E S), 
(4) k(s), g(s’N = 1 (s, s’ E S). 
2.7. Une dt$nition de V comme sous-groupe d’un produit semi-direct. 
COROLLAIRE. Avec les notations de 2.4, le groupe V est canoniquement iso- 
morphe au sous-groupe de Z engendre’ par les aj = ri*ri . Plus prtkisement, 
Phomomorphisme d de 2.4(b) est injectif, et on a d(g(s)) = Sag. En particulier, 
d(U) = d(V) n Y est le groupe Y2 engendre’ par les s*~(s E S). 
La relation d(g(s)) = Sag a dkj$ &5 Ctablie dans la demonstration de 2.5. 
Pour montrer que d est injectif, il suffit de faire voir d,, l’est, et ceci rtsulte 
du fait que g(S) engendre 7J et que les Sag engendrent librement Ys. 
2.8. COROLLAIRJL Soit i un mot positif appartenant au noyau de I, et pour 
toute reflexion s E S, soit 2m(s) le nombre de f& que la rejlexion s intervient 
dans la suite de rtiflexions associee d i (cf. 1.7). Alors on a, avec une convention 
d’ecriture ekidente, 
q(i) = I-J g(s)nt(s). 
SE.9 
C’est une conskquence immkdiate de 2.4 (a) et 2.7. Notons qu’on a ainsi 
redCmontrC au passage le corollaire 1.7, citC dans 1’CnoncC pour expliquer 
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l’introduction de la notation 2m(s), mais non utilise dans la demonstration 
(on peut verifier que la proposition 1.6 n’est pas inter-venue dans la suite de 
raisonnements ayant abouti au theoreme 2.5). 
2.9. COROLLAIRE. Soient I’ une partie de I, M’ la matrice ((miJ) (i, j E I’), 
et qi’ (i E I’) les images canoniques des &?ments de I’ duns le groupe de Coxeter 
etendu V(M’). Alors, l’homomorphisme V(M’) + V(M) qui applique qi’ sur 
qI pour tout i E I’, est injectif. 
En vertu de 1.4, il suffit de verifier que la restriction de cet homomorphisme 
au noyau de l’homomorphisme canonique V(M’) + W(M’) est injectif, et 
ceci resulte immediatement de 2.5. 
2.10. PROPOSITION. Pour toute rc@xion s E S, posons 
c, = (su . u-1 1 u E U} et Q8 = {v E V 1 v2 = g(s)}. 
Alors 
(a) Si v E V et si w =f(v), on a “XT’, = Cwts) et “Qs = Qwts) . 
(b) f(QJ = Csb 
(c) C, est un sous-groupe de U et Qs est une classe latkale de C,; si s = ri , 
Qs = q, ’ cs . 
(d) Si v E Qs , la classe de conjugation de v duns V est la reunion des Q8* , 
02). s’ est conjuguee a s duns W; en particulier, pour qu’un element de V soit 
conjugue’ a l’un des pi , il faut et il sufit qu’il appartienne a l’un des Qs . 
(4 est evident. 
Prouvons (b) : Soient v  E Qs , et w = f(v). Nous devons montrer que 
w = s. Puisque va E U, on a w 2 = 1. Quitte A transformer l’ensemble des 
don&es par un automorphisme interieur convenable de V, ce qui ne modifie 
pas l’assertion, vu (a), nous pouvons supposer (1.11) qu’il existe une partie I’ 
de I telle que W,, soit fini, que op (W,,) soit central dans W,, et que 
w = op (W,,). Soient i E I un mot positif minimal tel que r(i) = w, et S’ 
l’ensemble des reflexions de W,, , q ui sont aussi les reflexions associees a 
w (1.10). Puisque f(v) = w = r(i), on a v  . q(i)-l E U. Posons 
v  - q(i)-l = u = ng(x)mcz), 
XES 
avec la convention d’ecriture deja utilisee plus haut. On a alors, compte tenu 
de 2.5, 2.8, du caractere involutif de w et du fait que la suite de reflexions 
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associee a ia contient exactement deux fois chaque Clement de S’ (ainsi qu’ii 
resulte par exemple de 1.6 et 1.7), 
g(s) = v2 = (u 4 q(i))2 = 24 . q(i) (u) - (4(i))2 = 24 . % * q(i2) 
= I-I g(x)“m+vLw2)) . I-J g(Y)* 
XES YES‘ 
Pour tout YES’, on a w(y)=y (p US ‘q ue w est central dans WI,), done 
l’exposant de g(y) dans le dernier membre de la relation precedente est 
2m(y) + 1 # 0. 11 s’ensuit que S’ = ,0 ou {s}. Si S = 0, alors I’ = 0, 
done w = 1 et v  E U, ce qui est absurde car g(s) n’a manifestement pas de 
racine carree dans U. Done S’ = (s). Ceci signifie que I’ se compose d’un 
Clement i et on a s = ri = w, ce qui acheve la demonstration de (b). 
Pour demontrer (c), nous pouvons, vu (a), supposer que s = zi . 11 est clair 
que C, est un groupe, et que Q8 contient qz . En vertu de (b), tout Clement de 
Qs est de la forme qiu, avec u E U. D’autre part, on a, pour tout u E U, 
(q&2 = q; . Y*(U) . u = ‘q(Y,) . Yj(U) * 24, 
par con&quent, qiu E Q5 = Qri si et seulement si 
(1) Yj(U) * u = 1. 
Posons 
u = n g(x)-). 
XES 
La relation (1) signifie que 
(2) m(x) = - f+,(4) 
pour, tout x E S. Soit S’ une partie de S constituee par un Clement de chaque 
paire (x, ri(x)) de reflexions permutees par Y,; alors, il r&Ate de (2) que si 
on pose 
u’ = n g(xy-), 
ZES’ 
on a u = r$(u’) * ~‘-l E CT4 . Reciproquement, il, est clair que tout element de 
Cri verifie (1). Ceci Ctabht (c). 
Compte tenu de la definition des Q8, de 2.5 (2) et de (a), il suffit, pour 
prouver (d), de montrer que deux elements quelconque v, v’ de Q8 sont 
conjugub. Mais on a, d’apres (c), V-W = %u-l, avec u E U, d’oh, compte 
tenu de (b), 
uTJf&-1 = v  - Qu-1 = 8’ 
ce qui acheve la demonstration. 
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3. LA CATEGORIE .Y 
UNE PROPRI~TTE UNIVJXR~ELLE DU GROUPE DE COXETER &IXNDU 
3.1. La cat&ode .h” 
Nous definirons comme suit la categoric M(M) = JV. Un objet de .M 
est une collection (N, p, N,(s E S)} formee d’un groupe N, d’un epimor- 
phisme p : N -+ W = W(M), et, pour chaque reflexion s, d’un sous-groupe 
N, de N, verifiant les axiomes suivants : 
(NJ Le noyau de p est commutatif. 
(N,) Soient s E S, n EN et w = p(n). Alors “N, = NW(,) . 
(Na) p(N,) = (1, s} pour tout s ES. 
Un morphisme d’un objet {N, p, N,} dans un objet {N’, p’, N,‘} est un homo- 
morphisme a : N -+ N’ tel que p’ o a = p et que a(N,) C N,’ pour tout 
s E S. Par abus de langage, nous dirons parfois (( l’objet N D pour (d l’objet 
{N, p, Ns> )). Nous noterons T le noyau de p et T, le groupe T n N, . Pour 
tout s, on a 
(1) (8tt-l 1 t E T} C T, . 
En effet, si n designe un representant de s dans N, , on a, pour tout t E T, 
att-1 = ntn-It-1 C n * tN, = N II* 
Reprenons les notations du paragraphe 2, notamment celles de 2.10, et 
designons par V, le sous-groupe de V engendre par Qs. Alors {V,f, V,> est 
un objet de 4 (( l’objet V D. 
3.2. Les sous-cate’gories JV’ et JV” 
Nous designerons ainsi des sous-categories pleines de JV, que nous 
allons definir. Conservons les notations de 3.1 et posons 
N,* = N, - T, = N,n p-l(s). 
Alors, I’objet N appartient a JV’ (resp. X0) si et seulement s’il existe un 
homomorphisme a : V -+ N tel qu’on ait, pour tout i E I, 
(1) 4aJ E N,* 
(resp. si toute application a : {qi ) i EZ} L N verifiant (1) s’etend en un 
homomorphisme V-t N). En vertu de 2.10 et de 3.1 (l), la relation (1) 
implique que a(QJ C N, pour tout s E S, par consequent M est aussi la 
categoric de tous les objets N de .IV tels que Horn (V, N) ne soit pas vide 
(oti V represente cette fois l’(( objet V )), du no 3.1). 
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Soient N et N’ deux objets de M. Les proprietes suivantes resultent 
immediatement des definitions qui precedent. 
(2) Si NE ObJlr’ (classe des objets de Jlr’) et si Horn (N, N’)f ~5, alors 
N’ E Ob&-‘. 
(3) Si N E ObM” et s’il existe un morphisme a : N---f N’ tel que 
a(N,) = N,‘, alors N’ E ObJ”“. 
(4) Si N’ E 0b.K” et s’il existe un morphisme N -+ N’ injectif (au sens 
ensembliste), alors N E ObM”. 
Nous verrons (4.3) que les objets de JV qui interviennent dans l’etude des 
normalisateurs de tores de groupes algebriques reductifs, appartiennent 
toujours a la sous-categoric JV’. L’origine de ce fait reside dans la propriete 
suivante. 
3.3. TH~~ORI&E. Les notations sent celles du no 3.1. Supposons que pour 
toute paire {r, r’} C r(I) d e r@exions fondamentales distinctes, on ait 
T, n T,, = (1). Alors, l’objet N appartient d Jlr”. 
Puisque T est commutatif, il suffit, d’apres 2.3, de montrer que, pour toute 
application a : I -+ N telle que a, E N,* pour tout i E I, on a, quels que soient 
i,jEI,avecifj, 
prod (m,,; ai , ai) . prod (mii; aj , a&l = 1. 
Nous noterons Aij le premier membre de cette relation. L’homomorphisme 
I -+ N qui prolonge a sera aussi design6 par a. On a p(aJ = ri pour tout 
i E I, par consequent p 0 a = r. Posons 
i = prod (mij - 1; i, j), 
et i’ = i ou j selon que mij est pair ou impair. On a 
prod (mii; i, j) * prod (mii; j, i)-’ = iii-V-l, 
par consequent r(i) . ri . r(i)-’ = ri’ , et, compte tenu de l’axiome (NJ 
de JV, 
. 
De m&me, Aii = A<’ E T,*, , oti j’ = j ou i selon que rnij est pair ou impair. 
Mais alors 
Ai, E TV,, n T,,, = {l}, 
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3.4. Caractkrisation dun objet de J’ par des donnees relatives a T 
PROPOSITION. Soient T un groupe commutatif sur lequel W opkre a gauche, 
(T, I s E S> un ensemble de sous-groupes indexes par l’e-nsemble S des r@exions 
de W et h : S - T une application de S duns T. Supposons que les conditions 
suivantes soient remplies pour tous w E W, s E S et t E T: 
(1) WV’,) = Tw(s,; 
(2) w&J = hw(,,; 
(3) h, E Ts; 
(4) s(t) . t-l E T, . 
Alors, il existe un objet N de M’ et sm. homomorphisme a : V -+ N tels que 
T C N soit le noyau de l’homomorphisme p : N -+ W, que T, = T n N, et 
que a&) = h, . Ces conditions determinent la paire (N, a) a isomorphisme p&s. 
La demonstration est immediate. L’objet N peut Ctre defini explicitement 
comme suit : Le groupe N est le quotient du produit direct V x T par le 
graphe de l’homomorphisme U + T qui prolonge l’application g, -+ h;l 
(s E S) (cet homomorphisme existe en vertu de 2.5, et son graphe est un 
sous-groupe de U x T C V x T); on identifie T avec son image canonique 
dans N, et N, est engendre par l’image canonique de Qs x T, . 
Remarque. Plus generalement, soient {N, p, Ns} et {N’,p’, N,‘} deux 
objets de JV, et a : N’ + N un morphisme. Alors, l’objet N est bien deter- 
mine, B isomorphisme p&s, par la don&e de l’objet N’, de T = p-l(l), 
des T, = T n N, , de l’action de W sur T, et de la restriction a,r’ de a a 
T’ = p-l(l). Reciproquement, pour que de telles donnees caracterisent 
effectivement un objet JV, il faut et il suffit que a, T’ commute a l’action de W, 
que aIT’ (N,’ n T’) C T,, et que les relations (1) et (4) soient verifiees. 
3.5. Un cas oic les h, sont caractkistiques 
Considerons un objet N de la categoric JV. Pour un s E S don&, les deux 
proprietes suivantes sont Cquivalentes : 
(i) Tous les elements de N, * = N, - T, = p-l(s) ont le m&me car& h,; 
(ii) Pour tout t E T, , on a St = t-l (autrement dit, la restriction de s a T, 
est l’operation de passage a l’inverse). 
Si un objet N appartenant a JV’ possede ces proprietes pour tout s, alors 
tout homomorphisme a : V -+ N tel que a(qJ E N, applique les g, sur les h, 
de (i), c’est-a-dire que ceux-ci co’incident avec les h, du no 3.4, qui sont done 
caracteristiques de l’objet N ( i.e. independants de a). Combinant cette remar- 
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que avec la proposition 3.4, on voit que les classes d’isomorphisme d’objets 
de JV’ verifiant (i) pour tout s E S sont en correspondance canonique avec 
les classes d’isomorphisme de collections {T (donne avec l’action de W), T,, k,} 
verifiant les relations (1) a (4) de 3.4, ainsi que la condition (ii). 
3.6. Soient i, j E I, if j, et m = rn,$ . Pour tout entier k 2 1, posons 
wk = prod (k; rj , YJ et c(k) = (- 1)“. &ant don& un groupe commutatif T 
sur lequel W opere, nous noterons b,,j l’endomorphisme de T dCfini par 
m-1 
bj,j(t) = n w/&q. 
k=O 
Supposons don& dans T des sous-groupes T, (s E S) verifiant les rela- 
tions (1) et (4) de 3.4. On a alors, pour tout t E T, ~~+~(t) * w,(t-‘) E Tr, 
ou T’, selon que k est pair ou impair. Par consequent, on a 
b&t> E TT, n (t * ~-l(t) - T,,) 
si m est pair et 
si m est impair. 
Compte tenu du fait que wm+(T,J = TrI ou T,.$ selon que m est pair ou 
impair, on en deduit que la relation suivante est valable dans tous les cas: 
(1) b&q C TTi * T,, . 
3.7. Condition pour qu’un objet de JV’ appartienne d: Jy” 
PROPOSITION. On con.were les notations des no6 3.1, 3.2 et 3.6. Aloes, un 
objet N de .h’- appartient Q M” si et seulement s’il appartient h J’ et si 
b&C,) = (11 
pour tousi,jEI,i#j. 
Si I’objet N appartient B JV’, il existe des ai E Nz (i ~1) vCrifiant les 
relations 
prod (tn,; ai , aj) = prod (m,; a, , ai). 
Pour que I’objet N appartienne a .A’-“, il faut et il suffit que ces relations 
restent drifiees lorsqu’on y  remplace ai par a$, , avec tj E T,.‘ , pour tout 
i ~1. Mais un calcul immediat montre que 
prod (mii; aJi , aft?) * prod (m,; ajtj , a&-l 
= prod (m,; ai , aj) * bj,i(tc’) * bjsj(tj) . prod (m,; a, , a()-‘. 
La proposition en resulte. 
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3.8. Conjugaison 
PROPOSITION. Soient N un ohjet de JV” et s un t%ment de S. Ah, deux 
&?ments n, n’ de N,* = N, - T, sont conjuguh dans legroupe N si et seulement 
s’ils sont conjugub par un &ment t E T; c’est-h-dire si leur quotient n-k’ est 
de la forme $tt-l. 
Nous pouvons supposer, sans nuire 2 la gCnCralitC, que s = ri (i ~1). Soit 
a : V + N un morphisme tel que a(qJ = n. On a N = T * a(V). Supposons 
qu’il existe un x E N tel que % = n’, et posons x = t * a(v), avec t E T et 
weV.Ona 
a(“qJ = a(v) (n) = t-Wt Ep-l(s), 
par consequent vqr E f-l(s). En vertu de 2.10, il en resulte que vqi E QS = qi * C, , 
c’est-a-dire que pi et “pi sont conjugues par un Clement de U. Mais alors, n et 
a(w) (n) = t-ln’t sont conjugues par un Clement de T, et il en est de mCme de 
n et 72’. 
4. NOFUULISATEURSDE Tonns 
Les no8 4.1 et 4.2 sont consacres B quelques rappels. Pour plus de details, 
on peut se reporter 5 [I, 2, 31, dont nous ne reprenons cependant pas exacte- 
ment la terminologie. 
4.1. Systkmes de rakes 
Un sysdme de racines sera ici une collection formee d’un groupe abelien 
libre de rang fini X (groupe des poids), d’une partie tinie .Z de X (ensemble 
des ravines) et, pour toute racine c E .Z, d’une forme lineaire entiere 
n,, : X-t Z (la cmacine associee A u), ces donntes satisfaisant aux axiomes 
suivants : 
(Rl) X @Q est engendre (comme espace vectoriel sur Q) par Z et par 
l’intersection des noyaux des n,; 
(R2) n,,(u) = 2 pour tout u E 2; 
(R3) les relations u E Z, nu E 2, n E Q impliquent n = rt 1; 
(R4) si u, 7 E Z, alors 7 - n,(r) . u E 2. 
Pour tout a E Z, la rdfixion par rapport h u, est l’application s, : X+ X 
definie par s,,(x) = x - n,,(x) * (I. On a s, = se0 . 
Choisissons dans Z un (( systeme de racines simples )), c’est-a-dire un 
ensemble CO = {pi 1 i ~1) de racines lineairement independantes, telles que 
toute racine soit combinaison lineaire a coefficients entiers tous positifs ou 
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tous negatifs de celles-Ia. Pour tous i,i E I, soit 2mo le nombre des racines 
qui sont combinaison lineaire de p1 , p3 . Alors .M = ((m,)) est une matrice 
de Coxeter, et le groupe engendre par les reflexions s,, (0 E Z) est canonique- 
ment isomorphe au groupe de Coxeter W(M), I’isomorphisme Ctant defini 
par sp, I--+ ri . Nous identifierons ces deux groupes. 
Le systeme de racines {X, Z, n,} est simplement corznexe si les n, 
engendrent le reseau dual x’ = Horn (X, 2) de X, auquel cas les npi forment 
une base de X’. 
&ant donne un systeme de racines {X, 2, n,}, il existe un systeme sim- 
plement connexe {X, 2, nE(6 E 2)) et un homomorphisme v  : X -+ X bien 
determines, 5 isomorphisme prb, par les conditions suivantes : p(Z) = 2 et 
n, = n,(,) o 9. La restriction de cp B Z est une bijection de .Z sur 2’. Le 
systeme {X, 2, a} sera dit associe’ Q {X, Z, n,}. 
4.2. Sch&nas de Cheetalley 
On se donne (X, 2, n,), et on note S l’ensemble des rtflexions de W(M), 
en correspondance bijective canonique avec les paires de racines opposees. 
Suivant Chevalley [2] et Demazure [3], on peut associer a {X, Z, n,} un 
Z-schema en groupes reductif, le schima de Cheualley, qui sera design6 par 
6(X, 2, n,) = 65. Nous noterons Z un tore maximal faisant partie d’une 
donnee de deploiement de 6, et Yt le normalisateur de 2. A toute reflexion 
s E S sont naturellement associes (une fois don& 2) un sous-tore de dimen- 
sion 1, 2, , de %, un sous-groupe quasi-simple de rang 1 de 0 contenant 2, , 
soit 6, , et un point h, de 2, (caracterise par exemple par le fait qu’il appartient 
au centre de 6, et est distinct de I’ClCment neutre si 8, est de type SL). Nous 
noterons encore %, le normalisateur de 2, dans ctjs . 
Soient A un anneau k unite, et A* son groupe multiplicatif. Pour simplifier 
l’expose, et bien que cette hypothese ne soit pas absolument necessaire, nous 
supposerons toujours que Spec A est connexe, c’est-Q-dire que I’anneau A 
est indecomposable. Comme d’habitude, ejA , 2, , ... designent les groupes 
de points rationnels sur A de 8, 2, ... . Alors, le quotient %,/z, est canoni- 
quement isomorphe B W(M). Plus precisement, il existe un Cpimorphisme 
pA : RA -+ W(M) de noyau 2, , et un seul, tel que (%A , p, , II&,} soit un 
un objet de la categoric M (3.1). Cet objet que, par abus de notation, nous 
appellerons <( l’objet %,(X, Z) R ou, plus simplement, (< l’objet %, )), nous 
voulons en donner une description directe, B partir de A et du systtme de 
racines {X, Z, n,>. Nous verrons au no 4.4 qu’il appartient toujours en fait & 
la sous-categoric M”, Cela Ctant, la proposition 3.4 fournit la description 
cherchee, pour autant qu’on connaisse l’action de W(M) = R,/z, sur 2, , 
les sous-groupes a,,, n 2, de 2, et les images des g, par un morphisme 
de V dans %, . Or tout ceci nous est don& (compte tenu de 3.5) par la 
theorie de Chevalley-Demazure : 
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(1) 2, est canoniquement isomorphe au groupe Horn (X, A*); nous 
identifierons ces deux groupes. L’action de W(M) = sA/Z, sur 2, est 
contragrediente de l’action naturelle de W(M) sur X (cf. 4.1). 
(2) Si s = s, est la reflexion associee a la racine 0, alors Y12,,, r\ 2, = 2,,, 
est l’ensemble des homomorphismes X --+ A* de la forme 
(*I x I+ a”‘“’ 
oh a E A * et v  : X -+ Z est une forme lineaire proportionnelle B n, . 
(3) Tous les elements de W,,, - %,,, ont pour carre le point h,,, (i.e. h, 
consider6 comme point sur A); celui-ci est l’homomorphisme (*), avec 
a=-1 etv-n,. 
Soient {X, 2, n;} le sysdme de racines simplement connexe associe a 
{X, JY, n,}, et soient Q = 6(X, 2, n6), % un tore maximal faisant partie d’une 
don&e de deploiement de 6, etc. On a alors un morphisme nature1 (a iso- 
morphisme pres) 6 + 6, auquel correspond, pour tout anneau A, un mor- 
phisme ‘RJX, 2;) -+ sA(X, z). La restriction de celui-ci a %, coincide avec 
I’homomorphisme Horn (X, A*) -+ Horn (X, A*) induit par I’homomor- 
phisme p : X-X du no 4.1. 
A tout homomorphisme d’anneaux A --+ B est associe de facon Cvidente 
((( par changement de base ))) un morphisme XI, -+ YIB dont la restriction a 
2, coincide avec I’homomorphisme nature1 Horn (X, A*) + Horn (X, B*). 
4.3. L’objet Sz,,,(X, 27) 
Soient D un groupe commutatif et E un Clement de D de car& 1. Notons 
T le groupe Horn (X, D), muni de sa structure de W-module naturelle 
(contragrediente de celle de X). Pour tout s = s,, (IJ E 2, s E S), soient T, 
le sous-groupe des elements de T de la forme 4.2 (*), avec Q E D, et /z, le 
mCme Clement avec a = E et v  = n, . On verifie immediatement qu T, T, , et h, 
verifient les hypotheses de la proposition 3.4; celle-ci caracterise alors, B 
isomorphisme prks, un objet de JV que nous noterons W&X, 2). Cet objet 
vtrrfie manifestement la condition (ii) de 3.5. 
PROPOSITION. L’objet %,,(X, Z) appartient ri M”. 
Pour s’en assurer, il suffit de verifier que la condition du no 3.7 est verifiee, 
ce qui, compte tenu de la definition des T, revient B Ctablir, pour tous i, 
j E I (i f  j) et x E X, la relation suivante, oh l’on a POSC 712 = t?lij : 
(1) 72,,(~ - Y+(X) + rirj(x) - a** 
+ (- 1),-l prod (m - 1; y3 , r&l (x)) = 0. 
481/4/I-S 
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Mais, pour tout y  E X, la relation n,,(y) = 0 Cquivaut & r,(y) = y. On en 
dCduit, par un cafcul facile, et compte tenu de I’identid (rzrj)” = 1, que (1) 
peut encore s’Ccrire 
k=O 
Le point CzLo’ (rirJk(x) etant invariant par rir, , la relation (2) rCsulte finale- 
ment du fait que l’ensemble des points fixes de rirj est i’intersection des 
noyaux de nP, et nPr , 
4.4. TH~OR~ME. L’objet x*(X, Z) d u no 6.2 (groupe des points rationnels 
sut A du normalisateur d’un tore dpploye’ maximal du schkma de Chevalley 
associt? ci {X, Z, no}), est canoniquement isomorphe h l’objet %n,,,-,(X, Z). 
En pat-tidier, 51 appartient b JV”, quels que soient le systkme de racines (X, 2, n,} 
et t’anneau A. 
Compte tenu de 3.4, des no* (l), (2), (3) de 4.2 et de la dCfinition de 
!&(X, Z), il suffit de montrer que xA(X, Z) appartient 5 .N’. En vertu de 
3.2 (2), et de l’existence d’un morphisme az,(f, 2) -+ %“(X, 2:) (4.2), nous 
pouvons, sans nuire B la gCnCralit&, supposer que le systkme de racines 
(X, 2, n,) est simplement connexe. II existe aloes des xi E X (i ~1) tels que 
nJxj) = aaj (symbole de Kronecket) et ils forment une base de X, de sorte 
qu’un ClCment t E ZA = Horn (X, A*) peut Ctre caractCrisC par ses (( coor- 
don&es ) t(q). En vertu de 4.2 (2), t appartient B Zri,A si et seulement si 
t(xj) = 1 pour tout j f  i. 11 s’ensuit que, si i # j, on a 2,,a n Z,,,a = {l}, 
et notre assertion est une consCquence de 3.3. 
Remarque. Utilisant la caractkre fonctoriel en A de %, , on peut montrer 
son appartenance 8 JV” sans faire usage de 4.3 (ni de 3.7). Supposons pour 
simplifier A intCgre, et plongeons le dans un corps aIgCbriquement clos B. La 
dkmonstration prtcCdente montre que sn,(x, 2) E 0b.M”. 11 resulte de 
l’hypothbe faite sur B, que l’homomorphisme %s,B-+ z,,, restriction du 
morphisme canonique sB(x, 2) 3 %,(X, Z) est surjectif; par consCquent 
i$,(X, 2) E ObJ’-“, en vertu de 3.2 (3). D’autre par le morphisme 
‘%“(X, 2:) + ‘Q(X, 2) est injectif; il s’ensuit, d’aprks 3.2 (4), clue 
%,(X, Z) E ObM”, ce qui Ctablit notre assertion. (Le lecteur qui le souhaite 
n’aura aucune peine & traduire cette remarque en termes schCmatiques, et & 
l’ttendre B un anneau A quelconque.) 
4.5. Conjugaison 
PROPOSITION. Soient ‘9$,,(X, 2) = {IV, p, NS} l’objet de M” de@ au 
no 4.3, u E C, s = s 0 et N,* = N, - T, . Alors, pour que les &%ents de N,* 
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soient tous conjugub dans N, il faut et il su@ que l’une au m&s des deux 
conditions suivantes soit remplie :
0$2X et n,(X) = z; 
D = D2 (= {d2 1 d E D}). 
Si un &ment de N,* est conjuguC ri son inverse, ils le sont tous. Pour qu’il en soit 
ainsi, il faut et ils sufit que u 6 2X, ou que E E D2. 
La demonstration est immediate, vu 3.8 et 4.2. 
4.6. Groupe de Weyl t?tendu 
Si la caracteristique de I’anneau A est differente de 2 (plus generalement, si 
E f  I), le noyau d’un morphisme quelconque de V dans sA(X, z) (resp. 
dans Y&,JX, zl)) depend seulement du systeme de racines {X, ,?Y, n,}; nous 
appellerons groupe de Weyl &endu de ce systeme de racines, et nous noterons 
r(X, 2) = P le quotient de V par ce noyau. Selon le contexte, P sera con- 
sider& tantot comme un simple groupe, tantot comme un objet de JV. Le cas 
CchCant, nous identifierons P avec l’image de V dans sn,(X, TC) par un 
morphisme don&. Lorsque le systeme de racines est simplement connexe, 
P &%x(X, 2); dans ce cas, en effet, les h,,, engendrent 2, . Le sous-groupe 
et les elements de V correspondant aux T, N, , T, , h, des no* 3.1 et 3.4 seront 
notes respectivement 0, Y, , 0, , & . Si s = s,(o E z), le sous-groupe Ta est 
cyclique d’ordre 4 ou 2 selon que n,(X) = Z ou 22. 
Pour tout i ~1, soit & l’image de pi par la projection canonique V+ v  
(a un isomorphisme de P prb, les & sont des elements quelconques appar- 
tenant respectivement aux Tt = VT, - 0, ). On a qis2 = gr . Pour tous 
i, j E I, posons nu = npt(pi) (= 0, I,2 ou 3).’ Les C& satisfont aiors aux rela- 
tions suivantes, pour tous i, j E I: 
(1) qi4 = 1; 
(2) ($, &y = 1; 
(3) prod hi; 4 , &i) = prod (mu; & , &I; 
(4) q&q’ = qpw 
(cette dernihe est un cas particulier de la relation 
(5) s&,~) = ~~OQ(*), pour U, 7 E z, 
laquelle resulte de 4.2 (3), et de la definition de s,). 
Lorsque le sys.the de rakes (X, 2, n,> est simplement connexe, les relations 
(1) h (4) d.+zissent le groupe de Weyl ktendu P (plus generalement, elles 
definissent, dans tous les cas, le groupe de Weyl Ctendu du systeme simple- 
ment connexe associe a {X, JY, n,}). En effet, soient P’ le (( groupe engendre 
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par les I$ et defini par les relations (1) a (4) )) et 0’ le sous-groupe de P’ 
engendre par les ga2”. 11 resulte de (1) et (2) que 0’ est isomorphe a(i7227, avec 
I ,( card & par consequent, l’application canonique de 0’ sur fr = Z,(X, 2) 
(qui est engendre par les /z~,,~ = g,,) est injective. En vertu de (4), ii’ est 
distingue dans P’. Enfin, (1) et (3) montrent que les images canoniques 
des & dans PI/l? verifient les relations de definition de W = r/o, ce qui 
Ctablit notre assertion. 
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