We study point processes on S d , the d-dimensional unit sphere S d , considering both the isotropic and the anisotropic case, and focusing mostly on the spherical case d = 2. The first part studies reduced Palm distributions and functional summary statistics, including nearest neighbour functions, empty space functions, and Ripley's and inhomogeneous K-functions. The second part partly discusses the appealing properties of determinantal point process (DPP) models on the sphere and partly considers the application of functional summary statistics to DPPs. In fact DPPs exhibit repulsiveness, but we also use them together with certain dependent thinnings when constructing point process models on the sphere with aggregation on the large scale and regularity on the small scale. We conclude with a discussion on future work on statistics for spatial point processes on the sphere.
Introduction

Aim and motivation
How do we construct models and functional summary statistics for spatial point processes on the d-dimensional unit sphere S d ⊂ R d+1 when their realizations exhibit aggregation or regularity or perhaps a combination of both? Here d = 1, 2 are the practically most relevant cases and for specificity we let d = 2 in this paper, noting that S 2 apart from a scaling may be considered as an approximation of planet Earth. However, our discussion can easily be extended to point processes on S 1 and the general case of S d may be covered as well. The first part concerns point processes on S 2 (Section 2) and in particular Palm distributions and functional summary statistics (Section 3). In the isotropic case of a point process on the sphere, [31] studied an extension of Ripley's K-function to the sphere without providing the mathematical details for the reduced Palm distribution, which they first use in their definition of the K-function on the sphere and second relate to the second order intensity (or pair correlation) function without any proof. We provide this definition without assuming isotropy so that the inhomogeneous Kfunction, introduced in [1] for point processes on Euclidean spaces, can be defined on the sphere as well. Moreover, in the isotropic case, we introduce further useful functional summary functions, namely the nearest neighbour function, the empty space function, and the related so-called J-function.
The second part partly reviews the attractive properties of determinantal point process (DPP) models on the sphere and considers the application of functional summary statistics to DPPs. Briefly, DPPs offer relatively flexible models for repulsiveness (although less flexible than Gibbs point processes), they can be easily simulated, and their moments and the likelihood are tractable, cf. [10, 14, 15] . They have mostly been studied and applied for point processes on R d , though many results can easily be adapted or may even be simpler for point processes on S d , cf. [21] . They are of interest because of their applications in mathematical physics, combinatorics, random-matrix theory, machine learning, and spatial statistics (see [15] and the references therein). Simulated examples of DPPs on the sphere with various degrees of repulsiveness are shown in Figure 1 .
Finally, Section 5 contains our concluding remarks, including a discussion on future work on statistics for spatial point processes on the sphere.
Related work and software
When we had completed the first version of this paper (see [22] ) we realized that similar independent research on functional summary statistics by [17] was submitted to another journal at the same time as our work, but their paper and our paper supplement each other in different ways: [17] analyze data fitted by a model for clustering (a so-called Thomas process where for the offspring distribution a von Mises-Fisher distribution on the sphere is replacing the bivariate normal distribution used for a planar Thomas process), while we instead consider DPPs which model regularity. While we provide the details on Palm distributions, they discuss edge correction factors for the functional summary statistics in more detail than we do how. Moreover, partly following [16] , we use DPPs together with certain dependent thinnings when constructing point process models with aggregation on the large scale and regularity on the small scale. Our paper also provides a survey of and a supplement to [21] , which deals with DPPs on S d , and where in the present paper we attempt to give a less technical exposition for d = 2.
In connection to this paper, the development of software for simulation of DPPs on the sphere and calculation of non-parametric estimators for the functional summary statistics constitutes a substantial amount of work. The software is written in the R language [27] and will be available as an extension of the spatstat package [2] . Section 3 shows examples of how to use the software and the type of plots it can produce.
Point processes on the sphere
Throughout this paper we use a notation and make assumptions as follows.
Consider a simple finite point process X on S 2 , i.e., we can view X as a random finite subset of S 2 . Let N be its corresponding counting measure, i.e., N (A) denotes the number of points in X falling in a region A ⊆ S 2 . The state space for X is then the set of all finite subsets of S 2 equipped with the σ-algebra F generated by the events {N (A) = n} for Borel sets A ⊆ S 2 and integers n = 0, 1, . . ..
where ϑ ∈ [0, π] is the polar latitude and ϕ ∈ [0, 2π) is the polar longitude, let
be the surface measure on S 2 . Suppose ρ :
is Poisson distributed with parameter a, and if conditional on N = n, the n points in X are independent and each point has density proportional to ρ. A Poisson process is the case of no interaction, i.e., it is neither clustered nor repulsive/inhibitive.
For n = 1, 2, . . ., we say that X has nth order joint intensity ρ (n) : (S 2 ) n → [0, ∞) with respect to the n-fold product surface measure
3) and ρ (n) dν (n) < ∞, where the expectation is with respect to X and = over the summation sign means that x 1 , . . . , x n are pairwise distinct. Intuitively, if x 1 , . . . , x n are pairwise distinct points on S 2 , then ρ (n) (x 1 , . . . , x n ) dν (n) (x 1 , . . . , x n ) is the probability that X has a point in each of n infinitesimally small regions on S 2 around x 1 , . . . , x n and of surface measure dν(x 1 ), . . . , dν(x n ), respectively, cf. (2.3). Note that ρ (n) is uniquely determined except on a ν (n) -nullset. In particular, ρ(x) = ρ (1) (x) is the intensity function (with respect to surface measure) and we define the pair correlation function by
The definition of g(x, y) when ρ(x)ρ(y) = 0 depends on the particular model of X and is mainly only of importance when considering plots of g: If X is a Poisson process with intensity function ρ, then ρ (n) (x 1 , . . . , x n ) = ρ(x 1 ) · · · ρ(x n ) and g(x, y) = 1 if ρ(x)ρ(y) > 0, so it is natural to let g(x, y) = 1 if ρ(x)ρ(y) = 0. As we shall see later, for DPPs it is natural to make another choice.
Denote O(3) the orthogonal group, i.e., the set of all 3 × 3 matrices O so that OO = O O = I, where O is the transpose of O and I is the 3 × 3 identity matrix. Set OX = {Ox : x ∈ X}. We say that X is isotropic/homogeneous if OX is distributed as X for all O ∈ O(3). Then any point in X is uniformly distributed on S 2 , and the intensity function is equal to a constant called the intensity and which we also denote by ρ.
Palm distributions and functional summary statistics
The most popular functional summary statistic for a stationary point process on R 2 with intensity ρ is Ripley's K-function [30] , where ρK(t) is interpreted as the mean number of further points within distance t of a typical point in the process. The formal definition of K requires Palm measure theory, and its definition can be extended to the inhomogeneous K-function for so-called second order intensity reweighted stationary point processes [1, 4] . The adaption of Ripley's K-function to a general isotropic point process on the sphere is given in [31] , without explicitly specifying the reduced Palm distribution which is needed in the precise definition. In fact S 2 is a so-called homogeneous space and reduced Palm distributions for homogeneous spaces have been studied in [32, 13] , but instead of applying this technical setting we derive the reduced Palm distributions from first principles. Section 3.1 gives a definition of the reduced Palm distributions without assuming isotropy and Section 3.2 provides the formal definition of Ripley's K-function, the inhomogeneous K-function, and the nearest-neighbour function on the sphere, together with various useful interpretations and results for non-parametric estimation. Later Section 4.4 relates all this to DPPs.
Palm distribution for a point process on the sphere
Suppose X is a point process on S 2 with an integrable intensity function ρ. The so-called Campbell-Mecke formula gives that for any x ∈ S 2 there exists a finite
for any non-negative Borel function h. Moreover, the distribution of X ! x is unique for ν almost all x with ρ(x) > 0, and it is called the reduced Palm distribution at the point x. If ρ(x) = 0, this distribution can be chosen to be arbitrary, since this case will play no role in this paper. Equation (3.1) and the uniqueness result follow from a general result in [8, Proposition 13. Intuitively, X ! x follows the conditional distribution of X \{x} given that x ∈ X. This interpretation follows from (3.1) or perhaps more easily by assuming that X has a density f (with respect to the unit rate Poisson process on S 2 ) since, for
For example, for a Poisson point process with intensity function ρ,
and so it follows that X ! x is distributed as X whenever ρ(x) > 0. Another example is a log Gaussian Cox process (LGCP) X on the sphere with underlying Gaussian process Y = {Y (x) : x ∈ S 2 }, i.e., when X conditional on Y is a Poisson process with intensity function exp(Y (x)) such that this is almost surely integrable with respect to ν. If ξ and c are the mean and covariance functions of Y , then X ! x is a LGCP where the underlying Gaussian process has mean function ξ x (y) = ξ(y) + c(x, y) and the same covariance function c. This follows along similar lines as in [5] .
Assuming X is isotropic with intensity ρ > 0, the situation simplifies as follows. Denote SO(3) the 3D rotation group, i.e., O ∈ SO(3) if and only if O ∈ O(3) and det O = 1. [17] claim without any proof that for any x ∈ S 2 and R ∈ SO(3), X ! Rx is then distributed as RX ! x . We can easily verify this under a mild condition, namely that the distribution of X is given by a density f with respect to the unit rate Poisson process on S 2 (in other words it is absolutely continuous with respect to this Poisson process). Then
where in the second identity we use that f is invariant under rotations since X is isotropic, and hence the claim is verified. So it remains to understand what the distribution of X ! e is for an arbitrary fixed point e on the sphere; in the sequel we choose this to be the North pole e = (0, 0, 1).
For x ∈ S 2 \ {e}, there is a unique R x ∈ SO(3) so that R x e = x and its axis of rotation is orthogonal to the great circle on S 2 which contains x and e. The axis of rotation is given by u(x) = e×x e×x
, where × denotes the cross product in R 3 . According to the right hand rule, let θ(x) ∈ (0, 2π) denote the angle for the rotation R x around u(x), i.e., θ(x) = s(e, x) if 0 < θ(x) ≤ π and θ(x) = 2π − s(e, x) otherwise, where s(e, x) = arccos(e · x) denotes great circle distance from e to x and · is the usual inner product on R 3 . Then x is in one-to-one correspondence to (θ(x), u(x)), and by Rodrigues' rotation formula, for any v ∈ R 3 ,
Furthermore, define R e = I. Now, when R x X ! x and X ! e are identically distributed it follows from (3.1) that
for F ∈ F and an arbitrary Borel set A ⊆ S 2 with ν(A) > 0. The following proposition summarizes our results. Proposition 1. Suppose X is isotropic with intensity ρ > 0 and its distribution is absolutely continuous with respect to the unit rate Poisson process on
, where the distribution of X ! e is given by (3.2) . So if k is a non-negative measurable function, then for ν almost all
3)
The absolute continuity condition in Proposition 1 will be satisfied for all point process models we have in mind, but the proposition extends to the general case where absolute continuity is not assumed and R x in (3.2) is replaced by a uniformly distributed rotation given that it maps x to e. The proof, which kindly has been provided by Markus Kiderlen, is deferred to Appendix A.
Henceforth, for ease of presentation we ignore that our statements about X ! x only hold for ν almost all x ∈ S 2 .
3.2 Functional summary statistics for isotropic and second order intensity reweighted isotropic point processes on the sphere
The homogeneous case
Assume X is an isotropic point process on S 2 with intensity ρ > 0 and its distribution is absolutely continuous with respect to the unit rate Poisson process on S 2 . Denote geodesic (or orthodromic or great-circle) distance on the sphere by
Let s(A, B) = inf x∈A,y∈B s(x, y) be the shortest geodesic distance between A, B ⊂ S 2 and define the nearest neighbour function by
where the last identity follows from Proposition 1. Thus G is the distribution function for the geodesic distance from a typical point to the nearest other point in X. Furthermore, for an arbitrary point x ∈ S 2 , we define the empty space function by
and following [18] , we define the J-function by
Since X is isotropic, F does not depend on the choice of x. If X is a homogeneous Poisson process, then F Pois (t) = G Pois (t) = exp(−2πρ(1 − cos t)) and J Pois = 1.
Note that for any Borel set
Thinking of A as an observation window, this is a useful result when deriving nonparametric estimates: Let G ⊂ S 2 be a finite grid of m > 0 points. If X is fully observed on S 2 , i.e., A = S 2 , then natural estimates are
and
In case the observation window A is a proper subset of S 2 , minus sampling may be used: Let A t = {x ∈ A : s(S 2 \ A, x) > t} be the set of those points in A with geodesic distance at least t to any point outside A. Then minus sampling gives the estimate
provided N (A t ) > 0. Moreover, for F we choose the grid so that G ⊂ A t . Now, we define the K-function by
4) where the last equality follows from Proposition 1. We have that
is the mean number of further points within geodesic distance t of a typical point in the process. Furthermore, by Proposition 1 and (3.4), we obtain 6) which is another useful formula for deriving non-parametric estimates. For example, if X is fully observed on S 2 ,
is a natural estimate. If instead the observation window A is a proper subset of S 2 , minus sampling gives
2 is an unbiased estimator for ρ 2 , but it may be biased for other cases, which may have dramatic consequences for K as discussed below.
The estimate (3.7) was also suggested in [31] , where plots for all values of t ∈ [0, π] were considered. Apart from the case of Poisson models we warn against such plots for the following reason. When X has pair correlation function g 0 , we have
3) and (3.6). For an isotropic/homogeneous Poisson process, the pair correlation function is g Pois = 1, so the K-function is K Pois (t) = 2π(1 − cos t). Thus using (3.7) gives K(π) = K Pois (π) = 4π, but for non-Poissonian models K(π) may be seriously biased, since K is an accumulative function of g 0 , cf. (3.8). For example, if the pair correlation function for X is smaller than one (as in the case of a DPP), we may have K(t) K(t) for large values of t; we illustrate this in Section 3.2.3 below. Therefore we recommend only interpreting plots of K(t) for smaller values of t: If for smaller or modest values of t, K(t) is below (above) K Pois (t), then we interpret this as inhibition or repulsiveness (aggregation or clustering) between nearby points in X. This interpretation is just like in the case of planar point processes. Incidentally, a second order Taylor approximation around t = 0 gives K Pois (t) ≈ πt 2 , where πt 2 is the K-function for a planar Poisson process. Similar, when interpreting plots of non-parametric estimates of F (t), G(t), J(t), we focus on the behavior for small and modest values of t. We refer to Section 4.4 for examples of how to interpret plots of the functional summary statistics. In case of the G-function as compared to G Pois , the interpretation is similar to that of the K-function.
The inhomogeneous case
Assume X is an inhomogeneous point process on S 2 with an integrable intensity function ρ(x) and an isotropic pair correlation function, i.e., it is of the form (4.6). Then, in accordance with [1] we say that X is second order intensity reweighted isotropic (or pseudo/correlation isotropic) and define the inhomogeneous K-function by (3.8) . So this definition of K is in accordance with the isotropic case. In particular, if X is a Poisson process, then it is second order intensity reweighted isotropic and we still have K Pois (t) = 2π(1 − cos t).
In analogy with (3.6), we have
If the intensity function is known or estimated and X is fully observed on S 2 , this suggests the non-parametric estimate
cf. [1] . If instead the observation window A is a proper subset of S 2 , minus sampling gives
.
Finally, by (3.1) and (3.9), for ν almost all x ∈ S 2 with ρ(x) > 0,
which is a local version of the interpretation of K(t) in the isotropic case, cf. (3.5).
Normalization of K
The non-parametric estimate given in (3.7) effectively corresponds to estimating ρ 2 by N (N − 1)/(4π) 2 . As previously mentioned, this implies K(π) = K Pois (π) = 4π making it the natural choice for Poisson models. For any isotropic point process it follows easily from (3.6) and the fact that E(N ) = 4πρ that K(π) = 4π+
− 1 and therefore K(π) ≥ 4π − 1/ρ, with equality for models with a fixed number of points such as a most repulsive DPP (as defined later in Section 4.3.1). The lower bound value K(π) = 4π − 1/ρ would be obtained by the non-parametric estimator if ρ 2 was estimated by (N/(4π)) 2 instead such that
Thus, in the special case of a model with a non-random number of points this estimator may be better, but in general as the true model is unknown we prefer to use (3.7). In the case of a DPP the bias problem of the non-parametric estimator for large distances is best illustrated in the somewhat special case of very low intensity, but we believe the critique and bias problem remains valid for many other model classes. In particular we expect that models for clustering may attain values of K(π) much larger than 4π and suffer from much larger bias, but it is left as an open problem to investigate this further.
DPPs on the sphere
We start in Section 4.1 with the definition of a DPP on S 2 and discusses in Section 4.2 why a DPP produces regular point patterns, while the more technical details on existence of a DPP and its density function with respect to a unit rate Poisson process are deferred to Appendix B. Then in Section 4.3 we characterize isotropic DPPs and consider parametric models for their kernels. Functional summary statistics for such models are discussed in Section 4.4. Finally, in Section 4.5 we construct anisotropic DPPs.
Definition and assumptions
Consider again a simple finite point process X on S 2 . For a given complex function C defined on the product space S 2 ×S 2 , we say that X is a DPP if it has joint intensities of any order n = 1, 2, . . . which can be expressed in terms of certain determinants with entries specified by C as detailed below. An alternative specification in terms of the density for a DPP is given in Appendix B.2, while Appendix B.1 discusses the technical conditions for the existence of a DPP.
Definition. X is a DPP with kernel C if for all n = 1, 2, . . . and all x 1 , . . . , x n ∈ S 2 ,
where det (C(x i , x j ) i,j=1,...,n ) is the determinant of the n × n matrix with (i, j)th entry C(x i , x j ). Then we write X ∼ DPP(C).
Notice the following when X ∼ DPP(C). The intensity function is the diagonal of the kernel:
The expected number of points is the trace of the kernel:
A Poisson process on S 2 with intensity function ρ is the special case of a DPP where C(x, x) = ρ(x) for x ∈ S 2 , and C(x, y) = 0 for x = y. Moreover, it follows from (4.1) and since ρ (n) is non-negative that C has to be positive semi-definite. In the remainder of this paper we assume that X ∼ DPP(C) where as in most other works on DPPs, we restrict attention to the case where the kernel is Hermitian. In other words, C is a complex covariance function. We allow the kernel to be complex, since this becomes convenient when considering simulation of DPPs, cf. [21] . However, isotropy of C implies that it is real, and all specific models for covariance functions considered in this paper will be real. Notice that we have already assumed that C is of finite trace class since it is required that η < ∞. Finally, we assume that C is square integrable with respect to ν (2) . In summary, we assume that C is a square integrable complex covariance function of finite trace class. Then DPP(C) exists if and only if the spectrum of C is bounded by 0 and 1 (for details, see Appendix B.1), in which case DPP(C) is unique.
Repulsiveness
By (4.1) and since C is a covariance function, we have
with equality only if X is a Poisson process with intensity function ρ. Therefore, a DPP is repulsive unless it is a Poisson process. Letting
be the correlation function corresponding to C when ρ(x)ρ(y) > 0, then
and we set g(x, y) = 0 if ρ(x)ρ(y) = 0. Thus g ≤ 1, again showing that a DPP is repulsive.
Isotropic/homogeneous DPPs
Characterization of isotropic kernels
Assume that X ∼ DPP(C) where the kernel is isotropic, i.e., it depends only on geodesic distance,
Further, the assumption that C is a covariance function implies that C 0 is a real function defined on [0, π] such that C is positive semi-definite. We follow [7] in calling C 0 the radial part of C, and we slightly abuse notation and write X ∼ DPP(C 0 ). Clearly, X is then an isotropic/homogeneous DPP. In particular any point in X is uniformly distributed on S 2 , the intensity ρ = C 0 (0) is constant and equal to the maximal value of C 0 , and η = 4πρ is the expected number of points in X.
In the sequel, assume that ρ > 0 (otherwise X = ∅). Then
is the radial part of the correlation function R associated to C. The allowed range of ρ in terms of R 0 is the interval from 0 to
where R < ∞ denotes the largest eigenvalue of R (see Appendix B.1 and Appendix B.3). Furthermore, the pair correlation function is isotropic and given by
This implies that g 0 (0) = 0 (however, in case of a Poisson process, it is custom to set
. Now, assume that C 0 is continuous. Then, by a classical result of [33] , C 0 being the radial part of a continuous isotropic covariance function C is equivalent to assume that
where each α ≥ 0 is an eigenvalue, ∞ =0 (2 + 1)α < ∞, and In [21] we quantify both global and local repulsiveness in terms of the pair correlation function when the intensity is fixed, and we point out that there is a trade-off between intensity and the degree of repulsiveness. Loosely speaking the degree of repulsiveness increases as the spectrum of C tends to a step function which for small indices is one and for larger indices is zero. Therefore, for any integer m ≥ 0, we refer to a DPP with kernel (B. 2 ; see [21] for a definition when η is any positive number). The Poisson process is another extreme obtained when the spectrum tends to zero (but ρ is still fixed). The right panel of Figure 1 shows a realization of the most repulsive DPP when η = 15 2 = 225.
Examples
Consider the multiquadric family [9] given by
As detailed in [21] , the eigenvalues α can easily be calculated numerically, which makes it possible to simulate realizations from this model. In Section 4.4 below we furthermore derive a closed form expression for the K-function for the model, which we will use for statistical tests, and in future work it can also be used for parameter estimation (as discussed later in Section 5). In [21] we show that the model is quite flexible and covers the range from no to intermediate repulsiveness, but in general it does not cover the most repulsive DPP (only when the expected number of points is very low). The middle panel of Figure 1 shows a realization of a multiquadric model where first we fixed η = 225 and τ = 10, and then δ = 0.68 was chosen as the smallest value such that the model is well-defined. For practical purposes this corresponds to the most repulsive multiquadric model (the degree of repulsiveness grows as τ grows and δ decreases). For comparison a realization of a Poisson process with η = 225 is shown in the left panel, and it is easy to visually confirm that the multiquadric model has a higher degree of repulsiveness than the Poisson process.
In the special case of τ = 1/2 we obtain the inverse multiquadric family where β = δ (1 − δ) specifies a geometric distribution and
To notice the trade-off between the intensity and the degree of repulsiveness, observe that η max (R 0 ) is a strictly increasing function of δ with range (1, ∞), while since R 0 (s) with s = 0 is a strictly decreasing function of δ, the DPP becomes less repulsive as δ increases. In the limit as δ → 1 we obtain R 0 (s) = 0 corresponding to a Poisson process; notice that α → 0 for = 0, 1, . . . On the other hand, as δ → 0 and if η = η max (R 0 ) we obtain the most repulsive DPP but with the mean number of points only equal to 1. As demonstrated in [21] , even for η = 10 the DPP is rather far away from the most repulsive DPP, and for η = 100 it is rather close to a Poisson process. So the inverse multiquadric family may be of limited interest except for theoretical considerations.
For the inverse multiquadric model both the kernel and the Mercer coefficients are expressible on closed form, while in the general multiquadric model the Mercer coefficients lend themselves to relatively simple numerical evaluation. This is a rather unique case, and in [21] we consider a number of other models and conclude that the most useful approach for obtaining flexible parametric models that cover the full range of possible repulsiveness for DPPs is a direct modelling of the spectrum. One example of a flexible model is the case
where α > 0, β > 0, and κ > 0 are parameters. Since all α ∈ (0, 1), the DPP is well defined and has a density specified by (B.2), while η may be evaluated by numerical methods. As demonstrated in [21] , the model covers a wide range of repulsive DPPs, including any homogeneous Poisson process and any most repulsive DPP.
Functional summary statistics for isotropic DPPs
Let X be an isotropic DPP with an explicit model for the kernel C 0 (s) = ρR 0 (s).
Then the pair correlation function is given by (4.6) and the K-function is given by (3.8) . In particular for the multiquadric model of Section 4.3.2 we can easily derive a closed-form expression for the K-function using integration by substitution:
(4.9) while for the inverse multiquadric family we get
The formulae (4.9)-(4.10) also hold for the inhomogeneous K-function when X is a correlation isotropic DPP obtained by independent thinning of an isotropic DPP with multiquadric kernel. For DPP models where we have explicit expressions for the Mercer coefficients but not for the kernel, we can use (4.6)-(4.7) to calculate g 0 numerically, and then use numerical integration to calculate the K-function, cf. (3.8). For instance, this approach has to be used both for the flexible model mentioned in Section 4.3.2 and for the most repulsive DPP, and it was used to produce the theoretical (red) curve in the middle and right panels of Figure 2 .
The three point patterns in Figure 1 are realizations of DPPs with different degrees of repulsiveness: From left to right, there is none (Poisson DPP), intermediate (multiquadric DPP), and strong (most repulsive DPP) interaction. In the following we will discuss the corresponding non-parametric estimates of K and G and to what extend these can be used to discriminate between the three cases. Figure 3 shows the non-parametric estimates of K and G for all three patterns along with the theoretical curve for a Poisson process, and as expected the estimates generally have smaller values for the more repulsive models. To produce this figure with the developed software, e.g. for the multiquadric DPP, we simulate a realization of the model and estimate K by using the following commands: mqmodel <-dppMQ(lambda = 225/(4*pi), delta = 0.68, tau = 10) Xmq <-simulate(mqmodel) Kmq <-Ksphere(Xmq, rmax = 10, angle = TRUE) plot(Kmq)
A simple way to assess the difference between the summary statistics is to use pointwise envelopes simulated under the null model, which is a technique with a long history for point patterns in Euclidean space (see e.g. [2] for an accessible account). For example, in order to generate pointwise envelopes for the K-function, with significance level 1% for the realization of a multiquadric DPP generated above under a Poisson null model, and plot the results (not shown here), we use the commands envmq <-envelope(Xmq, Ksphere, nsim = 199) plot(envmq)
This means that if we fix a distance a priori and reject the null hypothesis if the nonparametric estimate of the summary statistic for the data is outside the envelopes at this distance, then this is a test with significance level 1%. However, the main drawback is that in practice it is very hard to only do a pointwise test when the envelopes show the test results at many scales at once. This problem has been wellknown for decades and a recent account can be found in Chapter 10 of [2] . As an alternative to this approach so-called rank count envelopes were developed in [26] which have an interpretation as a global test, while still providing a graphical output that can be used to infer the spatial scales where the data significantly deviates from the null model. An extra advantage of this approach is that several functional summary statistics can be combined in one test to give an overall correct significance level and thereby avoid any multiple testing problems. This test was performed on the K-and G-function simultaneously for the multiquadric point pattern with a Poisson null model which based on 2499 simulations yielded a highly significant pvalue of 0.0004, which is the lowest possible p-value based on 2500 summary functions (2499 simulated and 1 data). The corresponding graphical test is shown in Figure 4 , where we have separated the values related to K and G into separate plots even though the calculation of the envelopes are based on concatenating the values of K and G into one long vector. Notice that more significant departures from the null model are detected by the K-function which appears to provide a more powerful test in this case (and in our experience this also applies to the other examples in this paper). While it is useful to know the spatial scales leading to rejection of the null hypothesis, we should be very cautious when interpreting the K-function due to the cumulative nature of the function, cf. Section 3.2.
If we use the same test against the most repulsive DPP as the null model based on 999 simulations, the p-value is 0.001 (which is the lowest possible value based on 1000 summary functions). Finally, if we test the most repulsive pattern (right panel in Figure 1 ) against the multiquadric DPP model with η = 225, δ = 0.68, and τ = 10, we get a p-value of 0.008. If instead we use K respective G only for the rank count test, we obtain a p-value of 0.005 respective 0.106, which again indicates that K is the more powerful of the two.
Models constructed by thinning an isotropic DPP
This section focuses on anisotropic/inhomogeneous DPP X constructed by independent thinning of an isotropic/homogeneous DPP Y on S 2 with kernel C Y and nth order product intensity ρ (n) Y . We also follow [16] in considering a doubly stochastic construction where X is obtained by a dependent thinning of Y . Thereby we can model regularity on the small scale and clustering on the large scale.
Suppose where
2 } is a process of mutually independent random variables U (x) which are uniformly distributed on [0, 1], and Y , Π, U are mutually independent. If Π is deterministic, then X is an independent thinning of Y , having nth order product intensity
Y (x 1 , . . . , x n ) and so X is seen to be a DPP with kernel
This DPP is anisotropic if Π is not constant. If Π is random, then in general X is a dependent thinning of Y , with
and we cannot conclude that X is a DPP unless the selection probabilities are independent.
In particular assume that Y is homogeneous with intensity ρ Y and pair correlation function g 0,Y (s), and the distribution of Π is invariant under the action of O(3) on S 2 . Then X is homogeneous, with intensity and pair correlation function
where q = E[Π(x)] is the mean selection probability and, setting 0/0 = 0, depends only on s = s(x, y). For instance, assume that − log Π is the χ 2 -process given by
where Z is a zero-mean Gaussian process with isotropic covariance function K. Denoting K 0 the radial part of K and assuming the variance κ = K 0 (0) is positive, we have the same formulas as obtained in [16] but for point processes on R d :
, where R 0 = K 0 /κ is the (radial part of the) correlation function of Z. Note that g Y,0 ≤ 1 while M 0 (s) ≥ 1 is typically a decreasing function of s. In fact it is possible to obtain that g X,0 (s) ≤ 1 for small values of s and g X,0 (s) ≥ 1 for large values of s, reflecting regularity on the small scale and clustering on the large scale. This is illustrated in Figure 5 , where the original process Y is a most repulsive DPP with 400 points and the underlying Gaussian process Z has a multiquadric covariance function with variance κ = 8 such that the mean selection probability is q = 1/3. Thus the expected number of points of the thinned process X is 400/3. As can be seen from the figure, both τ and δ influence the range of the positive association between points on the longer scale: For both parameters smaller values yield long range dependence while the dependence dies out quicker for larger values. Similar figures (not shown here) show that changing the original DPP to a multiquadric model effectively shifts the curves such that the value of s where g X,0 (s) crosses the Poisson reference value 1 shifts to the left, which is to be expected since the original DPP is less repulsive in this case. Note that the geodesic distance in this and subsequent figures is given in terms of the angle between points on the sphere measured in degrees from 0 to 180 (as we expect the reader to relate more easily to these than distances which are effectively in radians).
Note that simulation of Z is easy, if we assume that K has a Mercer representation as in (B.4), with eigenvalues α Z . Then we generate independent standard normally distributed random variables W (1) ,k and W (2) ,k for = 0, 1, . . . and k = − , . . . , , and observe that
is a zero-mean Gaussian process with covariance function K (this follows from a straightforward calculation, using (B.4) and the fact that K is real). In practice a truncation of the infinite series in (4.12) has to be used. From (4.7) we have
, and we choose the truncation such that the truncated series equals 99% of the given value of κ. Figure 6 shows a realization of the original unthinned DPP Y while Figure 7 shows the result after Π-thinning.
Finally, we notice another construction, namely by applying a one-to-one smooth transformation S 2 → S 2 on Y to obtain X. This results again in that X is a DPP with a kernel that can be specified in terms of C Y and the derivative of the transformation. We skip the details here, but see [14, 15] for the result in the case of transformed DPPs on R d . Figure 6 . The Gaussian process underlying the Π-thinning has multiquadric covariance function with κ = 8, τ = 1, and δ = 0.5. The hemispheres are projected to unit discs with an equal-area azimuthal projection and the pattern contains 148 points in total.
Discussion
In Section 3.2, for a second order intensity reweighted isotropic point process on the sphere, we provided non-parametric estimates of the F , G and K-functions. In the literature for point processes defined on Euclidean spaces there is considerable discussion of edge correction factors, which account for the edge effects that arise when estimating functional summary statistics near the boundaries of an observation window. In Section 3.2, we exemplified this only in the case when the process is fully observed or when minus sampling is used, while [17] provide further edge correction factors. In the planar case [2] mentions that "So long as some kind of edge correction is performed . . . , the particular choice of edge correction technique is usually not critical." We expect the situation to be similar for point patterns on the sphere. Our paper started with a brief discussion on how to model aggregation or regularity for point processes on the two-dimensional sphere or more generally on S d , where two examples are the Thomas process and DPPs. Regarding regularity this may be caused by repulsiveness between the points or by some thinning mechanism as specified in the following list of models, usually defined on R d but straightforwardly adapted to S d :
• Matérn hard core processes of types I-III can be simulated by their constructions as dependent thinnings of Poisson processes, see [11, 19, 20, 35] . However, for the types I-II, the moments of the process will be tractable while the likelihood (density) will be intractable; and for type III, the opposite is the case.
• Simple sequential inhibition and other hard sphere packing models (as reviewed in [3, 12] ) can be simulated by their simple constructions of points added one by one, but otherwise they are hard to analyse.
• Gibbs point processes offer much more flexibility for modelling inhibition or repulsiveness, but their simulation may be time-consuming and neither the moments nor the likelihood are tractable, see [24, 25] and the references therein.
As noticed, DPPs are in many ways more attractive than these models, since DPPs can be easily simulated and their joint intensities and likelihood are tractable. In comparison with DPPs on R d , DPPs on S d are in many ways easier to handle, since they are defined on a compact set and we can more easily deal with the Mercer representation, at least in the isotropic case.
We have considered examples of simulated point patterns on the sphere under various DPP models. Indeed it would be interesting to analyze real point pattern data sets on the sphere using parametric DPP models. Here we expect that inhomogeneous/anisotropic DPPs will be of more relevance than homogeneous/isotropic DPPs. As in [14, 15] parameter estimation may be done by either maximum likelihood or a composite likelihood or minimum contrast method based on the intensity and pair correlation functions. In [14, 15] we noticed that the latter methods work quite well in comparison with maximum likelihood.
Other point process models than DPPs on the sphere may of course be of relevance for applications. For instance, the spectral representation (B.1) allows us to construct and simulate Gaussian processes, cf. (4.12). Thus we can also deal with log Gaussian Cox processes (LGCPs) on the sphere, where all the statistical methodology for LGCPs on Euclidean spaces [23, 24, 25] can be easily adapted to the sphere.
Finally, we notice that space-time point process models on the sphere, whether being DPPs or LGCPs or of another type, might be worth studying, where of course the direction of time should be taken into consideration.
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A Relation between Palm distributions
For Borel sets A ⊆ S 2 and a fixed event F ∈ F, denote µ F (A) the expected value in the right side of (3.2), i.e.,
This is a measure on the Borel sets contained in S 2 , and as verified in Section 3.1 it is rotation invariant if the distribution of X is absolutely continuous with respect to the unit rate Poisson process (or any other isotropic Poisson process) on S 2 .
However, let e 1 , e 2 , e 3 be the standard basis in R 3 (so e 3 = e) and consider the point process Z = O{e 1 , e 2 } where O is a uniform rotation (i.e., it follows the normalized Haar measure on SO(3)). Obviously, the distribution Z is not absolutely continuous with respect to the unit rate Poisson. Further, for > 0 and x ∈ S 2 , denote A (x) = {y ∈ S 2 : s(x, y) < } and let F be the set of all finite subsets of S 2 with at least one point in A 2 (−e 2 ). Then, for A = A (e 1 ) ∪ A (e 2 ), A = A (e 2 ) ∪ A (e 3 ), and sufficiently small , it follows straightforwardly that A is a rotation of A, µ F (A) = 0, and µ F (A ) > 0. Consequently, µ F is not in general rotation invariant, and we need a more complicated construction of the reduced Palm distribution at e: Let θ be uniform in [0, 2π) and denote O θ the rotation with angle θ around e as the axis of the rotation. Suppose θ and X are independent. It can be shown that for any fixed
is a rotation invariant measure, and O θ R x follows the distribution of a uniform rotation given that it maps x to e. Finally, it follows from a straightforward calculation that X 
B Further results for DPPs
B.1 Existence
Recall that the kernel C is assumed to be a complex covariance function of finite trace class and is square integrable. By where Y 1 , Y 2 , . . . are eigenfunctions which form an orthonormal basis for the space of square integrable complex functions with respect to ν. We call (B.1) the Mercer representation of K, the eigenvalues α i for the Mercer coefficients, and spec(K) = {α 1 , α 2 , . . .} the spectrum of K. When X ∼ DPP(C), we denote the Mercer coefficients of C by λ 1 , λ 2 , . . ., and to ensure existence we require that spec(C) ⊂ [0, 1]. Then, by (4.2) and (B.1), the mean number of points is η = ∞ n=1 λ n .
B.2 Likelihood
Suppose X ∼ DPP(C) where spec(C) ⊂ [0, 1). Then we can work with the likelihood/density as given below. for any point configuration {x 1 , . . . , x n } ⊂ S 2 , n = 0, 1, . . .. When n = 0 we consider the empty point configuration ∅, so exp(−D) is the probability that X = ∅ (since exp(−4π) is the probability that the unit rate Poisson process is empty).
Since
there is a one-to-one correspondence between C andC. Thus, in order to construct a DPP we can start by specifying any complex covariance functionC which is of finite trace class and is square integrable. Its density is then given by (B.2), and C is determined by the Mercer representation ofC and by (B.3). Then spec(C) ⊂ [0, 1), and so DPP(C) is well-defined.
B.3 Mercer representation for an isotropic kernel
Consider the isotropic kernel C in (4.3). Below we specify its Mercer representation and discusses when the corresponding DPP exists. We need some notation. Recall (4.8) and for k = 0, . . . , define the associated Legendre functions P (k) and P (−k) by (see [6] p. 421)
Moreover, the surface spherical harmonic functions are given by
for k = − , . . . , , where x ∈ S 2 is identified by its polar latitude and longitude (ϑ, ϕ), cf. (2.1), and where i 2 = −1. In fact the surface spherical harmonic functions constitute an orthonormal basis for the space of square integrable complex functions with respect to ν. Now, by the addition formula for spherical harmonics (see [21] ), (4.7) is equivalent to the Mercer representation
i.e., the Mercer coefficients are λ ,k = α , with = 0, 1, . . . and k = − , . . . , . Therefore, to ensure that DPP(C 0 ) is well-defined, we require that the spectrum {α 0 , α 1 , . . .} is included in [0, 1] and that the sum ∞
=0
(2 + 1)α is finite, and in this case the sum is equal to η. Similarly, if we use the alternative approach of Section B.2 where we start by specifyingC: Assuming thatC is a continuous isotropic covariance function is equivalent to thatC
where allα are non-negative and ∞ =0 (2 + 1)α < ∞.
