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The ab-initio simulation of quantum vortices in a Bose-Einstein condensate is performed by adopting the
complex Langevin techniques. We simulate the nonrelativistic boson field theory at finite chemical potential
under rotation. In the superfluid phase, vortices are generated above a critical angular velocity and the circulation
is clearly quantized even in the presence of quantum fluctuations.
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I. INTRODUCTION
Bose-Einstein condensation attracts a great deal of atten-
tion in various areas of physics. Direct observation has been
achieved in experiments on liquid helium [1] and weakly in-
teracting atomic gases [2, 3]. In solid state physics, the su-
perconductivity of metals results from the condensation of
Cooper pairs, which is a bound state of electrons in momen-
tum space [4]. In the core of neutron stars, the condensate of
the Cooper pairs of nucleons or quarks is considered to ex-
ist [5]. Also, the condensation of the Higgs boson results in
the dynamical mass generation of gauge bosons in the stan-
dard model of particle physics [6].
In the presence of external gauge fields, the Bose-Einstein
condensate exhibits topological solitons. In type-II supercon-
ductors under magnetic fields, the penetrating magnetic flux
is quantized and the quanta form the Abrikosov lattice struc-
ture [7, 8]. As understood from the analogy between mag-
netism and rotation, the quantum vortex has been observed in
the rotating Bose-Einstein condensate [9]. It has been investi-
gated in detail both from theories and experiments [10].
In dilute and low temperature systems, quantum and ther-
mal fluctuations can be negligible, and thus the mean-field
theory works well. Quantum vortex nucleation in the Bose-
Einstein condensate can be described by using the Gross-
Pitaevskii equation [11]. However, when the quantum or ther-
mal fluctuation becomes large, it is highly nontrivial how such
topological solitons behave. Around the critical values of tem-
perature, chemical potential, magnetic field, or angular ve-
locity, the fluctuation grows and then the mean-field descrip-
tion inevitably breaks down. In fact, the effects of quantum
fluctuations have been discussed in the literature [12]. Since
high precision measurements are possible in cold-atom exper-
iments, the deviation from the mean-field theory can be de-
tectable in experiments. For a definite theoretical prediction
without uncertainty, the ab-initio simulation of quantum vor-
tex nucleation is necessary as shown in this paper.
In this paper, we report an ab-initio simulation of quantum
vortices in the rotating Bose-Einstein condensate. For this
purpose, we adopt the complex Langevin method to nonrel-
ativistic boson field theory. The complex Langevin method
has been developed in relativistic field theories to attack com-
plex action problems, such as a nonequilibrium system [13]
and the phase diagram at finite quark number density [14].
We first discuss the superfluid transition without rotation, and
then analyze the vortex nucleation in the rotating frame. We
show that although the circulation is quantized in the super-
fluid phase, quantum fluctuations blur the quantized circula-
tion as a condensate fraction getting close to zero.
II. BOSE GAS UNDER ROTATION
We consider quantum field theory at finite temperature, i.e.,
in (1 + 3)-dimensional Euclid spacetime. In Euclid simula-
tions, although we cannot follow real-time dynamics of vor-
tex nucleation, which can be studied in the real-time Gross-
Pitaevskii simulation [15], we can still study the nonperturba-
tive mechanism of it.
The continuum action of a complex boson field ϕ(τ,x) =
ϕ1(τ,x) + iϕ2(τ,x) in a rotating frame is [16]
Scon[ϕ
1, ϕ2]
=
∫
dτd3x
[
ϕ∗(∂τ − µ)ϕ+ 1
2m
|(∇− imΩ× x)ϕ|2
− 1
2
m(x2 + y2)Ω2|ϕ|2 + 1
4
λ|ϕ|4
]
,
(1)
where µ, m and∇ denote the chemical potential, mass of the
boson, and spatial derivatives, respectively. We consider the
rotation around the z axis with angular velocity Ω, and thus
Ω = Ωzˆ. (ˆi denotes a unit vector in the i direction.)
We remark here that, except for the centrifugal potential
− 12m(x2+y2)Ω2|ϕ|2, the action (1) is mathematically equiv-
alent to the spinless charged boson action under a magnetic
field. In the rotating frame, particles effectively couple to the
“magnetic field”,
qB = q∇×A = 2mΩzˆ, (2)
with A = Ω × x. Therefore, our analysis can be applied
not only to the rotation but also to the magnetic field. In fact,
the qualitative behavior of vortex nucleation is the same in the
case of a magnetic field. In the following, we only show the
result of rotation.
To perform a lattice simulation, we discretize the contin-
uum action (1) on the hypercubic lattice. The corresponding
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2lattice action is
Slat[ϕ
1, ϕ2]
= a3
∑
τ,x
[
ϕ∗τ,x (ϕτ,x − eµaϕτ−a,x)
− 1
2ma
∑
i
(
ϕ∗
τ,x+iˆa
u†iϕτ,x + ϕ
∗
τ,xuiϕτ,x+iˆa − 2|ϕτ,x|2
)
− 1
2
ma(x2 + y2)Ω2ϕ∗τ,xϕτ−a,x +
1
4
λ
a2
a3
(
ϕ∗τ,xϕτ−a,x
)2]
,
(3)
where a is the lattice spacing. The effective gauge field of ro-
tation is introduced in the same manner as the electromagnetic
gauge field [17],
ui = exp(−iaqAi) = exp(−iam(Ω× x)i). (4)
The chemical potential is introduced on the basis of the stan-
dard lattice formulation [18]. The centrifugal potential and the
contact interaction terms are regularized in the same manner
as the number density operator.
In the path integral quantization, the expectation value of
the operator Oˆ is given by
〈Oˆ〉 = 1
Z
∫
dϕ1dϕ2 e−Slat[ϕ
1,ϕ2]Oˆ[ϕ1, ϕ2], (5)
where Z is a normalization factor,
Z =
∫
dϕ1dϕ2 e−Slat . (6)
In the conventional quantum Monte Carlo simulations based
on importance sampling techniques, one evaluates Eq. (5) by
means of the ensemble average, which is randomly generated
by the probability density e−Slat/Z. However, as discussed in
Ref. [19], the lattice action (3) suffers from the notorious sign
problem because the temporal hopping term is in general com-
plex in nonrelativistic systems. The probability interpretation
of the weight e−Slat/Z breaks down and thus the importance
sampling cannot be applied. To overcome this difficulty, we
adopt the complex Langevin technique, which is based on the
stochastic quantization formalism and does not necessarily re-
quire the action to be real.
III. COMPLEX LANGEVIN METHOD
In this method, we numerically perform the stochastic
quantization for the complex lattice action (3). The stochas-
tic quantization reconstructs Eq. (5) by the noise average
of the solution of classical equation of motion with random
noises [20, 21]. For this purpose, we need to solve the
Langevin equations for ϕa (a = 1, 2) along the fictitious time
direction
∂θϕ
a
τ,x(θ) = −
∂Slat[ϕ
1, ϕ2]
∂ϕaτ,x
+ ηaτ,x(θ), (7)
with θ being the continuous fictitious time, and ηaτ,x(θ) real
Gaussian noises. Since the lattice action (3) is complex, the
right-hand side of Eq. (7) is complex. Thus, we need to com-
plexify the left-hand side, i.e., complexify the two real fields
as ϕa → ϕaC = ϕaR + iϕaI. Then, Eq. (7) becomes a
stochastic differential equation for the two complex fields ϕaC
(a = 1, 2), in which the Gaussian noises are applied only to
the real parts [20, 21]. Now, Eq. (7) reads
∂θϕ
aR
τ,x(θ) = −Re
[
∂Slat[ϕ
1C, ϕ2C]
∂ϕaCτ,x
]
+ ηaτ,x(θ), (8)
∂θϕ
aI
τ,x(θ) = −Im
[
∂Slat[ϕ
1C, ϕ2C]
∂ϕaCτ,x
]
. (9)
The Gaussian noises ηaτ,x(θ) satisfy
〈ηaτ,x(θ)〉η = 0, (10)
〈ηaτ,x(θ)ηbτ ′,x′(θ′)〉η = 2δabδττ ′δxx′δ(θ − θ′). (11)
We note that, since the order parameter is the field variable
itself, the mean-field calculation is equivalent to the classical
calculation in this particular theory. The classical solution is
given by minimizing the action (1) or (3), which is nothing
but the equilibrium solution of Eqs. (8) and (9) without the
random noises.
The expectation value (5) is obtained from the solution of
Eqs. (8) and (9) as
〈Oˆ〉 = lim
θ→∞
〈Oˆ[ϕ1C(θ), ϕ2C(θ)]〉η, (12)
where the operator is written in terms of the complex fields
ϕaC. For example, the number density operator, nˆτ,x =
−∂L/∂µ with L being the lattice Lagrangian density, reads
nˆτ,x = e
µa (δab + iab)ϕ
aC
τ,xϕ
bC
τ−a,x, (13)
where ab is a completely antisymmetric tensor with 01 = 1
and the Einstein convention is understood for repeated indices.
Other observables are complexified in the same manner and
have both real and imaginary parts.
IV. NUMERICAL SIMULATION
We numerically solved Eqs. (8) and (9) with the fictitious
time step ε = 1.0 × 10−4a. We adopted a higher order al-
gorithm used in Ref. [22] to improve the step size depen-
dence [23]. Errors were estimated by using the jackknife
method. Although the complex Langevin simulation is known
to be unreliable in some examples at hand [24], we found no
undesirable or pathological behavior in our simulations. A
singular drift term in Eqs. (8) or (9), which leads to the failure
of the complex Langevin simulation, does not appear in our
model [25].
First, we analyze the superfluid transition without rota-
tion, i.e., Ω = 0. The total number of lattice sites is V =
NxNyNzNτ = 12
4. Here we take the periodic boundary con-
ditions in all directions. We set ma = 0.50 and λ/a2 = 4.0.
We show the number density
n =
1
V
∑
τ,x
〈nˆτ,x〉 (14)
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FIG. 1. (Color online) Number density n in periodic boundary
conditions at Ω = 0.
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FIG. 2. (Color online) Two-point correlation functionG(r) at µa =
0.05 and 0.50.
as a function of a chemical potential in Fig. 1. In the non-
relativistic Bose gas, the number density increases without a
gap as the chemical potential increases, thus there is no “Silver
Blaze” problem [26]. In periodic boundary conditions, we can
analytically minimize the lattice action (3) at Ωa = 0, and ob-
tain the gapless mean-field solution n = 2eµa(eµa−1)/(λa),
which is also shown in Fig. 1. Our calculation is consistent
with the mean-field solution at small chemical potentials but
deviates from it at large chemical potentials. The deviation
from the mean-field solution seems opposite to that of the loop
correction [16]. We checked that the deviation is suppressed
on a finer lattice and thus it is a lattice discretization artifact.
The continuum limit must be carefully taken to discuss the
quantitative comparison with analytical results in a continuum
space.
The two-point correlation function
G(|x− y|) = 〈(δab + iab)ϕaCτ,xϕbCτ,y〉 (15)
at µa = 0.05, and 0.50 is shown in Fig. 2. We see the signa-
ture of the off-diagonal long-range order [27] at µa = 0.50.
Á
Á
Á
Á
Á
Á
Á
Á
Á Á
Á
0.0 0.1 0.2 0.3 0.4 0.5
0.0
0.2
0.4
0.6
0.8
1.0
R
µa
FIG. 3. (Color online) Condensate fraction R in periodic boundary
conditions at Ω = 0.
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FIG. 4. (Color online) Condensate fraction R and number density n
in the Dirichlet boundary conditions at Ω = 0.
From the correlation function, we define the condensate frac-
tion
R =
Re[G(aNz/2)]
Re[G(0)]
, (16)
which is real by its definition. The result is shown in Fig. 3.
The browup of the condensate fraction cannot be obtained in
the mean-field calculation because the mean-field condensate
fraction is always unity at zero temperature.
As shown in Figs. 1 and 2, the imaginary parts are zero
with sufficiently small error bars. This is a requirement for
the validity of the complex Langevin simulation. The same
is true and the imaginary parts are not shown in the figures
below.
Next, we change boundary conditions to simulate a rotat-
ing system. We take the Dirichlet boundary conditions in the
x and y directions, and take periodic boundary conditions in
the z and τ directions. We also change the lattice volume to
V = NxNy ×NzNτ = 112 × 102, where x and y are in the
range [−5a, 5a] and the position of the rotational axis is set to
(x, y) = (0, 0). We have checked the volume independence
4of the following discussion by using a larger lattice volume,
V = 132 × 122. Other parameters are the same as above.
In Fig. 4, we show the condensate fraction R and the
number density n as functions of a chemical potential µ.
A nonzero gap exists because of the inhomogeneity in the
Dirichlet boundary conditions. The transition to the superfluid
phase can be clearly seen at µa ∼ 0.1, which is accompanied
by a browup of the condensate fraction. Although this is the
artificial transition in the Dirichlet boundary conditions, there
is a physical phase transition at a higher temperature. The
critical exponents of these transitions can be estimated from
power-law behaviors near the critical point by using the so-
called finite-size scaling method.
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FIG. 5. (Color online) Circulation Γ(8) as a function of angular
velocity Ω at µa = 0.20 and 0.50.
The direct evidence of a quantum vortex is the quantized
circulation. The circulation of a vortex is defined as the phase
integral around it. On the hypercubic lattice, the circulation
is given by integrating the phase difference along the square
loop. We calculated the circulation of the U(1) phase of ϕC =
ϕ1C + iϕ2C:
Γˆ(l)
=
∮
l×l
dx
2pi
[
tan−1
(
Im[ϕCτ,x+j ]
Re[ϕCτ,x+j ]
)
− tan−1
(
Im[ϕCτ,x]
Re[ϕCτ,x]
)]
,
(17)
where j is a unit vector along the loop. The size of the loop
is l × l (2 ≤ l ≤ 10 in our simulation), and the center of the
loop is placed at (x, y) = (0, 0). In each configuration of the
ensemble, Γˆ(l) is an integer because of the single-valuedness
of the wave functions, but it is not necessarily the same in dif-
ferent configurations. The ensemble average Γ(l) ≡ 〈Γˆ(l)〉
becomes a non-integer if the number of vortices strongly fluc-
tuates. The mean-field theory, in which the circulation takes
an exact integer value, works well when the fluctuation is neg-
ligible.
In Fig. 5, we show the circulation as a function of angu-
lar velocity in the superfluid phase with small (µa = 0.20)
and large (µa = 0.50) condensate fractions. At µa = 0.50,
the circulation is clearly quantized and consistent with the
mean-field calculation. On the other hand, at µa = 0.20,
it is not quantized and deviates from the mean-field predic-
tion. This indicates the break down of the mean-field theory
as the condensate fraction getting close to zero. To see the
fluctuation of vortices, we show the profile of circulation Γˆ
obtained from each configuration at µa = 0.20 and 0.50 in
Fig. 6. At µa = 0.20, the profile shows a Gaussian-like dis-
tribution. The system is given by a superposition of different
vortex numbers. At µa = 0.50, the profile becomes almost
a single peak. The fluctuation can be negligible and thus the
mean-field theory works well as shown in Fig. 5. The change
of the distribution suggests the change of the energy spectrum
obtained by diagonalizing the Hamiltonian [12]. A Gaussian-
like distribution suggests a small excitation energy to other
vortex numbers and a single-peak distribution suggests a large
excitation energy.
The spatial positions of vortices can be estimated from the
l-dependence of Γ(l) shown in Fig. 7. At Ωa = 0.20 (circles),
Γ(l) = 1 and it is almost independent of l in l ≥ 2. Thus,
one vortex exists inside the 2 × 2 loop, i.e., in |x| ≤ a and
|y| ≤ a. At Ωa = 0.32 (triangles), Γ(l) increases at l = 4,
and thus two vortices exist in a ≤ |x| ≤ 2a and a ≤ |y| ≤ 2a.
At Ωa = 0.36 (diamonds), two vortices exist in a ≤ |x| ≤ 2a
and a ≤ |y| ≤ 2a and one vortex exists 2a ≤ |x| ≤ 3a
and 2a ≤ |y| ≤ 3a. By calculating two-point or three-point
correlation functions of loops, we can obtain more detailed
information, such as the intervortex distance or the Abrikosov
lattice structure, although we must use a finer lattice than the
present one.
V. CONCLUDING REMARKS
We have performed an ab-initio simulation of quantum
vortices in the Bose-Einstein condensate. We have adopted
the complex Langevin method instead of the quantum Monte
Carlo method, which suffers from a sign problem because of
the complex action (3). In this ab-initio simulation, all quan-
tum fluctuations are exactly taken into account. We have suc-
cessfully simulated vortices in the rotating Bose-Einstein con-
densate. We have shown that in the superfluid phase with a
large condensate fraction, the fluctuation of vortices is neg-
ligible and the mean-field theory works well. On the other
hand, as the condensate fraction gets smaller, the fluctua-
tion becomes larger, which shows a Gaussian-like distribu-
tion. The mean-field theory breaks down, and the circulation
is not quantized even in the superfluid phase.
There are several future applications. We can calculate the
two-body scattering length, which is commonly used to fix
the physical scale to compare theoretical calculations with ex-
periments, by the Lu¨scher formula [28]. We can apply the
anisotropic harmonic trapping potential, which corresponds
to the time-dependent rotating potential in cold-atom experi-
ments [9]. By tuning the trapping potential and angular ve-
locity, we can study the quantum Hall effect expected in the
rotating Bose-Einstein condensate [29]. Our approach is also
applicable to two dimensional Bose gases, where quantum
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FIG. 6. (Color online) Profile of the circulation Γˆ(8).
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FIG. 7. (Color online) Circulation Γ(l) as a function of loop size l
at µa = 0.50, and Ωa = 0.20, 0.32 and 0.36.
fluctuation can be much stronger than that in three dimen-
sions. It is interesting to analyze quantum vortices in two
dimensions near the quasi long-range order phase-transition
point [30, 31]. Another application is relativistic field theory
under rotation, where the sign problem exists [32]. Nonper-
turbative study of relativistic vortices is helpful in the under-
standing of the physics of, e.g., vortices inside neutron stars
[5] and cosmic strings in the early universe [33].
The complex Langevin method is powerful not only for
the rotating Bose-Einstein condensate but also for other
condensed matter systems. First, nonperturbative simulations
at finite temperatures are interesting. We can estimate the
critical temperature of the Bose-Einstein condensation,
including all orders of density corrections [34]. We can also
study the effect of thermal fluctuation to the condensate and
discuss the break down of the Gross-Pitaevskii equation.
Such a break down of the Gross-Pitaevskii equation can be
analyzed in cold atom experiments, where a similar vortex
fluctuation would be observed as the temperature gets close
to its critical value.
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