Abstract
Introduction
Understanding the design principles of living systems is one of the most profound intellectual challenges of contemporary science. In recent decades there have been a number of different attempts to make progress in this direction. One notable approach was within the field of artificial life where researchers have focused on the logical and organisational features of living systems. Researchers used computational models to explore theoretical concepts explaining overall features of organismic architecture. Examples of work in this field are computational models of autopoiesis or Rosen's (M,R)-systems [1] , [2] , [3] , [4] . While this has arguably led to some new insights into the basic design principles of organisms, in many ways this research remained abstract and difficult to relate to specific biological systems.
More recently a different approach within computational biology focused on topological features of biochemical networks, specifically gene networks. Unlike artificial life research this approach is directly motivated by empirical data and therefore easier to interpret within a concrete biological context. So-called network motifs are small-scale regulatory connection patterns of genes and have been identified by systematic search for highly over-represented patterns in known networks(mainly in bacteria) [5] . The motifs thus identified have then been shown to be adaptive in one way or another [6] , [7] . For example, negative autoregulation, whereby the product of a gene represses its own synthesis, has been suggested to reduce the biomolecular noise of gene expression [8] , [9] , [10] . Other motifs have similar roles in regulating the dynamics of gene expression.
The discovery of network motifs has opened many new avenues to approach the problem of design principles of living systems and has already resulted in substantial new insights. Yet, an aspect that has been de-emphasised in this field of enquiry is the role of parameters. Much of the research on network motifs remains qualitative in the sense that the research considers the topology of networks alone without paying much attention to how the system behaviour depends on quantitative details. This is surprising. The properties of a given network topology will normally impact strongly on the specific parameters chosen. In the context of biochemical systems parameters specify values such as association or dissociation rate constants, the concentrations of proteins in the cell or the expression rate of a gene. Little is know about the quantitative design principles of organisms, that is rules to select parameters that lead to fit organisms (although see [11] ). It is the aim of this article to begin to explore this.
Apart from their obvious role in specifying a network quantitatively, parameters are important because they determine the abundance of biomolecules via reaction/expression rates. In this way they determine two key aspects of cellular life that are of fundamental evolutionary significance: noise and cost. Since biological reaction networks are stochastic systems, low numbers of reactants lead to high relative fluctuations [12] of dynamical quantities, such as expression events or molecular concentrations. On the other hand, high numbers of reactants reduce the relative noise but they are metabolically costly. In order to maintain high concentrations the cell needs to devote more resources to the bio-process. This is specifically relevant in the context of proteins whose synthesis is a major metabolic expense factor. Altogether, this suggests that there is a trade-off between the noise in biochemical networks and the cost associated with them. In the context of gene networks speed has recently been identified as an additional factor. When the total concentration of biomolecules is kept constant, then the speed with which a cell can react to changes in environmental conditions can be increased/decreased by increaseing/decreasing the turnover rate of biomolecules [13] , [14] and thus the cost.
This trade-off has been described in mathematical detail but rather abstractly in [13] , [14] . In these contributions the speed of a gene network has been taken as the computational speed of gene regulation, that is the ability of the cell to switch processes on and off rapidly. In this way the three-way trade-off can be described mathematically for very simple systems, but it remains unclear how to interpret this in the context of real cells. How does the trade-off manifest itself in, say, a bacterial cell and how does it constrain its evolution? This is not at all clear from the formal models presented thus far. Indeed there are good arguments that analytical models are not the right tools to generate this understanding. For one, stochastic models are mathematically difficult and for even moderately complex systems it is no longer possible to solve them exactly. A real cell is certainly beyond the reach of even the most sophisticated analytical approaches. Then, even if that was not a problem, in more complex systems cost and noise are not governed by a single parameter. Moreover, the "noisiness" of the system is not the noise of a single variable that is affected by fluctuations. Instead, there will be several components that are impacted by noise and the fluctuations of each of those components will depend on more than one parameter. Finally, high level properties of real systems such as the turnover rate or the metabolic cost may depend on how precisely the noise is distributed across components of the system. This contribution will present a biologically plausible, if generic, simulation model of nutrient uptake and metabolism in bacteria. Rather than being about a specific system, this model will have many archetypical features of uptake and metabolic systems and therefore allows insights that will generalise to a large class of real systems. At the same time, the model is still simple enough so that it can be explored and understood.
The structure of this article is as follows. The particular model is presented in section 2. Section 3 presents the results of simulations of the model which are subsequently discussed in section 4.
Model
In bacteria, uptake is often mediated by porins that are inserted into the cell surface. These porins can be specific in the sense that they take up only one particular type of nutrient from the environment (see for example [15] ). This allows the cell to be selective in terms of which nutrient they take up. The expression of the uptake systems, that is the porins, is tightly regulated with the system only being switched on when the corresponding nutrient is available. A common regulatory mechanisms is that the nutrient itself displaces a repressor of the gene coding for the porin thus activating its expression [16] . (Switching on the system requires therefore a certain leakiness of porin-expression, because nutrient needs to be in the cell before the nutrient uptake system can be activated.) Similarly, downstream metabolic proteins may themselves be activated by the presence of upstream metabolites. The nutrient is converted into energy in a number of steps via several metabolites which are fed into the central metabolic cycle of the cell and eventually fuel production of ATP and biomass.
In order to approach the overall research question of this contribution, most of the complexity of real metabolisms is abstracted away here. Yet, some key aspects are retained in the model below. Computational biologists who have worked on models of nutrient uptake will recognise many of its features.
In the model the complexity of real world metabolisms is reduced to a 3 step process; see figure  1 for an overview. Nutrient is taken up, then converted into ATP which in turn is converted into BIOMASS. We assume that the first two conversions are catalysed reactions and require the enzymes ENZ1 and ENZ2 respectively. ENZ1 could be thought of as a porin (rather than an enzyme) that enables the cell to take up nutrient. Formally the dynamics of protein uptake through porins and catalysed reactions through enzymes are the same, hence there is no need to specify whether a reaction represents uptake or catalysis.
Crucial for the purpose of the model is the representation of enzyme synthesis. ENZ1 and ENZ2 are continuously broken down and need to be produced by the cell. Protein expression is costly to organisms and needs to be represented in the model. The actual (marginal) cost of an enzyme is difficult to estimate and does not need to concern us given the more conceptual purpose of this article. For simplicity it is therefore assumed that the synthesis of one enzyme molecule requires 1 molecule of ATP. This means: Whenever the cell produces one molecule of either ENZ1 or ENZ2 it loses one molecule of ATP. If e1 is the gene for enzyme 1, then this can be represented formally by the following chemical equation:
And analogously for ENZ2.
If there are no ATP molecules, the enzymes cannot be produced. Apart from being used up to produce enzymes, ATP is also converted into biomass. The simplest way to formalise this is to assume first order kinetics for this conversion.
The enzyme mediated conversion of a substrate is modelled as a two step process. During the first step an enzyme binds a substrate (for example an external nutrient (SUBS1) or the internal nutrient (SUBS2)) and form an intermediate compound TMP. The intermediate compound then decays into an enzyme particle and a converted substrate (either SUBS2 or ATP). Under certain conditions this dynamics could be approximated by a Michaelis-Menten dynamics, although here the "unpacked" model is used instead. Formally, the two step process can be described by:
Analogously for the second step:
The enzymes ENZ1 and ENZ2 are not used up in those reactions. However, biomolecules are diluted away, that is degraded with a rate proportional to the growth of biomass. In addition to this, even in the absence of growth, enzymes get "lost" with a constant rate of 0.5. This ensures that even if there is zero activity, the cell loses enzymes continuously. When X is a place-holder for the biomolecules, then dilution is represented as the reaction:
which happens with a rate dilute×GROWTH×ATP. The model is implemented as a continuous time Markov chain using the model checker PRISM [17] . The basic code of the model is reproduced in figure 2.
We use an evolutionary algorithm to search the parameter space. This was implemented in Perl. Each candidate solution is a set of positive real numbers specifying the values of the parameters ENZCOST, GENEXPRESSIONR1, GENEXPRESSIONR2, K1, K2, KO1, KO2, HK1, HK2, GROWTH, LEAK1, LEAK2. These parameters regulate the cost of enzyme production, the rate with which gene 1 and gene 2 are expressed, the rate with which enzyme 1 & 2 combine with substrates to form intermediate products, the rate with which intermediate products decay, the Michaelis-Menten parameters for the gene activation functions, the growth rate and finally the leak-rate of the system (see figure 2 for reference). Once a new population of parameter sets is created, the program writes the relevant PRISM files and simulates the system using the PRISM simulation facility (i.e. not the model checking engine).
The genetic algorithm is implemented as follows: The initial population of size N is composed of N − 1 random solutions and a hand-coded solution. The latter is not strictly necessary, but can help the progress of the GA by providing a first good guess. Once the initial population is constructed, each solution is evaluated by simulating the PRISM model once and recording the BIOMASS after 100 seconds of simulated time. The amount of BIOMASS directly determines the fitness of each solution and finds the parameters with maximal fitness. In case there are several maximal fitness solutions, one is chosen at random. A new population is then created as follows: The first slot is the unaltered maximum fitness solution from the previous round. The second slot is occupied by a mutated version of the best solution. The remaining N − 1 slots in the population are chosen probabilistically in the following way:
• Choose a random member of the previous population. Determine its fitness f .
• With a probability f/f max insert this solution into the new population and go to END.
• With a probability of 0.5 mutate the solution and insert it into the new population and go to END.
• Choose a second solution from the population and perform a 1 point crossover with a randomly chosen crossover point.
• END: If there are remaining slots in the population, go to the first step, otherwise abort.
Results
The main focus of this contribution is to understand the fitness landscape on which the evolution of cells takes place. In order to gain a first understanding of this, three different environmental conditions were chosen as examples to illustrate different selection pressures.
The first condition, condition (i), corresponds to unlimited and high nutrient supply. Condition (ii) has a small exhaustible nutrient supply that is replenished immediately once used up; this leads to a seemingly oscillating nutrient availability. Condition (iii) also has a small exhaustible nutrient supply; the difference to the oscillating condition is that it is only replenished with a delay. Hence, under condition (iii) there are periods with no nutrients.
A manual exploration of the parameter space is not possible; instead a GA was used to understand the structure of the parameter space under three different conditions. Figure 3 shows the maximum fitness per generation for a typical run. While the numerical details of the evolutionary simulations differ between runs, the basic qualitative behaviour remained the same. An initially slow increase was followed by a period of rapid increase of the fitness. Eventually, fitness would then level off (particularly in the cases of conditions (ii) and (iii)); specifically in the case of condition (i) the fitness would occasionally also collapse to a very low value. This behaviour is due to the stochastic nature of the solutions as discussed in detail below. Table 1 compares the amount of biomass produced by the model for different parameters. The numbers in this table represent the amount of biomass after 100 units of simulation time averaged over 20 simulations; the table also reports the standard deviation across the sample. All results in a specific column were obtained using the same conditions. The row title indicates particular parameter sets obtained from the evolutionary algorithm (the table reports two solutions for conditions (ii) and (iii)). So, for example, the results in column labelled (i) were obtained by simulating 5 different parameter sets (adapted to different conditions) in a simulation with unlimited nutrient supply. In the rows labelled (i) the conditions for each simulation are different, but the parameters used are those obtained from the GA for unlimited nutrient supply. Note that the overall nutrient influx is not the same for different conditions; for example, in the models (iii) the maximum amount of nutrient available and hence the maximal achievable biomass is 4000 units, whereas there is no limit in the case of model (i). Consequently different colums are not directly comparable.
A salient feature of the results in table 1 is that for each model type the natively evolved parameters are the best ones. Particularly, the parameters evolved for the unlimited supply do not work at all for models where there is no steady supply of nutrients. For both models (ii) and (iii) these parameters have an average biomass of well below 1 which means that they are completely non-functional. On the other hand, the parameters evolved for models (ii) and (iii) are functional when applied to model (i), although the biomass they achieve is smaller by an order of magnitude than the one achieved for parameters specifically adapted to conditions of unlimited nutrient supply. On the other hand, the parameters evolved for models (ii) and (iii) seem to work fairly well for one another with only minor performance loss when parameters adapted for one condition are used to simulate the other condition. This suggests that the fitness of parameters is conditions specific.
A crucial parameter to be specified in the models is the dilution rate, a constant that specifies how fast molecules disappear from the system at a given growth rate. To test the effects of the dilution rate on the nature of the solution a number of parameter sets adapted to different dilution rates were evolved. Specifically, for each condition a set was evolved for a low rate of figure 4 shows the relative (to maximum) performance of the three parameter sets for different dilution rates. The graph confirms that the overall biomass produced reduces as the dilution rate is increased. This is not surprising, but needs to be so. The higher the dilution rate the more biomolecules get lost before they can be converted into biomass. More interesting is the observation that the parameters adapted for a dilution rate of 0.1 (i.e. low dilution) drop much faster in their biomass with increasing dilution rate than the models adapted to high dilution rates. Similarly, beyond 0.6 or so the parameters evolved for a dilution rate of 0.5 drop faster than the parameters evolved for a dilution rate of 1. A closer examination of the simulations can provide some insights into the evolution of parameters. Specifically, from table 1 it is apparent that the parameters evolved for the unlimited nutrient supply are nonfunctional for other conditions. To understand better why this is the case it is useful to analyse in more detail what is happening during a particular simulation run. Table 2 shows the trace of a simulation of a model adapted for unlimited nutrient supply but simulated under conditions (ii). For simplicity the table only shows some of the key variables and only the first 23 steps. (The conclusions to be obtained do not change for the full trace.)
In this particular instance no biomass is produced at all but ATP is converted into either ENZ1 or ENZ2 synthesis. Production remains at a modest level and is not sufficient to kick-start the flow of nutrients. While Table 1 : Comparison of the adaptation of systems to different conditions. Columns show the average over 20 runs with standard deviation. The columns indicates the parameters for which the system was adapted and the row indicates the model. So, column (i) and row (iii) uses the model (iii) with parameters that were found for (i). Table 2 : An example run showing model (ii) run using the parameters optimised for unlimited nutrients. some of the SUBS1 is converted into SUBS2 and later on into ATP (not shown in this trace) no self-sustaining metabolic flow is established that would allow the system to build up sufficient ENZ2 to effectively convert the available nutrient. Indeed, the high value of GROWTH implies a high rate of degradation of all the biomolecules. Simple stochastic fluctuations therefore soon lead to a situation where there is neither ATP nor any ENZ2 in the system; in this case it is no longer possible to produce more ENZ2 because this step would require ATP input. A deadlock state has been reached.
Further insight into the fitness landscape can be obtained from figure 5 . It shows how the fitness of the solution (that is the amount of biomass produced after 100s) varies as a function of the parameter GROWTH. This parameter essentially decides how fast the cell converts energy into biomass; see the code in figure 2 for details. To interpret this graph correctly, remember that GROWTH also determines the breakdown rate. The two graphs in figure 5 indicate that models (i) and (ii) have a qualitatively similar dependence on the GROWTH parameter. For low values of GROWTH the fitness increases with increasing GROWTH. For higher values of the parameter, this trend continues but noise sets in, in the sense that repeat simulations may lead to drastically lower results. The system becomes less robust. At some point a further increase of the parameter leads to a total collapse of the model, that is the probability of the model returning a high biomass becomes very small. All this suggests that solutions with a high potential biomass tend to be very brittle.
For lower values of GROWTH the model is much more reliable in the sense that repetitions lead to more consistent outcomes, although at an altogether lower level.
While the qualitative behaviour of the two different models are similar, they are quantitatively different. In the case of limited and oscillating nutrient supply, acceptable growth rates are much lower (roughly by a factor of 4) than in the case of unlimited supply. In the case of model (i) up to GROWTH ≈ 200 the model is practically noise-free. On the other hand, in the case of the parameters adapted to conditions (ii) values beyond about 20 are substantially affected by noise.
Discussion
The reality of bacterial life is harsh. Every cell competes with both its conspecifics but also other species for resources. Since bacterial life is in essence about replication, one would think that the bacterial machinery is geared towards rapid uptake of nutrients to maximise growth and to replicate as fast as possible. The aim is to get as big a piece of the nutrient-cake as possible and to leave as little as possible to competitors. In reality, things are more complicated. In order to be able to grow in the first place, the cell must be able to synthesise its uptake system and metabolism that would allow it to establish a high nutrient flow. The problem is of course that this machinery is costly and fast uptake requires a large and expensive machinery. Moreover, faster growth also means that nutrients are diluted away in a growing cell which in turn requires an even higher level of synthesis in order to maintain effective concentrations of biomolecules. The model presented here makes it possible to investigate how the conflicting requirements manifest themselves concretely in the dynamics of a cell. To this end suitable parameters for three different conditions are evolved. Conceptually simplest is condition (i) the unlimited nutrient supply. Under those conditions the task seems to be about finding parameters that maximise growth and nothing else. However, the situation is a bit more subtle. Upon closer inspection it becomes clear that there is a tension between ATP use for growth, that is production of BIOMASS and ATP use for the maintenance of the cellular machinery (in essence synthesis of ENZ1 and ENZ2). If too many resources are channelled into growth then this has two effects. For one, the dilution of biomolecules is accelerated. Secondly, the resource synthesis pathways are resource starved. A consequence of this are shortages of essential proteins. Within the particular models the result may be that the cell runs out of molecules to drive uptake and metabolism. Once there is no ATP left and a crucial enzyme is missing, there is no more energy left to synthesise the necessary molecule and the cell dies even if it is suspended in a sea of nutrient.
In the case of models that have varying amounts of nutrient, the same trade-off between growth and resource use applies. However, there is an additional complication in those models. Whereas in the case of unlimited nutrient supply the cell only needs to maximise nutrient throughput, in the case of conditions (ii) and (iii) that resources need to be used efficiently because there is a limited amount of nutrient in the environment. In practice this means that evolutionarily feasible parameters must be different. Specifically, a direct comparison of the growth rates shows that resource limited conditions require lower growth rates.
Stochastic effects in biological systems have now been extensively studied. Specifically in the context of gene regulatory networks it is now widely appreciated that the actual number of proteins at a given time can be very different from the mean number of proteins. Moreover, from the theoretical model it becomes now clear that noise suppression cannot be done by the cell without either incurring a higher metabolic cost and/or accepting a lower speed of operation. Yet, so far it is unclear how this manifests itself concretely in the fitness landscape of an organism.
The approach presented here provides some initial insights into how the noise-speed-cost trade-off manifests itself in realistic cells. Cells that are adapted to changing environments have to spend significant energy into switching their state and into saving nutrients in times of scarcity. The above simulations show that they can still perform in times of plenty, but they are clearly less effective in that case (see table 1 ). Particularly, their overall parameter choice is such that they only admit very low overall growth rates, but become unstable for higher ones. Another way to say this is that they are adapted to operate slowly. This allows them to convert more ATP from a given amount of nutrient than solutions adapted to unlimited nutrient supply. These have much faster growth rates, and can therefore generate much higher levels of BIOMASS.
One way in which the speed-noise trade-off manifests itself in the model is the increase in the instability of the models as the growth rate is increased. The underlying reason for this instability is a shortage of essential system components (particularly ATP, ENZ1 and ENZ2. This shortage is caused by fluctuations and would not occur in a deterministic system. Within the model presented here, higher GROWTH means in essence a higher turnover rate of components, and hence a faster uptake.
The particulars of this model are not based on any particular organism; furthermore, the dynamics used here is simplified with respect to real systems. However, the overall insights will be applicable to, at least, bacteria. At the moment the kinetic parameters of bacterial uptake systems are not sufficiently well known to analyse them directly. However, the insights from the model lead to a direct prediction: The overall growth rate of bacteria will be set so as to balance growth and the risk of death through nutrient exhaustion. Under ideal (i.e. lab-) conditions it will be possible to increase the overall metabolic rate of bacteria, however, this will come at the cost of reduced viability under less favourable conditions.
