two arrays cost minimal overhead to create and store but permit the data to remain arranged irregularly.
Introduction
Topographic data sets are sets of triplets containing two planimetric coordinates and one vertical coordinate. These coordinates are either measured by automatic methods such as scanning laser altimeters (LIDAR) (Flood and Gutelius, 1997; Baltsavias, 1999) , interferometric synthetic aperture radar (IFSAR) (Hodgson et al., 2003; Gamba and Houshmand, 2000; Mercer and Schnick, 1999) , or by manual compilation with methods like photogrammetry and ground surveying. The terrain samples are called postings. Automatic terrain sampling methods produce irregularly-spaced samples either by design or simply due to uncontrollable environmental factors such as wind turbulence jostling the aircraft carrying an instrument. Samples collected by manual methods are frequently arranged irregularly by choice in order to capture breaklines and other important features that define the shape of the topography; irregularly-spaced postings capture the shape of the terrain and the features thereon better than gridded postings (Makarovic, 1977; Gould, 1981; Douglas, 1986) . Additionally, some applications require irregularly spaced data. For example the U.S. National Geodetic Survey maintains a database of high-accuracy survey control markers and provides web-based applications that allow a user to query the database to find all markers within a certain distance of a point of interest. The published coordinates of these markers must not be changed by their representation in the database; they must remain irregularly spaced. Also, gridding the data can impede feature detection (Cooper and Cowan, 2004) . Digital terrain models employing irregularly spaced postings are common and useful; the Triangulated Irregular Network (TIN) is probably the most common example of the type.
Many terrain analysis algorithms depend on topological relationships between the postings. In particular, many algorithms require neighborhoods of postings that are close to one another in some sense. For example, the computation of gradients (Meyer et al., 2001) , curvature (Shary, 1995; Ozkaya, 2002) , semivariograms (Isaaks and Srivastava, 1989) , kriging (Hessami et al., 2001) , roughness metrics (Philip and Watson, 1986) , cluster analysis (Gebhardt, 2001) , feature recognition (Cooper and Cowan, 2004) , and fractal dimensions (DeCola, 1989; Cheng, 1999) are defined over neighborhoods. For gridded data, two typical neighborhoods are the four cardinal postings around the point of interest or the cardinal postings plus the diagonals. For irregularly spaced data, the situation is less clear. One popular way to determine sets of nearest neighbors for irregularly spaced data is to construct the Delaunay tessellation of the postings. Then, for some posting p, take the nearest neighbors of p to be those postings that share an edge in the tessellation with p. This solution is elegant and satisfies the goal of "letting the data speak for themselves" (Gould, 1981) , but a Delaunay tessellation requires considerable time to compute and space to store. These problems can be intractable given the size of many topographic data sets. For example, as of the time this article was written, at least one commercial LIDAR sensor can collect samples at 70,000 Hz with sub-meter posting spacing (Optech, 2003) . At this rate, a one-hour flight of this sensor would collect more than 2.5×10 8 samples.
The time needed to compute the inherent topology of data sets as large as these would be prohibitive to most users. Therefore, large topographic data sets are usually gridded and the resulting loss of accuracy is simply accepted.
This paper offers an alternative, a way to have the accuracy of irregularly spaced data without unacceptable computational and storage burdens of complicated data structures such as Delaunay tessellations (Mortenson, 1985, p. 317), quadtrees (Samet, 1990; de Berg et al., 1998) , k-d-B-Trees (Bentley, 1975; Robinson, 1981) , hB-Trees Salzberg, 1989, 1990) or R-Trees (Guttman, 1984) ; see Nievergelt and Widmayer (1991) for a survey. This paper presents several simple and efficient algorithms that compute the basic topological relationships needed for algorithms requiring neighborhoods for inputs. These algorithms depend only on two simple data structures, namely, two sorted arrays.
Supporting Data Structure
The following discussion depends on sets and the elements thereof. The i th element of a set P is denoted P i . Conversely, we denote that element itself
An individual postings is typically a set of values including three spatial coordinates plus other ancillary information such as an intensity value, a time stamp, a return number, etc. Define a posting to be a set
where e i , n i , u i ∈ R are the posting's easting, northing, and height (up) coor-dinates, respectively, R denotes the set of reals, and α i , etc. are additional attribution fields holding ancillary information of no particular type. Let
n , p i u denote the easting, northing, and up coordinate of posting p i and P = {p 1 , . . . , p N } denote the given posting data set. Thus, P i,e is the easting of p i . Define the index set over P to be I = {1, . . . , N}.
Our strategy is to decompose P into three arrays. One of the arrays, N , is a sorted array of northings together with an index indicating which posting that northing came from. E is a sorted array of eastings together with an index into N indicating which northing that easting was paired with. The last array, P contains the attribution fields of P plus an index into E thus forming an index loop: knowing an easting leads to the northing associated with that easting; knowing a northing leads to the attribution information and a pointer to the associated easting; and knowing a posting leads to its easting.
Therefore, given any tuple in any of E, N , P allows the entire original posting to be reconstructed. For notation, let N i = {n i , η i }, meaning N i is the i th tuple of the sorted northing array, n i is the northing coordinate and η i is the index of the posting having this northing. Similarly, let E i = {e i , ǫ i }, meaning E i is the i th tuple of the sorted easting array, e i is the easting coordinate and ǫ i is the index into N of the northing associated with this easting. Finally, let 
Expectations of Redundancy
In 2005, the University of Connecticut obtained a multi-return LIDAR data set covering part of the Connecticut coast on Long Island Sound. A subset containing 3 627 915 postings was extracted to test these algorithms. 7000 random postings from this data set are shown in Fig. 1 , which gives a general impression of the arrangement of the 3.6 million postings. Fig. 2 shows two detailed subsets, to illustrate the posting spacing variety.
The algorithms in this paper were implemented in Mathematica v5.1 running on a Dell Optiplex GX260, 2.40 GHz CPU with 512MB RAM and the data structures were constructed using external storage. Many of the algorithms that follow have a linear time complexity component so it is useful to note that scanning the data required 27.9 minutes, for the average single-posting retrieval speed is about 460 µs. This is the concrete upper bound for a linear complexity algorithm.
Examining this data set revealed that many postings have identical eastings and/or northings. This appears to have happened because this LIDAR uses a "whisk broom" beam steering mechanisms that sweeps the laser perpendicularly across the flight line and most whisk broom sensors slow down at the end of the sweep causing postings to "pile up" at the ends ( 
Fundamental Topological Relationships
In what follows we assume the availability of a binary search algorithm (Cormen et al., 1997) that will be used to search over the sorted coordinates in E and N . We name this algorithm, "BinarySearch." We assume it takes two operands. The first is the name of the sorted array over which to search, either E or N . The second operand is a value t to search for among the planimetric coordinates. BinarySearch returns the index associated with the two-tuple of either E or N whose planimetric coordinate is closest to t. We note that this algorithm must be able to return a list of indices, not just a single value. This is true because, as was noted above, it's possible that the closest coordinate value could belong to more than one point. Furthermore, t could fall exactly between a set of points, such as finding a perpendicular bisector or a point in the center of a grid cell.
We now present algorithms for computing various topological relationships given E, N and BinarySearch.
Bounding Rectangle and Geometric Center
The bounding rectangle is simply (
First and Last are functions that extract the first and last coordinate from their argument, respectively. The geometric center is the average of the bounding rectangle coordinates.
Square Window
The following is an algorithm to return the set of indices I ⊆ I into P of postings P ⊆ P that are inside a square window having sides of length 2r
and centered at p = {e, n}. p may or may not be in P . The algorithm depends on the following claim.
Let ǫ + be the largest index into E such that E ǫ + has the largest easting less than or equal to e + r. Symmetrically, let ǫ − be the smallest index into E such that E ǫ − has the smallest easting greater than or equal to e − r. Define η + and
, inclusive, and ǫ to be the set of indices of E [ǫ − ,ǫ + ] into N . Then the required set of indices is equal to
A set of irregularly spaced postings, indicated with open circles, is depicted in a filter to remove those postings outside the generalized window.
Postings Nearest a Point of Interest
Suppose it is required to find a posting that is spatially closest to some point of interest p = {e, n}, and p is typically not in P . There is usually only one posting nearest p but, as stated above, that need not be the case. The following is an algorithm to return the set I N ⊆ I of indices into P of postings P N ⊆ P nearest to a point of interest p. Logically, we define I N to be the set of indices for those postings whose distance from the point of interest is less than that for all other points in P . Conceptually, one could sort the points by distance to p and simply take the shortest one, or all points sharing the shortest distance.
The algorithm works using the common sense notion that the posting closest to p must have its entries in E and N close to those found by searching for p. It is possible that the search will find the closest point directly but this need not be true. See Figure 5 . The solid circle in the center represents p's location. The gray regions are E and N . Posting 6 is closest to p but there are two or three entries in N and E respectively that are closer. In fact, it is possible for the location of one of the closest posting's coordinates in N and E to be arbitrarily far away from the coordinate found with the binary search.
As suggested by the figure, there could be a cascade of other postings whose easting, say, were closer. However, if one coordinate is far away, the other cannot be. This is guaranteed by the triangle inequality. Therefore, searching E and N in all four directions simultaneously is guaranteed to find the closest posting quickly. The algorithm is organized as follows.
First: Find the index sets E
• ⊆ I and N • ⊆ I of the postings whose easting and northing coordinates are closest to e and n by performing a binary search of E and N . That is, E • = BinarySearch(E, e) ǫ and
• is the set of the indices of the closest postings.
Proof: First, suppose ι • = ∅. Claim: the posting(s) in ι • are the closest. There is no posting whose easting is closer to e than those in E • . Likewise, there is no posting whose northing is closer to n than those in
is not empty by assumption and is exactly the set of postings closest to p because there are no postings whose easting is closer to e than those in P E • and there are no postings whose northing is closer to n than those in P N • .
Thus, P ι • contains all the closest postings and every posting in P ι • belongs there.
The algorithm works as follows:
If the intersection is not empty, the search is completed. Now suppose that ι • = ∅. Let p i and p j be the postings whose easting and northing coordinates are closest to those of p, respectively. The lesser of the two distances |p i − p| and |p j − p| is an upper boundd on how far the closest point p * = {e * , n * } can be from p. This implies that |e−e * | ≤d and also |n−n * | ≤d (triangle inequality). We now show how to efficiently find p * using E and N .
The efficiency comes from noting that there must be a (always proper) subset of E and N in which p * must reside, and this subset is usually far smaller than P . Therefore we will search E and N to find p * usingd as an initial bound on the search. Distribution appears lognormal. The large variability indicated in Fig. 6 is due mainly to several very large, but infrequent occurrences. Isaaks and Srivastava, 1989) or the nearest neighbors in the Delaunay sense (Gold, 1989) . We also note that there is more than one way to triangulate any set of postings (e.g., see Abdelguerfi et al. (1998) or (Wang et al., 2001) ) so the Delaunay definition cannot be universally agreed on. Therefore, because there is no consensus about the definition of nearest neighbors, we will define the nearest neighbors of order h to be the set H h having at least h postings such that there are no other postings in P −H h that are closer to p than those in H h . We stipulate that H h has at least h postings so as to include multiple postings equidistant from p. to do this. 
Discussion
Storage costs are a major concern in digital terrain modeling. Irregularlyspaced postings must have their coordinates stored explicitly although there are efficient methods to do this (Meyer, 2002) . Spatial data structures, however, will typically require more storage space than the topographic data set itself. The approach given in this article requires external storage O(N ), where N is the number of postings, whereas quadtrees, k-d-B-trees, hB-trees and R-trees require storage O(N log N ). These access method partition space hierarchically into regions that may or may not overlap. Queries are answered by traversing the tree to identify regions satisfying the query criteria; the hierarchy enabling logarithmic search complexity. Range searching views spatial queries to be predications of the points in the intersection of sets of half-spaces (Arge et al., 1999) , a perspective that arose from constraint database theory.
Range searching is supported by sorted arrays (Arge et al., 1999) in conjunction with weighted B-trees (Arge and Vitter, 1996) , priority search trees (McCreight, 1985) or p-range trees (Subramanian and Ramaswamy, 1995) and, consequently, require storage O(N log N ). A Delaunay triangulation, represented as a list of nearest-neighbor lists, is also linear. However, an efficient implementation requires a hash table or associative array to store the variable length nearest-neighbor lists, which on average, have six edges between postings for every posting in the topographic data set. In contrast, the method in this paper adds exactly three indices per posting and incurs no overhead for a hash table or associative array. The storage overhead for this method is low. However, the aforementioned tree-based methods readily support updates, which the proposed method does not. This decision is acceptable in practice because large topographic data sets tend to be static. Once a data vendor has created and edited a data set, insertions and deletions seldom occur. This is typically true for data, as well. Subsets of a dataset might be extracted for specific purposes but data are typically not added or deleted from the original dataset piecemeal.
Constructing an access method can, itself, be prohibitively time-consuming.
Our method requires three sortings of the data and is, therefore, O(N log N ).
Algorithms of this complexity exist for the other spatial access methods (Delaunay triangulations, R-trees, etc.), too. However, our data structure is very simple and the constant of proportionality for its construction is small. For a specific example, constructing a Delaunay triangulation of only 50 000 inmemory postings in Mathematica v 5.1 took more than 95 minutes. Our implementation, using Unix operating system sorting and cutting operations, builds the data structures in less than 12 minutes for a 3.6 million posting data set.
Although there are obvious "apples to oranges" comparison problems, the example illustrates that the more complicated algorithms can run prohibitively slowly. This was a primary motivation for the current investigation, in fact. time for a Delaunay triangulation and O(log N ) for tree-based methods; the algorithm in this paper is comparable. Thus, the data structures presented in this paper require potentially far less external storage than the alternatives and are computed very quickly, and the searching algorithms generally either run faster or comparably. These characteristics suggest this approach to be well-suited for large sets of topographic postings while maintaining the advantages of irregular spacing. Although these algorithms were written with an eye towards digital terrain modeling, they can be generalized to higher dimensional datasets by adding more sorted arrays equivalent to E and N for the higher dimensions.
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