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Abstract
In random environments, the most elementary processes are Sinai’s simple random walk and
Brox’s diusion process, respectively in discrete and continuous time settings. The two processes
are often considered as a kind of companions, somewhat in the same way as the usual random
walk and Brownian motion are. In this paper, we study the maximum local times for the Sinai
and Brox processes. A somewhat peculiar asymptotic behaviour is observed. c© 1998 Published
by Elsevier Science B.V. All rights reserved.
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cation: 60J55; 60J15
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1. Introduction
(1a) Let  def=fjgj2Z be a sequence of independent and identically distributed ran-
dom variables taking values in (0; 1). For notational simplicity, we shall write through-
out the paper
i
def= log

i
1− i

; i2Z: (1.1)
Any realization of  is called an \environment". Dene the simple random walk in
random environment (RWRE) fSngn>0 by S0 def= 0 and
P[Sn+1 = j j Sn= i; ] =
8<:
i if j= i + 1;
1− i if j= i − 1;
0 otherwise.
It is known that the presence of the random environment  considerably slows down
the movement of Sn. Heuristically, the RWRE spends much time in the \deep valleys"
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of the random environment, thus moving slower than the usual random walk. To be
precise, let us assume throughout the paper the following \usual conditions":8>><>>:
j0j is almost surely bounded,
E0 = 0;
Var(0)>0:
(1.2)
It follows from a general criterion of Solomon (1975) that Eq. (1.2) ensures the re-
currence of Sn. A celebrated theorem of Sinai (1982) conrms that, under Eq. (1.2),
Sn
(log n)2
law−! b1; (1.3)
where \ law−!" denotes convergence in distribution (the exact law of the nondegenerate
limit b1 was later determined by Kesten (1986) and Golosov (1986) independently).
The rate (log n)2 in Eq. (1.3) is clearly far slower than n1=2, the magnitude order of
usual simple symmetric random walk.
We also mention that the transient case has been completely analyzed by Kesten
et al. (1975).
The huge literature on random environment is further enriched by some recent
pro-gress, see, for example, Alili (1998), Carmona (1997), Comets et al. (1998),
Deheuvels and Revesz (1986), Dembo et al. (1996), Gantert and Zeitouni (1998),
Greven and den Hollander (1994), Hu and Shi (1998b), Kawazu and Tanaka (1997),
Mathieu (1998) and Tanaka (1995) for both random walks and their \continuous time
analogues". See also the books of Revesz (1990) and Hughes (1996) for background
and general properties of RWRE.
Dene
L(n; x) def=
nX
k=0
5fSk=xg; n>0; x2Z;
the time spent at the position x by S0; S1; : : : ; Sn. This is often referred to as the \local
time" process. In view of the heuristics mentioned above about the RWRE staying for
a long time in the deep valleys of the environment, one might expect to see L(n; x)
larger than n1=2, the order of magnitude of the local time of the usual simple symmetric
random walk. This is (partly) true. Indeed, it is proved in Revesz [1990, Ch. 29] that,
under Eq. (1.2), for any xed x2Z and ">0, with probability one, L(n; x) can be as
large as n1−" and as small as n" innitely often. The heuristic reason why L(n; x) can
be so small is that when x is xed, it has little chance to be in the bottom of a valley.
Roughly speaking, L(n; x) becomes very large or very small depending on whether x
is near to or far from a valley bottom, which would suggest that, taking the maximum
over all possible x2Z, the local time might be extraordinarily large.
And it is. For brevity, we write in the sequel
L(n) def= sup
x2Z
L(n; x); (1.4)
which is referred to by Revesz [1990, Ch. 29] as the \favourite value" of the RWRE.
Another theorem of Revesz (1988) (see also Revesz [1990, Ch. 29]) says that, at least
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for a particular example of random environment, L(n) can reach some very large
values which L(n; x) fails to do, for any xed x2Z.
Theorem A (Revesz). Assume P(0 =p)=P(0 = 1−p)= 1=2 for some 0<p<1=2.
We have
lim sup
n!1
L(n)
n
>c1; a:s; (1.5)
where c1>0 is a constant depending only on p.
Although the proof of Theorem A is based on the assumption that 0 takes only two
values, it was believed (see Revesz, 1990, p. 298) that \very likely" Eq. (1.5) remains
true for all environments  satisfying Eq. (1.2).
It does.
Theorem 1.1. Under Eq. (1.2), there exists a constant c2>0 such that
lim sup
n!1
L(n)
n
>c2; a:s:
Other properties of the local time of Sinai’s RWRE can be found in Csorg}o et al.
(1987).
(1b) Let fW (x); x2Rg be \two-sided" Brownian motion, with W (0)= 0. Consider
the diusion process fX (t); t>0g formally dened by
X (t)= (t)− 1
2
Z t
0
W 0(X (s)) ds;
where  is a standard one-dimensional Brownian motion, independent of fW (x); x2Rg.
Rigorously, X should be thought of as a diusion starting from 0, with generator
1
2
eW (x)
d
dx

e−W (x)
d
dx

:
See Section 2 for a representation of X via time change. In particular, this representa-
tion will yield the existence of a jointly continuous version of the local time process
fLX (t; x); t>0; x2Rg of X (see Eq. (2.5)), in the sense that for any bounded Borel
function ',Z t
0
'(X (s)) ds=
Z
R
'(x)LX (t; x) dx; t>0:
The process X is called Brox’s diusion with Brownian potential, and is, in general,
viewed as the continuous time analogue of Sinai’s RWRE, just as Brownian motion
is for the usual random walk. Indeed, it is known that Brox’s diusion process and
Sinai’s RWRE (with E(20 )= 1 in Eq. (1.2)) have exactly the same limit distribution
(see Kesten (1986) and Golosov (1986)), the same upper and lower functions (Hu and
Shi (1998b)), as well as the same asymptotic behaviour for local time at a xed level
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(Hu and Shi (1998a)). One would therefore be tempted to think that any asymptotic
result for one of these processes could be formally transferred to the other. Write
LX (t)
def= sup
x2R
LX (t; x); t>0;
which is the maximum local time of X . As usual, logj denotes the j-fold iterated
logarithm.
Theorem 1.2. Let X be Brox’s diusion process with Brownian potential,
lim sup
t!1
LX (t)
t log3 t
>
1
32
; a:s: (1.6)
Remark 1.3. If L(n) denotes, as before, the favourite value of Sinai’s RWRE (see
Eq. (1.4)), we trivially have L(n)6n for any n>1, whereas according to Eq. (1.6),
with probability one there exists a sequence (tk)k>1 increasing to innity such that
LX (tk)>(1=33)tk log3 tk for all k. This is in complete contrast with the non-random
environment situation (for the latter, see Revesz [1990, Ch. 10]).
The rest of the paper is as follows. In Section 2, we briey review general diusion
processes with random potentials, as well as their local times. Sections 3 and 4 are de-
voted to some preliminary results on partial sums and Brownian motions, respectively.
In Section 5, we present a key estimate for Brox’s diusion process with Brownian
potential. Finally, Theorems 1.1 and 1.2 are proved in Section 6.
2. Diusion with random potential and local time
Let fV (t); t>0g and fV (−t); t>0g be adapted and locally bounded stochastic
processes, with V (0)= 0. Let fX (t); t>0g be the formal solution to
X (t)= (t)− 1
2
Z t
0
V 0(X (s)) ds; (2.1)
where  is standard one-dimensional Brownian motion, independent of fV (y); y2Rg.
As is pointed out by Brox (1986), one really should use the general diusion theory
to see X as
X (t)=A−1(B(T−1(t))); t>0; (2.2)
where B is standard Brownian motion independent of fV (y); y2Rg,
A(x) def=
Z x
0
eV (y) dy; x2R; (2.3)
T (r) def=
Z r
0
exp(−2V (A−1(B(s)))) ds; r>0; (2.4)
and A−1 and T−1 denote the inverse functions of A and T , respectively. We assume
that the potential V satises A(1)=1; A(−1)=−1 and T (1)=1 almost surely
(which is the case for the two examples we study in the paper).
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Of course, in the particular case that fV (u); u2Rg is \two-sided" Brownian motion,
X is Brox’s diusion process with Brownian potential (see Section 1).
Let fLB(t; x); t>0; x2Rg be the jointly continuous local time process of B. For
any bounded Borel function ', we have, by Eq. (2.2),Z t
0
'(X (s)) ds=
Z t
0
'(A−1(B(T−1(s)))) ds
=
Z T−1(t)
0
'(A−1(B(u))) exp(−2V (A−1(B(u)))) du
=
Z 1
−1
'(A−1(y)) exp(−2V (A−1(y)))LB(T−1(t); y) dy
=
Z 1
−1
'(x) e−V (x)LB(T−1(t); A(x)) dx;
which means that
LX (t; x)
def= e−V (x)LB(T−1(t); A(x)); t>0; x2R; (2.5)
is the local time process of X .
Now we describe a particular diusion process, which is closely related to Sinai’s
RWRE. The main idea goes back at least to Schumacher (1985).
Let = fjgj2Z be a random environment satisfying Eq. (1.2), and dene (recalling
i from Eq. (1.1))
V (x) def=
nX
i=1
i if x2 [n; n+ 1) for n2Z; (2.6)
with the conventions
P0
i=1 xi
def= 0 and
Pn
i=1 xi
def= x−1 +    + xn for negative n. In
words, fV (x); x2Rg is a step function with V (0)= 0, which is at on each interval
[n; n + 1), with jumps V (n) − V (n−)= n (for n2Z). For this choice of V , we can
dene a diusion process X via Eq. (2.1), which will be referred to as Sinai’s diusion
process with partial sum potential. Its local time LX , as is shown in the following
strong approximation result, is suciently close to that of Sinai’s RWRE (after possible
redenitions of variables).
Fact 2.1. Assume  satises Eq. (1.2). In a rich probability space, there exists a cou-
pling of RWRE fSngn>0 in random environment  and diusion process fX (t); t>0g
whose random potential is dened in Eq. (2.6), such that
lim sup
n!1
(n log n)−1=2 sup
j2Z
j2jL(n; j)− LX (n; j)j637; a:s; (2.7)
where L(; ) and LX (; ) are the local times of Sn and X respectively.
Remark 2.2. The proof of Fact 2.1, mainly based on arguments of Revesz (1981)
for strong approximations for local times of usual random walks, can be found in Hu
and Shi (1998a).
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3. Partial sum potential
Throughout the section, we study the random potential V dened in Eq. (2.6), i.e.,
V (x) def=
[x]X
i=1
i:
We assume that the iid variables i satisfy condition (1.2), i.e., E(0)= 0;
E(20 )>0 and that j0j is bounded. The symbols ci (36i619) denote nite positive
constants whose values depend only on the law of 0.
For any t>0, write
V (t) def= sup
06s6t
V (s); V (t) def= inf
06s6t
V (s): (3.1)
We present some preliminary results on the random potential V .
Lemma 3.1. There exist c3 and c4 such that for all n>0,
P
"
nX
i=0
e−(V (i)−V (n))<c3
#
>c4: (3.2)
Proof. By considering the ultimate location of the minimum of V over [0; n], we can
apply Theorem 2.1 of Bertoin (1993) (see also Feller, 1971, p. 422) to arrive at
nX
i=0
e−(V (i)−V (n)) law−!−1 +
1X
i=0
e−V
"(i) +
1X
i=0
eV
#(i); n!1; (3.3)
where fV "(i); i>0g (resp. f−V #(i); i>0g) is the process fV (i); i>0g \conditioned
to stay positive" (resp. nonpositive), such that V " and V # are independent. More
precisely, V " and V # are, respectively, the h-processes of V associated with
h"(x) def= 1 + E
24T+−1X
i=1
5fV (i)>−xg
35 ; x>0;
and
h#(x) def= 1 + E
24T−−1X
i=1
5fV (i)6−xg
35 ; x60; (3.4)
where T+ def= inffk>1: V (k)>0g and T− def= inffi>1: V (i)60g (it is easily checked
that h" and h# are well-dened functions, see Tanaka (1989)). This for example means
that V " is a Markov chain starting from 0, with transition function
p"(x; dy)= 5fy>0g
h"(y)
h"(x)
p(x; dy) (x>0);
where p(x; dy) stands for the transition function of fV (i); i>0g. In particular, we
have, for any y>0 and i>1,
P(V "(i)2 dy)= h"(y)P(V (i)2 dy; n<T−);
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which yields
E
" 1X
i=0
e−V
"(i)
#
= 1 + E
24T−−1X
i=1
h"(V (i)) e−V (i)
35
= 1 +
Z 1
0
h"(x)e−x dh#(−x); (3.5)
where we have used Eq. (3.4) in the last identity. We now look at the asymptotic
behaviours of h"(x) and h#(x). Let (Hk ;Tk)k>0 denote the strict ascending ladder
point process of fV (i)gi>0, i.e., T0 def= 0 and
Hk
def= V (Tk);
Tk+1
def= inffj>Tk :V (j)>Hkg; k =0; 1; 2; : : :
By the duality lemma, the function h# dened in Eq. (3.4) can be expressed as
h#(−x)=
1X
k=0
P(Hk<x); x>0:
In words, x 7! h#(−x) is the renewal function associated with H1 (which is also T+).
Since condition (1:2) ensures the niteness of E(T+) (see Feller, 1971, p. 398), it
follows from the renewal theorem that
h#(−x) c5x; x!1;
where c5
def= 1=E(T+), and a(x) b(x) (x! x0) denotes limx!x0 a(x)=b(x)= 1. A similar
argument shows that h"(x) c6x (x!1) for some constant c6>0. Going back to
Eq. (3.5), we have proved that
P1
i=0 e
−V"(i) admits a nite expectation, therefore a
fortiori is a well dened random variable. Similarly, we also have
P1
i=0 e
V#(i)<1
almost surely. In view of Eq. (3.3), we have established the desired estimate (3:2) for
all suciently large n. Of course, this holds for all n>0 by enlarging the values of c3
and 1=c4.
Now dene the rst hitting time process for V :
H (r) def= infft>0: V (t)>rg; r>0:
Here is the main estimate for the partial sum potential.
Lemma 3.2. There exist c7 and c8 such that for all r>0,
P
"Z H (r)
0
e−[V (s)−V (H (r))] ds<c7
#
>c8: (3.6)
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Proof. Since V is piecewise constant with bounded jumps, it follows from Lemma 3.1
that for some c9 and c10 and all t>0,
P
Z t
0
e−[V (s)−V (t)] ds<c9

>c10:
Recall the denition of V from Eq. (3.1). Under Eq. (1.2), we can choose a suciently
large constant c11 such that P(V (t)>c11
p
t)6c10=2 for all t, which implies
P
Z t
0
e−[V (s)−V (t)] ds<c9; V (t)6c11
p
t

>
c10
2
:
Applying the same argument, we have, for all t>0,
P
Z t
0
e−[V (s)−V (t)] ds<c9; E1(t)

>c12; (3.7)
where, for each t>0,
E1(t)
def=fV (t)6c11
p
t; V (t)>− c13
p
t; V (t)− V (t)>2c14
p
tg:
We now deduce Lemma 3.2 from Eq. (3.7). Fix r>0 and dene t by r def=(1+ c11)
p
t.
From Eq. (3.7), by conditioning on fV (u); 06u6tg, it follows that
P
Z t
0
e−[V (s)−V (t)] ds<c9; E1(t); E2(r)

>c15;
where
E2(r)
def=f after t; V hits r before hitting V (t) + c14
p
tg:
Observe that if E1(t)\E2(r) is realized, we have V (t)=V (H (r)), and for all s2
[t; H (r)], V (s)− V (t)>c14
p
t. Accordingly,
c156P
"Z H (r)
0
e−[V (s)−V (H (r))] ds<c9 + H (r)e−c14
p
t
#
:
Pick c16 such that P(H (r)>c16r2)6c15=2, which implies
c15
2
6P
"Z H (r)
0
e−[V (s)−V (H (r))] ds<c9 + c16r2e−c14
p
t
#
:
Since r2e−c14
p
t is bounded, this yields Eq. (3.6).
In the study of Sinai’s diusion process with partial sum potential, we also have to
investigate the properties of V indexed by (−1; 0]. For notational convenience, we
shall write
V(t) def= V (−t); t>0;
H(r) def= infft>0: V(t)>rg; r>0:
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It is clear that (V;H) enjoys the same asymptotic properties as (V;H), and is moreover
independent of the latter.
Lemma 3.3. There exist c17 and c18 such that for any c>0,
lim inf
t!1 P(E3(t)\E4(t))>c18;
where
E3(t)
def=
(Z H (t)
0
e−V (s) ds+
Z H(t)
0
e−V(s) ds<c17 e−V (H (t))
)
;
E4(t)
def=

inf
H (t−c log t)6s6H (t)
V (s)>0

\

inf
H(t−c log t)6s6H(t)
V(s)>0

:
Proof. By Lemma 3.2, for all t>0,
P
"Z H (t)
0
e−V (s) ds<c7 e−V (H (t))
#
>c8:
Since (V;H) is independent of (V;H), we can pick c19 suciently large such that
P
"Z H(t)
0
e−V(s) ds>c19
Z H (t)
0
e−V (s) ds
#
6
c8
2
:
On the other hand, it is clear that
lim
t!1P(E4(t))= 1:
Assembling these pieces yields Lemma 3.3.
4. Brownian potential
Throughout the section, V denotes Brownian potential. We continue writing V and
H , respectively, for the inmum and rst hitting time processes associated with V .
Before stating the corresponding estimate to Eq. (3.6) for Brownian potential, rst
let us introduce some Bessel notation. In this section, for integer d>1; fRd(t); t>0g
denotes a Bessel process of dimension d with Rd(0)= 0, i.e., the Euclidean modulus
of d-dimensional Brownian motion. Write
Td(r)
def= infft>0: Rd(t)>rg; r>0:
We use f(t); 06t61g and fe(t); 06t61g to denote two independent standard
one-dimensional Brownian bridges.
Here is the main estimate for Brownian potential, which diers considerably from
the partial sum case (see Eq. (3.6)).
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Lemma 4.1. For Brownian motion V and any r>0 and >0,
P
"Z H (r)
0
e−[V (s)−V (H (r))] ds<
#
>P
h
4(T2(1) + eT2(1))<i ;
where eT2(1) denotes an independent copy of T2(1).
Corollary 4.2. Let V be Brownian motion. Uniformly for all r>0,
lim inf
!0
 logP
"Z H (r)
0
e−[V (s)−V (H (r))] ds<
#
>− 8: (4.1)
Proof of Corollary 4.2. Write  for the probability term on the left-hand side of
Eq. (4.1). By Lemma 4.1,
>

P

T2(1)<

8
2
=
"
P
 
sup
06t61
R2(t)>
r
8

!#2
:
Since R2 is the norm of two-dimensional Brownian motion, Eq. (4.1) follows from the
usual estimate for Gaussian tails.
The proof of Lemma 4.1 is based on some known results for Brownian motion,
which we recall here. The rst (Fact 4.3) is a path decomposition theorem whose
proof can be found in Revuz and Yor (1994), Proposition VI.3.13, the second is the
classical Williams’ Ray{Knight theorem for R3 (Williams, 1974), and the third is a
law identity for R2 which is a straightforward consequence of Le Gall’s Ray{Knight
theorem (Le Gall, 1985). In this paper, the local time of the Bessel process is dened
in the sense of occupation density with respect to the Lebesgue measure.
Fact 4.3 (Revuz and Yor, 1994). Let V be Brownian motion, and x r>0. The
variable jV (H (r))j has density r(x + r)−25fx>0g, and there exists a unique point
2 (0; H (r)) such that V ()=V (H (r)). Moreover, given jV (H (r))j= x2 (0;1),
fr − V (t); 06t6g and fx + V (t + ); 06t6H (r)− g
are independent three-dimensional Bessel processes, the rst starting from r and killed
when hitting x+r for the rst time, the second starting from 0 and killed when hitting
x + r.
Fact 4.4 (Williams, 1974). The local time of R3 at T3(1), denoted by fLR3 (T3(1); x);
06x61g, is distributed as f2(x) + e2(x); 06x61g.
Fact 4.5 (Le Gall, 1985). The following identity in law holds:Z 1
0
e−2tR22(t) dt
law= T2(1): (4.2)
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Proof of Lemma 4.1. Let R3 be a three-dimensional Bessel process as before. Fix
>0 and write
 def= P
"Z H (r)
0
e−[V (s)−V (H (r))] ds<
#
:
By Fact 4.3,
=
Z 1
0
P
"Z T(x+r)
0
e(t)−x−r dt +
Z T3(x+r)
0
e−R3(t) dt<
#
r dx
(x + r)2
;
where f(t); t>0g denotes a three-dimensional Bessel process starting from r, inde-
pendent of R3, and T(x + r)
def= infft>0: (t)>x + rg. By the strong Markov prop-
erty,
R T(x+r)
0 e
(t)−x−r dt is stochastically smaller than
R T3(x+r)
0 e
R3(t)−x−r dt. Therefore,
if we take an independent copy of R3, say eR3, with the corresponding hitting timeseT3(a) def= infft>0: eR3(t)>ag, then
>
Z 1
0
P
"Z eT3(x+r)
0
eeR3(t)−x−r dt + Z T3(x+r)
0
e−R3(t) dt<
#
r dx
(x + r)2
=
Z 1
r
P
"Z eT3(y)
0
eeR3(t)−y dt + Z T3(y)
0
e−R3(t) dt<
#
r dy
y2
;
where we have used a change of variables y= x + r in the last equality. Since fy −
R3(T3(y)− t); 06t6T3(y)g is distributed as fR3(t); 06t6T3(y)g, we have
>
Z 1
r
P
"Z eT3(y)
0
e−eR3(t) dt + Z T3(y)
0
e−R3(t) dt<
#
r dy
y2
: (4.3)
Let us look at the distribution of
R T3(y)
0 e
−R3(t) dt for each xed y. By scaling and Fact
4.4, Z T3(y)
0
e−R3(t) dt law= y2
Z T3(1)
0
e−yR3(t) dt
law= y2
Z 1
0
e−ys(2(s) + e2(s)) ds:
According to the well-known Anderson’s (1955) inequality, for any deterministic func-
tion f>0;
R 1
0 f(s)
2(s) ds is stochastically smaller than (or equal to)
R 1
0 f(s)V
2(s) ds.
Consequently, writing \
st
6" for stochastic inequality,
Z T3(y)
0
e−R3(t) dt
st
6 y2
Z 1
0
e−ysR22(s) ds
6 y2
Z 1
0
e−ysR22(s) ds
law= 4
Z 1
0
e−2tR22(t) dt:
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Note that the law of the variable on the right-hand side is independent of y. Going
back to Eq. (4.3), this yields Lemma 4.1 by means of Le Gall’s identity (4:2).
5. An estimate for Brox's diusion
In this section X denotes Brox’s diusion process (see Eqs. (2.2) or (2.1)) with
Brownian potential V . The aim is to establish a technical estimate, stated in Lemma 5.4
below.
Let B be the Brownian motion in Eq. (2.2) which is independent of V . As before,
let LB denote the local time process of B, and dene
B(r)
def= inf ft>0: LB(t; 0)>rg; r>0; (5.1)
the inverse local time at 0 of B. Note that for any r>0; LB(B(r); x)= 0 for all
x>sup06t6B(r) B(t) and all x6inf 06t6B(r) B(t).
We rst present two preliminary results. Fact 5.1 is due to Knight, 1973 and Foldes,
1989. Facts 5.2 and 5.3 seem to be new, but their proofs require only similar techniques
as for Fact 5.1, and are therefore omitted (for details, see Knight (1973) or Foldes
(1989)). In the sequel, the usual symbol \i.o." stands for \innitely often" as the
relevant index tends to innity.
Fact 5.1 (Knight 1973 and Foldes 1989). If f>0 is nondecreasing,
P
"
sup
06t6B(r)
jB(t)j>rf(r); i:o:
#
=
(
0
1
)
,
Z 1 dr
rf(r)
(
<
=
)
1:
Fact 5.2. If f>0 is nondecreasing,
P

sup
x2R
LB(B(r); x)>rf(r); i:o:

=
(
0
1
)
,
Z 1 dr
rf(r)
(
<
=
)
1:
Fact 5.3. For any nondecreasing functions f>0 and g>0 such that r 7! r=g(r) is
nondecreasing,
P[−V (H (r))>rf(r); i:o:] =
(
0
1
)
,
Z 1 dr
rf(r)
(
<
=
)
1;
P

−V (H (r))< r
g(r)
; i:o:

=
(
0
1
)
,
Z 1 dr
rg(r)
(
<
=
)
1:
Now x an arbitrary constant K>0 and dene two increasing sequences (tn) and
(rn) by
tn
def= n5n; (5.2)
tn
def= log rn + K log2 rn: (5.3)
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As in Section 3, let V(t) def= V (−t) (for t>0), and let H be the rst hitting time process
associated with V. Observe thatZ H (t)
−H(t)
e−V (s) ds=
Z H (t)
0
e−V (s) ds+
Z H(t)
0
e−V(s) ds; (5.4)
for each t>0. Here is the main estimate of the section.
Lemma 5.4. Let V and B be independent Brownian motions, and let (tn) and (rn) be
as in Eqs. (5.2){(5.3). For any ">0; c>0 and 0<a<1<b,
P(F (1)n \F (2)n \n; i:o:)= 1;
where
F (1)n
def=
(Z H (tn)
−H(tn)
e−V (s) ds<
32(1 + ")
log2 tn
max(e−V (H (tn)); e−V(H(tn)))
)
; (5.5)
F (2)n
def=

inf
H (tn−c log tn)6s6H (tn)
V (s)>0

\

inf
H(tn−c log tn)6s6H(tn)
V(s)>0

; (5.6)
n
def= F (3)n \F (4)n \F (5)n ; (5.7)
F (3)n
def= fa rn6LB(B(rn); x)6brn; for all jxj6rng; (5.8)
F (4)n
def= fLB(B(rn); x)6brn; for all jxj62rng; (5.9)
F (5)n
def= fLB(B(rn); x)= 0; for all jxj>2rng: (5.10)
Proof. For 0<u<v, write V (u; v) def= inf u6s6v V (s). Dene the event
Dn
def=
(Z H (tn)
H (tn−1)
e−V (s) ds<
16 + 8"
log2 tn
e−V (H (tn−1); H (tn))
)
;
and Dn the corresponding event for (V;H) in lieu of (V;H). By the strong Markov
property and Corollary 4.2, for all large n,
P(Dn) = P
 Z H (tn−tn−1)
0
e−V (s) ds<
16 + 8"
log2 tn
e−V (H (tn−tn−1))
!
> exp

−1
2
log2 tn

=
1
(5n log n)1=2
: (5.11)
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Since 0<a<1<b, we can choose a small >0 such that a + <1<b − . Write
Zn(x)
def= LB(B(rn); x)− LB(B(rn−1); x) and brn def= rn − rn−1. Consider
Gn
def= f(a+ )brn6Zn(x)6(b− )brn; for all jxj6rng
\ fZn(x)6(b− )brn; for all jxj62rng
\ fZn(x)= 0; for all jxj>2rng:
By the strong Markov and scaling properties of Brownian motion,
P(Gn) =P[a+ 6LB(B(1); y)6b−  for all jyj6rn=brn;
LB(B(1); y)6b−  for all jyj62rn=brn;
LB(B(1); y)= 0 for all jyj>2rn=brn]:
Since limn!1 rn=brn=1, there exists p(a; b; )>0, depending only on (a; b; ), such that
for all large n; P(Gn)>p(a; b; ). Going back to Eq. (5.11) and using independence,
P(Dn \Dn \Gn)= (P(Dn))2 P(Gn)>p(a; b; )5n log n :
Since the events fDn;Dn; Gngn are mutually independent, applying the Borel{Cantelli
lemma leads to
P(Dn \Dn \Gn; i:o:)= 1: (5.12)
Let us see the meaning of Eq. (5.12). By the usual law of the iterated logarithm,
almost surely for all large n; H (tn−1)6t3n−1, whereas according to Fact 5.3, we have
−V (H (tn−1))6tn−1(log tn−1)2 and −V (H (tn))>tn=(log tn)2. Therefore,Z H (tn−1)
0
e−V (s) ds6H (tn−1) e−V (H (tn−1))6t3n−1 exp(tn−1(log tn−1)
2)
6
8"
log2 tn
exp

tn
(log tn)2

6
8"
log2 tn
e−V (H (tn)):
This conrms that, almost surely for all large n,
Dn
(Z H (tn)
0
e−V (s) ds<
16(1 + ")
log2 tn
e−V (H (tn))
)
:
A similar estimate holds for Dn with respect to (V;H). Accordingly, for large n,
Dn \DnF (1)n ; (5.13)
F (1)n being the event in Eq. (5.5). On the other hand, for all large n; (a+ )brn>a rn,
and by Fact 5.2, supx2R LB(B(rn−1); x)6rn−1(log rn−1)
26rn, which implies
GnF (3)n \F (4)n : (5.14)
By Fact 5.1 (almost surely for large n), sup06t6B(rn−1) jB(t)j6rn−1(log rn−1)2<2rn,
which means LB(B(rn−1); x)= 0 for all jxj>2rn. Therefore, on Gn, when n is su-
ciently large, LB(B(rn); x)= 0 for all jxj>2rn, i.e., GnF (5)n . In view of Eqs. (5.12){
(5.14), we have proved that P(F (1)n \n; i:o:)= 1. Since P((F (2)n )c)62c(log tn)=tn,
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which is summable for n, Lemma 5.4 follows by another application of the Borel{
Cantelli lemma.
6. Proofs of Theorems 1.1 and 1.2
In this section, we study the diusion process X dened by Eq. (2.1) whose random
potential V is either Brownian motion or partial sum process. In the latter case, V is
as in (2:6) and we assume that 0 satises condition (1:2).
Before proving the theorems, we recall two known results. The rst (Fact 6.1) con-
cerns the increments of Brownian motion (see for example Csorg}o and Revesz (1981),
p. 121), and the second is the celebrated Komlos{Major{Tusnady strong approximation
theorem for partial sums (see Komlos et al. (1975), or Csorg}o and Revesz (1981), p.
107).
Fact 6.1 (Csorg}o and Revesz, 1981). For Brownian motion W ,
lim
t!1
1
(2 log t)1=2
sup
06s6t
sup
06h61
jW (s+ h)−W (s)j=1; a:s:
Fact 6.2 (Komlos et al., 1975). Let V be the partial sum potential in Eq. (2.6) such
that 0 satises Eq. (1.2). In a possibly enlarged probability space, there exists a
coupling of V and Brownian motion W such that for all large t,
sup
06s6t
jV (s)− c20W (s)j6c21 log t; a:s:
Here, c20
def=
q
E(20 )2 (0;1), and c21 is an unimportant constant.
We begin with a preliminary estimate. Recall from Eq. (2.3) that A(x)=
R x
0 e
V (y) dy.
Lemma 6.3. Let V be either a Brownian motion or a partial sum. There exists a
constant c22>0 such that, almost surely for all suciently large r,
A−1(r)>H (log r − 4 log2 r); (6.1)
A−1(2r)6H (log r + c22 log2 r); (6.2)
where H is, as before, the rst hitting time process of V .
Proof. By the usual law of the iterated logarithm, almost surely for all large s;
H (s)6s3. Therefore,
A(H (s))=
Z H (s)
0
eV (y) dy6esH (s)6s3es;
which implies Eq. (6.1) by inversion. On the other hand, for large s,
A(H (s))>
Z H (s)
H (s)−1
eV (y) dy
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> exp
"
s− sup
06u6H (s)
sup
06h61
jV (u+ h)− V (u)j
#
> exp
"
s− sup
06u6s3
sup
06h61
jV (u+ h)− V (u)j
#
:
It is easily seen using Facts 6.1 and 6.2 that for both Brownian and partial sum
potentials V , we have, for large s,
sup
06u6s3
sup
06h61
jV (u+ h)− V (u)j6c23 log s;
which yields
A(H (s))> exp(s− c23 log s):
Inverting the inequality gives Eq. (6.2).
Recall Eq. (5.4). The key ingredient in the proofs of the theorems is as follows.
Lemma 6.4. Let fV (x); x2Rg be either Brownian or partial sum potential, and let
B be Brownian motion independent of V . Let (tn) and (rn) be as in Eqs. (5.2) and
(5.3). Fix ">0; c>0 and 0<a<1<b, and let n be as in Eq. (5.7). Dene
(1)n
def=
(Z H (tn)
−H(tn)
e−V (s) ds<n max(e−V (H (tn)); e−V(H(tn)))
)
\

inf
H (tn−c log tn)6s6H (tn)
V (s)>0

\

inf
H(tn−c log tn)6s6H(tn)
V(s)>0

; (6.3)
where
n
def=
(
32(1 + ")= log2 tn if V is a Brownian potential ;
c17; if V is a partial sum potential
(6.4)
(c17 being the constant in Lemma 3.3). Then
P((1)n \n; i:o:)= 1:
Proof. If V is a Brownian potential, this is nothing else but Lemma 5.4. Now assume
that V is a partial sum potential. Again, by Lemma 5.4, P(n; i:o:)= 1. Since n
depends only on B, (almost surely) there exists a random sequence n1<n2<   ,
measurable with respect to fB(t); t>0g, such that nk is realized for each k>1.
Since V is independent of B (hence of fnkgk>1), it follows from Lemma 3.3 that
lim inf k!1 P(
(1)
nk )>0. Therefore,
P((1)nk ; i:o:)>0:
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According to the Hewitt{Savage 0{1 law, this probability equals 1. Since each nk is
realized, Lemma 6.4 is proved.
Proofs of Theorems 1.1 and 1.2. Let B be the Brownian motion in Eq. (2.2), inde-
pendent of the random potential fV (x); x2Rg which is either a Brownian motion or
a partial sum. As before, let LB denote the local time process of B, and B the inverse
local time at 0 of B (see Eq. (5.1)). Let (tn) and (rn) be as in Eqs. (5.2) and (5.3),
with the choice of the constant K def= c22 (the latter being dened in Lemma 6.3). Fix
0<a<1<b; c>0 and ">0. By Lemma 6.4,
P((1)n \n; i:o:)= 1: (6.5)
Let us see what happens on the event (1)n \n. By Eq. (5.3), there exists c24>0 such
that for all large n,
tn − c24 log tn6 log rn − 4 log2 rn:
Take c def= c24 in the denition of 
(1)
n (see Eq. (6.3)). On 
(1)
n , we have
inf
H (log rn−4 log2 rn)6s6H (tn)
V (s)>0;
which implies V (H (log rn − 4 log2 rn))=V (H (tn))=V (H (log rn + c22 log2 rn)). These
identities also hold for (V;H) in lieu of (V;H). Accordingly, for large n, we have,
on (1)n ,Z H (log rn+c22 log2 rn)
−H(log rn+c22 log2 rn)
e−V (s) ds
<n max(e−V (H (log rn−4 log2 rn)); e−V(H(log rn−4 log2 rn))):
Applying Lemma 6.3 to both H and H gives
(1)n 
(Z A−1(2rn)
A−1(−2rn)
e−V (x) dx<n sup
A−1(−rn)6x6A−1(rn)
e−V (x)
)
: (6.6)
On the other hand, on n,Z
R
e−V (x)LB(B(rn); A(x)) dx6brn
Z A−1(2rn)
A−1(−2rn)
e−V (x) dx; (6.7)
sup
x2F
e−V (x)LB(B(rn); A(x))>arn sup
A−1(−rn)6x6A−1(rn); x2 F
e−V (x); (6.8)
where we take
F def=
(
R if V is Brownian potential;
Z if V is partial sum potential:
In case V is partial sum potential, it is piecewise constant with bounded jumps, which
implies that, on the right hand side of Eq. (6.6), by replacing n by say (1+ ")n, we
can take the supremum over integers x.
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Combining Eqs. (6.6){(6.8), we obtain, for large n, on (1)n \n,Z
R
e−V (x) LB(B(rn); A(x)) dx<(1 + ")
bn
a
sup
x2F
e−V (x)LB(B(rn); A(x)); (6.9)
(of course, the factor (1 + ") can be removed if V is a Brownian potential). Now, let
LX be the local time of X (see Eq. (2.5)), i.e., LX (t; x)= e−V (x)LB(T−1(t); A(x)). In
particular, LX (t; 0)=LB(T−1(t); 0). Dene the inverse local time at 0 of X by
X (r)
def= infft>0: LX (t; 0)>rg
= T (B(r))
=
Z
R
e−V (x)LB(B(r); A(x)) dx;
the last equality following from the denition of T (see Eq. (2.4)) and occupation
density formula. Observe that
sup
x2F
LX (X (r); x)= sup
x2F
e−V (x)LB(B(r); A(x)):
Consequently, Eq. (6.9) means
(1)n \n

X (rn)<(1 + ")
bn
a
sup
x2F
LX (X (rn); x)

:
In view of Eq. (6.5), we have proved that, for all "2 (0; 1) and 0<a<1<b,
P

X (rn)<(1 + ")
bn
a
sup
x2F
LX (X (rn); x); i:o:

=1: (6.10)
We now prove Theorem 1.1. Assume V is partial sum potential. In this case, n= c17
by (6:4) and F=Z. Therefore, Eq. (6.10) tells that
lim sup
t!1
1
t
sup
x2Z
LX (t; x)>
1
c17
; a:s:
In view of Eq. (2.7) and the boundedness of 0, this yields Theorem 1.1, with
c2 = 1=c17.
To check Theorem 1.2, let V be Brownian potential. Then n=32(1 + ")= log2 tn
32(1 + ")= log3 rn (as n!1), and F=R. By Revesz, 1990, Ch. 29,
lim
t!1
log3 LX (t; 0)
log3 t
=1; a:s;
which implies log3 rn log3 X (rn). Theorem 1.2 now follows from Eq. (6.10).
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