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Zusammenfassung
In dieser Dissertation prasentiren wir einige neue Beitragen zur Theorie von gemischten Motiven.
Genauer gesagt studieren wir die Falle von relativen 1-Motiven und von Motiven von kommuta-
tiven Gruppeschemata, im Kontext von den triangulierten Kategorien von gemischten Motiven von
Voevodsky.
Sei S ein Scheme. Voevodsky vorgestellte eine triangulierte Kategorie DA(S) von gemischten
Motiven mit Q-Koezienten uber S. Diese Kategorie ist gebaut und studiert mit der Honung,
dass sie eine geeignete Annaherung an die derivierte Kategorie einer mutmalichen abelschen Kat-
egorie MM(S) von gemischten Motiven uber S ist. Die Erwartung ist, dass DA(S) eine mo-
tivische t-Struktur tragt, deren Herz diese mutmaliche abelsche Kategorie MM(S) wurde. Das
ist ganz unbekannt; trotzdem kann man fur das System von Kategorien DA( ) unmutmalichen
ein \Formalismus der sechs Operationen " [Ayo07a] [Ayo07b] und \Realisierung Funktoren" von
DA(S) nach Kategorien von klassichen Koeziensystem (konstruktible Garben, `-adische Gar-
ben) [Ayo10b] [Ayo14a] konstruieren, die mit den Formalismen der sechs Operationen in der Betti
und `-adic Falle kompatibel sind, so dass DA(S) bereits sich wie eine \derivierte Kategorie der
motivischen Garben uber S\ verhalt.
Wichtige Beispiele von Motiven in DA(S) sind von kommutativen Gruppenschemata uber S
konstruiert, und fast alle unsere Ergebnisse haben mit sie zu tun. Sei G=S ein solches glattes
kommutatives Gruppenschema. Dann konnen wir zwei naturliche Motive von G gebaut: erst,
1GQ 2 DA(S), dass heit, \G als Garbe von Q-Vektorraume", und MS(G), dass heisst, der
homologische Motiv von G als S-schema. In Kapitel 2, geschrieben mit Giuseppe Ancona und
Annette Huber, werden die Zwei kompariert, und wir zeigen die folgende kanonische \Kunneth
Zersetzung" des Motives MS(G).
MS(G)
  !
0@kd(G=S)M
n0
Symn1GQ
1A
MS(0(G=S)) :
Von diesen Folgen erwarten wir, dass der Motiv 1GQ einen Paradebeispiel fur einen relativ
homologische 1-Motiv ist, das heit, ein Motiv in der Triangulierten Unterkategorie durch die
relative Homologie von Kurven uber S erzeugt. Das motiviert die systematische Studie von diesen
Unterkategorie.
In Kapitel 3.1, denieren wir fur jeden n 2 N die KategorieDAn(S) von homologische n-Motive
(resp. DAn(S) von kohomologische n-Motive) als die volle Unterkategorie von DA(S) die ist bei
homologische Motive von glatten (resp. kohomologische Motive von projektiven) S-Schemata mit
relativer Dimension weniger als n erzeugt. Wir studieren seine allgemeine Eigenschaften und sein
Verhalten unter den sechs Operationen. Dann zeigen wir allerdings in Kapitel 3.2, dass 1GQ in
DA1(S) liegt.
In Kapitel 3.3, denieren wir fur jeden kohomologische MotivM seine \1-motivische Annaherung"
!1M 2 DA1(S). Der Funktor !1 heisst der motivisch Picard Funktor. Wir berechnen !1 in einem
wichtige Sonderfall.
In Kapitel 3.4, denieren wir eine t-Struktur tMM;1 uber DA1(S). Wir zeigen einigen Eigen-
schaften von tMM;1, die zusammen nahelegen, dass tMM;1 die Restriktion auf DA1(S) von der
mutmalichen motivischen t-Struktur uber DA(S) ist. Wir studieren weiter das Herz MM1(S)
und wir konnektieren MM1(S) mit einer fruheren Theorie von 1-Motive, nahmlich, Delignes The-
orie von 1-Motiven [Del74].
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Abstract
In this dissertation, we present several new results in the theory of mixed motives. More precisely,
we study the case of relative 1-motives and motives of commutative group schemes in the context
of the triangulated categories of mixed motives of Voevodsky.
Given a scheme S, Voevodsky introduced a triangulated category DA(S) of mixed motives over
S. This category is built and studied with the hope that it is a suitable approximation to the de-
rived category of a conjectural abelian categoryMM(S) of mixed motives over S. The expectation
is that DA(S) carries a motivic t-structure whose heart would be this conjectural abelian cate-
gory. One can construct unconditionally a \six operations formalism" [Ayo07a] [Ayo07b] for the
system of categories DA( ) and realisation functors to derived categories of systems of coecients
(constructible sheaves, l-adic sheaves) [Ayo10b] [Ayo14a] which are compatible with the classical
theory of the six operations in the Betti and `-adic contexts, so that DA(S) already behaves to a
large extend like a \derived category of motivic sheaves" .
Important examples of motives in DA(S) are constructed out of commutative group schemes
over S, and almost all our results are concerned with these. Let G=S be such a smooth commutative
group scheme. Then we have two natural motives built from G: rst, 1GQ 2 DA(S), which is
\G seen as a sheaf of Q-vector spaces", and MS(G), that is, the homological motive of G as an
S-scheme. In Chapter 2, written in collaboration with Giuseppe Ancona and Annette Huber, we
compare the two, and we prove the following canonical \Kunneth decomposition" of the motive
Ms(G).
MS(G)
  !
0@kd(G=S)M
n0
Symn1GQ
1A
MS(0(G=S)) :
From this result, we can expect that the motive 1GQ should be a prime example of a relative
homological 1-motive, that is, a motive in the triangulated subcategory generated by the relative
homology of curves over S. This motivates the systematic study of this subcategory.
In Chapter 3.1, we dene more generally for every n 2 N the categoryDAn(S) of homological n-
motives (resp. DAn(S) of cohomological n-motives) as the full triangulated subcategory of DA(S)
which is generated by homological motives of smooth (resp. cohomological motives of projective)
S-schemes of relative dimension less than n. We study their general properties and their behaviour
under the six operations. Then we show in Chapter 3.2 that 1GQ lies indeed in DA1(S).
In Chapter 3.3, we dene for any cohomological motiveM its \1-motivic approximation" !1M 2
DA1(S). The functor !1 is called the motivic Picard functor. We then compute !1 in an important
special case.
In Chapter 3.4, we dene a t-structure tMM;1 on DA1(S). We study some properties of tMM;1,
which together suggest, that tMM;1 is the restriction to DA1(S) of the conjectural motivic t-
structure on DA(S). We then study further the heart MM1(S) and we connect it to an existing
classical theory of 1-motives, namely, Deligne's theory of 1-motives from [Del74].
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Chapter 1
Introduction
1.1 General introduction
This thesis presents some contributions to the theory of mixed motivic sheaves, in particular to
the study of 1-motives and of motives of commutative group schemes.
The notion of the motive of an algebraic variety or more generally of a morphism of schemes has
been suggested by Grothendieck as the \common motive" of many known cohomological invariants
in arithmetic geometry (Betti, De Rham, Hodge, l-adic, crystalline, etc.). Although a tantalizing
picture has been developed and used as a guideline in arithmetic geometry ever since, the main
actor of the story, namely the abelian category of (mixed) motives, remains undened. We refer
the reader to [And04], [Kah12] and [CDb, Introduction] for more in-depth overviews than this
introduction.
The relative 1-motives studied in this thesis are thus \geometric incarnations" of the relative
cohomology of families of (open, singular) curves over general base schemes. The leitmotiv of this
work is that relative 1-motives are closely related to commutative group schemes.
1.1.1 Pure motives of curves and abelian varieties
We start by briey recalling the results on pure motives (i.e., motives attached to smooth projective
varieties) which are at the root of our work. When C is a smooth projective curve over a eld k, it
is well known that the geometry of the Jacobian J(C) (an abelian variety over k) can be used to
recover all the standard cohomological invariants of C. For instance, the tangent space to J(C)(C)
recovers the Betti homology H1(C(C);Z) (for k = C)), the Zariski tangent space and the space of
algebraic 1-forms of J(C) control the Hodge ltration of H1dR(C=k) (for k of characteristic 0) and
the l-adic Tate module of J(C) controls the l-adic homology H1(C;Zl) (for ` prime dierent from
char(k)). In any reasonable theory the motive of C should be closely related to J(C). Moreover, the
Albanese map C ! J(C) should relate the motive of C to the motive of J(C) itself. Furthermore,
for a general smooth projective variety X=k, the dual theories of the Picard and Albanese variety
realize parts of the cohomology of X in terms of the rational points/divisors on abelian varieties,
and they should also t in a motivic framework.
This is precisely what happens in Grothendieck's category Chow(k) of pure (Chow) motives
over k with rational coecients. Grothendieck himself proved that the subcategory of Chow(k)
generated by motives of smooth projective curves is equivalent to the category of abelian varieties up
to isogeny, with the equivalence sending M(C) to J(C). Moreover, Shermenev [Ser74] proved that
the motive of J(C) inChow(k) has a decomposition mirroring the decomposition by cohomological
degrees (the so-called Chow-Kunneth decomposition), and that the H1 part was directly related
to the motive of C via the Albanese map. This result was later generalized to a Chow-Kunneth
decomposition of the motive of any abelian variety by Deninger and Murre [DM91]. In a related
direction, for a general smooth projective variety, Murre [Mur90] showed how to relate parts of the
Chow motive of X to the Albanese and Picard abelian varieties of X.
Our main results extend these works (and subsequent work of Orgogozo, Barbieri-Viale-Kahn,
and Ancona-Huber-Enright-Ward discussed below) to the setting of triangulated categories of
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mixed motives over general base schemes.
1.1.2 Mixed motives a la Voevodsky
Given a scheme S, Voevodsky introduced a triangulated category DM(S) of mixed motives over S.
This category is built and studied with the hope that it is a suitable approximation to the derived
category of a conjectural abelian category MM(S) of mixed motives over S. The expectation
is that DM(S) carries a motivic t-structure whose heart would be this conjectural abelian cate-
gory. One can construct unconditionally a \six operations formalism" for the system of categories
DM( ) [Ayo07a] [Ayo07b] and realisation functors to derived categories of systems of coecients
(constructible sheaves, l-adic sheaves) [Ayo10b] [Ayo14a] which are compatible with the classical
theory of the six operations in the Betti and `-adic contexts, so that DM(S) already behaves
to a large extend like a \derived category of motivic sheaves" . In fact the motivic t-structure,
if it exists, is determined uniquely by the requirement that it is compatible with the standard
t-structures via the realisations functors. Another important point is that one expects to have at
least two motivic t-structures, the standard one described above and a perverse one compatible
with the classical theories of perverse sheaves.
More precisely, one should mention that there are many closely related variants of DM(S) in
the literature and that they do not all share the set of properties sketched above. Several of them
will play a role in what follows. These variants can be classied according to the following alter-
natives: eective/stable, with/without transfers, Nisnevich/etale topology, various boundedness
and constructibility conditions, various rings of coecients (Z, Z[1=p], Q). More details on the
terminology will be given in the background section below. In this thesis, we focus on DAet(S),
the stable unbounded category of etale motives without transfers and with rational coecients.
We will use the simpler notation DA(S) for it. We will also encounter DAe(S) := DAe;et(S;Q),
DMe(S) := DMe;et(S;Q) and DM(S) := DMet(S;Q).
The conjecture on the existence of the motivic t-structures on DA(S) are widely open. If one
still wants to use the categorical machinery as opposed to the study of algebraic cycles or K-theory,
one has to lower one's ambitions and concentrate on the study of subcategories ofDA(S) dened by
some geometric conditions. In particular, one can restrict the relative dimensions of the morphisms
involved to be less than an integer n. This leads to two closely related theories, homological n-
motives DAn(S) and cohomological n-motives DA
n(S) (with similar denitions and notations for
other variants). One expects the standard (but not the perverse) motivic t-structure to restrict to
these subcategories.
1.1.3 0 and 1-motives over a eld
When S is the spectrum of a perfect eld k, the structure of the categoriesDMe0 (k) andDM
e
1 (k)
has been completely described by several authors (Voevodsky, Orgogozo, Barbieri-Viale-Kahn,
Ayoub-Barbieri-Viale). The case of 0-motives is very easy and was already fully treated by Vo-
evodsky.
Proposition 1.1.1. The category DMe0 (k) is equivalent to the derived category of continous
Q[Gal(k=k)]-modules.
To state the results in the case of 1-motives, we need a digression into an older chapter of the
theory of mixed motives: Deligne's theory of 1-motives [Del74, x10]. We have already discussed
above how Jacobians are in some sense motives of smooth projective curves. As part of his theory
of mixed Hodge structures, Deligne set out to describe motives of singular, open curves. He
introduced an abelian category M1(k) of mixed 1-motives with rational coecients. An object of
this category is a complex [L ! G] with L a lattice and G a semi-abelian variety. In the case of
the cohomological 1-motive attached to a curve, the abelian part of G accounts for weight 1 classes
in H1 (in fact, the Jacobian of its smooth projective model), the discrete group L for the weight
0 classes (\caused" by singular points) and the toric part of G for weight 2 classes (\caused" by
punctures). We can now describe DMe1;gm(k).
Theorem 1.1.1 ([Org04]). The categoryDMe1;gm(k) is equivalent to the derived category D
b(M1(k)).
Via this equivalence it is equipped with a t-structure.
8
The functor Db(M1(k)) ! DMe;et1;gm (k) simply associates to a 1-motive [L ! G] the complex
of sheaves with transferts [Ltr ! Gtr]
Q on the category Sm=k of smooth varieties over k.
While motives of 0 and 1-dimensional varieties are not extremely interesting in themselves, it
is well known that aspects of the theory of algebraic cycles on higher dimensional varieties are
captured by abelian varieties. Divisors on a smooth projective variety X over k are closely related
to the Picard abelian variety Pic0(X=k)red and 0-cycles on X are (somewhat less closely) related
to the Albanese abelian variety Alb(X=k). Moreover Alb(X=k) and Pic0(X=k)red are dual abelian
varieties. At the level of motives, this manifests itself as the following result.
Theorem 1.1.2 ([BVK10]). The inclusion functors
DMe;et0 (k;Q)! DMe;et(k;Q) (resp. DMe;et1 (k;Q)! DMe;et(k;Q))
both admit left adjoints L0 (resp. LAlb).
Using the functor LAlb, one can prove a version of Deligne's conjecture on 1-motives attached
to the \obviously 1-motivic part" of the cohomology of algebraic variety; see [BVK10] for these
applications and others.
Note that both theorems above are proved in [BVK10] with Z[1=p]-coecients (where p is the
exponential characteristic of k), however we will not look at such a renement in this thesis.
A word of warning: even over a eld, the category DMe2 (k) of 2-motives is not understood at
all. One has no candidate for \geometric" models of motives of surfaces, and indeed Mumford's the-
orem on 0-cycles of surfaces show that the naive expectation of parametrising higher codimensional
cycles up to rational equivalence by algebraic varieties is impossible. There is another denition
of an abelian subcategory of 2-motives in DMe(k) (see [Ayo11]), but showing that it is related
to DMe2 (k) seems dicult. In particular the Beilinson-Soule vanishing conjecture for Q(2) and
Bloch's conjecture on 0-cycles, which would follow from the existence of MM2(k), are completely
open. It would be interesting to know if those two conjectures together suce to construct the
t-structure for 2-motives.
1.1.4 Motives of commutative algebraic groups
Let k be a perfect eld and G=k be a commutative algebraic group. The cohomology groups of G
for all standard cohomology theories exhibit a simple structure: we have H(G) := H1(G) as an
Hopf algebra. The paper [AEWH13] provides a lift of this result to motives via a Chow-Kunneth
decomposition of the motive M e;trk (G) in DM
e(k): there is an isomorphism
Mk(G)
  !
0@kd(G=k)M
n0
SymnGtrQ
1A
M e;trk (0(G=k)) : (k)
In the above, GtrQ is the rational 1-motive of G (eective, with transfers), i.e., the motive induced
by the etale sheaf with transfers represented by G
Q, the motive M e;trk (0(G=k)) is a brewise
Artin motive related to the connected components of bres of G and kd(G=k) is a non-negative
integer. This decomposition is natural in G and respects the structure of Hopf algebra objects.
1.2 The results of this thesis
1.2.1 Motives of smooth commutative group schemes
The results in this section were obtained in joint work with Giuseppe Ancona and Annette Hu-
ber. Let S be a noetherian scheme of nite dimension and G a smooth commutative S-group
scheme of nite type. We establish the following canonical Kunneth decomposition of the motive
MS(G) associated to G in the triangulated category of motives over S with rational coecients
(see Theorems 2.3.3 and 2.3.7):
MS(G)
  !
0@kd(G=S)M
n0
Symn1GQ
1A
MS(0(G=S)) : (S)
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In the above, 1GQ is the rational 1-motive of G, i.e., the motive induced by the suspension
T -spectrum on the etale sheaf represented by G
Q, the motive MS(0(G=S)) is a brewise Artin
motive related to the connected components of bres of G and kd(G=S) is a non-negative integer.
This decomposition is natural in G, it respects the structure of Hopf algebra objects and it is
compatible with pullback for morphisms f : T ! S.
This level of generality makes it possible to treat examples like degenerating families of abelian
or semi-abelian varieties, in particular Neron models or the universal family over toroidal compact-
ications of mixed Shimura varieties of Hodge type. Note also that there are no assumptions on
regularity or the residual characteristics of S. Moreover, we show that this Kunneth decomposi-
tion also holds when G is a commutative group in the category of smooth algebraic spaces over
S. However, the argument uses rational coecients in many places. One does not expect such a
direct sum decomposition with integral coecients, even when S is the spectrum of a eld.
This result has several interesting consequences. First, the motive 1GQ is geometric and
the motives MS(G) and 
1GQ are of nite Kimura dimension in the sense of [Kim05]. Second,
the Chow groups of G with rational coecients decompose into a nite sum of eigenspaces with
respect to the multiplication by n (Theorem 2.3.10); this generalizes the result of Beauville for
abelian varieties [Bea86]. Third, this can be used to construct the motivic polylog on Gr feGg for
all S and G as above (with eG the zero section); for details see the paper [HK15].
The motive 1GQ is a prime example of a relative homological 1-motive, i.e., a motive in the
triangulated subcategory generated by the relative homology of curves over S. In fact, the results
of Section 2.5 below suggest that 1GQ[ 1] is in the heart of the conjectural standard motivic
t-structure on homological 1-motives. These results will be established in the second part of this
thesis.
Some special cases of (S) were already known. The case of abelian schemes over a regular base
was treated in the setting of Chow motives by Kunnemann in [Kun94], building on the theorem
of Deninger and Murre mentioned above. Starting from this, the case where S is the spectrum of
a perfect eld and general G was treated by the rst two authors together with Enright-Ward in
[AEWH13], as mentioned above.
The idea of the proof is simple: once the morphism (S) is written down, we can check that it
is an isomorphism after pullback to geometric points of S, where we are back in the perfect eld
case and can use (k).
However, a number of diculties arise. Firstly, there are technical advantages to working in
the setting of motives without transfers (see Remark 2.2.4) and it is in this setting that we dene
the morphism (S). So we will have to compare this denition with the approach of [AEWH13]
which uses Voevodsky's category of motives with transfers. Secondly, the sheaf represented by G is
not cobrant for the A1-model structure; hence, it is not obvious how to compute the left derived
pullback f1GQ. This is overcome by an explicit resolution dened by rational homotopy theory.
Finally, the crucial reduction that allows one to check that a morphism is an isomorphism after
restriction to geometric bres (Lemma 2.4.2) is only available in the stable case.
All these technical diculties give rise to results that have their own interest. In particular we
show that the sheaf represented by G
Q admits transfers (Theorem 2.2.8).
1.2.2 Relative 1-motives
Let S be a nite dimensional noetherian scheme. In Section 3.1, we introduce natural denitions of
categoriesDAn(S) of homological n-motives (resp. DA
n(S) of cohomological n-motives) which are
full subcategories of DA(S) generated as triangulated categories with small sums by homological
(resp. cohomological) motives of smooth (resp. proper) S-schemes of relative dimension less
than n (Denition 3.1.1). We then study their permanence properties under the six operations
(Propositions 3.1.10 to 3.1.18) and prove that the homological and cohomological variants are
closely related (Proposition 3.1.28). Unfortunately, for n  2, we cannot say much more about
these categories; the cases n = 0; 1 are more tractable and are explored in the rest of this chapter.
In Section 3.2, we come back to the study of motives attached to smooth commutative group
schemes over S and prove that they live in DA1(S) (Proposition 3.2.14). The relationship between
1-motives and motives of the form 1GQ is the key to everything that follows. We also study
motives attached to Deligne 1-motives. Finally, we introduce a motive attached to what we call
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the Picard complex P (X=S) of a morphism of schemes f : X ! S, a complex of sheaves which
packages together the information about the relative connected components of f and the Picard
scheme of X=S; under certain hypotheses, this yields a motive in DA1(S) (Corollary 3.2.34).
In Section 3.3, we introduce and study the right adjoint !1 : DAcoh(S) ! DA1(S) to the
embedding of cohomological 1-motives into cohomological motives. We rst establish a number of
relatively formal results involving its commutation properties with the six operations (Proposition
3.3.3. The main result is then that !1 preserves constructibility (Theorem 3.3.12). This relies on
combining techniques from [AZ12] with a computation of !1(fQX) in a favorable situation: the
precise statement involves the motive of the Picard complex from the previous section.
In Section 3.4, we nally introduce a candidate for the motivic t-structure on DA1(S) and
DA1(S), using the formalism of generated t-structures. A number of equivalent generating families
can be used for this purpose (see Denition 3.4.2). We prove some basic exactness properties for
the six operations. The main result we show is that motives attached to Deligne 1-motives lie
in the heart MM1(S), and that more precisely the category M1(S) embeds fully faithfully into
MM1(S) for S regular. Finally, we state some conjectures about the t-structure which should be
accessible with small extensions of the methods of this thesis.
Appendix 3.A discusses Deligne 1-motives over a general base and proves a continuity property
for them (Proposition 3.A.9). Appendix 3.B gathers some computations of motivic cohomology
groups for Q(0) and Q(1) which are used at several places in the text.
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Background, conventions and notations
We collect here several conventions and pieces of notations which will be used throughout this
thesis.
Homological algebra in abelian and triangulated categories
When discussing complexes in abelian categories and t-structures on triangulated categories, we
consistently use homological indexing conventions.
Let F : T ! T 0 be a triangulated functor between triangulated categories with t-structures.
We say that F is t-positive (resp. t-negative) if F (T0)  T 00 (resp. F (T0)  T 00).
Let T be a triangulated category, and G a family of objects of T . We introduce a number
of subcategories of T generated in various ways by G. We denote by hGi (resp. hGi+, hGi ) the
smallest triangulated subcategory of T stable by direct factors (resp. the smallest subcategory
stable by extensions, positive shifts and direct factors, the smallest subcategory stable by exten-
sions, negative shifts and direct factors) containing G. Assume now that T admits small sums. We
denote by G  (resp.  G +, G  ) the smallest triangulated subcategory of T (resp. the
smallest subcategory stable by extensions, small sums and [+1], the smallest subcategory stable
by extensions, small sums and [ 1]) containing G. Note that hGi  G  by [Ayo07a, Lemme
2.1.17].
We refer informally to G as the generating family of any of the subcategories above and to
objects of G as generators. In each case, these categories can be dened by a (possibly transnite
in the    cases) induction: we start with the full subcategory with objects G[Z]; to pass to a
successor ordinal we introduce, depending on the case, cones of all morphisms and direct factors of
all objects, just the cones and direct factors, just the cocones and direct factors, the cones, direct
factors and small sums, . . . ; nally, to pass to a limit ordinal we take the union over all previous
subcategories. These subcategories do not change if one replaces T by a triangulated subcategory
containing G (and stable under small sums for the    variants), so that we will in general not
need to specify the ambient triangulated category, which we omit from the notation.
Schemes and group schemes
Unless specied, all schemes are noetherian and nite dimensional, all morphisms of schemes are
of nite type, and all smooth morphisms (resp. etale morphisms) are separated of nite type (resp.
separated quasi-nite). The notation Sm=S (resp. Sch=S) denotes the category of all smooth
S-schemes (resp. all separated nite type S-schemes), usually considered as a site with the etale
topology.
We say that a scheme S admits the resolution of singularities by alterations if for any separated
S-scheme X of nite type and any nowhere dense closed subset Z  X, there is a projective Galois
alteration g : X 0 ! X with X 0 regular and such that g 1(Z) is a normal crossing divisor. Recall
that by [dJ97, Corollary 5.15], any separated nite type scheme over a noetherian excellent base
of dimension  2 admits the resolution of singularities by alterations.
Let us recall basic terminology and facts about exact sequences of group schemes. Let (C) :
0 ! G0 i! G p! G00 ! 0 be a sequence of commutative group schemes over a scheme S. We say
that (C) is exact if it induces an exact sequence of fppf sheaves on Sch=S. If (C) is exact, then G0 is
the scheme-theoretic kernel of p and p is a surjective morphism of schemes. In the other direction,
if p is an fppf morphism and G0 is its scheme-theoretic kernel, then (C) is exact. Moreover, if
the group schemes involved are smooth, then one obtains an equivalent denition (and results) by
replacing the fppf topology with the etale topology.
Triangulated categories of motives
We work in most cases in the context of the stable homotopical 2-functor DAet( ;Q) considered
in [Ayo14a, x3].
Since we only consider the etale topology and rational coecients, we simplify the notation and
write DA(S) for DAet(S;Q). The category DA(S) is equivalent to several other constructions of
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motives with rational coecients, e.g. Beilinson motives as in [CDb]: see [CDb, x16] for various
comparison theorems. Let us briey recall the construction of DA(S).
Denition 1.2.1. Let X be a smooth S-scheme. We write Q(X) 2 Shet(Sm) for the sheacation
of the presheaf
QMorS( ; X) ;
which associates to each smooth S-scheme Y the Q-vector space with basis the set of S-morphisms
from Y to X.
We denote by D(Sm=S) the derived category of etale sheaves of Q-vector spaces on the site
Sm=S. Write T for the sheaf-theoretic cokernel of the unit section Q(S) ! Q(Gm;S); we view T
as a convenient model for the Tate motive. The category DA(S) is dened to be the homotopy
category of a certain stable A1-local model category of symmetric T -spectra of complexes in the
abelian category Shet(Sm) of etale sheaves in Q-vector spaces on Sm=S. For simplicity, we refer
to an object in this model category as a motivic spectrum. The analogous construction without
spectra leads to the categoryDAe(S) of eective triangulated motives, which is the A1-localization
of D(Sm=S). For simplicity, we refer to an object in this category as a motivic complex. At several
points, we have parallel statements in the eective and stable categories. They are indicated by
an (e) in the notation.
Recall that to compute derived functors in this setting, one chooses a specic model category
structure on (spectra of) complexes of sheaves presenting the categories of motives such that the
functors of interest are Quillen functors. For the result of this thesis, we use the projective model
structures (adapted from presheaves to sheaves) of [Ayo14b, Section 3].
There is a sequence of functors (see [CD09, 5.3.23.2] for more details on the last one, the innite
T -suspension functor)
Shet(S)! D(Shet(Sm))! DAe(S) L
1
! DA(S): (1.2.2.1)
Denition 1.2.2. Let X be a smooth S-scheme.
1. The (relative, homological) eective motive M eS (X) is dened as the image of Q(X) in
DAe(S).
2. The motive MS(X) is dened as L
1M eS (X) in DA(S).
Motivic complexes (respectively, spectra) of the form Q(X) (respectively, 1Q(X)) are called
representable.
The category DAgm(S) of constructible or geometric motives over S is dened as the thick
triangulated subcategory ofDA(S) generated by the motives of the formMS(X)(i) for any smooth
S-scheme X and any integer i 2 Z.
Remark 1.2.3. The projective model structures that we are using have relatively few cobrant
objects - as they should, since we want to use them to compute left derived functors - but crucially
representable objects are cobrant (by denition for the descent model structure of [CD09, 5.1.11],
and as they have the left lifting property with respect to surjective quasi-isomorphisms for the
projective one).
Remark 1.2.4. A motive is constructible if and only if it is a compact object of the triangulated
category DA(S) (see [Ayo14b, Proposition 8.3]).
By [Ayo07a], the functor DA( ) admits the functoriality of the Grothendieck six operations.
In particular, for any quasi-projective morphism f : S ! T , Ayoub constructs adjoint pairs
f : DA(T ) DA(S) : f
f! : DA(S) DA(T ) : f !
and when f is smooth
f] : DA(S) DA(T ) : f:
There is a morphism of functors f! ! f, which is an isomorphism for f projective.
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Note that for those operations, as well as for the pullbacks and pushforwards functors on
derived categories of sheaves on Sm= , the notation f, f, : : : stands for the triangulated or
derived functor. When we want to use the underived functor, we underline the functor: f; f; : : :
In the denitions of the Grothendieck operations, one can relax the condition f quasi-projective
in the following ways.
(i) As observed in [Ayo, Appendice 1.A], one can dene f and f for any morphism f (without
any niteness hypothesis), and prove for instance that proper base change [Ayo14a, Propo-
sition 3.5], the Ex] isomorphism [Ayo14a, Proposition 3.6] and \regular base change" [Ayo,
Corollaire 1.A.4] still hold.
(ii) As observed in [CDb, Theorem 2.2.14], one can dene the exceptional functors f! and f
! for
any f separated of nite type, and prove that all the properties in [Ayo07a] still hold (with
in particular f! ' f for any f proper).
(iii) In fact, one can dene the four operations for all morphisms locally of nite type between
quasi-compact quasi-separated schemes, as is explained in [Hoy14, Appendix C].
In this paper, we use the extensions (i)-(ii) but not (iii).
The six operations for DA( ) satisfy a large number of properties and compatibilities (see
[Ayo14a, Proposition 3.2], [Ayo07a, Scholie 1.4.2]). Here are some properties of the monoidal
structure.
Lemma 1.2.5. Let f : S ! T be a morphism of noetherian schemes of nite dimension.
1. All functors in the sequence (1.2.2.1) are monoidal. In particular, if X;Y are objects in
Sm=S, then
Q(X)
Q(Y ) ' Q(X  Y ) ;
M
(e)
S (X)
M (e)S (Y ) 'M (e)S (X  Y ) :
2. For X 2 Sm=S, we have canonical isomorphisms:
fQ(X) ' Q(XT ) and fM (e)S (X) 'M (e)T (XT ) :
3. There is a canonical 2-isomorphism L1f ' fL1:
4. The pullback functor f is monoidal.
For other results which come up repeatedly in this thesis, we introduce the following shorthand.
Let
Z
~g
//
~f

X
f

W
g
// Y
be a cartesian square.
 By the Ex] isomorphism (resp. the Ex! isomorphism, the Ex! isomorphism), we mean the
natural isomorphism ~f]~g
  ! gf] for f smooth (resp. the natural isomorphism ~f~g!  !
g!f, the natural isomorphism gf!
 ! ~f!~g!).
 By \smooth base change", we mean the natural isomorphism ~f~g  ! gf for g smooth.
 By \proper base change", we mean the natural isomorphism gf!  ! ~f!~g for f proper.
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 Let i : Z ! X be a closed immersion and j : U ! X be the complementary open immersion.
When we write \by localisation", we mean the implicit use of the distinguished triangle of
functors
j]j
 ! id! ii +! :
Dually, when we write \by colocalisation", we mean the implicit use of the distinguished
triangle of functors
i!i
! ! id! jj +! :
 By \relative purity", we mean the fact that for any smooth morphism f : S ! T of relative
dimension d, there are isomorphism of functors f! ' f](d)[2d] and f ! ' f( d)[ 2d].
 By \separation" or \the separation property forDA", we mean the fact that for any surjective
morphism of nite type (resp. any nite surjective radicial morphism) f : S ! T , the functor
f : DA(T )! DA(S) is conservative (resp. an equivalence of categories) [Ayo14a, Theoreme
3.9].
 By \absolute purity", we mean the fact that for any closed immersion i : S ! T of codimen-
sion d with S, T regular schemes, we have i!QT ' QS( d)[ 2d] ([Ayo14a, Corollaire 7.5]
and [Ayo14a, Remarque 11.2]).
We need to consider motives of algebraic spaces. The denition follows the method of Choud-
hury [Cho12], who considered the case of stacks over a eld. We only develop the minimal amount
of results necessary.
Let Y be an algebraic space presented by a scheme X and an etale equivalence relation R, i.e.,
Y is the cokernel of the diagram of sheaves of sets over the site Sch=S with the etale topology
R X :
Denition 1.2.6. Let Y be a smooth algebraic space. Let Q(Y ) be the sheaf associated to the
presheaf QYjSm=S(). We dene the relative motive M eS (Y ) 2 DAe(S) as the image of the sheaf
Q(Y ) and MS(Y ) 2 DA(S) as L1M eS (Y ).
If Y is a scheme, this agrees with the denition given before.
Proposition 1.2.7. Let f : T ! S be a morphism and Y=S be a smooth algebraic space. Then
there are canonical isomorphisms
fM (e)S (Y ) 'M (e)T (YT ):
Proof. By Lemma 1.2.5(3) it is enough to settle the eective statement.
We follow the method of [Cho12, Cor. 2.14]. Let (X;R) be a presentation of Y and X be the
Cech nerve of the cover X ! Y . By general principles, the covering map
X ! Y
is a weak equivalence of simplicial sheaves. Hence it induces a quasi-isomorphism of complexes of
sheaves of Q-vectors spaces
Q(X)! Q(Y ) :
We are going to show that Xn is a smooth S-scheme. Assuming this, we compute f
MS(X) as
fQ(X) = Q((X)T ) :
As (X)T is the Cech nerve of the cover XT ! YT ,the Q((X)T ) is quasi-isomorphic to Q(YT ).
By denition, Xn is the (n+ 1)-fold bre product of sheaves of sets
Xn = X Y X    Y X = (X Y X)X    X (X Y X) :
Since X Y X ' R we see that Xn is a smooth X-scheme. As X is smooth, this makes Xn a
smooth S-scheme.
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Triangulated categories with and without transfers
Let S be a noetherian nite dimensional scheme. We will occasionally need to work with categories
of motives with transfers. We recall the necessary denitions and results.
Denition 1.2.8. 1. Let Smtr be the category of smooth correspondences over S. Its objects
are the objects of Sm and morphisms are nite Q-correspondences in the sense of [CD09,
Denition 9.1.2 - Denition 9.1.8]. (This category has also other notations in the literature
as Smcor in [CD09] and SmCor in [Voe00]).
2. Let Shet(Sm
tr) be the category of additive presheaves of Q-vector spaces on Smtr whose
restriction to Sm is an etale sheaf. We call these objects etale sheaves with transfers.
3. Let X 2 Sm. Then Q(X)tr is dened as the representable presheaf with transfers cS(; X)
(which is in fact an etale sheaf).
The category Shet(Sm
tr) is monoidal. The tensor product is characterized by the formula
Q(X)tr 
Q(Y )tr = Q(X  Y )tr
for X;Y 2 Sm.
By [CD13, Corollary 2.1.12] , there is an adjoint pair of functors
atr : Shet(Sm) Shet(Smtr) : otr ;
where otr is simply the restriction from sheaves with transfers to sheaves without transfer, and atr
veries the following properties.
Lemma 1.2.9. Let atr and o
tr the functors dened above. Then, for all S-smooth schemes p :
X ! S and all sheaves with transfers F , the following statements hold:
1. atrQ(X) = Q(X)tr,
2. the functor atr is monoidal.
Proof. By [CD09, Corollary 10.3.11], the functor otr induces an adjunction of abelian P-premotivic
categories [CD09, Denition 1.4.6] (with P = Sm). This implies both properties of the statement.
Indeed, by denition, atr is in particular a morphism of monoidal P-bered categories [CD09,
Denition 1.2.7] (which implies 2) and commutes with the functors p# (which implies 1).
There is an alternative description of atr via the category of qfh-sheaves. Let Sch be the
category of schemes of nite type over S. The inclusion of categories induces a morphism of sites
p : Schet ! Smet and a pair of adjoint functors
p : Shet(Sm) Shet(Sch) : p ;
where p is simply the restriction. We also write more suggestively F jSm = pF . Recall the qfh-
topology on Sch from [SV00, Section 4.1] . Roughly, it is the topology generated by open covers
and nite surjective morphisms. As the qfh topology renes the etale topology, there is a morphism
of sites r : Schqfh ! Schet and a pair of adjoint functors
r : Shet(Sch) Shqfh(Sch) : r:
We also write more suggestively Fqfh = r
F . In particular, Q(X)qfh is the sheacation of the
presheaf Q(X) on Sch. As usual we denote by Q(X)tr 2 Shet(Smtr) the representable sheaf with
transfers dened by X.
The following result is due to Suslin and Voevodsky [SV00, Proposition 4.2.7, Theorem 4.2.12].
Theorem 1.2.10. For X 2 Sm, the canonical map Q(X) ! otrQ(X)tr factors through the qfh
sheacation and induces an isomorphism:
Q(X)qfhjSm ! otrQ(X)tr :
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This implies that any qfh-sheaf has canonical transfers; see [CD09, Proposition 10.5.8].
A priori, the functor atr is only right exact. (The above theorem suggests that atr should be
equal to prrp, the source of non-exactness being r.) It is not clear whether it is also left exact.
However, we have the following criterion.
Lemma 1.2.11. Assume S normal. Let F be an etale sheaf of Q-vector spaces on Sch and
C ! F
a resolution in the same category such every Ci is of the form Q(Xi) for some smooth Xi. Then
the following holds.
(i) The complex
atr(C
jSm)! atr(F jSm)! 0
of objects in Shet(Sm
tr) is exact.
(ii) There is a canonical isomorphism
(Fqfh)jSm  ! otratr(F jSm):
and this isomorphism identies the unit map F jSm ! otratr(F jSm) and the unit map F jSm !
(Fqfh)jSm.
Proof. The complex Cqfh ! Fqfh ! 0 is an exact complex of qfh sheaves on Sch. We claim that
its restriction to Sm is an exact complex of etale sheaves. Since S (and hence every scheme in Sm)
is normal and we work with sheaves of Q-vector spaces, this follows from a trace argument (see
[Voe96, Theorem 3.4.1]).
Because of the assumption on the Ci, Theorem 1.2.10 implies that the natural map CjSm !
otratr(C
jSm) factors through CqfhjSm and that we get an isomorphism of complexes in Shet(Sm):
 : CqfhjSm  ! otratr(CjSm):
This implies that the complex otratr(C
jSm) is exact. Since atr is right exact and otr is exact,
we get that the complex
otratr(C
 1jSm)! otratr(C0jSm)! otratr(F jSm)! 0
is also exact. Put together, this implies that otratr(C
jSm)! otratr(F jSm)! 0 is exact. Since otr
is exact and faithful, this proves point (i). Now the isomorphism  induces an isomorphism on H0
which proves the rst part of (ii). The second part is formal from the denition of the map.
We can now introduce the triangulated categories of motives with transfers DMe(S) and
DM(S) which are dened in a completely parallel manner to DAe(S) and DA(S) by replacing
sheaves with sheaves with transfers. They also occur as homotopy categories of model structures,
for which we do not go into details and refer to [CD09, Denition 11.1.1].
We have a sequence of functors for motives with transfers
Shtret(S)! D(Shet(Smtr))! DMe(S)
L1tr! DM(S) : (1.2.2.2)
The functors atr and o
tr between abelian categories of sheaves induce Quillen adjunctions at
the level of the model categories on motivic complexes and spectra (see [CD13, 2.2.6] for the case
of the descent model structures):
atr : DA
e(S) DMe(S) : otr :
atr : DA(S) DM(S) : otr :
The notation reects:
Lemma 1.2.12. The functor atr on motivic complexes preserves A1-equivalences.
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Proof. The proof of [Ayoarb, Lemme 2.111] also works in our setting.
Theorem 1.2.13. [CD09, Theorem 16.2.18] and [CD09, Theorem 16.1.4] Let S be noetherian,
nite dimensional, excellent and geometrically unibranch. Then the functor
atr : DA(S) DM(S) : otr :
is an equivalence of categories.
Remark 1.2.14. 1. There is an integral version of this in [Ayo14b, Theoreme B.1] (there the
functor atr is denoted Latr.)
2. In the eective case, the optimal comparison result is not known. For the state of the art
in the eective case, see [Ayoarb, Annexe B.] (for a base of characteristic 0) and [Vez14,
Theorem 3.19] (a weaker version over a perfect base).
Denition 1.2.15. Let X be a smooth S-scheme.
1. The (relative, homological) eective motive with transfers M eS (X)
tr is dened as the image
of Q(X)tr in DMe(S).
2. The motive with transfers MS(X)
tr is dened as L1trM
e
S (X)
tr in DM(S).
We collect some useful computational properties:
Lemma 1.2.16. The following statements hold:
1. All functors in the sequence (1.2.2.2) are monoidal.
2. There is a functorial 2-isomorphism atr
1 ' 1tr atr.
3. For all X 2 Sm, we have atrMS(X) 'MS(X)tr.
4. In both the eective and non-eective case, the functor atr is monoidal.
Proof. Assertion (1) follows from [CD09, Proposition 10.1.2] and the general machinery of monoidal
P-bered categories of loc. cit., together with the fact that the tensor product of sheaves with
transfers with Q-coecients is exact.
Assertion (2) is contained in [CD09, Corollary 10.3.11] and [CD09, 5.3.28].
For Assertion (3), the motivic spectrum 1Q(X) is cobrant for the model structure on motivic
spectra by 1.2.3. Moreover the functor atr on motivic spectra is left Quillen (this is also in [CD09,
Corollary 10.3.11] and [CD09, 5.3.28]) and commutes with suspensions by (2). To conclude we
apply Lemma 1.2.9 (1).
Assertion (4) is a formal consequence of Lemma 1.2.9 (2).
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Chapter 2
Motives of commutative group
schemes
This chapter is directly adapted, with slights changes in notation, from the upcoming paper
[AHPL14], joint with G. Ancona and A.Huber.
Organization of this chapter and conventions
Section 2.1 deals with generalities on commutative group schemes. Section 2.2 introduces the mo-
tive 1GQ and gives its basic properties. Section 2.3 states the main theorem and its consequences.
The proof is then given in Section 2.4. We study the Betti, `-adic and Hodge realizations of the
Kunneth components in Section 2.5. In Section 2.6 we present the straightforward generalisation
of our results to the setting of smooth commutative algebraic group spaces. The two appendices
deal with technical points of the proof of the main theorem explained above. Appendix 2.A deals
with the construction of a functorial cobrant resolution for the sheaf G
Q. In Appendix 2.B we
establish qfh-descent for the presheaf given by a commutative group.
Throughout let S be a noetherian scheme of nite dimension. Let Sm=S be the category of
smooth S-schemes of nite type and Sch=S the category of S-schemes of nite type. We also write
Sm and Sch when there is no ambiguity on the base. By sheaf we mean an etale sheaf on Sm=S,
unless specied otherwise. By G, we denote either a group scheme or an algebraic group space
that is always assumed to be commutative, smooth of nite type over S. In this situation, we often
write G=S for concision. For any morphism f : T  ! S we will write
GT =T = GS T=T
for the base change of G=S along f . We write cGrpS for the category of smooth commutative
group schemes of nite type over S.
2.1 Group schemes
Let S be a noetherian scheme of nite dimension and G=S a smooth commutative group scheme
of nite type.
Since G=S is smooth, the union of the neutral components G0s for s 2 S is open in G by
[ABD+65, Expose VIB Theoreme 3.10]. We write G
0 for the corresponding open subscheme of
G and 0(G=S) := G=G
0 for the quotient etale sheaf on Sch=S. We also write 0(G=S) for its
restriction to Sm=S. By denition of G0, the formation of G0 and 0(G=S) for G=S smooth
commutes with base change.
The following statement uses the notion of an algebraic space. For basics on algebraic spaces,
see Section 2.6 below.
Lemma 2.1.1. The scheme G0 is a smooth S-group scheme of nite type and 0(G=S) is an
etale algebraic group space. If G0 is closed in G (for instance if S is the spectrum of a eld) then
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0(G=S) is a scheme. Moreover, there is a canonical short exact sequence of etale sheaves
0  ! G0  ! G pG ! 0(G=S)  ! 0 :
Proof. Since G=S is smooth of nite type and S is noetherian, G0 is also smooth and of nite type.
As the quotient of the smooth equivalence relation G0 G (G S G), the sheaf G=G0 is an
S-algebraic group space (see e.g [LMB00, Corollaire 10.4]).
The algebraic group space 0(G=S) is locally of nite presentation (because both G and G
0 are
locally of nite presentation) and formally etale (let T 0 ! T be an innitesimal thickening; then
(G=G0)(T ) ! (G=G0)(T 0) is surjective because G is smooth, and injective because G0 is open in
G). We conclude that 0(G=S) is an etale algebraic space.
If G0 is open and closed in G then 0(G=S) is separated. A quasi-nite separated algebraic
space of nitve presentation is a scheme by [Knu71, II, Theorem 6.15].
The function s 7! j0(Gs=s)j (where s is any geometric point above s) is locally constructible
on S by [Gro66b, Corollaire 9.7.9]. In particular, it is bounded since S is quasi-compact. This
justies the following denition.
Denition 2.1.2. The order of 0(G=S), denoted o(0(G=S)), is dened as the least common
multiple of the order of all the elements of the groups 0(Gs=s) (with s geometric point of S).
Denition 2.1.3. For any point s 2 S, we write Gs for the bre, gs for its abelian rank and rs
for its torus rank. The Kimura dimension of G=S is:
kd(G=S) := maxf2gs + rsjs 2 Sg
This terminology will be justied by Theorem 2.3.3.
Lemma 2.1.4. The value kd(G=S) is the maximum of 2gs + rs for s varying in generic points of
S.
Proof. After replacing G by G0, we can suppose that G is brewise connected. Let us x t 2 S.
After base changing to the strict henselization of the local ring at t, we can assume S is strict
henselian. It is enough to show that, under this hypothesis, 2gs + rs  2gt + rt for all s 2 S.
Let us x a prime ` which is coprime to the residual characteristic of S and, for all natural n,
consider the multiplication map [`n] : G ! G. The integer 2gs + rs is the rank of the `-adic Tate
module of Gs. By [BLR90a, x7.3 Lemma 2(b)], the group scheme ker[`n] is etale over S. So, by
Hensel's Lemma, any section of this etale morphism at t extends to a section over S. In particular
the rank of the Tate module of Gs has its minimum at s = t.
2.2 The 1-motive 1GQ
Denition 2.2.1. We write G for the etale sheaf of abelian groups on Sm=S dened by G, i.e.,
G(Y ) = MorSm=S(Y;G)
for Y 2 Sm=S.
Let
aG=S : ZMorS(; G)! G
be the morphism of presheaves of abelian groups on Sm=S induced by the addition map
We may omit S from these notations if the base scheme is clear.
Remark 2.2.2. By etale descent, G is a sheaf; GQ is then also a sheaf by a quasi-compactness
argument [AEWH13, Lemma 2.1.2]. However, the presheaves ZMorS(; G) and QMorS(; G) are
not sheaves.
Denition 2.2.3. 1. We write
GQ 2 DAe(S)
to be the motive induced by the sheaf GQ and
1GQ = 1GQ 2 DA(S) :
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2. Dene
eG=S :M
e
S (G)  ! GQ
to be the morphism in DA(S) induced by the sheacation of aG=S 
Q and
G=S = 
1eG=S :MS(G)  ! 1GQ
Remark 2.2.4. The reader should compare with [AEWH13, Denition 2.1.5] which is an eective
analogue with transfers over a perfect eld. A comparison between the two morphisms will be
made in Section 2.4.1. The denition in op. cit. cannot be generalized over a general S, because
it is not yet known that nite correspondences from X to Y are related to morphisms from X to
a symmetric power of Y . This point is studied in the upcoming work of Harrer [Har].
Remark 2.2.5. The assignment
G=S 7! 1GQ
denes a functor
cGrpS  ! DA(S) :
Lemma 2.2.6. 1. Short exact sequences in cGrpS are sent to exact triangles in DA(S).
2. The inclusion G0 ! G induces an isomorphism 1GQ ' G0Q.
3. The morphism G=S is natural in G 2 cGrpS :
Proof. 1. The functor from cGrpS to the category of etale sheaves of Q-vector spaces on Sm=S
which sends G to GQ is Z-linear and exact. The statement then follows from the construction
of DA(S).
2. As the quotient G=G0 is a torsion sheaf the map G0 ! G induces an isomorphism of sheaves
G0Q
! GQ .
3. The morphism aG=S 
Q is natural in G 2 cGrpS ; and so is its sheacation.
Proposition 2.2.7. Let f : T ! S be a morphism and G ! S a smooth commutative group
scheme. Then with the notation of Denition 2.2.3 there are canonical isomorphisms
fGQ ' GTQ
and, modulo these isomorphisms, we have equalities of morphisms
f((e)G=S) = 
(e)
GT =T
:
Proof. Since pullbacks commute with suspension (Lemma 1.2.5(3)) it is enough to treat the eective
case. In this proof, we write for clarity f for the underived pullback on complexes of sheaves and
f : DAe(S)! DAe(T ) for the triangulated pullback functor.
By the universal property of bre products, we have
fG = GS T :
By applying Theorem 2.A.1 to the sheaf G and switching to cohomological indexing we obtain a
complex A(G) 2 Cpl0(Shet(Sm=S;Z) together with a map
r : A(G)! G
with the following properties.
1. For all i 2 N, the sheaf A(G)i is of the form
Ld(i)
j=0 Z(Ga(i;j)) for some d(i); a(i; j) 2 N. In
particular AQ(G) := A(G) 
 Q is a bounded above chain complex of sums of representable
sheaves of Q-vector spaces; hence it is cobrant in the projective model structure that we use
to dene DAe(S).
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2. There is a morphism ~aG=S : Z(G)! A(G) lifting aG=S .
3. The map rQ := r 
Q is a quasi-isomorphism.
There is a complex A(GT ) 2 Cpl0(Shet(Sm=T;Z)) and a map rT : A(GT ) ! GT with the
same properties, and all those objects are compatible with pullbacks. Putting all of this together,
we obtain canonical isomorphisms of objects
f1GQ
f(rQ)       f
(AQ(G)) ' AQ(GT )
rQ     ! 
1GTQ
and, modulo these isomorphisms, equalities of morphisms:
feG=S = f
(~aG=S 
Q) = ~aGT =T 
Q = eGT =T
This nishes the proof.
The rest of the section is devoted to study the 1-motive with transfers of G and to compare it
to 1GQ. It will be used only in section 2.4 and can be skipped on a rst reading.
Theorem 2.2.8. Let G be a smooth commutative group scheme over an excellent (noetherian and
nite dimensional) scheme S. The etale sheaf GQ on Sm=S represented by G has a unique structure
of etale sheaf with transfers, which we denote GtrQ . Moreover, there is a unique map
atrG=S : Q(G)
tr ! GtrQ
of sheaves of transfers extending aG=S.
Proof. This comes from the fact that GQ is a qfh-sheaf (Proposition 2.B.2) and that such sheaves
have a unique structure of sheaves with transfers (as follows from Theorem 1.2.10 and the Yoneda
lemma). The morphism atrG=S is dened by taking the qfh-sheacation of aG=S and using the
natural isomorphisms of Theorem 1.2.10 and Proposition 2.B.2. Uniqueness follows again from
Yoneda.
We can then proceed as in the case of 1GQ.
Denition 2.2.9. 1. Dene the (eective) 1-motive of G
GtrQ 2 DM(e)(S)
to be the motive induced by the sheaf with transfers GtrQ (analogously to Denition
2. Dene
trG=S :MS(G)
tr  ! 1GtrQ
to be the morphism in DM(S) induced by atrG=S .
Recall the adjoint pairs of functors (see x1.2.2)
atr : Shet(Sm) Shet(Smtr) : otr
and
atr : DA
e(S) DMe(S) : otr :
Proposition 2.2.10. Let S be excellent. Let G be a smooth commutative group scheme over S.
1. The natural morphism induced from the counit of atr a otr for etale sheaves
G : atro
trGtrQ ! GtrQ
is an isomorphism of sheaves with transfers.
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2. The natural morphism (induced from the counit of atr a otr for eective motives, followed by
innite suspension in the stable case)
L
(e)
G : atrGQ ! GtrQ
is an isomorphism.
Proof. We have
atr
1GQ = atr1GQ ' 1tr atrGQ
by Lemma 1.2.16 (2). Since this isomorphism is compatible with the counit maps LG and L
e
G ,
it is enough to treat the eective case in (2). We rst reduce to item (1) as follows.
We apply Theorem 2.A.1 to the sheaf on Sch=S represented by G (that we also denote by G
for simplicity). This yields a resolution
rQ : AQ(G)  ! otr(GQ)tr
where AQ(G) is a bounded above complex of sheaves of Q-vector spaces whose terms are nite
sums of sheaves represented by smooth S-schemes. Hence (rQ)jSm is a cobrant resolution of GQ
in the projective model structure on complexes of sheaves on Sm=S. By denition of the derived
counit of a Quillen adjunction, the counit map LeG is the image of the following composition at
the model category level:
atrAQ(G)jSm
atr(rQ)Sm ! atrotr(GQ)tr G ! (GQ)tr :
The assumptions of Lemma 1.2.11 are satised for AQ
rQ! GQ. By point ((i)) of that lemma, the
rst map of the above composition is a quasi-isomorphism. It thus remains to show that the second
map is an isomorphism, which is precisely item (1).
The functor otr at the level of sheaves with transfers is conservative so it is enough to show
that otrG is an isomorphism. By Lemma 1.2.11 ((ii)) and the triangular identity of adjunctions
we have the following commutative diagram:
otratrGQ
id
++
otrG
// GQ 
//
0
$$J
JJJ
JJJ
JJJ
otratrGQ
(GQ)qfhjSm:

OO
Proposition 2.B.2 shows that the map 0 is an isomorphism. Together with the diagram, this
nishes the proof.
2.3 Statement of the main theorem
Denition 2.3.1. Let GQ 2 DAe(S), (e)G=S be as in Denition 2.2.3. For any integer n  0 write
nG for the n-fold diagonal immersion.
1. We dene '
(e)
n;G to be the morphism
'
(e)
n;G :M
(e)
S (G)
M
(eff)
S (
n
G)       !M (e)S (G)
n

(eff)
n
G=S     ! G
nQ :
As nG is invariant under permutations, this factors uniquely
M (e)(G)

(eff)
n
G=S
M(eff)S (nG)
//
'
(eff)
n;G &&MM
MMM
MMM
MMM
G
nQ
Symn(GQ)
::ttttttttt
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2. Let kd(G=S) be the integer in Denition 2.1.3. Dene the morphism
'
(e)
G=S =
kd(G=S)X
n=0
'
(e)
n;G :M
(e)
S (G)  !
kd(G=S)M
n=0
Symn(GQ):
3. Let pG be as in Lemma 2.1.1. Dene the morphism
 
(e)
G=S :M
(e)
S (G)  !
0@kd(G=S)M
n=0
SymnGQ
1A
M (e)S (0(G=S))
to be  
(e)
G=S = ('
(e)
G=S 
M (e)S (pG)) M (e)S (2G).
Remark 2.3.2. The Kunneth formula holds by Proposition 1.2.5(1). This is used in the denition
above to get a morphism
M
(e)
S (
n
G) :M
(e)
S (G)!M (e)S (GS    S G) =M (e)S (G)
n ;
as well as to dene  
(e)
G=S .
The morphisms '
(e)
G and  
(e)
G=S are the unique extensions of G compatible with the natural
comultiplication on both sides; see [AEWH13, Section 3.2] for a more detailed discussion.
The main result of the paper is the following theorem.
Theorem 2.3.3. Let S be a noetherian nite dimensional scheme and G=S a smooth commutative
group scheme of nite type over S.
For m 2 Z, let [m] : G ! G be the morphism of multiplication by m. Let 1GQ 2 DA(S) be
the motive from Denition 2.2.3,  G=S be the map as in Denition 2.3.1, o(0(G=S)) and kd(G=S)
be the integers in Denitions 2.1.2 and 2.1.3. Then the following statements hold.
1. The relative motive 1GQ is odd of Kimura dimension kd(G=S) (i.e. Symn1GQ is zero
for n > kd(G=S) and non zero otherwise).
2. The map
 G=S :MS(G)  !
0@kd(G=S)M
n=0
Symn1GQ
1A
M(0(G=S))
is an isomorphism of motives. It is natural in G 2 cGrpS, it commutes with base change
(in S) and it respects the natural structures of Hopf algebras.
3. The motives 1GQ and M(0(G=S)) are geometric motives and the motive MS(G) is nite
dimensional in the sens of [Kim05].
4. The direct factor
hn(G=S) =  
 1
G=S (Sym
n1GQ 
MS(0(G=S)))
of MS(G) is intrinsically characterized as follows: for m 2 Z that is equal to 1 modulo
o(0(G=S)), the map MS([m]) operates on hn(G=S) as m
nid.
Remark 2.3.4. MS(G) and M(0(G=S)) carry a Hopf algebra structure because G=S and 0(G=S)
are group objects. The Hopf algebra structure on
L
n0 Sym
n1GQ is the one of the symmetric
coalgebra; see [AEWH13, Appendix B]. It is isomorphic but not identical to the symmetric Hopf
algebra.
Remark 2.3.5. We expect the morphism  eG=S to be already an isomorphism. Most steps of the
proof take place in DAe(S). When S is of characteristic 0, the result of [Ayoarb, Annexe B.]
can be used to show that  eG=S is an isomorphism; since this requires some extensions of results
from stable to eective motives, which are easy but not in the literature, we do not write the proof
here. An eective proof in general would require a comparison between eective etale motives with
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and without transfers over an arbitrary eld. An alternative approach would be to try to redo
[AEWH13] in the category of motives without transfers. There the missing ingredient is a special
case of the comparison, namely a transfer-free computation of the eective motivic cohomology of
curves.
Remark 2.3.6. The theorem above holds in the more general context of commutative algebraic
group spaces; see Section 2.6.
As a consequence, we also get a version of the theorem for motives with transfers.
Theorem 2.3.7. Let S be an excellent (noetherian and nite dimensional) scheme and G=S a
smooth commutative group scheme of nite type over S. Let  G=S be the map as in Denition 2.3.1
and atr the functor dened in x1.2.2. Let MS(G)tr and MS(0(G=S))tr be the relative motives with
transfers of G and 0(G=S) and 
1GtrQ 2 DM(S) as in Denition 2.2.9. Then
 trG :MS(G)
tr   !
0@kd(G=S)M
n=0
Symn1GtrQ
1A
MS(0(G=S))tr
is an isomorphism and the analogous of Theorem 2.3.3 holds.
Proof. First, apply the functor atr to the isomorphism in Theorem 2.3.3. Its image is of course an
isomorphism. One concludes by the following proposition.
Proposition 2.3.8. Let S be excellent. Modulo the isomorphisms of Proposition 2.2.10, atr sends
the morphism aG=S to a
tr
G=S and atr sends the morphism G to 
tr
G, the morphism G to 
tr
G and
the morphism  G to  
tr
G.
Proof. The construction of G and  G from G together with the fact that atr is monoidal
(Lemma 1.2.16 (4)) shows that it is enough the statement for G. As in the proof of Proposi-
tion 2.2.10, it is then enough to treat the eective statement.
We have a natural commutative diagram of sheaves without transfers
Q(G) G //

GQ


otrQ(G)tr
otrtrG // otr(GQ)tr
where the left vertical map is the unit map Q(G). This diagram induces a commutative diagram
in DAe(S) whose left vertical map is the derived unit map MeffS (G). We apply the functor atr,
and stack the resulting diagram with a diagram coming from the naturality of the derived counit
maps:
M eS (G)
tr atrG //
atrMeff
S
(G)

atrGQ


atro
trM eS (G)
tr
atro
trtrG //

Meff
S
(G)tr

atro
trM e1 (G)
tr
GQtr 

M eS (G)
tr
trG // M e1 (G)
tr:
The left vertical composition is the identity by the triangular identity for the object M eS (G) and
the right vertical composition is the isomorphism of Proposition 2.2.10. This nishes the proof.
Remark 2.3.9. 1. Using Theorem 1.2.10 one can give an alternative description of atr G=S using
qfh sheacation. Recall that the morphism  G=S is formally constructed from a morphism
of sheaves aG=S 
Q (Denition 2.2.1). If one replaces in this formal construction aG=S 
Q
by its qfh sheacation and DA(S) by DM(S) one ends with atr G=S .
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2. By the work of Cisinski and Deglise, the dierent categories of motives are related by functors.
By replacing atr by those functors one obtains analogous results in the other categories of
motives.
More precisely, for the category DMh(S;Q) of h-motives use [CD09, Theorem 16.1.2] (one
needs to suppose S excellent noetherian and nite dimensional) and for the categoryDMB(S)
of Beilinson motives use [CD09, Theorem 16.2.18] (S noetherian and nite dimensional).
Theorem 2.3.10. Suppose that S is regular. The i-th Chow group of G with rational coecients
decomposes as
Hi(G)Q =
kd(G=S)M
j=0
Hij(G);
where
Hij(G) = fZ 2 Hi(G)Q j [m]Z = mjZ ; 8m  1 (mod o(0(G=S)))g :
Proof. Since S is regular noetherian, by [CD09, Corollary 14.2.14] (and [Ful98, 20.1] for the com-
parison between Chow groups and K-theory), there is a canonical isomorphism
HomDMB (S)(MS(G);Q(i)[2i]) = Hi(G)Q :
Moreover, there is a canonical equivalence betweenDMB(S) andDA(S) [CD09, Theorem 16.2.18].
Hence the decomposition MS(G) =
Lkd(G=S)
i=0 hn(G=S) of Theorem 2.3.3 implies the one in the
statement.
Remark 2.3.11. 1. In the same way one has a decomposition of the higher Chow groups or of
the Suslin homology.
2. Some of the eigenspaces Hij(G) above should be zero. For example, if S is the spectrum of a
eld and G is an abelian variety of dimension g, then Beauville [Bea86] proved that Hij(G)
is zero if j < i or if j > g + i, and that, in general, Hij(G) is non-zero for i  j  2i.
Conjecturally Hij(G) should be zero if j > 2i, this is part of the (still open) Bloch-Beilinson-
Murre conjecture.
In our general setting one can hope to show similar vanishings of some of the eigenspaces
Hij(G) following the methods of Sugiyama [Sug13] for semiabelian varieties.
2.4 Proof of the main theorem
2.4.1 The case over a perfect eld
In this section let S = Spec(k) be the spectrum of a perfect eld. Recall that in this case 0(G=k)
is a group scheme by Lemma 2.1.1 so we do not have to consider motives of algebraic spaces in this
section. We show Theorem 2.3.3 for all commutative group schemes of nite type G over k. This
is essentially the main result of [AEWH13], with exception that in loc. cit. the authors work in
the eective category of motives with transfers and in this paper we primarily work in the stable
category of motives without transfers. The point is then to compare the two approaches.
Proposition 2.4.1. Let G be a smooth commutative group scheme over k. Then 1GQ is odd of
Kimura dimension kd(G=k) and the morphism  G=k is an isomorphism.
Proof. By Theorem 1.2.13 and Proposition 2.2.10 it suces to show that
atrSym
n(1GQ) = Sym(atr1GQ) = Symn(1GtrQ )
vanishes for n > kd(G) and that
atr G=k =  
tr
G=k
is an isomorphism.
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As 1tr is monoidal (see 1.2.16(1)) and commutes with direct sums, we have an isomorphism
kM
n=0
SymnGtrQ ' 1tr
 
kM
n=0
SymnGtrQ
!
:
Modulo this isomorphism,  trG agrees with the morphism deduced by applying L
1
tr to
 e;trG=k :M
e
k (G)
tr  !
0@M
n0
SymnGtrQ
1A
M ek (0(G=k))tr :
On the other hand, by the uniqueness part in Theorem 2.2.8, the morphism  e;trG=k is exactly
the morphism considered in [AEWH13, x7.4] (although with dierent notation). We are now able
to apply [AEWH13, Theorem 7.4.6], which concludes the proof.
2.4.2 The general case
We return to an arbitrary base scheme S. Here is the result which is at the heart of the reduction.
Lemma 2.4.2. 1. Let M 2 DA(S) be a motive. Then M is zero if and only if the pullback
isM to any geometric point
is : s  ! S
is zero.
2. Let f be a morphism in DA(S). Then f is an isomorphism if and only if the pullback is(f)
to any geometric point s! S is an isomorphism.
Proof. The second statement follows from the rst by the axioms of a triangulated category.
We turn to the proof of the rst. By [Ayo14b, Proposition 3.24] the family is for all points
s 2 S is conservative. Hence, we may now assume that S = Spec k is the spectrum of a eld.
Let ki be the inseparable closure of k. It is well-known that pull-back induces an equivalence of
categories between the category of etale sheaves on Spec k and the category of etale sheaves on
Spec ki. It is much more dicult, but nonetheless true, that it induces an equivalence between
the categories of motives (see [CD09, Proposition 2.1.9] and [CD09, Theorem 14.3.3]).
We may now assume that k is perfect. Let k be an algebraic closure of k. Let P 2 DA(Spec k)
such that the pull-back i to Spec k vanishes. As the category DA(S) is compactly generated by
[Ayo14b, Proposition 3.19], it suces to show that all morphisms f : M ! P with M compact
vanish. By assumption, the morphism i(f) vanishes. By [Ayo14b, Proposition 3.20] this implies
that the pull-back of f to some nite separable extension of k vanishes. By [Ayo14b, Lemme 3.4]
such a restriction is conservative and so f = 0.
We can now complete the proof.
Proof of Theorem 2.3.3. 1. We consider the Kimura dimension kd(G=S) of 1GQ. We claim
that
Symn(1GQ) = 0
for n > kd(G=S). By Lemma 2.4.2, we can test this after pullback to all geometric points
is : s ! S. The functor is commutes with tensor product and hence with Symn. By
Proposition 2.2.7 we have is
1GQ = 1GsQ. By denition kd(G=S)  kd(Gs). Hence the
vanishing holds by Proposition 2.4.1.
2. By Lemma 2.2.6(1) the morphism G=S is natural in G 2 cGrpS . This implies naturality
for the morphism  G=S . Naturality implies that the morphism  G=S is a morphism of Hopf
algebras by the same argument as in the absolute case; see [AEWH13, Proposition 3.2.9,
Theorem 7.4.6].
By Proposition 2.2.7 the morphism G=S commutes with base change. As the pullback on
motives is a monoidal functor (Lemma 1.2.5 (4)) the morphism 'G=S also commutes with
base change. Since the formation of 0(G=S) commutes with base change, so does  G=S .
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We turn to the claim that  G=S is an isomorphism. By Lemma 2.4.2, it suces to check the
assertion after pullback via is : s ! S for all geometric points s of S. On the other hand
is G=S =  Gs=s, as the map  G=S commutes with base change. This is an isomorphism by
Proposition 2.4.1.
3. If 0(G=S) = S, then 
1GQ is geometric because it is a direct summand of a geometric
object by part 2. This also implies the general case because 1GQ = 1G0Q. Finally,
M(0(G=S)) is geometric because it is a direct factor of MS(G) by part 2.
Finite dimensionality is a notion stable by tensor product, nite sums and direct factors
[And05, Lemme 3.7(3)], hence MS(G) is nite dimensional.
4. By Lemma 2.2.6(1), the multiplication by m map [m] acts by m  id on 1GQ for all integers
m, so that Symn([m]) = mnid for all n 2 N. To conclude, note that if m is equal to 1 modulo
o(0(G=S)), the multiplication by m is the identity on the space 0(G=S).
2.5 Realizations
We want to study the image of our decomposition under realization functors. We use the existence
of realizations functors compatible with the six functors formalism. We have decided against
axiomatizing the statement but rather treat the explicit cases of Betti and `-adic realization.
2.5.1 Betti realization
In this section, we assume all schemes are of nite type over C. For such a scheme S we denote by
San the associated complex analytic space, equipped with its natural topology. Let D(San;Q) be
the derived category of sheaves of Q-vector spaces on San and Dbc(San;Q) be the subcategory of
bounded complexes with constructible cohomology. By [Ayo10a] (see also [CD09, 17.1.7.6] for an
elaboration in terms of ring spectra) there is a system of covariant functors
RB : DA(S)! D(San;Q)
compatible with the six functors formalism on both sides (note that some commutativity morphisms
are shown to be isomorphisms only when applied to constructible motives). It maps the Tate object
Q(j) to Q. Moreover, as the relative Betti homology of a smooth S-scheme lies in Dbc(San;Q),
constructible motives are sent to Dbc(S
an;Q).
Proposition 2.5.1. Let  : G! S be a smooth commutative group scheme of relative dimension
d with connected bres. Then:
1. RB(MS(G)) = 
an
! (
an)!QS = an! QG[2d]
2. RB(
1GQ[ 1]) = R2d 1an! QG with bre in s 2 San given by H1(Gs;Q). We set H1(G=S;Q) =
RB(
1GQ[ 1]).
3. an! QG(d)[2d] =
Lkd(G=S)
i=0 (
ViH1(G=S))[i].
Proof. First notice that  is separated by [ABD+65, Expose VIB Corollaire 5.5] so that the excep-
tional operations ! and 
! are well-dened. We have
MS(G) = #QG = !!QS
because  is smooth. The rst assertion then follows from the same statement in DA(S) and the
compatibility theorem [Ayo10a, Theoreme 3.19].
By our main Theorem 2.3.3, RB
1GQ is a direct factor of RB(MS(G)) ' !!QS . Its bre
over s 2 San is given by RB(1GsQ)). This was computed in [AEWH13, Proposition 7.2.2] via a
Hopf algebra argument which also applies in our setting with the dierence that in loc. cit. the
realization functor was assumed to be contravariant, i.e., M(Gs) was mapped to Q. In that
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language, the realization of 1GsQ) was concentrated in degree 1 and equal to H1(Gs;Q) as a
direct factor of H(Gs;Q). Hence in the present setting, the realization is concentrated in degree
 1 and equal to H1(Gs;Q).
This shows that indeed RB(
1GQ[ 1]) ' R2d 1an! QG.
The last statement follows by functoriality of RB .
Remark 2.5.2. 1. The statement in Proposition 2.5.1 (3) means that our canonical motivic
decomposition is a decomposition into relative Kunneth components with respect to the
conjectural standard motivic t-structure.
2. If G has constant abelian rank and torus rank over a regular scheme S, then H1(G=S;Q) is
a local system and thus (up to a shift) a perverse sheaf. We do not know if this is true in
general and expect it to be false; however see the following example.
Example 2.5.3. Let S be regular of dimension 1 and G=S be a degenerating family of elliptic
curves with multiplicative or additive reduction. In both cases RB(
1GQ) is a perverse sheaf.
2.5.2 `-adic realization
In this section, we x a prime ` and assume that all schemes are Z[ 1` ]-schemes. For such a scheme S,
let Dc(S;Q`) be subcategory of complexes with constructible cohomology in the derived category of
Q`-sheaves S in the sense of Ekedahl [Eke90]. By [Ayo14b, Section 9] there are covariant functors
R` : DAc(S;Q)! Dc(S;Q`)
compatible with the six functors formalism on both sides. It maps the Tate object Q(j) to Q`(j).
For a smooth group scheme G=S with connected bres, we can deduce, by the same argument
as in Proposition 2.5.1, an analoguous decomposition for R`(MS(G)). The corresponding object
H1(G=S;Q`) has bre over s 2 S given by the rational Tate module V`(Gs). The analogues of
Remark 2.5.2 also hold in this setting.
Remark 2.5.4. The `-adic sheaf H1(G=S;Q`) is given by the system of constructible torsion sheaves
G[`n]. This also holds integrally. Again this can be seen either directly in `-adic cohomology or
via a computation of the realization of 1GQ.
2.5.3 Hodge realization
Let S be separated of nite type over C. We expect the existence of Hodge realization functors
RH : DAc(S)! Db(MHM(S))
(where MHM(S) is Saito's category of mixed Hodge modules over S) compatible with the six
functors formalism and such that the forgetful functor to the underlying derived category of sheaves
is equal to RB . This would yield a renement of Proposition 2.5.1. Note that RH(
1GQ) is a
mixed Hodge module (up to shift) if and only if RB(
1GQ) is a perverse sheaf (up to shift).
Ivorra has constructed a functor RH for S=C smooth quasi-projective [Ivo14], but the compat-
ibility with the six functors (in particular the tensor functor!) is still open. Hence we get a partial
result. There is also upcoming work of Drew [Dre13b, Dre13a] dening a Hodge realization R0H
with values in some triangulated category DHdg(S) compatible with the six functors formalism.
It is known that DHdg(C) ' Db(MHS) (so that R0H puts in family the Hodge structures on the
(co)homology of bres) but the comparison with mixed Hodge modules over a more general S is
still not understood.
2.6 Algebraic group spaces
We extend our main result from commutative group schemes to commutative algebraic group
spaces. First we discuss generalities and some examples.
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Recall (see e.g. [LMB00, Chapter 1]) that an algebraic space Y is an etale sheaf of sets over
the site Sch=S with the etale topology induced by a scheme X and an etale equivalence relation
R. This means that Y is the cokernel of the diagram of etale sheaves of sets
R X :
It is smooth (resp. etale) if X is smooth (resp. etale) over S. An algebraic group space is dened
to be a group object in the category of algebraic spaces (which does not mean that we can nd a
presentation as above with X a group and R a subgroup).
Algebraic group spaces are closer to schemes than general algebraic spaces.
Proposition 2.6.1. [Art69, Lemma 4.2] If S is the spectrum of a eld and G=S an algebraic group
space of nite type over S, then G is a scheme.
By a spreading-out argument, one deduces the following seemingly stronger result.
Corollary 2.6.2. Let S be a noetherian scheme and G=S an algebraic group space of nite type.
Then exists a stratication of S such that G restricted to any stratum is a scheme.
Commutative algebraic group spaces that are not group schemes appear naturally in algebraic
geometry. We have already seen the example of the etale algebraic space 0(G=S) in Lemma 2.1.1,
which was an instance of a very general result of Artin of representability of quotients [LMB00,
Corollaire 10.4]. In the same vein, we have the following useful fact.
Lemma 2.6.3. [FK88, Proposition 4.6] Let S be a scheme. The constructible etale sheaves of sets
(resp. of abelian groups) are exactly the etale algebraic spaces (resp. etale algebraic group spaces)
of nite type over S.
A fundamental source of examples are Picard functors of proper at cohomologically at mor-
phisms [BLR90a, 8.3]; they are not of nite type, smooth or separated in general, but see [BLR90a,
8.4].
Finally, the Weil restriction along a nite at morphism sends (smooth) algebraic group spaces
to (smooth) algebraic group spaces (see [BLR90a, 7.6] and [Ols06a, Theorem 1.5]).
For the rest of this section, we adopt the following shorthand
Denition 2.6.4. A group space is a smooth commutative algebraic group space of nite type.
Lemma 2.6.5. Let G be a group space. Then there is a short exact sequence of group spaces
0! G0 ! G! 0(G=S)! 0
such that all bres of G0 are connected and 0(G=S) is an etale group space. The formation of this
sequence commutes with base change.
Proof. The union G0 of neutral connected components of bres is an open subset of the set of points
of the algebraic space G by applying [Rom11, Proposition 2.2.1] to the zero section of G. Hence G0
corresponds to an open group subspace of G. One then denes 0(G=S) as the quotient etale sheaf
G=G0 and proceeds as in the proof of Lemma 2.1.1. (The paper [Rom11] describes an etale group
space 0(G=S) via its functor of points (see [Rom11, Denition 2.1.1.(1)] and [Rom11, 2.5.2.(i)]).
One can show that it coincides with the one in the Lemma above using [Rom11, 2.5.2.(ii)].)
We dene the Kimura dimension kd(G) of G and the order of 0(G=S) as in Section 2.1. The
Kimura dimension is well-dened: assume G is represented by a smooth scheme X with relations
in R. Then the bre dimension of G is bounded by the bre dimension of X and hence kd(Gs)
is bounded by 2 dimS X. The order is well-dened by Lemma 2.6.5 and the fact that the sheaf
0(G=S) is constructible by Lemma 2.6.3.
Remark 2.6.6. We do not know if Lemma 2.1.4 holds in this more general setting. If G=S is sepa-
rated, the proof given there works because the group spaces G[ln] are then schemes by [Knu71, II,
Theorem 6.15]. There are non-separated group spaces over discrete valuation rings, but in standard
examples the non-separatedness comes from removing connected components in the special bre,
which does not aect kd(G=S).
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Let M eS (G) (resp. MS(G)) be the eective motive (resp. motive) of G as introduced in the
conventions.
Lemma 2.6.7. MS(G) is geometric.
Proof. By Corollary 2.6.2 we have a stratication such that for any stratum i : T ! S, the
restriction GT is a scheme. We have i
MS(G) = MT (GT ) by Proposition 2.2.7. The result then
follows by induction on strata and localisation.
In analogy with the scheme case, we write GQ for the image of GjSm=S 
 Q in DMe(S) and
1GQ to be the object 1GQ in DM(S). The denitions of G=S , G=S and  G=S in Denition
2.2.3 and Denition 2.3.1 work without changes.
Theorem 2.6.8. Let G be a group space in the sense of Denition 2.6.4. Then all assertions of
Theorem 2.3.3 hold true.
Proof. Let f : T ! S be a morphism of schemes. First, we want to show that f1GQ = 1GTQ.
We use again the resolution of 1GQ obtained by Theorem 2.A.1. This time it is not clear if its
terms are cobrant. However, by Proposition 1.2.7, the pullback of MS(Y ) is given by MT (YT )
when Y is an algebraic space. Hence, the pull-back of the resolution of 1GQ agrees with the
resolution of 1GTQ, which implies f1GQ = 1GTQ.
Now all steps in the proof work in the same way as in the scheme case, i.e, by reducing to the
case of S = Spec k with k an algebraically closed eld. By Proposition 2.6.1, we are then back
to the case of group schemes settled by Proposition 2.4.1 (in particular we do not need to consider
transfers on algebraic group spaces).
Remark 2.6.9. Applying the realization functors RB or R`, we also obtain a computation of the
Kunneth components. In particular, RB
1GQ and R`1GQ are concentrated in degree  1.
Conceptually this means that 1GQ should still be a homological 1-motive when G is a group
space. Note, however, that the results are a bit weaker than in Section 2.5 because there are not as
yet categories of triangulated motives over algebraic spaces satisfying the six functors formalism.
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Appendix
2.A Eilenberg-MacLane complexes for sheaves
The main object of study in this paper is the sheaf G on Sm=S associated to a commutative
algebraic group space G=S. In the course of the proof of the main theorem, we need to compute
several left derived functors applied to the object M e1 (G) it represents in DM
e(S). For this, we
need a cobrant resolution of G
Q. We use a construction of Breen [Bre70] that is based on the
work of Eilenberg and Maclane [EML53].
The following theorem is the main result of this appendix.
Theorem 2.A.1. Let (S; ) be a Grothendieck site. We denote Z( ) the functor \free abelian
group sheaf" (the sheacation of the sectionwise free abelian group functor).
There is a functor:
A : Sh (S;Z)! Cpl0 Sh (S;Z)
(where by Cpl0 we mean homological complexes in non-negative degrees) together with a natural
transformation
r : A! ( )[0]
satisfying the following properties:
1. For all G 2 Sh (S;Z) and i  0, the sheaf A(G)i is of the form
Ld(i)
j=0 Z(Ga(i;j)) for some
d(i); a(i; j) 2 N.
2. There is a natural transformation ~a : Z( )[0]! A which lifts the addition map a : Z( )! id;
that is, one has a[0] = r~a.
3. The functor A and the transformations r and ~a are compatible with pullbacks by morphisms
of sites.
4. The map r 
Q is a quasi-isomorphism.
We give a sketch of the proof of Theorem 2.A.1 based on [Bre70] and [EML53].
Construction of A(G)
The construction of the chain complex A(G) is done in four steps.
(i) The chain complex A(G; 0) is dened as Z(G)[0], equipped with its natural ring structure.
(ii) To dene recursively A(G; n + 1) from A(G; n), one applies the normalized bar construction
BN dened in [EML53, Chapter II] (see also Remark 2.A.3)
A(G; n+ 1) = BN (A(G; n)):
(iii) For all n  1, we dene An(G) by taking the canonical truncation (intuitively passing to the
reduced homology) and shifting:
An(G) = (>0A(G; n))[ n] :
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(iv) The bar construction comes together with a functorial suspension map
S : A(G; n)[1]! A(G; n+ 1) :
For all n  1, up to a change of sign in the dierential, the suspension S induces a morphism
of complexes
S : An(G)! An+1(G) :
The maps are well-dened by the vanishing properties in Lemma 2.A.2 below, and they are
inclusions. Dene the chain complex A(G) as
A(G) =
[
n1
An(G) :
Lemma 2.A.2 ([Bre70]). Let A(G; n)j be the j-th term of the chain complex A(G; n); then
A(G; n)j =
8><>:
Z n  1; j = 0;
0 n  1; 0 < j < n:
Z(G) n  1; j = n
Moreover, the map A(G; 1)1 ! A(G; 1)0 is zero. In particular, for all n  1 the chain complex
An(G) is concentrated in non-negative degrees and can also be described via the stupid truncation
An(G) = (>0A(G; n))[ n] ;
which is still concentrated in non-negative degrees.
Remark 2.A.3. Recall that the bar construction BN takes an augmented dierential graded chain
algebra and produces another; intuitively, ifD is an augmented dg-algebra computing the homology
of a space X, the dg-algebra BN (D) should be thought of as an algebraic model for the homology
of the loop space of X. Note that since we work with sheaves, the correct construction is to apply
the bar construction sectionwise and then sheafy.
Construction of r and end of the proof
We rst recall a qualitative version of Cartan's computation of the stable homology of A(G; n), as
extended to the sheaf case by Breen (see [Bre70, Theorem 3]):
Lemma 2.A.4. Let n  1. Then:
Hi(An(G)) '
8><>:
0 i < 0;
G i = 0; n  1;
is a torsion sheaf 0 < i < n:
(2.A.0.1)
Moreover, the isomorphisms H0(An(G)) ' G for n  1 can be chosen such that
1. they are compatible with the suspension maps, and
2. the composition of maps of complexes
Z(G)[0]! A1(G)! H0(A1(G)) ' G[0]
is the addition map aG (here the map Z(G)[0]! A1(G) is the inclusion of the term in degree
0).
Proof. The computation of Hi(A(G; n)) is contained in [Bre70, Theorem 3]. It reads
Hi(A(G; n)) '
8><>:
0 0 < i < n;
G; i = n;
is a torsion sheaf; n < i < 2n;
(2.A.0.2)
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The computation of Hi(An(G)) follows from this and the vanishing properties of Lemma 2.A.2.
Compatibility with suspensions is a consequence of [Bre70, (eq 1.16) p.22]. The second assertion
follows by a small computation from the following description of the rst terms of A(G; 1) (see
[Bre70, p.19]):
: : : // Z(G  G) // Z(G) 0 // Z
[g; h]  // [g] + [h]  [g + h]
This nishes the proof of the Lemma.
Denition 2.A.5. We dene the map
r : A(G) =
[
n1
An(G)! G
via the compatible system of
An(G)! H0(An(G)) = G
of Lemma 2.A.4.
Proof of the Theorem 2.A.1. Property (1) follows from [Bre70, eq. (3.8) and (3.9) p.31].
The morphism r satises property (2) by construction and Lemma 2.A.4. It induces an iso-
morphism H0(r) : H0(A(G)) ' G. The construction is suciently canonical to make property (3)
clear.
Finally as the computation of homology commutes with ltered colimits and Q is at over Z,
we have for all i > 0
Hi(A(G))
Q ' colimn2N(Hi(An(G))
Q):
By Equation 2.A.0.1, the last term vanishes for n > i. This proves property (4) and concludes the
proof.
2.B qfh-descent for smooth group schemes
Let S be a noetherian excellent scheme. In this section we study the qfh sheacation of smooth
commutative group schemes over S.
Remark 2.B.1. Let Nor be the full subcategory of S-schemes of nite type which are normal.
Let T be an S-scheme of nite type. Then there is a normal S-scheme T 0 and a nite surjective
morphism (hence a qfh cover) T 0 ! T : take the normalisation of the reduction of the union of
irreducible components of T . In particular the subsiteNor equipped with the induced qfh topology
is dense in Sch, and by [SGA72, Expose III Theoreme 4.1] the inclusion induces an equivalence of
topoi.
Let G=S a smooth group scheme and G be the etale sheaf on Sch=S dened by G. The main
result of this appendix is the following.
Proposition 2.B.2. Let G be a smooth commutative group scheme over S. Then GQjNor is a qfh
sheaf, and the natural morphism
GQ ! (GQ)qfh
induces isomorphisms when evaluated on normal schemes.
The second statement is a reformulation of the rst by Remark 2.B.1. The proof of the fact
that GQjNor is a qfh sheaf will take the rest of this appendix.
Lemma 2.B.3. Let f : X ! Y be a dominant morphism with Y reduced. Then G(Y )! G(X) is
injective. In particular the presheaf GjNor is separated with respect to the qfh-topology.
Proof. The morphism f is schematically dominant since Y is reduced [Gro66b, Proposition 11.10.4].
Let g : Y ! G such that g  f = 0 2 G(X). Since the scheme G is separated, we can now apply
[Gro66b, Proposition 11.10.1 d)] to g and the constant zero morphism X ! G which shows that
g = 0 2 G(Y ). The qfh-separation property then follows from [Voe96, Proposition 3.1.4].
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Lemma 2.B.4. Let  : U ! X be a nite surjective morphism of normal irreducible schemes.
Then GQ satises the sheaf condition for the qfh cover .
Proof. Let V be the normalisation of the reduction of U X U . We have to show that the sequence
0! G(X)
Q! G(U)
Q! G(V )
Q
is exact (the map G(U) 
 Q ! G(V ) 
 Q being induced by the dierence of the two projections
V ! U).
As X and U are normal, there exists 0 : Y ! U nite surjective such that 0 factors as si
with s, i nite surjective, s generically Galois and i generically purely inseparable. Because
of Lemma 2.B.3, a diagram chase shows that the sheaf condition for  is implied by the sheaf
condition for s and i separately. In other words we can assume  to be either generically Galois
or generically purely inseparable.
We rst assume  to be generically Galois with Galois group  . Note that U , being normal, is
the normalisation of X in (U) so the action of   on the generic bre extends to U by functoriality
of the normalisation. Moreover, the monomorphism of coherent sheaves OX ! (OY )  is an
isomorphism, as can be checked on ane charts using the generic Galois property and normality.
Hence by [SGA03, Expose V Proposition 1.3], X is the categorical quotient of U by  . In particular
we have:
G(X) = G(U)   G(U) :
Let x be in the kernel of G(U) ! G(V ). Then by Lemma 2.B.3 it is also in the kernel of
G(k(U))! G(k(U)
k(X) k(U)) (recall that k(U)
k(X) k(U) is a product of elds, hence normal).
By etale descent we have x 2 G(k(U)) , in particular, our element is  -invariant, hence in G(X)
by the above.
Consider now the case  generically inseparable. By Zariski's connectedness theorem, a nite
surjective morphism to a normal scheme which is generically purely inseparable is purely insep-
arable. In particular the diagonal morphism of  is a surjective closed immersion, hence after
reduction is an isomorphism. Hence the map G(U)
Q! G(V )
Q is the zero map (the identity
minus the identity) and we have to show that  
 Q : G(X) 
 Q ! G(U) 
 Q is surjective. For
this we will reduce to the case where  is a relative Frobenius.
Let us recall some notations. For p prime, q a prime power and an S-scheme Z, we write Z(q)
for the base change of Z along the absolute Frobenius of S, and Frob
(q)
Z=S : Z ! Z(q) for the relative
Frobenius.
We can assume that  is not an isomorphism. Let then p > 0 be the generic characteristic of
X. Since X is irreducible, it is an Fp-scheme. By [Kol97, Proposition 6.6], there exists a power q
of p and a morphism  q : X ! U (q) such that  q = Frob(q)U=S . Hence we are reduced to the
Frobenius case as surjectivity of (Frob
(q)
U=S)
 
Q implies surjectivity of  
Q.
Let f 2 G(U). By functoriality of Frobenius, we get a morphism
f (q) 2 G(q)(U (q))
such that f (q) Frob
(q)
U=S = Frob
(q)
G=S f . The commutative S-group scheme G is at, so by [ABD
+65,
Expose VII 4.3] there exists a Verschiebung morphism Ver
(q)
G=S : G
(q) ! G such that Ver(q)G=S 
Frob
(q)
G=S = qidG. Put
g = Ver
(q)
G=Sf
(q) 2 G(U (q)) :
Then (g) = pf . We conclude that  
Q is surjective.
Proof of Proposition 2.B.2. Let X 2 Nor and fpi : Yi ! Xgi2I a qfh-cover in Nor. We have to
check the sheaf condition for GQ.
The presheaf GQ satisfyies the sheaf condition for the covering of a scheme by the union of
its connected components so that we can assume X to be connected, hence integral. By [SV96,
Lemma 10.3], the cover fpig admits a renement to a cover fZi ! Z ! Xgj2J where Z ! X is
nite surjective and fZi ! Zg is a Zariski cover of Z. Because of Lemma 2.B.3, a diagram chase
shows that it is implied by the sheaf condition for Z ! X and fZi ! Zg separately.
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By Lemma 2.B.4, the presheaf GQ satises the sheaf condition for the morphism Z ! X. As
GQ is a Zariski-sheaf, the sheaf condition is also satised for the cover fZig of Z. This concludes
the proof.
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Chapter 3
Relative 1-motives
3.1 Triangulated categories of n-motives
Categories of motives are naturally ltered by the dimension of \geometric generators", and such
ltrations have been studied in various motivic contexts [Gro] [Ayo11] [ABV09]. We give denitions
in the context of DA( ) and prove a number of basic results. Since such a treatment does not
appear in the litterature, we provide more than is strictly necessary for the rest of the paper;
outside of this section, we are concerned with the special case of (co)homological 0- and 1-motives.
3.1.1 Denitions
We x a base scheme S and an integer n  0 for the remainder of this section.
Denition 3.1.1. The category DAcoh(S) (resp. DAhom(S)) of cohomological motives (resp.
homological motives) is the full subcategory of DA(S) dened as
DAcoh(S) =  fQX j f : X ! S proper morphism
(resp.
DAhom(S) =  f]QX j f : X ! S smooth morphism):
The category DAn(S) (resp. DAn(S)) of cohomological n-motives (resp. homological n-motives)
is the full subcategory of DA(S) dened as
DAn(S) =  fQX j f : X ! S proper morphism of relative dimension  n
(resp.
DAn(S) =  f]QX j f : X ! S smooth morphism of relative dimension  n):
Remark 3.1.2. As we will see in Proposition 3.1.28, the categories DAn(S) and DA
n(S) are in
fact equivalent as triangulated categories, so that many questions about DAn(S) can be reduced
to DAn(S). In the special cases n = 0; 1, this is a crucial ingredient for several results in this
paper. However to establish Proposition 3.1.28 we need some preliminary results which we obtain
by studying DAn and DA
n in parallel.
We have subcategories of smooth and geometrically smooth objects. Recall that an object X
in a symmetric monoidal category is said to be strongly dualizable if there exists an object X
together with morphisms  : 1! X 
X and  : X 
X ! 1 satisfying the classical adjunction
triangle laws.
Denition 3.1.3. The category DAgsm(S) (resp. DAcohgsm(S), DA
gsm
hom(S)) of geometrically smooth
motives (resp. geometrically smooth cohomological motives resp. of geometrically smooth homolog-
ical motives) is the full subcategory of DA(S) dened as
DAgsm(S) =  f]QX( n)j f : X ! S proper smooth morphism; n 2 Z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(resp.
DAcohgsm(S) =  fQX j f : X ! S proper smooth morphism;
DAgsmhom(S) =  f]QX j f : X ! S proper smooth morphism):
The category DAsmS (resp, DA
coh
sm (S), DA
sm
hom(S)) of smooth motives (resp. smooth cohomological
motives, smooth homological motives) is dened as
DAcohsm (S) = M 2 DA(S)j M strongly dualizable 
(resp.
DAcohsm (S) = M 2 DAcoh(S)j M strongly dualizable in DA(S);
DAsmhom(S) = M 2 DAhom(S)j M strongly dualizable in DA(S)):
We then dene DAngsm(S) as DA
n(S) \DAgsm(S), etc.
Remark 3.1.4. In the denition of DAngsm(S) and DA
gsm
n (S), we make the choice not to impose
the geometric smoothness to \come from" generators of relative dimension  n. This more re-
strictive denition would be too strong for our purpose of formulating a reasonable conjecture on
geometrically smooth 1-motives, see Corollary 3.2.16 and Conjecture 3.5.7 below.
Lemma 3.1.5. Geometrically smooth objects are smooth: DAgsm(S)  DAsm(S), DAgsmhom(S) 
DAsmhom(S), etc.
Proof. This follows from relative purity and the projection formula, see e.g. [CDa, Lemma 4.2.8].
Remark 3.1.6. The converse of the above lemma is not known and it is not clear if one should
expect it. Informally, when S is a discrete valuation ring, it would mean that a \motive with good
reduction" is realisable in the cohomology of a variety with good reduction.
There is a further reasonable denition of a smooth object in DAc(S), namely a motive whose
realisations have cohomology sheaves which are local systems (in the appropriate sense, e.g. lisse
`-adic sheaves). This is conjecturally equivalent to being strongly dualizable.
Proposition 3.1.26 shows that when S is the spectrum of a eld, any motive is geometrically
smooth.
An important property of smooth compact objects is that they satisfy a form of absolute purity.
Proposition 3.1.7. Let i : Z ! S be a regular immersion of codimension c. For M 2 DAsmc (S)
(i.e., M strongly dualisable), there is a purity isomorphism
iM ' i!M(c)[2c]
which is functorial in M , in the sense that for any f :M ! N 2 DAsmc (S) the diagram
iM
i(f)
//

iN

i!M(c)[2c]
i!(f)(c)[2c]
// i!N(c)[2c]
commutes.
Proof. The idea is to use dualisability to reduce to the usual absolute purity property for the unit
object. The functor i is monoidal, hence preserves strongly dualisable objects and sends strong
duals to strong duals. By biduality, this provides a natural isomorphism
iM  ! Hom(iM_;QZ)
By absolute purity, this last group is isomorphic to Hom(iM_; i!QZ(c)[2c]), which is itself naturally
isomorphic to i!Hom(M_;Q(c)[2c]) by [Ayo07a, Proposition 2.3.55]. Since Q(c)[2c] is invertible
and M is strongly dualisable, i!Hom(M_;Q(c)[2c]) ' i!Hom(M_;Q)(c)[2c] ' i!M(c)[2c]. The
composition gives the required isomorphism. Each step of the construction is functorial in M .
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Lemma 3.1.8. Let T be one of DAhom(S); DAcoh(S); DAn(S); DAn(S) or their subcategories
of smooth or geometrically smooth objects. Then the triangulated category T is compactly generated
by its generating family, and an object of T is compact if and only if it is compact in DA(S).
Proof. Write G for the generating family of T . By [Ayo14a, Proposition 3.20, Proposition 8.5] and
by the fact that strongly dualizable objects in a symmetric monoidal triangulated category are
automatically compact, we see that all objects of G are compact. This means that T is compactly
generated by G. Write Tc for the full subcategory of objects of T which are compact in T . By
[Nee01, Lemma 4.4.5], Tc = hGi. In particular any object of Tc is compact in DA(S). The converse
implication is obvious.
Denition 3.1.9. We write DAcohc (S), DAhom;c(S); etc: for the full subcategories of compact
objects of DAcoh(S), DAhom(S); etc.
3.1.2 Permanence properties
The subcategories we have introduced are each stable under a specic subset of Grothendieck
operations. We start with the compatibilities with the monoidal structure.
Proposition 3.1.10. Let S be a base scheme.
(i) DAcoh(S) is stable by tensor products and negative Tate twists.
(ii) For all m;n  0, we have DAm(S)
DAn(S)  DAm+n(S).
(iii) For all m;n  0, we have DAm(S)( n)  DAm+n(S).
(iv) DAhom(S) is stable by tensor products and positive Tate twists.
(v) For all m;n  0, we have DAm(S)
DAn(S)  DAm+n(S).
(vi) For all m;n  0, we have DAm(S)(n)  DAm+n(S).
The same properties hold for the smooth and geometrically smooth versions.
Proof. First, note that 
 commutes with small sums in both variables, being a left adjoint. This
reduces the proof to checking the result for generators.
Let us prove point (i). Recall that we have a projection formula for f! and f
 from [Ayo07a,
Theoreme 2.3.40], i.e., for any nite type separated morphism f : S ! T and anyM 2 DA(S); N 2
DA(T ), we have a natural isomorphism
f!(M 
 fN) ' f!M 
N:
Let g : X ! S and h : Y ! S be proper morphisms. Let Z = X S Y and let g0 : Z ! Y and
h0 : Z ! X be the two projections. We have a sequence of isomorphisms
gQX 
 hQY ' g!QX 
 h!QY
' g!(QX 
 gh!QY )
' g!h0!(g0)QY
' gh0QZ
where the rst and fourth isomorphisms follows from properness, the second is the projection
formula and the third is the Ex! isomorphism. This shows that gQX 
 hQY is cohomological.
The negative Tate twist QS( n) is cohomological, as it is a direct factor of (PnS ! S)Q. This
nishes the proof of (i). The same proof, combined with the fact that relative dimension is stable
by base change and adds up in compositions, gives (ii) and (iii).
For the proof of point (iv), we use a parallel argument; we combine the projection formula for
f] and f
 of [Ayo07b, Proposition 4.5.17] with the Ex] isomorphism and the fact that QS(n) is a
direct factor of (PnS ! S)]Q by the projective bundle formula. The same proof, combined with the
fact that relative dimension is stable by base change and adds up in compositions, gives (v) and
(vi).
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Proposition 3.1.11. Let f : S ! T be a morphism of schemes. The following operations preserve
the subcategories DAcoh( ).
(i) f for any f .
(ii) f when f is separated of nite type and S admits the resolution of singularities by alterations.
(iii) f! when f is separated of nite type.
(iv) f ! when f is quasi-nite separated and S admits the resolution of singularities by alterations.
Moreover, they also preserveDAcohc ( ) (with the assumption that the schemes involved are excellent
for points (ii)-(iv)).
Proof. The results forDAcohc ( ) follow from the ones forDAcoh( ) together with the constructibil-
ity theorem [Ayo14a, Theoreme 8.10] and Lemma 3.1.8. We thus focus on DAcoh( ). We prove
the results in a slightly dierent order than in the statement: we rst establish (i), (iii) (which
contains the special case of (ii) for proper morphisms) , (iv) for closed immersions, (ii) and nally
(iv) in all generality. In each case, we rst check that the functor commutes with small sums, and
then compute its action on generators of DAcoh( ).
Proof of (i): the functor f is a left adjoint hence commutes with small sums. Moreover proper
base change implies that f sends generators of DAcoh(T ) to generators of DAcoh(S).
Proof of (iii): the functor f! is a left adjoint hence commutes with small sums. Let g : X ! S
be a proper morphism. We need to show that f!gQX ' (f  g)!QX is in DAcoh(T ). Because f is
assumed to be separated of nite type, the same holds for f g. Nagata's theorem [Nag63] [Con07]
implies that f  g admits a compactication, i.e., that there exists a factorisation f  g = f  j
with j : X ! X an open immersion and f : X ! T a proper morphism. Let i : Z ! X be a
complementary closed immersion to j. By localisation, we have a distinguished triangle
j!QX ! Q X ! i!QZ +!
which after applying f ' f! yields
fj!QX ' f!gQX ! f!Q X ! ( fi)!QZ +! :
By denition, the second and third terms in this triangle are in DAcoh(T ). This implies that the
rst is as well.
Proof of (iv) for f = i closed immersion:
The functor i! has a left adjoint i! which sends compact objects to compact objects by [Ayo14a,
Proposition 8.5]. By [Ayo07a, Lemme 2.1.28] this implies that i! commutes with small sums.
The blueprint for this proof is taken from Section 2.2.2 of [Ayo07a]. Before we start, we need
a lemma providing convenient generators for DAcoh.
Lemma 3.1.12. Let S be a scheme admitting resolution of singularities by alterations, f : X ! S
a nite type morphism and T  X closed. Then DAcoh(X) is compactly generated by motives of
the form gQX0 with g : X 0 ! X a projective morphism and X 0 connected regular and g 1(T )
equal either to X 0 or to a normal crossing divisor.
Proof. The reference [Ayo07a, Proposition 2.2.27], specialized to theQ-linear, separated, homotopi-
cal 2-functor DA( ) proves a similar statement for the category of constructible objects DAc(S)
(with added positive Tate twists of the generators, and restriction to quasi-projective morphisms).
Once one removes the Tate twists, the restriction to quasi-projective morphisms, and remarks that
Statement (iii) which we just established provides the analogue of Corollaire 2.2.21 from loc.cit,
the same argument applies verbatim.
Lemma 3.1.13, applied to i : S ! T , shows that it is enough to that for i!gQX for any
g : X ! T with X connected regular and g 1(S) equal to either X or a normal crossing divisor.
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Form the cartesian square
Y
g0

i0 // X
g

S
i
// T:
We have an Ex! isomorphism i
!gQX ' g0i0!QX . By point (iii), it is enough to show that i0!QX
is in DAcoh(X). Only the case of a normal crossing divisor requires a proof. By [Ayo07a, Lemme
2.2.31] applied to the branches and point (iii) for closed immersions, we reduce to the case of a
regular immersion, which then follows from absolute purity and Proposition 3.1.10 (i).
Proof of (ii):
Using Nagata's theorem and the proper case of point (iii), we reduce to show that jQS is in
DAcoh(T ) for j : S ! T open immersion. This now follows from colocalisation and point (iv) for
the complementary closed immersion.
Proof of (iv) for f quasi-nite general:
By the same argument as above, using the Ex! isomorphism, it is enough to show that f
!QT is
in DAcoh(S). Using Zariski's main theorem [Gro66b, Theoreme 8.12.6], the fact that j! ' j for j
open immersion, and by point (i) we are reduced to the case of nite morphisms.
If f is nite etale, then f ! ' f again and we are done by point (i). If f is nite and purely
inseparable, then a corollary of the separation property of DA is that f ! ' f ' is an equivalence
of categories [Ayo07a, Corollaire 2.1.164]. In general, we proceed by induction on the dimension
of T . Generically on T , say above an everywhere dense open set j : U ! T , f is the composite
of a nite etale morphism (possibly empty) followed by a nite purely inseparable morphism. Let
l : V ! S be j T S and k :W ! S be a complementary closed immersion. Then l!f !QT ' f !UQU
is in DAcoh(V ) by the arguments above. By point (ii), we get that llf !QT is in DAcoh(S).
By induction on the dimension and point (iii), we get that k!k
!f !QT lies in DAcoh(S). The
colocalisation triangle then shows that f !QT lies in DAcoh(S) and this concludes the proof.
Lemma 3.1.13. Let S be a scheme admitting resolution of singularities by alterations, f : X ! S
a nite type morphism and T  X closed. Then DAcoh(X) is compactly generated by motives of
the form gQX0 with g : X 0 ! X a projective morphism and X 0 connected regular and g 1(T )
equal either to X 0 or to a normal crossing divisor.
Proof. The reference [Ayo07a, Proposition 2.2.27], specialized to theQ-linear, separated, homotopi-
cal 2-functor DA( ) proves a similar statement for the category of constructible objects DAc(S)
(with added positive Tate twists of the generators, and restriction to quasi-projective morphisms).
Once one removes the Tate twists, the restriction to quasi-projective morphisms, and remarks
that Statement Proposition (iii) provides the analogue of Corollaire 2.2.21 from loc.cit, the same
argument applies verbatim.
Proposition 3.1.14. Let f : S ! T be a morphism of schemes. The following operations preserve
the subcategories DAhom( ) and DAhom;c( ).
(i) f for any f .
(ii) f] when f is smooth.
(iii) f ! when f is smooth.
(iv) f! for any quasi-nite separated morphism f .
Remark 3.1.15. In the proof of point (iv), we use results from Sections 3.1.3 and 3.1.4. The careful
reader can check that we do not use the reference 3.1.14 (iv) in between. We feel this break from
logical order is justied by the commodity of having a clean statement.
Proof. The results about DAhom;c( ) follow from the ones for DAhom( ) together with the con-
structibility result [Ayo14a, Proposition 8.5] and Lemma 3.1.8. We thus focus on DAhom( ).
Proof of (i): The functor f is a left adjoint so commutes with small sums. Moreover the Ex]
isomorphism implies that f sends generators of DAhom(T ) to generators of DAhom(S).
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Proof of (ii): The functor f] is a left adjoint so commutes with small sums. The fact that
generators are sent to homological motives clearly follows from the denition.
Proof of (iii): This follows from relative purity together with (i) and 3.1.10 (vi).
Proof of (iv): The functor f! is a left adjoint so preserves small sums. Using Zariski's Main
theorem [Gro66b, Theoreme 8.12.6] and (ii), we see that it is enough to treat the case of f nite.
We rst do the case of closed immersions. The next lemma is proved using Mayer-Vietoris
distinguished triangles.
Lemma 3.1.16. Let T be a scheme and U = fjk : Uk ,! Tgnk=1 be a nite Zariski open covering
of T . Let M 2 DA(S) Then
M 2 DAhom(S)() for all 1  k  n; we have jkM 2 DAhom(S):
Let i : Z ! X be a closed immersion and g : U ! Z be a smooth morphism. We need to show
that ig]QU 2 DAhom(X). There exists a nite open ane cover fUk = Spec(Ak)g1kn of U
and a nite open ane cover fZk = Spec(Rk)g1kn of Z with g(Uk)  Zk and such that via
gk := g
jZk
jUk , the ring Ak takes the form:
Ak = Rk[x1; : : : ; xnk ]=(f
k
1 ; : : : ; f
k
ck
)
with

det(
@fkj
@xk
)

invertible in Ak (i.e. gk is a standard smooth map). We can choose an open
ane cover fWkg of X such that Wk \Z = Zk. Applying Lemma 3.1.16 to the open cover Wk and
using base change for closed immersions and smooth base change, we can suppose that g itself is
a standard smooth map and that X = Spec(R) is ane.
In this situation, we can lift the equations fj to ~fj 2 R[x1; : : : ; xn]. The open set W of X over
which the resulting map ~g : Spec(R[x1; : : : ; xn]=( ~f1; : : : ; ~fn))! X is standard smooth contains Z,
and ~g extends g. We have a localisation triangle
(W n Z !W )]~g]Q! ~g]Q! ig]QU +!
where the rst two terms are in DAhom(X). We deduce that ig]QU 2 DAhom(X) as wanted.
For a general quasi-nite f : T ! S, using localisation, the case of closed immersions and an
induction on the dimension of S, we see that we can replace S by any everywhere dense open
subset. The case of closed immersion also ensures we can assume S is reduced. By continuity for
DAhom( ) (proven in Proposition 3.1.22 below; the proof does not use permanence properties of
DAhom( ) besides (i)), we see that we can even replace S by any of its generic points. We are
thus reduced to the case of a nite eld extension, which follows from the following more precise
Lemma 3.1.27 below.
Proposition 3.1.17.
(i) Let f be any morphism of schemes. Then f preserves the subcategories DAn( ) and
DAnc ( ).
(ii) Let f : S ! T be separated of nite type and of relative dimension m. Then f! sends DAn(S)
(resp. DAnc (S)) to DA
n+m(T ) (resp. DAn+mc (T )). In particular, if f is quasi-nite, then
f! preserves the subcategories DA
n( ) and DAnc ( ).
Proof. To treat the case of subcategories of compact objects, we combine the following arguments
with Lemma 3.1.8 and the \easy\ constructibility result of [Ayo14a, Proposition 8.5]. Consequently,
we only treat the case of DAn( ).
Statement (i) follows from the fact that f, being a left adjoint, commutes with small sums,
proper base change and the fact that being of relative dimension  n is stable by base change.
The proof of (ii) is the same as that of Proposition 3.1.11 (iii), keeping track of the relative
dimensions involved.
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Proposition 3.1.18.
(i) Let f be any morphism of schemes. Then f preserves the subcategories DAn( ) and
DAn;c( ).
(ii) Let f : S ! T be separated of nite type and of relative dimension m. Then f! sends DAn(S)
(resp. DAn;c(S)) to DAn+m(T ) (resp. DAn+m;c(T )). In particular, if f is quasi-nite, then
f! preserves the subcategories DAn( ) and DAn;c( ).
Proof. To treat the case of subcategories of compact objects, we combine the following arguments
with the Lemma 3.1.8 and the "easy" constructibility results of [Ayo14a, Proposition 8.5]. Conse-
quently, we only treat the case of DAn( ).
Statement (i) follows from the fact that f, being a left adjoint, commutes with small sums,
from the Ex] isomorphism and the fact that being of relative dimension  n is stable by base
change.
The proof of (ii) is the same as that of Proposition 3.1.14 (iv), keeping track of the relative
dimensions involved.
We list some useful corollaries of the results above.
Corollary 3.1.19. Let T ( ) be one of DAcoh( ), DAhom( ), DAn( ), DAn( ) or one of their
subcategories of compact objects.
(i) The system T ( ) localises in the following sense: for M 2 DA(S), i : Z ! S and j : U ! S
are complementary closed and open immersions, M 2 T (S) if and only if iM 2 T (Z) and
jM 2 T (U).
(ii) Let f : T ! S be a nite radicial surjective morphism (e.g. a nil-immersion), M 2 DA(S),
N 2 DA(T ). Then M 2 T (S) if and only if fM 2 T (T ), and N 2 T (T ) if and only if
fN 2 T (S).
Proof. Statement (i) follows directly from localisation and the permanence properties above. Sim-
ilarly, statement (ii) follows directly [Ayo07a, Proposition 2.1.163] (which applies because DA( )
is separated) and the permanence properties.
Finally, let us discuss what happens with internal Homs and duality.
Corollary 3.1.20. We have Hom(DAhom;c(S);DA
coh
(c) (S))  DAcoh(c) (S): In particular, if S is
regular and we take QS as dualizing object, then Verdier duality DS := Hom( ;QS) sends compact
homological motives to compact cohomological motives.
Proof. If M 2 DA(S) is compact, then Hom(M; ) commutes with small sums. This shows that
we can restrict to generators of DAcoh(S) in the second variable. Using [Nee01, Lemma 4.4.5], we
see that we can restrict to generators of DAhom;c(S) in the rst variable. The result then follows
from [Ayo07a, Proposition 2.3.51-52], the Ex] isomorphism and Proposition 3.1.11 (ii).
Remark 3.1.21. Even on a regular scheme, the categories of constructible homological and coho-
mological motives are not anti-equivalent through Verdier duality with dualizing object Q (see,
however, Proposition 3.1.26 below). Indeed, assume S regular of dimension d > 0, let i : x! S be
the inclusion of a closed point x and j : U ! S be the complementary open immersion. Then by
colocalisation and absolute purity, jQU 2 DAcoh(S) sits in a triangle
iQ( d)[ 2d]! QS ! jQU +! :
In particular, it is cohomological. On the other hand, we have DS(QS) ' QS 2 DAcoh(S) and
DS( i!i!QS) ' iQS 2 DAcoh(S), so that by taking the Verdier dual of the triangle above, we have
DS(jQU ) 2 DAcoh(S).
If Verdier duality did exchange homological and cohomological motives, we would have jQU 2
DAhom(S) \DAcoh(S) which is equal to DA0(S) by Corollary 3.3.7 (ii) below. We would then
also have iQ( d)[ 2d] 2 DA0(S); hence, iiQ( d) ' Q( d) 2 DA0(x). This is not the case,
as can be seen in a number of ways; for instance, in the proof of Corollary 3.3.7 (iv) we will show
that for all M 2 DA0(x), we have Hom(M;Q( d)) = 0.
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3.1.3 Continuity
We have a continuity result for subcategories of compact objects.
Proposition 3.1.22. Let I be a coltering small category and (Xi)i2I 2 SchI with ane transition
morphisms. Let X = lim  i2I Xi (X is still assumed to be noetherian and nite-dimensional). Then
DAcohc (X) (resp. DAhom;c(X), DA
n
c (X), DAn;c(X), DA
e
n;c(X)) is equal to the 2 colimit of
the DAcohc (Xi) (resp. DAhom;c(Xi), DA
n
c (Xi), DAn;c(Xi), DA
e
n;c(Xi)) via the pullback functors
(X ! Xi).
Proof. Using the continuity result for morphisms in DA from [Ayo14a, Proposition 3.19] and the
arguments from [Ayo, Corollaire 1.A.3] (using the description of compact objects discussed in
Lemma 3.1.8), it is enough to prove the following lemma (which extends [Ayo, Lemme 1.A.2]).
Lemma 3.1.23. With the notation of the proposition, let Y be an X-scheme of nite presentation.
Then there exists an i 2 I and an Xi-scheme Yi of nite presentation such that Y ' Yi Xi X.
Moreover, if Y=X is smooth (resp. of relative dimension  n, smooth of relative dimension  n),
then Yi can be chosen smooth (resp. of relative dimension  n, smooth of relative dimension  n).
Proof. The rst part is well known (see [Gro66b, x8] ). For the second part, the arguments of the
proof of [Ayo, Lemme 1.A.2] cover the case of smooth and smooth of relative dimension  n. See
[Sta, Tag 05M5] for the case of relative dimension  n.
We deduce a useful punctual characterization of compact n-motives:
Proposition 3.1.24. Let S be a scheme and M 2 DAc(S). Then the following are equivalent.
(i) M 2 DAcohc (S) (resp. DAhom;c(S); DAnc (S); DAn;c(S)).
(ii) For all s 2 S, we have sM 2 DAcohc (s) (resp. DAhom;c(s); DAnc (s); DAn;c(s)).
Proof. The direction (i)( (ii) follows from the stability established above of all these subcategories
by pullbacks. For the other direction, we can assume S reduced by Corollary 3.1.19 (ii). We then
proceed by noetherian induction. The case of generic points is settled by the hypothesis, we
then use Proposition 3.1.22 to spread-out the property to an open set. We conclude by using
Corollary 3.1.19 (i) and the induction hypothesis.
3.1.4 Over a eld
Over a eld, Verdier duality does interact well with our subcategories of DA.
Lemma 3.1.25. Let k be a eld. Write Dk := Hom( ;Qk) : DA(k)op ! DA(k) for the Verdier
duality functor. We have
Dk(DAhom;c(k))  DAcohc (k)
and Dk restricts to anti-equivalences of categories
Dk : DAgsmhom;c(k)
 ! DAcohgsm;c(k) and
Dk : DAgsmn;c (k)
 ! DAngsm;c(k):
Proof. For X a separated scheme of nite type over k, consider the more general Verdier duality
functor DX=k := Hom( ; !XQk) : DA(X)op ! DA(X). By [Ayo14a, Theoremes 8.12-8.14], this
functor preserves compact objects and its restriction to DAc(X) is an anti-autoequivalence which
is its own quasi-inverse.
The behaviour of DX=k with respect to the four operations is explained in [Ayo07a, Theoreme
2.3.75]: informally, Verdier duality exchanges f and f!, and f and f !. Moreover, recall that,
for f smooth, relative purity provides an isomorphism f]f
 ' f!f !. This allows to compute the
action of DX=k on generating families. For instance, we have, for any f smooth, Dk(f]fQX) '
44
Dk(f!f !Qk) ' ffDk(Qk) ' ffQk. which is in DAcoh(k) by Proposition 3.1.11 (ii). This
proves the rst inclusion. For the equalities for geometrically smooth subcategories, note that if f
is smooth projective (resp. smooth projective of relative dimension  n), the same computation
shows that Dk(f]fQX) is in DAcohgsm(k) (resp. DA
n
gsm(k)). This proves one inclusion of the
equalities, and the other follows by involutivity of D.
As a consequence, when the base is the spectrum of a eld, several of the notions we have
introduced coincide.
Proposition 3.1.26. Let k be any eld; we have the following equalities.
DAhom(k) = DA
sm
hom(k) = DA
gsm
hom(k):
DAcoh(k) = DAcohsm (k) = DA
coh
gsm(k):
DAn(k) = DA
sm
n (k) = DA
gsm
n (k):
DAn(k) = DAnsm(k) = DA
n
gsm(k):
The same equalities hold for the subcategories of compact objects, and Dk restricts to anti-equivalences
of categories:
Dk : DAhom;c(k) ! DAcohc (k) : Dk
Dk : DAn;c(k) ! DAnc (k) : Dk
Proof. The Verdier duality statement is just a restatement of Lemma 3.1.25 in the light of these
equalities.
In each case, we prove equality by proving that the generating family on each side lies in the
other. The generating families used in the denitions of these categories are formed of compact
objects, hence it suces to prove the equalities for the subcategories of compact objects. By
Lemma 3.1.5, we need only prove the inclusions
DAhom;c(k)  DAgsmhom;c(k);
DAcohc (k)  DAcohgsm;c(k);
DAn;c(k)  DAgsmn;c (k) and
DAnc (k)  DAngsm;c(k):
The key is to prove the following claim: for all n 2 N, we have Dk(DAnc (k))  DAgsmn;c (k).
Indeed, assume this claim for the next three paragraphs. Then by looking at generators we
also get Dk(DAcohc (k))  DAgsmhom;c(k). By applying Dk again and the equivalence of categories of
Lemma 3.1.25, we get inclusionsDAnc (k)  DAngsm;c(k) andDAcohc (k)  DAcohgsm;c(k). By applying
Dk to the inclusion Dk(DAhom;c(k))  DAcohc (k) of Lemma 3.1.25, we also obtain DAhom;c(k) 
DAhom;cgsm (k). It remains to see that DA
n
c (k)  DAngsm;c(k), which is slightly less clear.
Let f : X ! k smooth of relative dimension i  n (we can reduce to this case by considering
connected components of X). By relative purity, we have f]QX( n) ' f!QX(i   n)[2i] which
is in DAnc (k) by Proposition 3.1.17 and 3.1.10.. This shows that DAn;c(k)( n)  DAnc (k) =
DAngsm;c(k) (the last equality having just been established in the previous paragraph). Applying
Verdier duality, we get Dk(DAn;c(k))(n)  Dk(DAngsm;c(k)) = DAgsmn;c (k).
Another application of relative purity shows that DAgsmn;c (k)( n) = DAngsm;c(k). Putting ev-
erything together, we have Dk(DAn;c(k))  DAngsm;c(k) = Dk(DAgsmn;c (k)) so by involutivity of
D we get the missing inclusion DAnc (k)  DAngsm;c(k). This nishes the proof of the proposition
modulo the claim.
For simplicity, in the rest of the proof, we write Y : Y ! k for the structural morphism of any
k-scheme Y . Using the generating families, we reformulate the claim as follows: for X : X ! k
proper of relative dimension n, we have Dk(XQX) ' X!!XQk inDAgsmn;c (k). Let i : Xred ! X.
Then by localisation we have X!
!
XQk ' X!i!i!!XQk ' Xred !!XredQk. Consequently, we can
assume that X is reduced.
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We rst treat the case of a perfect eld k. We proceed by induction on the dimension of X.
When X is 0-dimensional, we see that X is nite etale because k is perfect and X is reduced,
so that X!
!
X ' X]X and we are done. For the induction step, we apply De Jong's resolution
of singularities by alterations [dJ96, Theorem 4.1 + following remark]. We obtain an alteration
h : eX ! X with eX=k a smooth projectivevariety. Recall that h is proper surjective and generically
nite. We choose a diagram of schemes with cartesian squares
V
~|
//
hU

eX
h

Z
~{
oo
hT

U
j
// X T
i
oo
with the following properties.
 T is a nowhere dense closed subset of X and U is its open complement.
 hU can be written as the composite of a purely inseparable nite morphism followed by a
nite etale morphism.
Starting from the distinguished colocalisation triangle for the pair (X;U) and applying X!, we
obtain a triangle
X!ii!!XQk ! X!!XQk ! (X)!jj!!XQk +!
that we rewrite as
(T )!
!
TQk ! X!!XQk ! X!j!UQk +! :
The left-hand term is in DAgsmn;c (k) by induction. To prove that the middle term is in DA
gsm
n;c (k),
it remains to prove the same for the right-hand term. Since hU is nite and the composite of
a purely inseparable morphism followed by an etale morphism, the separation property of DA
[Ayo14a, Theorem 3.9] together with [Ayo07a, Corollaire 2.1.164] implies that there is a natural
isomorphism of functors:
(hU )!h
!
U ' (hU )hU
Now, [Ayo07a, Lemma 2.1.165] implies that !UQk is a direct factor of (hU )hU!XQk. Applying
the isomorphism just above, we conclude that !UQk is a direct factor of (hU )!h!U!UQk. This last
motive is isomorphic to (hU )!VQk ' (hU )~|!eXQk because hU is proper and ~| is etale. We get
that X!j!UQk is a direct factor of X!|(hU )~|!eXQk '  eX!~|~|!eXQk. Applying localisation to
the pair ( eX;V ), the fact that eX=k is smooth projective and the induction hypothesis for Z shows
that this last object is in DAgsmn;c (k). This concludes the proof when k is perfect.
We now treat the case of a general eld k. By the perfect eld case and continuity forDAgsmn;c ( )
(Proposition 3.1.22) applied to the spectrum of the perfect closure of k, we see that there exists
a nite purely inseparable extension l=k with (l=k)X!!XQk in DA
gsm
n;c (l). By the separation
property, we have an isomorphism of functors id ' (l=k)(l=k), so that it is enough to show
Lemma 3.1.27 below, which we have already used in the proof of Proposition 3.1.14.
Lemma 3.1.27. For a nite eld extension l=k and g : Y ! Spec(l) a smooth projective morphism
of relative dimension  n, there exists a smooth projective variety g0 : Y 0 ! k of dimension  n
such that (l=k)g]QY ' g0]QY 0 2 DAgsmn;c (k).
Proof. We immediately reduce to the case of l=k purely inseparable. Let F : Spec(l) ! Spec(l)
be an high enough power of the Frobenius of l that factors through k. We denote again by F the
induced morphism Spec(k)! Spec(l) and its natural lift Spec(k)! Spec(k) (the corresponding
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power of Frk). We have the following diagram of schemes, where the upper square is cartesian:
Y 0
FY //
Y 0

Y
Y

Spec(k)
F //
F
&&LL
LLL
LLL
LL
Spec(l)
(l=k)

Spec(k):
By base change, the k-scheme Y 0 is smooth projective and the morphism FY is nite purely
inseparable. By the separation property of DA, we have
(l=k)(Y )QY ' (l=k)(Y )(FY )QY 0 ' (l=k)F(Y 0)QY 0 ' F(Y 0)QY 0 :
Let FrY 0 be the corresponding power of the absolute Frobenius on Y
0. By naturality of the absolute
Frobenius, we have Y 0  FrY 0 = F  Y 0 : Y 0 ! Spec(k). We deduce that
F(Y 0)QY 0 ' (Y 0)(FrY 0)QY 0 ' (Y 0)QY 0 2 DAngsm(k);
where the last isomorphism follows by separation. By relative purity and the projection formula,
we deduce that
(l=k)(Y )]QY ' (l=k)((Y )QY 
Ql(1)[2])
' (l=k)((Y )QY )
Qk(1)[2]
' (Y 0)QY 0 
Qk(1)[2]
' (Y 0)]QY 0 :
This completes the proof of the lemma.
3.1.5 Homological vs cohomological motives
Proposition 3.1.28. Let S be a scheme, n  0. We have
DAn(S) = DAn(S)( n)
and
DAnc (S) = DAn;c(S)( n):
Proof. In both directions, it is enough to check the inclusion for a family of compact generators.
Let f : X ! S be a smooth morphism of relative dimension i  n (we can reduce to this case
by considering connected components of S and X). By relative purity, we have
f]QX( n) ' f!QX(i  n)[2i]
which is in DAn(S) by Proposition 3.1.17 and 3.1.10.
The other inclusion is true for smooth cohomological n-motives by the same relative purity
argument. For general compact cohomological n-motives (which include the generating family),
we argue as follows. By Corollary 3.1.19 (ii), we can assume S reduced. We then proceed by
noetherian induction. Let M 2 DAn(S). The restriction of M to any generic point of S is smooth
by Proposition 3.1.26. There we can apply the smooth case and see that M 2 DAn;c()( n) for
any generic point  of S. Then we apply continuity for compact homological n-motives (Proposi-
tion 3.1.22) to nd a dense open immersion j : U ! S with jM 2 DAn;c(U)( n). Applying the
induction hypothesis, localisation and the fact that i preserves homological n-motives for i closed
immersion (Proposition 3.1.18 (ii)) completes the proof.
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3.1.6 Nearby cycles
To conclude this section, we prove a result about the nearby cycles functor and n-motives.
Proposition 3.1.29. Let R be an excellent henselian discrete valuation ring and let S = Spec(R),
 be the generic ber and  be the closed ber. Fix a separable closure Ksep of K = Frac(R) and
let  be the spectrum of its residue eld . Associated to the choice of a uniformizer  of R,
there is a tame nearby motive functor 	mod : DA() ! DA() and a nearby motive functor
	 : DA() ! DA() (see [Ayo14a, Section 10, Denition 10.14] ). Then the functor 	mod
(resp. 	) :
1. sends DAcoh() to DAcoh() (resp. to DAcoh()),
2. sends DAn() to DAn() (resp. to DAn()) for any n  0,
3. sends DAhom() to DAhom() (resp. to DAhom()), and
4. sends DAn() to DAn() (resp. to DAn()).
Similar results hold for the subcategories of compact objects.
Proof. The results for compact objects follow from our description of compact objects in these
subcategories together with the constructibility theorems for 	modf proved in [Ayo14a, x10].
We need to work with a more general set-up. Let X be an S-scheme and f : X ! A1S a
morphism. Recall that the functor 	f of [Ayo14a, Denition 10.14] is constructed by a two step
process: rst a functor of "tame nearby cycles" 	modf : DA(X) ! DA(X) is constructed as a
special case of [Ayo07b, Denition 3.2.3] and then 	f is obtained via an homotopy colimit along
all the nite extensions of K contained in a xed maximum p-primary extension inside Ksep of the
maximal unramied extension Knr (such extensions exist by the theorem of Schur-Zassenhaus).
We make this second step slightly more explicit. IfM=K
nr is such a xed maximum p-primary
extension, let L be the poset of all the nite subextensions K  L M ordered by the reverse of
inclusion. Then there is a diagram of schemes (TL;L) where TL is the normalisation of S inside
L=K, along with diagrams (L;L) and (L;L) of generic and special bers. We have a morphism
 : (TL;L)! S and we pullback the diagram of schemes over S used to compute 	modf along this
morphism. We also use the notation eL = L   (N0) where  is the simplicial category and
(N0) = fn 2 Njcar() - ng. Altogether, we get a commutative diagram of diagrams of schemes
with cartesian squares:
(R0fL ; eL) R0fL //
fL

(XL ;
eL) j //
fL

(XTL ;
eL)
fL

(XL ;
eL)ioo p(N0)//
fL

(XL ;L)
fL

(R0TL ; eL) R0L // ((Gm)TL ; eL) j // (A1TL ; eL) (TL; eL)ioo p(N0)// (TL;L)
We also have morphisms  : (X;L) ! (XL ;L), pL : (X;L) ! X) and X : (XL ;L) ! X.
We can nally dene:
	f = (pL)](p(N0))]ij(R
0
fL )(
R0
fL )
(p(N0))X
This formula and the similar one dening 	modf [Ayo14a, Formula (97)] imply that both functors
commute with small sums. Using the fact that nearby cycles commute with duality on constructible
objects [Ayo14a, Theoreme 10.20] together with Lemma 3.1.25 allows us to deduce (iii) and (iv)
from (i) and (ii) by a duality argument.
It remains to show the property (i) (resp. (ii)) for the compact generators of DAcoh() of
the form fQX with f : X !  proper (resp. of DAn() of the form fQX with f : X ! 
a proper morphism of relative dimension  n). Moreover, since these objects are constructible,
[Ayo14a, Theoreme 10.13] implies that the conclusion for 	 is implied by the one for 	
mod
 , so
we concentrate on moderate nearby cycles.
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Let f0 : X0 !  be proper of dimension  n. We show show that 	mod f0QX0 is in DAn()
by induction on n: this is enough to prove (i) and (ii). Choose a proper at morphism f : X ! S
such that X0 = X and f
0 = f. Using normalisation, localisation and the induction hypothesis,
we reduce to the case where X (hence X) is irreducible.
The special ber X is also of relative dimension  n. Because 	mod is a specialisation system
[Ayo07b, Denition 3.1.1] and f is proper, we have an isomorphism
 : 	mod (f)QX
 ! (f)	modf QX :
To simplify the notation, for any S-scheme g :W ! S, we write
	W := (g)	modf QX :
Now we want to reduce to a situation with a better behaved special ber. We apply De Jong's
theorem on semi-stable reduction by alterations [dJ96, Theorem 6.5]. There exists an henselian
DVR ~S nite over S and a commutative square
~X
p
//
g

X
f

~S

// S
such that
 ~X is regular and strictly semi-stable over ~S (in the sense of [dJ96, 2.16] ), and
 p is an alteration.
Let V be an open set contained in ~X such that pV is the composition of a nite at purely
inseparable morphism followed by a nite etale morphism, and consider Z = ~X n V with its
reduced scheme structure. We have a commutative diagram (not necessarily cartesian, but with
U := p(V ) open by atness and T := p(Z) = X n U by surjectivity)
V
~j
//
pU

~X
p

Z
~ioo
pZ

U
j
// X T :
ioo
We have distinguished triangles in DA(X),
(j)!QU ! QX ! (i)QT +!
and
(pU )(~j)!QV ! (p)QX0 ! (i)(pZ )QZ
+! :
After applying 	modf , pushing forward to  (we forget temporarily the
~S-scheme structure of X 0,
V and Z) and using properness of p and i, we get distinguished triangles
(f)	modf (j)!QU )! 	X ! 	T +!
and
(f)	modf (pU )(~j)!V ! 	 ~X ! 	Z
+!
in DA().
Since dim(T); dim(Z) < n, the terms involving 	T and 	Z are handled by induction. On the
other hand, we know that by separation, [Ayo07a, Lemme 2.1.165], (j)!QU is a direct factor of
(pU )(~j)!V. It is thus enough to prove the result for 	 ~X .
We will prove that (g)	modg QX0 2 DAn( ~S). Since  : ~S ! S is nite, this will imply the
same for 	 ~X by Proposition 3.1.17 (ii).
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Write ~Xs = [mk=1Dk as a union of its irreducible components. For each I  [1;m] write
DI =
T
k2I Dk for the scheme-theoretic intersection. For I  J , write (iIJ) : DJ ! DI for the
corresponding closed immersion. For any I, write
DI := DI n
[
l=2I
Dl
and jI : D

I ! DI for the corresponding open immersion.
By [Ayo07a, Lemme 2.2.31], it is enough to prove that for any I 6= ;, we have
(f)(iI)i!I	
mod
g Q ~X 2 DAn():
Let I be such an index set, and let k 2 I. By relative purity for the regular codimension 1 closed
immersion i!k and [Ayo07b, Theorem 3.3.43] (which applies to DA
et( ;Q)), we have
i!I	gQ ~X ' (ikI )!i!k	gQ ~X
' (ikI )ik	gQ ~X (1)[2]
' (ikI )(jk)(jk)ik	gQ ~X (1)[2]:
Because Dk is smooth over  by semi-stability, we have (jk)
(ik)!	gQ ~X ' (ik  jk)!	gQ ~X '
(ik jk)	gQ ~X ' QDk by axiom (SPE2).2 of specialization systems [Ayo07b, Denition 3.1.1] and
[Ayo14a, Theorem 10.6] (with e = 1). So we are reduced to computing (ikI )
(jk)QDk . Since every-
thing involved is smooth over , relative purity, localisation and a further induction on branches
imply that this motive is an iterated extension of sums of negative Tate twists QDI ( d)[ 2d] for
d  card(I n fkg), so it is in DAcard(I) 1(DI) by Proposition 3.1.10 (iii). Since DI is of relative
dimension  n  card(I) over , an application of Proposition 3.1.17 (ii) and the observation that
1 + (card(I)  1) + (n  card(I)) = n nishes the proof.
3.2 Commutative group schemes and motives
Several motives of interest for this paper are obtained from group schemes or complexes of group
schemes. The main examples we are interested in are smooth commutative group schemes, Deligne
1-motives (Appendix 3.A), and the smooth Picard complex (Section 3.2.3).
3.2.1 Motives of commutative group schemes
In this section, we introduce the relevant denitions and reformulate results from [AHPL14] and
[Org04] in this language. For the rest of the section, x a noetherian nite-dimensional scheme S.
Denition 3.2.1. The subcategory DAegr (S) (resp. DAgr(S)) of DA
e(S) (resp. DA(S)) is the
triangulated subcategory generated by motives of the form G 
 Q (resp. 1(G 
 Q)) with G
smooth (locally of nite type) commutative group scheme over S.
In [AHPL14, Thm D.1], we constructed a functorial cobrant resolution of the sheaf G
Q for
G a smooth (locally of nite type) commutative group scheme over S. Let us recall the statement.
Lemma 3.2.2. [AHPL14, Thm D.1] Let (S; ) be a Grothendieck site. We denote Z( ) the functor
\free abelian group sheaf" (the sheacation of the sectionwise free abelian group functor).
There is a functor:
A : Sh (S;Z)! Cpl0Sh (S;Z)
together with a natural transformation
r : A! ( )[0]
satisfying the following properties.
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1. For all G 2 Sh (S;Z) and i  0, the sheaf A(G)i is of the form
Ld(i)
j=0 Z(Ga(i;j)) for some
d(i); a(i; j) 2 N.
2. There is a natural transformation ~a : Z( )[0]! A which lifts the addition map a : Z( )! id;
that is, one has a[0] = r~a.
3. The functor A and the transformations r and ~a are compatible with pullbacks by morphisms
of sites.
4. The map r 
Q is a quasi-isomorphism.
Let us make more explicit the statement in 3. Recall that we use underlines to denote underived
functors between categories of complexes. For a morphism of sites F : S 0 ! S, and G as in the
theorem, we assert that there exists an isomorphism of complexes bF;G : F (A(G)) ! A(F (G))
which is termwise compatible with the standard isomorphisms F Z(Ga(i;j)) ' Z(F Ga(i;j)) and
which makes the diagram
F (A(G)) F
(r(G))
//
bF;G

F G
A(F G)
r(FG)
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commute.
Corollary 3.2.3. Let f : T ! S be a morphism of schemes. Then fDAgr(S)  DAgr(T ).
Proposition 3.2.4. Let K be a bounded complex of smooth commutative group schemes over S
and f : T ! S a morphism of schemes. We have a natural isomorphism
Rf : f
(K 
Q)  ! f(K 
Q)
in D(Sm=S). Moreover, Rf is compatible with further pullbacks: for g : U ! T , the diagram
gf(K 
Q)  //
Rf 

(fg)(K 
Q) 
Rfg
// (fg)(K 
Q)


gf(K 
Q)
Rg
 // gf(K 
Q)
commutes.
Proof. We apply Lemma 3.2.2 to the individual sheaves Kn, and use the natural functoriality of the
construction. This yields a double complex A(K)i2Z;j2N together with a map r : A(K) ! K.
We then tensor by Q and take the total complex along the second index. This yields a complex
BQ(K) of sheaves of Q-vector spaces on (Sm=S)et together with a map rQ(K) : BQ(K) ! K
with the following properties.
(i) For all i 2 Z, the sheaf BQ(K)i is of the form Q(Hi) for some smooth commutative group
scheme Hi over S (a ber product of various copies of the Kn's); therefore, BQ(K) is a
projective object in Cpl(Shet(Sm=S;Q)).
(ii) The map rQ(K) is a quasi-isomorphism, hence a projective resolution of K 
Q.
(iii) The formation of BQ(K) and rQ(K) is compatible with (underived) pullback, in the sense
that, for any morphism f : T ! S, there exists an isomorphism of complexes bf;K :
f(BQ(K)) ! BQ(fK) which makes the following diagram in Cpl(Shet(Sm=T;Q)) com-
mutes.
f(BQ(K))
f(rQ(K))
//
bf;K

f(K 
Q)
BQ(f
(K))
r(fK)
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Because rQ is a projective resolution, we have an isomorphism in D(Sm=S)
f(K 
Q)
f(rQ(K))       f
(BQ(K)) ' f(BQ(K)):
We dene Rf as the composition
f(K 
Q)
f(rQ(K)) 1     ! f
(BQ(K))
f(rQ)
     ! f
(K 
Q):
It remains to check the compatibility with further pullbacks. Let g : U ! T be a morphism of
schemes. The reader is invited to contemplate the following diagram in D(Sm=S) (where the unla-
belled maps are either cocycle isomorphisms for the pullbacks - derived and not - or isomorphisms
of the form h(C) ' h(C) for C cobrant).
gf(K 
Q)


(A)
gfBQ(K)
gfrQ
oo

~~||
||
||
||
||
||
||
||
||
||
(B)
gfBQ(K)
gfrQ
//oo gf(K 
Q)
(C)
(fg)(K 
Q)
(fg)BQ(K)
(fg)rQ
OO
(D)
gBQ(f(K))
gbf;K
``BBBBBBBBBBBBBBBBBBB
grQ
OO
(E)
(fg)BQ(K)

OO
(fg)rQ

(F)
gfBQ(K)

OO

DD																										
gfrQ
++WWWW
WWWWW
WWWWW
WWWWW
WWWW
oo gBQ(fK)
gbf;K
oo

OO
grQ

(G)
(fg)(K 
Q) gf(K 
Q)oo
The quadrangles (A) and (F ) commute because of the naturality of the cocycle isomorphisms
for pullbacks. The triangle (B) and the quadrangle (E) commute trivially. The triangles (C) and
(G) commute because of property (iii) above. Finally, the quadrangle (D) commutes because the
cocycle isomorphisms for derived and underived pullbacks are compatible.
Corollary 3.2.5. Let K be a bounded complex of smooth commutative group schemes over S and
f : T ! S be a morphism of schemes. We have natural isomorphisms
Rf : f
K 
Q  ! f(K 
Q)
in DAe(S) and
Rf : f
1(K 
Q)  ! 1f(K 
Q)
in DA(S). These isomorphisms are compatible with further pullbacks in the same way as in the
previous proposition.
Proof. The rst isomorphism follows directly from Proposition 3.2.4. The second follows from the
rst together with the commutation of f and 1.
For some arguments, we need to use motives with transfers of commutative group schemes over
a eld.
Denition 3.2.6. Let k be a eld and G a smooth (locally of nite type) commutative group
scheme over k. Recall that the etale sheaf G on Sm=S admits a canonical structure of sheaf with
transfers [BVK10, Lemma 1.4.4], which is functorial in G. We write Gtr for the resulting sheaf
with transfers. We then dene DM(e)gr (k)  DM(e)(k) by analogy with Denition 3.2.1.
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Recall that there are adjunctions
atr : DA
(e)(k) DM(e)(k) : otr
which relate motives with and without transfers.
Proposition 3.2.7. Let M 2 DMegr (k). Then the counit morphisms
atro
tr(M 
Q) !M 
Q
in DMe(k) and
atro
tr1tr (M 
Q) ! 1tr (M 
Q) in DM(k)
in DM(k) are isomorphisms.
Proof. We reduce immediately to the case of M = GtrS 
Q, which is covered by [AHPL14, Propo-
sition 2.10].
An important consequence for us is the following computation, which consists of translating a
classical result of Voevodsky to our context, and which we will generalize later on.
Proposition 3.2.8. Let C=k be a smooth projective curve. There exists a direct sum decomposition
M(C) ' Q 1(Jac(C)Q)Q(1)[2]
in DA(k).
Proof. We rst assume k perfect. For a smooth projective curve C over k with a rational point,
Voevodsky has computed the motive M etr (C) 2 DMe(k) (see e.g. [BVK10, Proposition 2.5.5])
and shown that
M etr (C) ' Q (Jac(C)trQ )Q(1)[2]:
The same argument works with a 0-cycle of degree 1, which exists because we allow rational coef-
cients. By Proposition 3.2.7, we have J(C)tr ' atrotrJ(C)tr ' atrotrJ(C)tr ' atrJ(C) (because
otr preserves A1-equivalences [Ayoara, Lemme 2.111]). Applying 1tr and using that atr commutes
with suspension, we get
Mtr(C) ' Q atr1(Jac(C)Q)Q(1)[2]
in DM(k). The adjunction atr : DA(k)  DM(k) : otr is an equivalence of categories by [CDb,
Corollary 16.2.22]. This implies that otrMtr(C) ' otratrM(C) ' M(C) and similarly otrQ ' Q
and otrQ(1)[2] ' Q(1)[2]. Applying otr to the isomorphism above, we thus get an isomorphism
M(C) ' Q 1(Jac(C)Q)Q(1)[2]
as required.
For a general k, the result follows from the perfect case by separation, continuity for DA( )
and Proposition 3.2.4.
We also need an alternative description of the motive 1(Gm
Q) which is a relative, rational
version of the standard description of the motivic complex Z(1).
Proposition 3.2.9. There is a canonical isomorphism
uS : 
1(Gm 
Q) ! QS(1)[1]
in DA(S). The isomorphism uS is compatible with pullbacks and the isomorphisms Rf of Corol-
lary 3.2.2: for f : T ! S, the diagram
f1(Gm;S 
Q)
Rf
 //
uS 

1(Gm;T 
Q)
uT

f(QS(1)[1])
 // QT (1)[1]
commutes.
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Proof. By Theorem 2.3.3 in the special case G = Gm (with the \Kimura dimension" kd(Gm=S) of
the statement equal to 1), there is an isomorphism
	 := 	Gm=S :MS(Gm) ' Q 1(Gm 
Q):
It is compatible with pullbacks and the isomorphisms Rf of Corollary 3.2.2 (This is the precise
meaning of \compatible with pullbacks" in loc.cit). By denition, QS(1)[1] is the reduced motive
ofMS(Gm) pointed at the unit section of Gm, and it follows from the naturality of 	G=S applied to
the neutral section in G that the direct factor Q(1)[1] corresponds to the direct factor 1(Gm
Q).
This yields an isomorphism e	 : QS(1)[1] ' 1(Gm 
Q), and we put uS := e	 1.
Remark 3.2.10. One can prove an integral renement of Proposition 3.2.9 for S normal via a similar
statement in DMe [CDb, Proposition 11.2.11], a change of topology from Nisnevich to etale and
the comparison theorem between DM and DA.
Corollary 3.2.11. Assume S normal. Let T=S be a torus, and X(T ) its cocharacter lattice.
There is an isomorphism
1TQ ' 1X(T )Q(1)[1]:
In particular, the motive 1TQ is in DA
gsm
1;c (S).
Proof. In this proof, we distinguish between derived and underived tensor products for clarity.
There is a natural morphism X(T )
Gm ! T of etale sheaves on Sm=S, which is an isomorphism
(this can be checked etale locally, hence for a split torus, where it is obvious). Since the functor 1
is monoidal, we have 1(X(T )Q
 (Gm
Q)) ' 1(X(T )Q)
1(Gm
Q) ' 1X(T )Q(1)[1]
(by Proposition 3.2.9). It remains to check that the tensor product X(T )
Gm coincides with the
derived tensor product. Since S is normal, X(T )Q is a direct factor of the sheaf Q(V ) for V=S
nite etale, hence it is cobrant and we are done. This also shows that the motive in question is a
direct factor of the motive of a permutation torus, and thus is geometrically smooth.
Remark 3.2.12. This corollary probably holds for S non-normal, but we do not see how to prove
it, and we only need it later for S regular. For more precise (integral) results on motives attached
to tori over a eld, see [HK06, x7].
We now lay the technical groundwork for the study of the motivic Picard functor in Section 3.3.2.
Let n 2 N. Recall that there is an adjunction
Susn : DAe(S) DA(S) : Evn
with Sus0 = 1 and for m 2 N a canonical isomorphism
Susn(M) ' 1M( n)[ 2n] 2 DA(S):
Using the map uS : 
1(Gm 
Q)! QS(1)[1] and adjunction, we dene a map
wS : Gm 
Q[1]! Ev1(QS):
There is an analoguous construction for motives with transfers, resulting in a map
wtrS : Gtrm 
Q[1]! Evtr1 (QS)
in DMe(S).
Let f : X ! S be a morphism of schemes. To state the compatibility of wS with base change,
we introduce the composition
df : f
 Ev1QS
 ! Ev1 Sus1 f Ev1QS ' Ev1 f Sus1 Ev1QS  ! Ev1 fQS ' Ev1 fQX
where the isomorphism in the middle is the canonical isomorphism Sus1 f ' f Sus1.
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Proposition 3.2.13. Let S be a regular scheme. The morphism wS is an isomorphism. Moreover,
if f : X ! S is any morphism of schemes, the following diagram
f(Gm 
Q[1]) 
Rf
//
fwS 

Gm 
Q[1]
wX

f Ev1QS
df
// Ev1QX
commutes, so that df is an isomorphism when X is also regular.
Proof. We rst prove that wS is an isomorphism. Since DA
e(S) is generated as a triangulated
category by objects of the form M eS (X)[n] for f : X ! S 2 Sm=S and n 2 Z, it is enough to show
that for such an object, the induced map
DAe(S)(M eS (X)[n];Gm 
Q[1]) wS ! DAe(S)(M eS (X)[n];Ev1(QS))
is an isomorphism. The idea is to compare both sides to similar morphisms in the derived category
D(Sm=S). Consider the following diagram.
D(Sm=S)(QS(X)[n];Gm[1])
()
//
adj

DAe(S)(M eS (X)[n];Gm[1])
wS//
1

(B)
DAe(S)(M eS (X)[n];Ev1(QS))
adj

(A)
DA(S)(MS(X)[n];
1(Gm)[1]) 
uS //
 adj

(C)
DA(S)(MS(X)[n];QS(1)[2])
adj

D(Sm=X)(QX [n]; fGm[1])
 Rf

DA(X)(QX [n]; f1Gm[1])
(f(uS))
//
Rf

(D)
DA(X)(QX [n];QX(1)[2])
D(Sm=X)(QX [n];Gm[1]) //
()
33
DA(X)(QX [n];1Gm[1]) 
uX // DA(X)(QX [n];QX(1)[2])
The square (A) commutes because the isomorphisms Rf in the derived category and in DA are
compatible by construction. The square (B) commutes by construction of wS and uS . The square
(C) commutes by naturality of adjunction. Finally, the square (D) commutes by Proposition 3.2.9.
To complete the proof that wS is an isomorphism, it remains to see that the maps () and
() are isomorphisms as well. For (), this is precisely the statement of Proposition 3.B.4 (ii)-(iv).
Let us prove that () is an isomorphism.
Since S is regular, all smooth S-schemes are regular. They are in particular reduced, which
implies that Gm is A1-invariant on Sm=S, and normal, which implies that Pic = H1( ;Gm) is A1-
invariant. The higher cohomology groups Hi( ;Gm) for i  2 are torsion on regular schemes by
[Gro68, Proposition 1.4]. All together, this implies that the sheaf Gm 
Q is A1-local in the model
category underlying DAe(S). This implies that the morphism () : D(Sm=S)(QS(X)[n];Gm 

Q[1]) ! DAe(M eS (X);Gm 
 Q) is an isomorphism. This completes the proof that wS is an
isomorphism.
It remains to adress the commutation of the diagram in the statement. Going through the de-
nitions of wS and df , we see that it is obtained from the commutative diagram of Proposition 3.2.9
via the adjunction Sus1 a Ev1 and the commutation of Sus1 and f.
We come to the fundamental property of DAgr(S) from the point of view of this paper: it is a
source of compact homological 1-motives.
Proposition 3.2.14. Let M 2 DAgr(S). Then M lies in DA1;c(S).
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Proof. We can assume M is of the form M = 1G
Q. By [AHPL14, Theorem 3.3.(3)], M is a
compact motive.
It remains to show thatM is an homological 1-motive. The proof of [AHPL14, Theorem 3.3.(3)]
essentially shows this as well, but we provide an argument for convenience. By compactness and
Proposition 3.1.24, it is enough to show that for all s 2 S, s1M is in DA1(s). By Proposi-
tion 3.2.4 (in the case K = G[0]), continuity for DA1( ) (Proposition 3.1.22) and separation, we
are reduced to the case where S is the spectrum of a perfect eld k.
The group scheme G over the eld k has a neutral component G which is smooth and of
nite type. The quotient group scheme G=G is a discrete group scheme so its motive lies in
DA0(k)  DA1(k). In the case of a smooth commutative connected algebraic group, we reduce
by structure theory to the case of unipotent algebraic groups, tori and abelian varieties.
A unipotent algebraic group over a perfect eld is A1-contractible. If G = T is a torus, let
e : Spec(l)! Spec(k) be a nite etale morphism with Tl split. Then e1(T 
Q) ' 1(Tl
Q)
(this is easy because e is smooth). By a transfer argument using [Ayo07a, Lemme 2.1.165] and
Proposition 3.1.14 (ii), this reduces us to the case of split tori, and then by direct sum to the
case of Gm, which follows from Proposition 3.2.9. If G = A is an abelian variety, using [Kat99,
Theorem 11] reduces the case of A to the case of a Jacobian J(C) of a smooth projective curve C=k
with a rational point. The fact that 1(J(C)
Q) is inDA1(k) follows from Proposition 3.2.8.
3.2.2 Motives of Deligne 1-motives
We relate the classical categoryM1(S) of Deligne 1-motives (recalled in Section 3.A) to our setup
of DA(S).
Notation 3.2.15. Let K be a bounded complex of commutative group schemes over S. We use
the same notation K
Q for the induced complex of sheaves of Q-vector spaces on (Sm=S)et, the
corresponding object in the derived category, and the induced eective motive in DAe(S). We
write 1(K 
Q) for the T -suspension spectrum built on K 
Q, and for the induced motive in
DA(S). We denote the induced functor on Deligne 1-motives by
R = RS :M1(S)! DA1(S); M 7! 1(M
Q):
Corollary 3.2.16. Let M = [L ! G] 2 M1(S). Then R(M) lies in DA1;c(S). If S is moreover
assumed to be normal, then the motive R(M) is also geometrically smooth, thus lies in DAgsm1;c (S).
Proof. We apply Proposition 3.2.14 to the distiguished triangle
1GQ[ 1]! R(M)! 1LQ +!
which proves the rst part. Assume now S to be normal. We have a further distinguished triangle
1TQ ! 1GQ ! 1LQ +! :
The motives 1TQ and 1LQ are geometrically smooth by Corollary 3.2.11 and its proof. The mo-
tive 1AQ is a direct factor of the homological motive of A by Theorem 2.3.3, so it is geometrically
smooth. This completes the proof.
From Corollary and the denition of R, we deduce the following.
Corollary 3.2.17. Let f : T ! S be a morphism of schemes. There is an isomorphism of functors
Rf : f
RS  ! RT f:
which is compatible with further pullbacks.
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3.2.3 Picard complex
Classically the Picard functor of a morphism of schemes f is dened as R1fGm. We introduce a
variant of this construction which includes information about relative connected components.
Denition 3.2.18. Let f : X ! S be a morphism of schemes. The Picard complex P(X=S) of X
over S is the object 0f(Gm 
Q[1]) 2 D[0;1](Sm=S).
Remark 3.2.19. Recall from [SGA73, Expose XVIII x1.4] that there is an equivalence of categories
between the category of commutative group stacks over a site S (with morphisms taken up to
2-isomorphisms) and the category D[0;1](Sh(S;Z)). The Picard complex corresponds via this
equivalence to the smooth Picard stack, i.e., the version for Sm=S of the usual Picard stack (see
e.g. [Bro09]). This point of view will not be used explicitly in the rest of this paper.
We will also need a version with transfers.
Denition 3.2.20. Let S be a scheme, f : X ! S a morphism of schemes. The Picard complex
with transfers Ptr(X=S) of X over S is the object 0f(Gtrm 
 Q[1]) 2 D[0;1](Cor=S). There is a
canonical map
atrP (X=S)  ! P tr(X=S)
coming from adjunction and Proposition 2.2.10 for Gm.
We proceed to analyse the structure of P(X=S), following closely the standard structure theory
for the Picard scheme [Kle05] and the Picard stack [Bro09]. We will see that restricting to the
smooth site discards quite a bit of information and leads to simpler structure.
In the sequel, we consider etale sheaves of abelian groups and Q-vector spaces on the two sites
Sch=S and Sm=S. We have a morphism of sites  : Sch=S ! Sm=S. The restriction functor
 : Sh(Sch=S)! Sh(Sm=S) is exact since both sites have the same points. We have Gm ' Gm.
The functor  commutes with f and f. By abuse of terminology, we will say that a sheaf of
sets on Sm=S is representable if it is isomorphic to the functor X for X a not-necessarily smooth
S-scheme; such a scheme is then not uniquely determined up to isomorphism.
To study P(X=S), we restrict to the following situation.
Hypothesis 3.2.21. Let S be a noetherian scheme and f : X ! S be a smooth projective
morphism.
This has some useful consequences. First, by [Gro67, 17.16.3 (ii)], the morphism f has sections
locally in the etale topology. Second, by [Gro63, 7.8.6], the morphism f has a Stein factorisation
f : X
f! 0(X=S) := SpecS(fOX)
0(f)! S
with 0(f) nite etale and the construction of fOX (and hence 0(X=S)) commutes with arbitrary
base change, i.e., f is cohomologically at in degree 0. Notice that in many treatments of the Picard
scheme, the stronger hypothesis \fOX ' OS universally" is used, but that here we want to keep
track of the relative connected components.
Since we are only interested in the rational coecient situation, we have the following simpli-
cation.
Lemma 3.2.22. Let f : X ! S be a smooth morphism with S regular. Then for i  1, the sheaf
Rif(Gm 
Q[1]) ' Ri+1(Gm 
Q) is trivial. As a consequence, we have
P(tr)(X=S)
 ! f(Gtrm 
Q[1]):
Proof. This follows from the fact that for a regular scheme T and i  2, the etale cohomology
groups Hi(T;Gm) are torsion [Gro68, Proposition 1.4].
We rst look at the sheaf f(Gm). For any U ! S smooth, we have f(Gm)(U) = O(X S
U) ' O(0(XU=U)) ' O(0(X=S)S U). This shows that fGm is representable by a torus,
the Weil restriction Res0(f)Gm (see Denition 3.A.11).
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Next, we look at the classical Picard etale sheaf PicX=S := R1fGm 2 Sh((Sch=S)et;Z) and its
smooth analogue PicsmX=S 2 Sh((Sm=S)et;Z) dened by the same formula on the smooth site. By
exactness of , we have PicX=S ' PicX=S ' PicsmX=S .
Because f has sections locally in the etale topology, as a corollary of the Leray spectral sequence,
we have for all T 2 Sm=S a short exact sequence
0! Pic(0(XT =T ))! Pic(XT )! Pic(sm)X=S(T )! 0: (L)
The functors PicX=S come with natural subfunctors Pic0X=S and PicX=S , the neutral component
and the torsion component (i.e., elements \with a multiple in the neutral component"), which are
special cases of the following general denition.
Denition 3.2.23. Let G be a functor (Sch=S)op ! Ab. We dene two group subfunctors G
and G as follows. If T = Spec(k) ! S is the spectrum of an algebraically closed eld k, then a
point t 2 G(T ) is in G0(T ) if t is algebraically equivalent to 0 in the natural sense (i.e it can be
connected to the neutral section of G by a sequence of smooth connected k-curves). The point t is
in G (T ) i there exists n > 0 with tn 2 G(T ). If X is a general object in S, a point t 2 G(X) is
in G0(X) (resp. G (X)) i for all morphisms  : T = Spec(k)! X for k algebraically closed, the
restriction (t) is in G0(T ) (resp. in G (T )).
We then dene Picsm;0X=S (resp. Picsm;X=S ) as Pic0X=S(resp. PicX=S). The following is easy
and well-known for Pic; the proof translates directly to Picsm and P (X=S).
Lemma 3.2.24. Let  : T ! S a morphism of schemes. There is a natural isomorphism
v : 
PicX=S ' PicXST=T
which respects the neutral and the torsion components and which is compatible with further pullbacks
and the isomorphisms Rg (i.e., a diagram like the one in Proposition 3.2.9 commutes). Similarly,
there is natural morphism
v : 
PicsmX=S ! PicsmXST=T ;
(resp.
v : 
P(X=S) ' P(X S T=T ))
which is an isomorphism when  is smooth and is compatible with further pullbacks in the same
way.
In general, the construction of Picsm and P (X=S) does not commute with arbitrary base change,
i.e., v is not always an isomorphism. We will see below some positive results.
We recall the following classical positive results of Grothendieck on the Picard scheme. We state
the result both for the classical and the smooth context; the smooth result follows immediately by
applying .
Theorem 3.2.1. Under Hypothesis 3.2.21, the following statements hold.
(i) [Gro95a, Theoreme 3.1] The functor Pic(sm)X=S is representable by a commutative group scheme,
locally of nite type over S, that we we denote Pic
(sm)
X=S .
(ii) [Gro95b, Corollaire 2.3] The functor Pic(sm);X=S is representable by a projective group scheme
PicX=S, which is an open and closed group subscheme of PicX=S.
For the neutral component, the situation is more complex. We have nevertheless positive results
that will be enough for us.
Theorem 3.2.2. Under hypothesis 3.2.21, the following holds.
(i) [Gro95b, Corollaire 3.2] If S is the spectrum of a eld k, then Pic0X=k is representable by a
projective algebraic group, with Pic0;redX=k := (Pic
0
X=k)
red an abelian variety.
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(ii) [Bro14, Proposition 2.15] If PicX=S is at and the construction of fOX commutes with base
change, then PicXS=S is an extension of nite at commutative group scheme by an abelian
scheme. We call Pic0;redX=S this abelian scheme. We use the following notation for this exact
sequence.
0! Pic0;redX=S ! PicX=S ! F ! 0
(iii) If S is the spectrum of a eld k, the condition of (ii) holds and the two abelian varieties
Pic0;redX=k dened above coincide.
Proof. The only thing to prove is (iii). Flatness and cohomological atness automatically hold
over a eld. Let G = PicX=k which is a commutative algebraic group with neutral component
G0 = Pic0X=k. By (i) we have A := G
0
red abelian variety. By (ii) we have 0 ! B ! G ! F ! 0
with B abelian variety and F a nite at group scheme. Both A and B are sub-abelian varieties
of G and we must show A = B. Since Hom(A;F ) = 0 because A is connected and reduced, we
have A  B. Since B is connected and reduced, we have B  A. We conclude that A = B, as
required.
Denition 3.2.25. We say that f : X ! S is Pic-smooth if PicX=S is at and cohomologically
at in degree 0.
Remark 3.2.26. By Lemma 3.2.24 and the fact that atness and cohomological atness are stable
by arbitrary base change, we see that Pic-smoothness is also stable by arbitrary base change.
Proposition 3.2.27. Let f : X ! S be a smooth projective morphism. Assume S is reduced.
Then there is a dense open set U  S such that f S U is Pic-smooth.
Proof. Recall that PicX=S is representable by a group scheme of nite type by Theorem 3.2.1 (ii).
If S is reduced, generic atness [Gro65, Corollaire 6.9.3] provides a dense open subset V of S over
which PicX=S S U ' PicXV =V is at.
By standard results on cohomology and base change [Gro63, x7], because V is reduced, the
at morphism  : P = PicXV =V ! V is cohomologically at in dimension 0 if the function
d1 : s 2 V ! H1(Ps;Os) is locally constant. The function d1 is upper semi-continuous [Gro63,
Theorem 7.7.5, I], hence, locally constant on a dense open set U of S. This implies that f S U is
Pic-smooth.
Proposition 3.2.28. Let f : X ! S be a smooth projective Pic-smooth morphism. Then Picsm;0X=S
is representable by the abelian scheme Pic0;redX=S .
Proof. By Theorem 3.2.2 (ii), we have a short exact sequence of group schemes
0! Pic0;redX=S ! PicX=S ! F ! 0
with F nite at group scheme. Let T 2 Sm=S and L 2 Picsm;0X=S(T )  PicX=S(T ). Let  :
Spec(k) ! T be a geometric point. By hypothesis, there exists a sequence of smooth curves
connecting (L) to the zero section of PicXk=k. Any morphism from a smooth curve over k to Fk
is constant. This shows that the image of (L) in F (k) is zero. Since this holds for all k and T=S
is smooth, this implies that the induced morphism T ! F is zero. This shows that we have an
induced monomorphism Picsm;0X=S ! Pic0;redX=S .
In the other direction, the morphism Pic0;redX=S ! Pic;smX=S factors through Picsm;0X=S because abelian
varieties are geometrically connected. This shows the above monomorphism is surjective and
concludes the proof.
We now turn to the study of the Neron-Severi groups in families.
Denition 3.2.29. We dene the Neron-Severi sheaf as the etale quotient sheaf
NS(sm)X=S := Pic(sm)X=S=Pic(sm);X=S :
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The following lemma follows immediately from the properties of Pic above.
Lemma 3.2.30. We have a canonical isomorphism NSX=S ' NSsmX=S, and the construction of
NSX=S (resp. NSsmX=S) commutes with base change by an arbitrary morphism (resp. by a smooth
morphism).
Lemma 3.2.31. Let f : X ! S be Pic-smooth with S regular. Then for all T 2 Sm=S, we have
NSsmX=S 
Q(T ) ' PicsmX=S(T )
Q=Picsm;X=S (T )
Q:
Proof. It suces to prove that in this situation, the cohomology groupH1et(T;Picsm;X=S
Q) vanishes.
By Theorem 3.2.2 (ii), we have a short exact sequence
0! Pic0;redX=S ! PicX=S ! F ! 0
where Pic0;red is an abelian scheme and F is a nite at commutative group scheme. Almost by
denition, classes in H1(T; F ) can be trivialized by passing to a nite at cover, so by a transfer
argument they are torsion and hence vanish after tensoring by Q. On the other hand, since T is
noetherian and regular, [Ray70b, Proposition XIII 2.6.(ii)] and [Ray70b, Proposition XIII 2.3.(ii)]
imply that torsors under Pic0;red are torsion, which implies that H1(T;Pic0;red 
 Q) = 0. This
concludes the proof.
We have a morphism of sites  : Sm=S ! Et=S where Et=S is the small etale site of S. Put
 =    : Sch=S ! Et=S. We say that a sheaf F on Sm=S (resp. Sch=S) is constructible if it
is in the essential image of the fully faithful functor  (resp. ), or equivalently if the counit
morphism F ! F (resp. F ! F ) is an isomorphism and F (resp. F ) is constructible
(as a sheaf of Z-modules, i.e., we do not require bers to be nite abelian groups, but only to be
nitely generated).
It is well known that the sheaf NSX=S is far from being constructible; in particular, the rank
of the geometric bers (which are nitely generated abelian groups by [SGA71, Exp XIII, Thm
5.1]) is not a constructible function [BLR90b, 8.4 Remark 8]. For the smooth Neron-Severi sheaf,
the situation is somewhat better.
Proposition 3.2.32. Let f : X ! S be Pic-smooth with S regular. The sheaf NSsmX=S 
 Q is
locally constant.
Proof. We can assume S is connected, with generic point . Fix a geometric point  over . Since
being locally constant is an etale local property and f is smooth, we can assume that f has a
section s.
By [SGA71, Exp XIII, Thm 5.1], the abelian group NS(X) is nitely generated. It comes with
a continuous action of the Galois group Gal(=) (which thus factors through a nite quotient).
The `-adic rst Chern class yield a Galois-equivariant morphism c1 : NS(X) ! H2(X;Ql(1))
which is injective after tensoring by Ql, hence also injective after tensoring by Q. Moreover, since
f is smooth and projective, for any codimension 1 point s 2 S, the Galois representation on
H2(X;Ql(1)) is unramied at s. This implies that NS(X)Q is also unramied at s. Since S is
regular, this equips NS(X)Q with an action of the etale fundamental group of S at , which is
none other than the unramied quotient of Gal(=) [SGA03, Proposition 8.2]. This implies that
NS(X)Q can be identied with the geometric generic ber of a locally constant constructible etale
sheaf of Q-vector spaces NX=S , the Neron-Severi lattice of X over S.
We now dene a morphism eS : NSsmX=S ! NX=S as follows. We rst dene a morphism
~cS : PicsmX=S ! NX=S . Recall that PicsmX=S is the etale sheaf associated to the presheaf Picsm;pshX=S :
V 2 Et=S 7! Pic(X S U). Since NX=S is an etale sheaf, dening ~cS is equivalent to writing
down a morphism Picsm;pshX=S ! NX=S . Let V 2 Et=S, which we can assume connected, and L
be a line bundle on X S V . Choose a factorisation  ! V ! , which induces a morphism
1(V; ) ! 1(S; ). Using this factorisation, lift L to a class in NS(X) ' NS(XV V )
which by construction is xed by 1(V; ), so gives a section in NX=S(V ). This is the required
class ~cS([L]). The morphism ~cS is trivial on Picsm;X=S since algebraic equivalence over V implies
algebraic equivalence over . So ~cS induces a morphism eS : NSsmX=S ! NX=S as required.
The goal of the rest of the proof is to establish that
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a) the counit morphism NSsmX=S  ! NSsmX=S is an isomorphism, and
b) eS : NSsmX=S ! NX=S is an isomorphism,
which imply the proposition. We want to reduce the proof of points a) and b) to the case where S
is a eld, by restriction to the generic point .
Lemma 3.2.33. With the hypotheses of the proposition, assume S is moreover irreducible and
denote by  the generic point of S. Then the adjunction morphism
NSsmX=S 
Q! NSsmX=S 
Q
is an isomorphism.
Proof. Since  is pro-smooth, we deduce from Lemma 3.2.30 that NSsmX=S ' NSsmX=.
Let T 2 Sm=S. One sees that the map NSsmX=S
Q(T )! NSsmX=S
Q(T ) can be identied,
modulo the previous paragraph and the identication of Lemma 3.2.31 with the natural map
PicX=S(T )Q=PicX=S(T )Q  ! PicX=(T)Q=PicX=(T)Q
which because f has a section takes the more concrete form
Pic(XT )Q=(f

TPic(T )QPicX=S(T )Q)  ! Pic(XT )Q=(fTPic(T)PicX=S(T)Q)
We need to show that this map is bijective. The surjectivity follows immediately from the fact
that, since T is regular, isomorphism classes of lines bundles can be represented by Weil divisors.
We prove the injectivity. Let L 2 Pic(XT ) such that L 2 Pic(XT ) lies in fTPic(T)PicX=S(T).
One can nd a dense open set U  S such that LU lies in fTUPic(TU )PicX=S(TU ), say LU =
fTUL0  x . Because PicX=S is an abelian scheme \up to a nite at group scheme" (by the Pic-
smooth hypothesis, Theorem 3.2.2 (ii)) and we work tensor Q, we can use the asqueness of abelian
schemes over regular schemes (see e.g. [Bha12, Proposition 4.2]) to extend x to an element of
PicX=S(T ). We can thus assume that x is trivial and that LU = fTUL0. By using the argument
for surjectivity on T for L0, we see that we can also assume that L0 is trivial. We are thus reduced
to the case where LTU is trivial.
Let D be a Weil divisor on XT such that L ' OXT (D). By the above, D\TU = ;. Because D is
a divisor and fT has connected bers, this implies that D contains every ber of fT it meets, which
shows that D comes from a divisor on T . So L is in fTPic(T ) and the injectivity is proven.
Consider the following diagram of morphisms of sites
Sm=

//


Et=


Sm=S

// Et=S:
Since a smooth S-scheme which is etale over  is etale over a dense open set, we see that the base
change morphism   !  is an isomorphism. We have a commutative diagram
NSsmX=S  //

NSsmX=S  //

NSsmX=S  // NSsmX=S

NSsmX=S  // NSsmX=S NSsmX=S
where all the maps come from the adjunctions and the commutativity is formal. The isomorphisms
in the rst square come from Lemma 3.2.33. We have NSsmX=S ' NSsmX= by Lemma 3.2.30; this
shows that to prove point a) above, one can assume S = . A similar argument, using the fact that
the construction of eS commute with restriction to  and that NX=S is a lattice (so that it satises
NX=S ' NX=S ' NX=), shows that to prove point b) one can assume S =  as well.
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This reduces the proof of a) and b) to the case where S is the spectrum of a eld k. A Galois
descent argument then shows that we can assume k is separably closed, so that the sheaf NX=S
becomes constant.
A convenient feature of the eld case is that the morphism of sites  : Sm=S ! Et=S admits
a section 0 : Et=S ! Sm=S, the functor which associates to a smooth k-scheme U the etale
k-scheme 0(U=k) := Spec(OU (U)); moreover, we have a canonical isomorphism  ' 0.
We will prove a) and b) by examining the induced maps on points of the smooth etale site
(Sm=k)et. Let U be a smooth k-scheme and x ! U be a geometric point. Let V = Uhsx be the
strict henselisation of U at x, considered as a smooth pro-k-scheme Spec(R). Then the collection
of all such V gives enough point of the site Sm=k. Moreover, applying 0, we get an etale k-scheme
0(V ) with a map V ! 0(V ); here 0(V ) is the spectrum of the separable closure ~k of k in the
k-algebra R. Since R is noetherian, regular and local, it is factorial, so Pic(V ) = 0. Using the
relationship of Pic(X k V ) with Weil divisors as in the proof of Lemma 3.2.33, we can show that
the map
NSsmX=k(V ) ' Pic(X k V )=PicX=k(V )! Pic(X k 0(V ))=PicX=k(0(V )) ' NSsmX=k(0(V ))
is an isomorphism, proving a). Similarly Pic(0(V )) = 0. From this, one deduces that the group
NSsmX=k(0(V )) is isomorphic to the Neron-Severi group NS(Xx). Combined with a), this proves
b) and completes the proof.
This result has several useful corollaries.
Corollary 3.2.34. Assume S is regular. Let f : X ! S be a smooth projective Pic-smooth
morphism of schemes. Then the smooth Picard complex P(X=S) has a motive 1P(X=S)Q in
DAgsm1 (S).
Proof. We have distinguished triangles
1(fGm)
Q)! 1P (X=S)Q ! 1(PicsmX=S 
Q)
+!
and
1Picsm;X=S ! 1(PicsmX=S 
Q)! 1NSsmX=S 
Q
+! :
The sheaf fGm ' Res0(f)Gm is representable by a torus, the sheaf Pic
sm;
X=S is representable by
the abelian scheme Pic0;redX=S because f is Pic-smooth (Theorem 3.2.2 (ii)), and the sheaf NSsmX=S is
representable by a lattice by Proposition 3.2.32. We conclude using Corollary 3.2.16.
Another important corollary is the comparison with the theory with transfers.
Corollary 3.2.35. Let S be a regular scheme and f : X ! S a smooth projective Pic-smooth
morphism. The natural map
atrP (X=S)  ! P tr(X=S)
is an isomorphism.
Proof. By the same arguments as for P (X=S), we have in this case distinguished triangles
(fG
tr
m)
Q)! P (X=S)trQ ! (Picsm;trX=S 
Q)
+!
and
Picsm;;trX=S ! (Picsm;trX=S 
Q)! NSsm;trX=S 
Q
+! :
with the analoguous notations, and each term of the triangles is represented by a smooth commu-
tative group scheme. The result then follows from Proposition 2.2.10
Finally, we look more closely at the case of a relative smooth projective curve, where things are
simpler.
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Proposition 3.2.36. Let f : C ! S be a smooth projective relative curve (S arbitrary). Then f
is Pic-smooth, and NSC=S is represented by a lattice canonically isomorphic to Q[0(C=S)]. In
particular, for any g : T ! S, the morphism vg : gP (C=S)! P (CT =T ) is an isomorphism.
Proof. When f has connected bers, this is contained in [BLR90a, Theorem 9.3.1]. Since 0(C=S)
is nite etale, the general case follows by etale descent. The addendum comes from the fact that
the construction of 0(C=S) commutes with arbitrary base change.
We also adopt a more traditional notation in this special case.
Notation 3.2.37. Let f : C ! S be a smooth projective relative curve. We call the abelian scheme
Pic0;red(C=S) the (relative) Jacobian of C over S, and we denote it by Jac(C=S).
Let f : X ! S be a smooth projective Pic-smooth morphism of schemes. We introduce a
morphism f : 
1P(X=S)  ! fQX(1)[2] which will be fundamental for the next section.
We start with the adjunction morphism
Sus1 Ev1 fQX
 ! fQX :
The functors Ev1 and f commute, because they are right derived functors of right Quillen functors
which commute at the model category level. We thus have a canonical isomorphism
f Ev1 ' Ev1 f : DAe(X)  ! DA(S):
By composition we obtain a map
Sus1 f Ev1(QX)  ! fQX :
We then use the morphism wS to obtain a map
Sus1 f(Gm 
Q[1])  ! fQX :
Recall that Sus1 ' 1( )( 1)[ 2]. By shifting and twisting, we get a morphism
1f(Gm 
Q[1])  ! fQX(1)[2]:
Composing with the adjunction morphism 0( )! id provides the desired morphism
f : 
1P(X=S)  ! fQX(1)[2]:
Remark 3.2.38. If S is regular, two steps of the construction above are isomorphisms by Proposi-
tion 3.2.13 and Lemma 3.2.22, which simplies some later arguments.
We can do the same construction in DM( ) using wtrS , resulting in a morphism
trf : 
1
tr P
tr(X=S)  ! fQX(1)[2]
in DM(S). Modulo the isomorphism of Corollary 3.2.35 and the comparison theorem between DA
and DM, we can identify atrf with 
tr
f for S normal.
Proposition 3.2.39. Let f : X ! S be a smooth projective Pic-smooth morphism of schemes.
Let g : T ! S be any morphism. Let f 0 : XT ! T be the pullback (which is still smooth projective
Pic-smooth by Remark 3.2.26). The following diagram commutes in DA(S).
g1P(X=S)Q( 1)[ 2]
f
//
vgRg

gfQX
Ex

1P(XT =T )Q( 1)[ 2]
f0
// f 0QXT
Proof. This follows from a straighforward diagram composition argument using the commutative
diagrams from Proposition 3.2.13, Lemma 3.2.24, and the naturality properties of the Ex mor-
phisms (both derived and non-derived). We omit the details.
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3.3 Motivic Picard functor
We introduce and study the motivic Picard functor !1, which is a (mixed motivic, relative) gen-
eralisation of the Picard variety of a smooth projective variety over a eld. We also study in
parallel the 0-motivic analogue !0. Although some basic results on !0 from Section 3.3.1 are used
in Sections 3.1 and 3.4, the main results are not used in the rest of the paper.
3.3.1 Denition and elementary properties
Denition 3.3.1. Let n  0. The full embedding n : DAn(S) ,! DAcoh(S) preserves small
sums, hence by Brown representability (see e.g. [Ayo07a, Proposition 2.1.21]) admits a right
adjoint !n : DAcoh(S) ! DAn(S). We also write !n for the functor DAcoh(S) ! DAcoh(S)
obtained by postcomposing with n. We write n : !n ! id for the natural transformation induced
by the counit.
Remark 3.3.2. The denition above can be extended to the whole of DA(S), but the resulting
functors are not well-behaved; in particular, they do not respect compactness. Here is the simplest
example of this phenomenon. Let k be an algebraically closed eld. It is easy to see that the cate-
gory DA0;c(k) is equivalent to the bounded derived category of the category of nite dimensional
Q-vector spaces. In particular Hom groups in this category are nite dimensional. On the other
hand, DA(k)(Qk;Qk(1)[1]) ' k
Q (Proposition 3.B.4) is not nite dimensional in general. This
shows !0(Q(1)) is not compact.
We start by giving some general formal properties of all the !n.
Proposition 3.3.3. Let S be a noetherian nite-dimensional scheme.
(i) Let M 2 DAn(S). Then we have an isomorphism n(M) : !n(M) ' M and the natural
transformation n(!n) : !n  !n ! !n is invertible.
(ii) Let f : T ! S be any morphism of schemes. There is a natural transformation nf : f!n !
!nf making the triangles
f!n
f(n)
''OO
OOO
OOO
OOO
OO
nf
// !nf
n(f)

and !nf!n
(!nf)(n)
''PP
PPP
PPP
PPP
P
n(f!n)
// f!n
nf

f !nf
commutative.
(iii) Let f : T ! S be any morphism of schemes. The natural transformation !nf(n) is invert-
ible. Moreover there is a natural transformation nf : !
nf ! f!n such that:
a) the following triangles
!nf
n(f)
''OO
OOO
OOO
OOO
OO
nf
// f!n
f(n)

and !nf!n
n(f!n)
''PP
PPP
PPP
PPP
P
!n(fn)
// !nf
nf

f f!n
are commutative,
b) !n(nf ) is invertible for any f , and
c) nf is invertible for f nite.
(iv) Let e : T ! S be a quasi-nite morphism of schemes. There exists a natural transformation
ne : e!!
n ! !ne! such that:
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a) the following triangles
e!!
n
e!(
n)
''NN
NNN
NNN
NNN
NN
ne // !ne!
n(e!)

and !ne!!
n
(!ne!)(
n)
''PP
PPP
PPP
PPP
P
n(e!!
n)
// e!!
n
ne

e! !
ne!
commute, and
b) when e is nite, ne is invertible and coincides with 
 1
e modulo the natural isomorphism
e! ' e.
(v) Let e : T ! S be a quasi-nite morphism. The natural transformation !ne!(n) is invertible.
Moreover there is a natural transformation ne : !
ne! ! e!!n such that:
a) the following triangles
!ne!
n(e!)
''NN
NNN
NNN
NNN
NN
ne // e!!n
e!(n)

and !ne!!n
n(e!!n)
''PP
PPP
PPP
PPP
PP
!n(e!n)
// !ne!
ne

e! e!!n
are commutative,
b) !n(ne ) is invertible for any e quasi-nite, and
c) ne is invertible for e etale.
(vi) Let j : U ! S and i : Z ! S be complementary open and closed immersions. Let M 2
DAcoh(S) with jM 2 DAn(S). Then the morphism i!nM ! !niM is invertible.
Remark 3.3.4. The formulation of Proposition 3.3.3 follows closely the one of [AZ12, Proposi-
tion 2.16] about !0. More precisely, it is a direct generalization to all !n and to more general
base schemes of all statements of loc. cit., minus the assertion in (ii) that 0f is invertible for
f smooth and the statement (vii) that !0 preserves compact objects. Unlike the others, these
properties of !0 are not formal; in loc. cit., they follow from the key Proposition 2.11. We study
their generalization to more general base schemes and higher n's below.
Proof. We can apply verbatim the proof of [AZ12, Proposition 2.16] up to the sentence \To com-
plete the proof (...)" on page 319. Notice that the rest of the proof after that sentence establishes
the last assertion in (ii) together with (vii), which are precisely the points we are not claiming.
More precisely, up to that sentence, the proof of loc. cit. uses only general properties of DA,
the denition of !0 as adjoint, and the following permanence properties of cohomological 0-motives
under the six operations.
 For all morphisms f , the functor f preserves DA0.
 For all nite morphisms f , the functor f preserves DA0.
 For all quasi-nite morphism e, the functor e! preserves DA0.
The generalisation of these properties to DAn are established in the necessary generality in Propo-
sition 3.1.17.
Proposition 3.3.5. Let S be noetherian of nite dimension.
(i) Let f : X ! S be a smooth proper morphism of schemes. Let X f

 ! 0(X=S) 0(f) ! S
be its Stein factorisation, with 0(f) automatically nite etale. Then there is a canonical
isomorphism
!0(fQX)
 ! 0(f)Q0(X=S):
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(ii) The functor !0 preserves geometrically smooth objects. More precisely, it sends DAcohgsm(S)
to DA0gsm(S) and DA
coh
gsm;c(S) to DA
0
gsm;c(S). Moreover, for any M 2 DAcohgsm(S) and any
morphism f : T ! S, the natural morphism 0f (M) : f!0M ! !0fM is an isomorphism.
(iii) The morphism 0f is invertible for f smooth.
(iv) The functor !0 preserves compact objects. More precisely, it sends DAcohc (S) to DA
0
c(S).
Remark 3.3.6. These results were proved in [AZ12, x2] under the assumption that S is quasi-
projective over a eld k and f is projective.
Proof. It is easy to see from the denition of geometrically smooth motives and the fact that 0
commutes with base change that point (ii) follows from (i). We now notice that the end of the
proof of [AZ12, Proposition 2.16] (starting at \To complete the proof (...)"), which deduces (iii)
and (iv) in the situation of loc. cit. from [AZ12, Proposition 2.11], applies verbatim and reduce
Statements (ii)-(iv) to the sole Statement (i).
To prove Statement (i), it is enough by the Yoneda lemma to establish that for all L 2 DA0(S),
the natural map 0(f)Q! fQX induces an isomorphism
DA(S)(L; 0(f)Q)
 ! DA(S)(L; fQX):
By Proposition 3.1.28, we haveDA0(S) = DA0(S). It is thus enough to show that for all e : U ! S
etale and n 2 Z, we have an isomorphism
DA(S)(e]QU [ n]; 0(f)Q)  ! DA(S)(e]QU [ n]; fQX):
By adjunction, proper base change, and the fact that 0 commutes with base change, we see that
we can assume e = id. We are thus left to prove that for all n 2 Z, we have
DA(0(X=S))(Q;Q[n])
 ! DA(X)(Q;Q[n])
where the morphism is induced by pullback by f. The morphism f is smooth proper with
geometrically connected bers, so this follows from Proposition 3.B.3 (iv).
Here are some interesting corollaries of Proposition 3.3.5.
Corollary 3.3.7. Let S be a noetherian nite-dimensional scheme.
(i) Let M be in DAhom(S) and N be in DA
coh(S). Then the morphism 0(N) induces an
isomorphism
DA(S)(M;!0N)
0(N) ! DA(S)(M;N):
(ii) We have DAhom(S) \DAcoh(S) = DA0(S).
(iii) For all N 2 DAcoh(S) we have !0(N( 1)) ' 0.
(iv) For all N 2 DAcoh(S) and d  1, we have
!1(N( d)) '

(!0N)( 1); d = 1
0; d  2 :
Proof. We rst prove (i). It is enough to show the isomorphism for the generators M = g]QX [n]
for g : X ! S a smooth morphism and n 2 Z. By naturality of the adjunction which underlies 0,
we have a commutative square
DA(S)(g]QX [n]; !0N)
0(N)
//


DA(S)(g]QX [n]; N)


DA(X)(QX [n]; g!0N)
0(N)
// DA(X)(QX [n]; gN):
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The rst commutative triangle in Proposition 3.3.3 (ii) shows that we have a commutative square
DA(X)(QX [n]; g!0N)
0(N)
//
g(N)

DA(X)(QX [n]; gN)
DA(X)(QX [n]; !0gN)
0(gN)
// DA(X)(QX [n]; gN):
The left vertical map is an isomorphism by Proposition 3.3.5 (ii), and the bottom map is an
isomorphism because QX [n] is a cohomological 0-motive. Putting this together with the previous
commutative square concludes the proof of (i).
Statement (ii) follows directly from (i) applied to the identity map of an object in DAcoh(S)\
DAhom(S).
To prove Statement (iii), we must show that for all L 2 DA0(S), we have DA(S)(L;N( 1)) =
0. Since DA0(S) = DA0(S) by Proposition 3.1.28 and DAhom(S) is stable by positive twists by
Proposition 3.1.10 (iv), the motive L(1) is homological. By (i), this implies thatDA(S)(L(1); N) '
DA(S)(L(1); !0N). In other words, we can assume that both L and N are 0-motives. The
statement to be proven is triangulated and commutes with innite sums in L, so that we can assume
that L is a generator of the form e]QU [n] for e : U ! S an etale morphism and n 2 Z. Since this is a
compact object, we can similarly assume that N is a generator of DA0(S), of the form fQV [m] for
f : V ! S a nite morphism. We then have DA(S)(L;N( 1)) ' DA(U S V )(Q;Q( 1)[m n]).
This group vanishes by Proposition 3.B.2.
By (iii), we only need to establish (iv) in the case d = 1. The motive !0(N)( 1) is inDA1(S) by
Proposition 3.1.10 (ii). Hence by the Yoneda lemma, it is enough to show that for allM 2 DA1(S),
the map 0(N) induces an isomorphism
DA(S)(M; (!0N)( 1)) 
0(N) ! DA(S)(M;N( 1)):
By Proposition 3.1.28, we have DA1(S) = DA1(S)( 1). Write M =M 0( 1) with M 0 2 DA1(S).
In particular, M 0 is an homological motive. We have a commutative square
DA(S)(M; (!0N)( 1))
0(N)
//


DA(S)(M;N( 1))


DA(S)(M 0; !0N)
0(N)
// DA(S)(M 0; N)
The bottom map is an isomorphism by (i), and this concludes the proof in case d = 1.
We now compute !0 for some motives attached to commutative group schemes.
Proposition 3.3.8. (i) Let G be an abelian scheme or a lattice over S; then !0(1GQ( 1)) '
0.
(ii) Assume S is normal. Let T be a torus over S. Let X(T ) be the cocharacter lattice of T .
Then
!0(1TQ( 1)) ' 1X(T )Q.
(iii) Assume S is normal. Let M 2 M1(S) and W 2M be its toric part. Then !0(R(M)( 1)) '
1X(W 2M)Q.
Proof. First of all, we note that the objects to which we wish to apply !0 are in DA1(S) 
DAcoh(S) by Corollary 3.2.16 and Proposition 3.1.28.
We rst prove (i). Let G be an abelian scheme or a lattice and M = 1GQ. The cate-
gory DA0(S) = DA0(S) is compactly generated by objects of the form e]QU for e : U ! S
etale. By adjunction and Proposition 3.2.4, we reduce to showing that for all n 2 Z, we have
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DA(S)(QS ;M [n]) = 0. By using an h-hypercovering of S with regular terms, cohomological h-
descent for DA( ) [CDb, Theorem 14.3.4] and Proposition 3.2.4, we reduce to the case where S
is regular.
If G is a lattice, we can then write its motive as a direct factor fQ for f nite etale, and we
are done by adjunction and Proposition 3.B.2. If G is an abelian scheme, we know from [AHPL14,
Theorem 3.3] (essentially, in this case, the theorem of Deninger and Murre) that the motive 1GQ
is geometrically smooth, thus smooth, and compact. We reduce to the case where S is the spectrum
of a eld by combining colocalisation, absolute purity in the form of Proposition 3.1.7 and continuity
with the vanishing statement of Corollary 3.3.7 (iii). When S is the spectrum of a eld, we can
write G as direct factor of the Jacobian of a smooth projective geometrically connected curve
f : C ! Spec(k) with a rational point [Kat99, Theorem 11]. By Proposition 3.2.8 and relative
purity, we have
Q( 1)[ 2] 1 Jac(C)Q( 1)[ 2]Q ' fQC :
We have DA(k)(Qk;Qk( 1)[n]) = 0 for all n (Proposition 3.B.2). By adjunction, we have
DA(k)(Qk; fQC [n]) ' DA(C)(QC ;QC [n]) which is isomorphic to Q for n = 0 and 0 otherwise
(Proposition 3.B.3). Similarly, we have DA(k)(Qk;Qk[n]) is isomorphic to Q for n = 0 and 0
otherwise. Putting everything together, for any n we deduce that DA(k)(Qk;1 Jac(C)k[n]) = 0,
as required.
We prove (ii). Let T be a torus. We have 1TQ( 1) ' 1X(T )Q by Corollary 3.2.11 (using
the assumption that S is normal). The motive 1X(T )Q lies in DA0(S): this can be tested
pointwise by Proposition 3.1.24, and over a eld a lattice is a direct factor of the motive of a nite
etale morphism. This concludes the proof.
Finally, (iii) follows immediately from the two previous points.
Corollary 3.3.9. Assume S regular. Let f : X ! S be a smooth projective Pic-smooth morphism
of schemes. Then there is an isomorphism
!0(
1P(X=S)Q( 1)[ 2]) ' 0(f)Q
Proof. First, by Corollary 3.2.34, Proposition 3.2.14 and Proposition 3.1.28, the motive 1P(X=S)Q( 1)[ 2]
is in DA1(S), and it makes sense to apply !0. More precisely, the devissage in the proof of Corol-
lary 3.2.34 together with Proposition 3.3.8 shows that there is an isomorphism
!0(
1P(X=S)Q( 1)[ 2]) ' 1X(Res0(f)Gm)Q:
The cocharacter lattice of the Weil restriction Res0(f)Gm is the permutation lattice associated to
0(f); hence, 
1X(Res0(f)Gm)Q ' 0(f)Q as required.
Finally, here is a negative result which shows that the !n's are not well-behaved, at least over
\large" elds.
Proposition 3.3.10. Let n  2 and k be an algebraically closed eld of innite transcendence
degree over Q, e.g. k = C. Then !n : DAcoh(k)! DAn(k) does not preserve compact objects.
Proof. We prove this by contradiction. Assume that !n preserves compact object and write again
!n : DAcohc (k) ! DAnc (k) for the restriction. By Proposition 3.1.26, the duality functor Dk
restricts to anti-equivalences of categories DAcohc (k)
op ' DAhom;c(k) and DAnc (k)op ' DAn;c(k).
This implies that the composition Dk(!n)opDk : DAhom;c(k)! DAn;c(k) provides a left adjoint
to the inclusion DAn;c(k)! DAhom;c(k).
By the equivalence between DA and DM [CDb, Corollary 16.2.22] and cancellation [Voe10],
this also provides a left adjoint to DMen;c(k) ! DMec (k). This contradicts [ABV09, x2.5] (note
that the assumption there is the existence of a left adjoint to DMen (k)! DMe(k) but the proof
only uses the existence of the adjoint on compact objects).
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3.3.2 Computation for smooth proper families
We can now compute !1 in an important special case.
Theorem 3.3.1. Let f : X ! S be a smooth projective Pic-smooth morphism with S regular. The
morphism f : (
1P(X=S)Q)( 1)[ 2]! fQX of Section 3.2.3 induces an isomorphism
!1fQX ' (1P(X=S)Q)( 1)[ 2]:
In particular, under these hypotheses, !1fQX is compact.
Proof. First of all, the motive 1(P(X=S)Q) lies in DA1(S) by Corollary 3.2.34. By Proposi-
tion 3.1.28, this implies that 1(P(X=S) 
 Q)( 1)[ 2] lies in DA1(S). This implies that f
induces a morphism 1(P(X=S) 
 Q)( 1)[ 2] ! !1fQX ; the claim is that this is an isomor-
phism.
We rst treat the case when S is the spectrum of a eld k. Let kperf be a perfect closure of k
and h : Spec(kperf) ! Spec(k) be the canonical morphism. By Proposition 3.2.39 and applying
!1, we have a commutative diagram
h1P(X=S)Q( 1)[ 2] //
vhRh

!1(hfQX)
!1(Ex)

1P(XT =T )Q( 1)[ 2]
f0
// !1(f 0QXT ):
The morphism h is not smooth and we cannot directly apply Lemma 3.2.24. However, since f
is Pic-smooth, the morphism vh : h
P (X=k) ! P (Xkperf=kperf) is an isomorphism if and only if
the natural morphism hNS(X=k)! NS(Xkperf=kperf) is. Let ks be a separable closure of k and
k = kskperf . Looking at the proof of Proposition 3.2.32, we nd that NS(X=k) is represented
by the Gal(ks=k)-module NS(Xks=k
s) while NS(Xkperf=kperf) is represented by the Gal(k=kperf)-
module NS(Xk=
k). Those two groups are canonically isomorphic, and we conclude that vh is an
isomorphism. Since Rh is an isomorphism, we see that the left vertical map in the diagram is an
isomorphism. Moreover, since h is nite and purely inseparable, by the separation property of DA
and Lemma 3.1.19 (ii), we see that the natural morphism h : h
!1 ! !1f is an isomorphism.
Together with the commutative diagram above, this shows that we can reduce the question of
whether f is an isomorphism to the case of a perfect eld.
Let us assume that k is perfect. By Proposition 3.1.28 and Proposition 3.1.26, the category
DA1(k) is compactly generated by motives of the form g]QC( 1) for a smooth projective curve
g : C ! k. We thus have to show that for all such g and all n 2 Z, the map
DA(k)(g]QC( 1)[ n]; (1P(X=k)Q)( 1)[ 2]) f ! DA(k)(g]QC( 1)[ n]; fQX)
induced by f is an isomorphism.
Let us look at the left hand side. We have a sequence of isomorphisms
DA(g]QC ;1P (X=k)[n  2]) ' DM(atrg]QC ; atr1P (X=k)[n  2])
' DM(M trk (C);1atrP (X=k)[n  2])
' DMe(M e;trk (C); atrP (X=k)[n  2])
' DMe(M e;trk (C); P tr(X=k)[n  2])
where the rst line comes from the DA =DM comparison result [CDb, Corollary 16.2.22], the
second line follows from Lemma 1.2.5, the third line follows from the cancellation theorem [Voe10]
and the last line comes from Corollary 3.2.35. The object P tr(X=k) ts into the following triangles
in DMe(k)
fG
tr
m 
Q! P tr(X=k)Q ! Picsm;trX=k 
Q
+!
and
Picsm;;trX=k 
Q! Picsm;trX=k 
Q! NSsm;trX=k 
Q
+! :
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We deduce the existence of long exact sequences
: : : // DMe(k)(M e;tr(C); fG
tr
m[n]) // DM
e(k)(M e;tr(C); P tr(X=k)Q[n])

: : : DMe(k)(M e;tr(C);Picsm;trX=k 
Q[n])oo
and
: : : // DMe(k)(M e;tr(C);Picsm;;trX=k ) // DMe(k)(M e;tr(C);Picsm;trX=k 
Q)

: : : DMe(k)(M e;tr(C);NSsm;trX=k 
Q):oo
The sheaves with transfers occuring in those terms are representable by commutative group schemes
(a torus, an abelian variety, a lattice) which are homotopy invariant; hence, by [MVW06, Corollary
14.9], we can compute these terms as Zariski cohomology groups of sheaves on C. The Zariski
cohomology of a torus on a curve involves O and Pic, while abelian varieties and lattices are
asque for the Zariski topology. After a bit of work, this shows that
DMe(M e;trk (C); P
tr(X=k)[n  2]) '
8<: O
(X k C)
Q; n = 1
Pic(X k C)
Q; n = 2
0; n 6= 1; 2
On the other hand, we have
DA(k)(g]QC( 1)[ n]; fQX) ' DA(X k C)(Q;Q(1)[n])
by adjunction and proper base change. By Proposition 3.B.4, this motivic cohomology is
DA(k)(g]QC( 1)[ n]; fQX) '
8<: O
(X k C)
Q; n = 1
Pic(X k C)
Q; n = 2
0; n 6= 1; 2
Both sides are obtained by comparison with sheaf cohomology of Gm, and a careful analysis of the
construction of f and 
n;1 shows that
DA(k)(g]QC( 1)[ n]; (1P(X=k)Q)( 1)[ 2]) f ! DA(k)(g]QC( 1)[ n]; fQX)
is an isomorphism, as needed.
We now do the general case. We can assume S is connected, and so integral. The statement
of the theorem is equivalent to the following: for all M 2 DA1(S), the map f induces an
isomorphism
DA(S)(M; (1P(X=S)Q)( 1)[ 2])  ! DA(S)(M;fQX):
We rst make a series of reformulations of this statement. By Proposition 3.1.28 and the denition
of DA1(S), the category DA
1(S) is compactly generated by objects of the form g]QC( 1) for a
smooth curve g : C ! S. We can thus reformulate the theorem as follows: for every smooth curve
g : C ! S and all n 2 Z, the map
DA(S)(g]QC( 1)[ n]; (1P(X=S)Q)( 1)[ 2]) f ! DA(S)(g]QC( 1)[ n]; fQX)
induced by f is an isomorphism. By adjunction, this is equivalently to the statement that the
map
DA(C)(QC( 1)[ n]; g(1P(X=S)Q)( 1)[ 2]) (g
f )     ! DA(C)(QC( 1)[ n]; gfQX)
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induced by gf is an isomorphism. Let f 0 : XC ! C be the pullback of f along g. Since g is
smooth, we can apply the commutative diagram of Proposition 3.2.39 which shows that (gf )
above is an isomorphism if and only the morphism
DA(C)(QC ; (1P(XC=C)Q)[n  2])
f0 ! DA(C)(QC ; f 0QXC (1)[n])
is an isomorphism. In other words, since f 0 still satises all the hypotheses of the theorem, we can
assume that g = id.
By adjunction, the right-hand side is isomorphic to the motivic cohomology group Hn;1M (X).
Because S is regular, we know from Proposition 3.B.4 how to compute it: it is zero for n 6= 1; 2,
and we have explicit morphisms relating it to O(X)Q if n = 1 (resp. Pic(X)Q if n = 2). The idea
of the rest of the proof is to apply a similar localisation argument to the proof of Proposition 3.B.4
to the group
HPn 2(X=S) := DA(S)(QS ; (1P(X=S)Q)[n  2]):
Let j : U ! S be a non-empty open set and i : Z ! S its reduced closed complement. Then by
applying colocalisation, we get a commutative diagram
: : : // DA(Z)(QZ ; i!1P(X=S)Q[n  2]) //

HPn 2(X=S) //

HPn 2(XU=U) //

: : :
: : : // DA(Z)(QZ ; i!(fQX(1)[n])) // Hn;1M (X) // H
n;1
M (XU ) // : : :
As in the proof of Proposition 3.B.4, we stratify Z = Z0  Z1  : : :  Zd = ; in such a way
that for all k, the scheme (Zk n Zk+1)red is regular of codimension dk in S and in such a way
that (Z n Z1) contains all points of codimension 1 of Z in S (so that dk  2 for k  1). Let
ik : (Zk n Zk+1)red ! S be the corresponding regular locally closed immersion.
By Corollary 3.2.34, the motive 1P(X=S)Q( 1) is in DA1gsm(S). By Proposition 3.1.7, for
any k, we have i!k
1P(X=S)Q ' iP(X=S)Q( dk)[ 2dk]. In particular, by Corollary 3.3.7 (iii), we
have !0(i!k
1P(X=S)Q) ' 0 for k  2. This shows that by applying inductively absolute purity
and colocalisation, we get a commutative diagram
: : : // DA(Z)(QZnZ1 ; i11P(X=S)Q( 1)[n  4]) //

HPn 2(X=S) //

HPn 2(XU=U) //

: : :
: : : // Hn 2;0(XZnZ1) // H
n;1
M (X) // H
n;1
M (XU ) // : : :
As in the proof of Proposition 3.B.4, we make the notational abuse of replacing Z nZ1 by Z in the
rest of the proof, since everything happens in codimension 1. The motive
i1P(X=S)Q( 1)[n  4] lies in DAcoh(Z), so that
DA(Z)(QZ ; i1P(X=S)Q( 1)[n  4]) ' DA(Z)(QZ ; !0(i1P(X=S)Q( 1)[n  4]))
Using Corollary 3.2.34, we apply Proposition 3.3.5 (ii) to get an isomorphism
!0(i1P(X=S)Q( 1)[n  4]) ' i!0(1P(X=S)Q( 1)[n  4]):
By Corollary 3.3.9, we then have
!0(1P(X=S)Q( 1)[n  4]) ' 0(f)Q[n  2]:
We deduce that
DA(Z)(QZ ; i!1P(X=S)Q[n  2]) ' Hn 2;0(0(XZ=Z))
We rewrite this into the previous commutative diagram to get
: : : // Hn 2;0(0(XZ=Z)) //
(0)


HPn 2(X=S) //

HPn 2(XU=U) //

: : :
: : : // Hn 2;0(XZ) // H
n;1
M (X) // H
n;1
M (XU ) // : : :
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By Proposition 3.B.3, since XZ and 0(XZ=Z) are both regular and have the same set of connected
components, the map (0)
 is an isomorphism for all n, and the groups Hn 2;0(XZ) vanish for
n 6= 2. As a consequence, we see that the pullback map HPn 2(S)! HPn 2(U) is an isomorphism
for n 6= 1; 2, and there is a commutative diagram
0 // HP 1(X=S) //

HP 1(XU=U) //

Q0(XZ) // HP0(X=S) //

HP0(XU=U) //

0
0 // H1;1M (XS) // H
1;1
M (XU ) // Q0(XZ) // H
2;1
M (XS) // H
2;1
M (XU ) // 0
We then pass to the limit over all non-empty sets and use continuity for DA. We obtain that
HPn 2(S)! HPn 2((S)) is an isomorphism for n 6= 1; 2, and we have a commutative diagram
0 // HP 1(X=S) //

HP 1(X(S)=(S)) //

Q0(XZ) // HP0(X=S) //

HP0(X(S)=(S)) //

0
0 // H1;1M (XS) // H
1;1
M (X(S)) // Q0(XZ) // H
2;1
M (XS) // H
2;1
M (X(S)) // 0:
Applying the already established result in the eld case (for the function eld (S)) and the ve
lemma completes the proof.
In the special case of a relative curve, we can remove the regularity hypothesis on the base.
This yields a general computation of the motive of a smooth projective curve over any base.
Corollary 3.3.11. Let f : C ! S be a smooth projective curve. The morphism
f : (
1P(C=S)Q)( 1)[ 2]! fQC
is an isomorphism, and induces an isomorphism
1P(C=S) 'MS(C)
If f has a section s : S ! C, we have, moreover, an isomorphism
f]QC ' QS  1 Jac(C=S)QS(1)[2]:
Proof. Let us prove that f is an isomorphism. By Lemma 2.4.2, it is enough to show that s
f is
an isomorphism for any s 2 S. By Proposition 3.2.39 and Proposition 3.2.36 we are then reduced
to the case when S is the spectrum of a eld. This is then a special case of Theorem 3.3.1.
The last statement then follows by using the section to split up the distinguished triangles
coming in the structure of P(C=S).
3.3.3 Finiteness and applications
As an application of the computation in the previous section, we can now prove a fundamental
niteness result for !1.
Theorem 3.3.12. Let S be a noetherian nite-dimensional excellent scheme. Assume that S
admits the resolution of singularities by alterations. Then the functor !1 : DAcoh(S) ! DA1(S)
preserves compact objects.
Proof. We follow the argument of [AZ12, Proposition 2.14 (vii)] for the case of !0, with minor
changes.
By Corollary 3.1.19 (ii) we can assume that S is reduced. We prove the result by noetherian
induction on S. Let M be in DAcohc (S). Since M is compact and cohomological, Lemma 3.1.8
implies that there exists a nite family ffigni=1 of proper morphisms fi : Xi ! S such that M lies
in the triangulated subcategory generated by the motives fiQXi . By Proposition 3.2.27, there
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exists an everywhere dense open subset U  S such that fiS U is Pic-smooth for every i. We can
moreover assume that U is regular. Write j : U ! S for the open immersion and i : Z ! S for the
complementary reduced closed immersion. By Proposition 3.1.11, because of the hypothesis on S,
the colocalisation triangle
ii!M !M ! jjM +!
lies in DAcoh(S). We apply !1 and use Proposition 3.3.3 (iii) to obtain a distinguished triangle
i!1(i!M)!M ! !1(jjM) +! :
By induction, we know that !1(i!M) is compact, so it is enough to show that !1(jjM) is as
well. By Proposition 3.3.3 (iii), we have an isomorphism !1(jjM) ' !1(j!1M). Put N =
j!1(jM); we have to show that !1(N) is compact. The motive jM lies in the triangulated
subcategory generated by the motives (fiS U)Q with fiS U Pic-smooth and U regular, hence
by Theorem 3.3.1 we have !1(jM) compact. This implies thatN is compact, with jN 2 DA1(U).
In particular, we have j!j
N 2 DA1c(S). Thus applying !1 to the localisation triangle for N and
using Proposition 3.3.3 (iii) yield a distinguished triangle
j!j
N ! !1N ! i!1iN +! :
By Proposition 3.3.3 (vi), we have i!1(N) ' !1(iN), which is compact by induction. This
concludes the proof.
3.4 Motivic t-structures
We introduce the motivic t-structures on DA1(S) and DA
1(S) and study how Deligne 1-motives
t in its heart.
3.4.1 Generated t-structures
We x a (noetherian, nite dimensional) base scheme S for the rest of this section. We want to
dene t-structures by generators and relations, using the following result of Morel. We use the
notations on generated subcategories of triangulated categories from the conventions section.
Proposition 3.4.1. [Ayo07a, Lemme 2.1.69, Proposition 2.1.70] Let T be a compactly generated
triangulated category and G be a family of compact objects in T . Dene T0 = G + and T<0
as the full subcategory of all objects N with
8n 2 N; 8G 2 G; Hom(G;N [ n]) = 0:
Then (T ; T0; T<0) is a t-structure on T , that we denote by t(G) and call the t-structure generated
by G.
Before we come to the generators, we need a small discussion on connected components in
the relative setting, based on [Rom11]. For f : X ! S morphism of schemes, let 0(X=S) be
the functor Sch=S ! Ens which associates to T=S the set of all open subsets U of XT which are
faithfully at and of nite type over S and such that for all t 2 T geometric point, Ut is a connected
component of Xt (this is compatible with the notation introduced after Hypothesis 3.2.21 in the
smooth projective case). By [Rom11, Theoreme 2.5.2], the functor 0(X=S) is representable by an
etale algebraic space of nite type over S. In particular 0(X=S) is a constructible sheaf of sets
(in the sense that it comes from a constructible sheaf of sets on the small etale site). By [SGA73,
Expose IX Proposition 2.5] and localisation, this shows that the motive MS(0(X=S)) 2 DA(S)
(i.e., the motive attached to the sheaf Q(0(X=S))) is in DA0;c(S).
Let X 2 Sm=S. There is a natural morphism X ! 0(X=S) which is surjective and smooth,
and an induced morphism of motives MS(X) ! MS(0(X=S)). For any smooth S-scheme X, we
choose a distinguished triangle
M?S (X)!MS(X)!MS(0(X=S)) +! :
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The construction of this triangle commutes (up to a non-canonical isomorphism) with arbitrary
base change, and we will use this fact without comment below.
We can now introduce our candidate generating families. The denition uses Deligne 1-motives
over a base: for denitions and notations, we refer to the rst section of Appendix 3.A.
Denition 3.4.2. We dene classes of objects in DA(S) as follows. We put
CGS =

MS(C);M
?
S (C)[ 1] j C=S smooth curve
	
;
JGS =
8<:e]1(K 
Q)je : U ! S etale;K = Z[V ], V=U nite etaleRV=SGm[ 1], V=U nite etale
Jac(C=U)[ 1], C=U smooth projective curve
9=; ;
and
DGS = fe]RU (K)j e : U ! S etale ; K 2M1(U)g :
We call objects in CGS (resp. JGS , DGS) curve generators (resp. Jacobian generators, Deligne
generators).
We are mostly interested in CGS and DGS , the family JGS is introduced as a technical inter-
mediate.
Lemma 3.4.3. The families above have the following properties.
(i) Let f : T ! S be a morphism of schemes. Then we have fCGS  CGT , fJGS  JGT and
fDGS  DGT .
(ii) Let e : T ! S be an etale morphism. Then e]CGT  CGS, e]JGT  JGS and e]DGT  DGS.
Proof. Point (i) follows from the Ex] isomorphism and Corollary 3.2.2. Point (ii) follows directly
from the denition.
Lemma 3.4.4. Let S be a noetherian nite dimensional scheme. We have JGS  DGS and
hJ GSi(+)  hCGSi(+).
Proof. The rst statement follows immediately from the denition. We turn to the second one.
We only need to treat the + variant.
Let e : U ! S be an etale morphism and h : V ! U a nite etale morphism. The motive
Q[V ] is clearly in CGU . Consider the smooth curve f : G1m V ! U ; we have M?U (G1m V )[ 1] '
1RV=UGm 
 [ 1], which shows that 1RV=UGm 
 [ 1] is in CGU . Let e : U ! S be an
etale morphism and be f : C ! U a smooth projective curve. By Corollary 3.3.11, we have an
isomorphism MU (C) ' 1P(C=U). The Picard complex of the curve C ts into distinguished
triangles
R0(f)Gm 
Q! P(C=U)Q ! PicsmC=U 
Q +!
and
Jac(C=U)
Q! PicsmC=U 
Q! Q[0(C=U)] +! :
Moreover, the map MU (C) ! MU (0(C=U)) coincides modulo the isomorphism above with the
composite map 1P(C=U)Q ! 1Q[0(C=U)]. This gives us a distinguished triangle
M?U (C)[ 1]! 1 Jac(C=U)
Q[ 1]! 1R0(f)Gm 
Q +!
which combined with the previous arguments shows that Jac(C=U)
Q[ 1] is in hCGU i+. Finally,
in all three cases, we apply e] and use the previous lemma. This shows that JGS  hCGSi+, as
required.
We now come to a more dicult stability property.
Proposition 3.4.5. Let i : Z ! S be a closed immersion. Then
ihJ GZi(+)  hJ GSi(+):
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Proof. Let r : Zred ! Z be the canonical closed immersion. Localisation implies that id ' rr.
Since r preserves JG by Lemma 3.4.3, we see that it is enough to show the property for i  r. We
can thus assume Z reduced.
We proceed by induction on the dimension of Z. If dim(Z) = 0, because Z is reduced, it is a
disjoint union of closed points of S. Then i is canonically the direct sum of the corresponding
push-forwards for each point, so we can assume that Z is a single closed point s 2 S.
There are three dierent types of generators in JGs. Note that over a point, the morphism e
involved in the denition is a nite etale eld extension, and we can always \absorb" it into the
generator itself (for the case of the Jacobian of a smooth projective curve, this entails noticing
that e] Jac(C=U) ' e Jac(C=U) ' Re Jac(C=U) is the Weil restriction of the Jacobian of C to s,
which is nothing else than the Jacobian of C considered as a smooth projective curve over s). So
we assume e = id in what follows.
We rst consider the case of a generator 1Q[V ] ' a]Q with a : V ! s a nite etale morphism.
By standard spreading out results [Gro66b, x8], there exists an open neighbourhood s 2 U c,! S
and a nite etale morphism ~a : eV ! U extending a, in the sense that we have a commutative
diagram of schemes eV  ~| //
~a

eV
~a

V
a

~{oo
U n s | // U s{oo
with cartesian squares. By localisation, we have a distinguished triangle
~|!~|
~a]Q! ~a]Q! ~{~{~a]Q +!
to which we apply c] and then rewrite as
(c~|)]~a

]Q! c]~a]Q! ia]Q +! :
The motives (c~|)]~a

]Q and c]~a]Q are in JGS , so this triangle shows that ia]Q lies in hJ GSi+.
The case of a generator of the form 1(RV=SGm 
 Q) ' a]Q(1)[1] (cf. Corollary 3.2.11) for
a : V ! s a nite etale morphism follows from essentially the same proof, twisting by Q(1)[1].
We now do the case of a generator of the form 1 Jac(C=s) with f : C ! s a smooth projective
curve. For this, we use standard results from the deformation theory of curves. Namely, by [SGA03,
Theoreme 7.3, Corollaire 7.4], the curve C can be deformed to a smooth projective curve C^ on
Spec(O^S;s). By the Artin approximation theorem, one can in fact deform C to a smooth projective
curve Ch on Spec(OhS;s) where OhS;s is the henselian local ring of S at s. Using spreading out results
from [Gro66b, x8], we arrive at the following situation. We have a pointed etale neighbourhood
(c : U ! S; s) of (S; s) and a smooth projective curve ~f : eC ! U which extends C.
We form the following diagram of schemes with cartesian squares
eC0 ~| //
~f

eC
~f

C
~{oo

U
|
//
c
  B
BB
BB
BB
B U
c

s
{oo
S s
ioo
We have a localisation triangle
|!|
1 Jac( eC=U)! 1 Jac( eC=U)! {!{1 Jac( eC=U) +!
to which we apply c] and rewrite using various base change isomorphisms to obtain
(c ~f)]Q eC ! (c ~f)]Q eC ! if]QC +!
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The rst two terms of this complex are in JGS , and this shows if]QC is in hJ GSi+. This
concludes the proof in the case dim(Z) = 0.
We now come to the induction step. Let M 2 JGZ . Write for the moment M = e]1G 
 Q
with G one of the three possible types and e : U ! S etale.
Let k :W ! Z be a dense open irreducible subset such that eW is nite etale. Let l : T ! Z be
the complementary reduced closed immersion; let further k0 :W 0 ! S be an open immersion with
W 0\Z =W and l0 : T 0 ! Z be the complementary reduced closed immersion. Write m :W !W 0
and n : T ! R for the induced closed immersions.
We have a localisation triangle for k; l to which we apply i! and get
i!k!k
M ! iM ! illM +!
which can be rewritten as
k0!m!k
M ! iM ! (l0  n)lM +! :
By Lemma 3.4.3 (i) , we have kM 2 JGW and lM 2 JGZ . We have dim(T ) < dim(Z) so
that by induction the third term of this triangle is in hJ GSi+. Moreover k0! preserves hJ Gi+ by
Lemma 3.4.3 (i). Together, this means that to show that iM is in hJ GSi+, we need only show
that m!k
M is in hJ GW 0i+. We are thus reduced to the case where Z is irreducible (with generic
point ) and e a nite etale morphism. In that situation we can again \absorb" e] into G and
assume e = id and V = S.
The rest of the induction step consists of applying the same type of spreading out/deformation
arguments we used in the dim(Z) = 0 case to G. Since the three cases are similar and the case
of G = Jac(C=S) with f : C ! S smooth projective curve is the most complicated, we only detail
that one.
By the same deformation argument as in the dimension 0 case, which applies to the non-closed
point  as well, we can nd a pointed etale neighbourhood (e :W ! S; x! ) of (S; ), a smooth
projective curve ~f : eC !W which extends C.
Put V = fxg  W be the closure of x. By spreading-out, there exists an open neighbourhood
V   V of x and a dense open subset Z  Z such that ~f induces an isomorphism V  ' Z (since
it is an isomorphism above ). By localisation and the induction hypothesis, we can assume that
Z = Z. We now have a smooth projective curve above an open set of S which extends f , and we
can then conclude by localisation as in the end of the proof of the dim(Z) = 0 case. This nishes
the proof.
The deformation theory argument in the proof is the reason why we have introduced an arbitrary
etale morphism in the denitions of DG and JG, instead of say an open immersion.
We are now in position to exhibit generators for DA1(S) and DA
1(S).
Proposition 3.4.6. Let S be a noetherian nite-dimensional scheme.
(i) hCGSi(+) = hJ GSi(+) = hDGSi(+).
(ii)
DA1;c(S) = hCGSi = hJ GSi = hDGSi
and
DA1(S) = CGS = JGS = DGS  :
(iii)
DA1c(S) = hCGS( 1)i = hJ GS( 1)i = hDGS( 1)i
and
DA1(S) = CGS( 1)= JGS( 1)= DGS( 1) :
Proof. Let us prove Point (i). Using Lemma 3.4.3 and localisation, we can assume that S is
reduced. Lemma 3.4.3 already provides us with hJ GSi(+)  hDGSi(+) and hJ GSi(+)  hCGSi(+).
We prove the other inclusions by noetherian induction on S. As usual it is enough to treat the +
version. Let M be in either GS or DGS . By Lemmas 3.4.5, 3.4.3 and localisation, to proceed with
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the induction, it is enough to show that there exists a non-empty open set j : U ! S such that
jM lies in hJ GU i+.
We rst look at GS . Let f : C ! S be a smooth morphism of relative dimension  1. Let  be
a generic point of S. If  were perfect, we could use the smooth projective completion of C. In
general, we have to be more careful. After a nite inseparable extension h : Spec(0)! Spec(),
the smooth curve C0 has a smooth projective completion C0 , with complement an etale 
0-scheme
@C0 . By the separation property of DA, we have M(C) ' hM0(C0). By localisation applied
to the pair ( C 0; C0), we get a distinguished triangle
hM0(@C0)(1)[1]! hM0(C0)! hM0( C0) +! :
By Lemma 3.1.27, there exists a nite etale morphism @ eC= (resp. a smooth projective curve eC=)
such that hM0(@C0) ' M(@ eC) (resp. hM0( C0) ' M( eC)). Putting this together, we get a
distinguished triangle
M(@ eC)(1)[1]!M(C)!M( eC) +! :
Moreover, by spreading out, we can nd a normal open subset  2 V  S such that @ eC (resp. eC)
extend to a nite etale morphism (resp. a smooth projective morphism) over V and a distiguished
triangle
MV (@ eC)(1)[1]!MV (CV )!MV ( eC) +! :
This triangle, together with Corollary 3.2.11 applied to R@ eC=VGm and Corollary 3.3.11 applied toeC, shows that MV (CV ) is in  JGV +. An analysis of the construction of eC above shows that
0(CV =V ) ' 0( eC=V ), so that we have a distinguished triangle
MV (@ eC)(1)!M?V (CV )[ 1]!M?V ( eC)[ 1] +! :
Using Corollary 3.3.11, we have
M?V ( eC)[ 1]! 1 Jac( eC=V )
Q[ 1]! 1R0(f)Gm 
Q +! :
which shows that M?V (CV )[ 1] lies in  JGV +. We have achieved our goal.
We now look at DGS . A lattice (resp. a torus) on a reduced scheme is generically a direct
factor of a permutation lattice (resp. torus) by [SGA70, Exp. X 6.2], while an abelian scheme on
S is generically and up to isogeny a direct factor of a relative Jacobian by [Kat99, Theorem 11]
applied at a generic point and a spreading out argument. This implies that for any M 2 DGS ,
there exists a non-empty open j : U ! S such that jM is a direct factor of a motive in JGU .
This completes the proof of Point (i).
For Point (ii), we only have to notice that by denition (resp. by Lemma 3.1.8) we have
DA1(S) = CG  (resp. DA1;c(S) = hCGSi) and the rest then follows from Point (i). Finally,
Point (iii) is deduced from (ii) using Proposition 3.1.28.
We come to the main denition of this chapter.
Denition 3.4.7. The motivic t-structure tMM;1(S) on DA1(S) (resp. t
1
MM(S) on DA
1(S)) is
the t-structure t(CGS) (resp. t(CGS( 1))). The heart of tMM;1 (resp. t1MM) is the abelian category
of 1-motivic sheaves MM1(S) (resp. MM
1(S)).
The two abelian categories MM1(S) and MM
1(S) are isomorphic via Tate twists, but em-
bedded dierently in DA(S). By Proposition 3.4.6, we have tMM;1 = t(JGS) = t(DGS) (resp.
t1MM = t(JGS( 1)) = t(DGS)).
We now discuss some elementary exactness properties of Grothendieck operations with respect
to the motivic t-structure.
Proposition 3.4.8. The following properties hold both for tMM;1 and t
1
MM.
(i) Let f be a morphism of schemes; then f is t-positive.
(ii) Let f be a quasi-nite separated morphism; then f! is t-positive.
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(iii) Let e be an etale morphism; then e is t-exact.
(iv) Let f be a nite morphism; then f is t-exact.
The following properties hold for t1MM.
(i) Let f be a morphism of schemes; then !1f is t-negative.
(ii) Let f be a quasi-nite separated morphism of schemes; then !1f ! is t-negative.
Proof. By Proposition 3.1.18 (resp. 3.1.17) and the very denition of !1, all the operations above
preserve DA1(S) (resp. DA
1(S)). We prove the proposition for tMM;1 ; the proof for t
1
MM is then
obtained by twisting by Q( 1).
Let f : S ! T be any morphism of schemes. Then f; f! both commute with small sums since
they are left adjoints. By [Ayo07a, Lemme 2.1.78], to prove statements (i), (ii), it remains to show
that fDGT  DA1(S)0 and that when f is quasi-nite, f!DGS  DA1(S)  0.
In the case of f, we deduce from the Ex! isomorphism and Proposition 3.2.4 that we have the
stronger result fDGT  DGS . This proves (i).
For the case of f!, we proceed in several steps. If e is an etale morphism, we have e!DGS  DGT
by denition. If i is a closed immersion, we have i!DGS  DGT by Lemma 3.4.5. Let f be an
arbitrary quasi-nite morphism. At this point, we have that for a open immersion j (resp. a closed
immersion i), the functors j! and j
 (resp. the functors i! and i) are t-positive. This shows that
to prove that an object M is t-positive, one can proceed by localisation. A noetherian induction
together with the etale case above then reduce us to the case where f is nite surjective radicial,
and allows us further to restricts to an arbitrary dense open set of the base. Using continuity, this
reduces us to the eld case, where we can apply Lemma 3.1.27. Let f be an etale morphism (resp.
a nite morphism). We have seen above that f (resp. f ' f!) is t-positive. Moreover, since
e! ' e] (resp. f) is t-positive, its right adjoint e (resp. f) is t-negative. This proves (iii) (resp.
(iv)).
Let f : S ! T be a morphism (resp. a quasi-nite separated morphism). We have seen above
that f : DA1(T ) ! DA1(S) (resp. f! : DA1(S) ! DA1(T )) is t-positive, so its right adjoint
!1f (resp. !1f!) is t-negative. This proves (i) (resp. (ii)).
Remark 3.4.9. To conclude this section, let us discuss the motivation behind the equivalent deni-
tions of the motivic t-structure above. The use of Deligne 1-motives to study the motivic t-structure
goes back to [Org04]. What about the curve generators? Here the story is a bit more intricate.
The paper [Ayo11] introduces among other things an approach to the motivic t-structure on
DMe1 (k) which is quite dierent from the approach of [Org04], [BVK10]. The idea is to start
from the homotopy t-structure on DMe(k), which comes from the restriction to DMe(k) of the
standard t-structure on D(Sh(Cor=k;Q)) (the fact that this restriction makes sense follows from
the deep results of Voevodsky on homotopy invariant presheaves with transfers). The homotopy t-
structure restricts to a t-structure onDMe1 (k); this is not completely trivial and the proof requires
the functor LAlb of [ABV09]. Moreover, the homotopy t-structures on DMe(k) and DMe1 (k)
are generated t-structures, generated respectively by fM etr (X)j X 2 Sm=kg and fM etr (C)j C 2
Sm=k; dimk(C)  1g. The motivic t-structure on DMe1 (k) is then obtained by \perverting"
the homotopy t-structure along 0-motives (see [Ayo11, Denition 3.5]; in fact Ayoub considers a
perversion of the homotopy t-structure on the entire DMe(k), which produces a t-structure on
DMe(k), and we are claiming that this perverted t-structure restricts to DMe1 (k) (a fact which
is again proved with LAlb). By construction, it comes with a nice family of generators, namely
fM etr (C);M e;?tr (C)[ 1]j C 2 Sm=k; dimk(C)  1g.
This approach to 1-motives is concise and categorical, and it is tempting to try to generalize it
to higher dimensions (replacing DMe by DA to make use of the six operation formalism). There
are however immediate diculties: the homotopy t-structure of Voevodsky does not exist on an
higher dimensional base [Ayo06] and the inclusion DA1(S) ! DAhom(S) does not seem to have
a left adjoint which would play the role of LAlb. However the generating family still makes sense,
and inspired the denition of CG.
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3.4.2 Morphisms and the Heart
In this section, we compute a number of morphism groups between objects inDA1(S) andDA
1(S)
and deduce properties of the motivic t-structure. We rst recast a result of Orgogozo [Org04] in
our context.
Proposition 3.4.10. Let k be a eld, M1;M2 2M1(k) and n 2 Z. Then
DA(k)(RM1;RM2[n]) ' ExtnM1(k)(M1;M2)
' 0; n 6= 0; 1:
Proof. Let k be a perfect eld. For M 2 M1(k), write M tr for the complex of sheaves with
transferts and rational coecients attached to M in [Org04, x3.3.2]. By [Org04, Proposition 3.3.3],
we have
DMe(k)(M tr1 ;M
tr
2 [n]) ' ExtnM1(k)(M1;M2)
which is 0 if n 6= 0; 1 by [Org04, Proposition 3.2.4]. So the problem consists in transferring these
results to DA(k) and removing the restriction k perfect.
By the cancellation theorem [Voe10], the same result holds in DM(k) for 1trM
tr
1 and 
1
trM
tr
2 .
By [AHPL14, Proposition 2.10], we have 1trM
tr
i ' atr1Mi for i 2 f1; 2g. By [CDb, Corol-
lary 16.2.22], atr is an equivalence of categories, hence we deduce the result in DA(k) for a perfect
eld k. Finally, using separation and Proposition 3.2.4 implies the result for a general eld k.
Corollary 3.4.11. Let k be a eld. The t-structures tMM;1 (resp. t
1
MM) restrict to the subcategory
DA1;c(k) (resp. DA
1
c(k)).
Moreover, the functor
1 : D
b(M1(kperf))! DA1;c(k); K 7! (Spec(kperf)! Spec(k))1Tot(K)
(resp.
1 : Db(M1(kperf))! DA1c(k); K 7! 1Tot(K)( 1))
is an equivalence of triangulated categories with t-structures.
Proof. The statement for t1MM is deduced from the one for tMM;1 by twisting, so we only prove
the tMM;1 version. The functor 1 in the statement is fully faithful by separation and Proposi-
tion 3.4.10. Moreover, the same proposition implies that for all M1;M2 2 M1(k) and n < 0, we
have DA(k)(1M1;1M2[n]) = 0. We deduce that 1M2 is t-negative; since it is t-positive by
denition, it is in MM1;c(k). From this one deduces that the functor 1 is t-exact. To conclude
the proof, it remains to show that 1 is essentially surjective. This follows from the fact that
DA1;c(k) is compactly generated by motives of smooth projective curves (Proposition 3.1.26) and
the computation of the motive of such a curve (Proposition 3.2.8).
The following theorem shows the advantage of the Deligne generating family: it lies in the heart
of the motivic t-structure.
Theorem 3.4.1. We have DGS MM1(S) (resp. DGS( 1) MM1(S)).
Proof. We have shown in Proposition 3.4.6 that the generators are t-positive, it remains to show
that they are t-negative. This translates into the following vanishing statement. Let S be a
noetherian nite dimensional scheme. Let  : C ! S be a smooth curve. Let M = f!RM 2 DGS
(i.e., f : V ! S etale, M 2Mpure1 (V )). Then
8n < 0; DA(S)(MS(C);M [n]) = 0 (V)
and
8n < 0; DA(S)(M?S (C)[ 1];M [n]) = 0 (V?)
For this, we will study the long exact sequence
: : :! DA(S)(MS(0(C=S));M [n])! DA(S)(MS(C);M [n])! DA(S)(M?S (C);M [n])! : : :
(E)
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for various Deligne 1-motives M.
By Zariski's main theorem, there exists a factorisation f = f  j with f : V ! S nite and
j : V ! V everywhere dense open immersion. Combining this with the ( f; f) adjunction, the
Ex! isomorphism and Proposition 3.2.4, we get a long exact sequence
: : : // DA( V )(M V (0(C V = V )); j!RM[n]) // DA( V )(M V (C V ); j!RM[n])

: : : DA( V )(M?V (
V ); j!RM[n])oo
This shows we can assume f = j, an everywhere dense open immersion. We write i : Z ! S for
the complementary reduced closed immersion. By localisation and Proposition 3.2.4 again, we can
assume that S is reduced.
For the rest of the proof, we look separately at the three types of pure Deligne 1-motives. We
want to prove (V) and (V?) by induction on the dimension of S. In each case, to treat the case of
dim(S) = 0, we reduced immediately to the case of Spec(k) for k a eld, we use the DGk family
of generators instead of Gk, and we apply Proposition 3.4.10. We are thus left with the induction
step.
Let M be [L! 0] with L a lattice on V . We prove (V) and (V?) by induction on the dimension
of S.
Let l : W ! S an everywhere dense open immersion with W ! V and k : Y ! S the
complementary reduced closed immersion. Then by localisation we have short exact sequences
DA(S)(MS(C); l!l
M [n])! DA(S)(MS(C);M [n])! DA(MS(C); kkM [n])
and
DA(S)(M?S (C)[ 1]; l!lM [n])! DA(S)(M?S (C)[ 1];M [n])! DA(M?S (C)[ 1]; kkM [n])
and in both cases the right term vanishes for n < 0 by the (k; k)-adjunction and the induction
hypothesis (since dim(Z) < dim(S)). This means we can replace M with
l!l
M ' l!lj!RM ' (W ! S)!(W ! V )RM ' (W ! S)!RMW
where we have used the Ex! isomorphism and Corollary 3.2.2. In other words, we can replace the
dense open V by any smaller dense open W .
Using this reduction, we can assume V to be normal. This allows us to write RM as a direct
factor of eQ for a nite etale morphism e : T ! V . Applying Zariski's main theorem to the
morphism j  e : T ! S and adjunction, we reduce to the case M = QV . The advantage of this
reduction is that M then extends to a motive on S, namely QS . By localisation, we have exact
sequences
DA(S)(MS(C); iQ[n  1])! DA(S)(MS(C); j!Q[n])! DA(S)(MS(C);Q[n])
and
DA(S)(M?S (C)[ 1]; iQ[n  1])! DA(S)(M?S (C)[ 1]; j!Q[n])! DA(M?S (C)[ 1];Q[n]);
and in both cases the left term vanishes for n < 0 by adjunction and induction. This means we
can assume V = S.
After all these reductions, the long exact sequence (E) can be written as
: : :! DA(S)(MS(0(C=S));Q[n])! DA(S)(MS(C);Q[n])! DA(S)(M?S (C);Q[n])! : : :
By adjunction and Proposition 3.B.3 (i), we get DA(S)(MS(C);Q[n]) = 0 for n < 0. By
Proposition 3.B.3 (iv) applied to C ! 0(C=S), which is smooth with geometrically connected
bers, we have DA(S)(MS(0(C=S));Q) ' DA(S)(MS(C);Q) and DA(S)(MS(0(C=S));Q[1] '
DA(S)(MS(C);Q[1]) (to be precise, one has to apply etale descent because 0(C=S) is only an
algebraic space). Together, this shows (V) and (V?).
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Let now M be of the form [0! T ] with T a torus on V . The proof is quite similar to the lattice
case.
As in the proof for a lattice, we can replace the dense open V by any smaller dense open.
Again, this lets us assume that V is normal, hence reduce to a permutation torus, then nally to
T = Gm. Then RM ' QV (1) extends to a motive on S, namely QS(1). By localisation, we have
distinguished triangles
DA(S)(MS(C); iQ(1)[n  1])! DA(S)(MS(C); j!Q(1)[n])! DA(S)(MS(C);Q(1)[n])
and
DA(S)(M?S (C)[ 1]; iQ(1)[n])! DA(S)(M?S (C)[ 1]; j!Q(1)[n])! DA(M?S (C)[ 1];Q(1)[n]);
and in both cases the left term vanishes for n < 0 by adjunction and induction. This means we
can assume V = S.
After these reductions, we have a long exact sequence
: : :! DA(S)(MS(0(C=S));Q(1)[n])! DA(S)(MS(C);Q(1)[n])! DA(S)(M?S (C);Q(1)[n])! : : :
By adjunction and Proposition 3.B.4 (i), we have DA(S)(MS(C);Q(1)[n]) = 0 and
DA(S)(MS(0(C=S));Q(1)[n]) = 0 for all n  0. This implies (V) and (V?) in this case.
Let M nally be of the form [0! A] with A an abelian scheme on V .
As in the two previous cases, we can replace the dense open V by any smaller dense open.
Using [Kat99, Theorem 11] and continuity, this lets us assume that there exists a smooth projective
curve f : D ! V together with a section s : V ! D such that the R[0 ! A] is a direct factor of
R[0! Jac(D=V )]. In the following, we replace A by Jac(D=V ).
Unlike in the two previous cases, we cannot ensure that the curve D extends to a smooth
projective curve over S, so we have to work a little around this. From Corollary 3.3.11, we have
an isomorphism f]QD ' QV  1 Jac(D=V )Q  QV (1)[2]; hence RM ' 1 Jac(D=V )Q[ 1] is a
direct factor of f]QD[ 1]. By relative purity, we have f]QD[ 1] ' f!QD(1)[1].
We apply Nagata's theorem [Nag63] [Con07] to compactify f over S: there exists an open
immersion | : D ! D and a proper morphism f : D ! S with j  f = f  |. Write i : Y ! D
for the complementary closed immersion; note that because f was proper over V , we can choose
the compactication D so that Y lies entirely over Z. This implies that j!f! ' f!|! ' f|!; hence
j!f!QD(1)[1] ' f|!QD(1)[1]. The motive |!QD(1)[1] extends to a motive on D, namely Q D(1)[1].
By localisation, we have a commutative diagram
DA(D)(MD(0(CD=D));{Q(1)[n]) //

DA(D)(MD(CD);{Q(1)[n])

DA(D)(MD(0(CD=D)); |!Q(1)[n+ 1]) //

DA(D)(MD(CD); |!Q(1)[n+ 1])

DA(D)(MD(0(CD=D));Q(1)[n+ 1]) // DA(D)(MD(CD);Q(1)[n+ 1]):
(L)
and for n < 0, the groups on the top and bottom line vanish by the (( )]; ( )) adjunction and
Proposition 3.B.4 (i) (applying etale descent for DA to get around the fact that 0(C=S) is only
an algebraic space). Using that j!RM is a direct factor of f|!QD(1)[1], this establishes (V) for all
n < 0. Plugging this back in the sequence (E), we also get (V?) for n <  1. However for n =  1,
we cannot conclude directly; rather, combining the established vanishing results and (E), we get a
sequence
0! DA(S)(M?S (C)[ 1]; j!RM[ 1])! DA(S)(MS(0(C=S)); j!RM)! DA(S)(MS(C); j!RM)
and we have to show that the last morphism is injective. Because of the direct factor argument,
it suces to show that the same morphism for f|!QD(1)[1] is injective. Specializing diagram (L)
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for n = 0, we get
0

0

DA(D)(MD(0(CD=D)); |!Q(1)[1]) //

DA(D)(MD(CD); |!Q(1)[1])

DA(D)(MD(0(CD=D));Q(1)[1]) // DA(D)(MD(CD);Q(1)[1]):
which shows that we only need to show the injectivity of
DA(D)(MD(0(CD=D));Q(1)[1])! DA(D)(MD(CD);Q(1)[1]):
Applying cohomological h-descent for DA to a proper regular hypercovering of D (constructed
using alterations after a further reduction to D of nite type over a Dedekind ring as in the proof
of Proposition 3.B.3 (iv)), we see that we can assume D to be regular. Then the morphism above
can be identied using Proposition 3.B.4 (ii) with the natural morphism
O(0(CD=D))
Q! O(CD)
Q:
Since the morphism CD ! 0(CD=D) is surjective and 0(CD=D) is reduced, the induced mor-
phism on global functions is injective. This completes the proof of the injectivity, hence the proof
of (V?) in the missing case n =  1.
We now compute more precisely the morphisms between Deligne 1-motives over a regular base.
Theorem 3.4.2. Let S be a regular scheme, M1;M2 2M1(S), n 2 Z. Then
DA(S)(RM1;RM2[n]) '
8<: 0; n < 0M1(S)(M1;M2); n = 0
0; n  3:
In particular, the functor R :M1(S)!MM1(S) is fully faithful.
Proof. By considering the connected components, we reduce immediately to the case where S is
irreductible. The idea of the proof is that in the range we are considering everything happens at the
generic point . Let j : U ! S closed immersion with U 6= ;. The restriction functor j :M1(S)!
M1(U) is fully faithful by Proposition 3.A.10. Moreover the categoryM1() is the 2-colimit of the
M1(U) for U running through all non-empty open sets of S by Proposition 3.A.9. This implies that
M1(S)(M1;M2) 'M1()(M1; M2). On the DA( ) side, by continuity and Proposition 3.2.4,
we have that DA()(RM1; RM2[n]) ' ColimU 6=;DA(U)(jRM1; jRM2[n]). Furthermore,
by Proposition 3.4.10, we have an isomorphism
DA()(RM1;RM2[n]) ' ExtnM1()(M1;M2) ' 0
for n 6= 0; 1.
Putting everything together, we see that the statement of the proposition follows from the claim
that j : DA(S)(RM1;RM2[n]) ! DA(U)(jRM1; jRM2[n]) is bijective for n 6= 1; 2. Write
i : Z ! S for the reduced complementary closed immersion of U in S. Consider the localisation
exact sequence
: : : // DA(Z)(iRM1; i!RM2[n]) // DA(S)(RM1;RM2[n])
j

: : : DA(Z)(iRM1; i!RM2[n+ 1])oo DA(U)(jRM1; jRM2[n])oo
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We have to prove the vanishing of DA(Z)(iRM1; i!RM2[n+ 1]) for n 6= 2. By Proposition 3.2.2,
we have iRM1 ' RM1;Z . Stratifying Z by regular constructible subschemes and applying further
localisations, we can reduce to the case where Z is also regular of some codimension 1 + e with
e  0. By absolute purity, we then have i!RM2[n+1] ' iRM2( 1 e)[n 1 2e] ' RM2;Z( 1 
e)[n  1  2e]. We know from Corollary 3.2.16 that the motive RM1;Z( 1) lies in DA1(S), hence
we have an isomorphism
DA(Z)(RM1;Z ;RM2;Z( 1 e)[n 1 2e]) ' DA(Z)(RM1;Z( 1); !1(RM2;Z( 1)( 1 e)[n 1 2e]))
The motive RM2;Z( 1) is cohomological, so by Corollary 3.3.7 the group on the right hand side
vanishes unless e = 0. If e = 0, we have further !1(RM2;Z( 1)( 1)) ' !0(RM2;Z( 1))( 1). This
last group was computed in Proposition 3.3.8 (iii) and we get
!0(RM2;Z( 1))( 1) ' 1X(W 2M2;Z)Q( 1):
To sum up, we have reduced to show that for S regular, M 2M1(S) and L lattice over S, the
morphism group DA(S)(RM;RLQ[n  1]) is 0 for n 6= 2. Since S is normal, we can write L as a
direct factor up to isogeny of a permutation lattice. This implies that the motive 1LQ is a direct
factor of eQ for e : T ! S nite etale. By adjunction, we are then reduced to the case L = Z.
Write M = [N ! G] with N a lattice and G an abelian-by-torus scheme. We have a distinguished
triangle
R[0! G]!RM!R[N ! 0] +!
which shows that we can treat separately the cases M = [N ! 0] and M = [0! G].
In the case M = [N ! 0], we again write N as a direct factor of a permutation lattice, which
implies that RM is a direct factor of e0]Q with e0 : T 0 ! S nite etale. By the (h]; h) adjunction,
we are then reduced to a computation of weight zero motivic cohomology on a regular scheme,
which vanishes exactly for n 6= 2 by Propositions 3.B.2 and 3.B.3.
In the second case, we have RM = 1GQ[ 1], which by Theorem 2.3.3 is a direct factor of
MS(G). We are then done using the ((G ! S)]; (G ! S)) adjunction and Propositions 3.B.2
and 3.B.3.
Remark 3.4.12. This leaves open the determination of the morphisms groupsDA(S)(RM1;RM2[1])
and DA(S)(RM1;RM2[2]). One can show that they do not always coincide with the Yoneda Ext-
groups in the exact categoryM1(S); for instance for S = P1C,M1 = [Z! 0] andM2 = [0! Gm],
the second Yoneda Ext group YExt2M1(S)([Z! 0]; [0! Gm]) = 0 (this follows from arguments of
[Org04, Proposition 3.2.4] together with the fact that any abelian scheme over P1 comes from an
abelian variety over C) while
DA(P1)(R[Z! 0];R[0! Gm][2]) ' DA(P1)(Q;1Gm 
Q[1]) ' Q:
3.5 Conjectures
In this nal section, we state natural conjectures on the topics of this chapter, some of which
we believe are accessible using the methods of this thesis, but could not be fully explored in the
scope of this work. To make the statements more concise, we only state them for cohomological
1-motives; the conjectures not involving !1 can be transposed to DA1(S).
First, we assert that the t-structure behaves well with respect to compactness.
Conjecture 3.5.1. Let S be a noetherian nite-dimensional scheme. The t-structure t1MM on
DA1(S) restricts to a t-structure on the subcategory DA1c(S). Equivalently, the truncation functor
0 : DA1(S) ! DA1(S)0 preserves compact objects. Moreover, if we denote by MM1c(S) the
heart of the resulting t-structure, we have that MM1(S) ' IndMM1c(S).
Assuming this conjecture, there should be a closer relationship between DGS and MM1c(S), as
follows.
Conjecture 3.5.2. Let S be a noetherian nite-dimensional scheme.
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 We have DA1c(S)0 = hDGS( 1)i .
 The category MM1c(S) is generated as an abelian category by DGS( 1).
 For any M 2MM1c(S), there exists a locally closed stratication (Si) of S such that (Si !
S)M lies in RM1(Si) for all i.
Here are some exactness properties which seem to lie deeper than those of Proposition 3.4.8.
Conjecture 3.5.3. Let f : S ! T be a morphism between noetherian, nite dimensional schemes.
 The functor f : DA1(T )! DA1(S) is t-exact.
 Assume that f is proper of relative dimension d. Then the functor !1f : DA1(S)! DA1(T )
has cohomological amplitude [ d  1; 0].
Assuming the previous conjecture on pullbacks, it makes sense to state the following.
Conjecture 3.5.4. For any closed immersion i : Z ! S and complementary open immersion
j : U ! S, the t-structure t1MM(S) is obtained by gluing the t-structures t1MM(U) and t1MM(Z)
using the functors i a i a !1i! and j! a j a !1j in the sense of [BBD82, 1.4].
Conjecture 3.5.5. Let S be a noetherian scheme of dimension  d. Then for all M;N 2 DGS
and n  d+ 2, we have
DA(S)(M;N [n]) = 0:
In particular, by [Ayo07a, Proposition 2.1.73], the t-structure t1MM is non-degenerate.
We turn to the question of realization functors, which have not been considered in this chapter.
Conjecture 3.5.6. The standard realisation functors on DA1(S) are t-exact and conservative.
More precisely, the following holds.
 Let S be a nite type scheme over Spec(k) with k a eld of characteristic 0 with a xed
embedding  : k ! C. Consider the Betti realisation functor
RB; : DA1(S)  ! D(San)
with target the derived category of sheaves of Q-vector spaces on the analytic space San =
(S k; C)an, endowed with its standard t-structure [Ayo10b, Denition 2.1].
Then RB; is t-exact and conservative.
 Let ` be a prime and S be a noetherian nite dimensional excellent scheme over Spec(Z[1=`]).
Consider the `-adic realisation functor
R` : DA1;c(S)  ! D^etct(S;Ql)
with target a version of the constructible derived category of Ql-adic sheaves [Ayo14a, Def-
inition 9.3, Proposition 9.5]. This category is the pseudo-abelian completion of a full t-
subcategory of the derived category with the standard t-structure and inherits a \standard"
t-structure in this way.
Then R` is t-exact and conservative.
In characteristic 0, we expect a tighter relationship with Deligne 1-motives, in the following
way.
Conjecture 3.5.7. Let S be a noetherian nite dimensional normal scheme of characteristic 0.
Then smooth homological 1-motives are geometrically smooth, i.e., DA1;gsm(S) = DA1;sm(S).
Moreover, the t-structure on DA1(S) restricts to a t-structure on DA1;sm(S), and the resulting t-
category is equivalent to the derived category D(Ind(M1(S)) of the abelian category of Ind-Deligne
1-motives over S.
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Remark 3.5.8. It is possible to prove, starting from Grothendieck's theorem on extensions of abelian
schemes in characteristic 0 [Gro66a, Corollaire 4.5], that the categoryM1(S) is abelian for S normal
noetherian of characteristic 0 (so that the last part of the conjecture makes sense). We do not
know the status of this result in greater generality, and do not know what the category of smooth
1-motives should look like in general.
Finally, here is a (admittedly loosely stated) conjecture on the special situation where S is a
trait.
Conjecture 3.5.9. Let S = Spec(R) be the spectrum of a discrete valuation ring, with generic
point  and special point s.
(i) Let  be a uniformizer of R. The motivic nearby cycle 	 : DA1() ! DA1(s) is t-exact,
the induced functor 	 : MM1;c() ! MM1;c(s) and its monodromy [Ayo14a, x11] can be
computed in terms of Deligne 1-motives and the result matches the constructions of [Ray94].
(ii) Let A be an abelian variety and N(A) its connected Neron model. Then
!1j(inftyAQ( 1)) ' 1N(A)Q( 1)
(iii) Generalizing (ii), there is a the relationship between the functor !1S and the theorems of
Raynaud [Ray70a] and Pepin [Pep13] on the specialisation of Picard functors.
Finally, one should consider extensions of the results of this chapter and of the conjectures below
to motives with \integral" coecients (more precisally, in rings  such that any prime number is
invertible either in  or on the base scheme) in the spirit of [BVK10]. More precisely, it is expected
that the motivic t-structure on DAet(S;Q) extends to a suitably dened triangulated category of
etale motives with integral coecients (but not to the triangulated category of Nisnevich motives
with integral coecients). The book [BVK10] presents a theory of 1-motives over a perfect eld k
of exponential characteristic p in the category DMetc (k;Z[1=p]) of constructible etale motives with
transfers with coecients in Z[1=p]. Two key ingredients are a generalisation of Deligne 1-motives
to allow for torsion in the weight 0 lattice and the rigidity theorem of Suslin-Voevodsky which
describes etale motives with nite prime-to-p coecients. These ingredients are still available for
DA( ) over a general base if we invert all residual characteristics of S (via the relative rigidity
theorem of [Ayo14a, Theoreme 4.1]).
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Appendix
3.A Deligne 1-motives
We gather necessary results on Deligne 1-motives [Del74, x10] over general base schemes which
we could not nd in the literature. Useful references besides Deligne's original work are [Jos09],
[BVK10, Appendix C].
3.A.1 Denitions
Denition 3.A.1. Let S be a scheme. We say that a group scheme G=S is
(i) discrete if it is etale locally constant nitely generated.
(ii) a lattice if it is discrete and torsion free.
(iii) a abelian-by-torus scheme if it is semi-abelian of locally constant toric rank (hence a uniquely
dened extension of a torus by an abelian scheme by [FC90, 2.11]).
Denition 3.A.2. Let S be a scheme. A 2-term complex of commutative S-group schemes:
M = [
0
L !
 1
G ]
is called a Deligne 1-motive over S if L is a lattice and G is a abelian-by-torus scheme. A morphism
of Deligne 1-motives is a morphism of complexes of group schemes, or equivalently a morphism of
complex of representable sheaves on (Sm=S)et. We denote by M1(S;Z) the category of Deligne
1-motives. It is a pseudo-abelian additive category, with biproducts induced by ber products of
S-group schemes.
A Deligne 1-motive M = [L ! G] comes with a 3-term functorial weight ltration, dened as
follows.
W 2M = [0  ! T ]
W 1M = [0  ! G]
W0M =M
Notation 3.A.3. Let f : [L ! G] ! [L0 ! G0] be a morphism of Deligne 1-motives. We use the
notation fL, fG, fA, fT for the induced maps Gr
W
0 f : L ! L0, W0f : G ! G0, GrW1 f : A ! A0,
GrW2 f : T ! T 0.
We have a basic contravariant fonctoriality:
Denition 3.A.4. Let f : S0 ! S be any morphism of schemes. Then pullback of S-group
schemes along f induces an additive functor:
f :M1(S;Z)!M1(S0;Z)
We are not so much interested in 1-motives per se as in the objects they dene in the derived
category of sheaves with rational coecients.
Lemma 3.A.5. Any morphism in M1(S;Z) which induces a quasi-isomorphism of complexes of
abelian sheaves on (Sm=S)et is an isomorphism.
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Proof. Let f = (fL; fG) : [L1  ! G1] ! [L2  ! G2] be a quasi-isomorphism of complexes of
sheaves. By a diagram chase, this is equivalent to Ker(fL) ' Ker(fG) and Coker(fL) ' Coker(fG).
Since Ker(fL) is locally constant nitely generated free and Ker(fG) is a group scheme whose iden-
tity component is semi-abelian and with nite 0, they must be both trivial. Similarly, Coker(fL)
is discrete and Coker(fG) has connected bers, so they must be both trivial. Hence f is an iso-
morphism.
We can consequently think of M1(S;Z) as a full subcategory of D(Cpl(Sh((Sm=S)et;Z))).
Denition 3.A.6. Let S be a noetherian scheme. We writeM1(S) for the categoryM1(S;Z)
Q.
We say that a morphism inM1(S) is integral if it comes fromM1(S;Z). For f : S0 ! S morphism
of schemes, we still write f for the induced additive functor M(S)!M(S0).
By the results above, we can and do think ofM1(S) as a full subcategory ofD(Cpl(Sh((Sm=S)et;Q))).
3.A.2 Continuity and smoothness
We think of Deligne 1-motives as "motivic local systems" over the base S. The results in this
section, which have classical analogues for local systems/lisse sheaves, justify in part this intuition.
We start with a lemma about discrete group schemes:
Lemma 3.A.7. Let S be a locally noetherian japanese scheme,  its scheme of generic points.
Then the category of discrete group schemes on  is the 2-colimit of the categories of discrete group
schemes on dense open subschemes of S. The same statement holds for the category of lattices.
Proof. The statement is equivalent to the following.
(i) For L= discrete group scheme, there exists U  S dense open and L0=U discrete such that
L ' L0. Moreover, if L is a lattice, one can choose L0 be a lattice as well.
(ii) For U  S dense open, L;L0=U discrete, we have
Hom(L; L0) ' ColimVU Hom((V ! U)L; (V ! U)L0):
By the topologically invariance of the etale site, we can assume S to be reduced. Since S is locally
noetherian japanese and reduced, the normal locus of S is open [Gro65, Proposition 6.13.2]. So
any small enough open set U in S is normal, and in particular geometrically unibranch. By the
discussion in [SGA70, Exp. X 6.2], discrete group schemes on geometrically unibranch schemes
are split by nite etale covers. Moreover, for any small enough open set U the set of connected
components (open by local noetherianness) of U and of  coincide. We can thus reduce to the case
where  is connected (i.e., S irreducible).
We prove (i). Since  itself is normal, there is a nite etale Galois cover ~= such that L~ is
constant. In other words, L corresponds to a representation  of Gal(~=) on a nitely generated
abelian group F . By [Gro66b, Theoreme 8.8.2, Theoreme 8.10.5] and [Gro67, Theoreme 17.7.8]
there exists a U  S dense open and ~U=U nite etale such that ~U U  ' ~. Up to shrinking U ,
one can assume it to be normal. By [Gro66b, Theoreme 8.8.2] applied to the nite group Gal(~=),
up to shrinking U one can assume that Aut( ~U=U) ' Gal(~=) ( in particular ~U=U is Galois). Then
the representation of Gal( ~U=U) on F corresponding to  via this isomorphism denes a discrete
group scheme L0=U such that L ' L0 as required. The addendum about lattices follows from
the construction.
We now prove (ii). Let U  S dense open, L;L0=U discrete group schemes. We can shrink
U and assume it is normal. Let ~V =V be a nite etale Galois covering trivializing L and L0. We
thus get two nitely generated abelian groups F; F 0 with representations ; 0 of Gal( ~V =V ). Let
~ := ~V V . Then ~= is Galois with G := Gal( ~V =V ) ' Gal(~=). Then the system in the
right-hand side of (ii) is constant and both sides of (ii) are in bijection with HomG(; 
0). This
concludes the proof.
Remark 3.A.8. It is not clear to the author how to extend this result to a more general continuity
result for discrete group schemes on a projective limit of schemes with ane transition morphisms.
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We deduce from this a continuity result for Deligne 1-motives.
Proposition 3.A.9. Let S be a locally noetherian japanese scheme,  its scheme of generic points.
Then the category M1(;Z) (resp. M1()) is the 2-colimit of the categories M1(U;Z) (resp.
M1(U)) for all dense opens U  S.
Proof. The case of M1( ) follows immediately from the one of M1( ;Z). We have to show that
(i) for all M 2 M1(;Z), there exists U  S dense open and M 0 2 M1(U;Z) such that M '
M 0, and that
(ii) for all U  S dense open and all M;N 2M1(U;Z):
M1(;Z)(M;N) ' ColimVUM1(V;Z)((V ! U)M; (V ! U)N):
We prove (i). Let M = [L! G] 2M1(;Z) with the extension 0! T ! G! A! 0.
By [Gro66b, Theoreme 8.8.2.(ii), Scholie 8.8.3, Theoreme 8.10.5.(xii)] and [Gro67, Proposi-
tion 17.7.8], we can nd an U  S and a smooth group scheme G0=U such that G ' G0 U .
Recall that an abelian scheme is by denition a smooth proper group scheme with connected bers,
hence by [Gro66b, Theoreme 8.8.2.(ii), Scholie 8.8.3, Theoreme 8.10.5.(xii)] and [Gro67, Proposi-
tion 17.7.8], we can shrink U and nd an abelian scheme A0=U such that A ' A0U . By Lemma
3.A.7 and the duality between lattices and tori, we can shrink U and assume that there exists a
discrete group scheme L0 and a torus T 0 over U such that L ' L0 U  and T ' T 0 U .
We have spread out the pure pieces of M , it remains to glue them together. By [Gro66b,
Theoreme 8.8.2.(i)], up to shrinking U , we have morphisms A0 ! G0 ! T 0 which restrict to the
extension dening G. By a standard argument based on [Gro66b, Theoreme 8.10.5], up to shrinking
U , this is in fact an exact sequence of group schemes. Finally, we have to spread out the morphism
L ! G. This can be done by the same Galois descent argument as in the end of the proof of
Lemma 3.A.7.
Let us now prove (ii). In M1( ;Z), the components of a morphism are morphisms of (group)
schemes. It is enough to spread them out one by one because the resulting diagram will comute
by density. We have treated morphisms of discrete group schemes in Lemma 3.A.7. The case
of morphisms of semi-abelian schemes (which are in particular of nite presentation) is a direct
application of [Gro66b, Theoreme 8.8.2.(i)].
When the base scheme is noetherian excellent and reduced (resp. normal), we can say more.
Proposition 3.A.10. Let S be a noetherian excellent scheme, i :  ! S its scheme of generic
points.
(i) Suppose S reduced. Then the pullback functor  : M1(S;Z) ! M1(;Z) (resp.  :
M1(S)!M1()) is faithful.
(ii) Suppose moreover that S is normal. Then  is fully faithful.
Proof. Let us prove (i). By Proposition 3.A.9 this is equivalent to the faithfulness of the functor
j for all j : U ! V dense open subsets. It is enough to show faithfullness of j separately for
morphisms of discrete group schemes and semi-abelian schemes, and in both discrete group schemes
and semi-abelian schemes it follows from the "reduced to separated" uniqueness criterion [Gro60,
Lemme 7.2.2.1].
We now prove (ii). By Proposition 3.A.9, it is enough to prove fullness for the functor j
for all j : U ! V dense opens. Let M = [L u! G], M 0 = [L0 u
0
! G0] 2 M1(V;Z) and fU =
(fLU ; f
G
U ) : j
M ! jM 0. First, using the normality of V and [SGA03, Expose I Corollaire 10.3],
the morphism fLU extends uniquely to a morphism f
L : L! L0. Second, using the normality of V
and [FC90, Proposition 2.7], the morphism fGU extends uniquely to a morphism f
G : G! G0. The
uniqueness ensures that (fL; fG) is a morphism M !M 0 which extends fU .
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3.A.3 Pushforward and Weil restriction
Let g : S0 ! S be a nite etale morphism. We can dene a pushforward functor g : M1(S0) !
M1(S) using Weil restriction of scalars. We also want to study the problem of pushforward for
more general morphisms. Recall the following denition:
Denition 3.A.11. Let g : S0 ! S be a morphism of schemes and X=S0 be a S0-scheme. The
Weil restriction RgX is the presheaf of sets on Sch=S dened for any S-scheme U by:
RgX(U) = X(U S S0)
If X=S0 is a commutative group scheme (or more generally an fppf sheaf of abelian groups on
Sch=S), then RgX is naturally an fppf sheaf of abelian groups on Sch=S. Moreover, the formation
of Rg is functorial and compatible with base change. We summarize results from the litterature.
Proposition 3.A.12. Let g : S0 ! S be a morphism of schemes and X=S0 be a S0-scheme.
(i) [Ols06b, Theorem 1.5] Assume that g is proper at of nite presentation. Then RgX is
representable by an algebraic space (Note that we will only need the case g nite at, which
is presumably much easier, but I could not nd a reference).
(ii) [BLR90b, 7.6/5] Assume that g is nite at. Then if X is smooth (resp. of nite presenta-
tion) then RgX (which exists at least as an algebraic space by (i)) is smooth (resp. of nite
presentation).
(iii) [BLR90b, 7.6/5] Assume that g is nite etale. Then if X is proper then RgX (which exists
at least as an algebraic space by (i)) is proper.
(iv) [BLR90b, 7.6/2] Let h : X ! Y be a closed immersion of S0-schemes. Then Rgh : RgX !
RgY is a closed immersion of presheaves. As a corollary, if X=S if ane, then RgX is
representable by an ane scheme.
We now use the results above to analyse Weil restriction of pure 1-motives. We are spared from
having to consider algebraic spaces by the following result.
Proposition 3.A.13. Let g : S0 ! S be nite at.
1. Let T=S0 be a torus (resp. L=S0 be a lattice). Then RgT is a torus (resp. RgL is a lattice).
2. Let A=S0 be an abelian scheme. Assume that g is etale. Then RgA is an abelian scheme.
Proof. By Proposition 3.A.12 (iv), we know that RgT and RgL are representable by ane S
0-group
schemes. Moreover, because of the compatibility with base change, it is enough to consider the
case of a split torus and a constant lattice over S0, in which case the Weil restrictions are directly
seen to be a split torus or a constant lattice over S.
By Proposition 3.A.12 (i)-(iii), we know that RgA is representable by a proper smooth algebraic
group space over S. By [FC90, Theorem 1.9], this implies that RgA is an abelian scheme.
Now we tackle the case of semi-abelian schemes.
Lemma 3.A.14. Let g : S0 ! S be a morphism of schemes.
(i) When restricted to fppf sheaves of abelian groups, the functor Rg is left exact.
(ii) Assume that g is nite at. Let f : G ! H be a smooth and surjective morphism between
commutative groups schemes of nite presentation. Then the morphism of algebraic group
spaces Rgf : RgG! RgH is smooth and surjective.
(iii) Assume g is nite at. Let 0 ! G0 i! G p! G00 ! 0 be an exact sequence of smooth
commutative S-group schemes with G ! G00 at (and hence smooth). The sequence 0 !
RgG
0 ! RgG! RgG00 ! 0 is exact.
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Proof. Point (i) is clear from the denition. We turn to point (ii). The fact that Rgf is smooth
follows from the innitesimal criterion of smoothness (and does not require that we are working
with group schemes). The surjectivity can be tested point-wise on S, so that by compability of Rg
with base change we can assume that S is the spectrum of a eld k. Surjectivity is a geometric
property, so that we can assume k to be algebraically closed as well. We then have to check the
surjectivity of the induced map RgG(k) = G(S
0) ! RgH(k) = H(S0) on k-points. Since S0=k is
nite at, it is a product of nite local algebras. Surjectivity then follows from the surjectivity of
f , the fact that k is algebraically closed, and the formal smoothness of f . Note that if g is nite
etale, we do not need f smooth.
For (iii), by the remarks before the statement, it is enough to check that RgG
0 is the scheme-
theoretic kernel of Rgp and that Rgp is an fppf morphism. The rst assertion follows from (i), and
the second from (ii).
Proposition 3.A.15. Let g : S0 ! S be nite etale and G=S be an abelian-by-torus scheme. Then
RgG is an abelian-by-torus scheme.
Proof. The result follows directly from Proposition 3.A.13 and Lemma 3.A.14 (iii).
Denition 3.A.16. Let g : S0 ! S be a nite etale morphism. We dene the Weil restriction
of a Deligne 1-motive M = [L
u! G] 2 MZ1 (S0) as RgM = [RgL
Rgu! RgG] which is in M1(S) by
Propositions 3.A.13 and 3.A.15. This induces a functor
g :MZ1 (S0)!MZ1 (S)
which is by construction a right adjoint to g.
3.B Motivic cohomology in degrees (; 1)
We gather here some computations of motivic cohomology groups which are necessary for the proof
of the main results. Many of these results are directly taken from [Ayo14a, x11]. We deduce the
others from simple adaptations of arguments from loc. cit. and from the proof of Proposition 3.1.11,
except that we introduce explicit maps computing certain groups.
Notation 3.B.1. For p; q 2 Z, we write Hp;qM (S) := DA(S)(QS ;QS(q)[p]).
Proposition 3.B.2. [Ayo14a, Proposition 11.1 (b)] Motivic cohomology of negative weights van-
ishes: for all w < 0 and n 2 Z, we have Hn;wM (S) ' 0.
Let S be a scheme. Then we have D(Sm=S)(QS ;QS) ' Q0(S) (with 0(S) the set of connected
components of S). This provides a morphism
0;0 : Q0(S) ' D(Sm=S)(QS ;QS)  ! DA(S)(QS ;QS) = H0;0M (S)
More generally, we have for all n 2 Z a morphism
n;0 : D(Sm=S)(QS ;QS [n])  ! Hn;0M (S)
Proposition 3.B.3.
(i) For all n < 0, we have Hn;0M (S) ' 0.
(ii) The morphism 0;0 induces an isomorphism H0;0M (S) ' Q0(S).
(iii) Assume S regular. For all n > 0, we have Hn;0M (S) ' 0.
(iv) Let f : T ! S be a smooth surjective morphism with geometrically connected generic bers.
Then for all n 2 Z, we have f : Hn;0M (S)  ! Hn;0M (T ).
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Proof. Statements (i) and (ii) are proved in [Ayo14a, Proposition 11.1 (a)]. More precisely, in
[Ayo14a, Proposition 11.1 (a)], an unspecied isomorphism H0;0M (S) ' Q0(S) is constructed. Let
us sketch why it corresponds to 0;0 by going through the proof in loc. cit.
Step A is a reduction to rational coecients and is irrelevant to us.
Step B consists of several reductions. First we have a reduction to the ane case via a Mayer-
Vietoris sequence, and reduction to S of nite type over a Dedekind scheme D by a ltered
projective limit argument. The Mayer-Vietoris sequence for the Zariski topology is also available for
D(Sm=S) and is compatible with the one for Hn;0M via the 
n;0. From [Gro66b, Proposition 8.4.2],
we see that 0(S) is compatible with ltered projective limits. Then there is an induction on the
dimension. The case dim(S) = 0 uses the comparison with DMet(k), the cancellation theorem to
reduce to a computation in the derived category of sheaves with transfers on SmCor=k. To see that
this computation is compatible with the map 0;0, one just needs to introduce the similar map on
sheaves with transferts and look at the equivalence DA(k) ' DM(k). The last part of Step B is
a reduction to the normalisation. It relies on localisation and base change for nite morphisms,
both of which are available for D(Sm=S), and compatible with the n;0 maps.
Step C settles the case of a normal positive characteristic scheme. The argument reduces to
the case of a smooth Fp scheme via de Jong's alterations. The main problem for the alteration
argument is that the proper base change theorem does not hold in general for D(Sm=S), and so
we do not have a priori the analogue of the long exact sequence (111) of loc. cit. However, one
can rst prove that n;0 is an isomorphism in the regular case, and then deduce that in the case of
interest, the proper base change map is an isomorphism. We leave the details to the reader. For
the last part of step C, namely the case of a smooth Fp-variety X, we have H0et(X;Q) = Q0 (X)
and n;0 is clearly an isomorphism in this case.
Step D settles the case where the ber in characteristic 0 is non-empty. The resolution and
alteration arguments have to be adapted as in step C. We are then reduced to the case S smooth
over D. We have Hn;0M (S;Q) ' Hn;0M (S  Q;Q) by absolute purity, which is not available in
D(Sm=S). To remedy this, we have to show that H0et(S;Q) ' H0et(S  Q;Q). This follows from
the fact that since S=D is smooth, we have 0(S) ' 0(S Q).
This completes the sketch of the proof that 0;0 is an isomorphism.
Let us prove Statement (iii). Fix n > 0. We can assume that S is connected with generic
point . By the argument at the beginning of the proof of [Ayo14a, Corollaire 11.4], combining
absolute purity and localisation with the vanishing of negative motivic cohomology 3.B.2, one can
deduce that for any dense open set U in S, the restriction map Hn;0M (S) ! Hn;0M (U) is injective.
By the continuity property of [Ayo14a, Proposition 3.20], we deduce that the restriction map
Hn;0M (S) ! Hn;0M () is injective. So we are reduced to the case where S is the spectrum of a eld
k.
By separation, we can assume that k is perfect. By [CDb, Corollary 16.2.22], we reduce
to compute DM(k;Q)(Qk;Qk[n]). By the cancellation theorem [Voe10], we reduce to compute
DMe(k;Q)(Qk;Qk[n]). Since the sheaf Qk is both cobrant and A1-local, this coincides with the
same Hom group computed in the derived category of etale sheaves over Sm=S, which vanishes.
This concludes the proof of (iii).
Let us prove Statement (iv). By Mayer-Vietoris, we can assume S to be ane. By a limit
argument using the continuity property of DA, we can then assume that S is of nite type over
a Dedekind ring. Using [dJ97, Corollary 5.15] applied to the irreducible components of the nor-
malisation of S and then iterating, we build a proper hypercovering  : eS ! S with all eSn
regular. We pullback  to obtain a proper hypercovering 0 : eT ! T . Since f is smooth,
all eTn are regular as well. By cohomological descent for the h-topology [CDb, Theorem 14.3.4],
we have QS ' QeS and QT ' 0QeT . We deduce that Hn;0M (S) ' DA(eS)(QeS ;QeS [n])
and Hn;0M (T ) ' DA( eT)(QeT ;QeT [n]). . By (i), (ii) and (iii), we have for every k;m 2 Z that
DA(eSk)(QeSk ;QeSk [m]) is isomorphic to BQ0(eSk) if m = 0 and 0 otherwise; a similar formula holds
for eT . Now the map f and its pullbacks induce isomorphisms 0(Sk) ' 0(Tk) on sets of connected
components because f has geometrically connected generic bers (a property which is itself stable
by pullback). This implies the result.
Let S be a scheme. We have D(Sm=S)(QS ;Gm 
 Q) ' H0(Set;Gm 
 Q) ' O(S) 
 Q and
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D(Sm=S)(QS ;Gm 
Q[1]) ' H1(Set;Gm 
Q) ' Pic(S)
Q. Combining these isomorphisms with
Proposition 3.2.9, this induces morphisms
1;1 : O(S)  ! H1;1M (S)
and
2;1 : Pic(S)Q  ! H2;1M (S):
More generally, for any n 2 Z, we have an induced morphism
n;1 : D(Sm=S)(QS ;Gm[n  1])! Hn;1M (S):
Proposition 3.B.4.
(i) For all n  0, we have Hn;1M (S) ' 0.
(ii) Assume S regular. The morphism 1;1 induces an isomorphism H1;1M (S) ' O(S)Q.
(iii) Assume S regular. The morphism 2;1 induces an isomorphism H2;1M (S) ' Pic(S)Q.
(iv) Assume S regular. For all n 6= 1; 2, we have Hn;1M (S) ' 0. We have also D(Sm=S)(QS ;Gm

Q[n  1]) ' 0, so that the morphism n;1 is an isomorphism.
Proof. Statement (i) for S regular and a weaker version of (ii) (without specifying the isomorphism)
are proved in [Ayo14a, Corollaire 11.4].
To pass from (i) for S regular to a general S, we apply resolution of singularities by alterations
and cohomological h-descent for a proper regular hypercovering (which induces a descent spectral
sequence for Hn;1( )). To be more precise, one has to reduce to a situation where one can apply
De Jong's theorem, e.g. S of nite type over a Dedekind ring: for this, one uses Mayer-Vietoris to
rst reduce to S ane, and then continuity.
We revisit and precise the argument in [Ayo14a, Corollaire 11.4] to establish (ii), (iii) and (iv).
Let us rst treat the case where S is the spectrum of a eld. In that case, for n 6= 1, both the
source and target of n;1 are 0, so the only interesting case is n = 1. We have to show that the
map
1;1k : k
 
Q! H1;1M (k)
is an isomorphism. By the denition of 1;1, we have to show that the map
k 
Q ' DAe(k)(Q;Gm 
Q)! DA(k)(Q;1(Gm 
Q))
induced by 1 is an isomorphism.
Let kperf be a perfect closure of k and h : Spec(kperf)! Spec(k) be the canonical morphism.
In the diagram
DAe(k)(Q;Gm 
Q) //
h

DA(k)(Q;1(Gm 
Q))
h

DAe(kperf)(Q;Gm 
Q) // DA(kperf)(Q; h1(Gm 
Q))
(Rh)
 // DA(k)(Q;1(Gm 
Q))
the left square commutes by Lemma 1.2.5 3. The left vertical arrow is an isomorphism because
k 
Q ' (kperf) 
Q (any element of kperf has a power in k), and the right vertical arrow is an
isomorphism by separation for DA.
We are now reduced to the case k perfect. Then we can follow a familiar pattern :comparison
with DM(k) using Theorem 2.2.8, Proposition 2.2.10, then with DMe(k) Voevodsky's cancella-
tion theorem (this is where we need k perfect), and nally the classical computation of weight one
eective motivic cohomology [MVW06, Lecture 4].
We now do the general case. We can assume S connected, hence integral.
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Let j : U ! S be a non-empty open set, Z its closed complement. We stratify Z = Z0  Z1 
: : :  Zk = ; in such a way that for all i, the scheme (Zi nZi+1)red is regular and in such a way that
(Z nZ1) contains all points of codimension 1 of Z in S. Then by applying inductively localisation,
absolute purity (for the regular pair (S; (Zi nZi+1)red)) and the vanishing result Proposition 3.B.3
(i) and (ii) we see that
 the map 0;0 : Q0(ZnZ1) ! H0;0M (Z n Z1) is an isomorphism,
 the pullback map Hn;1M (S)! Hn;1M (U) is an isomorphism for n 6= 1; 2, and
 there is a short exact sequence
0! H1;1M (S)! H1;1M (U)! H0;0M (Z n Z1)! H2;1M (S)! H2;1M (U)! 0
Putting this together with the localisation sequence for O and Pic, we get a diagram
0 // OS 
Q //
1;1S

OU 
Q val//
1;1U

(A)
Q0(ZnZ1) 'Lz2Z(1) Q[z] //
0;0 

(B)
Pic(S)
Q //
2;1S

Pic(U)
Q //
2;1U

0
0 // H1;1M (S) // H
1;1
M (U) // H
0;0
M (Z n Z1) // H2;1M (S) // H2;1M (U) // 0:
We claim that the diagram above is commutative. For the two outer diagrams, this follows from
the commutation of uS with pullbacks in Proposition 3.2.9.
For the commutation of diagrams (A) and (B), we have to do more work, since one arrow is
dened explicitely using valuations and line bundle attached to a divisor while the other is dened
via the absolute purity isomorphism. Instead of giving a long explicit formula, we prefer to see it
as a special case of Deglise's machinery of \residual Riemann-Roch formulas" in [De, 4.2.1, 5.5.1];
namely, take the diagram (4.2.1 b) in loc. cit. with E being algebraic K-theory tensor Q, F being
motivic cohomology with rational coecients, the morphism  being the Chern character, and
then use that O(S)Q  Pic(S)Q  K1(S)
Q for S regular, and that the Chern character maps
coincide with the maps n;1 modulo this identication.
Passing to the limit in the previous commutative diagram over all non-empty open sets, using
continuity both for motivic cohomology and for the etale cohomology of Gm, we get a commutative
diagram
0 // OS 
Q //
1;1S

(S) 
Q val//
1;1U

L
z2S(1) Q[z] // Pic(S)
Q //
2;1S

Pic((S)) //
2;1U

0
0 // H1;1M (S) // H
1;1
M ((S)) //
L
z2S(1) Q[z] // H
2;1
M (S) // H
2;1
M ((S)) // 0:
Using the case of a base eld treated above, we see that
 the group Hn;1M (S) vanishes for n 6= 1; 2, and
 there is a short exact sequence
0! H1;1M (S)! (S) 
Q val!
M
z2S(1)
Q[z]! H2;1M (S)! 0:
Using the normality (resp. regularity) of S, this implies H1;1M (S) ' O(S)Q and H2;1M (S) ' Pic(S)Q
and nishes the proof.
We nish by giving an example which shows that even for weight zero motivic cohomology on
normal (but not regular) schemes, the result can dier from etale cohomology.
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Proposition 3.B.5. Let S be a normal excellent surface. Let  : ~S ! S be a resolution of
singularities of S, with D =  1(p) simple normal crossing divisor in ~S. Let   = (V;E) be the
resolution graph of D. Then
Hn;0M (S) '
8<: Q; n = 0H1( ;Q); n = 2
0; n 6= 0; 2
while on the other hand
D(Sm=S)(QS ;QS [n]) '

Q; n = 0
0; n 6= 0 :
Proof. The last statement comes from the fact that the etale cohomology of a normal scheme with
Q-coecients is trivial. So we concentrate on the rst. For n  0, the result follows from 3.B.3, so
we assume n > 0.
We have the cartesian diagram of schemes:
U
~j
// ~S


D
~ioo
p

U
j
// S p
ioo
Localization yields the long exact sequence:
DA(S)(QS ;QS [n  1]) // DA(U)(QU ;QU [n  1]) // DA(p)(Qp; i!QS [n]) // DA(S)(QS ;QS [n])

DA(U)(QU ;QU [n])
By Proposition 3.B.3, this yields an isomorphism DA(p)(Qp; i!QS [n]) ' DA(S)(QS ;QS [n]).
Write fDvgv2V for the set of irreducible components of D and pe for the intersection points
Dv \ Dv0 for vv0 2 E. We put Z =
S
e2Efpeg and D = D n Z. Write k : D ! E, l : Z ! D.
Localization gives a distinguished triangle
l(~i  l)!Q ~S ! ~i!Q ~S ! k(~i  k)!Q ~S
+! :
By the relative purity theorem for DA (see [Ayo07a, 1.6.1] and [Ayo14a, Corollaire 3.10]) applied
to the regular immersions ~i  l and ~i  k, this triangle takes the form:
lQZ( 2)[ 4]! ~i!Q ~S ! kQD( 1)[ 2]
+!
So we get the exact sequence:
DA(D)(QD;QD( 2)[n  4])! DA(D)(QD;~i!Q ~S [n])! DA(Z)(QZ ;QZ( 1)[n  2])
By Proposition 3.B.2, the groups on the left and on the right are zero for all n 2 Z, so we conclude
that DA(D)(QD;~i!Q ~S [n]) = 0 for all n 2 Z.
Now, the fact that U is an isomorphism, colocalization and base change for immersions (see
[Ayo07a, 1.4.6]) implies that Cone(i!QS ! p;~i!Q ~S) ' Cone(Qp ! p;QD). Combining with the
previous result, we get that for all n 2 Z:
DA(S)(QS ;QS [n]) ' DA(p)(Qp;Cone(Qp ! p;QD)[n  1])) ' DA(p)(Qp; p;QD[n  1])
(The last isomorphism comes because n > 1).
Using Cech descent for closed covers and Proposition 3.B.2, it is then easy to see that this last
group is isomorphic to Q if n = 0 (note that   is connected by normality of S), isomorphic to
H1( ;Q) if n = 1, and 0 otherwise.
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