We give some characterizations of Schnorr triviality. In concrete terms, we introduce a reducibility related to decidable prefix-free machines and show the equivalence with Schnorr reducibility. We also give a uniform-Schnorr-randomness version of the equivalence of LR-reducibility and LK-reducibility. Finally we prove a base-type characterization of Schnorr triviality.
This is why we prefer "low for uniform Schnorr randomness" to "uniformly low for Schnorr randomness". Then, uniform Schnorr randomness is equivalent to tt-Schnorr randomness, which means that, for each A, B ∈ 2 ω , B is Schnorr random uniformly relative to A if and only if B is Schnorr random tt-relative to A. Here, "uniform" modifies "randomness" because uniform Schnorr randomness is the uniform version of the randomness notion that is called Schnorr randomness.
In this paper we give some new characterizations of Schnorr triviality. In Sect. 3 we give a characterization of Schnorr reducibility via decidable prefix-free machines. Schnorr reducibility is defined via computable measure machines, with which Schnorr randomness has a characterization. Since we have a characterization of Schnorr randomness via decidable prefix-free machines, such a characterization should be studied. In Sect. 5 we study a uniform-Schnorr-randomness version of the equivalence between LK-reducibility and LR-reducibility, using the techniques of open covers. The proof highly depends on Bienvenu and Miller [2] . In Sect. 6 we give a base-type characterization of Schnorr triviality. More precisely, we will show the equivalence among the following: (i) Schnorr triviality, (ii) being a base for uniform Schnorr tests, (iii) being a base for uniformly computable martingales.
The main tool is a uniformly-computable-martingale version of the Kucěra-Gács Theorem, the proof of which make use of the lemma in Merkle and Mihailović [19] . It should be noted that Franklin, Stephan and Yu [11] studied a base for Schnorr randomness, which is a notion different from the one considered in our study.
Preliminary
We refer to the books [9, 23] for the notions in algorithmic randomness. By 2 <ω , we denote the set of binary strings. Cantor space 2 ω is the set of infinite binary sequences equipped with the canonical topology. By , we denote the prefix relation. For σ ∈ 2 <ω , we denote by [σ ] . The uniform measure on 2 ω is denoted by μ. We identify a set X ⊆ N with the binary sequence X by n ∈ X ⇐⇒ X(n) = 1 where X(n) is the n-th bit of X.
Schnorr Randomness
The following are basic definitions and results on Schnorr randomness.
A Schnorr test is a sequence {U n } of uniformly c.e. open sets such that μ(U n ) ≤ 2 −n for all n and the measure μ(U n ) is uniformly computable in n. A set X ∈ 2 ω passes a Schnorr test {U n } if x ∈ n U n . A set is called Schnorr random if it passes all Schnorr tests.
A machine is a partial computable function from 2 <ω to 2 <ω . For a machine M, Kolmogorov complexity K of τ ∈ 2 <ω with respect to M is defined by K M (τ ) = min{|σ | : M(σ ) = τ }. A set of strings is prefix-free if, for two disjoint strings in the set, one is not a prefix of the other. A machine is called prefix-free if its domain is prefix-free. A computable measure machine is a prefix-free machine M such that μ( [[dom(M) ]]) = σ ∈dom(M) 2 −|σ | is computable. A set X ∈ 2 ω is Schnorr random iff K M (X n) ≥ n − O(1) for all computable measure machines M [7] .
A machine M is called decidable if dom(M) is computable. An order is an unbounded nondecreasing function from N to N.
Theorem 2.1 (Bienvenu and Merkle [1]) A set X is Schnorr random iff for all decidable prefix-free machines M and all computable orders g, we have K M (X n) ≥ n − g(n) − O(1).
A martingale is a function d :
for all but finitely many n for each computable martingale d and each computable order g.
Uniform Schnorr and Computable Randomness
When relativizing a randomness notion, we need to be careful. One criterion of naturalness of a relativization is whether van Lambalgen's theorem holds or not [5, 20] . Miyabe [20] and Miyabe and Rute [21] showed that van Lambalgen theorem holds for uniform Schnorr randomness. The following definitions and results in this subsection are essentially from Miyabe [20] and Miyabe and Rute [21] although the formulations are slightly different.
Let O be the set of open sets on 2 ω . We refer to [3, 4, 26, 27] for computability from 2 ω to O, from 2 ω to R and so on. , n) ) is computable and μ(f (X, n)) ≤ 2 −n for all X ∈ 2 ω and n ∈ ω. We say that a sequence {U A n } is a Schnorr test uniformly relative to A if U A n = f (A, n) for all n for some uniform Schnorr test f . A set B is called Schnorr random uniformly relative to A if B ∈ n U A n for each Schnorr test {U A n } uniformly relative to A.
Definition 2.2 A uniform Schnorr test is a computable function
As already mentioned in Sect. 1, Miyabe and Rute [21] showed that uniform Schnorr randomness is equivalent to tt-Schnorr randomness studied in [10, 20] .
Uniform Schnorr randomness has characterizations via complexity and martingales.
Definition 2.3 An oracle prefix-free machine M is a uniformly computable measure machine if the function X → μ([[dom(M X )]]) is computable.
A uniformly computable measure machine is called a truth-table reducible measure machine in [20] . 
Theorem 2.4 ([20]) A set B is Schnorr random uniformly relative to
A iff K M A (B n) > n − O(1) for each uniformly computable measure machine M. Definition 2.5 A uniform martingale test is a computable map d : 2 ω × 2 <ω → R + such that d Z = d(Z, ·) is
Lowness Notions for Uniform Schnorr Randomness
Here we review lowness notions for uniform Schnorr randomness. Notice that we modify the terminology according to the change of the name of uniform Schnorr randomness. Definition 2.7 (Downey et al. [7] ) A set A is Schnorr reducible to a set B (denoted by A ≤ Sch B) if for each computable measure machine M there is a computable measure
Definition 2.8 A trace is a sequence {T n } of sets. A trace {T n } is a trace for a total function f if f (n) ∈ T n for all n. We say a trace {T n } traces a function f if {T n } is a trace for f . A set A is computably tt-traceable via a computable order h if all functions f ≤ tt A are traced by an h-bounded computable trace {T n }. We say that a set A is computably tt-traceable if it is computable tt-traceable for some computable order h.
Note that a set is computably tt-traceable iff it is computably tt-traceable for all computable orders. For details, see [25] , [23 
First we see basic properties.
Proposition 3.2
The relation ≤ wdm is reflexive and transitive.
Proof The reflexivity is immediate.
Let A ≤ wdm B and B ≤ wdm C. Let g be a computable order. For a decidable prefixfree machine M and the order g/2 there exists a decidable prefix-free machine
The following is also immediate.
Theorem 3.3 If a set A is Schnorr random and A ≤ wdm B, then B is Schnorr random.
Proof Let M be a decidable prefix-free machine and g be a computable order. Then there exists a decidable prefix-free machine N such that (1) . Since M and g are arbitrary, B is Schnorr random by Theorem 2.1.
We give a characterization of Schnorr triviality via the relation ≤ wdm .
Theorem 3.4 A set A is Schnorr trivial iff
This theorem follows from Theorem 3.5 but we give a direct short proof here.
Proof ("if" direction) Suppose A ≤ wdm ∅. Let h be a computable order. Then there exists a computable order g such that g • h(n) ≤ n/2. Note that g • h is a computable order. Let M be a decidable prefix-free machine such that K M (h(n)) ≤ 2 log n+O (1) for almost all n. Since A ≤ wdm ∅, there exists a decidable prefix-free machine N such that
for almost all n. By Theorem 2.12, A is Schnorr trivial.
("only if" direction) Suppose that A is Schnorr trivial. Then A is computably tttraceable by Theorem 2.10.
We show A ≤ wdm ∅. Let M be a decidable prefix-free machine and g be a computable order. Let L be a decidable prefix-free machine such that K L (n) ≤ 2 log n for almost all n where we identify a natural number n with the string 0 n . Then
Hence there exists a computable trace {T n } such that |T n | ≤ g(n) and f (n) ∈ T n for all n.
Let N be a decidable prefix-free machine such that
for almost all n. Then A ≤ wdm ∅.
Actually, wdm-reducibility is equivalent to Schnorr reducibility. 
Lemma 3.6 For every decidable prefix-free machine M and every computable order g, there exists a computable measure machine N such that
Proof Let M be a decidable prefix-free machine and g be a computable order. We define a KC set S by
Clearly S is a c.e. set. Furthermore
We claim that the weight of the KC set is a computable real. For each n ∈ N, define a uniformly c.e. set S n by
Then S n ↑ S. Since M is decidable and S n is a finite set, the weight of S n is computable for each n.
where the last inequality holds by prefix-freeness of M. It follows that the weight of S is computable. We define another KC set T by
Then T is a c.e. set and the weight of T is
Hence U = S ∪ T is a KC set with a computable weight. Let N be a computable measure machine constructed from U by the KC theorem. For each σ , let τ σ be a string such that
Thus the lemma is proved.
Proposition 3.7 Let A, B be sets. If
Proof Suppose that A ≤ Sch B. Let M be a decidable prefix-free machine M and g be a computable order.
By Lemma 3.6, there exists a computable measure machine M such that
Since A ≤ Sch B, there exists a computable measure machine N such that
Then N is a decidable prefix-free machine and, by (1) and (2), we have
Since M and g are arbitrary, we have A ≤ wdm B.
Lemma 3.8 For every computable measure machine M, there exists a decidable prefix-free machine N and a computable order g such that
Proof We can assume that dom(M) is not a finite set without loss of generality. We further assume that |σ | ≤ 2|τ | + 2 for each σ, τ such that M(τ ) = σ . For each m, we define a set S m by
> 0 for all m by the assumption. Then there exists a strictly increasing function h :
Since M is a computable measure machine, h can be computable. We can further assume that h(0) = 0. Then there exists a computable order g such that
Let C ∈ ω be sufficiently large. We will be more precise later. We define a KC set W as follows: if M(τ ) = σ , then we enumerate the pair |τ | − g(|σ
for sufficiently large C. Let N be the prefix-free machine constructed from W by the KC theorem. We claim that N is decidable. Let m ∈ N. Suppose that M(τ ) = σ and 0 ≤ |τ | − g(|σ |) + C < m. It should be noted that
Then |τ | < 2(m − C). Hence, by enumerating τ such that |τ | < 2(m − C), we can enumerate all ρ such that ρ ∈ dom(N ) and |ρ| < m.
Proposition 3.9 Let A, B be sets. If
Proof Suppose that A ≤ wdm B. Let M be a computable measure machine. By Lemma 3.8, there exists a decidable prefix-free machine M and a computable order g such that
Since A ≤ wdm B, there exists a decidable prefix-free machine N such that
Again, by Lemma 3.6, there exists a computable measure machine N such that
By combining these, we have
Thus the proposition is proved.
Tails of Random Sets
Every tail of a ML-random set is ML-random, and every tail of a non-ML-random set is not ML-random. This property also holds for other appropriate randomness notions such as Schnorr randomness and Kurtz randomness. In this section, we will see some formalizations of this idea to use it in the later section.
Kučera's Characterization and Merkle's Criterion
For ML-randomness, the following two facts should be noted. An open set is called bounded if its measure is strictly less than 1. 
A Schnorr randomness version of Theorem 4.1 has been given in [2] . We say that an open set is a Schnorr set if it is c.e. and its measure is computable. Here, we give a Schnorr randomness version of Merkle's criterion.
Theorem 4.4
The following are equivalent for a set X.
We will prove this later. A Kurtz randomness version of Merkle's criterion will be given in Kihara and Miyabe [14] .
Uniform Relativization
The (usual) relativization of Theorem 4.3 to A gives the equivalence among the following.
(i) X is not Schnorr random relative to A.
(ii) There is a bounded A-c.e. open set U such that μ(U ) is computable from A and all tails of X belong to U .
is computable from A.
In contrast, the uniform relativization of Theorem 4.3 to A gives the following. We say that a computable function g : 
Proposition 4.5 Let
We introduce a notion that will be useful to understand the proof. A test is a nonincreasing sequence {U n } of open sets such that n U n has measure 0.
Definition 4.6 Let
A test {U n } is closed under the shift operator if the induced null set n U n is closed under the shift operator.
Clearly, every universal ML-test {U n } is closed under the shift operator. Although there does not exist a universal Schnorr test, there exists a Schnorr test that is closed under the shift operator.
Lemma 4.7 Each Schnorr test is covered by a Schnorr test that is closed under the shift operator. Furthermore, for each uniform Schnorr test f , there is a uniform Schnorr test g such that n f (Z, n) ⊆ n g(Z, n) and n g(Z, n) is closed under the shift operator for each Z.
Proof For a subset U of 2 ≥k , let
Let f be a uniform Schnorr test. Let F (Z, n) be a uniformly c.e. prefix-free subset of
We show that μ(g(Z, n)) is uniformly computable. Since μ(f (Z, n)) is uniformly computable, the measure of [[
Then, g is a uniform Schnorr test.
Since
Suppose that X ∈ n g(Z, n). Then, for each n ∈ ω, there are k n , l n ∈ ω such that
n). Hence, S(X) ∈ n g(Z, n).
Proof of Theorem 4.5 (i)⇒(ii). Suppose that X ∈ n f (A, n) for a uniform Schnorr test f . Then, there is a uniform Schnorr test g such that n f (A, n) ⊆ n g(A, n) and n g(A, n) is closed under the shift operator. Consider the function h : 2 ω → O defined by h(X) = g(X, 1). Then, h is a strictly bounded and uniformly Schnorr function. Since n g(A, n) is closed under the shift operator and
whence S k (X) ∈ h(A). In other words, all tails of X belong to h(A).
(ii)⇒(iii). Let g be a strictly bounded and uniformly Schnorr function such that all tails of X belong to g(A). Then, there exists a c.e. function h from 2 ω to subsets of 2 <ω such that h(Z) is prefix-free and
( (ii)⇒(i). We show that (ii) implies (iii) of Theorem 4.3. Suppose that there is a computable measure machine M such that X = x 0 x 1 · · · , for a sequence {x n } of strings such that K M (x n ) ≤ |x n | − 1 for all n. Let S = {σ : K M (σ ) ≤ |σ | − 1}. Then, S is a prefix-free c.e. set. Since M is prefix-free, we have μ
iii)⇒(i). By replacing h(Z) with (h(Z)) k for some k ∈ ω, we can assume that μ([[h(Z)]]) ≤ 1/2 for each
Z ∈ 2 ω . Let f (Z, n) = [[(h(Z)) n ]]. Then, f is a uniform Schnorr test and X ∈ n f (A, n) = n [[(h(A)) n ]] = (h(A)) ω .
Proof of Theorem 4.4 (i)⇒(ii). Suppose that

([[S]]) < 1. Since M is a computable measure machine, μ([[S]]) is computable.
Preorderings Related to Uniform Schnorr Randomness
In this section, we study the analogue of the LR-reducibility for Schnorr randomness and show that this reducibility can similarly stated either in an LR form or an LK form.
First recall the following definitions and facts. The reducibility A ≤ LK B is defined by
The reducibility A ≤ LR B is defined by that every Martin-Löf random set relative to B is Martin-Löf random relative to A. Recall that a set is called low for K if A ≤ LK ∅, and that a set is called low for Martin-Löf randomness if A ≤ LR ∅, and these notions are equivalent. Kjos-Hanssen et al. [15] strengthened this equivalence to the equivalence between two reducibility of ≤ LR and ≤ LK . By the results in Franklin and Stephan [10] and Miyabe [20] , lowness for uniformly computable measure machines and lowness for uniform Schnorr randomness are equivalent. In the following we will strengthen this equivalence to the equivalence between reducibilities. 
(iv) Each strictly bounded and uniformly Schnorr function g : 2 ω → O, there is a strictly bounded and uniformly Schnorr function h : 2 ω → O such that g(A) ⊆ h(B). (v) For every computable function
We use A ≤ LUS B to mean that one of the above statements holds (and thus all statements above hold). Here, LUS means "low for uniform Schnorr randomness". By (i), the relation ≤ LUS is reflexive and transitive.
We show the equivalence among these by showing
Proof of (iii)⇒(ii) Let f be a uniform Schnorr test. Then there exists a uniformly computable measure machine M such that
By the hypothesis of (iii), there exists a uniformly computable measure machine N such that
Then there exists a uniform Schnorr test f such that
Thus the Schnorr null set n f (A, n) uniformly relative to A is covered by the Schnorr null set n f (B, n) uniformly relative to B. Since f is arbitrary, (iii) implies (ii).
Proof of (ii)⇒(i) Suppose that X is not Schnorr random uniformly relative to A.
Then X is covered by a Schnorr test uniformly relative to A, which is covered by a Schnorr test uniformly relative to B by the hypothesis of (ii). Then X is not Schnorr random uniformly relative to B.
Our remaining proofs mostly follow the argument in [2] .
Proof of (i)⇒(iv)
We use the following lemma to show the implication. Recall that a test is a nonincreasing sequence {U n } of open sets such that n U n has measure 0. For U ⊆ 2 ω and σ ∈ 2 <ω , we set 
For all U ∈ C, and σ ∈ 2 <ω , if μ(U |σ ) < 1, then for all e ∈ N, there exists n e ∈ N and V ∈ C such that (U ∪ T e n e ) ⊆ V and μ(V |σ ) < 1. The following proof is almost identical to the unrelativized one.
Proof (P1) Let U = g(A) for a strictly bounded and uniformly Schnorr function g and σ ∈ 2 <ω be a string such that μ(U |σ ) < 1. Pick up q ∈ Q such that μ(U |σ ) < q < 1. Let h(X) be (g(X)|σ ) enumerated as long as its measure is less than or equal to q. Then h is a strictly bounded function. Since X → μ(g(X)) is computable, so is
(P3) Let U = g(A) for a strictly bounded and uniformly Schnorr function g. For each e and n, there exists a strictly bounded and uniformly Schnorr function h e n such that U ∪ T e n = h e n (A). If μ(U |σ ) < 1, then μ(h e n (A)|σ ) < 1 for a sufficiently large n. (P2) Let U = g(A) for a strictly bounded and uniformly Schnorr function g and let k be large enough that μ(g(X)) < 1 − 2 −k for each X ∈ 2 ω . We define a computable function h from 2 ω to a computable set of strings such that
] is a strictly bounded and uniformly Schnorr function.
The algorithm of h is as follows. For every σ ∈ 2 <ω , look for a stage s such that
It is clear that h(X) is computable. If μ(g(X)|σ ) = 1, then it must be the case that
which contradicts the choice of s.
It remains to show that h is a strictly bounded and uniformly Schnorr function. By adding σ to h(X), we are increasing the measure of
This implies that μ([[h(X)]]) < μ(g(X)
) + 2 −k < 1 for each X, so h is a strictly bounded function. Similarly, for every m,
Proof of (i)⇒(iv) of Theorem 5.1 Suppose that there exists a strictly bounded and uniformly Schnorr function g : 
Proof of (iv)⇒(v)
We use the same techniques as the proof of Proposition 5.1 in the revised version of [2] in arXiv.
Proof of ( 
Without loss of generality, we can assume that
This can be reformulated as
Since f (X, n) tends to 0, X → n log(1 − f (X, n)) is computable. Thus, h is a strictly bounded and uniformly Schnorr function. By hypothesis (iv), there is a strictly bounded and uniformly Schnorr function k :
Let δ > 0 be such that sup X∈2 ω μ(k(X)) < 1 − δ. For all n ∈ ω, let k(X, n) be the approximation of k(X) with precision 2 −n−c where c ∈ ω to be specified shortly. That is, k(X, n) is a clopen set for which an exact index can be uniformly computed from X and n, and μ(k(X) \ k(X, n)) < 2 −n−c . Now define the function g :
Now it suffices to show that the function X → n g(X, n) is computable. Let m be a fixed integer. Since k(X, m) is a clopen set, one can effectively find an integer N = N(m) such that k(X, m) is independent from {B n,g(n) : n ≥ N}. By this independence, we have
On the other hand, we have
By combining (3) and (4) and the fact that
We assume that 2 −c+1 < δ and N ≥ m. Then
(By considering the case that m = 0 and N = 0, we have 1 − n (1 − g(X, n)) < 1, which implies n g(X, n) is finite.) Composing with − log on both sides, we obtain
Hence n g(X, n) is computable from X.
Proof of (v)⇒(iii)
We follow the proof of Proposition 27 in [2] .
Proof of (iv)⇒(iii) of Theorem 5.1 Let M be a uniformly computable measure machine. The goal is to show the existence of a uniformly computable measure machine
Then f is lower semicomputable. Since the function X → σ ∈dom(M X ) 2 −|σ | is computable, the function X → σ ∈2 <ω f (X, σ ) is computable. By the assumption of (iv), there is a computable function g :
Thus, L is a KC-set. Apply the KC theorem to construct a oracle prefix-free machine N whose domain is a prefix-free set
Base for Uniform Schnorr Tests
We say that a set A is a base for ML-randomness if A ≤ T X for some set X that is ML-random relative to A. It is known that being a base for ML-randomness is equivalent to K-triviality. Then we would like to have a base-type characterization of Schnorr triviality. One candidate is like this: a set A such that A ≤ tt X for some set X that is uniform Schnorr random relative to A. However this notion is not equivalent to Schnorr triviality. Actually Franklin and Stephan [10] showed that there exists a Schnorr trivial set that is not truth-table reducible to any Schnorr random set.
It should be noted that the following notions are equivalent:
(i) Schnorr triviality (Definition 2.7), (ii) computable tt-traceability (Definition 2.8), (iii) non-totally i.o. complexity (Definition 2.11).
Notice that all of them have the following form: a set A is Schnorr trivial iff for any computable object, there exists another computable object such that A is in some object. Then we define a base for uniform Schnorr tests in a similar manner and show the equivalence to Schnorr triviality. Notice that a set A is a base for ML-randomness if and only if A ≤ T X for some set X such that sup n d(X n) < ∞ for each A-c.e. martingale d if and only if, for each A-c.e. martingale d, there is a set X such that A ≤ T X and sup n d(X n) < ∞. Here, this equivalence follows from the universality. In the following we give an analogue of the latter statement. Definition 6.1 Let d be a computable martingale uniformly relative to A. A set X is computably random uniformly relative to Then we show that being a base for uniform Schnorr tests is equivalent to Schnorr triviality. Further we show that being a base for uniformly computable martingales is also equivalent.
Theorem 6.4 The following are equivalent for a set A: (i) A is Schnorr trivial, (ii) A is a base for uniformly computable martingales, (iii) A is a base for uniform Schnorr tests.
First note that (ii)⇒(iii) is immediate. We prove the remaining implications by showing Lemmas 6.5 and 6.6.
Lemma 6.5 If a set is a base for uniform Schnorr tests, then it is Schnorr trivial.
Franklin and Stephan [10] Hence, if A is not Schnorr trivial, then A is not a base for uniform Schnorr tests.
Lemma 6.6 If a set is Schnorr trivial, then it is a base for uniformly computable martingales.
For the proof, we use the Space Lemma. Proof of Lemma 6.6 Let A be a Schnorr trivial set and d be a uniform martingale test. We assume that d is Q 2 -valued without loss of generality. We will construct a set B such that A ≤ tt B and B is computably random uniformly relative to A for d A .
Let r 1 > r 2 > · · · > 1 be a computable sequence of rationals such that, letting β i = j ≤i r i , the sequence {β i } converges to some value β. Let l s = l(r s , s) be as in the Space Lemma andl s = s i=1 l i . Let u be the use function of d A . Then n → max{u(σ ) | σ ∈ 2 n } is dominated by a computable function r(n). We assume u(n) ≤ r(n) for all n. Since A is computably tt-traceable, there exists a trace {T n } such that |T n | ≤ n and A r(l n ) ∈ T n for all n. We further assume that any two elements in T n are distinct.
We 
