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Abstract: Sure Independence Screening is a fast procedure for variable selection in
ultra-high dimensional regression analysis. Unfortunately, its performance greatly dete-
riorates with increasing dependence among the predictors. To solve this issue, Factor
Profiled Sure Independence Screening (FPSIS) models the correlation structure of the
predictor variables, assuming that it can be represented by a few latent factors. The
correlations can then be profiled out by projecting the data onto the orthogonal comple-
ment of the subspace spanned by these factors. However, neither of these methods can
handle the presence of outliers in the data. Therefore, we propose a robust screening
method which uses a least trimmed squares method to estimate the latent factors and
the factor profiled variables. Variable screening is then performed on factor profiled
variables by using regression MM-estimators. Different types of outliers in this model
and their roles in variable screening are studied. Both simulation studies and a real data
analysis show that the proposed robust procedure has good performance on clean data
and outperforms the two nonrobust methods on contaminated data.
Keywords: Variable Screening; Factor Profiling; Least Trimmed Squares; Robust Re-
gression.
1 Introduction
Advances in many areas, such as genomics, signal processing, image analysis and finance,
call for new approaches to handle high dimensional data problems. Consider the multiple
linear regression model:
y = Xθ + ε, (1)
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Robust variable screening using factor profiling
where X = (X1, . . . ,Xp) ∈ Rn×p is the design matrix that collects n independently
and identically distributed (IID) observations xi ∈ Rp (i = 1, . . . , n) as its rows, y ∈ Rn
collects the n responses and ε ∈ Rn is the noise term. The model is called ultra-
high dimensional if the number of variables p grows exponentially with the number of
observations n (p  n). In (ultra-)high dimensional settings it is common to assume
that only very few predictors contribute to the response. In other words, the coefficient
vector θ is assumed to be sparse, meaning that most of its elements are equal to zero.
A major goal is then to identify all the important variables that actually contribute to
the response.
Variable selection plays an essential role in modern statistics. Widely used classical
variable selection techniques are based on the Akaike [2, 3] and Bayesian information
criteria [36]. However, they are unsuitable for high dimensional data due to their high
computational cost. Penalized least squares (PLS) methods have gained a lot of popular-
ity in the past decades, such as nonnegative garrote [9, 49], the least absolute shrinkage
and selection operator (Lasso) [39, 50], adaptive Lasso [51], bridge regression [18, 19],
elastic net [52] and smoothly clipped absolute deviation (SCAD) [15, 44] among others.
Many of these methods are variable selection consistent under the condition that the
sample size n is larger than the dimension p. Although it has been proven that lasso-
type estimators can also select variables consistently for ultra-high dimensional data, this
was studied under the irrepresentable condition on the design matrix [50, 49]. As pointed
out in [50], correct model selection for Lasso cannot be reached in ultra-high dimensions
for all error distributions, e.g. when higher moments of the error distribution do not
exist. Moreover, all these techniques have super-linear (in p) computational complexity
which makes them computationally prohibitive in ultra-high dimensional settings [1].
Sure Independence Screening (SIS) is a very fast variable selection technique for ultra-
high dimensional data [16]. SIS has the sure screening property which means that under
certain assumptions all the important variables can be selected with probability tending
to 1. The basic idea is to apply univariate least squares regression for each predictor
variable separately, to measure its marginal contribution to the response variable. Define
MF = {1, . . . , p} as the full model, MT = {j : θj 6= 0} as the true model, and Mq∗ =
{j1, . . . , jq∗} ⊂ MF as a candidate model of size |M| = q∗. Denote by θˆj the jth simple
regression coefficient estimate, i.e.
θˆj = (X
T
j Xj)
−1XTj y.
SIS then selects a model of size q as
Mq = {1 6 j 6 p : |θˆj | is among the first q largest of all}.
The model size q usually is of order O(n). When the variables are standardized compo-
nentwise, the regression coefficient estimate θˆj equals the marginal correlation between
Xj and y. Hence, SIS is also called correlation screening. SIS can reduce the dimen-
sionality from a large scale (e.g. O(exp (nξ)) with 0 < ξ < 1) to a moderate scale (e.g.
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O(n)) while retaining all the important variables with high probability, which is called
the sure screening property. Applying variable selection or penalized regression on this
reduced set of variables rather than the original set then largely improves the variable
selection results.
To guarantee the sure screening property for a reduced model of moderate size, SIS
assumes that the predictors are independent, which is a strong assumption in high di-
mensional settings. In case of correlation among the predictors the number of variables
that is falsely selected by SIS can increase dramatically. As shown in Cho and Fryzlewicz
[13], in this case the estimate θˆj can be written as θj plus a bias term
θˆj = X
T
j y = X
T
j
(
p∑
k=1
θkXk + ε
)
= θj +
∑
k∈MT \{j}
θkX
T
j Xk +X
T
j ε︸ ︷︷ ︸
bias
. (2)
Hence, the higher the correlation of Xj with other important predictors, the larger the
bias of θˆj . Moreover, correlation between Xj and the error ε introduces bias on θˆj as
well. Even when the predictors are IID Gaussian variables, so-called spurious correlations
can be non-ignorable in high dimensional settings [16]. To handle correlated predictors,
several methods have been developed, such as Iterative SIS [16], Tilted Correlation
Screening (TCS) [13], Factor Profiled Sure Screening (FPSIS) [42], Conditional SIS [7],
and High Dimensional Ordinary Least Squares Projection (HOLP) [46]. A common
feature shared by these methods is that they try to remove the correlation among the
predictors before estimating their marginal contribution to the response.
Although the aforementioned methods work well on clean data, none of these meth-
ods can resist the adverse influence of potential outliers. On the other hand, robust
regression estimators, such as M-estimators [20], S-estimators [34], MM-estimators [48]
and the LTS-estimator [32] cannot be applied when p > n. To handle contamination
in high dimensional regression problems, penalized robust estimators such as penalized
M-estimators [40, 25], penalized S-estimators [28], penalized MM-estimators [28, 38],
LAD-Lasso [43], LTS-lasso [4], the enet-LTS estimator [24], and the Penalized Elastic
Net S-Estimator (PENSE) [14] have been proposed, as well as a robustified LARS al-
gorithm [23]. Similarly as their classical counterparts, these methods cannot handle
ultra-high dimensional problems.
To deal with ultra-high dimensional regression problem with outliers, more robust vari-
able screening methods have been developed. Robust rank correlation screening (RRCS) [26]
replaces the classical correlation measure with Kendall’s τ estimator in SIS. In [29] A
trimmed SIS-SCAD, called TSIS-SCAD, has been proposed which replaces the max-
imum likelihood and the penalized maximum likelihood estimator in SIS-SCAD with
their trimmed versions. An iterative algorithm which combines SIS and the C-step for
LTS regression estimator [33] has been developed in [45]. Although iterative versions
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of RRCS and TSIS-SCAD have been introduced for the case of correlated predictors,
similarly to iterated SIS they may fail when a considerable proportion of the predictors
are correlated.
In this paper, we propose a fast robust procedure for ultra-high dimensional regression
analysis based on FPSIS, called Robust Factor Profiled Sure Independence Screening
(RFPSIS). FPSIS can be seen as a combination of factor profiling and SIS. It assumes
that the predictors can be represented by a few latent factors. If these factors can be
obtained accurately, then the correlations among the predictors can be profiled out by
projecting all the variables onto the orthogonal complement of the subspace spanned
by the latent factors. Performing SIS on the profiled variables rather than the origi-
nal variables then improves the screening results. FPSIS possesses the sure screening
property and even variable selection consistency [42]. However, the method can break
down with even a small amount of contamination in the data. Different types of outliers
can be defined based on the factor model and regression model. To avoid the impact
of potential outliers on the factor model, RFPSIS estimates the latent factors using
a Least Trimmed Squares method proposed in [27]. Based on the robustly estimated
low-dimensional factor space we identify vertical outliers and four types of potential
leverage points in the multiple regression model, and examine their roles in the marginal
factor profiled regressions. After removing bad leverage points, the marginal regression
coefficients are estimated using a 95% efficient MM-estimator. Finally, a modified BIC
criterion is used to determine the final model.
The rest of this paper is organized as follows. In Section 2, we first review the factor pro-
filing procedure and the LTS method to estimate the factor space. We study the effect
of different types of outliers on the models and introduce the Robust FPSIS method.
We then compare SIS, FPSIS and RFPSIS by simulation. We consider several modified
BIC criteria for final model selection in Section 3 and compare their performance. Sec-
tion 4 provides a real ultra-high dimensional dataset analysis while Section 5 contains
conclusions.
2 Robust FPSIS
2.1 Factor profiling
FPSIS aims to construct decorrelated predictors. It assumes that the correlation struc-
ture of the predictors can be represented by a few latent factors. We now summarize
the model proposed in [42]. The factor model for the predictors is given by
X = ZBT + X˜, (3)
4
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under the constraint ZTZ = Id, where Z ∈ Rn×d collects the d-dimensional latent
factor scores as its rows, B ∈ Rp×d is the factor loading matrix which specifies the
linear combinations of the factors involved in each of the predictors Xj . Finally, X˜ =
(X˜1, . . . , X˜p) ∈ Rn×p contains the information inX which is missed by Z. It is assumed
that E(y) = E(Xj) = E(X˜j) = 0 and var(y) = var(Xj) = 1 > σ˜2j = var(X˜j).
Moreover, it is assumed that cov(X˜) is a diagonal matrix, so cov(X˜j1 , X˜j2) = 0 for
j1 6= j2 ∈ {1, . . . , p}. The error term is allowed to be correlated with the predictors, but
only through the latent factors. It is modeled by
ε = Zα+ ε˜, (4)
where α ∈ Rd is a d-dimensional vector and ε˜ is independent of both Z and X˜. The
two factor models (3) and (4) allow us to profile out the correlations introduced by the
latent factors, both among the predictors and with the error term. The resulting X˜j ’s
and ε˜ are called profiled predictors and error variable, respectively.
By writing γ = BTθ + α ∈ Rd, one can define the profiled response variable as y˜ =
y −ZTγ. Using equations (3)-(4), the regression model (1) can then be modified to
y˜ = y −Zγ = X˜θ + ε˜, (5)
which has uncorrelated predictors and error term.
2.2 Robustly fitting the factor model
To estimate the latent factors Z, in [42] the least squares type objective function
O(Z,B) = ‖X −ZBT‖2E , (6)
is minimized under the constraint ZTZ = Id, where ‖ · ‖E denotes the Euclidean norm.
Let Ẑ and B̂ denote minimizers of (6). Then X can be approximated by X̂ = ẐB̂
T
which is a low-dimensional approximation of X in a d-dimensional subspace. The opti-
mal solution to (6) is not unique, but one solution is given by Ẑ = (Uˆ1, . . . , Uˆd)
T ∈ Rn×d,
where Uˆj is the jth leading eigenvector of the matrix XX
T [see 42].
Note that minimization of objective function (6) is closely related to dimension reduction
by principal component analysis. Indeed, the d first principal components of the centered
matrix X are obtained by minimizing
O(T ,V ) = ‖X − TV T‖2E , (7)
under the constraint V TV = Id, where V ∈ Rp×d contains the PC loadings as its
columns and T ∈ Rn×d is the corresponding PC score matrix. Clearly, the objective
5
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functions in (6) and (7) are the same, but this objective function is optimized under
different constraints in both cases. The constraint ZTZ = Id for (6) yields uncorrelated
latent factors while for (7) the constraint V TV = Id yields uncorrelated principal com-
ponents. Both solutions can immediately be derived from a singular value decomposition
of the matrix X and yield the same approximation X̂ of X.
It is well-known that LS-estimation is very sensitive to outliers. Observations that lie
far away from the true subspace may pull the estimated subspace toward them if least
squares is applied. Using the notation rij = xij − xˆij , the objective function (6) can be
written as
O(Z,B) =
n∑
i=1
(‖ri‖2E), (8)
with ri = (ri1, . . . , rip)
T. To downweight the influence of potential outliers, the LS
objective function in (8) can be replaced by a Least Trimmed Squares (LTS) objective
function [27]. The LTS objective function is the sum of squared residuals over the
observations with the h smallest residuals ‖ri‖E . That is,
O(Z,B,µ) =
h∑
i=1
(‖ri‖2E)i:n =
h∑
i=1
(‖xi −Bzi − µ‖2E)i:n, (9)
with [(n − d + 2)/2] 6 h < n, where zi is the ith row of Z, µ is a robust location
estimator, and (·)i:n means the ith smallest value of an ordered sequence. To obtain
the latent factors, we first minimize (9) without constraint and then orthogonalize Ẑ
afterwards.
To solve (9), we use a computationally efficient algorithm that has been developed re-
cently, see [10, 11]. A brief summary of this LTS algorithm can be found in the Supple-
mental Material. Similarly as in [21], to further speed up the procedure we use singular
value decomposition to represent the data matrix X in the subspace spanned by the n
observations before estimating the factor subspace using the LTS algorithm. We thus
first reduce the data space X to the affine subspace of dimension r = rank(X − 1nx¯T)
where x¯ is the columnwise mean of X. Denote the new matrix as X∗ ∈ Rn×r. By
applying the LTS algorithm on X∗, we obtain estimates (Ẑ
∗
, B̂
∗
, µˆ∗), with Ẑ
∗ ∈ Rn×d,
B̂
∗ ∈ Rr×d and µˆ∗ ∈ Rr. The final solution is given by (Ẑ∗,PB̂∗,Pµˆ∗ + x¯), where
P ∈ Rp×r is the projection matrix from the initial singular value decomposition. To
simplify the notation, we write the final output of the LTS algorithm as (Ẑ, B̂, µˆ).
To refine the estimation of the factor model, we apply two reweighting steps to the initial
solution obtained by the LTS algorithm. The first step improves the estimation of the
low dimensional subspace spanned by the latent factors and the second step increases
the accuracy of the robust location estimate µˆ. For these reweighting steps, we need to
identify outliers in the data with respect to the assumed factor model (3). Therefore,
following Hubert et al. [21] we first introduce two distances of an observation with respect
6
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to a given subspace. The orthogonal distance (OD) of an observation xi measures the
distance of that observation to the subspace. It is thus given by ODi = ‖ri‖E . On
the other hand, the score distance (SD) of an observation xi measures the distance
between its approximation x̂i in the subspace to the center of the subspace and is given
by SDi = ‖zi‖E .
Based on the orthogonal distance we can identify OC outliers which are observations that
lie far from the subspace and thus are outlying in the orthogonal complement (OC) of
the subspace, i.e. the OC subspace [37]. Based on the score distance within the subspace
we can identify score outliers, also called PC outliers in [37], which are observations that
lie far from the center within the subspace. Following [21] we call a score outlier a good
leverage point if it is outlying within the subspace, but does not lie far from the subspace.
A score outlier is called a bad leverage point if it is not only outlying within the subspace,
but at the same time is an OC outlier. The plots in Figure 1 show examples of PC and
OC outliers in case of bivariate data and a one-dimensional subspace.
(a) PC outlier (b) OC outlier
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normal data
PC outlier
PC subspace
OC subspace
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o
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o
normal data
OC outlier
PC subspace
OC subspace
Figure 1: PC outliers and OC outliers: (a) Normal data (•) and PC outliers (+); (b) Normal
data (•) and OC outliers (o).
Reweighted subspace estimation. The n− h observations with the largest squared
residuals are excluded in the least trimmed squares objective function (9). Smaller val-
ues of h yield more robustness, but also a lower efficiency because many observations
are excluded. To increase the statistical efficiency, we identify the OC outliers, and
re-estimate the factor subspace by applying least squares on the subset of observations
that is obtained by removing the OC outliers. Unfortunately, the distribution of the
orthogonal distances for the regular data is generally not known, so it is not straightfor-
ward to define a cutoff value to identify OC outliers. To overcome this issue we use a
robust version of the Yeo-Johnson transformation [47], proposed in [41]. The orthogonal
distances are first standardized robustly by using their median and Qn scale estimate,
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that is
di =
‖ri‖E −med(‖ri‖E)
Qn(‖ri‖E) .
Then, we apply the Yeo-Johnson transformation
ψ(λ, d) =
{
((d+ 1)λ − 1)/λ if λ 6= 0 and d > 0
log(d+ 1) if λ = 0 and d > 0
−((−d+ 1)2−λ − 1)/(2− λ) if λ 6= 2 and d < 0
− log(−d+ 1) if λ = 2 and d < 0
(10)
to the standardized orthogonal distances di for a grid of λ values. The optimal value of
λ is selected by maximizing the trimmed likelihood
LTrim(λ) =
h∑
i=1
l(λ; di)i:n, (11)
where l(λ; di) measures the contribution of the ith observation to the likelihood, given
by
l(λ; di) = −1
2
log(2pi)− log(σˆλ)− 1
2σˆ2λ
(ψ(λ, di)− µˆλ)2+(λ−1)sign(di) log(|di|+1), (12)
where µˆλ and σˆλ are the median and Qn estimates of the transformed observations
ψ(λ, di) (i = 1, . . . , n), respectively. Here, we use the same value of h as in the LTS
estimation of the factor space. The optimal value of λ is searched over the grid [0, 1]
with step size 0.02. λ values exceeding 1 are not considered to avoid a swamping effect
when the chosen contamination level (through h) in the LTS algorithm is much larger
than the actual level in the data. Finally, observations whose transformed orthogonal
distance ψ(λopt, di) exceeds the cutoff Φ
−1(0.975) are flagged as OC outliers. After re-
estimating the factor subspace, we update the orthogonal distance of each observation
and flag the OC outliers.
Reweighting within the subspace. The LTS method is designed to downweight the
adverse influence of OC outliers when estimating the low-dimensional subspace. How-
ever, there may be score outliers as well. These outliers do not influence the estimation
of the subspace, but they affect the factor scores and the estimate of the subspace cen-
ter. Therefore, we re-estimate the location and scatter of the scores and update the
estimates of µ and Z accordingly. Similarly as in [21], we first estimate the location
and scatter of the scores zˆi using the reweighted MCD estimator [32] and calculate the
corresponding robust distances RDi of the observations zˆi, that is the Mahalanobis dis-
tances of the scores zˆi with respect to these reweighted MCD estimates. The reweighted
estimate of the center of the scores then becomes µˆz =
∑n
i=1 w˜izˆi/
∑n
i=1 w˜i, where
w˜i = I(RDi 6 cSD and ODi 6 cOD) with cRD =
√
χ2d;0.975, and I(·) denotes the indicator
8
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function. Similarly, the scatter estimate Σˆz of the scores is given by the covariance
matrix of the scores with weight w˜i = 1. Note that to minimize the bias due to outlying
observations, both the PC and OC outliers are downweighted when re-estimating the lo-
cation and scatter of the scores. Finally, we update the location estimate in the original
space and the score matrix, i.e. µˆ← µˆ+Bˆµˆz, Zˆ ← (Zˆ−1dµˆTz )Σˆ
−1/2
z and Bˆ = BˆΣˆ
1/2
z .
Then, we recompute the score distance for each observation i by SDi = ‖ẑi‖E , and flag
it as a score outlier if SDi > cSD.
Estimating d. In practice, the dimension d of the factor subspace is unknown. To
estimate the dimension d, we use the criterion in [6] which determines the number of
factors by minimizing
PC(d) = n˜−1d p
−1tr{(X − 1n˜dµˆTd − ẐdB̂
T
d )
TW d(X − 1n˜dµˆTd − ẐdB̂
T
d )} (13)
+ n˜−1d p
−1tr((X − 1n˜dµˆTd )TW d(X − 1n˜dµˆTd )){d(
n˜d + p
n˜dp
) log(
n˜dp
n˜d + p
)},
with respect to d. Here, µˆd, Ẑd and B̂d are the estimates obtained by the procedure
outlined above when the number of factors is fixed at d. W d is a diagonal matrix with
on the diagonal the weights wdi = I(OD
d
i 6 cOD and SDdi 6 cSD) where ODdi and SDdi are
computed with µˆd, Ẑd and B̂d. Finally, n˜d =
∑n
i=1w
d
i . To control the computation time
we fix dmax, the maximal number of factors. The estimated dimension of the subspace
is then given by dˆ = arg min16d6dmax PC(d) which yields the final estimates µˆdˆ, Ẑ dˆ and
B̂dˆ. To simplify notation we will drop the subscript dˆ in the remainder of the paper.
2.3 Robust Variable Screening
In FPSIS, the profiled variables are obtained by projecting the original variables onto the
orthogonal complement of the subspace spanned by the latent factors. However, each
profiled observation is then a linear combination of all the original observations. If there
are outliers in the data, this implies that all the profiled observations would become
contaminated which would make them useless. To avoid this, we instead calculate the
profiled variables directly by using (3)-(4). The profiled predictors are obtained as
̂˜
X = X − 1nµˆT − Ẑ B̂T. (14)
To obtain the profiled response variable, we robustly regress y on Ẑ. We use the 95%
efficient MM-estimator [48] with bisquare loss function for this purpose. The resulting
slope estimates are denoted by γˆ while the estimated intercept is denoted by µˆy since
it provides a robust estimate of the center of y. The corresponding profiled response is
given by ̂˜y = y − µˆy1n − ẐTγˆ. (15)
9
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Variable screening is conducted on the profiled variables by using marginal regression
models. Before applying variable screening, we first investigate which types of outliers
can occur in the data with respect to the different regression and factor models. As
discussed in Section 2.2, in the factor model for the predictors, we may have two types
of outliers: OC outliers and PC outliers. Since PC outliers are only outlying in Ẑ rather
than X̂, by profiling out the effect of Ẑ they become non-outlying observations in X̂.
However, OC outliers are outlying with respect to the low-dimensional subspace, it is
unable to remove their outlyingness by factor profiling. Therefore, these observations
remain outliers in the profiled predictor matrix X̂.
For the multiple regression model (1) based on the original variables, there can be vertical
outliers, good leverage points, and bad leverage points. Vertical outliers are only outlying
in the response variable y. Good leverage points are outlying in the predictor space X,
but do follow the regression model, while bad leverage points are not only outlying in
X but also have responses that deviate from the regression model of the majority.
By combining the types of outliers that can occur in the multiple linear regression model
(LM) and the factor model for the predictors, we can have the following 5 types of
outliers:
1. LMV: vertical outlier in the multiple regression;
2. PC+LMG: good leverage point due to PC outlier in the predictors;
3. PC+LMB: bad leverage point due to PC outlier in the predictors;
4. OC+LMG: good leverage point due to OC outlier in the predictors;
5. OC+LMB: bad leverage point due to OC outlier in the predictors.
Each outlier type may affect the multiple regression model for the profiled variables as
well as the corresponding marginal regression models. To illustrate the effect of the
different types of leverage points on these regression models, we consider a regression
example with only 2 predictors and 1 factor. A set of clean observations (Xclean, yclean)
is generated according toXclean = zB
T+X˜ and yclean = Xcleanβ+ε, where β = (2, 1)
T,
z ∼ N(0, 1), X˜ ∼ N2(0, I2) B = (1/
√
2, 1/
√
2)T, and ε ∼ N(0, 1). For the factor model
we generate PC outliers by XPC = zPCB
T + X˜ with zPC ∼ N(10, 1) and OC outliers
by XOC = zOCB
T
OC + X˜ with zOC ∼ N(10, 1) and BOC = (−1/
√
2, 1/
√
2)T.
Observations according to the 4 types of leverage points are then obtained as follows.
1. PC+LMG: (XPC,yPC+LMG) where yPC+LMG = XPCβ + ε ;
2. PC+LMB: (XPC,yPC+LMB), where yPC+LMB ∼ N(50, 1);
3. OC+LMG: (XOC,yOC+LMG), where yOC+LMG = XOCβ + ε;
4. OC+LMB: (XOC,yOC+LMB), where yOC+LMB ∼ N(50, 1);
For a generated dataset (X,y) withX = (X1,X2) we can obtain z by (X−X˜)B in this
case because B is known and there are only two predictors. It follows that the profiled
10
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predictors and response are given by: X̂ = (X̂1, X̂2) = X − zˆBT and yˆ = y − zˆBTβ.
The scatter plots of the original variables (X1,X2) and (X,y), the profiled variables
(X̂, yˆ) as well as (X̂1, yˆ) and (X̂2, yˆ) are shown in the five rows of Figure 2. The
four columns in Figure 2 correspond to the cases PC+LMG, PC+LMB, OC+LMG and
OC+LMB leverage points, respectively.
Since PC outliers become regular observations after factor profiling, i.e. they are non-
outlying in the factor profiled predictors, PC+LMG leverage points become regular
observations in the multiple regression model (5) based on the factor profiled variables,
as can be seen in panel a3 of Figure 2; while PC+LMB leverage points become vertical
outliers in this model (see Figure 2, b3). On the other hand, OC outliers remain outlying
in the factor profiled predictors. Hence, OC+LMG leverage points remain good leverage
points (see Figure 2, c3); while OC+LMB leverage points remain bad leverage points
(see Figure 2, d3) in the multiple regression model with factor profiled variables. Let
us now look at the marginal regression models based on the profiled variables. The
PC+LMG leverage points became regular observations in the multiple model and thus
remain regular observations for the marginal models (see Figure 2, a4 and a5). Similarly,
the PC+LMB leverage points remain vertical outliers in the marginal models (see Figure
2, b4 and a5). On the other hand, while the OC+LMG leverage points remain good
leverage points for the multiple model (5), they in general become bad leverage points
in the marginal models (see Figure 2, c4 and c5). Finally, the OC+LMB leverage points
remain bad leverage points in the marginal models as well (see Figure 2, d4 and d5).
To avoid the adverse effect of outliers, our procedure downweights all types of leverage
points in an initial variable screening step. Since outlying scores will affect the estimates
of the profiled response variable, we first estimate the profiled response variables based
on the observations with non-outlying predictors. Then, we check whether a PC outlier
is outlying in the profiled response as well or not, i.e. whether it is a good or a bad
leverage point in the regression models. The PC+LMG leverage points will not be
downweighted anymore, and both the profiled response and the marginal coefficients
will be re-estimated by including these good leverage points to increase efficiency.
Finally, we give an overview of the proposed robust factor profiled sure independence
screening (RFPSIS) procedure. The RFPSIS procedure consists of the following steps:
Step 1. Profiled predictors.
Standardize each of the original variables using its median and Qn estimates. Fit the
factor model to the scaled data robustly by using the least trimmed squares method
discussed in Subsection 2.2 to obtain the factor profiled predictors
̂˜
X. Then, identify
the PC and OC outliers. Denote by I1 the index set of the regular observations, i.e.
the observations with non-outlying predictors according to the factor model. Let ẐI1
denote the sub-matrix of Ẑ which collects the observations corresponding to I1.
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(a) PC + LMG (b) PC + LMB (c) OC + LMG (d) OC + LMB
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Figure 2: The scatter plot of the original variables (X1,X2) and (X,y), the profiled variables
(X̂, yˆ), (X̂1, yˆ) and (X̂2, yˆ) for the datasets with the PC+LMG, PC+LMB, OC+LMG and
OC+LMG leverage points. The regular observations and the leverage points are plotted by •
and N, respectively.
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Step 2. Profiled response.
2a. Initial profiling.
Regress yI1 on ẐI1 robustly to obtain the estimated slope γˆ
o and intercept µˆoy.
By default we use a 95% efficient regression MM-estimator. Let σˆoy denote the
estimated error scale. An initial estimate of the profiled response is then obtained
by yˆoi = yi − µˆoy − zˆTi γˆo, i = 1, . . . , n.
2b. Outlier identification.
Denote Is as the index set of the PC outliers identified in Step 1. For each of these
PC outliers, check whether it is a vertical outlier or a regular observation based on
its standardized residual tˆi = yˆ
o
i /σˆ
o
yˆ corresponding to the regression model in Step
2a. Define an enlarged index set I2 = I1 ∪ {i ∈ Is : tˆ2i 6 χ20.975,1}.
2c. Updated profiling.
Calculate updated estimates µˆy, γˆ and ŷI2 by regressing yI2 on ẐI2 using the
MM-estimator (by default). The updated estimate of the profiled response is then
given by yˆi = yi − µˆy − zˆTi γˆ, i = 1, . . . , n.
Step 3. Variable screening.
Regress ŷI2 robustly on each of the corresponding profiled predictors (X̂I2)j (j =
1, . . . , p), using a 95% efficient simple regression MM-estimator by default. Let θˆ =
(θˆ1, . . . , θˆp)
T ∈ Rp be the marginal slope estimates. Sort these estimates according to
decreasing absolute value to obtain the solution path M = {M(k) : k = 0, . . . , p}, with
M(0) = ∅ and M(k) = {j : |θˆj | belongs to the largest k values }, k = 1, . . . , p.
2.4 Empirical performance study
To investigate the performance of RFPSIS, we generate regular data as in [42]. The
predictors are obtained by X = ZBT + X˜, where Z ∼ Nd(0, Id), B ∼ Nd(0, Id), X˜ ∼
Np(0, Ip). The response is generated as y = Xθ0 + ε with coefficients
θ0j =
{
(−1)Raj (4n−1/2 log n+ |Rbj |) for j = 1, . . . , |MT|
0, otherwise
(16)
where Raj ∼ B(1, 0.4), Rbj ∼ N(0, 1) and |MT| = 8. Hence, there are 8 important
variables in the model. Moreover, the errors are generated according to ε = ZTα0 +
ε˜, with α0 = 0.8σε(
√
2,
√
2)T ∈ R2 and ε˜ ∼ N(0, σ˜2ε), where σ˜ε = 0.6σε and σ2ε =
var(XTθ0)/c, with c the signal-to-noise ratio.
To study the robustness of our method, we replace a fraction of the observations by
outliers. Let ymin and ymax be the minimal and maximal value of the regular responses,
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respectively. Then, we simulate outlying responses by replacing the original response yi
of the observation by yLMV ∼ N(µyc , 1), where µyc = ymax ·I(yi 6 ymin+ymax2 )+ymin ·I(yi >
ymin+ymax
2 ) with I(·) the indicator function. In this way we generate a set of vertical
outliers which lie at the tails of the response distribution. These outliers are extreme
vertical outliers while they are hard to detect by inspecting the empirical distribution of
y.
Next to vertical outliers we also consider leverage points. Leverage points are generated
as either PC outliers or OC outliers. PC outliers are generated as XPC = ZPCB
T + X˜,
where ZPC ∼ Nd(µPC, Id) and µPC = 5 · 1Td . OC outliers are generated as XOC ∼
Np(µOC, Ip), where µOC = 10 · (1, . . . , 1︸ ︷︷ ︸
0.2p
, 0 . . . , 0)Tp . Both good leverage points and bad
leverage points for the linear model are considered: for good leverage points, the response
is generated according to the true regression model; and for bad leverage points, the
response is simulated in the same way as vertical outliers.
The following five contamination levels are considered:
C ase 1.  = 0%, no contamination;
C ase 2.  = 5% (good/bad) leverage points, no vertical outliers;
C ase 3.  = 5% (good/bad) leverage points + 5% extra vertical outliers;
C ase 4.  = 20% (good/bad) leverage points, no vertical outliers;
C ase 5.  = 20% (good/bad) leverage points + 10% extra vertical outliers.
The simulations are performed for different combinations of p (1000 or 10000), n (200
or 400) and d (2 or 5). We also consider three levels for the signal-to-noise ratio, by
setting c = 1, 3 or 5. Screening performance is measured by the minimal model size that
is required to cover m (m = 1, . . . ,MT) of the important variables. For each setting,
we use 200 simulated datasets and report both the median and the 95% quantile of the
minimal model size. Here, we only present the simulation results for d = 2, n = 200 or
400, and p = 10000. The results for the other settings lead to similar conclusions and
can be found in the Supplemental Material.
The results for SIS and FPSIS on regular data and data with 5% leverage points are
shown in Figure 3. We can see that the SIS curves increase quickly, even for regular
data. SIS can only detect the first two important predictors with a reasonable model
size. Clearly, SIS fails in all cases due to the correlation in the data. On the other hand,
FPSIS which takes the correlation structure into account performs well on clean data.
FPSIS shows nearly optimal performance on regular data with a moderate sample size
and signal-to-noise ratio. The decreasing sample size or the signal-to-noise ratio only
affect FPSIS in the model size required to screen out the last few important variables.
Interestingly, FPSIS can obtain equally good results for data with good PC leverage
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points as for regular data. However, when the data contains bad PC leverage points
or (good/bad) OC leverage outliers, FPSIS can at best pick up 3 to 4 important pre-
dictors in the beginning of its solution path in case of a large sample size and a high
signal-to-noise ratio, but the model size required to include the remaining ones increases
dramatically.
RFPSIS is performed with h = [(n − d + 2)/2] for maximal robustness. For RFPSIS
we first remark that in our simulation settings the estimate dˆ of the factor subspace
dimension according to criterion (13) consistently corresponded to the true dimension d
that was used to generate the data. The results of RFPSIS in presence of leverage points
are shown in Figure 4 for PC outliers, and in Figure 5 for OC outliers. By comparing
the plots in these two figures with those in Figure 3, we can see that RFPSIS performs
almost as good as FPSIS on regular data. Moreover, unlike FPSIS, RFPSIS succeeds to
reduce the model size to a large extent while keeping all the important predictors for all
considered contamination levels and outlier types. Since any OC outliers become bad
leverage points in marginal regression models, both good and bad OC leverage points
are downweighted in RFPSIS, and hence these two types of outliers lead to the same
results. However, for PC outliers, there is a significant difference between good and bad
leverage points because they are treated differently by RFPSIS. With good PC leverage
points, the screening results of RFPSIS are always close to those obtained on regular
data.
By comparing the results for the median of the minimal model size to those for the 95%
quantile, we can see that in all cases RFPSIS does pick up 6 to 7 of the important predic-
tors (with the strongest signals) in the beginning of its solution path. The contamination
mainly affects the required model size to cover the last one or two important predictors
(with the smallest signals), leading to a large variation in the models size needed to pick
up these variables. Not surprisingly, the performance decreases for datasets with smaller
sample size, lower signal-to-noise ratio and/or higher contamination level. Although RF-
PSIS overall performs less well for the small sample size case (n = 200), it is still able to
establish a huge dimension reduction when the signal-to-noise ratio is sufficiently high.
Including extra vertical outliers in the data also only affects the important variables at
the end of the solution path.
3 Final Model Selection
The RFPSIS procedure above sequences the predictors in order of importance. After
sequencing the predictors the goal is now to find a model M(q) with size q of order
O(nη) (0 < η < 1) that ideally covers all the important predictors. A popular criterion
to determine the final model size, is the general Bayesian Information Criterion (BIC)
BIC(M) = log RSS(M) + P(k, n, p) (17)
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Figure 3: Median and 95% of the minimal model size needed to capture m important variables
by SIS (dotted lines) and FPSIS (solide lines) for data containing regular observations (bullets),
PC+LMG (black triangles), PC+LMB (triangles), OC+LMG (black diamonds) and OC+LMB
(diamonds) with p = 10000 and d = 2.
where RSS(M) = ‖y − ŷ‖2E is the sum of squared residuals corresponding to the fitted
model. P(k, n, p) is a penalty term which depends on the number of predictors k in
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(a) n = 200, c = 1 (b) n = 200, c = 3 (c) n = 200, c = 5
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(e) n = 400, c = 1 (f) n = 400, c = 3 (g) n = 400, c = 5
M
ed
ia
n
1 2 3 4 5 6 7 8
0
20
0
40
0
60
0
80
0
10
00
12
00
m
M
in
im
u
m
 M
od
el
 S
ize
ε = 0
ε = 0.05/G
ε = 0.05/B
ε = 0.2/G
ε = 0.2/B
no LMV
with LMV
1 2 3 4 5 6 7 8
0
10
0
20
0
30
0
40
0
m
M
in
im
u
m
 M
od
el
 S
ize
ε = 0
ε = 0.05/G
ε = 0.05/B
ε = 0.2/G
ε = 0.2/B
no LMV
with LMV
1 2 3 4 5 6 7 8
0
50
10
0
15
0
20
0
25
0
30
0
m
M
in
im
u
m
 M
od
el
 S
ize
ε = 0
ε = 0.05/G
ε = 0.05/B
ε = 0.2/G
ε = 0.2/B
no LMV
with LMV
9
5
%
Q
u
a
n
ti
le
1 2 3 4 5 6 7 8
0
20
00
40
00
60
00
80
00
m
M
in
im
u
m
 M
od
el
 S
ize
ε = 0
ε = 0.05/G
ε = 0.05/B
ε = 0.2/G
ε = 0.2/B
no LMV
with LMV
1 2 3 4 5 6 7 8
0
10
00
20
00
30
00
40
00
50
00
m
M
in
im
u
m
 M
od
el
 S
ize
ε = 0
ε = 0.05/G
ε = 0.05/B
ε = 0.2/G
ε = 0.2/B
no LMV
with LMV
1 2 3 4 5 6 7 8
0
10
00
20
00
30
00
40
00
m
M
in
im
u
m
 M
od
el
 S
ize
ε = 0
ε = 0.05/G
ε = 0.05/B
ε = 0.2/G
ε = 0.2/B
no LMV
with LMV
Figure 4: Median and 95% Quantile of the minimal model size needed to capture m important
variables by RFPSIS in the case of PC+LMG and PC+LMB for p = 10000 and d = 2.
the model, the sample size n and the dimension p. Compared to AIC, BIC includes the
sample size dependent factor log(n) in the penalty term and therefore penalizes more
heavily on model complexity, which results in more parsimonious models. Since RSS(M)
involves all observations, the general BIC criterion is not robust. Therefore, we consider
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(e) n = 400, c = 1 (f) n = 400, c = 3 (g) n = 400, c = 5
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Figure 5: Median and 95% Quantile of the minimal model size needed to capture m important
variables by RFPSIS in the case of OC+LMG and OC+LMB for p = 10000 and d = 2.
robust adaptations of this criterion to select the final model.
For each of the solutions M(l) (l = 1, . . . , k˜max) in the solution path M, we robustly
regress y˜ on X˜M(k) , using solely the observations in I2. Since we already have obtained
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the marginal slope estimates, we apply a multiple regression M-estimator with these
marginal coefficient estimates and the S-scale of the resulting residuals as the initial
values rather than fully calculating the MM-estimator from scratch. In this way, we
obtain a huge reduction in computation time because we avoid having to calculate the
time-consuming initial S-estimator. To avoid the over-identification problem in the mul-
tiple regression M-estimator, we set k˜max 6 n/2. Let us denote the resulting coefficient
estimates by θˆ
(k)
j (j = 1, . . . , k, k = 1, . . . , k˜max). For each of these models, we then
calculate a weighted sum of squared residuals, given by
WRSS(k) =
∑
i∈I2
w
(k)
i (yˆi −
k∑
j=1
θˆ
(k)
j xˆij)
2, (18)
where w
(k)
i is the weight given by the M-estimator for the observations in I2. Note that
observations not in I2 are thus given weight zero. The final model can then be selected
by minimizing either of the following criteria
BIC(M(k)) = log WRSS(k) + |M(k)|n−1 log(n), (19)
EBIC(M(k)) = log WRSS(k) + |M(k)|n−1(log(n) + log(p)), (20)
FPBIC(M(k)) = log WRSS(k) + |M(k)|n−1 log(n) log(p), (21)
where (19) is a robust adaptation of the original BIC and (20) belongs to the extended
BIC family [12] which favors sparser model than BIC. FPBIC uses a penalty term which
selects even more parsimonious models than both BIC and EBIC [42]. Asymptotically,
BIC, EBIC and FPBIC are equivalent when p = O(exp(nξ)) (0 < ξ < 1).
The multiple regression models fitted by M-estimators generally yield more accurate
coefficient estimates than the marginal models. Hence, these coefficient estimates can
be used to reorder the predictors in order of importance. For each modelM(k), we thus
reorder the coefficient estimates θˆ
(k)
j in decreasing absolute values. These reordered co-
efficients and their corresponding predictors are denoted by θˆ
(k)
(j) and X
(k)
(j) (j = 1, . . . , k,
k = 1, . . . , k˜max) respectively. Each of the robust general BIC criteria can also be calcu-
lated for these reordered sequences, and will be denoted as R-BIC, R-EBIC, R-FPBIC,
respectively. That is, for l = 1, . . . , k we calculate the weighted sum of squared residuals
as
WRSS(kl) =
∑
i∈I2
w
(k)
i (yˆi −
l∑
j=1
θˆ
(k)
(j)Xˆ
(k)
(j))
2. (22)
The final model is determined by minimizing
R-BIC(M(kl)) = log WRSS(kl) + |M(kl)|n−1 log(n), (23)
or
R-EBIC(M(kl)) = log WRSS(kl) + |M(kl)|n−1(log(n) + log(p)), (24)
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or
R-FPBIC(M(kl)) = log WRSS(kl) + |M(kl)|n−1 log(n) log(p). (25)
To evaluate the performance of these six criteria, we investigate their average perfor-
mance over 200 datasets generated according to the designs discussed in Subsection 2.4.
For the model selected by each of these criteria we report both the average number of
truly important predictors in the model (TP) and the average number of falsely selected
predictors (FP). Tables 1 and 2 contain the results for n = 200 and n = 400 with
k˜max=100, respectively. From these tables we can see that FPBIC and R-FPBIC select
the models with the smallest false positive rate, but these models also miss more impor-
tant predictors than the other criteria. The penalty term proposed in [42] thus tends to
select too sparse models in practice. The four other criteria generally are able to produce
better screening results with a high number of true positives and a small number of false
positives for the regular data. Their performance improves for larger sample size and
higher signal-to-noise ratio. Among these criteria, R-BIC selects the most important
predictors, but at the cost of selecting more noise predictors. Interestingly, R-EBIC not
only can get a number of true positives that is similar or larger than BIC/EBIC, but at
the same time also a smaller number of false positives when the signal-to-noise ratio is
sufficiently high (c = 3 or c = 5 in our simulations). This shows that reordering the pre-
dictors according to the multiple regression coefficient estimates before computing the
selection criterion indeed improves the selection performance. When we have a coherent
data set with a strong signal and a sparse model is highly preferred, we recommend to
use R-EBIC. However, if only a noisy data set is available, R-BIC may be preferred to
avoid missing too many important predictors.
4 Real Data Analysis
We analyze a dataset which contains gene expression measurements of 31099 genes on
eye tissues from 120 12-week-old male F2 rats. The data is available at https://www.
ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE5680. The gene coded as TRIM32 is
of particular interest for its causal effect on the Bardet-Biedl syndrome. As in [35], the
18976 genes which exhibit at least a two-fold variation in expression level are included
for analysis. It is believed that TRIM32 is associated with a small number of other
genes. We consider a multiple regression with TRIM32 as response to identify these
genes, which results in an ultra-high dimensional regression problem.
To identify the most important genes, we apply the RFPSIS method of Section 2 with
h = [(n − d + 2)/2] for maximal robustness. The variables are first standardized using
their median and Qn scale estimate. Based on criterion (13), the number of factors is
estimated to be 4. The robust Yeo-Johnson transformation selects λ = 0, so a loga-
rithmic transformation is applied on the orthogonal distances. The histogram of both
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eps c LMV
BIC EBIC FPBIC R-BIC R-EBIC R-FPBIC
TP FP TP FP TP FP TP FP TP FP TP FP
clean 0
1
no
3.63 4.54 2.70 1.01 0.97 0.11 4.55 19.04 2.83 0.83 0.95 0.11
3 5.45 4.36 4.51 0.70 1.52 0.01 6.36 12.60 5.29 0.33 1.54 0.01
5 6.01 4.83 5.23 1.01 2.02 0.00 6.88 9.62 6.13 0.23 2.49 0.00
PC
+LMG
5
1
no
3.55 4.71 2.67 1.04 0.93 0.12 4.51 19.84 2.88 0.80 0.92 0.11
3 5.48 4.30 4.56 0.87 1.43 0.01 6.36 13.27 5.22 0.31 1.47 0.01
5 6.06 5.44 5.28 1.03 1.98 0.01 6.88 10.44 5.97 0.21 2.34 0.00
1
yes
3.05 4.21 2.33 1.13 1.00 0.14 3.09 4.12 2.43 0.85 0.93 0.12
3 4.63 3.19 4.00 0.79 1.50 0.01 4.79 2.86 4.30 0.34 1.49 0.00
5 5.22 3.19 4.55 0.90 1.95 0.01 5.31 2.17 4.92 0.22 1.97 0.00
20
1
no
3.47 5.27 2.38 1.03 0.92 0.14 4.35 21.71 2.61 0.78 0.90 0.14
3 5.17 4.22 4.23 0.82 1.37 0.01 6.15 14.27 4.79 0.34 1.36 0.01
5 5.74 4.60 4.83 0.89 1.71 0.00 6.65 9.92 5.66 0.20 1.99 0.00
1
yes
2.75 4.30 2.05 1.15 0.95 0.15 2.83 4.52 2.17 1.09 0.89 0.16
3 4.34 3.17 3.59 0.75 1.41 0.02 4.43 3.04 3.92 0.35 1.34 0.01
5 4.90 2.91 4.31 0.87 1.65 0.01 5.02 2.39 4.62 0.26 1.67 0.00
PC
+LMB
5
1
no
3.49 5.20 2.65 1.13 0.93 0.12 4.33 17.94 2.72 0.92 0.90 0.12
3 5.34 4.81 4.34 0.83 1.37 0.01 6.26 14.26 5.00 0.33 1.36 0.01
5 5.90 5.38 4.96 0.97 1.82 0.00 6.77 11.44 5.91 0.23 2.06 0.00
1
yes
2.28 4.34 1.77 1.35 0.83 0.29 2.33 4.61 1.83 1.18 0.78 0.26
3 3.77 2.96 3.14 0.80 1.41 0.09 3.81 2.65 3.41 0.52 1.23 0.04
5 4.22 2.62 3.72 0.85 1.66 0.07 4.28 2.23 4.00 0.33 1.60 0.02
20
1
no
2.64 4.94 1.82 1.14 0.79 0.22 3.41 23.61 1.91 1.03 0.76 0.25
3 4.20 3.87 3.11 0.74 1.07 0.04 5.44 18.80 3.56 0.46 1.07 0.04
5 4.71 3.87 3.74 0.69 1.16 0.02 5.98 16.58 4.34 0.30 1.17 0.02
1
yes
1.32 4.74 0.93 1.62 0.49 0.54 1.31 5.47 0.95 1.47 0.51 0.49
3 2.28 3.20 1.82 1.15 0.88 0.27 2.35 3.48 1.96 0.92 0.89 0.20
5 2.68 2.84 2.23 1.06 1.06 0.21 2.72 3.12 2.41 0.70 1.01 0.12
OC
+LMG
/LMB
5
1
no
3.48 5.06 2.46 0.96 0.92 0.14 4.34 21.02 2.68 0.81 0.90 0.14
3 5.26 4.68 4.24 0.81 1.42 0.01 6.28 14.31 4.90 0.29 1.40 0.01
5 5.94 5.77 4.99 1.15 1.78 0.00 6.85 11.53 5.94 0.22 2.23 0.00
1
yes
2.84 4.47 2.09 1.08 0.96 0.15 2.93 4.93 2.21 0.93 0.91 0.14
3 4.38 3.14 3.69 0.76 1.46 0.02 4.53 3.03 3.96 0.30 1.37 0.01
5 4.99 2.95 4.32 0.78 1.85 0.01 5.12 2.20 4.72 0.24 1.93 0.01
20
1
no
2.79 4.76 1.84 1.04 0.82 0.21 3.72 25.64 1.96 0.95 0.81 0.21
3 4.53 4.36 3.35 0.69 1.14 0.05 5.80 17.51 3.96 0.35 1.14 0.04
5 5.19 5.37 4.02 0.85 1.29 0.02 6.26 14.73 5.06 0.28 1.35 0.02
1
yes
1.36 4.31 1.01 1.48 0.53 0.52 1.34 5.71 1.05 1.32 0.55 0.45
3 2.44 2.99 1.90 0.99 0.92 0.25 2.49 3.90 2.09 0.79 0.88 0.19
5 2.85 2.67 2.33 0.97 1.11 0.17 2.89 3.03 2.50 0.58 1.07 0.08
Table 1: The model selection performance of the robust modified BIC criteria for p = 10000,
n = 200, d = 2, and all the contamination schemes.
the ODi and log(ODi) are shown in Figure 6. After applying the logarithmic transfor-
mation, the orthogonal distances can clearly be approximated much better by a normal
distribution. Based on the corresponding diagnostic plot, shown in Figure 7, we can
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eps c LMV
BIC EBIC FPBIC R-BIC R-EBIC R-FPBIC
TP FP TP FP TP FP TP FP TP FP TP FP
clean 0
1
no
6.13 4.51 5.47 0.71 2.29 0.02 6.24 4.16 5.70 0.42 2.35 0.02
3 7.25 2.71 6.91 0.90 5.26 0.02 7.34 1.65 7.20 0.13 5.56 0
5 7.50 2.52 7.26 1.02 6.38 0.12 7.62 1.31 7.52 0.05 6.78 0
PC+LMG
5
1
no
6.05 4.12 5.41 0.85 2.30 0.02 6.17 4.08 5.60 0.50 2.40 0.01
3 7.23 2.56 6.88 0.74 5.24 0.02 7.35 1.64 7.19 0.07 5.57 0.00
5 7.45 2.20 7.26 0.98 6.33 0.12 7.58 1.19 7.47 0.04 6.72 0.00
1
yes
5.81 4.47 5.20 0.94 2.46 0.02 5.86 4.15 5.39 0.51 2.41 0.02
3 6.99 2.53 6.69 0.92 5.00 0.07 7.09 1.49 6.93 0.15 5.40 0.00
5 7.26 2.62 7.04 1.15 6.09 0.13 7.36 1.05 7.28 0.07 6.57 0.00
20
1
no
5.88 4.06 5.30 0.78 2.10 0.02 5.99 4.06 5.50 0.48 2.11 0.02
3 7.07 2.27 6.70 0.75 4.99 0.04 7.21 1.60 6.99 0.10 5.20 0.00
5 7.35 2.36 7.10 0.78 6.11 0.08 7.50 1.22 7.35 0.06 6.50 0.00
1
yes
5.61 4.40 4.94 0.99 2.41 0.03 5.68 4.22 5.15 0.54 2.34 0.02
3 6.82 2.51 6.48 0.76 4.72 0.02 6.92 1.47 6.78 0.14 5.06 0.00
5 7.10 2.32 6.89 1.11 5.79 0.12 7.17 1.02 7.10 0.12 6.29 0.00
PC+LMB
5
1
no
6.07 4.66 5.35 0.83 2.28 0.01 6.15 4.44 5.61 0.45 2.30 0.01
3 7.09 2.27 6.80 0.86 5.20 0.04 7.31 1.85 7.11 0.16 5.56 0.00
5 7.43 2.57 7.18 0.82 6.20 0.12 7.58 1.27 7.47 0.06 6.67 0.00
1
yes
5.25 4.43 4.66 1.00 2.56 0.03 5.30 4.06 4.89 0.63 2.36 0.02
3 6.49 2.65 6.16 1.03 4.77 0.08 6.58 2.03 6.40 0.12 4.98 0.00
5 6.83 2.39 6.59 1.02 5.66 0.18 6.89 1.25 6.83 0.08 6.05 0.00
20
1
no
5.16 4.62 4.45 1.02 1.41 0.02 5.33 5.47 4.67 0.77 1.41 0.02
3 6.51 2.74 6.07 0.87 3.75 0.02 6.74 2.97 6.35 0.20 3.91 0.00
5 6.91 2.93 6.53 0.96 4.88 0.03 7.04 1.97 6.87 0.13 5.31 0.00
1
yes
4.00 5.08 3.44 1.25 1.60 0.11 4.09 4.96 3.53 0.99 1.30 0.08
3 5.31 3.27 4.82 0.90 2.97 0.05 5.39 2.74 5.09 0.33 3.01 0.01
5 5.65 2.81 5.34 1.08 3.79 0.07 5.71 2.14 5.55 0.26 3.99 0.00
OC
5
1
no
5.96 4.20 5.33 0.75 2.16 0.02 6.09 4.14 5.53 0.46 2.21 0.02
3 7.13 2.72 6.74 0.75 5.06 0.03 7.26 1.77 7.08 0.10 5.36 0.00
5 7.39 2.61 7.11 0.78 6.21 0.10 7.55 1.37 7.42 0.06 6.66 0.00
1
yes
5.62 4.56 4.92 0.86 2.39 0.03 5.70 4.22 5.14 0.52 2.37 0.02
3 6.86 2.52 6.53 0.89 4.82 0.05 6.97 1.47 6.82 0.14 5.07 0.00
5 7.19 2.60 6.98 1.22 5.90 0.12 7.28 1.06 7.20 0.08 6.42 0.00
20
1
no
5.33 4.49 4.54 0.84 1.61 0.03 5.52 5.72 4.79 0.65 1.60 0.03
3 6.74 3.58 6.23 0.85 4.17 0.03 7.07 3.23 6.67 0.16 4.48 0.00
5 7.16 4.11 6.69 1.21 5.40 0.09 7.41 2.43 7.20 0.13 5.92 0.00
1
yes
4.10 4.12 3.61 1.14 1.83 0.12 4.13 3.86 3.72 0.81 1.59 0.07
3 5.39 2.76 5.06 0.88 3.43 0.07 5.46 2.07 5.29 0.26 3.45 0.00
5 5.80 2.47 5.51 1.02 4.16 0.13 5.90 1.65 5.74 0.11 4.56 0.00
Table 2: The model selection performance of the robust modified BIC criteria for p = 10000,
n = 400, d = 2, and all the contamination schemes.
see that observations 80 and 95 are identified as OC outliers while there are also 21
observations identified as PC outliers. To examine these outliers further, we compare
the measurements of all genes in the analysis for the clean observations to the PC and
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OC leverage points in Figure 8. From these plots we can see that the OC outliers show
more variation than the remaining data. Hence, these plots indeed confirm that the
OC outliers identified in the diagnostic plot show a behavior that is different from the
majority.
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Figure 6: The histogram of OD, and log(OD) for the rat genome data.
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Figure 7: The diagnostic plot of the rat genome data showing the clean observations (•), the
PC outliers ( ) the OC outliers (N).
RFPSIS applied on the full dataset, denoted by rat1, identified 11 of the PC outliers as
bad leverage points, while the other 10 PC outliers are considered to be good leverage
points, and thus are included in the variable screening. For comparison, we also consider
two reduced datasets. We call rat2 the dataset which contains all the observations except
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Figure 8: The plot of the original variables for the clean observations, the PC outliers, and the
OC outliers (obs. 80 and 95) in the rat genome data.
the extreme outlier (obs. 80) identified in Figure 7. Finally, rat3 is the reduced dataset
obtained by removing the 2 OC outliers as well as the 11 bad leverage PC outliers
identified by RFPSIS. We then apply SIS and FPSIS on all three datasets and compare
the results with those of RFPSIS on the full dataset (rat1). We thus obtained 7 solution
paths. For convenience, we denote by (FP)SIS(rat1), (FP)SIS(rat2) and (FP)SIS(rat3)
the solution path that is obtained when applying (FP)SIS on dataset rat1, rat2 and rat3,
respectively.
To compare how successfully SIS, FPSIS and RFPSIS screen out the most relevant pre-
dictors, we calculate for each solution path the minimally obtainable median of absolute
10-fold cross-validation prediction error. Note that the 10-fold cross-validation predic-
tion errors, denoted by 10-fold-MAPE, are averages over 100 random splits of the data.
Hence, for each of the 7 solution paths, we regress the response, TRIM32, on the first k
(k = 1, . . . , 50) variables in the path using MM-estimators. For each solution path, the
smallest mean 10-fold-MAPE among the 50 models is reported in Table 3, and Table 4
contains the corresponding model size k, i.e. the number of predictors in the model with
smallest mean 10-fold-MAPE.
Comparing the result of RFPSIS with the results of SIS and FPSIS, we can see from
Table 3 that RFPSIS and FPSIS(rat3) produce the smallest 10-fold-MAPE’s for all
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RFPSIS SIS (rat1) SIS (rat2) SIS (rat3) FPSIS (rat1) FPSIS (rat2) FPSIS (rat3)
rat1 0.3470 0.4710 0.4478 0.4456 0.5775 0.5640 0.4375
rat2 0.3416 0.4651 0.4369 0.3996 0.5736 0.5396 0.4348
rat3 0.3359 0.4064 0.4064 0.3608 0.4597 0.4969 0.3375
Table 3: The smallest mean 10-fold-MAPE fitting the first k (k = 1, . . . , 50) variables in the 7
solution paths and evaluated on the three rat datasets.
RFPSIS SIS (rat1) SIS (rat2) SIS (rat3) FPSIS (rat1) FPSIS (rat2) FPSIS (rat3)
rat1 8 4 14 7 9 25 7
rat2 8 13 14 7 18 25 7
rat3 8 4 4 5 10 8 12
Table 4: The model sizes with respect to the smallest mean 10-fold-MAPE fitting the first k
(k = 1, . . . , 50) variables in the 7 solution paths and evaluated on the three rat datasets.
three datasets, showing that both methods select the most relevant variables. Since
we are particularly interested in predicting well the non-outliers, let us consider the
10-fold-MAPE evaluated on the reduced dataset rat3. Clearly, RFPSIS gives the best
10-fold-MAPE which is 0.3359 for the regular observations. FPSIS(rat3) gives a very
close result which is 0.3375 for the regular observations in rat3, but the optimal model
contains 12 predictors rather than only 8 for the model selected by RFPSIS as can be
seen from Table 4.
MM-LASSO-50 MM-LASSO-full (R-)BIC (R-)EBIC/(R-)FPBIC
k 21.66 (3.35) 62.94 (20.41) 4 1
10-fold-MAPE 0.2934 (0.02) 0.4814 (0.35) 0.4894 0.4568
Table 5: The model size and 10-fold-MAPE evaluated on the clean observations (rat3) of the
models selected by MM-LASSO-50, MM-LASSO-full, and the six BIC criteria from the RFPSIS
solution path.
Comparing (FP)SIS(rat3) with (FP)SIS(rat1) and (FP)SIS(rat2), we can conclude that
removing the potential outliers significantly improves the predictions for the regular
observations in rat3. Moreover, the smaller 10-fold-MAPE given by FPSIS(rat3) than
SIS(rat3) indicates that there exists correlation among the predictors which allows FPSIS
to perform better. When there are outliers, FPSIS(rat1) and FPSIS(rat2) give much
worse results than SIS(rat1) and SIS(rat2) since the outliers in these datasets distort
the correlation structure estimated by FPSIS. On the other hand, RFPSIS can correctly
estimate the correlation structure of the regular data from the full dataset and thus
yields similar results as FPSIS applied to the reduced dataset rat3.
We also applied MM-LASSO ([38]) on the full dataset. First we considered all 18976
variables and then we only considered the first 50 variables from the solution path
given by RFPSIS. We denote the two models by MM-LASSO-full and MM-LASSO-50,
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respectively. Due to the randomness of 5-fold-cross-validation for the selection of the
optimal value of the regularization parameter, we run MM-LASSO 50 times for each
setting. Then, we compute the 10-fold-MAPE when fitting MM-regression with the
selected predictors on rat3. The average number of selected predictors and the resulting
10-fold-MAPE’s, with their standard errors, are displayed in Table 5. It can be seen that
the MM-LASSO-50 model yields a smaller 10-fold-MAPE than the model with the first
8 variables from the solution path of RFPSIS obtained previously. To obtain this result,
MM-LASSO-50 selects much larger models with around 24 predictors. MM-LASSO-50
yields very stable results as can be seen from the small standard error for the 10-fold-
MAPE. On the other hand, MM-LASSO-full selects even much more variables which
results in much larger and unstable 10-fold-MAPE’s. Moreover, applying MM-LASSO
on the dataset with all 18976 variables is much more time consuming. For example, it
took on average (over the 50 runs) 10.28 minutes to run MM-LASSO-full in R [31] on an
Intel Core i7-4790 X64 at 3.6 GHz, while running MM-LASSO-50 only required 36.58
seconds on average and the initial RFPSIS screening took 42.84 seconds. This illustrates
that for ultrahigh-dimensional data, initial screening also yields a big advantage both in
terms of performance and computation time when penalized regression methods such as
MM-LASSO are used.
In Section 3 we noticed that the BIC type criteria tend to be too parsimonious when
the signal-to-noise ratio in the data is low. When using k˜max = 50, EBIC and FPBIC,
and their re-ordered versions, only select the first predictor in the solution path for
this dataset. BIC and R-BIC yield a bit less parsimonious model consisting of the first
four predictors in the solution path. We again focus on the prediction errors for the
regular observations in the reduced dataset (rat3). The model size and 10-fold-MAPE
for the selected models by the different BIC criteria are shown in Table 5. It can be seen
that the model with only the first predictor produces a smaller 10-fold-MAPE than the
model with the first four predictors selected by BIC and R-BIC. Furthermore, we found
that the first predictor in the solution path was consistently selected by MM-LASSO-50
across the 50 runs. Therefore, we can conclude the model obtained by (R-)EBIC and
(R-)FPBIC identified the most important predictor, which can be a good starting point
for further analysis.
5 Conclusions
Sure Independence Screening has aroused a lot of research interest recently due to its
simpleness and fastness. It has been proven that SIS performs well with orthogonal or
weakly dependent predictors and a sufficiently large sample size. However, its perfor-
mance deteriorates greatly when there is substantial correlation among the predictors.
To handle this problem, FPSIS removes the correlations by projecting the original vari-
ables onto the orthogonal complement of the subspace spanned by the latent factors
26
Robust variable screening using factor profiling
which capture the correlation structure. However, FPSIS is based on classical estima-
tors which are nonrobust and thus cannot resist the adverse influence of outliers.
In this paper we investigated the effect of both vertical outliers and leverage points in the
original multiple regression model. Our proposed RFPSIS estimates the latent factors by
an LTS procedure. We considered leverage points due to both orthogonal complement
outliers and score outliers in the subspace for the factor model, and examined their
effect on the marginal regressions with factor profiled variables. It turned out that
only good leverage points caused by PC outliers do not affect the variable screening
results. Hence, RFPSIS only includes this type of good leverage points in the marginal
screening to increase efficiency. Moreover, to reduce the influence of potential outliers,
the marginal coefficients are estimated using MM-estimators. Our simulation studies
showed that RFPSIS is almost as accurate as FPSIS on regular datasets, and at the
same time can resist the adverse influence of all types of outliers, while both SIS and
FPSIS fail in presence of outliers.
In Section 3, we investigated the performance of six BIC criteria to select a final model
from the solution path of RFPSIS. Our results indicate that R-EBIC, the EBIC criterion
applied to the reordered variable sequence, generally yields the best model. However,
for very noisy datasets it may lead to over-sparsified models. Instead of using these
information criteria, regularized robust regression methods can be used to select the
final model as shown in the real data analysis. Determining the final model after initial
screening to determine the most promising predictors is a problem that deserves more
attention to further improve selection results.
Similar as FPSIS, RFPSIS is built on the strong assumption that the correlations among
the predictions can be fully modeled by a few latent factors. In this case the correlations
among the predictors can be removed by factor profiling. Similar technique has been
applied to de-correlate covariates in high-dimensional sparse regression [17] and it was
stated that Factor Adjusted Decorrelation (FAD) pays no price in case of weakly or
uncorrelated covariates. When there are weakly correlated predictors, i.e. weak correla-
tions among the predictors that cannot be removed by factor profiling, similar procedure
as those to improve SIS, e.g. Iterative SIS [16] or Conditional SIS [7], can be applied on
the robustly profiled variables in RFPSIS to improve its performance. This could be an
interesting topic for future research.
While RFPSIS can effectively handle all types of outlying observations, it does require a
majority of regular observations in the dataset. However, for high-dimensional data it is
not always realistic to assume that there is a majority of completely clean observations.
Therefore, alternative contamination models can be considered, such as the fully inde-
pendent contamination model which assumes that each of the variables is independently
contaminated by some fraction of outliers [5]. In high-dimensional data, even a small
fraction of such cellwise outliers in each variable leads to a majority of observations that
27
Robust variable screening using factor profiling
is contaminated in at least one of its components. Similarly as in [8], a component-
wise least trimmed squares objective function can be used to estimate the correlation
structure. Such a loss function does not require the existence of a majority of regular
observations. In future work, we will extend RFPSIS by combining this estimator of
the factor structure with the use of marginal regressions for variable screening to handle
data with cellwise outliers.
In high-dimensional data analysis, another difficult situation might be that the out-
liers are hard to detect due to the presence of abundant noisy variables or due to the
complex correlation structure of the features. Hence, searching for a lower dimensional
projection subspace, called High Contrast Subspace (HiCS) by [22], in which outliers
can be distinguished from the regular data, or selecting features which contribute most
to the outlyingness of observations, as done by Coupled Unsupervised Feature Selection
(CUFS) [30], would be crucial to detect outliers. In these cases, combining feature selec-
tion for outlier detection and for sparse estimation can be very challenging, and deserves
more research attention.
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