This report is about finding clusters of complex solutions of triangular systems of polynomial equations. We introduce the local solution clustering problem for a system of polynomial equations, that is grouping all its complex solutions lying in an initial complex domain in clusters smaller than a given real number > 0, and counting the sum of multiplicities of the solutions in each clusters. For triangular systems, we propose a criterion based on the Pellet theorem to count the sum of the multiplicities of the solutions in a cluster. We also propose an algorithm for solving the local solution clustering problem for triangular systems, based on a recent nearoptimal algorithm for clustering the complex roots of univariate polynomials. Our algorithm is numeric and certified. We implemented it and compared it with two homotopy solvers for randomly generated triangular systems. Our solver always give correct answers, is often faster than the homotopy solver that gives often correct answers, and sometimes faster than the one that gives sometimes correct results.
Introduction
This report considers the long-standing problem of finding the complex solutions of a system f (z) = 0 of d polynomial equations in d unknowns, where z = (z 1 , . . . , z d ), f : C d → C d has components f 1 , . . . , f d and f i ∈ C[z 1 , . . . , z d ] for 1 ≤ i ≤ d.
We will say that f (z) = 0 is triangular if f 1 , . . . , f d satisfy f i ∈ C[z 1 , . . . , z i ] for 1 ≤ i ≤ d. We are interested here in finding clusters of solutions of triangular systems and counting the sums of multiplicities of solutions in clusters. Solving triangular systems may be seen as a fundamental task in polynomial equations solving, since algebraic approaches (Gröbner basis, CAD, resultants,. . . ) generally reduce the original system to a triangular system.
Isolating the complex solutions of a polynomial system in an initial domain can be set as follows:
Local solution isolation problem: Given: a polynomial map f :
Output: a set {∆ 1 , . . . , ∆ l } of pairwise disjoint polydiscs of radius ≤ where: -each solution of f (z) = 0 in B is in a unique ∆ j , and -each ∆ j contains a solution of f (z) = 0.
A polydisc ∆ is a vector (∆ 1 , . . . , ∆ d ) of complex discs. The center of ∆ is the vector of the centers of its components and the radius r(∆) of ∆ is the max of the radii of its components. If δ is any positive real number, we note δ∆ the polydisc (δ∆ 1 , . . . , δ∆ d ) that has the same center than ∆ and radius δr(∆). A box B ∈ C d is a vector (B 1 , . . . , B d ) of complex boxes. The center of B is the vector of the centers of its components. A box B ∈ C d is a square complex box if for all 1 ≤ i ≤ d, the real and the imaginary parts of B i have the same widths. The width of a square complex box is the max of the widths of its components; we note it w(B). If δ is any positive real number, we note δB the square complex box (δB 1 , . . . , δB d ) that has the same center than B and width δw(B).
We introduce three notions to define the local solution clustering problem. Let a ∈ C d be a solution of f (z) = 0. The multiplicity of a in f , also called the intersection multiplicity of a in f is classically defined by localization of rings as in [ZFX11] [Def. 1, p. 61]. An equivalent definition uses dual spaces (see [DZ05] [Def. 1, p. 117]). We will note it m(a, f ).
For any set S ⊆ C d , we note Z(S, f ) the set of distinct solutions of f in S, and #(S, f ) the sum of multiplicities of solutions of f in S.
Local solution clustering problem: Given: a polynomial map f : C d → C d , a square complex box B ⊂ C d , > 0 Output: a set of pairs {(∆ 1 , m 1 ), . . . , (∆ l , m l )} where:
-the ∆ j s are pairwise disjoint polydiscs of radius ≤ , -m j = #(∆ j , f ) = #(3∆ j , f ) for all 1 ≤ j ≤ l, and -Z(B, f ) ⊆ l j=1 Z(∆ j , f ).
Our contributions In this report, we propose an algorithm for solving the local solution clustering problem for triangular systems with zero-dimensional solution set.
To this end, we propose a formula to count the sum of multiplicities in a cluster Z(∆, f ) under some conditions on Z(∆, f ). Our formula is derived from a result of [ZFX11] that links the intersection multiplicity of a solution of a triangular systems to multiplicities in fibers.
We introduce the towers of algebraic clusters that encode clusters of solutions of triangular systems in stacks (or towers) of clusters of roots of univariate polynomials and show that the socalled T * -test introduced in [BSSY17] and based on the Pellet theorem can be used to count the sum of multiplicities of the solutions in a cluster encoded by a tower of algebraic clusters.
Our algorithm to solve the local solution clustering problem for triangular systems is based on a recent clustering algorithm for univariate polynomial (see [BSS + 16]). We prove its correctness and its termination.
We implemented and experimented our algorithm; we show with two benchmarks that it compares advantageously with two homotopy solvers: HOM4PS-2.0 that is fast but not robust and Bertini that is more robust but slower.
Structure of the report Sec. 2 is about counting the sum of multiplicities of the solutions in a cluster. In Sec. 3 we describe our algorithm for clustering solutions of a triangular system, and prove its correctness. Experimental results are proposed in Sec. 4.
The rest of the introduction is dedicated to a brief description of related works and to introducing definitions and notations used throughout this report.
Related works
We focus our discussion on polynomial systems, triangular or not, having d equations involving d unknowns and having a zero-dimensional set of solutions. One can divide approaches for solving such polynomials in two categories: the numeric ones and the algebraic ones; the latter category proceeds by making the system to solve triangular, then solving numerically the triangular system.
The numeric solvers using homotopy ([W + 05]) have demonstrated their superiority in that they can handle systems in higher dimension and with higher degrees than the other approaches. They however rely on a numerical step, the homotopy path tracking, that is not certified in efficient implementations 1 ; the results of such implementations come with no guarantee of correctness. There is a recent literature on using certified path tracking methods in homotopy solving and providing a complexity analysis ([BL12, Lai17, XBY18]).
Concerning algebraic solvers, there are plenty of papers in the literature describing how to transform (non-triangular) system of polynomials into triangular polynomial systems, (called characteristic sets, triangular sets of regular chains [ALM99] ) via Gröbner basis computation, Rational Univariate Representation or resultant theory ( [ALM99, Rou99] ).
Only a few are interested in solving triangular polynomial systems. For systems having only regular solutions, this task reduces to iteratively isolate roots of univariate polynomials in fibers. It however requires to be able to isolate roots in fibers with high precision. In most cases, only the real solutions are sought, and the Descartes' rule of signs combined with subdivision provides an efficient way to do so (see [KRS16] for a recent implementation). Some works address the case where a triangular system has non-regular solutions, i.e. solutions with multiplicities greater than 1. In this context, a numerical root isolator may not terminate; an idea exposed in [CGY09] is to use, jointly with a numerical root isolator based on the rule of signs, evaluation bounds for a system to decide that a solution has multiplicity greater than one; remark that this approach does not allow to compute the multiplicity of a solution. The authors of [ZFX11] propose a formula to compute the multiplicity of a solution of a triangular system: the latter multiplicity is the product of the multiplicities of the components of a solution in the fibers. Then, by using square free factorization of univariate polynomials specialized in fibers, they describe an algorithm to retrieve the real solutions of a triangular system with their multiplicities.
Here we "soften" the problem of isolating the solutions of a triangular system of polynomial equations while counting their multiplicities by translating it in the local solution clustering problem. We also search clusters of complex solutions. For this, we leverage of a recent algorithm for solving the local root clustering problem, (i.e the univariate case of the local solution clustering problem) proposed in [BSS + 16]. It is based on subdivision of the initial complex square box, and uses the Pellet theorem combined with Graeffe iterations to count the sum of multiplicities of the roots in a cluster. It does not require the knowledge of the exact coefficients of the polynomial, but instead uses a black-box that, for a given precision L ∈ N, L > 1, returns L-bit approximations of its coefficients. Hence, the polynomial the roots are sought can have any numbers as coefficients, in particular algebraic numbers, that come with such a black-box. 
Definitions and notations
If B ⊂ C is a square complex box with center c and width w, we note ∆(B) the disc with center c and radius
A polydisk ∆ is called an isolator if #(∆, f ) = #(3∆, f ). Any non-empty set of the form Z(∆, f ) is called a cluster of solutions of f (z) = 0, and it is a natural cluster if ∆ is an isolator.
We call L-bit approximation of a ∈ C a dyadic complex numberã that satisfies |a −ã|≤ 2 −L . We call L-bit approximation of a = (a 1 , . . . , a i ) ∈ C i a vectorã ∈ C i such thatã j is an L-bit approximation of a j for 1 ≤ j ≤ i. If g is a univariate polynomial, we call L-bit approximation of g a univariate polynomialg which coefficients are L-bit approximations of the coefficients of g.
2 Sum of multiplicities in clusters of solutions [ZFX11] links the multiplicity of the solutions of a triangular system to multiplicities in fibers. In subsec. 2.2, we elaborate on this result and define some conditions under which it can be applied. We introduce in subsec. 2.3 the notions of algebraic clusters and towers of algebraic clusters that are a special instance of clusters of solutions of triangular systems verifying the above conditions.
The T * -test defined in [BSSY17] is based on the Pellet theorem and Graeffe iterations, and allows to compute the sum of multiplicities of the roots of a univariate polynomial in a disc. In subsec. 2.4 we show how to use this test to compute towers of algebraic clusters by computing sums of multiplicities of roots in a disc in a fiber of multivariate polynomials.
We first introduce in subsec. 2.1 two thought examples to illustrate our discussion.
Two examples
Let δ be a strictly positive integer. We define the triangular system g(z) = 0 where g = (g 1 , g 2 ) as follows:
(1) g(z) = 0 has 4 solutions that are real: a 1 = (2 −δ , 0), a 2 = (2 −δ , 1), a 3 = (−2 −δ , 1) and
We define the triangular system h(z) = 0 where h = (h 1 , h 2 ) as follows:
Figure 1: Left: the solutions of g(z) = 0 defined in Eq. 1, with δ = 1. Right: the solutions of h(z) = 0 defined in Eq. 2, with δ = 1. B 1 (resp. B 2 ) is the square complex box of C 2 with center (0, 0) (resp. (0, 1)) and width 2 * 2 −δ .
h(z) = 0 has 6 solutions that are real: 
Sum of multiplicities in a cluster
Let us recall the following result that allows to count the multiplicity of a solution of a triangular system when knowing multiplicities in fibers. 
We apply this result to compute the multiplicities of solutions of the systems g(z) = 0 and h(z) = 0 respectively defined in Eq. 1 and Eq. 2. a 1 has multiplicity 1 in g:
With the same computations, we have: a 2 has multiplicity 1 in g and 2 in h, a 3 and a 4 have multiplicity 1 in g and in h, a 5 has multiplicity 2 in h and a 6 has multiplicity 4 in h.
We derive the following formula from Thm. 1:
Corollary 2 (of Thm. 1). With the notations of Thm. 1, one has:
We generalize thm. 1 to compute the sum of multiplicities of the solutions in a cluster. 
is the sum of multiplicities of roots of f 1 in ∆ 1 ), and
) (m i is the sum of multiplicities of the roots of (f i ) a [i−1] for any solution a in the cluster).
Before proving this result, we illustrate it with the systems g(z) = 0 and g(z) = 0 defined in Eq. 1 and Eq. 2. Let B 1 = (B 1 1 , B 1 2 ) be the square complex box centered in (0, 0) having width 2 * 2 −δ and g(z) = 0, g(z) = 0 be defined as in Eq. 1 and Eq. 2. We apply Thm. 3 to compute multiplicities in ∆(B 1 ): #(∆(B 1 ), g) = 2. Indeed, Z(∆(B 1 ), g) = {a 1 , a 4 }. If m 1 = 2 and m 2 = 1, one has: m 1 = #(∆(B 1 1 ), g 1 ) and the condition (i) of Thm. 3 is satisfied. Then
) and the condition (ii) of Thm. 3 is satisfied. One also has #(∆(B 1 ), h) = 9; let m 1 = 3 and m 2 = 3. First, Z(∆(B 1 ), h) = {a 1 , a 4 , a 5 , a 6 }, and recall that a 1 1 = a 6 1 = 2 −δ and a 4 1 = a 5 1 = −2 −δ . One has m 1 = #(∆(B 1 1 ), h 1 ) and the condition (i) of Thm. 3 is satisfied. Then
), and the condition (ii) of Thm. 3 is satisfied.
Let B 2 = (B 2 1 , B 2 2 ) be the square complex box centered in (0, 1) having width 2 * 2 −δ . With the same reasoning, #(∆(B 2 ), g) = 2 * 1, and #(∆(B 2 ), h) = 3 * 1. The real parts of ∆(B 1 ) and ∆(B 2 ) are depicted in Fig. 1 .
Proof of Thm 3: Let 1 < i ≤ d. We note Π i−1 : C i → C i−1 the projection of a point on its i − 1 first components, and Π i : C i → C the projection of a point on its last component. We extend these maps to subsets of C i : if S ⊆ C i , Π i−1 (S) and Π i (S) are the sets which elements are the projections of elements of S.
Suppose
We can now apply corollary 2 and obtain #(
We now sum the #(S j , (f i ) a j ) over j and obtain: #(
We use this argument in an inductive scheme to obtain the formula of Thm. 3.
Towers of algebraic clusters
We introduce here the notions of algebraic clusters and towers of algebraic clusters. Towers of algebraic clusters are special instances of clusters satisfying conditions of Thm. 3 that can be computed with the T * -test of [BSSY17] .
Definition 4 (Algebraic clusters). We call algebraic cluster a triple (B, m, g) where B ⊂ C is a square complex box, m ≥ 1 is an integer and g is a univariate polynomial, such that #(B, g) = #(∆(B), g) = m and Z(∆(B), g) is a natural cluster.
Consider g 1 and h 1 respectively defined in Eq. 1 and in Eq. 2. Let B 1 1 be the square complex box centered in 0 with width 2 * 2 −δ . (B 1 1 , 2, g 1 ) and (B 1 1 , 3, h 1 ) are both algebraic clusters.
We introduce now Towers of algebraic clusters representing clusters of solutions of f (z) = 0 as stacks of clusters of solutions. (1) (B 1 , m 1 , f 1 ) is an algebraic cluster,
2 ) then z 2 < 3 16 < 1 and for any z 1 ∈ B 1 1 , h 2 has 3 roots counted with multiplicity in δ(B 1 2 ) and in 3δ(B 1 2 ). Hence for any b ∈ B 1 1 , (B 1 2 , 3, (h 2 ) b ) is an algebraic cluster, and (B 1 , (3, 3) , h) is a 2-TAC. It is easy to apply the same argument to show that (B 2 , (3, 1), h) is a 2-TAC. 
It is a consequence of Thm. f 2 ) ) and in Z (3∆(B 1 , B 2 ), (f 1 , f 2 ) ). Finally, Z (3∆(B 1 , B 2 ) , (f 1 , f 2 )) do not contain other solution than the (a i , a i,j )'s because Z(B 1 , f 1 ) and Z(B 2 , (f 2 ) a i ) are natural clusters for any i = 1, . . . , l.
Computing towers of algebraic clusters with the T * -test.
We show here how to use the T * -test defined in [BSSY17] to check that a triplet (B, m, f ) is a tower of algebraic clusters. To check the condition (2) of Def. 5, for a given 1 < i ≤ d, one has to count the sum of multiplicities of roots of all the univariate polynomials (f i ) b that are the specializations of the multivariate polynomial f i for any b in the polydisk ∆(
The T * -test counts the sum of multiplicites of the roots of a univariate polynomial g in a complex disc ∆. g is given to the T * -test as a black-box that, for a given precision L ∈ N, L > 1, returns Output: A pair (g, f lag) whereg is an L-bit approximation of (g) c with c the center of B, and f lag ∈ {success, fail}. If f lag = success,g is an L-bit approximation of (g) b for any b in
an L-bit approximation of g. Hence, the coefficients of g can be any number, particularly algebraic numbers, that come with such a black-box.
We provide in Algo. 1 the black-box getAppT AC(L, B) computing for a given precision L and a square complex box B an L-bit approximation of the center of B. If the radius of ∆(B) is less than 2 −L , then an L-bit approximation of the center of B is an L-bit approximation of any b ∈ ∆(B). getAppT AC(L, B) fails when r(∆(B)) > 2 −L ; if it successes it returns an L-bit approximation of any b ∈ ∆(B).
The procedure getAppF ib(L, B, g) defined in Algo. 2 computes, for a precision L, a square complex box B ⊂ C i−1 and g ∈ C[z [i] ], an L-bit approximationg of g specialized in the center of B. For this, it computes an L -bit approximation, with L ≥ L, of the center of B with getAppT AC(L , B), and fails if the latter procedure fails. As a consequence, if getAppF ib(L, B, g) successes, its output is an L-bit approximation of (g) b for any b ∈ ∆(B).
We now consider a version of the T * -test noted T * (∆, getApp) modified as follows. The blackbox getApp given in input can fail. If the latter situation happens, T * (∆, getApp) returns −1. Otherwise, T * (∆, getApp) returns −1 or a positive number as defined in [BSSY17] . If it returns a positive integer m, then ∆ contains m roots counted with multiplicities (of the polynomial approximated by the black-box getApp).
The following assertion holds:
Lemma 7. Let B ⊂ C i−1 be a square complex box, ∆ ⊂ C be a disk and g a polynomial in C[
Let getAppP ol(L, g) be a black box returning an L-bit approximation of g ∈ C[z 1 ] (it never fails). The following proposition is a consequence of Lem. 7 and states how to check that the triple (B, m, f ) is a TAC. (i) T * (∆(B 1 ), getAppP ol(., f 1 )) = T * (3∆(B 1 ), getAppP ol(., f 1 ) 
Clustering the solutions of a triangular system
We build on the clustering algorithm of [BSS + 16] a recursive algorithm that solves the local solution clustering problem for triangular systems. We suppose the existence of the procedure ccluster specified in Lem. 10 and using the T * -test, that implements the clustering algorithm of [BSS + 16].
In Algo. 3 we propose a recursive procedure clusterT riSys(f , B, ) solving the local solution clustering problem for f , B, where f (z) = 0 is a triangular systems, as asserted in Prop. 9 below. 
(a) ∆(B j ) are pairwise disjoint polydiscs of radius ≤ ,
If we prove that Prop. 9 holds for i = d, then Algo. 3 computes a solution of the local solution clustering problem.
We prove this by induction in Subsec. 3.4. Before describing our main algorithm, we specify the procedure ccluster:
Lemma 10 (see [BSS + 16]). Let g be a univariate polynomial and getApp(L, g) be a black-box computing an L-bit approximation of g for any L > 1, B ⊂ C be a square complex box and ∈ R such that 0 < < 1. ccluster(getApp(., g), B, ) terminates and computes a set {(B j , m j )|1 ≤ j ≤ l} satisfying:
1. the ∆(B j )'s are pairwise disjoint discs with of radius less than , 2. m j = #(∆(B j ), g) = #(3∆(B j ), g), and 
append(R, R temp )
//the terminal case: see Algo. 4
9: return R
The terminal case
The terminal case, i.e. finding clusters of roots of f 1 ∈ C[z 1 ] of size less that in the square complex box B ⊂ C is addressed by calling ccluster(getAppP ol(., f 1 ), B, ). The procedure clusterP ol(g, B, ) defined in Algo. 4 calls ccluster and for each pair (B j , m j ) in the output of ccluster, forms the triplet (B j , m j , (g)) as in step 4. of Algo. 4.
Algorithm 4 clusterP ol(g, B, )
Input: A polynomial g ∈ C[z 1 ], an initial box B, a real number ∈ R s.t. 0 < < 1 2 . Output: A list {(B j , m j , f )|1 ≤ j ≤ l}, with f = (g), of 1-TACs. 1: R ← ∅, S ← ∅ 2: S ← ccluster(getAppP ol(., g), B, ) 3: for (B j , m j ) ∈ S do 4: R = R ∪ {((B j ), (m j ), (g))} 5: return R
The non-terminal case
We consider now the non-terminal case, that is, be given an i−1-TAC (B, m, f This case is addressed in the procedure clusterP olInF iber defined in Algo. 5 by calling the clustering procedure ccluster. For this, we define the black-box getAppF ib2 (see Algo. 6 in subsec. 3.3). This black-box computes an L-bit approximation of f i specialized in any point of ∆(B). It never fails in computing such an approximation: if the radius of ∆(B) is to big to do so, the i − 1-TAC (B, m, f [i−1] ) is shrunk and possibly split in several i − 1-TACs that are appended to a working list L.
clusterP olInF iber pops the working list L initialized to {(B, m, f [i−1] )} and processes the i − 1-TACs until L is empty.
Algorithm 5 clusterP olInF iber (g, (B, m, f ) , B, )
S ← ccluster(getApp, B, ) // (B cur , m cur , f ) and L are possibly modified
for (B j , m j ) ∈ S do 8:
The black box
Algo. 6 defines the black-box getAppF ib2(L, g, (B, m, f ), L) that computes an L-bit approximatioñ g of (g) b for any point of ∆(B). It uses the procedure getAppF ib(L, B, g) defined in Algo. 2 but never fails: when the latter call fails, the TAC (B, m, f ) is shrunk until getAppF ib(L, B, g) successes.
If
If i − 1 > 1, the i − 1-TAC (B, m, f ) is shrunk by calling clusterP olInF iber as in step 6 that returns a list {(B j , m j , f )|1 ≤ j ≤ l} of i − 1-TACs where the radius of ∆(B j ) is smaller than 2 −L .
Shrinking a TAC can obviously split it into several TACs. If so, one of the obtained TAC replaces (B, m, f ) and the other ones are stored in the list L.
Correctness and termination
We use an induction scheme to prove Prop. 9. Let n be an integer such that 1 ≤ n ≤ d. We note P[9](n) the property: Prop. 9 is true for i = n.
When called with inputs
where B ⊂ C and , clusterT riSys(f [1] , B [1] , ) calls clusterP ol(f 1 , B, ) and returns its output. To prove P[9](1), we introduce the following corollary that is a direct consequence of Lem. 10.
//see Algo. 2 3: while success = 0 do 4:
//see Algo. 5
7:
else 8:
append(L, S) and S ← ∅ (1.a) ∆(B j ) are pairwise disjoints polydiscs of radius ≤ ,
) for all j, and
Let now n ≥ 1 and suppose that P[9](n) holds. We show that P[9](n + 1) holds. When
, ) that terminates and returns a list S of n-TACs satisfying (a), (b) and (c) of Prop. 9 for i = n. Then it calls clusterP olInF iber(f n+1 , (B cur , m cur , f [n] ), B n+1 , ) for each n-TAC (B cur , m cur , f [n] ) in S, and appends the output in a list R. We introduce the following proposition, of which we postpone the proof:
) be an i-TAC, B ⊂ C be a square complex box and ∈ R s.t. 0 < < 
) for all j, and The ∆(B j )'s have radius less than and are pairwise disjoints because for
), the ∆(B j ) [n] and ∆(B k ) [n] (property (2.a) of Prop. 12 for i = n). Hence property (a) of Prop. 9 for i = n + 1 holds.
Property (b) of Prop. 9 for i = n + 1 is a direct consequence of property (2.b) of Prop. 12 for i = n.
To prove the first inclusion of property (c) of Prop. 9 for i = n + 1, we consider a point a = (a 1 , . . . , a n+1 ) of Z((B [n] , B n+1 ), f [n+1] ). From property (c) of Prop. 9 for i = n, it exists an n-TAC (B cur , m cur , f [n] ) returned by clusterT riSys(f [n] , B [n] , ) such that a [n] ∈ ∆(B cur ). Since a n+1 ∈ B n+1 and from property (2.c) of Prop. 12 for i = n, a is in an n + 1-TAC returned by clusterP olInF iber(f n+1 , (B cur , m cur , f [n] ), B n+1 , ), hence it exists a j such that a ∈ ∆(B j ). To prove the second inclusion of property (c) of Prop. 9 for i = n + 1, we consider a j and a point a = (a 1 , .
∈ ∆(B cur ) and from property (c) of Prop. 9 for i = n,
, and from property (2.c) of Prop. 12 for i = n, a n+1 is in 2B n+1 .
Then the n + 1-TACs returned by clusterT riSys(f Proof of Prop. 12: We also provide an inductive proof for Prop. 12. Let n be an integer such that 1 ≤ n < d. We note P[12](n) the property: Prop. 12 is true for i = n.
Since the procedure clusterP olInF iber calls indirectly the procedure getAppF ib2, we introduce the following proposition:
terminates. Letf i+1 be the output of this call and let (B , m , f [i] ) and L be the modified instances of (B, m,
(3.a) ∆(B j ) are pairwise disjoints polydiscs of radius ≤ ,
We note P[13](n) the property: Prop. 13 is true for i = n.
We first prove P[13](1). First, getAppF ib(L, B, f 1 ) given in Algo. 2 terminates for any L and B and if B if sufficiently small, it returns a pair (1,f 1 ) wheref 1 is an L-bit approximation of (f 1 ) b for any b ∈ ∆(B). In getAppF ib2(L, f 2 , (B, m, f [1] ), L), B is shrink with clusterP ol(f 1 , B, 2 −L ) with increasing L until it is sufficiently small so that getAppF ib(L, B, f 1 ) successes. Since clusterP ol
The call clusterP ol(f 1 , B, 2 −L ) returns a list of 1-TAC verifying conditions (1.a), (1.b) and (1.c) of Corollary. 11. It is clear that they satisfy conditions (3.a), (3.b) of Prop. 13. The equality For the system we tested, tcluster global found all the solutions: it can be verified by comparing for each type (n 1 , . . . , n d ) #Sols to d i=1 n i . Table 1 reports benchmarks for triangular systems whose equations are random dense polynomials with integers coefficients within [−2 −9 , 2 9 ]. For type (9,9,9,9,9), Bertini AMP has been stop after 1 hour. For type (9,9,9,9,9) HOM4PS-2.0 terminates with a segmentation fault.
Homotopy solvers should find all the solutions of a system. Bertini AMP failed in this task for one system of type (9, 9, 9, 9) but acknowledged that two paths have crossed. HOM4PS-2.0 returns incorrect results but do not warn about this. In contrast, tcluster global always finds the appropriated number of solutions.
Regardless of the correction of the results, tcluster global is faster that HOM4PS-2.0 for systems of types (9, 9, 9, 9), and faster that Bertini AMP for systems which components have a degree greater than 3. The local version of tcluster is in general faster than the other solvers. Table 2 reports benchmarks for triangular systems having multiple solutions. For systems of each type, tcluster finds clusters containing one solution and for each cluster, the sum of multiplicities of the solutions in the cluster is the multiplicity of the unique solution it contains. For each system, the number of clusters found by tcluster global is then the number of distinct complex solutions the system has. HOM4PS-2.0 fails in finding all the solutions. Bertini AMP also computes the multiplicity of solutions, and its output is correct except for one system of type (6,6) where it fails to decide equality of solutions. For type (9,9,9), Bertini AMP has been stop after 1 hour. tcluster global is always faster than Bertini AMP , and is faster than HOM4PS-2.0 for systems of type (9, 9, 9).
