Abstract. We study the super-Grassmannian IGr n|n,s|t (C) formed by those graded subspaces of dimension s|t, s + t = n, of the vector superspace C n|n that are totally isotropic with respect to an odd skew-symmetric bilinear form b, defined in this superspace. We prove that IGr n|n,s|t (C) is a non-split supermanifold whenever t ≥ 1, s ≥ 2, and a rigid one whenever t ≥ 3, s ≥ 4. If t ≥ 2, s ≥ 3, then the Lie superalgebra of vector fields on this super-Grassmannian coincides with the simple classical Lie superalgebra πsp n|n (C) that annihilates the form b.
Introduction
More than 10 years ago Yu. Manin [3] introduced four series of compact complex supermanifolds corresponding to the following four series of classical complex Lie superalgebras:
(1) gl n|m (C) -the general linear Lie superalgebra of the vector superspace C m|n ; (2) osp m|n (C) -the orthosymplectic Lie superalgebra that annihilates a nondegenerate even symmetric bilinear form in C m|n , n being even; (3) πsp n|n (C) -the linear Lie superalgebra that annihilates a non-degenerate odd skew-symmetric bilinear form in C n|n ; (4) π n|n (C) -the linear Lie superalgebra that commutes with an odd involution in C n|n .
These supermanifolds are called the supermanifolds of flags in the case (1), the supermanifolds of isotropic flags in the cases (2) and (3), and the supermanifolds of Π-symmetric flags in the case (4) . We will call them the classical flag supermanifolds. These supermanifolds are homogeneous and, in most cases, non-split. At the same time, these are almost the only examples of homogeneous, non-split, compact complex supermanifolds that are known at present.
It were of great interest to know the cohomology of classic flag supermanifolds with values in the tangent sheaf. In [10, 11] their cohomology with values in certain classes of locally free sheaves were studied, but the tangent sheaf does not lie in these classes. On the other hand, the papers [5, 8] are devoted especially to the calculation of the 0-and 1-cohomology of the tangent sheaf of super-Grassmannians (case (1)), and in [9] we do the same things for the isotropic super-Grassmannians of maximal type, associated with an even symmetric bilinear form (case (2) ). In the present paper, the same problem for the isotropic super-Grassmannians of maximal type, corresponding to the case (3), is considered. The results are essentially similar to those of [9] ; we find, in particular, that these isotropic super-Grassmannians are, mostly, rigid.
As to the case (4), the q-cohomology (q = 0, 1, 2) of the tangent sheaf of the Π-symmetric super-Grassmannians were recently calculated (see [6] ). Contrary to the cases mentioned above, these supermanifolds are not, as a rule, rigid (a series of rigid Π-symmetric super-Grassmannians was studied in [12] ). We remark that all the super-Grassmannians listed above are homogeneous supermanifolds analoguous to compact Hermitian symmetric spaces (see [13] ). Some properties of symmetric spaces, e.g. the complete reducibility of the isotropy representation or the commutativity of the nil-radical of the isotropy subalgebra, are valid for these supermanifolds, too. This helps essentially in the calculation of their cohomology. §1. Preliminaries Let e 1 , . . . , e n , f 1 , . . . , f n denote the standard basis of the vector superspace C n|n . Let b be a non-degenerate odd skew-symmetric bilinear form in C n|n . We may assume that b is given in the standard basis by the matrix
Denote by G = Π Sp n|n (C) the subsupergroup of the general linear Lie supergroup GL n|n (C), leaving b invariant. The corresponding Lie superalgebra g = πsp n|n (C) consists of the matrices of the form
Its even part g0 identifies, in a natural way, with gl n (C), and the reduction G 0 of the Lie supergroup G identifies with GL n (C). In [3] , Ch. 5, Sec. 6, the isotropic super-Grassmannians of maximal type IGr n|n,s|t (C), where s+t = n, corresponding to the form b, were defined. The reduction of this supermanifold is the submanifold M of Gr n,s (C) × Gr n,t (C), s + t = n, consisting of all the graded vector subspaces of dimension s|t of C n|n that are totally isotropic with respect to b, i.e. are of the form V ⊕V ⊥ , where V is an s-dimensional vector subspace of C n , and V ⊥ is its orthogonal complement with respect to the standard scalar product. We identify this submanifold, in a natural way, with the complex Grassmannian Gr n,s (C). In what follows, we assume that n ≥ 2, s, t ≥ 1, if no stronger restrictions for s and t are formulated explicitly. Let us denote by o the point e t+1 , . . . , e n , f 1 , . . . , f t ∈ M .
We remind the construction of local coordinates on IGr n|n,s|t (C). By definition, this supermanifold is a submanifold of the general super-Grassmannian Gr n|n,s|t (C), and hence its structure sheaf can be described by means of the coordinate matrix
where S, T are (n × s)-and (n × t)-matrices, respectively, whose entries are even homogeneous coordinates, while Γ, ∆ are (n×s)-and (n×t)-matrices, respectively, whose entries are odd ones. Here Z must contain an invertible (square) submatrix of the maximal possible order s | t, and the condition of total isotropy must be satisfied:
(2) Z st J 2n Z = 0, the superscript st denoting the supertransposing. The matrix Z is to be regarded up to the following equivalence: Z ∼ Z if Z = ZQ, where Q is an invertible matrix of order s|t. Now, to any subspace V ⊂ C n , spanned by s vectors of the basis, a coordinate neighbourhood of the point x 0 = V ⊕ V ⊥ in M corresponds. To get the local coordinates in it, we must replace the rows of Z, corresponding to the basic vectors that enter into x 0 , by the unit matrix I s|t = I s 0 0 I t . E.g., for the point
The isotropy condition (2) is equivalent to the equations
Thus,
Denoting X = (x ij ), Ξ = (ξ αj ), H = (η iβ ), we get the even local coordinates x iα , 1 ≤ i ≤ t, 1 ≤ α ≤ s, and the odd ones ξ αβ , 1 ≤ α < β ≤ s, η ij , 1 ≤ i ≤ j ≤ t, in a neighborhood of o. Here ξ αβ exist only in the case s ≥ 2.
The supermanifold IGr n|n,s|t admits the standard action of the Lie supergroup G, which is expressed in coordinates as the multiplication of Z by a coordinate matrix of G from the left. This action induces, clearly, the standard transitive action of the Lie group G 0 = GL n (C) on M = Gr n,s (C). Let P denote the isotropy subgroup of G 0 at the point o ∈ M ; it consists of all matrices of the form (4)
where
where R is the reductive subgroup consisting of the matrices of the form (4) with W = 0, which identifies with GL t (C) × GL s (C), while N is the unipotent radical of P , consisting of matrices of the form (4) with A 1 = I t , A 2 = I s .
The tangent Lie algebras and Lie superalgebras of Lie groups and Lie supergroups will be denoted, as usually, by the corresponding lower case German letters. In particular, the Lie algebra p ⊂ gl n (C) of P admits the semidirect decomposition
where n is the nil-radical of p. Here r identifies with gl t (C) ⊕ gl s (C), while n is commutative and consists of matrices of the form
Let us denote by a → a * the differential of the standard action of G on IGr n|n,s|t . This is a homomorphism of the Lie superalgebra g = πsp n|n (C) into the Lie superalgebra v(IGr n|n,s|t ) of holomorphic vector fields on IGr n|n,s|t . In what follows, we shall need the expression of this homomorphism, applied to the subalgebra p. The holomorphic vector fields on IGr n|n,s|t will be written in terms of the local coordinates in a neighborhood of o, given by the matrix (3).
Proof. Clearly,
After the right multiplication by E s 0 0 A 1 we get the matrix
By substituing A 1 = exp τ U with τ ∈ C, by differentiating at τ = 0 and changing the signs, we get
Similarly, we find that   
Further, for any τ ∈ C we get   
Multiplying the result from the right by
where the omitted terms are of order > 1 in τ , we get the matrix   
Therefore,
Our assertion follows easily from (5), (6) and (7).
Let O denote the structure sheaf of the supermanifold IGr n|n,s|t , and m o the maximal ideal of the local superalgebra O o . The tangent superspace to (M, O) = IGr n|n,s|t at the point o is defined as
* . Clearly, the action of G on (M, O) determines a linear representation of the group P by automorphisms of the superalgebra O o , which gives a linear representation χ = χ0 + χ1 of this group in T o (M, O), called the isotropy representation. One gets easily its explicit expression from Proposition 1.
In fact, let us denote by ρ 1 , ρ 2 the standard representations of GL t (C), GL s (C) respectively. Letm o be the linear span of germs at o of all coordinate functions
for all w ∈ n, and hence n acts trivially on m o /m Choose the maximal algebraic torus T of R, consisting of all diagonal matrices. Clearly, T is a maximal algebraic torus of G 0 , too. The corresponding Cartan subalgebra t ⊂ r consists of all diagonal matrices, and we will write them in the form
Proposition 1 also implies that the germs of x iα , ξ αi , η iα form a weight basis for the representation χ
o with respect to T , the corresponding weights being −λ i + λ t+α , λ t+α + λ t+β , −λ i − λ j . Thus, we got Proposition 2.
(1) The isotropy representation χ is completely reducible, and the restrictions of its even and odd components onto R are as follows:
(2) The germs of x iα , ξ αβ , η ij form a weight basis with respect to T in their linear spanm o , the corresponding weights being −λ i +λ t+α , λ t+α +λ t+β ,
Note that χ0 coincides with the isotropy representation τ of the homogeneous space Gr n,s (C) and of course is well known. In the case when s = 1 the summand 2 ρ * 2 of χ1 is zero, and hence this representation is irreducible. In what follows, the homogeneous vector bundles will be used. Let E ψ be a finite dimensional P -module, determined by a holomorphic linear representation ψ of P . Then we denote by E ψ the corresponding homogeneous vector bundle over M and by E ψ the sheaf of its holomorphic sections. It is well known that the tangent sheaf Θ of M is isomorphic to E τ .
The supermanifold (M, O) is in general non-split. But, as usually, we can associate with it a split supermanifold (M, gr O), called the retract of (M, O). The structure sheaf of the retract is defined as the graded sheaf, associated with the filtration
where J = (O1) is the sheaf of ideals generated by O1. We have gr O E, where E = J /J 2 . Clearly, the action of G 0 on the sheaf O leaves invariant the filtration (8) and induced the action of this group on the locally free sheaf E, and hence on the corresponding vector bundle E, covering its standard action on M . Thus, E is a homogeneous vector bundle over M .
where ϕ is the completely reducible representation of P such that
Proof. It is clear that ϕ = χ * 1 , and hence our assertion follows from Proposition 2. In conclusion, we remark that replacing the skew-symmetric odd bilinear form b by a symmetric one gives a Lie superalgebra and isotropic super-Grassmannians isomorphic to those considered above.
Tangent sheaf cohomology of the retract
Our final aim is to calculate the cohomology of the tangent sheaf T = Der O for the considered isotropic super-Grassmannian in degrees 0 and 1. As it was done in [5, 8, 9] , we start by the similar calculation for the Z-graded sheafT = Der gr O. We use the following exact sequence of sheaves (see [4, 7] ):
In (9) the following notation is used:
and
The homomorphism β acts as the restriction of any derivation of degree p onto the structure sheaf F of M , while α identifies any homomorphism of sheaves E ϕ → p+1 E ϕ with the derivation of degree p, which extends this homomorphism and annihilates F.
In particular, in the case p = −1 we get
In the case p = 0 we get the exact sequence
HereT 0 is the sheaf of infinitesimal automorphisms of E ϕ and E ϕ * ⊗ E ϕ = End E ϕ is its subsheaf consisting of germs of endomorphisms preserving each fibre of the bundle. The mappings α and β are homomorphisms of sheaves of Lie algebras.
As in [5, 8, 9] , we calculate first the cohomology of A p and B p , using the theorem of Bott about homogeneous vector bundles (see [1] , Theorem IV ). We need some notation concerning weights and roots of the group G 0 = GL n (C).
Consider the Cartan subalgebra t of the Lie algebra g 0 = gl n (C), which was chosen above and is formed by the diagonal matrices. The Weyl group W acts on t as the group of all permutations of the coordinates λ i . The weights of the group GL n (C) with respect to t are as follows:
while the root system ∆ is given by
The real span t(R) * of ∆ in the vector space t * is endowed with the scalar product ( , ) that is invariant under W , and λ i form an orthonormal basis in t(R) * . A weight λ is called regular, if (λ, α) = 0, α ∈ ∆, or, equivalently, if k i = k j for all i = j, and singular in the opposite case.
Choose as a Borel subalgebra of gl n (C) the subalgebra b of all upper triangular matrices. The corresponding systems of positive roots ∆ + and of simple roots Π have the form
A weight λ of the form (12) is of index k if λ is regular and (λ, α) < 0 for precisely k roots α ∈ ∆ + . In particular, λ is of index 0 if and only if λ − γ is dominant. Further, a regular weight λ is of index 1 if and only if it satisfies (λ, α) > 0 for all α ∈ ∆ + except of one simple root.
Fix a certain t, 1 ≤ t ≤ n − 1, and consider the weights λ of the form (12),
or, equivalently,
These are dominant weights of the subgroup R = GL t (C) × GL s (C), s + t = n, whose tangent algebra contains t as a Cartan subalgebra, too. We call such a weight λ an R-dominant one. It is known that any highest weight of a representation of R is R-dominant.
Lemma 1. Let λ be an R-dominant weight of the form (12). Then λ + γ is of index 1 if and only if the following relations hold:
whenever λ+γ is of index 1. Evidently, (λ+γ, α) > 0 for all α ∈ ∆ + , α = α t , if and only if this is true only for α = α t−1 +α t = λ t−1 −λ t+1 and α = α t +α t+1 = λ t −λ t+2 . Thus, λ + γ is of index 1 if and only if the conditions
together with (14) , are satisfied. Clearly, these three conditions are equivalent to (13) .
Note that in the case s = 1 (or t = 1) the first (respectively, the second) condition in (13) should be omitted. Lemma 2. Let λ be an R-dominant weight of the form (12), and suppose that λ+γ is of index 1. The following conditions are satisfied:
(2) The proof is similar.
Clearly, the subgroup P ⊂ G 0 defined above is a parabolic subgroup of G 0 , containing its Borel subgroup B − , which corresponds to the positive root system −∆ + . Therefore, we can apply the theorem of Bott in order to calculate the cohomology of A p , B p . We also take into account that the corresponding homogeneous vector bundles are determined by the completely reducible representations Φ p and T p . Due to (10), (11), Proposition 2 and Proposition 3, their restrictions onto R are
We write these representations in the form
Denote by ρ and Ad the standard and the adjoint representations of G 0 = GL(n, C) respectively.
is the direct sum of two submodules corresponding the irreducible representations S 2 ρ and 2 ρ * respectively. In the case s = 1 the second submodule is zero. We also have (for any s)
Proof. The highest weights of the representation Φ 0 = ϕ * are 2λ 1 and (for s ≥ 2) −λ n−1 − λ n . They are dominant and are the highest weights of the representations S 2 ρ and 2 ρ * of the group G 0 , respectively. Our assertion follows from the theorem of Bott. A 1 ) also contains the third irreducible component with highest weight
Proof. Clearly, we have for s ≥ 2
One verifies that (S 2 ρ 1 )(S 2 ρ * 1 ) is the sum of three irreducible components with highest weights λ = 2λ 1 − 2λ t , λ 1 − λ t , 0, the first two components existing only in the case t ≥ 2. Similarly, (
2 ) is the sum of three irreducible components with highest weights λ = λ t+1 + λ t+2 − λ n−1 − λ n (for s ≥ 4), λ t+1 − λ n (for s ≥ 3), 0. Two more irreducible components enter into Φ 1 having the highest weights λ = 2λ 1 + λ t+1 + λ t+2 , λ = −2λ t − λ n−1 − λ n . If t ≥ 2, then the only dominant highest weights are two zero ones, giving the trivial G 0 -module C 2 in the 0-cohomology. If t = 1, then there also exists the dominant highest weight 2λ 1 + λ 2 + λ 3 . Now suppose that t ≥ 2, s = 3. It is easy to check that the weight λ + γ is singular for any non-zero highest weight λ of Φ 1 . Therefore the proposition follows from the theorem of Bott.
Proof.
(1) Let λ denote a highest weight of Φ a,b , a+b = p ≥ 2. We consider several different cases.
(a) Suppose that a = 0. By (15), we have
where k t+1 > 0. Clearly, λ cannot be dominant whenever t ≥ 2. Assume that λ + γ is of index 1. Then, for t ≥ 3, Lemma 2 implies that k t < 0; this gives a contradiction.
(b) Suppose that b = 0. By (15), we have
In particular, k t < 0. Clearly, λ cannot be dominant. Assume that λ + γ is of index 1. Then Lemma 2 implies, for t ≥ 2, that k t+1 > 0; this gives a contradiction. (c) Suppose that a, b > 0. By (15), we have 
where Λ = 2λ 1 − 2λ t , λ 1 − λ t , 0. Clearly, λ cannot be dominant. Assume that λ + γ is of index 1. If t ≥ 3, then we can apply Lemma 2, which implies that k t+1 = 1, k j = 0 for j > t + 1. Hence n j=t+1 k j = 1; this gives a contradiction. (2) Let λ be a highest weight of Ψ a,b , a + b = p ≥ 2. We consider again several different cases.
(a) Suppose that a = 0. By (16), we have
Clearly, k t+1 > 0. In particular, λ cannot be dominant. Assume that λ + γ is of index 1. Then Lemma 2 implies, for t ≥ 2, that k t < 0; this gives a contradiction.
Clearly, λ cannot be dominant whenever s ≥ 3 . Assume that λ + γ is of index 1. If s ≥ 4, then we can apply Lemma 2, which implies that k t+1 > 0; this gives a contradiction.
(c) Suppose that a, b > 0. By (16), we have
Clearly, λ cannot be dominant. Assume that λ + γ is of index 1. Then Lemma 2 implies that k t+1 = 1; k t+2 ≤ 0. Hence n j=t+1 k j ≤ 1; this gives a contradiction. Suppose that b = 1. Decomposing the representation (
2 ) into irreducible components (see the proof of Proposition 5), we see that
where Λ = λ t+1 + λ t+2 − λ n−1 − λ n (for s ≥ 4), λ t+1 − λ n (for s ≥ 3), 0. Clearly, λ cannot be dominant. Suppose that λ + γ is of index 1. If s ≥ 3, then we can apply Lemma 2, which implies that k t = −1, k i = 0 for i < t. Hence t i=1 k i = −1; this gives a contradiction.
The proof of the proposition is finished.
Proposition 7.
We have an isomorphism of G 0 -modules
where sl n (C) is regarded as the G 0 -module with the representation Ad. Further,
Proof. The highest weight of the irreducible representation T 0 = τ is λ 1 − λ n . Clearly, it is dominant and determines the representation Ad of G 0 . The assertion is immediately implied by the theorem of Bott.
has the following highest weights:
If t ≥ 2, then none of these weights λ is dominant, and all weights λ + γ are singular whenever s ≥ 3. Therefore the assertion follows from the theorem of Bott.
Under the same conditions
Proof. Let λ be a highest weight of T a,b , a + b = p ≥ 2. We consider several different cases.
(a) Suppose that a = 0. By (17), we have
In particular, k t+1 > 0. Clearly, λ cannot be dominant whenever t ≥ 2. Assume that λ + γ is of index 1. Then, for t ≥ 3, Lemma 2 implies that k t < 0; this gives a contradiction.
(b) Suppose that b = 0. By (17), we have
An argument, similar to that in (a), shows that if s ≥ 3, then λ cannot be dominant and λ + γ cannot be of index 1.
(c) Suppose that a, b > 0. By (17), we have
In particular, k t < 0, k t+1 > 0. Clearly, λ cannot be dominant. Assume that λ + γ is of index 1. Clearly, k 2 ≤ 0, k t+1 ≥ 0. Therefore Lemma 2 implies, for t, s ≥ 3,
Thus k 1 = 0 and a = 1. Similarly, k n = 0 and b = 1, i.e. p = 2 and
By (17),
Decomposing this representation into the irreducible components, we see that the weight (18) is the highest weight of the component ρ * 1 ⊗ρ 2 having multiplicity 1. We have α = −λ ∈ Π. Denoting by w α ∈ W the reflection associated with this root, we see that w α (λ + γ) − γ = 0. Then the theorem of Bott implies that H 1 (M, B 2 ) is the irreducible G 0 -module with highest weight 0. The proposition is proved. Now we are able to calculate the cohomology groups H p (M,T ), p = 0, 1.
(2) Suppose that t ≥ 3, s ≥ 4. Then
Proof. We use the cohomology exact sequence, associated with (9), and Propositions 4 -9. In almost all cases the proof is evident. The only difficulty arises when you have to calculate H 0 (M,T 0 ) with the help of the exact sequence
We have the exact sequence of Lie algebras
where H 0 (M, A 1 ) = End E ϕ is the Lie algebra of the gauge group of the bundle E ϕ , which is a trivial G 0 -module of dimension 2 by Proposition 5, and
is the Lie algebra of holomorphic vector fields on M , which is isomorphic to sl n (C) by Proposition 7. Clearly, the action of the Lie group G 0 on (M, O) considered in §1 determines a subalgebra of H 0 (M, B 0 ), commuting with End E ϕ , whose image under β * coincides with sl n (C) = H 0 (M, B 0 ). Hence
We remark that actually 
is spanned by x iα , ξ αβ , η ij respectively. By Proposition 2, R leaves invariant any of these three subspaces, inducing three irreducible representations, and the germs of local coordinates constitute a weight basis ofm o with respect to T with the weights −λ i +λ α , −λ i −λ j , λ α +λ β , 1 ≤ i, j ≤ t, t+1 ≤ α, β ≤ n. Note that the remaining weights of the representation of R in the whole m o are certain sums of these weights, and hence we see that the weight subspace of m o , corresponding to any of these weights, is one-dimensional (and lies inm o ). The P -invariance of δ implies that the germs of local coordinates are eigen-vectors for δ. Moreover, we get from the Schur lemma that
where a, b , b ∈ C. Clearly, a = 0. In fact, consider the vector fieldδ ∈ v(M, gr O) 0 , induced by δ. Sinceδ is G 0 -invariant, too, Theorem 1 implies thatδ ∈ End E, i.e. δ(x iα + J ) = 0. Therefore, δ(x iα ) ∈ J 2 , whence a = 0. Now we prove that b + b = 0, using the relation [δ, w * ] = 0 for all w ∈ n. It follows from Proposition 1 that 0 = [δ, E * t+1,1 ](x 12 ) = δ(x 11 x 12 + ξ 12 η 11 ) = (b + b )ξ 12 η 11 . This implies our assertion.
This result makes it possible to solve the splittness question concerning the super-Grassmannians studied here. If (M, O) is split, then σ is an isomorphism, but this is false whenever s ≥ 2. In the case s = 1, we can see that the super-Grassmannian is split, e.g., by calculating its transition functions.
Corollary 1.
We have H 1 (M,T 2 ) C whenever t ≥ 3, s ≥ 4.
Proof. If H 1 (M,T 2 ) = 0, then by Theorem 1 H 1 (M,T ) = 0. But this implies that any supermanifold, having (M, gr O) as its retract, is split [3, 15] . This contradicts to Theorem 2.
Corollary 2. If t ≥ 3, s ≥ 4, then the super-Grassmannian IGr n|n,s|t is the only, up to isomorphism, non-split supermanifold having (M,Õ) as its retract.
Proof. Follows from the vanishing of H 1 (M,T p ), p ≥ 3, proved in Theorem 1, and from Corollary 2 (see [6] ). Proof. We can proceed in the same way as in the proof of Theorem 2 in [9] , using Theorem 1 and Proposition 10.
Corollary. The supermanifold IGr n|n,s|t is rigid whenever t ≥ 3, s ≥ 4.
Proof. Follows from the vanishing of the 1-cohomology of T (see [15] ).
We remark in conclusion that v(M, O) πsp n|n (C) in the case t ≥ 2, s = 1, as well (see [7, 14] ). The proof makes use of the classification of transitive irreducible Lie superalgebras got in [2] .
