Abstract. Two space-time nite element methods for solving time-dependent partial di erential equations are de ned and analyzed. The methods are based on the use of isoparametric nite elements to implicitly de ne the time discretization on a moving mesh in the space dimensions. One method allows for adding and deleting knots in a continuous fashion, while the other allows for discontinuous changes in the mesh (static rezone). A detailed convergence analysis for a model parabolic equation, with a possibly large convection term is presented. Here we obtain symmetric best approximation error estimates similar to those obtained by Dupont Math. Comp., 39 (1982), pp. 85-107] for the semidiscrete case.
1. Introduction. The use of adaptive methods can greatly improve the accuracy of nite element computations, and has been among the most important advances in the eld over the past decade ( 15] ). The goal of such procedures has been to automate the creation of nite element spaces which are especially well suited to a given problem. Generally this means concentrating the degrees of freedom associated with the nite element space in regions where the solution is changing rapidly. Often such regions represent a small fraction of the physical domain, although in time-dependent problems, the location of the roughness of the solution may vary, as in the movement of a front. The three main approaches to adaptation can be classi ed as those which locally re ne (or unre ne) an existing mesh (h-method) 4], locally increase (or decrease) the order of approximation (p-method) ( 5] , 19]), or move the current mesh (r-method). Often several of these strategies are employed together 12] .
In this work, we focus attention on moving nite element methods using spacetime nite element spaces. Traditionally, nite element discretizations of time-dependent partial di erential equations employ standard nite element discretizations in the space variables, yielding a system of ordinary di erential equations (usually sti ) in time 16] , 17]. This system is then solved by a di erence scheme (e.g., backward di erence or Crank{Nicolson) appropriate for a system of ordinary di erential equations. In such algorithms, a clear distinction is made between space and time, and quite di erent discretizations are applied to each. On the other hand, there are spacetime nite element methods, in which the space-time domain is triangulated using a standard nite element mesh; in such cases, space and time are treated on a more uniform basis 13].
Our approach is somewhat intermediate in that, while we use nite elements in both space and time, a rather clear distinction remains between the space and time discretizations. We take a standard nite element discretization in space (C 0 piecewise linear polynomials) and imagine that the elements themselves evolve in time. The movement of the mesh is modeled using a restricted class of isoparametric linear elements in the time variable. In two space dimensions, the resulting space-time element is a six-node isoparametric prism, with triangular faces at the beginning and the end of the time step, and three isoparametric quadrilateral faces in time which describe the trajectories of the triangle vertices over the course of the time step. Recently, Hansbo did some numerical experiments using a similar approach 11].
When the vertices do not move, the time discretization corresponds to a convex combination of backward di erence and Crank{Nicolson method (often called a -method). In this case, there is not a great bene t from the use of this class of space-time elements. However, when the knots move, we exploit the ability of isoparametric nite elements to approximate complicated geometries. Instead of deriving complicated di erence equations on the moving mesh, we implicitly generate the time discretization from the isoparametric mappings of the space-time elements to the reference element, in the standard nite element fashion. The resulting discretization, viewed as a di erence method, has some similarity to the modi ed method of characteristics analyzed by Douglas and Russel 8] , 18] .
The theoretical analysis of our methods is modeled on the classic analysis of mesh modi cation methods given by Dupont in 9]. In the case of a semidiscrete problem (moving nite element discretization in space, continuous in time), Dupont was able to prove a symmetric error bound of the form jjju ? ujjj C inf v2S jjju ? vjjj: (1) Here u is the exact solution, u the nite element solution, S the nite element space, and jjj jjj is an appropriately de ned norm. Such \best approximation"-like estimates are quite standard in the nite element analysis of selfadjoint elliptic problems, but are still rather uncommon for time-dependent problems. When a nite di erence time discretization (backward di erence) was introduced by Dupont, the symmetry of the error estimate was partly destroyed by the appearance of a time truncation error term on the right-hand side of (1). Because we treat the time discretization by isoparametric nite elements, we can keep the analysis entirely within the nite element framework, and are able to obtain symmetrical bounds like (1) for our fully discrete methods.
While moving meshes are able to handle a wide variety of situations, one often also needs the capability to change the topology of the mesh, especially for problems with two or three space dimensions. This may be as simple a adding new degrees of freedom near the boundary as a front enters the computational domain, and removing them at another boundary as the front exits the domain. It might also involve restructuring the connectivity of vertices in the mesh as elements become entangled. In this work, we present two di erent space-time nite element procedures, which di er in their approaches to changing the topology of the mesh. The rst simply allows discontinuous changes in the mesh between time steps (\static rezone"). One can add or delete nodes, or change the mesh topology, e.g., by \edge swapping" or otherwise rearranging the connectivity pattern of the existing nodes. Such changes were allowed in Dupont's analysis, and are handled in an analogous fashion here.
Our second method uses a suite of related space-time elements to add and delete knots and change the mesh topology in a continuous fashion. For example, one could imagine an edge of a triangular element in two space dimensions shrinking to a point over the course of a time step, in e ect, deleting a node. This can be modeled using a special ve-node isoparametric element, with the triangular face at the beginning of the time step becoming a simple line segment at the end of the time step. The complexity of the time discretization on such an element is easily handled by the isoparametric mapping, just as in the case of the six-node prism.
The remainder of the paper is organized as follows. In x2, we establish the nite element framework and explore in detail the isoparametric mapping that forms the basis of our time discretizations. In x3, we de ne and analyze the rst of our methods, allowing discontinuous changes in the mesh. In x4, we de ne and analyze the methods based on continuous changes in the mesh. Finally, in the Appendix (x5), we de ne in detail the suite of space-time elements for the cases of two and three space dimensions.
2. Preliminary results. In this section, we establish the framework and notation for the analysis of our methods, as well as present some preliminary results. Let denote a subspace of R d (1 d 3), (0; T) an interval in time, and let Q = (0; T).
We consider the linear convection-di usion equation u t ? r (aru) + v ru + cu = f; (x; t) 2 Q; aru n = g; (x; t) 2 @ (0; T); (2) u(x; 0) = u 0 (x); x 2 :
We assume that a > 0, c > 0, v and f are smooth functions of (x; t), and that (2) has a unique solution.
A weak formulation of (2) is: Find u(t) 2 H 1 ( ), with u t 2 L 2 ( ), such that, for all 2 H 1 ( ) and 0 < t T, (u t ; ) + a(u; ) = (f; ) + hg; i; We seek an approximation u(x; t) to u(x; t) in a space-time nite element space S. Let ft j g be a partition of 0; T] such that 0 = t 0 < t 1 < < t m = T; with t j = t j ? t j?1 . This partition discretizes the space-time cylinder Q into slices.
For the space discretization, we consider rst the case d = 1, and de ne = 0; L].
For each time interval t j?1 t t j , we partition 0; L] by fx j i (t)g satisfying 0 = x j 1 < x j 2 < < x j nj = L; such that x j i (t) is a linear polynomial in t. In this way, we generate a tessellation of Q as the union of convex quadrilaterals. An example of such a partition is given in Fig. 1 . The nite element space associated with this tessellation (Fig. 1) is the standard space of isoparametric bilinear elements, with four degrees of freedom per element. Fig.1 On the reference square, the basis functions are the tensor product of the two linear nodal basis functions in space and the two linear nodal basis functions in time.
For the case d = 2, we use six-node prism elements. In terms of the space discretization, such elements form a triangulation of , and the corresponding nite element space is the usual space of continuous piecewise linear polynomials. With respect to space and time, such elements are isoparametric bilinear elements. On the reference prism, the basis functions are the tensor product of the three standard nodal basis functions for a linear triangle and the two linear nodal basis functions in time.
For the case d = 3, we use eight-node elements, based on a space discretization using tetrahedra. On the reference element, the basis functions are the tensor product of the four standard nodal basis functions for a linear tetrahedra and the two linear nodal basis functions in time. We remark and emphasize that, for any xed time t, these nite element spaces are just the usual spaces of continuous piecewise linear polynomials; if viewed in space-time, their vertices move in space as a function of time. To provide for adding and deleting knots, we allow discontinuous changes in the topology of the space discretization at each of the time lines t j . We assume lower and upper bounds on t j , and the element sizes in space, as well as the usual shape regularity assumptions in both space and time with respect to the elements in the mesh. This implies that the mesh is locally quasi-uniform in space and time (independently), but it need not be globally quasi-uniform.
We next explore the nature of the isoparametric map. For simplicity, we consider the case d = 1, and to simplify notation, we will drop the superscript on x j i (t) when there is no possibility of ambiguity. We de ne the local mesh spacing in space by h i (t) = x i (t)?x i?1 (t). Let S denote the space of isoparametric bilinear nite elements associated with this tessellation. For a xed t, the restricted space S(t) is the space of continuous piecewise linear polynomials with respect to the space discretization at time t. Functions in S are continuous within each time strip t j?1 < t < t j , but may be discontinuous at each t j due to the discontinuities in the mesh.
For discontinuous functions, the jump at t = t j is de ned as ](t j ) = lim !0 ( (t j + ) ? (t j ? )) j + ? j ? : (4) To uniquely de ne a 2 S, we take (t j ) to be its limiting value from below ( (t j ? ); ! 0; > 0), and we require ( ](t j ); v) = 0 for all v 2 S(t j + ).
This set of isoparametric elements is characterized by the fact that each element is a trapezoid, with the parallel sides corresponding to the beginning and end of a time step. Consider the isoparametric mapping from the unit square in the (x;t) plane to the quadrilateral e with vertices (x i?1 ; t j?1 ), (x i ; t j?1 ), (x i?1 ; t j ), and (x i ; t j ). This mapping is given by t = t jt + t j?1 ;
x = x i?1 (t j?1 ) (1 ?t)(1 ?x) + x i (t j?1 ) (1 ?t)x +x i?1 (t j )t(1 ?x) + x i (t j )tx :
The Jacobian matrix for this transformation, J is given by J = t j 0 t j @x=@t h i (t) ; where, for a xed time t, @x=@t is the piecewise linear polynomial in space taking on the value @x i =@t at the knot x i . Note that @x i =@t is a well-de ned constant for each time step, but will generally be discontinuous at t j . By controlling the movement of the knots, we are essentially controlling the term @x=@t, and we can use this term to, in e ect, o set the impact of the velocity term (v ru; ) in the a( ; ) form. In physical terms, this can be interpreted as trying to approximately align the mesh with the characteristics of the hyperbolic operator u t + v ru; if v is constant and @x=@t = v, then the mesh points will move along characteristics, and there will be exact cancellation of these terms.
For general isoparametric elements, a function 2 S will be a rational function of x and t. In our case the situation is di erent. If we invert the isoparametric map, we havet = t ? t j?1 t j ;
Because each element is a trapezoid, we see that polynomials ofx andt become polynomials of x and rational functions of t. This con rms that for any xed time t the space S(t) is just the usual space of continuous piecewise polynomials in x corresponding to the knots fx i (t)g. Also, along the directions corresponding tox = C for a constant C, we see that is a polynomial in t only. We will refer to these directions as characteristic directions for the element, and the directional derivative @ =@ along such a direction is given by @ @ = @ @t + @ @x @x @t : of element e. In order for the overall isoparametric map to be well de ned, Det J e (t) must be of constant sign for t j?1 t t j . Thus D(t) will be a smooth, di erentiable, positive polynomial on each element.
As usual, we let H j ( ); j 0, denote the space of L 2 ( ) functions whose rst j derivatives are also in L 2 ( ). The norm in H j ( ) is de ned by
where we assume the usual multi-index notation. We will also use the seminorm on We nish this section with the following lemma. Although this is a slightly nonstandard version of Gronwall's lemma, the proof is straightforward, and follows the pattern of argument for the standard case.
3. A moving space-time nite element method. In this section, we analyze the error between the weak solution to problem (2) and its nite element approximation.
Recall the weak formulation to problem (2): Find u(t) 2 H 1 ( ), with u t 2 L 2 ( ), such that, for all v 2 H 1 ( ) and 0 < t T, (u t ; v) + a(u; v) = (f; v) + hg; vi ; (9) with initial condition (u( ; 0); v) = (u 0 ; v) : (10) Let S be the space of isoparametric bilinear nite elements de ned in x2. In this section, we consider only (nondegenerate) isoparametric elements. Besides moving the mesh in a smooth fashion within time steps, we allow for discontinuous changes in the mesh between time steps. The nite element approximation u to (9){(10) is de ned at t = t j ? by ( u t ; v) + a( u; v) = (f; v) + hg; vi ; (11) for v 2 S(t j ? ), 1 j m, with initial condition ( u( ; 0); v) = (u 0 ; v) ; (12) for v 2 S(0). Since u and u t are discontinuous at t = t j , we assign limiting values from the interval (t j?1 ; t j ). Since the term ( u t ; v) is the only one which couples the solutions from di erent time levels, this choice has the e ect of making the set of equations block lower bidiagonal, e ectively reducing (11) to a simple (elliptic) system of equations to be solved at each time step. This is similar to the set of equations which must be solved when any standard implicit time discretization method (e.g., backward di erence) is used. Hopefully, it is easier to solve, since we expect the skewsymmetric part of the matrix to be less prominent. In this sense, the system is very similar to the time discretizations of Douglas and Russel 8], 18] based on the method of characteristics.
Recall that we allow for discontinuous changes in the mesh at the end of each time step. Following Dupont 9] , the solution u is updated to the new mesh at the beginning of each time step via L 2 projection, that is, ( u( ; t j + ); w) = ( u( ; t j ? ); w) ; (13) for all w 2 S(t j + ). This is consistent with our de nition of S since, from (13), ( u](t j ); w) = 0 for all w 2 S(t j + ). The projection u( ; t j + ) is introduced mainly to simplify the theoretical analysis. As a practical matter, one is not required to explicitly assemble and solve (13) for u( ; t j + ), and this will not contribute to the computational cost of the procedure. Indeed, all one needs for implementing (11) is the capability to assemble the right-hand side of (13), which requires computing inner products of the function u( ; t j ? ), de ned on the old mesh, and w, de ned on the new mesh. We rst show that the solution de ned by (11){ (13) 
for each element in the mesh, and jjv ? x t jj 1 d: (15) Then there exists a positive constant C such that, if t j , 1 j m, jjju ? ujjj C inf v2S jjju ? vjjj ; (16) with C and depending on c, d, the di erential problem, and the shape regularity of the elements.
Proof. Our proof follows closely the strategy laid out by Dupont in 9]. We begin by remarking that assumption (14) is to be interpreted elementwise, and is really a quantitative statement about the shape regularity of the elements with respect to the space discretization. In particular, (14) 
for each element in the mesh.
Assumption (14) is in fact a restriction to the growth of the nite elements over a time step, while (17) restricts both the growth and the contraction of the elements.
We next note from (3) and (11) that at t j , (u t ? u t ; v) + a(u ? u; v) = 0 ; (18) for v 2 S(t j ? ), 1 j m. We emphasize that (18) holds only at the end of each time step, and not for all times; it is this fact that complicates the analysis when compared to Dupont's analysis of the continuous time case, upon which our proof is modeled.
Taking 2 S and setting = u ? 2 S, and = u ? , we seek to show that jjj jjj C jjj jjj : (19) Inequality (16) is an immediate consequence of (19) and the triangle inequality.
From (18) 
The term k 0 k 2 0 is bounded by k 0 k 0 k (0)k 0 jjj jjj : (27) To complete the argument, we take 2 S(t j ? ), and observe that, from (20) 
The estimate (19) now follows directly from (26){ (28).
As noted by the referee, if in (14) c is replaced by c j , then by Lemma 2.1 the constant C in (16) depends on P m j=1 c j t j . In this case, on a few steps some elements can be allowed to drastically increase in size, without invalidating the proof. 4. Continuous space-time nite elements. The analysis presented in xx2 and 3 used a discretization based on a simple class of isoparametric elements; adding and deleting knots required that the mesh (and hence the nite element space) be discontinuous at the time steps where mesh points were added or deleted. In this section we describe a nite element space based on a mixture of isoparametric elements which allows for the addition or deletion of knots in a continuous fashion.
As we did previously, we partition the space-time rectangle Q into strips; t j and t j are de ned as before. As we did in x2, we begin the discussion with the case d = 1, where the situation is relatively simple.
For each time t j , we partition 0; L] by fx j i g satisfying 0 = x j 1 < x j 2 < < x j nj = L : This partition is to be used for the both the time steps (t j?1 ; t j ) and (t j ; t j+1 ). Each knot x j i is connected to a knot at t j?1 and t j+1 by straight lines; none of the lines for a given time step are allowed to cross. An example of such a partition is shown in Fig. 2 .
In Fig. 2 , triangle T corresponds to the addition of a knot over the time step; the knot A 0 evolves into the two knots labeled A. On the other hand, the triangle T 0 corresponds to deleting a knot; the two knots labeled D evolve into the single knot D 0 .
On this tessellation we de ne a nite element space using isoparametric quadrilateral elements of degree one as before, in combination with linear triangular elements. Note that there are two classes of triangular elements: those which correspond to adding a knot, and those which correspond to deleting a knot. Overall, one must consider three types of elements. Within each time strip, we require C 0 continuity as before; this is easily achieved by our choice of elements by enforcing continuity at the knots. Indeed, for any xed time t, t j?1 < t < t j , a function 2 S will just be a continuous piecewise linear polynomial with respect to x. Between time steps, we will continue to allow functions in S to be discontinuous, but S now contains a simply characterized C 0 subspace S 0 (again, enforce continuity at t j for 0 x L by requiring continuity at the knots x j i ). We let S j (respectively S 0 j ) denote the restriction of S (respectively S 0 ) to the time interval (t j?1 ; t j ).
In the case d = 2, one can construct a nite element space using ve types of elements. The most important is the six-node isoparametric prism element of the type used in x3. A second type of element has ve nodes, with a triangular face at time t j?1 and a line segment at t j . Such an element deletes a knot by having two knots of the original triangle at t j?1 merge over the course of the time step. There are also four-node tetrahedral elements, with a triangular face at t j?1 and a single point at t j ; in such elements a triangle shrinks to a single point over a time step. There are corresponding four and ve node elements for adding vertices, having a triangular face at t j and either a single point or an edge at time t j?1 .
For the case d = 3, the situation is even more complicated. There are a total of nine basic elements, the most important being the eight-node element used in x2.
The others have ve to seven nodes, with a tetrahedral face at one time level, and a triangle, line segment or single point at the other. A more complete description of these elements can be found in the Appendix.
To use this class of elements, we must alter our weak formulation (3) . To see why,
consider the case d = 1. Here triangular elements corresponding to deleted knots (T 0 in Fig. 2 ) would make no contribution to the sti ness matrix, which seems inappropriate in many situations. Additionally, there is no suite of characteristic directions for triangular elements which allows an element by element analysis similar to (22) 
As in x3, the nite element approximation to u is denoted u. Discontinuities in the nite element space S are allowed with respect to t at the time steps t j ; we weakly for all v 2 S j , where j > 0 is a scalar penalty parameter. The initial condition is the L 2 projection of the initial condition given by (10) . This results in a system of linear equations approximately twice as large as (11), since there will be unknowns corresponding to knots at the beginning as well as the end of the time step. A simple variation on the argument used in x3 shows the matrix to be nonsingular and the solution unique, for t j su ciently small.
An obvious, and computationally more appealing, alternative approach would be to require C 0 continuity of the nite element solution, and to impose (30) for all v 2 S j satisfying v j?1 + = 0. The unknowns would then be only the values of the solution at the knots at time t j . The resulting linear systems have comparable complexity to the systems generated by the discontinuous method of x2, or to other standard implicit methods.
We can formally obtain this reduced system by taking the limit j ! 1 in (30).
In fact, our preliminary numerical experiments show the two methods produce quite comparable solutions. We chose to analyze the more complicated formulation after we were unsuccessful in obtaining a symmetrical error estimate similar to (16) for the simplier method (although we believe one exists). By imposing continuity via a penalty term and enlarging the size of the linear system, we also enriched the test function space, which enabled us to achieve a nearly symmetric estimate. 
with C depending on c 0 , c 00 , d, the di erential problem, and the shape regularity of the elements.
We remark that (33) is not quite a symmetric estimate, in that u 2 S, while v 2 S 0 . However, we expect the exact solution u to be continuous, and, with a su ciently large penalty parameter j , u can also be expected to be approximately continuous. In particular, since u ? v is continuous, the \jump" term in jjju ? vjjj is zero, so (33) provides good control of the discontinuities in u. 
Since is a linear polynomial or at worst an isoparametric bilinear polynomial on each element, 5. Appendix. Space-time nite element basis functions. In this Appendix, we de ne in detail the nodal basis functions for the space -time nite element spaces for two and three space dimensions. We will de ne the nodal basis functions for appropriate reference elements; the actual basis functions are then generated using isoparametric mappings in the usual fashion. To keep the notation simple, we will use (x; y; t) and (x; y; z; t) to denote the independent variables on the reference element.
5.1. The case of two space dimensions. The fundamental element used is the six-node prism. The reference element for this is the standard right triangle in space (vertices at (0; 0), (1; 0), and (0; 1)) and the unit interval in time ( 0 t 1 ).
The three basis functions for the space discretization are If we delete a knot over a time step, the resulting ve-node element will have a triangular face at t = 0 and a line segment at t = 1. At t = 1, we will choose the knots (0; 0), and ( Note that these basis functions do not have the simple tensor product structure of the six-node prism, although their connection to the those basis functions is readily apparent. Also notice that this element has two quadrilateral faces and one triangular face with respect to time. Deleting a knot generally requires the use of at least two ve-node elements, sharing a common triangular face in time (this is of course not true for a boundary knot).
If we delete two knots over the time step, the resulting 4 node tetrahedra will have a triangular face at t = 0 and a single point at t = 1. If we de ne 123 = 1 + 2 + 3 = 1 then the single point at t = 1 will be ( 1 3 ; 1
There are two possible six-node elements, corresponding to the deletion of two knots over a time step. In the rst case, one can imagine a face of a tetrahedra shrinking to a point over a time step. This element could be de ned at t = 1 in terms of the vertices (0; 0; 0) and ( 
