The Scharfetter--Gummel scheme for aggregation-diffusion equations by Schlichting, André & Seis, Christian
ar
X
iv
:2
00
4.
13
98
1v
1 
 [m
ath
.N
A]
  2
9 A
pr
 20
20
THE SCHARFETTER–GUMMEL SCHEME FOR
AGGREGATION-DIFFUSION EQUATIONS
ANDRÉ SCHLICHTING* AND CHRISTIAN SEIS†
Abstract. In this paper, we propose a finite-volume scheme for aggregation-diffusion
equations that is based on a Scharfetter–Gummel approximation of the nonlinear, non-
local flux term. This scheme is analyzed concerning well-posedness and convergence
towards solutions to the continuous problem. Also, it is proven that the numerical
scheme has several structure-preserving features. More specifically, it is shown that
the discrete solutions satisfy a free-energy dissipation relation analogous to the contin-
uous model, and, as a consequence, the numerical solutions converge in the large time
limit to stationary solutions, for which we provide a thermodynamic characterization.
1. Introduction
1.1. The aggregation-diffusion equation. We consider the aggregation-diffusion equa-
tion in a smoothly bounded domain Ω in Rd, describing the evolution of a probability
density ρ ∈ P(Ω) according to
(1) ∂tρ = ∇ · (κ∇ρ+ ρ∇W ∗ ρ) ,
where κ > 0 is the diffusion constant and W : Rd → R an interaction potential. The
convolution in (1) is to be understood in Ω, that is
(W ∗ ρ)(x) =
∫
Ω
W (x− y)ρ(y) dy.
Moreover, in order to preserve the total mass, we have to impose the no-flux boundary
conditions
(2) κ∂νρ+ ρ∂νW ∗ ρ = 0 on ∂Ω,
where ν denotes the outer normal vector on ∂Ω. The initial datum will be denoted by ρ0,
and we assume that it is a probability distribution, ρ0 ∈ P(Ω).
Equation (1) arises as the infinite particle limit from systems of weakly interacting
diffusions, first analysed by McKean [46, 47]. It is rigorously shown in [48, 52, 51] that
the law of the empirical distribution of the particle system converges to the solution ρ
of (1) in the so-called mean field limit.
The derivation already shows, that (1), maybe with an additional external poten-
tial, arises in many applications in which interactions between particles or agents are
present. The examples range from opinion dynamics [33], granular materials [3, 18, 8]
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and mathematical biology [38, 51, 10] to statistical mechanics [45], galactic dynamics [6],
liquid-vapor transitions [42, 24], plasma physics [7], and synchronization [40].
In these model, all the physical properties of the underlying system are encoded
through the interaction potential W : Rd → R, which describes attractive and repul-
sive forces. We analyze the common case, where the force coming from the interaction
potential between particles is antisymmetric and hence W is assumed to be symmetric.
In addition, we assume W to be globally Lipschitz continuous and continuous differen-
tiable away from the origin. These assumptions imply existence and uniqueness of weak
solutions to (1) by standard arguments (see for instance [17, Theorem 2.2]), but rule
out singular potentials blowing up at the origin, like the Newtonian potential for the
Keller–Segel model [38]. In summary, for later reference, our assumptions are
W (x) =W (−x) and W (0) = 0 ;(A1)
W ∈ C1(Rd \ {0}) ;(A2)
W is Lipschitz-continuous.(A3)
The aggregation-diffusion equation (1) has a free energy functional acting as Lyapunov
function for the evolution. It is defined as the sum of entropy and interaction energy,
(3) F(ρ) = κ
∫
Ω
ρ(x) log ρ(x) dx+
1
2
∫∫
Ω×Ω
W (x− y)ρ(x)ρ(y) dx dy .
Indeed, a short computation reveals that the free energy dissipation is given by
d
dt
F(ρ) = −
∫
Ω
ρ|∇(κ log ρ+W ∗ ρ)|2 dx = −D(ρ).(4)
It is natural to assume that the free energy is initially finite, thus F(ρ0) ∈ R. Moreover,
by writing
(5) ∂tρ = ∇ · (ρ(κ∇ log ρ+∇W ∗ ρ)) = −∇ · (ρ∇(−DF(ρ))) ,
it becomes evident that (1) is a gradient flow of the free energy F with respect to the
Wasserstein distance (cf. [35, 18, 56]). In the thermodynamic interpretation, the term
∇(−DF(ρ)) is the (generalized) force coming from the second law of thermodynamics
driving the system towards states of lower free energy. Hence, in accordance to thermo-
dynamic principles, the dissipation in (4) can be expressed as the product of the force
∇(−DF(ρ)) with the flux j = −κ∇ρ− ρ∇W ∗ ρ from (1),
(6) D(ρ) =
∫
Ω
(κ∇ log ρ+∇W ∗ ρ) · (κ∇ρ+ ρ∇W ∗ ρ) dx.
The thermodynamic structure of the equation also provides a physical formulation of
the stationary solutions to (1). On the one hand, it was already observed in [39], that
ρ ∈ P(Ω) is a stationary state if and only if ρ is a fixed point of the Kirkwood–Monroe
fixed point map T : Pac(Ω)→ P+ac(Ω) given by
(7) T (ρ)(x) =
e−κ
−1W∗ρ(x)∫
e−κ−1W∗ρ(y) dy
,
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where P(+)ac (Ω) is the set of absolutely continuous positive probability measures. The
map T allows to rewrite (1) in symmetric state-dependent form
(8) ∂tρ = κ∇ ·
(
T (ρ)∇ ρ
T (ρ)
)
.
Hence, every stationary state has a Boltzmann statistical representation and it im-
mediately follows that any equilibrium satisfies the detailed balance condition: j =
−κT (ρ)∇ ρ
T (ρ)
= −κ∇ρ − ρ∇W ∗ ρ = 0. The gradient flow formulation of (1) on the
other hand provides that stationary points are critical points of F(ρ) and diminish the
dissipation D(ρ) = 0.
Finally, the free energy dissipation principle (4) gives also a way to show the large
time behavior of (1). After proving suitable lower-semicontinuity properties of F and D,
one can argue by the LaSalle invariance principle (see, e.g., [57, Theorem 4.2 in Chapter
IV]) that for t → ∞ any solution converges to the set of stationary points of (1). This
is proven for a related models with specific interaction potentials in [53, 3, 55, 24].
1.2. Goals. The main goal of this work is to provide a numerical scheme for (1), which
preserves the free energy structure of the equation and is stable for all ranges of κ. In
particular, the scheme should satisfy a discrete analog to the identity (4) and preserve
the Boltzmann statistical form of stationary states in (7). For this purpose, we propose
a (semi-)implicit finite volume scheme based on a Scharfetter–Gummel discretization of
the flux. The resulting flux has a physical derivation by solving a suitable cell problem
between neighboring cells (see Section 2.2). Indeed, we recover the free energy dissipation
principle for the Scharfetter–Gummel discretization in the product form of force times
flux (cf. (6)) in Proposition 1.
The free energy dissipation principle also gives us a way to characterize the stationary
states: First, they are fixed points of a suitable discrete Kirkwood–Monroe map; second,
they are critical points of the numerical free energy; and third, they are states with
vanishing numerical dissipation. This characterization of stationary states, in Theorem 2
below, shows that the proposed discretization is consistent with the thermodynamic
structure of (1).
Finally, the numerical free energy dissipation identity provides also a control on the
gradient for solutions of the scheme (cf. Lemma 3), which allows us to obtain compact-
ness (cf. Proposition 2) in order to conclude that the discretized solution converges to
the weak solution of (1) in Theorem 3. In addition, by exploiting the characterization
of stationary states as critical points of F , we can also conclude that every stationary
solution of the Scharfetter–Gummel scheme converges to a stationary solution of the
continuous problem.
The paper is organized as follows: In Section 2, we introduce the numerical Scharfetter–
Gummel finite volume scheme approximating the aggregation-diffusion equation (34) and
motivate the particular form of the flux by discussing the associated one-dimensional cell
problem. We subsequently present and discuss or main results concerning well-posedness
and convergence of the scheme, characterization of stationary states, and the large time
behavior. The section concludes with a discussion of related work. The proofs are all
contained in Section 3.
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2. The numerical scheme
In this section, we will introduce the numerical scheme and derive some of its most
elementary and substantial features.
2.1. Definition. We first introduce the general notation that is required to define a fi-
nite volume method. We start with the tesselation of Ω, that we assumed to be smoothly
bounded earlier. For technical reasons, that we will briefly discuss later, it is convenient
to choose a tesselation consisting of Voronoi cells. Hence, we let T h be a Voronoi tes-
selation covering Ω such that K is compact and K ∩ Ω 6= ∅ for any K ∈ T h and with
maximal size
sup
K∈T h
diam(K) ≤ h .
We set Ωˆ = ∪KK, which contains Ω by construction. The generator of each cell K ∈ T h
will be denoted by xK , and we set dKL = d(xK , xL), where d is the Euclidean distance
on Rd. If K and L are two neighboring cells, we write L ∼ K, and we denote by
K |L the common edge, K |L = K¯ ∩ L¯. We furthermore denote by τKL the transmission
coefficients,
τKL =
|K |L|
dKL
.
Here and in the following, the symbol | · | is used to denote an area, but we will also
utilize it for volumes. Hence, |K| is the volume of a cell K and |∂K| is the area of its
surface.
We finally discretize time. The time step size will be denoted by δt and we set tn = n δt
for any n ∈ N0.
With these preparations at hand, we are now in the position to introduce the finite
volume approximations. To start with, we discretize the initial datum. By extending ρ0
by zero to Ωˆ, we may consider the averages ρ0K = −
∫
K ρ0 dx on each cell K ∈ T h, and
set ρ0h = {ρ0K}K∈T h . It readily checked that the finite volume approximation ρ0h of the
initial configuration is a probability distribution. The set of all probability distributions
on T h will be denoted by P(T h), i.e.,
P(T h) =
{
{ρK}K∈T h : ρK ≥ 0 ∀K ∈ T h and
∑
K
|K|ρK = 1
}
.
The general iteration scheme that constitutes a discrete evolution equation reads
(9) |K|ρ
n+1
K − ρnK
δt
+
∑
L∼K
F n+1KL = 0,
where F n+1KL is the numerical flux from cell K to its neighbor L. Notice that there is
no flux across the outer boundary ∂Ωˆ in accordance with (2). The Scharfetter–Gummel
scheme approximates the simultaneous flux due to diffusion and advection across a
common edge in terms of the Bernoulli function Bκ : R→ R given for κ > 0 by
(10) Bκ(s) =


s
e
s
κ−1
, for s 6= 0,
κ, for s = 0.
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This function is convex, strictly decreasing and satisfies
Bκ(s) ≥ (s)− = max{−s, 0} and lim
κ→0
Bκ(s)→ (s)− ,
for any s ∈ R. We propose the Scharfetter–Gummel numerical flux an approximation
for the aggregation-diffusion equation (1) in the form
(11) F n+1KL = τKL
(
Bκ
(
dLKq
n+1
LK
)
ρn+1K − Bκ
(
dKLq
n+1
KL
)
ρn+1L
)
,
where qn+1KL is a discretization of the aggregation convolution term,
(12) qn+1KL =
∑
J∈T
|J | ρ
n+1
J + ρ
n
J
2
W (xK − xJ )−W (xL − xJ )
dKL
.
We will motivate this definition of the numerical flux briefly in the next subsection 2.2.
The arithmetic mean occurring in time in (12) is needed to have a numerical analogue
of the free energy dissipation relation (4) for general interaction potentials W , see The-
orem 1 below. The same choice was made in [1] to ensure dissipation for the upwind
scheme. For further reference, we remark that both flux and convolution term are anti-
symmetric,
(13) qn+1KL = −qn+1LK and F n+1KL = −F n+1LK .
We conclude this subsection by stating three equivalent formulations of (11) and
(12), which will conveniently simplify later discussions and computations. First, by
introducing the unidirectional numerical fluxes from cell K to L denoted by jn+1KL , the
flux can be written in divergence form,
(14) jn+1KL = Bκ
(
dLKq
n+1
LK
)
ρn+1K and hence F
n+1
KL = τKL
(
jn+1KL − jn+1LK
)
.
Using the antisymmetry of the convolution term (13), and the definition of the Bernoulli
function (10), we can furthermore write
(15)
F n+1KL
τKL
= jn+1KL − jn+1LK = dKLqn+1KL
ρn+1K e
dKLq
n+1
KL
2κ − ρn+1L e−
dKLq
n+1
KL
2κ
e
dKLq
n+1
KL
2κ − e−
dKLq
n+1
KL
2κ
.
In fact, in our motivation for the particular form of the Scharfetter–Gummel flux, we
will derive this identity rather than (11). Finally, thanks to the elementary identity
Bκ(s) =
s
2
(
coth
(
s
2κ
)
− 1
)
, we may rewrite (11) as
(16) F n+1KL = |K |L|qn+1KL
ρn+1K + ρ
n+1
L
2
+
1
2
|K |L|qn+1KL coth
(
dKLq
n+1
KL
2κ
)(
ρn+1K − ρn+1L
)
.
This formulation of the numerical flux is particularly helpful, as it (roughly) separates
the aggregation term from the diffusion term.
2.2. Cell problem. We briefly give some background about the flux relation (15),
which is obtained from the solution of the following one dimensional cell problem.
For given ρK , ρL and qKL, the resulting normalized (per unit interface area) net flux
fKL = FKL/τKL is obtained as the solution of the boundary value problem
(17)
fKL = −κ∂xρ(·) + qKLρ(·) on (0, dKL),
ρ(0) = ρK and ρ(dKL) = ρL.
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Hence besides fKL ∈ R, the function ρ : [0, 1]→ R is part of the unknown in (17). It is
readily checked that (15) is the solution to (17).
It might be insightful to study the solution fKL of the cell problem in terms of its
parameters ρK , ρL, dKLqKL, and κ. We thus introduce the function θκ : R+×R+×R →
R by
(18) θκ(a, b; v) =


v
ae
v
2κ − be− v2κ
e
v
2κ − e− v2κ , for v 6= 0,
κ(a− b), for v = 0.
In this way, we can write
(19) fKL = θκ(ρK , ρL; dKLqKL).
Hence, we observe that the Scharfetter–Gummel flux solves the two-point boundary prob-
lem (17), which is the main reason why it preserves many of the structural properties
of the equation (1). It seems straightforward to generalize this idea to aggregation-
diffusion equations with diffusion operators having nonlinear mobility, like in the case
of the porous medium equation. Although the resulting flux cannot be expressed as
a simple closed function of ρK , ρL, and v, it still has many physical properties of the
continuum equation. These generalizations are studied in [29] for nonlinear diffusion
with linear drift. Similar constructions for generalized Scharfetter–Gummel schemes are
known in the literature on numerical methods for semiconductors [32, Section 4.2]. To
avoid to work with nonexplicit functions for the flux, Bessemoulin-Chatard [4] introduced
a class of modified Scharfetter–Gummel schemes, which she applied to nonlinear diffu-
sion equations with linear drift. The generalization of these approaches to interaction
equations with nonlinear diffusion remains to be investigated.
We conclude this subsection with a remark, in which we gather some properties of
the solution function θκ that relate the Scharfetter–Gummel flux to physically known
quantities and relations on the one hand, and the numerical upwind scheme on the other
hand.
Remark 1. For any κ, a, b > 0, the following holds:
(i) The function θκ is one-homogeneous in the first two variables, i.e., for any λ > 0
and v ∈ R, it holds that θκ(λa, λb; v) = λθκ(a, b; v).
(ii) For small velocities, one recovers Fick’s law and the next order, i.e.,
(20) θκ(a, b; v) = κ(a− b) + a + b
2
v +O(|v|2) as |v| → 0.
(iii) The no-flux velocity v satisfying θκ(a, b; v) = 0 is characterized by v = −κ log ab .
(iv) It holds the Onsager relation: R ∋ v 7→ θκ(a, b; v) is one-to-one, since
(21) min{a, b} ≤ ∂vθκ(a, b; v) ≤ max{a, b}.
(v) In the zero-diffusivity limit, θκ reduced to the upwind flux,
lim
κ→0
θκ(a, b; v) =


av , for v > 0,
bv , for v < 0,
0 , for v = 0.
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2.3. Main results. We introduce the minimal distance dmin = minK,L dKL. For our
analysis, we have to ensure that the scheme is not degenerating in the sense that cells
have the uniform isoperimetric property
(22)
|∂K|
|K| ≤
Ciso
h
.
Moreover, the time step size has to be sufficiently small in the sense that
(23) δt ≤ h dmin
8Cisoκ
and δt ≤ h
12Ciso Lip(W )
.
Note, that if the mesh is regular in the sense that dmin & h, the first condition in (23)
becomes the usual parabolic scaling assumption δt . h2.
Theorem 1 (Well-posedness). Under the assumptions (22) and (23), the Scharfetter–
Gummel scheme (9), (11), (12) with initial condition in P(T h) has a unique solution.
This solution is mass preserving and after the first time step strictly positive. Moreover,
the scheme is stable in ℓ1(T h), that is for ρ0, ρ˜0 ∈ P(T h) exits some C such that for all
n
(24) ‖ρn − ρ˜n‖ℓ1(T h) ≤ Cn‖ρ0 − ρ˜0‖ℓ1(T h) .
In analogy to (3), we define the numerical free energy, which we split into its entropic
part and interaction energy given by
Fh(ρ) = κSh(ρ) + Eh(ρ),(25)
with Sh(ρ) =∑
K
|K|ρK log ρK
and Eh(ρ) = 1
2
∑
K,L
|K||L|W (xK − xL)ρKρL .(26)
We establish a discrete version of the free energy dissipation relation (4). Besides the
free energy functional, we need to introduce the relative entropy between ρ0, ρ1 ∈ P(T h)
given by
(27) H(ρ | ρ˜) =∑
K
|K|ρK log ρK
ρ˜K
,
which will occur as an additional dissipation in time due to the implicit time discretiza-
tion.
Proposition 1 (Free energy dissipation and large time behavior). Let {ρnK}K,n be a
solution to the Scharfetter–Gummel scheme (9), (11), (12). Then, for any n ∈ N0 it
holds that
(28)
Fh(ρn+1)− Fh(ρn)
δt
+ κ
H(ρn | ρn+1)
δt
= −Dh(ρn+1) ,
where Dh is the dissipation functional given by
(29) Dh(ρn+1) =∑
K
∑
L∼K
κ|K |L|
dKL
ακ
(
ρn+1K , ρ
n+1
L , dKLq
n+1
KL
)
≥ 0,
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where ακ : R+ ×R+ ×R → R+ is given in terms of θκ from (18) by
(30) ακ(a, b; v) =
(
log
(
ae
v
2κ
)
− log
(
be−
v
2κ
))
θκ(a, b; v).
We remark that due to the nonnegativity of dissipation functional and relative entropy,
the free energy functional is decreasing during the evolution,
Fh(ρn) ≤ Fh(ρ0),
for any n ∈ N.
Remark 2. In comparison to (4), we have the additional term H(ρn | ρn+1) providing
a weak BV control on the discrete time gradient (cf. Lemma 3), which is typical for
implicit schemes [50].
To make the connection to (4) more apparent, we expand Dh using (20)
Dh(ρ) =∑
K
∑
L∼K
|K |L|
dKL
(
κ(log ρK − log ρL) + dKLqKL
)
θk(a, b; dKLqKL)
=
∑
K
∑
L∼K
dKL|K |L|
(
κ∇KL log ρ+ qLK
)(
κ∇KLρ+ ρK + ρL
2
qLK +O(dKL|qKL|2)
)
,
where we write ∇KLρ = ρL−ρKdKL for the discrete gradient. By recalling the form of q as
convolution with W in (12), we expect in the continuum limit, that (28) becomes (4).
The numerical free energy dissipation principle raises the question, if the stability
estimate (24) can be improved to one, which does not degenerate in the limit h, δt → 0.
The classical entropy method [58] entails that two solutions of the limit equation (1) are
exponential stable in relative entropy and hence also in L1. Proposition 1 shows that
Scharfetter–Gummel discretization is structure preserving and we conjecture that the
entropy method is also applicable in this case.
The stationary solutions to (9) are densities ρ ∈ P(T h) such that for all K ∈ T h it
holds
(31) 0 =
∑
L∼K
FKL =
∑
L∼K
τKL(jKL[ρ]− jLK [ρ]) =
∑
L∼K
τKLθκ(ρK , ρL; dKLqKL[ρ]),
where we used the identities (14) and (19) with ρn+1 = ρn = ρ. The stationary states
have the following characterization, which is completely analog to the situation for the
aggregation-diffusion equation studied in [17, Proposition 2.4].
Theorem 2 (Characterization of stationary states). Let h > 0 and let ρ ∈ P(T h), then
the following statements are equivalent:
(i) ρ is a stationary state satisfying (31);
(ii) ρ solves the Kirkwood–Monroe fixed point equation
(32) ρK =
exp(−κ−1∑J |J |ρJW (xK − xJ))
Zh(ρ)
,
for any K ∈ T h, where Zh(ρ) = ∑K˜ |K˜| exp(−κ−1∑J |J |ρJW (xK˜ − xJ));
(iii) ρ is a critical point of the free energy functional Fh on P(T h);
(iv) ρ diminishes the dissipation, i.e. Dh(ρ) = 0.
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Note, that the fixed point identity entails, in particular, that any stationary solution
ρ is strictly positive.
With the characterization of stationary states and thanks to the free energy dissipation
relation (28), we can establish the large time behavior of the scheme. More precisely, we
show that for any initial datum, approximate solutions converge towards a stationary
state. As a particular consequence, this result shows that the set of stationary states
has to be non-empty.
Theorem 3 (Large time behavior of the scheme). Let {ρnK}K,n be a solution to the
Scharfetter–Gummel scheme (9), (11), (12). Let Πh be the set of stationary solutions.
Then ρn approaches Πh in the large time limit,
(33) lim
n→∞
distℓ1(T h)(ρ
n, Πh) = 0.
The statement (33) is equivalent to the existence of a stationary state ρh ∈ Πh and of
a subsequence nk such that ρ
nk → ρ¯h in ℓ1(T h). A sufficient condition for the uniqueness
of the limit would be that Πh consists only of isolated stationary points. We leave a
deeper understanding of Πh in dependence of the interaction potential W for future
work.
Given the discrete solution {ρnK} of a numerical finite volume scheme, we can introduce
the approximate solution ρδt,h ∈ L1(R+ × Ωˆ) of the PDE, given by
ρδt,h = ρ
n
K for a.e. (t, x) ∈
[
tn, tn+1
)
×K.
The estimate (28) also carries a priori gradient information about the discrete gradient in
the dissipation functional. Exploiting this, we are able to establish sufficient compactness
of the discrete scheme in the limit h→ 0 to establish the convergence result.
Theorem 4 (Convergence). The approximate solution sequence {ρδt,h} converges as
h → 0 in L2((0, T );L1(Ω)) towards a distributional solution of the continuous problem.
Moreover, any stationary solution of the Scharfetter–Gummel scheme converges in L1(Ω)
to a stationary solution of the continuous problem.
2.4. Related work. A considerable amount of numerical schemes has been proposed
and analyzed for advection-diffusion equations in general and aggregation-diffusion equa-
tions in particular. In the following, we give a (necessarily incomplete) list of references.
The class of schemes that we adapt in the present work goes back to the work of
Scharfetter and Gummel in 1969 [49]. In this work, the authors’ objective is to derive
effective numerical methods for the simulation of semiconductors, where both advection
and diffusion dominated regimes could occur. Further contributions for numerically
solving semiconductor models include, for instance, mixed exponential methods, e.g., [9,
36, 37], or upwind finite volume schemes, e.g., [20, 21, 22]. For more references about
the developments of schemes for drift-diffusion models, with particular background on
semiconductor models, see, e.g., [32, 11].
In the context of aggregation-diffusion equations (1), there has been quite some re-
search activity in recent years, with a special focus on structure-preserving properties.
For instance, in [1, 2], a (semi-)implicit discretization of (1) and nonlinear variants based
on upwind fluxes is proposed and shown to converge. In [44], the starting point for a
scheme is formula (8), which is discretized by symmetric differences. This work shows
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positivity and free energy dissipation, but the scheme has the drawback that it is for-
mulated for κ = 1 only, and we expect stability issues for such an approach for small
diffusivity constants. We also mention Lagrangian particle approximations, e.g., [14],
which is motivated by the Lagrangian particle interpretation of the aggregation equa-
tion [16]. For further references on this subject, we refer to the recent review [15].
In the present work, we consider linear diffusions, but also a generalization of the
Scharfetter–Gummel scheme to aggregation equations with nonlinear diffusions seems
possible. Related to this, we mention [29, 4], where advection-diffusion equations with
nonlinear diffusions (and nonlinear fluxes) are studied. Notice that the work [4] is similar
to ours in the sense that steady states and large time dynamics are investigated. (Here,
the motivation is again a model for semiconductors.) Both works and the fact that many
relevant nonlinear aggregation-diffusion equations own a free energy functional similar
to (3) suggest that analysis of the finite free energy setting seems to be accessible also
for nonlinear diffusions.
We want to mention that the theoretical investigation of the large time behavior
of Scharfetter–Gummel-related schemes for advection-diffusion equation is contained
in [12, 43] based on discrete function inequalities, which go back to [5]. Already before,
the scheme in [19] uses a nonlinear approximation of the diffusion flux, which in the linear
setting would essentially rely on the observation that the Laplacian can be interpreted as
an advection operator with nonlinear flux according to the identity ∆ρ = ∇·(ρ∇ log ρ),
and shows preservation of the large time behavior of the continuous model.
Concerning the rate of convergence for this and related schemes, we refer to the
recent works [41, 25], which show for the upwind scheme applied to the pure aggregation
equation, i.e., κ = 0, an explicit rate of order 1
2
with respect to the Wasserstein distance.
Since the proposed Scharfetter–Gummel scheme is a direct generalization to the case
with diffusion of strength κ, we conjecture that a similar analysis is possible in this case.
We leave this project for future research.
It is not apparent to us how the Scharfetter–Gummel scheme of the present work is
connected to the gradient flow formulation (5). However, the free energy dissipation
relation (28) suggests that there might exist such a formulation. As an example, the
gradient flow formulation for Markov chains in [23] was motivated by the related upwind
scheme and generalized to discrete McKean–Vlasov dynamics on graphs in [27]. Recently,
the two works [13, 28] provide a gradient flow formulation for the aggregation equation on
finite volumes. Besides, for linear Fokker–Planck equations, gradient flow formulations
are obtained in [26, 34], but with no obvious way on how to generalize those to the
nonlinear setting.
3. Proofs
3.1. Well-posedness and first properties. In this subsection we provide the proof
of Theorem 1.
The following two lemmas represent general results for the Scharfetter–Gummel scheme
and do not rely on the specific choice of the driving vector field qKL in (12). First, we
show that the scheme is conservative.
Lemma 1. Let ρδt,h be an approximate solution to the Scharfetter–Gummel scheme (9)
and (11) with antisymmetric driving vectorfield {qnKL}K,L,n, that is qnKL = −qnKL for all
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K,L ∈ T h and n ∈ N0. Then ρδt,h is mass preserving in the sense that
(34)
∫
Ω
ρδt,h(t, x) dx =
∫
Ω
ρ0h(x) dx,
for any t > 0.
Proof. The conservativity (34) of the scheme is a consequence of the antisymmetry (13),
which implies by symmetrization
∑
K
∑
L∼K
F n+1KL =
1
2
∑
K
∑
L∼K
(
F n+1KL + F
n+1
LK
)
= 0
and hence
∑
K
|K|ρn+1K =
∑
K
|K|ρnK + δt
∑
K
∑
L∼K
F n+1KL =
∑
K
|K|ρnK .
The statement in (34) now follows by iteration and the fact that
∫
Ω ρδt,h dx =
∑
K |K|ρnK
for some n ∈ N0. 
Our next goal is to show the positivity of the scheme.
Lemma 2. Let ρδt,h be an approximate solution to the Scharfetter–Gummel scheme (9)
and (11) with antisymmetric driving vectorfield {qnKL}K,L,n of potential form, that is for
some {V nK}K,n it holds
dKLq
n
KL = V
n
K − V nL for all K,L ∈ T and n ∈ N0.
If the initial datum ρ0h is nonnegative, then ρ
n
K is positive for all K ∈ T h and n ∈ N.
Proof of Lemma 2. For the proof, it is convenient to consider instead of ρnK , the following
transformed quantity hnK = ρ
n
Ke
κ−1V n
K . A short computation reveals that hnK solves the
iteration scheme
|K|h
n+1
K e
−κ−1V n+1
K − hnKe−κ−1V nK
δt
=
∑
L∼K
τKL
V n+1K − V n+1L
e
1
κ
V n+1
K − e 1κVLn+1
(
hn+1L − hn+1K
)
= κ
∑
L∼K
τKL
hn+1L − hn+1K
Λ
(
e
1
κ
V n+1
K , e
1
κ
V n+1
L
) ,(35)
where Λ : R+ ×R+ → R+ is the logarithmic mean given by
Λ(a, b) =


a−b
log a−log b
, a, b > 0,
a, a = b.
We observe that (35) is the implicit finite volume scheme for an elliptic linear operator
and hence satisfying the maximum principle, that is, if hnK ≥ 0 for all K ∈ T h, we
immediately get hn+1K ≥ 0 for all K. Indeed, suppose that for some n and J ∈ T h, it
holds hn+1J = minK∈T h h
n+1
K < 0 and h
n
K ≥ 0 for all K ∈ T h, then we have by (35),
0 > |J |h
n+1
J e
−κ−1V n+1
J − hnJe−κ−1V nJ
δt
= κ
∑
L∼J
τJL
Λ
(
e
1
κ
V n+1
J , e
1
κ
V n+1
L
)(hn+1L − hn+1J ) ≥ 0,
which is a contradiction.
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To obtain the positivity, let hnL ≥ 0 for all L ∈ T h and hnL∗ > 0 for some L∗ ∈ T h.
Moreover, towards a contradiction, we assume that hn+1K∗ = 0 for some K
∗ ∈ T h. By
using K = K∗ in (35), we immediately see that
|K|
δt
hnK∗e
− 1
κ
V n+1
K∗ +
∑
L∼K∗
τKL
hn+1L
Λ(e
1
κ
V n+1
K∗ , e
1
κ
V n+1
L )
= 0.
By the nonnegativity of {hnK}n, this implies that hn+1L = 0 for any L ∼ K∗ because the
denominators above are finite. This argument can be reapplied to any K ∼ K∗, and
by iteration we arrive hn+1K = 0 for any K ∈ T h. Inserting this information back into
(35), we deduce that hnK = 0 for any K ∈ T h, which contradicts the hypothesis that
hnL∗ > 0. 
It remains to show that the scheme is well-defined. For this, we recall that in view of
the formulation (15) of the scheme and definition (18), the scheme can be written in the
form
(36) ρn+1K = ρ
n
K −
δt
|K|
∑
L∼K
τKLθκ
(
ρn+1K , ρ
n+1
L ; dKLq
n+1
KL
)
.
Proof of Theorem 1. We show existence with the help of a fixed point argument. For
this purpose, motivated by (36), we consider the function
ΞK [ϕ] = ρ
n
K −
δt
|K|
∑
L∼K
τKLθκ
(
ϕK , ϕL; dKLq
n+1
KL [ϕ]
)
,
for any ϕ = {ϕK}K∈T and a given probability distribution {ρnK}K∈T . Observe that a
fixed point of the function Ξ = {ΞK}K solves the Scharfetter–Gummel scheme. Our goal
is to find a fixed point in the set M =
{
ϕ = {ϕK}K : ‖ϕ‖L1(Ωˆ) ≤ 2
}
.
First, we show that for sufficiently small time steps, Ξ maps M into M . Using (21)
and the triangle inequality, observe that
‖Ξ[ϕ]‖L1(Ωˆ) ≤ ‖ρn‖L1(Ωˆ) + δt
∑
K
∑
L∼K
τKL|θκ(ϕK , ϕL; 0)|
+ δt
∑
K
∑
L∼K
τKLmax{|ϕK |, |ϕL|} dKL
∣∣∣qn+1KL [ϕ]
∣∣∣.(37)
By Remark 1, we have that |θκ(ϕK , ϕL; 0)| ≤ κ|ϕK − ϕL| ≤ κ (|ϕK |+ |ϕL|), and thus,
by relabeling
δt
∑
K
∑
L∼K
τKL|θκ(ϕK , ϕL; 0)| ≤ 2κ δt
dmin
∑
K
∑
L∼K
|K |L||ϕK | = 2κ δt
dmin
∑
K
|∂K| |ϕK |.
Thanks to the isoperimetric property (22), the latter is controlled by the L1 norm of ϕ,
δt
∑
K
∑
L∼K
τKL|θκ(ϕK , ϕL; 0)| ≤ 2Cisoκ δt
hdmin
‖ϕ‖L1(Ωˆ).
For ϕ ∈M and δt small in the sense of (23), the right-hand side is bounded by 1/2. The
first two terms in (37) are thus controlled in total by 3/2.
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We turn to the estimate of the third expression in (37). Notice that, by the Lipschitz
assumption on W in (A3), we have
∣∣∣qn+1KL [ϕ]
∣∣∣ ≤ 1
2
∑
J
|J | (|ϕJ |+ ρnJ) Lip(W )
=
1
2
(
‖ϕ‖L1(Ωˆ) + ‖ρn‖L1(Ωˆ)
)
Lip(W ) ≤ 3
2
Lip(W ).(38)
Therefore,
δt
∑
K
∑
L∼K
τKLmax
{
|ϕK |, |ϕL|
}
dKL
∣∣∣qn+1KL [ϕ]∣∣∣ ≤ 32 Lip(W ) δt
∑
K
∑
L∼K
|K |L|
(
|ϕK |+ |ϕL|
)
.
Similarly as above, relabeling and applying the isoperimetric property (22) yields
δt
∑
K
∑
L∼K
τKLmax
{
|ϕK |, |ϕL|
}
dKL
∣∣∣qn+1KL [ϕ]∣∣∣ ≤ 3Ciso Lip(W ) δth ‖ϕ‖L1(Ωˆ).
Hence, if δt is small as in (23) and ϕ ∈ M , the right-hand side is bounded by 1/2.
Plugging these estimates into (37), then yields that
∥∥∥Ξ[ϕ]∥∥∥
L1(Ωˆ)
≤ 1 + 1
2
+
1
2
≤ 2,
and thus Ξ[ϕ] ∈M , as desired.
We will now establish that Ξ is a contraction on M . Let ϕ, ψ ∈ M be given. Then,
using the triangle inequality and (21), we find using λ(s) = |s| es
|es−e−s|
that∥∥∥Ξ[ϕ]− Ξ[ψ]∥∥∥
L1(Ωˆ)
≤ δt∑
K
∑
L∼K
τKL
∣∣∣θκ(ϕK , ϕL; dKLqn+1KL [ϕ])− θκ(ψK , ψL; dKLqn+1KL [ψ])
∣∣∣
≤ 2κ δt∑
K
∑
L∼K
τKLλ
(
dKLq
n+1
KL [ϕ]
2κ
)
|ϕK − ψK |
+ 2κ δt
∑
K
∑
L∼K
τKLλ
(
−dKLq
n+1
KL [ϕ]
2κ
)
|ϕL − ψL|
+ δt
∑
K
∑
L∼K
τKLmax
{
|ψK |, |ψL|
}
dKL
∣∣∣qn+1KL [ϕ]− qn+1KL [ψ]∣∣∣.
Because λ(s) ≤ |s|+ 1
2
for any s ∈ R, (38) and
∣∣∣qn+1KL [ϕ]− qn+1KL [ψ]∣∣∣ ≤ 12 Lip(W )
∑
J
|J | |ϕJ − ψJ | = 1
2
Lip(W )‖ϕ− ψ‖L1(Ωˆ),
the latter can be rewritten as
‖Ξ[ϕ]− Ξ[ψ]‖L1(Ωˆ) ≤ δt
∑
K
∑
L∼K
τKL
(
3
2
dKL Lip(W ) + κ
)
|ϕK − ψK |
+ δt
∑
K
∑
L∼K
τKL
(
3
2
dKL Lip(W ) + κ
)
|ϕL − ψL|
+
1
2
Lip(W ) δt
∑
K
∑
L∼K
|K |L|
(
|ψK |+ |ψL|
)
‖ϕ− ψ‖L1(Ωˆ).
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Relabeling and using the isoperimetric property (22) and ψ ∈M gives∥∥∥Ξ[ϕ]− Ξ[ψ]∥∥∥
L1(Ωˆ)
≤ 3 Lip(W ) δt∑
K
|∂K| |ϕK − ψK |
+ 2
κ δt
dmin
∑
K
|∂K| |ϕK − ψK |
+ Lip(W ) δt
∑
K
|∂K| |ψK | ‖ϕ− ψ‖L1(Ωˆ)
≤
(
5Ciso Lip(W ) δt
h
+
2Cisoκ δt
h dmin
)
‖ϕ− ψ‖L1(Ωˆ).
Under the smallness assumption (23) on the time step size, the latter implies the con-
traction estimate
(39) ‖Ξ[ϕ]− Ξ[ψ]‖L1(Ωˆ) ≤
2
3
‖ϕ− ψ‖L1(Ωˆ).
By Banach’s fixed point theorem, there exists a unique fixed point ρn+1 = {ρn+1K }K
in M .
It remains to argue that this solution is indeed the unique solution. For this, we make
use of the previous results in Lemmas 1 and 2. Thus, if ρ˜δt,h is a solution, we deduce
from Lemmas 1 and 2 that ρ˜δt,h is a positive probability distribution for all t > 0. In
particular, by induction, for any n, ρ˜n+1 is a fixed point of Ξ in M . By uniqueness
ρn+1 = ρ˜n+1.
Finally, by considering the fixed point map Ξ˜ associated to the solution ρ˜n with initial
value ρ˜0, we get with (39) the bound
‖ρn+1 − ρ˜n+1‖L1(Ωˆ) ≤ 3‖ρn − ρ˜n‖L1(Ωˆ).
An iteration gives the stability estimate (24). 
3.2. Free energy dissipation principle and consequences.
Proof of Proposition 1. By the result of Lemma 2, we have that ρn+1K > 0 for all K ∈ T h,
hence all occurrences of log ρn+1K are well-defined. We start with the entropy and use the
convention that 0 · log 0 = 0 = 0 · log∞ to arrive at
Sh(ρn+1)− Sh(ρn)
δt
=
∑
K
log
(
ρn+1K
)
|K|ρ
n+1
K − ρnK
δt
+
1
δt
∑
K
|K|ρnK log
ρn+1K
ρnK
.
We proceed by recalling the definition of relative entropy from (27) and use the scheme (9)
with identity (14) and a symmetrization
Sh(ρn+1)− Sh(ρn) +H(ρn | ρn+1)
δt
= −∑
K
∑
L∼K
log ρn+1K F
n+1
KL
= −1
2
∑
K
∑
L∼K
|K |L| log ρ
n+1
K − log ρn+1L
dKL
(
jn+1KL − jn+1LK
)
.
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Now, we turn to the discrete interaction energy (26). Here, we use the following discrete
product rule for K, J ∈ T h
ρn+1K ρ
n+1
J − ρnKρnJ =
(
ρn+1K − ρnK
)ρn+1J + ρnJ
2
+
(
ρn+1J − ρnJ
)ρn+1K + ρnK
2
,
and the symmetry of W in (A1) to write
Eh(ρn+1)− Eh(ρn)
δt
=
∑
K,J
W (xJ − xK)|J |ρ
n+1
J + ρ
n
J
2
|K|ρ
n+1
K − ρnK
δt
.
Applying the scheme (9) with (14) and another symmetrization, we arrive at
Eh(ρn+1)− Eh(ρn)
δt
= −∑
J,K
∑
L∼K
W (xJ − xK)|J |ρ
n+1
J + ρ
n
J
2
|K |L|
dKL
(
jn+1KL − jn+1LK
)
= −1
2
∑
K
∑
L∼K
|K |L|
(
jn+1KL − jn+1LK
)∑
J
|J |ρ
n+1
J + ρ
n
J
2
W (xJ − xK)−W (xJ − xL)
dKL
= −1
2
∑
K
∑
L∼K
|K |L| qn+1KL
(
jn+1KL − jn+1LK
)
,
by definition (12).
Finally, we combine both calculations and invoke (15) to prove (28),
Fh(ρn+1)−Fh(ρn) +H(ρn | ρn+1)
δt
= −1
2
∑
K
∑
L∼K
|K |L| κ log ρ
n+1
K − κ log ρn+1L + dKLqn+1KL
dKL
(
jn+1KL − jn+1LK
)
= −1
2
∑
K
∑
L∼K
κ|K |L|
log
(
ρn+1K e
dKLq
n+1
KL
2κ
)
− log
(
ρn+1L e
−
dKLq
n+1
KL
2κ
)
dKL
×
× dKLqn+1KL
ρn+1K e
dKLq
n+1
KL
2κ − ρn+1L e−
dKLq
n+1
KL
2κ
e
dKLq
n+1
KL
2κ − e−
dKLq
n+1
KL
2κ
.
This concludes the proof of Proposition 1. 
Before turning to the proof of Theorem 2, we list some auxiliary elementary properties
of the function ακ occurring in the definition of the dissipation (29) and following from
the ones of θκ in Remark 1.
Remark 3. The function ακ from (30) satisfies the following properties:
(i) For any v ∈ R is ακ(·, ·; v) jointly convex on R+ ×R+.
(ii) It holds ακ(a, b, r) = 0 if and only if v = −κ log ab .
(iii) It holds ακ(a, b; 0) = κ(a− b) log ab .
(iv) It holds limκ→0 κακ(a, b; v) = a(v+)
2 + b(v−)
2.
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Proof of Theorem 2. Let ρ be a solution to (32). Then it holds for any K ∼ L
ρK
ρL
= exp
(
−κ−1∑
J
|J |ρJ
(
W (xK − xJ)−W (xK − xJ)
))
= exp
(
−κ−1dKLqKL[ρ]
)
.
Hence, we have that θκ(ρK , ρL, ; dKLqKL[ρ]) = 0 by Remark 1(iii), showing that (ii)
implies (i).
Now, let ρ be a solution to (31). We introduce the notation
ΦK [ρ] =
exp(−κ−1∑J |J |ρJW (xK − xJ))∑
K˜ |K˜| exp(−κ−1
∑
J |J |ρJW (xK˜ − xJ))
.
Our goal is to show that ρ solves the fixed point equation (32), i.e., ρK = ΦK [ρ]. Notice
first that by using the following auxiliary relations
dKLqKL[ρ] = −κ log ΦK [ρ]
ΦL[ρ]
and exp
(
dKL
2κ
qKL[ρ]
)
=
√√√√ΦL[ρ]
ΦK [ρ]
,
we may write for any {hK}K , similarly as in the proof of Lemma 2, that
θκ
(
hKΦK [ρ], hLΦL[ρ]; dKLqKL(ρ)
)
= dKLqKL[ρ]
hk
√
ΦK [ρ]ΦL[ρ]− hL
√
ΦK [ρ]ΦL[ρ]√
ΦL[ρ]
ΦK [ρ]
−
√
ΦK [ρ]
ΦL[ρ]
= −κ(hK − hL) log ΦK [ρ]− log ΦL[ρ]1
ΦK [ρ]
− 1
ΦL[ρ]
= κ(hK − hL) 1
Λ
(
1
ΦK [ρ]
, 1
ΦL[ρ]
) .
Therefore, supposing that ρK = hKΦK [ρ] for some reals hK , which is possible thanks to
the positivity of ΦK [ρ], equation (31) translates into
0 =
∑
L∼K
τKL
hK − hL
Λ(ΦK [ρ]
−1,ΦL[ρ]
−1)
.
Testing this equation by some ϕK and doing a summation by parts, we arrive at the
weak formulation
0 =
∑
K
∑
L∼K
τKL
(ϕK − ϕL)(hK − hL)
Λ(ΦK [ρ]−1,ΦL[ρ]−1)
.
By choosing ϕK = hK and recalling that the logarithmic mean Λ is positive because the
ΦK [ρ]’s are positive, we observe that {hK}K has to be constant, that means, hK = C for
some C ∈ R. In particular, it holds that ρK = CΦK [ρ], for any cell K, and since both
{ρK}K and {ΦK [ρ]}K are probability distributions, we must have hK = C = 1, which is
want we aimed to prove. We have thus showed that (i) and (ii) are equivalent.
Now, we consider the variation of Fh from (25) on P(T h). For this fix s : T h → R
with
∑
K |K|sK = 0 and consider the variation
lim
ε→0
Fh(ρ+ ε s)−Fh(ρ)
ε
=
∑
K
|K|DKFh(ρ)sK
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Hence, we can only identify DFh with a vector upto a constant c ∈ R as
DKFh(ρ) = κ log ρK +
∑
L
|L|W (xK − xL)ρL + c.
Since, ρ ∈ P(T h), we immediately recover c = κ logZh(ρ) as in (ii). Hence, each
probability distribution ρ on P(T h) satisfying (32) is a critical point of Fh and vise
versa, showing the equivalence of (ii) and (iii).
Likewise, we have from Remark 1 and Remark 3 that ακ(ρK , ρL, dKLqKL[ρ]) = 0 if and
only if θκ(ρK , ρL, dKLqKL[ρ]) = 0, which implies by (31) that ρ is a stationary solution
if and only if Dh(ρ) = 0, showing the equivalence of (i) and (iv). 
Proof of Theorem 3. The proof of the large time behavior follows along a standard ar-
gument from the theory of dynamical systems (see for instance [54, Section 6]). We
consider P(T h) ⊂ ℓ1(T h) as a convex compact subset endowed with the ℓ1(T h) topol-
ogy. By the global well-posedness for the scheme in P(T h) from Theorem 1, we can
define the ω-limit set for any ρ0 ∈ P(T h) given by
ω(ρ0) =
{
µ ∈ P(T h) : ρnk → µ in ℓ1(T h) for some subsequence nk →∞
}
.
Since the scheme leaves P(T h) invariant, each positive orbit O+(ρ0) = ⋃n≥0 ρn is com-
pact in P(T h) and we find a convergent subsequence in P(T h), showing that ω-limit is
non-empty. Since the scheme is by the stability estimate (24) in particular continuous
in ℓ1(T h), we obtain by [54, Lemma 6.5] that any ω-limit set ω(ρ0) is positive invariant,
that is, for µ ∈ ω(ρ0) follows that O+(µ) ⊆ ω(ρ0). The compactness also implies by
standard arguments that distℓ1(T h)(ρ
n, ω(ρ0))→ 0 as t→∞ (see [54, Lemma 6.7]).
Hence, it is left to characterize the ω-limit. To do so, we note that the free energy Fh
is bounded from below on P(T h), since for any ρ ∈ P(T h) we have S(ρ) ≥ 0 and since
W is bounded from below on Ω, it holds
Fh(ρ) ≥ −‖W‖∞.
By the free energy dissipation relation (28) we have that Fh(ρn) is also monotone de-
creasing along the scheme, hence Fh(ρn) → F∞ ∈ R. In particular, for any ρ0 ∈ ω(ρ0)
holds Fh(ρ0) = F∞. Starting the scheme from any ρ0 ∈ ω(ρ0), we have from (28) for
any N ∈ N the identity
F∞ + κ
N∑
n=0
H(ρn+1|ρn) + δt
N∑
n=1
Dh(ρn) = F∞,
which implies that H(ρn+1|ρn) = 0 = Dh(ρn+1) for any n ∈ N0, since both, relative
entropy and dissipation are nonnegative. Hence, ω(ρ0) consists of elements ρ0 ∈ P(T h)
satisfying Dh(ρ0) = 0, implying that any ρ0 ∈ ω(ρ0) is a stationary state by Theorem 2.

3.3. Convergence of the scheme. In this section, we finally turn to the proof of
the convergence of the Scharfetter–Gummel scheme, Theorem 4. In particular, we may
assume throughout this subsection that h is small in the sense that
(40) h ≤ κ
Lip(W )
.
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In a first step, we have to establish estimates on the discrete temporal and spatial
gradients.
Lemma 3 (Gradient estimates). The following estimates hold true for any N ∈ N,
κ2 δt
N∑
n=0
∑
K
∑
L∼K
|K |L|
dKL
(√
ρn+1K −
√
ρn+1L
)2
. Fh(ρ0) + T Lip(W )2,(41)
κ2 δt
N∑
n=0
(∑
K
∑
L∼K
|K |L| |ρn+1K − ρn+1L |
)2
. Fh(ρ0) + T Lip(W )2,(42)
κ
N∑
n=0
(∑
K
|K| |ρn+1K − ρnK |
)2
≤ Fh(ρ0).(43)
The reader who is familiar with the entropy theory for the heat equation will identify
our first estimate (41) as a discrete version of the entropy bound on the Fisher informa-
tion, which is a consequence of the dissipation estimate (4). On the discrete level, these
estimates rely on Proposition 1.
We furthermore remark that the gradient estimates (41) and (42) make use of the
smallness condition in (40). We emphasize that this is not a condition for well-posedness
or stability of the scheme. Moreover, for very small diffusivities for which (40) is violated,
a variation of the analysis below would yield the weak BV estimate∑
K
∑
L∼K
|K |L| |qn+1KL | |ρn+1K − ρn+1L | ≤
∑
K
∑
L∼K
|K |L|
(
ρn+1K (q
n+1
KL )
+ + ρn+1L (q
n+1
KL )
−
)
. 1,
which is known for the upwind scheme [50].
Proof. We start by noticing that, because (log(a)− log(b))(a− b)(a+ b) ≥ 2(a− b)2 for
any positive a, b > 0 by the concavity of the logarithm, we have
ακ(a, b, v) ≥ (ae
v
2κ − be− v2κ )2
ae
v
2κ + be−
v
2κ
v
e
v
2κ − e− v2κ .
For notational simplicity, we write z = v
2κ
and suppose that |z| ≤ 1 in the following,
which we will justify later. We furthermore set
φ(z) =
(aez − be−z)2
aez + bez
,
and notice that
φ(z) ≥ φ(0) + φ′(0)z − 1
2
max
z∈[0,1]
|φ′′(z)|z2
≥ (a− b)
2
a + b
+ 2(a− b)z − (a− b)
3
(a + b)2
z − C1(a+ b)z2
≥ 1
2
(a− b)2
a+ b
− C2(a + b)z2,
for some constant C1, C2 > 0 by Taylor expansion and the elementary inequality a b ≤
εa2 + 1
4ε
b2, for any a, b, ε > 0.
For v = dKLq
n+1
KL and our smallness assumption (40), we indeed have that |z| ≤ 1.
Truly, in view of the definition of qn+1KL in (12) and because the approximate solution
is a probability measure, it holds that |z| = dKL|qn+1KL |/2κ ≤ hκ Lip(W ) ≤ 1. Since
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|ez − e−z| . |z| for |z| ≤ 1, we thus infer from Proposition 1 and the nonnegativity of
the relative entropy H(ρn+1, ρn), see the discussion below, that
Fh(ρn+1)− Fh(ρn)
δt
+ κ2
∑
K
∑
L∼K
|K |L|
dKL
(ρn+1K − ρn+1L )2
ρn+1K + ρ
n+1
L
.
∑
K
∑
L∼K
|K |L|
dKL
(ρn+1K + ρ
n+1
L )
∣∣∣dKLqn+1KL ∣∣∣2 .
Notice that the term on the right-hand side is bounded by
Lip(W )2
∑
K
∑
L∼K
h|K |L|(ρn+1K + ρn+1L ) . (Lip(W ))2‖ρn+1‖L1(Ω) = Lip(W )2,
where we have used relabeling arguments, the isoperimetric property (22), and a similar
reasoning as above in order to bound qn+1KL . Hence, summing over n and multiplying
by δt gives
κ2 δt
N∑
n=0
∑
K
∑
L∼K
|K |L|
dKL
(ρn+1K − ρn+1L )2
ρn+1K + ρ
n+1
L
. Fh(ρ0) + T Lip(W )2.
It remains to apply the elementary inequality (
√
a−√b)2 ≤ (a−b)2
a+b
to deduce (41).
In order to prove (42), we have to use the Cauchy–Schwarz inequality,
κ2 δt
N∑
n=0
(∑
K
∑
L∼K
|K |L| |ρn+1K − ρn+1L |
)2
≤ κ2 δt
N∑
n=0
(∑
K
∑
L∼K
|K |L|
dKL
(ρn+1K − ρn+1L )2
ρn+1K + ρ
n+1
L
)(∑
K
∑
L∼K
|K |L|dKL(ρn+1K + ρn+1L )
)
,
and notice that ∑
K
∑
L∼K
|K |L|dKL(ρn+1K + ρn+1L ) . 1,
by a standard relabeling argument, using the isoperimetric property of the mesh (22)
and the fact that the approximate solution is a probability distribution. This proves
(42).
The estimate of the time derivative in (43) is an immediate consequence of the entropy
dissipation (28) in Proposition 1. Indeed, dropping the dissipation term on the right-
hand side of (28), summing over n and using the Pinsker inequality yields
κ
2
N∑
n=0
(∑
K
|K| |ρn+1K − ρnK |
)2
≤ κ
N∑
n=0
H(ρn+1, ρn) ≤ Fh(ρ0).
This concludes the proof of Lemma 3. 
The previous lemma provides bounds on gradients in terms of the discrete free energy
of the initial datum ρ0 = ρ0h. Our next lemma ensures that this quantity is indeed
bounded for finite entropy initial data ρ0.
Lemma 4 (Initial energy). It holds that
(44) Fh(ρ0h) ≤ F(ρ0) + hLip(W ).
THE SCHARFETTER–GUMMEL SCHEME FOR AGGREGATION-DIFFUSION EQUATIONS 20
Proof. From the convexity of the function ϕ(z) = z log z, we obtain via Jensen’s inequal-
ity that
Sh(ρ0h) =
∑
K
|K|ϕ
(
1
|K|
∫
K
ρ0 dx
)
≤∑
K
∫
K
ϕ(ρ0) dx =
∫
Ω
ϕ(ρ0) dx = S(ρ0).
Moreover, using the definitions of the interaction energy and the Lipschitz property of
the potential W ,
Eh(ρ0h) =
1
2
∑
K,L
∫
K
∫
L
W (xK − xL)ρ0(x)ρ0(y) dx dy
≤ 1
2
∫
Ω
∫
Ω
W (x− y)ρ0(x)ρ0(y) dx dy + hLip(W )
∑
K,L
∫
K
ρ0 dx
∫
L
ρ0 dy
= E(ρ0) + hLip(W ).
A combination of both estimates yields the statement of the lemma. 
In the next step, we translate the gradient bounds into continuity estimates for the
approximate solution.
Lemma 5 (Translations). For any τ > 0, it holds that
(45)
∫ T
0
(∫
Ω
|ρh,δt(t+ τ, x)− ρh,δt(t, x)| dx
)2
dt . τ,
uniformly in h. Moreover, for η ∈ Rd, it holds that
(46)
∫ T
0
(∫
Rd
|ρh,δt(t, x+ η)− ρh,δt(t, x)| dx
)2
dt = o(1),
as |η| → 0, uniformly in h.
In the second statement of the lemma, we think of ρh,δt being extended trivially to all
of Rd, so that the spatial translations are all well-defined. Notice that we lose an order
of convergence in (46) because of the presence of the boundary ∂Ω.
Proof. We start with the argument for the spatial translations estimated in (46). Notice
that since ρh,δt is a probability measure on Ωˆ, we may always assume that |η| ≤ 1. We
first split the integral in x according∫
Rd
∣∣∣ρh,δt(t, x+ η)− ρh,δt(t, x)∣∣∣ dx
=
∫
{x∈Ωˆ, x+η∈Ωˆ}
∣∣∣ρh,δt(t, x+ η)− ρh,δt(t, x)∣∣∣ dx+
∫
{x∈Ωˆ, x±η 6∈Ωˆ}
ρh,δt(t, x) dx(47)
Let us start with the treatment of the first integral term. Similarly as in [31], we let [x, z]
be the line segment between two points x and z and define the characteristic function
of neighboring cells K ∼ L by
χKL(x, z) =

1 , if [x, z] ∩K |L 6= ∅,0 , else .
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By geometric arguments, we observe that∫
Ωˆ
χKL(x, x+ η) dx ≤ |K |L| |η|.
With the help of the triangle inequality, we thus estimate∫
{x∈Ωˆ, x+η∈Ωˆ}
∣∣∣ρh,δt(t, x+ η)− ρh,δt(t, x)∣∣∣ dx ≤∑
K
∑
L∼K
|ρnK − ρnL|
∫
Ωˆ
χKL(x, x+ η) dx
≤ |η|∑
K
∑
L∼K
|K |L| |ρnK − ρnL|.
Squaring both sides, integrating in time and invoking the gradient bound (42) together
with the control of the initial datum in (44) yields an error of order O(|η|).
Considering the second term in (47), we notice that∫
{x∈Ωˆ, x±η 6∈Ωˆ}
ρh,δt(t, x) dx ≤ 2
∫
{x∈Ωˆ: dist(x,∂Ωˆ)≤|η|}
ρh,δt dx.
To estimate the right-hand side, we let ϕ(z) = z log z and apply Jensen’s inequality,∫
dist(·,∂Ωˆ)≤|η|
ρh,δt dx ≤
∣∣∣{dist(·, ∂Ωˆ) ≤ |η|}∣∣∣ϕ−1
(
−
∫
dist(·,∂Ωˆ)≤|η|
ϕ(ρh,δt) dx
)
Thanks to the bound on the free energy (28) and the initial datum (44), this estimate
yields that∫
{x∈Ωˆ, x±η 6∈Ωˆ}
ρh,δt(t, x) dx ≤ 2
∣∣∣{dist(·, ∂Ωˆ) ≤ |η|}∣∣∣ϕ−1
(
C∣∣∣{dist(·, ∂Ωˆ) ≤ |η|}∣∣∣
)
,
for some C > 0, independent of h and η. It is clear that ϕ−1 is growing only sublinearily,
and therefore, we have an o(1) bound as |η| → 0, uniformly in h.
The estimate on the temporal increments (45) is obtained simply by using (43) to-
gether with the triangle inequality. 
Before proving the convergence of the scheme, we provide an auxiliary lemma on the
convergence of discrete gradients, which we introduce in the following. For this, we
define the diamonds
DKL = {txK + (1− t)y : t ∈ (0, 1], y ∈ K |L} ⊂ K,
for any K,L ∈ T with L ∼ K. Of course, K = ∪˙L∼KDKL∪˙{xK} by construction. For
further reference, we note that the volume of these cells can be computed according to
the law
(48) |DKL| = dKL
2d
|K |L|.
For a sequence ζh,δt = {ζnK} on (0, T )× Ωˆ, we may now introduce the discrete gradients
(49) ∇hζh,δt(t, x) = d
dKL
(ζnL − ζnK)νKL for any (t, x) ∈ (tn, tn+1)×DKL.
Here and in the following, νKL denotes the outer (with respect to K) unit normal vector
on the edge K |L.
It is a well-known fact that these gradients are convergent.
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Lemma 6 (Convergence of discrete gradients [30]). Let ζ ∈ C∞([0, T ] ×Rd) be given
and set ζh,δt = ζ
n
K = ζ(t
n, xK) in (t
n, tn+1)×K for any n and any K. Then
∇hζh,δt →∇ζ weakly-∗ in L∞((0, T )× Ω).
In fact, in [30, Lemma 2], an L2 variant of this result was established and the present
version follows from minor modifications of the original proof. For completeness and the
convenience of the reader, we recall the details.
Proof. We start by noticing that ζh,δt → ζ uniformly in t and x by the smoothness of
ζ . Moreover, by the definition of the discrete gradient, it holds that ‖∇hζh,δt‖L∞ ≤
d‖∇ζ‖C0, and thus, there exists an L∞ function g and a subsequence (not relabeled)
such that
∇hζh,δt → g weakly-∗ in L∞((0, T )× Ω).
It remains thus to prove that g = ∇ζ almost everywhere in (0, T )× Ω.
For this purpose, we let ϕ ∈ C∞c ([0, T ] × Ω;Rd) be a given vector field. By the
discreteness of the approximation ζh,δt and the divergence theorem, we have that∫ T
0
∫
Ω
ζh,δt∇·ϕ dx dt =
∑
n
∑
K
ζnK
∫ tn+1
tn
∫
K
∇·ϕ dx dt
=
∑
n
∑
K
∑
K∼L
ζnK νKL ·
∫ tn+1
tn
∫
K|L
ϕ dS dt,
where dS denotes the surface measure on edges. By (anti-)symmetrization arguments,
we further obtain∫ T
0
∫
Ω
ζh,δt∇·ϕ dx dt = 1
2
∑
n
∑
K
∑
K∼L
(ζnK − ζnL) νKL ·
∫ tn+1
tn
∫
K|L
ϕ dS dt.
Denoting by ϕnKL the average of ϕ on (t
n, tn+1)×K |L, and using (48), we may furthermore
rewrite this identity as
(50)
∫ T
0
∫
Ω
ζh,δt∇·ϕ dx dt =
∑
n
∑
K
∑
K∼L
d
dKL
(ζnK − ζnL) νKL ·
∫ tn+1
tn
∫
DKL
ϕnKL dx dt .
On the other hand, by the definition of the discrete gradient, we have that
(51)
∫ T
0
∫
Ω
∇hζh,δt · ϕ dx dt =
∑
n
∑
K
∑
L∼K
d
dKL
(ζnL − ζnK) νKL ·
∫ tn+1
tn
∫
DKL
ϕ dx dt .
Due to the fact that ζ and ϕ are smooth, we have the estimates |ζnK − ζnL| ≤ dKL‖∇ζ‖C0
and |ϕ−ϕnKL| ≤ δt‖∂tϕ‖C0 +h‖∇ϕ‖C0 . h‖ϕ‖C1 , and thus by comparing (50) and (51),
we have the discrete partial integration rule∫ T
0
∫
Ω
∇hζh,δt · ϕ dx dt = −
∫ T
0
∫
Ω
ζh,δt∇·ϕ dx dt+ o(1) as h→ 0 .
Passing in this identity to the limit, we then find∫ T
0
∫
Ω
g · ∇ϕ dx dt = −
∫ T
0
∫
Ω
ζ∇·ϕ dx dt.
Because ϕ was chosen arbitrarily, this proves g = ∇ζ as desired. 
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With these preparations at hand, we are now in the position to derive the compactness
of the sequence of approximate solutions. Here, the discrete gradient ∇hρh,δt is defined
by (49).
Proposition 2 (Compactness). There exists ρ ∈ L2((0, T );L1(Ω)) with ∇ρ ∈ L1((0, T )×
Ω), such that ρh,δt → ρ strongly in L2((0, T );L1(Ω)) and ∇hρh,δt → ∇ρ weakly in
L2((0, T );L1(Ω)).
Proof. The compactness of the sequence in L2((0, T );L1(Ω)) is a consequence of Lemma 5
and the Riesz–Fréchet–Kolmogorov theorem. We now turn to the weak convergence of
the gradients. The algebraic arguments are essentially identical to the convergence of
the gradients in the smooth setting. We will thus skip those and focus on the parts,
which are different.
We first show the convergence of the gradients of the roots ∇h√ρh,δt, for which we
need the control on the Fisher information. In view of (48), it is a short computation to
obtain the relation∫ T
δt
∫
Ωˆ
|∇h√ρh,δt|2 dx dt = d
2
δt
N∑
n=1
∑
K
∑
L∼K
|K |L|
dKL
(√
ρnK −
√
ρnL
)2
.
Thanks to (41), the right-hand side is bounded uniformly in h, and thus, for every
ε > 0, we find a function f ∈ L2((ε, T )×Ω;Rd) and a subsequence, not relabeled, both
dependent on ε, such that
∇h√ρh,δt → f weakly in L2((ε, T )× Ω).
We have to show that f = ∇√ρ, and thus, the statement becomes independent of ε,
and holds true for the full sequence.
We choose a smooth test function ϕ ∈ C∞c ((0, T )×Ω;Rd) and suppose that ε is small
in the sense that ϕ(t, ·) = 0 for any t ≤ ε. We also assume that δt ≤ ε. Notice then that
by algebraic reformulations similar to those in Lemma 6, we have the two identities∫ T
0
∫
Ω
√
ρh,δt∇·ϕ dx dt =
∑
n
∑
K
∑
L∼K
d
dKL
(√
ρnK −
√
ρnL
)
νKL ·
∫ tn+1
tn
∫
DKL
ϕnKL dx dt,
where ϕnKL is the average of ϕ over (t
n, tn+1)×DKL, and
−
∫ T
0
∫
Ω
∇h√ρh,δt · ϕ dx dt =
∑
n
∑
K
∑
L∼K
d
dKL
(√
ρnK −
√
ρnL
)
νKL ·
∫ tn+1
tn
∫
DKL
ϕ dx dt.
Now, using |ϕ− ϕnKL| . h‖ϕ‖C1 uniformly in (tn, tn+1)×DKL, which holds true thanks
to the smoothness of ϕ, and (48), we find that∣∣∣∣∣
∑
n
∑
K
∑
L∼K
d
dKL
(√
ρnK −
√
ρnL
)
νKL ·
∫ tn+1
tn
∫
DKL
(ϕ− ϕnKL) dx dt
∣∣∣∣∣
. h‖ϕ‖C1 δt
∑
n
∑
K
∑
L∼K
|K |L|
∣∣∣∣
√
ρnL −
√
ρnK
∣∣∣∣
. h‖ϕ‖C1
√
T
(
δt
∑
n
∑
K
∑
L∼K
|K |L|
dKL
(√
ρnK −
√
ρnL
)2) 12(∑
K
∑
L∼K
dKL|K |L|
) 1
2
.
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By (41) and the isoperimetric property (22), the right-hand side vanishes as h → 0.
Therefore, we have∫ T
0
∫
Ω
√
ρh,δt∇·ϕ dx dt = −
∫ T
0
∫
Ω
∇h√ρh,δt · ϕ dx dt+ o(1) as h→ 0 .
We notice that
√
ρh,δt → √ρ in L2((0, T ) × Ω) thanks to the elementary inequality
(
√
a−√b)2 ≤ |a− b|. Therefore, sending h to zero, we thus obtain∫ T
0
∫
Ω
√
ρ∇·ϕ dx dt = −
∫ T
0
∫
Ω
f · ϕ dx dt.
This statement implies that f = ∇√ρ since ϕ was arbitrary.
Furthermore, by the Cauchy–Schwarz inequality and the fact that ρ is a probability
distribution, we observe that∫ T
0
(∫
Ω
|∇ρ| dx
)2
dt ≤
∫ T
0
∫
Ω
|∇ρ|2
ρ
dx dt = 4
∫ T
0
∫
Ω
∣∣∣∇√ρ∣∣∣2 dx dt,
and thus ∇ρ ∈ L2((0, T );L1(Ω)).
In order to show the convergence of the gradients, notice that thanks to the bound
in (42), we have an estimate on the spatial gradient. Indeed, using formula (48), we
observe that ∫ T
δt
(∫
Ω
|∇hρh,δt| dx
)2
dt =
δt
4
N∑
n=1
(∑
K
∑
L∼K
|K |L| |ρnL − ρnK |
)2
.
It thus follows that, for every positive ε, there exists a vector-valued measure g ∈
L2((ε, T );M(Ω;Rd)) and a subsequence (not relabeled), such that
∇hρh,δt → g weakly-∗ in L2((ε, T );M(Ω)).
If we know that g = ∇ρ, the desired convergence result immediately follows because
we have just seen that ∇ρ ∈ L2((0, T );L1(Ω)). We skip the argument for this missing
ingredient, as it closely resembles the previous part of the proof. Notice only that the
gradient bound in (42) has to be used instead of the estimate on the Fisher information
in (41). 
We are now in the position to prove the convergence of the scheme, which is the first
statement of Theorem 4. The convergence of the stationary solutions will be addressed
afterwards.
Proof of Theorem 4. Convergence of the scheme. The compactness of the sequence is es-
tablished in Proposition 2. Notice also that the sequence of the initial data ρ0h con-
verges in L1(Ω) towards ρ0 by construction. It remains thus to prove that the limit
function ρ solves the continuous equation (1). For this purpose, we choose a subse-
quence of time steps δt such that N δt = T for some integer N , consider a test function
ζ ∈ C∞c ([0, T ) × Rd), and suppose that δt is sufficiently small such that ζ(t) = 0 for
t ≥ T − 2 δt. We set ζnK = ζ(tn, xK), and write ζh,δt = ζnK in (tn, tn+1)×K.
Testing the discrete equation (9) with δt ζnK and using the flux identity (16) gives
0 =
N−1∑
n=0
∑
K
|K| ζnK
(
ρn+1K − ρnK
)
+ δt
N−1∑
n=0
∑
K
∑
L∼K
|K |L| ζnK qn+1KL
ρn+1K + ρ
n+1
L
2
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+
δt
2
N−1∑
n=0
∑
K
∑
L∼K
|K |L| ζnK qn+1KL coth
(
dKLq
n+1
KL
2κ
)(
ρn+1K − ρn+1L
)
= Ih1 + I
h
2 + I
h
3 .
Convergence of Ih1 : We first turn to the convergence of the term that involves the time
derivative. Performing a discrete integration by parts in the time variable, we have that
Ih1 = −
N−1∑
n=1
∑
K
|K|(ζnK − ζn−1K )ρnK −
∑
K
|K|ζ0Kρ0K +
∑
K
|K|ζN−1K ρNK .
Notice that by our choice of ζ , it holds that ζN−1K = ζ(t
N−1, xK) = ζ((N−1) δt, xK) = 0,
and thus, the last term on the right-hand side vanishes. For the middle term, we observe
that ζ0K = ζ(0, xK) = ζ(0, x) +O(|x− xK |) for any x ∈ K by the smoothness of the test
function, and thus, because ρ0 is a probability distribution,∑
K
|K|ζ0Kρ0K =
∑
K
∫
K
ζ(0, x)ρ0(x) dx+O(h) =
∫
Ω
ζ(0, x)ρ0(x) dx+O(h).
Finally, using the smoothness of ζ again, we expand ζnK − ζn−1K = ∂tζ(tn−1, xK) δt +
O(δt)2 = ∂tζ(t, x) δt + O(δt h) for any (t, x) ∈ (tn, tn+1) × K, and thus, similarly as
before,
−
N−1∑
n=1
∑
K
|K|(ζnK − ζn−1K )ρnK = −
N−1∑
n=1
∫ tn−1
tn
∑
K
∫
K
ζnK − ζn−1K
δt
ρh,δt(t, x) dx dt
= −
∫ T
δt
∫
Ωˆ
∂tζ(t, x)ρh,δt(t, x) dx dt+O(h).
Because ρh,δt is converging stongly in L
1((0, T )× Ω) and because
(52)
∫
Ωˆ\Ω
ρh,δt dx =
∫
Ω
(ρ− ρhdt) dx,
since both ρ and ρh,δt are probability distributions, we find that
Ih1 → −
∫ T
0
∫
Ω
∂tζ ρ dx dt−
∫
Ω
ζ(0, x)ρ0(x) dx, as h→ 0 .
Convergence of Ih2 : By a discrete integration by parts, we have
Ih2 =
δt
2
∑
n
∑
K
∑
L∼K
|K |L|
(
ζnK − ζnL
)
qn+1KL
ρn+1K + ρ
n+1
L
2
=
δt
2
∑
n
∑
K
∑
L∼K
|K |L|
(
ζnK − ζnL
)
qn+1KL ρ
n+1
K
+
δt
2
∑
n
∑
K
∑
L∼K
|K |L|
(
ζnK − ζnL
)
qn+1KL
ρn+1L − ρn+1K
2
.
As a consequence of the Lipschitz property of the interaction potential (A3) and the fact
that the numerical solution is a probability distribution, it holds that |qn+1KL | ≤ Lip(W ).
Moreover, by the smoothness of ζ , we have that |ζnK − ζnL| ≤ 2h‖∇ζ‖C0, and thus∣∣∣∣∣δt
∑
n
∑
K
∑
L∼K
|K |L|
(
ζnK − ζnL
)
qKLn+1
(
ρn+1L − ρn+1K
)∣∣∣∣∣
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. h‖∇ζ‖C0 Lip(W )
∑
n
δt
∑
K
|K |L|
∣∣∣ρn+1L − ρn+1K ∣∣∣,
and the right-hand side is of order O(h) by the virtue of the gradient estimate in (42).
Therefore,
Ih2 =
δt
2
∑
n
∑
K
∑
L∼K
|K |L|
(
ζnK − ζnL
)
qn+1KL ρ
n+1
K + o(1) as h→ 0.
Similarly for the time variable, we estimate slightly more carefully |ζnK−ζnL| ≤ dKL‖∇ζ‖C0
and use identity (48) to arrive at∣∣∣∣∣12
∑
n
∑
K
∑
L∼K
∫ tn+1
tn
∫
DKL∩Ω
(
ρh,δt(t+ δt, x)− ρ(t, x)
)
dx dt
|K |L|
|DKL|(ζ
n
K − ζnL) qn+1KL
∣∣∣∣∣
≤ d‖∇ζ‖C0 Lip(W )
∫ T
0
∫
Ω
∣∣∣ρh,δt(t+ δt, x)− ρ(t, x)∣∣∣ dx dt.
In a similar manner, by the virtue of (52), it holds that∣∣∣∣∣12
∑
n
∑
K
∑
L∼K
∫ tn+1
tn
∫
DKL\Ω
ρh,δt(t+ δt, x) dx dt
|K |L|
|DKL|(ζ
n
K − ζnL)qn+1KL
∣∣∣∣∣
≤ d‖∇ζ‖C0 Lip(W )
∫ T
0
∫
Ω
∣∣∣ρh,δt(t+ δt, x)− ρ(t+ δt, x)∣∣∣ dx dt.
As a consequence of the stong convergence established above and the continuity in time
of approximate solutions (45), we see that in both estimates the right-hand side vanishes
as h (and then, by (23), also δt) converges to 0. Using (48) again, we thus conclude that
Ih2 =
∑
n
∑
K
∑
L∼K
∫ tn+1
tn
∫
DKL∩Ω
ρ(t, x) dx dt
d
dKL
(ζnK − ζnL)qn+1KL + o(1), as h→ 0 .
To estimate the flux term, we let ε > 0 be an arbitrarily fixed number and suppose that
h is small such that h < ε. We start by noticing that, because W is differentiable away
from the origin by (A2), we have the expansion
W (xK − xJ ) = W (xL − xJ) +∇W (xL − xJ ) · (xK − xL) + o(dKL),
for any cell J that satisfies dist(J, xK) ≥ 2ε and then also dist(J, xL) ≥ ε. Thus, using
the continuity of ∇W away from the origin, cf. (A2), as dKL ≤ 2h, we have for any
x ∈ K and y ∈ J that
W (xK − xJ )−W (xL − xJ )
dKL
= ∇W (x− y) · xK − xL|xK − xL| + o(1), as h→ 0 .
Therefore, we have to leading order, using in addition the Lipschitz property of W in
(A3) and the fact that ρh,δt is a probability distribution,∣∣∣∣∣qn+1KL +
∑
J
ρn+1J + ρ
n
J
2
∫
J
∇W (x− y) dy · νKL
∣∣∣∣∣
≤ 2 Lip(W ) ∑
J s.t. dist(J,xK)≤2ε
|J |ρ
n+1
J + ρ
n
J
2
+ o(1)
≤ Lip(W )
∫
B4ε(xK)
(
ρh,δt(t+ δt, y) + ρh,δt(t, y)
)
dy + o(1),
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for any t ∈ [tn, tn+1] and any fixed ε, as h → 0. It remains to replace the approximate
solution in the convolution integral. Doing so, we obtain for any t ∈ [tn, tn+1] and x ∈ K,∣∣∣∣∣qn+1KL +
∫
Ω
ρ(t, y)∇W (x− y) dy · νKL
∣∣∣∣∣
. Lip(W )
∫
Ω
∣∣∣ρh,δt(t+ δt, y) + ρh,δt(t, y)− 2ρ(t, y)∣∣∣dy
+ Lip(W )
∫
Ωˆ\Ω
(
ρh,δt(t+ δt, y) + ρh,δt(t, y)
)
dy
+ Lip(W )
∫
B4ε(xK)∩Ω
(
ρh,δt(t+ δt, y) + ρh,δt(t, y)
)
dy + o(1),
as h→ 0. Thanks to the continuity in time (45), the previously established convergence
of the approximating sequence, and identity (52), and using |ζnK − ζnL| ≤ dKL‖∇ζ‖C0
again, we arrive at∣∣∣∣∣Ih2 −
∑
n
∑
K
∑
L∼K
∫ tn+1
tn
∫
DKL∩Ω
ρ(t, x)(∇W ∗ ρ)(t, x) dx dt · d
dKL
(ζnL − ζnK)νKL
∣∣∣∣∣
. Lip(W )
∫ T
0
∫
B4ε(xK)∩Ω
ρ dy dt+ o(1), as h→ 0 .
Alternatively, using the definition of the discrete gradient in (49), this estimate can be
written as∣∣∣∣∣Ih2 −
∫ T
0
∫
Ω
ρ(∇W ∗ ρ) · ∇hζh,δt dx dt
∣∣∣∣∣ . Lip(W )
∫ T
0
∫
B4ε(xK)∩Ω
ρ dy dt+ o(1),
as h → 0. Apparently, the (h-indenpendent) first term on the right-hand side vanishes
as ε → 0. Therefore, because ρ∇W ∗ ρ ∈ L1((0, T )× Ω) as a consequence of (A3), we
may invoke Lemma 6 and find that
Ih2 →
∫ T
0
∫
Ω
ρ(∇W ∗ ρ) · ∇ζ dx dt, as h→ 0 .
Convergence of Ih3 : Again, we start with a discrete integration by parts to rewrite I
h
3 ,
Ih3 =
δt
4
∑
n
∑
K
∑
L∼K
|K |L|
(
ζnK − ζnL
)
qn+1KL coth
(
dKLq
n+1
KL
2κ
)(
ρn+1K − ρn+1L
)
.
In order to get rid of the nonlinearity, we notice that the function s 7→ s coth(s) is
regular at the origin and s coth(s) = 1 + O(s2) as s → 0. Then, by using the bounds
|qn+1KL | ≤ Lip(W ) and |ζnK − ζnL| ≤ 2h‖∇ζ‖C0 as before, we have that the second order
contribution is bounded by
δt
κ
∑
n
∑
K
∑
L∼K
|K |L| |ζnK − ζnL| dKL |qn+1KL |2 |ρn+1K − ρn+1L |
.
h2 Lip(W )2 δt
κ
‖∇ζ‖C0
∑
n
∑
K
∑
L∼K
|K |L| |ρn+1K − ρn+1L |
≤ h
2 Lip(W )2
κ2
‖∇ζ‖C0
(
κ2 δt T
∑
n
(∑
K
∑
L∼K
|K |L| |ρn+1K − ρn+1L |
)2) 12
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and the right-hand side converges to 0 as h → 0 by the virtue of (42). Therefore, we
have to leading order
Ih3 =
κ δt
2
∑
n
∑
K
∑
L∼K
|K |L|
dKL
(ζnK − ζnL)(ρn+1K − ρn+1L ) + o(1), as h→ 0.
Using the regularity of ζ again, we find that ζnK − ζnL = ∇ζ(t, x) · (xk − xL) + O(hdKL)
for any (t, x) ∈ (tn+1, tn+2)×DKL, where we have used that dKL, δt . h. Here, the time
interval (tn+1, tn+2) is chosen such that the gradients ∇ζ and ∇hρh,δt are evaluated at
the same time points. Indeed, we observe from (48), that it holds∣∣∣∣∣∣
κ δt
2
∑
n
∑
K
∑
L∼K
|K |L|
dKL
(ζnK − ζnL)(ρn+1K − ρn+1L )
+ κd
∑
n
∑
K
∑
L∼K
∫ tn+2
tn+1
∫
DKL
∇ζ(t, x) dx dt · νKLρ
n+1
K − ρn+1L
dKL
∣∣∣∣∣∣
. hκ δt
∑
n
∑
K
∑
L∼K
|K |L| |ρn+1K − ρn+1L | ,
and the right-hand side vanishes as h → 0 thanks to the gradient estimate in (42).
Therefore, using the definition of the discrete gradient in (49),
Ih3 = −κd
∑
n
∑
K
∑
L∼K
∫ tn+2
tn+1
∫
DKL
∇ζ(t, x) dx dt · νKLρ
n+1
K − ρn+1L
dKL
+ o(1)
= κ
∫ T
δt
∫
Ωˆ
∇ζ(t, x) · ∇hρh,δt(t, x) dx dt+ o(1), as h→ 0.
As the final step, we implement the gradient convergence established in Proposition 2,
and conclude that
Ih3 → κ
∫ T
0
∫
Ω
∇ζ · ∇ρ dx dt, as h→ 0.
Summary. Putting together the convergence results for Ih1 , I
h
2 and I
h
3 , passing to the
limit in the identity Ih1 + I
h
2 + I
h
3 = 0 yields
−
∫ T
0
∫
Ω
∂tζρ dx dt+
∫ T
0
∫
Ω
ρ(∇W ∗ ρ) · ∇ζ dx dt+ κ
∫ T
0
∫
Ω
∇ζ · ∇ρ dx dt
=
∫
Ω
ζ(0, x)ρ0(x) dx,
for any test function ζ . This is the distributional formulation of the aggregation-diffusion
equation. 
Similar to the convergence of the scheme, the convergence of stationary solutions is
based on the Riesz–Fréchet–Kolmogorov compactness theorem. As a preparation, we
derive estimates on discrete gradients.
Lemma 7. Let {ρK}K be a stationary solution of the Scharfetter–Gummel scheme. Then
it holds
∑
K
∑
L∼K
|K |L| |ρK − ρL| . Lip(W )
κ
.
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Proof. We recall that by Theorem 2, the stationary solutions obeys the equation
ρK =
1
Z(ρ)
exp
(
−1
κ
∑
J
|J |W (xK − xJ )ρJ
)
.
Making use of the elementary estimate | exp(a)− exp(b)| ≤
(
exp(a)+ exp(b)
)
|a− b|, we
thus have that
|ρK − ρL| ≤ 1
κ
(ρK + ρL)
∑
J
|J |
∣∣∣W (xK − xJ)−W (xL − xJ)∣∣∣ρJ .
Because the aggregation potential is Lipschitz (A3), and {ρK}K a probability distribu-
tion, we find
|ρK − ρL| ≤ dKL Lip(W )
κ
(ρK + ρL).
It remains to apply a relabeling argument, the isoperimetric property (22) of the scheme,
and, again, the fact that {ρK}K is a probability distribution to deduce that
∑
K
∑
L∼K
|K |L| |ρK − ρL| . Lip(W )
κ
. 
We now define the finite volume approximation ρh of the stationary state {ρK}K by
setting
ρh = ρK in K.
We provide a continuity result. For this, we extend ρh trivially to all of R
d.
Lemma 8. For η ∈ Rd, it holds that
(53)
∫
Rd
|ρh(x+ η)− ρh(x)| dx = o(1),
as |η| → 0, uniformly in h.
Proof. We first notice that stationary states have finite entropy, more precisely,
(54)
∑
K
|K|ρK log ρK . 1,
uniformly in h. Indeed, in view of the properties (A1) and (A3) of the potential and the
fact that {ρK}K is a probability distribution, it holds that∑
J
|J | |W (xK − xJ )|ρJ ≤ Lip(W ) diam(Ωˆ)
∑
J
|J |ρJ = Lip(W ) diam(Ωˆ).
Therefore, invoking the characterization of stationary states in Theorem 2, we deduce
that
κ| log ρK | ≤ 2 Lip(W ) diam(Ωˆ) + log |Ωˆ|.(55)
Using again that {ρK}K is a probability distribution, (54) follows immediately.
The proof of (53) now follows almost identical to the one in the time-dependent setting,
(46). We thus omit the details. 
We finally provide the argument for the second statement of Theorem 4.
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Proof of Theorem 4. Convergence of stationary states. We first remark that as a conse-
quence of Lemma 8 and the Riesz–Fréchet–Kolmogorov theorem, the sequence {ρh}h
is compact in L1(Ω), and thus, there exists ρ ∈ L1(Ω) such that ρh → ρ in L1(Ω), as
h → 0. Our goal is to show that ρ is a stationary solution of the aggregation-diffusion
equation (1).
As in the previous two lemmas, our starting point is the characterization of stationary
states in Theorem 2,
(56) κ log ρK = −
∑
L
|L|W (xK − xL) ρL + logZh(ρh).
We have seen in the proof of Lemma 8 that the right-hand side of this identity is bounded
uniformly in h, see (55), therefore, by the just established L1 convergence and the
dominated convergence theorem, it follows that
‖κ log ρh − κ log ρ‖L1(Ω) → 0 as h→ 0.
Regarding the convergence of the right-hand side of (56), we notice that, for any x ∈ K,
it holds∣∣∣∣∣
∑
L
|L|W (xK − xL)ρL − (W ∗ ρ)(x)
∣∣∣∣∣ ≤
∑
L
∫
L∩Ω
|W (xK − xL)| |ρL − ρ(y)| dy
+
∑
L
∫
L∩Ω
|W (xK − xL)−W (x− y)|ρ(y) dy
+
∑
L
∫
L\Ω
|W (xK − xL)|ρL dy,
and thus, using the properties (A1) and (A3) of the aggregation potential and identity
(52), which also holds true in the stationary case, we obtain that∣∣∣∣∣
∑
L
|L|W (xK − xL) ρL − (W ∗ ρ)(x)
∣∣∣∣∣
≤ 2 Lip(W ) diam(Ω)‖ρh − ρ‖L1(Ω) + hLip(W )‖ρ‖L1(Ω) = o(1),
as h→ 0. We easily deduce that
∑
K
∫
K
∣∣∣∣∣
∑
L
|L|W (xK − xL)ρL − (W ∗ ρ)(x)
∣∣∣∣∣ dx→ 0 as h→ 0,
or, in words, the first term on the right-hand side of (56) converges to −W ∗ ρ in L1(Ω).
We consider now a mean-zero test function ϕ ∈ C∞c (Ω) and define its (mean-zero)
finite-volume approximation, as usual, by ϕh = ϕK = −
∫
K ϕ dx on K. Then ϕh → ϕ
uniformly on Ω. Testing (56) by ϕh then yields
∑
K
|K|
(
κ log ρK +
∑
L
|L|W (xK − xL)ρL
)
ϕK = 0,
and passing to the limit h→ 0 gives∫
Ω
(κ log ρ+W ∗ ρ)ϕ dx = 0,
which is, since ϕ was arbitrary and mean-zero, equivalent to
κ log ρ+W ∗ ρ+ κ logZ(ρ) = 0,
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where Z(ρ) =
∫
Ω exp(−κ−1W ∗ρ) dx. This is a characterization of stationary solutions for
the continuous problem as can be verified by inspection of the free energy dissipation (4).

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