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ON CYCLIC QUIVER PARABOLIC KOSTKA-SHOJI
POLYNOMIALS
DANIEL ORR AND MARK SHIMOZONO
Abstract. We obtain an explicit combinatorial formula for certain parabolic
Kostka-Shoji polynomials associated with the cyclic quiver, generalizing results
of Shoji and of Liu and Shoji.
Introduction
In [OS] an analogue of parabolic Hall-Littlewood (HL) symmetric function was
defined for general quivers. For the single loop quiver this recovers the parabolic
Hall-Littlewood symmetric functions defined in [SW] [SZ] which in turn generalize
the classical modified HL functions denoted Q′µ(X ; t) in [Mac]. For cyclic quivers
this produces a modified (and parabolic) form of Shoji’s Hall-Littlewood functions
for the complex reflection group G(r, 1, n) [Sho1, Sho2, Sho3] in the case of limit
symbols. The parabolic Hall-Littlewood functions for general quivers encode the
graded multiplicities in GL-equivariant Euler characteristics of vector bundles on
Lusztig’s convolution diagrams [Lu]. Based on a higher vanishing conjecture of [OS],
certain quiver Hall-Littlewood functions are expected—and in some cases known
by [P]—to expand positively in the tensor Schur basis.
In this article we give a positive combinatorial formula for certain parabolic
quiver Hall-Littlewood symmetric functions living on the cyclic quiver (Theorem 6);
the Schur positivity of these functions was not previously known by other means
such as [P]. Our formula expresses the Schur expansion coefficients of these func-
tions, i.e., their quiver Kostka-Shoji polynomials, as a sum over certain multi-
tableaux weighted by charge. This generalizes a result of [LiSho] in the non-
parabolic case of the cyclic quiver with two nodes. The latter was derived from
results of [AH] on the intersection cohomology of the enhance nilpotent cone. We
give an independent, combinatorial proof of our formula. For a single node we
recover the graded character of tensor products of Kirillov-Reshetikhin (KR) mod-
ules for affine sln or equivalently the Euler characteristic of global sections of a line
bundle twist of the cotangent bundle to a partial flag variety [Br] [Sh1] [Sh2].
Our formula implies that the cyclic quiver Hall-Littlewood functions to which it
applies are the images of ordinary (single loop) parabolic Hall-Littlewood functions
under a plethystic substitution (Corollary 8). We interpret this in the representa-
tion theory of the wreath product groups Γn = Γ
n ⋊ Sn, where Γ is a cyclic group
of order r, by showing that the plethystic substitution is realized by a graded form
of induction from Sn to Γn (Proposition 9). We deduce that the graded induc-
tion of the (singly-graded) Garsia-Procesi module Rµ [GP] is a graded Γn-module
whose Frobenius characteristic can be identified with a cyclic quiver parabolic Hall-
Littlewood function (Corollary 10).
1
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In a future work [OS2] we will study the relationship between the parabolic Hall-
Littlewood functions for the cyclic quiver and Haiman’s wreath Hall-Littlewood
functions (wreath Macdonald polynomials at q = 0) [H].
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1. Statement of Main Results
1.1. Cyclic quiver symmetric functions. In this article we work with the cyclic
quiver Q on r nodes. It has node set Q0 = Z/rZ and arrow set Q1 = {(i, i + 1) |
i ∈ Q0} where expressions involving elements of Q0 are understood modulo r. We
set Qˆ1 = Q1 \ {(r − 1, 0)}.
Let TQ1 ∼= (C∗)r be an algebraic torus with a copy of C∗ for each arrow a ∈ Q1.
Write R(TQ1) = Z[t±1a | a ∈ Q1] where ta is the exponential weight of the a-th
copy of C∗. Let ΛQ =
⊗
i∈Q0
Λ(i) be the tensor power of the algebra of symmetric
functions Λ with a tensor factor Λ(i) ∼= Λ for each vertex i ∈ Q0, with coefficients
in R(TQ1). We use notation f [X(i)] for f ∈ Λ and i ∈ Q0, to denote the tensor
in ΛQ1 having f in the i-th tensor factor and 1’s elsewhere. Let Y be Young’s
lattice of partitions. Then ΛQ has a basis given by the tensor Schur functions
sλ• =
∏
i∈Q0
sλ(i) [X
(i)] where λ• = (λ(0), . . . , λ(r−1)) ∈ YQ0 is a Q0-multipartition.
1.2. Lusztig data. A Lusztig datum is a sequence of triples {(ik, ak, µ(k)) | 1 ≤
k ≤ m} where ik ∈ Q0, ak ∈ Z>0, and µ(k) ∈ X+(GLak) is a dominant weight.
Let i = (i1, i2, . . . , im), a = (a1, a2, . . . , am) and µ(•) = (µ(1), µ(2), . . . , µ(m)).
We say the Lusztig datum (i, a, µ(•)) is periodic if im = r − 1 and ik+1 = ik + 1
for all 1 ≤ k < m, even if i1 = 0, Borel if ak = 1 for all k, rectangular if the
weight µ(k) is a rectangle for all k, that is, has the form (γakk ) for some γk ∈ Z≥0,
concentrated at i ∈ Q0 if µ(k) = (0ak) for all k such that ik 6= i, and dominant
if, for every i ∈ Q0, the sequence of weights µ(k) for ik = i, concatenates to a
dominant weight. A periodic Lusztig datum will be called balanced if ak = ak+1
whenever ik 6= r − 1.
For even periodic Borel Lusztig data, the quiver Kostka-Shoji polynomial was
defined by Finkelberg and Ionov [FI]. If all ta are set to a single variable this re-
covers Shoji’s Green functions for the complex reflection group given by the wreath
product of Sn with the cyclic group Z/rZ, in the case of limit symbols [Sho1, Sho2].
We consider dominant periodic balanced rectangular Lusztig data that are con-
centrated at node r−1. Such data can be specified by a triple (µ, η, i1) where µ ∈ Ys
is a partition with s parts which are allowed to be zero, η = (η1, . . . , ηs) ∈ Zs>0 with∑
k ηk = n (which defines a standard parabolic subgroup of GLn), and i1 ∈ Q0.
Given (µ, η, i1) a Lusztig datum is constructed using s passes around the cyclic
quiver Q with node set Z/rZ. The first pass places GLη1-weights at nodes i1,
i1 + 1, up to r − 1. For k going from 2 up to s, the k-th pass places GLηk -weights
at all the nodes in order from 0 to r − 1. For i 6= r − 1, all weights placed at node
i are the zero weight. At node r − 1 the k-th pass places the rectangular weight
(µηkk ) having ηk rows and µk columns.
Example 1. Let r = 2, i1 = 1, η = (η1, η2) = (2, 2), and µ = (2, 1). We have Lusztig
datum with first pass (1, 2, (2, 2)) and second pass (0, 2, (0, 0)), (1, 2, (1, 1)) so that
i = (1, 0, 1), a = (2, 2, 2) and µ(•) = ((2, 2), (0, 0), (1, 1)). This Lusztig datum is
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dominant: the weights at 0 ∈ Q0 concatenate to (0, 0) ∈ X+(GL2) and at 1 ∈ Q0
concatenate to (2, 2, 1, 1) ∈ X+(GL4).
1.3. Cyclic quiver HL functions and Kostka-Shoji polynomials. Let Ω[X ] =∏
x∈X(1− x)
−1 be the Cauchy kernel. For a symmetric function f let f [X(i)]⊥ be
the operator adjoint (with respect to the Hall inner product) to multiplication by
f , all with respect to the tensor factor Λ(i). For i ∈ Q0 define the generating series
of operators [OS]:
H(i)(z) =
∑
d∈Z
zdH
(i)
d = Ω[zX
(i)]Ω[−z−1(X(i) − ti,i+1X
(i+1))]⊥.(1.1)
For all d ∈ Z, H
(i)
d is a linear endomorphism of Λ
Q of degree d. It is the cyclic
quiver analogue of Garsia’s variant of Jing’s Hall-Littlewood creation operator [G]
[J].
For i ∈ Q0 and a ∈ Z>0 let Z = (z1, z2, . . . , za) and R(Z) =
∏
1≤k<ℓ≤a(1−zℓ/zk).
Define [OS]:
H(i,a)(Z) =
∑
β∈Za
zβH
(i,a)
β = R(Z)H
(i)(z1) · · ·H
(i)(za).(1.2)
This is the cyclic quiver analogue of the parabolic Hall-Littlewood creation operator
of [SZ].
Given a Lusztig datum (i, a, µ(•)), the associated cyclic quiver parabolic Hall-
Littlewood function H
(i,a)
µ(•) [X
•; tQ1 ] ∈ Λ
Q is defined by H
(∅,∅)
∅ = 1 and
H
(i,a)
µ(•) [X
•; tQ1 ] = H
(i1,a1)
µ(1) · H
(ˆi,aˆ)
µˆ(•) [X
•; tQ1 ](1.3)
where iˆ = (i2, i3, . . . ), aˆ = (a2, a3, . . . ), and µˆ(•) = (µ(2), µ(3), . . . ).
The cyclic quiver parabolic Kostka-Shoji polynomials Kλ
•
i,a,µ(•)(tQ1) ∈ R(T
Q1)
are defined by
H
(i,a)
µ(•) [X
•; tQ1 ] =
∑
λ•∈YQ0
Kλ
•
i,a,µ(•)(tQ1)sλ• [X
•].(1.4)
Since the quiverQ has one cycle, the polynomials Kλ
•
i,a,µ(•)(tQ1) essentially have only
one variable. To make this precise let α(i) = ǫ(i) − ǫ(i+1) for 0 ≤ i ≤ r − 2 be the
simple roots of GL(CQ0) where {ǫ(i) | i ∈ Q0} is the standard basis of ZQ0 . By the
proof of [OS, Lemma 2.20], Kλ
•
i,a,µ(•)(tQ1) = 0 unless
∑
i∈Q0
|λ(i)|ǫ(i)−
∑
k |µ(k)|ǫ
(ik)
is in the root lattice of GL(CQ0), which means it has the form
∑r−2
i=0 aiα
(i) for some
integers ai. In that case we define the Laurent monomial
t
λ•−µ(•)
Qˆ1
=
r−2∏
i=0
taii,i+1.(1.5)
By [OS, Lemma 2.20] there is a polynomial K
λ•
i,a,µ(•)(t) ∈ Z[t] called the reduced
Kostka-Shoji polynomial, such that
Kλ
•
i,a,µ(•)(tQ1 ) = t
λ•−µ(•)
Qˆ1
K
λ•
i,a,µ(•)(t01t12 · · · tr−1,0).(1.6)
We see that the single essential variable is the product of the arrow variables going
around the cycle.
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When (i, a, µ(•)) is the rectangular Lusztig datum associated to the triple (µ, η, i1)
as in §1.2 we use the notation
Hµ,η,i1 [X
•; tQ1 ] = H
i,a
µ(•)[X
•; tQ1 ](1.7)
Kλ
•
µ,η,i1(tQ1) = K
λ•
i,a,µ(•)(tQ1)(1.8)
K
λ•
µ,η,i1(t) = K
λ•
i,a,µ(•)(t).(1.9)
1.4. LR multitableaux. The definitions in the next several subsections follow
[Sh1]. We refer the reader to Appendix A for conventions and further details
on our tableau constructions. Let A1, . . . , As be the consecutive subintervals of
[n] = {1, 2, . . . , n} where |Ak| = ηk and let Yk be the rectangular tableau of width
µk and height ηk whose rows are constant and contain the values of Ak.
Example 2. Continuing the previous example we have A1 = {1, 2}, A2 = {3, 4} and
Y1 = 1 1
2 2
Y2 = 3
4
Say that a word u in the alphabet [n] is (µ, η)-LR (Littlewood-Richardson) if for
all 1 ≤ k ≤ s, we have the Knuth equivalence u|Ak ≡ Yk (see §A.1) where u|Ak is
the subword obtained by erasing letters of u not in Ak.
We identify (semistandard) tableaux with their reading words (see §A.1). By a
multitableau we mean a tuple T • = (T (i))i∈Q0 of tableau. The word of a multi-
tableau is defined as the concatenation word(T •) = T (0)T (1) · · ·T (r−1) of reading
words of each tableau in the multitableau. Say that a tableau or multitableau is
(µ, η)-LR if its word is.
Let LRµ,η denote the set of (µ, η)-LR words. Let LR
λ
µ,η be the set of (µ, η)-LR
tableaux of shape λ ∈ Y.
Remark 1. The name LR tableau comes from the fact (see Cor. 27) that the LR
coefficient of sλ in the product of the Schur functions s(µηk
k
), is equal to |LR
λ
µ,η|.
1.5. Rotation of LR words. Let wη0 be the long element of the subgroup Sη =
Sη1 × Sη2 × · · · × Sηs of Sn. The following operation allows the “rotation” of LR
words. This must be used every time letters pass between the 0-th and (r − 1)-th
tableaux in a multitableau.
Proposition 3. For words u and v, uv ∈ LRµ,η if and only if (w
η
0v)(w
η
0u) ∈ LRµ,η,
where wη0 acts via the composition of GLn crystal reflection operators (see §A.3).
This induces an action of the cyclic group Z/NZ on LRµ,η where N =
∑
k µkηk.
Remark 2. (1) If ηk = 1 for all k then Sη is the identity subgroup and the
action is usual rotation of a word by positions.
(2) Since the crystal reflection operators si are well-defined on Knuth classes
(that is, if u ≡ v then siu ≡ siv), Z/NZ acts on the set
⊔
λ∈Y LR
λ
µ,η. This
leads to the cyclage poset structure on LR tableaux [Sh1] which generalizes
the cyclage poset on tableaux [LS].
Example 4. Let u = 2 and v = 42131. Then uv ∈ LRµ,η because uv|A1 = 2211 ≡ Y1
and uv|A2 = 43 ≡ Y2. We have w
η
0 (u) = 1, w
η
0v = 42132. We have (w
η
0v)(w
η
0u) =
421321 ∈ Yµ,η because 421321|A1 = 2121 ≡ Y1 and 421321|A2 = 43 ≡ Y2.
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1.6. A charge statistic for LR words. Let |u| denote the length of the word u.
Proposition 5. [Sh1] There is a unique function chargeµ,η : LRµ,η → Z≥0 such
that
(1) If µ and η are empty then chargeµ,η(∅) = 0 where ∅ is the empty word.
(2) chargeµ,η is constant on Knuth classes.
(3) If uY1v ∈ LRµ,η then writing µ = (µ1, µˆ) and η = (η1, ηˆ), we have
chargeµ,η(uY1v) = |v|+ chargeµˆ,ηˆ((w
ηˆ
0v)(w
ηˆ
0u)).
Remark 3. If ηk = 1 for all k (the Lusztig datum is Borel) then chargeµ,η is the
charge statistic of Lascoux and Schu¨tzenberger [LS].
1.7. Tableau formula. For λ• ∈ YQ0n let LR
λ•
µ,η,i1 be the set of multitableaux
T • of shape λ• (i.e., each T (i) has shape λ(i)) such that word(T •) ∈ LRµ,η and
T (i)|A1 = ∅ for 0 ≤ i < i1. Note that for i1 = 0, LR
λ•
µ,η,0 is just the set of
multitableaux of shape λ• whose word is (µ, η)-LR.
For T • ∈ LRλ
•
µ,η,i1 we set chargeµ,η(T
•) = chargeµ,η(word(T
•)).
Theorem 6. We have
K
λ•
µ,η,i1(t) =
∑
T•∈LRλ
•
µ,η,i1
tchargeµ,η(T
•).(1.10)
Remark 4. In the special case of r = 2 nodes and ηk = 1 for all k (Borel case),
an equivalent formula was obtained in [LiSho] using results of [AH]. We give a
combinatorial proof of Theorem 6 in Section 3 which is independent of these results.
Remark 5. The higher vanishing criterion of [P] is sufficient to establish the posi-
tivity of K
λ•
µ,η,i1(t) in the Borel case for any r, but not in general.
For T • ∈ LRλ
•
µ,η,i1 , using notation similar to (1.5) let
wtµ,η(T
•) = tλ
•−Nǫ(r−1)
Qˆ1
(t0,1t1,2 · · · tr−1,0)
chargeµ,η(T
•),(1.11)
so that by (1.6), Theorem 6 is equivalently expressed as
Kλ
•
µ,η,i1 (tQ1) =
∑
T•∈LRλ
•
µ,η,i1
wtµ,η(T
•).(1.12)
For the single node version, let Hµ,η[X ; t] be the parabolic Hall-Littlewood sym-
metric function associated with the sequence of rectangles (µηkk ) for 1 ≤ k ≤ s [SZ].
Equivalently it is the graded character of a Kirillov-Reshetikhin module [Sh2] and
the cyclic quiver Hall-Littlewood symmetric function of [OS] for the single loop
quiver with Lusztig data (0, ηk, (µ
ηk
k )) for 1 ≤ k ≤ s and t = t00. Define their
coefficients by
Hµ,η[X ; t] =
∑
λ∈Y
Kλµ,η(t)sλ[X ].(1.13)
Theorem 7. [Sh1]
Kλµ,η(t) =
∑
T∈LRλµ,η
tchargeµ,η(t)(1.14)
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Remark 6. In [Sh1] the above sum over T was shown to give a graded isotypic
component of a line bundle twist of the coordinate ring of a nilpotent adjoint
orbit closure [SW]. Subsequently the parabolic Jing operators were defined [SZ]
and the above isotypic component was shown to agree with the coefficient of a
Schur function in the parabolic Hall-Littlewood function, which by definition is
created by the parabolic Jing operators. The connection of these notions to the
Kirillov-Reshetikhin character was proved in [Sh2]; independently similar but dual
combinatorics were developed in [ScWa] for KR characters.
Corollary 8. With
Y =
r−1∑
i=0
ti,i+1ti+1,i+2 · · · tr−2,r−1X
(i)(1.15)
we have
Hµ,η,i1=0[X
•; tQ1 ] = Hµ,η[Y ; t01t12 · · · tr−1,0].(1.16)
Proof. Iterating the coproduct formula ∆(sλ) =
∑
µ,ν∈Y〈sλ , sµsν〉sµ ⊗ sν and ap-
propriately scaling alphabets we have
sλ[Y ] =
∑
λ•∈YQ0
tλ
•−Nǫ(r−1)
Qˆ1
cλλ•sλ• [X
•](1.17)
where cλλ• = 〈s
λ ,
∏
i∈Q0
sλ(i)〉. Applying this to Hµ,η[X ; t] we have
Hµ,η[Y ; t01 · · · tr−1,0] =
∑
λ•∈YQ0
sλ• [X
•] tλ
•−Nǫ(r−1)
Qˆ1
∑
λ∈Y
cλλ•K
λ
µ,η(t01 · · · tr−1,0).
Consider the map T • 7→ u 7→ (P (u), Q(u)) where u is the sequence of row words
obtained from the rows of T (r−1), then the rows of T (r−2), up to the rows of T (0)
and (P (u), Q(u)) is the column insertion Robinson-Schensted-Knuth tableau pair
(see §A.2). By Theorem 25 and Cor. 27 and their notation, the image consists of
all tableau pairs (P,Q) such that Q is D-compatible where D is the skew shape
λ(r−1)∗· · ·∗λ(0). Restricting this bijection to (µ, η)-LR words, we obtain a bijection
LRλ
•
µ,η,i1=0 →
⊔
λ
LRλµ,η × {D-compatible tableaux of shape λ}.(1.18)
Since Knuth equivalence preserves chargeµ,η the result follows from Theorems 6
and 7. 
2. Graded representations of wreath products
In this section we discuss the meaning of our results in the representation theory
of the wreath product group Γn = Γ
n
⋊ Sn where Γ is a cyclic group of order
r. We show in particular that the plethystic substitution of Corollary 8 is, on
the level of Frobenius characteristics, a type of graded induction from Sn to Γn.
It follows that the induction of the Garsia-Procesi module Rµ [GP] results in a
graded Γn-module whose Frobenius characteristic is equal, up to the involution ω
on symmetric functions, to a cyclic quiver parabolic Hall-Littlewood function.
We assume in this section that ti,i+1 = t for all i ∈ Q0, with t serving as the
grading parameter. (Note the the difference between this t and t above which played
the role of the product of all arrow variables t = t0,1t1,2 · · · tr−1,0.)
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2.1. Frobenius characteristics of graded Sn-modules. Let R(Sn) denote the
Grothendieck ring of the category of graded Sn-modules M = ⊕d≥0Md with M
finite-dimensional over C. The graded Frobenius characteristic map
M 7→ Frob(M ; t) =
1
n!
∑
w∈Sn
TrM (w; t)pτ(w)
gives a linear isomorphism of R(Sn) with degree n symmetric functions over Z[t].
Here we set TrM (x; t) =
∑
d t
d TrMd(x) for any graded endomorphism x of a finite-
dimensional graded vector space M = ⊕d≥0Md. For a permutation w ∈ Sn, we let
τ(w) denote its cycle type, i.e., the partition of n with parts given by the lengths of
cycles in w. And for λ ∈ Y, pλ = pλ1pλ2 · · · is the corresponding power sum basis
element in Λ.
2.2. The ring ΛΓ. We realize Γ as the group of r-th roots of unity and fix a gen-
erator ζ ∈ C×. Accordingly, we let ΛΓ denote the tensor power Λ⊗Q0 of symmetric
functions with coefficients in C[t]. Let ΛΓn ⊂ Λ
Γ denote the C[t]-submodule of
elements of total degree n.
There are two natural sets of power sum generators in ΛΓ, one indexed by con-
jugacy classes in Γ and the other by irreducible representations of Γ. In our present
situation, we abuse notation and identify both index sets with Q0. Our previously
introduced p
(i)
s for i ∈ Q0 and s ≥ 0 specializes under ti,i+1 ≡ t to the power sum
in ΛΓ indexed by the irreducible Γ-representation ζ 7→ ζi; all previously introduced
notation, such as the alphabets X(i), will refer to this set of generators. The s-th
power sum indexed by the conjugacy class {ζi} will be denoted pˆ
(i)
s . We have
ΛΓ = C[t]
[
p(i)s : i ∈ Q0, s ≥ 0
]
= C[t]
[
pˆ(i)s : i ∈ Q0, s ≥ 0
]
with deg p
(i)
s = deg pˆ
(i)
s = s. The two sets of generators are related by the Fourier
transform on Γ as follows:
p(j)s = r
−1
r−1∑
i=0
ζij pˆ(i)s .(2.1)
For λ• ∈ YQ0 we set
pλ• =
∏
i∈Q0
p
(i)
λ(i)
, pˆλ• =
∏
i∈Q0
pˆ
(i)
λ(i)
where p
(i)
λ(i)
= p
(i)
λ
(i)
1
p
(i)
λ
(i)
2
· · · as usual, and similarly for pˆ
(i)
λ(i)
.
2.3. Conjugacy in Γn. Suppose g = (g1, . . . , gn, w) ∈ Γn. For a cycle C =
(ab · · · c) of w ∈ Sn, we write gC = gagb · · · gc and say that C has color i (with
respect to g) if gC = ζ
i where 0 ≤ i < r. We define the cycle type τ•(g) to be
the Q0-tuple of partitions of total size n given as follows: τ
(i)(g) lists the sizes of
cycles of w having color i. This gives a bijection between conjugacy classes in Γn
and Q0-tuples of partitions of total size n.
2.4. Frobenius characteristics of graded Γn-modules. Let R(Γn) be the com-
plexified Grothendieck ring of the category of graded Γn-modules M = ⊕d≥0Md
with M finite-dimensional over C. In this setting, the Frobenius characteristic map
M 7→ FrobΓ(M ; t) = |Γn|
−1
∑
g∈Γn
TrM (g; t)pˆτ•(g)
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gives an isomorphism R(Γn) ∼= ΛΓn sending irreducible Γn-modules to the tensor
Schur functions (relative to the p
(i)
s ) of degree n [Mac, I, Appendix B].
2.5. Graded induction. Let S = Sym(Cn) = C[x1, . . . , xn], with Γn acting by
the natural algebra automorphisms given by g ·xk = gw(k)xw(k) for g as above. We
take the standard grading on S with deg xk = 1. Consider the Γn-submodule
S<r =
⊕
0≤m1,...,mn<r
Cxm11 · · ·x
mn
n .(2.2)
Note that S<r ∼= C[Γn] as ungraded Γn-modules, with an isomorphism given by
xm11 · · ·x
mn
n 7→
∑
g=(g1,...,gn)∈Γn
g−m11 · · · g
−mn
n · g.(2.3)
For any finite-dimensional graded Sn-module M we define a graded Γn-module
Ind(M) as the following tensor product of Γn-modules:
Ind(M) = S<r ⊗C M˜.(2.4)
Here M˜ =M as ungraded vector spaces, with the Γn-action on M˜ trivially extended
from that of Sn onM ; we choose the grading on M˜ which is dilated from that ofM
by a factor of r, i.e., M˜ = ⊕d≥0M˜rd where M˜rd = Md. As ungraded Γn-modules
we clearly have Ind(M) ∼= IndΓnSn(M).
Remark 7. In the case whenM = S/I is a graded Sn-module determined by an Sn-
equivariant homogeneous ideal I ⊂ S, we have the following equivalent description
of Ind(M). Let J be the image of I under the r-th power ring homomorphism given
by xk 7→ xrk on the generators of S. Then SJ ⊂ S is a Γn-equivariant homogeneous
ideal and Ind(M) ∼= S/SJ as graded Γn-modules.
Proposition 9. For any finite-dimensional graded Sn-module M we have
FrobΓ(Ind(M); t) = Frob(M ; tr)[X(0) + tX(1) + · · ·+ tr−1X(r−1)].(2.5)
Proof. We compute FrobΓ(Ind(M); t) directly. By (2.4) we have
TrInd(M)(g; t) = TrS<r(g; t)TrM˜ (w; t)
= TrS<r(g; t)TrM (w; t
r).
for any g = (g1, . . . , gn, w) ∈ Γn.
Now fix such a g and let C1, . . . , Cℓ be the cycles of w (in any fixed order) and
i1, . . . , iℓ their colors (with respect to g). By considering the matrix of g with
respect to the basis of S<r given by the monomials in (2.2), one finds
1
TrS<r(g; t) =
∑
0≤j1,...,jℓ<r
ζi1j1+···+iℓjℓ tj1|C1|+···+jℓ|Cℓ|
where |C| denote the length of a cycle C. Each summand above is a diagonal entry
corresponding to a basis element of the form xj1C1 · · ·x
jℓ
Cℓ
, where xC = xaxb · · ·xc
1One may be tempted to compute TrS<r (g; t) via the standard basis of C[Γ
n] ∼= S<r . However,
this basis is not homogeneous with respect to (2.3). The ungraded computation immediately yields
TrC[Γn](g; 1) = pˆ
(0)
τ(w)
, which is seen to equal pτ(w)[X
(0) +X(1) + · · ·+X(r−1)] by (2.1).
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for a cycle C = (ab · · · c); the other diagonal entries vanish. Hence
r−n
∑
g1,...,gn∈Γ
TrS<r(g; t)pˆτ•(g) = r
−nr(|C1|−1)+···+(|Cℓ|−1)
∑
0≤i1,...,iℓ<r
TrS<r(g; t)pˆτ(g)
=
ℓ∏
s=1
∑
0≤js<r
∑
0≤is<r
r−1ζisjs tjs|Cs|pˆ
(is)
|Cs|
=
ℓ∏
s=1
∑
0≤js<r
t
js|Cs|p
(js)
|Cs|
= pτ(w)[X
(0) + tX(1) + · · ·+ tr−1X(r−1)].
From this we immediately deduce (2.5). 
2.6. Induction of Rµ as a quiver Hall-Littlewood function. For a partition
µ of size n, consider the ordinary parabolic Hall-Littlewood function H(1,...,1),µ
indexed by the sequence of rectangles of sizes µk × 1 (i.e., columns of height µk).
By [SW, Example 2.3(2)], we have H(1,...,1),µ = ω Frob(Rµ; t) where Rµ = S/Iµ is
the graded Sn-module of [GP] and ω is the involution on Λ such that ω(sλ) = sλ′
for the transpose λ′ of λ.
By abuse of notation, we use ω also to denote the involution on ΛΓ given by
the tensor power ω⊗Q0 . Combining Corollary 8 and Proposition 9 we see that
the Frobenius characteristic of Ind(Rµ) is given by a cyclic quiver parabolic Hall-
Littlewood function as follows:
Corollary 10. For any partition µ of size n we have
ω FrobΓ(Ind(Rµ); t) = H(1,...,1),µ,i1=0[X
•; ti,i+1 ≡ t].(2.6)
Remark 8. Generators for the defining ideal of Ind(Rµ) are obtained simply by
replacing x1, . . . , xn in the the Tanisaki generators of Iµ [GP, I.5] by their r-th
powers, thanks to Remark 7. In the case of µ = (1n), Rn = R(1n) and Ind(Rn)
are the coinvariant algebras of Sn and Γn, respectively. Stembridge [St, Theorem
6.6] gives the graded Γn-module structure of Ind(Rn). Chan and Rhoades [CR]
extend this to a generalized coinvariant algebra for Γn depending on an additional
parameter k such that 0 ≤ k ≤ n.
3. Proof of Theorem 6
3.1. Recurrence. We recall a recurrence for the parabolic Kostka-Shoji polyno-
mials [OS, §4].
Let (i, a, µ(•)) denote the Lusztig data for µ, η, i1. So i = (i1, i1 + 1, i1 + 2, . . . ),
a consists of η1 repeated r− i1 times followed by ηk repeated r times for 2 ≤ k ≤ s,
and µ(•) is the sequence starting with r − i1 − 1 copies of (0η1) followed by (µ
η1
1 )
and then for 2 ≤ k ≤ s, r − 1 copies of (0ηk) followed by (µηkk ).
Let (i1, a1, µ(1)) = (i, a, ν). We have ν = (µ
η1
1 ) if i = r − 1 and ν = (0
η1)
otherwise. For w ∈ Sn define α(w) ∈ X(GLa) = Za and β(w) ∈ X(GLn−a) = Zn−a
by
w−1(λ(i) + ρ)− ρ = (α(w), β(w))(3.1)
10 DANIEL ORR AND MARK SHIMOZONO
Let San be the set of minimum length coset representatives for Sn/(Sa × Sn−a).
By [OS] we have
Kλ
•
µ,η,i1 (tQ1) =
∑
w∈San
(−1)wt
α(w)
i,i+1
∑
γ•
cγ
(i+1)
λ(i+1),α(w)
Kγ
•
µ,η,i1+1
(tQ1)(3.2)
where γ(j) = λ(j) for 0 ≤ j < i, γ(i) = β(w), and γ(i+1) ∈ Yn.
Let K
γ/λ
σ be the Kostka number, the number of semistandard tableaux of shape
γ/λ and weight σ. Using the Jacobi-Trudi formula for the skew Schur function we
have
Kλ
•
µ,η,i1 (tQ1) =
∑
w∈Sn
γ•∈YQ0n
(−1)wt
|α(w)|
i,i+1 K
γ(i+1)/λ(i+1)
α(w) K
γ(i)
β(w)K
γ•
µ,η,i1+1
(tQ1)(3.3)
where
γ(j) = λ(j) for j ∈ Q0 \ {i, i+ 1}.(3.4)
If i1 = r − 1, the formula and proof is very similar. We have ν = (µ
η1
1 ) and
obtain
Kλ
•
µ,η,r−1(tQ1) =
∑
w∈Sn
γ•∈Y
Q0
n−a
(−1)wt
|α(w)/ν|
r−1,0 K
γ(0)/λ(0)
α(w)−ν K
γ(r−1)
β(w) K
γ•
µˆ,ηˆ,0(tQ1)(3.5)
such that (3.4) holds.
Remark 9. The recurrence (3.2) is more efficient than (3.5) but the cancelling
bijection is much simpler to define for the latter.
3.2. Morris data. Let T
γ/λ
ν be the set of semistandard tableaux of shape γ/λ and
weight ν.
A (λ•;µ, η, i1)-Morris datum is a tuple Ξ = (w, S
•, U (i), U (i+1)) where w ∈ Sn
is such that α(w) ≥ ν componentwise, U (i) ∈ T γ
(i)
β(w), U
(i+1) ∈ T
γ(i+1)/λ(i+1)
α(w)−ν , and
S• ∈ LRγ
•
µ,η,i1+1
if 0 ≤ i1 < r− 1 and S• ∈ LR
γ•
µˆ,ηˆ,0 if i1 = r− 1 with γ
• as in (3.4).
Define the sign and weight of Ξ = (w, S•, U (i), U (i+1)) by
sgn(Ξ) = (−1)ℓ(w)(3.6)
wtQ1(Ξ) = t
|α(w)/ν|
i,i+1 ×
{
wtµ,η(S
•) if 0 ≤ i1 < r − 1
wtµˆ,ηˆ(S
•) if i1 = r − 1.
(3.7)
Write Mλ
•
µ,η,i1
for the set of (λ•;µ, η, i1)-Morris data. It suffices to find a sign-
reversing weight-preserving involution Φ on Mλ
•
µ,η,i1
whose fixed point set has a
weight-preserving bijection with LRλ
•
µ,η,i1 .
3.3. Embedding LR multitableaux into Morris data. We define a map
LRλ
•
µ,η,i1
ι
−→Mλ
•
µ,η,i1(3.8)
ι(T •) = (id, S•, U (i), U (i+1))(3.9)
as follows.
Suppose first that 0 ≤ i1 < r − 1. Let uk be the k-th row of T (i), denoted
rowk(T
(i)), for 1 ≤ k ≤ a and let S(i) be the last n − a rows of T (i) so that
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T (i) ≡ S(i)ua · · ·u1. Let Ψ(ua · · ·u1, T (i+1)) = (S(i+1), U (i+1)) where Ψ is defined
in §A.2 via Schensted column insertion. Let S(j) = T (j) for j ∈ Q0 \{i, i+1}. Then
T (0) · · · · · ·T (r−1) ≡ S(0) · · ·S(i)ua · · ·u1T
(i+1)S(i+2) · · ·S(r−1)
≡ S(0) · · ·S(i)S(i+1) · · ·S(r−1)
so that S• is (µ, η)-LR. For 0 ≤ j < i we have S(j)|A1 = T
(j)|A1 = ∅ since
T • ∈ LRλ
•
µ,η,i1 . S
(i)|A1 = ∅ because A1 consists of the smallest a values and such
values must occur in the first a rows of a tableau of partition shape such as T (i).
These values are removed from the i-th tableau and put into the (i+1)-th tableau.
It follows that S• ∈ LRγ
•
µ,η,i1+1
where γ• = shape(S•).
If i1 = r − 1 there are two additional issues: there is a copy of Y1 that must be
removed, and the action of the cyclic group on (µ, η)-words must be employed to
preserve the LR property. Since T • is (µ, η)-LR and has no letters of A1 except in
T (r−1) it follows that T (r−1) ⊃ Y1. Let ua · · ·u2u1 be the first a rows and S
′(r−1)
be the last n− a rows of T (r−1). Then for 1 ≤ k ≤ a, uk = kµ1vk for a row word
(weakly increasing word) vk. We have
T (0)T (1) · · ·T (r−1) ≡ T (0)T (1) · · ·T (r−2)S
′(r−1)Y1va · · · v1.
This word is (µ, η)-LR. Let us “rotate” this word by |va|+ · · ·+ |v1| positions to the
right. By Lemma 29 there are tableaux T
′(0), S(1), . . . , S(r−2), S(r−1) of the same
shapes as T (0), . . . , T (r−2), S
′(r−1) and row words v′k with |v
′
k| = |vk| for 1 ≤ k ≤ a,
such that
wη0 (T
(0)T (1) · · ·T (r−2)S
′(r−1)Y1) = T
′(0)S(1) · · ·S(r−2)S(r−1)Y1
wη0 (va · · · v1) = v
′
a · · · v
′
1.
Define Ψ(v′a · · · v
′
1, T
′(0)) = (S(0), U (0)). Then
v′a · · · v
′
1T
′(0)S(1) · · ·S(r−1)Y1 ≡ S
(0)S(1) · · ·S(r−1)Y1
is (µ, η)-LR, and therefore S• ∈ LRγ
•
µˆ,ηˆ,0 for γ
• = shape(S•).
In either case define U (i) = Y shape(S
(i)) to be the tableau of shape shape(S(i))
filled with letter k in each row k. This completes the definition of ι.
Lemma 11. For T • ∈ LRλ
•
µ,η,i1 we have
wtµ,η(T
•) = wtQ1(ι(T
•)).(3.10)
Proof. Suppose 0 ≤ i1 < r − 1. Here ν = ∅. For u = ua · · ·u1 as in the definition
of ι we have |u| = |α(w)/ν|. Also word(T •) ≡ word(S•) so that chargeµ,η(T
•) =
chargeµ,η(S
•). Letting γ• = shape(S•) and N =
∑s
k=1 µkηk we have∑
j∈Q0
(|λ(j)| − |γ(j)|)ǫ(j) = |α(w)/ν|(ǫ(i) − ǫ(i+1))
from which we deduce that tγ
•−Nǫ(r−1)
Qˆ1
t
|α(w)/ν|
i,i+1 = t
λ•−Nǫ(r−1)
Qˆ1
as required.
Suppose i1 = r − 1. Let Nˆ =
∑s
k=2 µkηk. We have |ν| = µ1η1, |u| = |α(w)/ν|,
|λ(r−1)| − |γ(r−1)| = |u|+ µ1η1, |λ(0)| − |γ(0)| = −|u| so that
−Nǫ(r−1) +
∑
j∈Q0
|λ(j)|ǫ(j) = −Nˆǫ(r−1) +
∑
j∈Q0
|γ(j)|ǫ(j) + |α(w)/ν|(ǫ(r−1) − ǫ(0)).
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By Proposition 5 we have chargeµ,η(T
•) = chargeµˆ,ηˆ(S
•) + |u|. Therefore
tλ
•−Nǫ(r−1)
Qˆ1
= tγ
•−Nˆǫ(r−1)
Qˆ1
(t0,1 · · · tr−2,r−1)
−|α(w)/ν|
= t
|α(w)/ν|
r−1,0 t
γ•−Nˆǫ(r−1)
Qˆ1
(t0,1 · · · tr−1,0)
−|α(w)/ν|
= t
|α(w)/ν|
r−1,0 t
γ•−Nˆǫ(r−1)
Qˆ1
(t0,1 · · · tr−1,0)
chargeµˆ,ηˆ(S
•)−chargeµ,η(T
•)
as required. 
3.4. Cancellation. Let Ξ = (w, S•, U (i), U (i+1)) ∈ Mλ
•
µ,η,i1 . We define a sign-
reversing weight-preserving involution Φ on Mλ
•
µ,η,i1
with fixed point set the image
of ι. Let Φ(Ξ) = Ξ˜ = (w˜, S˜•, U˜ (i), U˜ (i+1)) with Ξ˜ to be specified.
The cancellation begins by trying to find a ι-preimage for Ξ.
Suppose 0 ≤ i < r − 1. Let
Ψ−1(S(i), U (i)) = (un · · ·ua+1,∅)(3.11)
Ψ−1(S(i+1), U (i+1)) = (ua · · ·u1, T
(i+1)).(3.12)
Say that Ξ has a violation if un · · ·u1 is not the row word factorization of a
tableau of partition shape. By Proposition 31, this is equivalent to saying that
the tableau Q(u) of §A.2 is not Yamanouchi. If w 6= id then Q(u) cannot be
Yamanouchi as its weight (α(w), β(w)) is not dominant.
Suppose Ξ does not have a violation. Then w = id, un · · ·u1 is the word of a
tableau, say, T (i), and ua · · ·u1 and un · · ·ua+1 are also tableau words. This implies
that U (i) and U (i+1) are Yamanouchi (but U (i+1) has skew shape).
Let T (j) = S(j) for j ∈ Q0 \ {i, i+ 1}.
Then ι(T •) = (w, S•, U (i), U (i+1)). Define Φ(Ξ) = Ξ.
Otherwise suppose Ξ has a violation. Take the rightmost letter p+1 in word(Q(u))
that is p-unpaired. We define w˜ = wsp and
Ψ(u˜,∅) = (P (u), spep(Q(u)))(3.13)
Ψ(u˜n · · · u˜a+1,∅) = (S˜
(i), U˜ (i))(3.14)
Ψ(u˜a · · · u˜1, T
(i+1)) = (S˜(i+1), U˜ (i+1))(3.15)
and S˜(j) = S(j) for j ∈ Q0 \ {i, i + 1}. Since word(S˜•) ≡ P (u) ≡ word(S•) and
spep(Q(u)) has weight w˜(λ
(i) + ρ) − ρ, it follows readily that Ξ˜ ∈ Mλ
•
µ,η,i1 and
wtQ1(Ξ˜) = wtQ1(Ξ). Note that Ξ˜ has a violation due to Lemma 30, with the
rightmost p-unpaired letter p+ 1 playing the same role in word(Q(u˜)) as it did in
word(Q(u)). The latter ensures that the map Ξ→ Ξ˜ is an involution.
This defines Ξ˜ and establishes its properties for the case 0 ≤ i1 < r − 1.
Suppose i1 = r − 1. Let
Ψ−1(S(0), U (0)) = (va · · · v1,W
(0)).
We have the (µˆ, ηˆ)-LR word
S(0)S(1) · · ·S(r−1) ≡ va · · · v1W
(0)S(1) · · ·S(r−1).
Let v′a · · · v
′
1 be the sequence of row words with |vk| = |v
′
k| for 1 ≤ k ≤ a, and
W
′(0), S
′(1), . . . , S
′(r−2), S
′(r−1) the tableaux of the same shapes as W (0), S(1),
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. . . , S(r−1) such that
wη0 (va · · · v1) = v
′
a · · · v
′
1
wη0 (W
(0)S(1) · · ·S(r−2)S(r−1)) =W
′(0)S
′(1) · · ·S
′(r−2)S
′(r−1).
Then the word
W
′(0)S
′(1) · · ·S
′(r−1)v′a · · · v
′
1
is (µˆ, ηˆ)-LR. Let u′k = k
µ1v′k for 1 ≤ k ≤ a. Let
Ψ−1(S
′(r−1), U (r−1)) = (u′n · · ·u
′
a+1,∅).
We arrive at u′ = (u′n, . . . , u
′
1).
Say that Ξ has a violation if u′n · · ·u
′
1 is not the row word factorization of a
tableau of partition shape.
Suppose Ξ does not have a violation. As before, w = id, u′n · · ·u
′
1 is the reading
word of a tableau T (r−1). We have T (r−1) = P (u′n · · ·u
′
1) = P (S
′(r−1)u′a · · ·u
′
1).
Letting T (0) =W
′(0), T (j) = S
′(j) for 1 ≤ j ≤ r − 2 we have
T (0)T (1) · · ·T (r−2)T (r−1)u′a · · ·u
′
1 ≡W
′(0)S
′(1) · · ·S
′(r−2)S
′(r−1)Y1v
′
a · · · v
′
1
which is (µ, η)-LR. As before we verify that ι(T •) = Ξ and declare that Φ(Ξ) = Ξ.
Suppose Ξ has a violation. The index p and w˜ are defined as before. Define
Ψ(u˜′,∅) = (P (u′), spep(Q(u
′)))(3.16)
Ψ(u˜′n · · · u˜
′
a+1,∅) = (S˜
′(r−1), U˜ (r−1)).(3.17)
Lemma 12. For 1 ≤ k ≤ a, we have u˜′k = k
µ1 v˜′k for row words v˜
′
k.
Proof. Rather than acting on the Q tableaux by spep we pass between the sequences
of row words u′n · · ·u
′
1 and u˜
′
n · · · u˜
′
1 by Proposition 32, acting directly on the se-
quences of row words using the dual crystal operator s∗pe
∗
p. See also Example 33.
We have u˜′p+1u˜
′
p ≡ up+1up and u˜
′
j = u
′
j for j /∈ {p, p + 1}. There is nothing to
prove if p > a. Suppose that 1 ≤ p < a. We have u′p+1u
′
p = (p + 1)
µ1v′p+1p
µ1v′p
where v′p and v
′
p+1 contain only letters greater than a. Consider the two row skew
tableau with lower row u′p+1 and upper row u
′
p, having maximum overlap (that is,
with the rows partially slid over each other so as to make a skew tableau using the
minimum total number of columns).
Suppose a letter p moves from row p to row p+1 during the computation of s∗pe
∗
p.
This can only happen if the two rows start in the same column. This would be a
two row tableau of partition shape, which we need never encounter when computing
s∗pe
∗
p, yielding a contradiction. A letter p+1 can never move from row p+1 to row
p: to do so, right before the p+ 1 moves up the tableau must look like
· · · p • · · ·
· · · q q · · ·
where we write q for p+1 and • for the moving “hole” in the jeu-de-taquin. This is
a contradiction to semistandardness since there are exactly µ1 p’s (all in the upper
row to the left of the hole) and µ1 (p+ 1)’s (all in the lower row with one of them
located just below the hole) and all other letters are greater than p+ 1.
The remaining case is p = a. One must show that in passing from u′p+1u
′
p to
u˜′p+1u˜
′
p no letter p goes from the p-th row to the (p+ 1)-th. The proof is as in the
previous case. 
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Let
W˜
′(0) =W
′(0)(3.18)
S˜
′(j) = S
′(j) for 1 ≤ j ≤ r − 2.(3.19)
For 1 ≤ k ≤ a let v˜k be the row word such that |v˜k| = |v˜′k| and let W˜
(0), S˜(1),. . . ,
S˜(r−1) be the tableaux of the same shapes as W˜
′(0), S˜
′(1), . . . , S˜
′(r−1) such that
wη0 (v˜
′
a · · · v˜
′
1) = v˜a · · · v˜1(3.20)
wη0 (W˜
′(0)S˜
′(1) · · · S˜
′(r−2)S˜
′(r−1)) = W˜ (0)S˜(1) · · · S˜(r−1).(3.21)
Let
Ψ(v˜a · · · v˜1, W˜
(0)) = (S˜(0), U˜ (0))(3.22)
It is straightforward to check that Ξ˜ = (w˜, S˜•, U˜ (r−1), U˜ (0)) ∈ Mλ
•
µ,η,r−1. Again, Ξ˜
has a violation by Lemma 30 and by our choice of p the map Ξ→ Ξ˜ is an involution.
We now verify that wtQ1 is preserved. Let v = va · · · v1 and v˜ = v
′
a · · · v
′
1. We
have
chargeµˆ,ηˆ(S
•) + |v| = chargeµ,η(W
′(0)S
′(1) · · ·S
′(r−1)v′)
= chargeµ,η(W˜
′(0)S˜
′(1) · · · S˜
′(r−1)v˜′)
= chargeµˆ,ηˆ(S˜
•) + |v˜′|
|γ(r−1)| = |shape(S(r−1))| = |shape(S
′(r−1))|
=
n∑
k=a+1
|v′k| = |Q(u
′)| −
a∑
k=1
|v′k|.
Similarly |γ˜(r−1)| = |Q(u˜′)| −
∑a
k=1 |v˜
′
k|. But |Q(u
′)| = |Q(u˜′)| so |γ(r−1)| −
|γ˜(r−1)| = |v˜| − |v|. Similarly |γ(0)| − |γ˜(0)| = |v| − |v˜|. One now readily veri-
fies wtµˆ,ηˆ(S
•) = wtµˆ,ηˆ(S˜
•).
4. On the catabolizable tableau conjecture of [OS]
In [OS] a tableau conjecture was given for the Kostka-Shoji polynomial for any
quiver such that every vertex has in-degree at most one and out-degree at most
one. This applies to the cyclic quiver. We explain how this conjecture holds when
the above conditions intersect with the conditions of Theorem 6. In this section we
assume the Lusztig data is even, periodic, Borel, but not necessarily concentrated
at node r − 1. In particular let ηk = 1 for all i. Such Lusztig data is parametrized
by µ• ∈ YQ0n : i is (0, 1, 2, . . . , r− 1) repeated n times, a is 1 repeated rn times, and
µ(•) is the sequence of single row partitions of the following sizes:
µ
(0)
1 , µ
(1)
1 , . . . , µ
(r−1)
1 , µ
(0)
2 , µ
(1)
2 , . . . , µ
(r−1)
2 , . . . , µ
(0)
n , µ
(1)
n , . . . , µ
(r−1)
n .
Denote by Hµ• [X
•, tQ1 ] the corresponding cyclic quiver Hall-Littlewood function
and by Kλ
•
µ•(tQ1) its coefficient at sλ• , with K
λ•
µ•(t) defined analogously.
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4.1. Single row catabolism. For a word (or tableau or multitableau) u let |u|k
be the number of times the letter k appears in u. For a tableau T let Tˆ denote
the tableau with its first row (denoted row1(T )) removed. Similarly for λ ∈ Y let
λˆ = (λ2, λ3, . . . ) be the partition λ with its first part removed.
Given a multitableau T •, a node i ∈ Q0 and nonnegative integer p, we say that
T • admits cat
(i)
p if |row1(T (i))|1 ≥ p. Suppose this is so: let row1(T (i)) = 1pv
for a row word v. For r > 1 define cat
(i)
p (T •) to be the multitableau S• with
S(j) = T (j) for j ∈ Q0 \ {i, i+ 1}, S(i) = Tˆ (i), and T (i+1) = P (vT (i+1)) where P is
the Schensted P -tableau (see §A.1). For r = 1 we have a single tableau, i = 0, and
cat
(0)
p (T (0)) = P (vTˆ (0)).
Example 13. Let r = 2, λ• = ((6, 4, 2, 0), (3, 2, 1, 0)), µ = (5, 5, 4, 4), and T • ∈
T (λ•, µ) given by
T • = 1 1 2 2 3 3
2 2 4 4
4 4
⊗ 1 1 1
2 3
3
Any multitableau admits cat
(0)
0 . Applying this to T
•, the first row is removed from
the 0-th tableau and is column inserted into the 1-th tableau.
2 2 4 4
4 4
⊗ 1 1 2 2 3 3 · 1 1 1
2 3
3
≡
2 2 4 4
4 4
⊗ 1 1 1 1 1 3 3 3
2 2 2
3
The resulting multitableau admits cat
(1)
5 . The first row is removed from the 1-th
tableau, 5 of its ones are removed, and the rest of the word is column inserted into
the 0-th tableau:
3 3 3 · 2 2 4 4
4 4
⊗ 2 2 2
3
≡
2 2 3 4 4 4 4
3 3
⊗ 2 2 2
3
= cat
(1)
5 cat
(0)
0 (T
•).
Let T • be a multitableau of shape λ• and d• ∈ ZQ0≥0 an effective dimension vector.
The d•-cascading catabolism of T • is defined by
ccatd•(T
•) = cat
(r−1)
d(r−1)
cat
(r−2)
d(r−2)
· · · cat
(1)
d(1)
cat
(0)
d(0)
(T •).(4.1)
Of course this need not be defined as the requisite ones may not be present.
The multipartition µ• ∈ YQ0n can also be regarded as a sequence of n effective
dimension vectors µ•1, µ
•
2, . . . , µ
•
n. Say that the multitableau T
• is µ•-cascade ca-
tabolizable if |T •|k = |µ•k| for all 1 ≤ k ≤ n and T
• admits the composition of
operators ccatµ•n · · · ccatµ•2 ccatµ•1 (which will necessarily produce the empty multi-
tableau when applied to T •). Here ccatµ•
k
is acting on a multitableau containing
letters k through n and is removing letters k.
Let CT(λ•, µ•) be the set of µ•-cascade catabolizable multitableaux of shape λ•.
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Conjecture 14. [OS]
K
λ•
µ•(t) =
∑
T∈CT(λ•,µ•)
tcharge(T
•)(4.2)
Theorem 15. Conjecture 14 holds when µ• has the special form (∅r−1, µ) for some
µ ∈ Yn, that is, µ(i) is empty for i ∈ Q0 \ {r − 1} and µ(r−1) is the partition µ.
In §4.2 we explain how Theorem 15 follows from Theorem 6.
Remark 10. In the situation of Theorem 15
tλ
•−µ•
Qˆ1
=
r−2∏
i=0
t
|λ(0)|+|λ(1)|+···+|λ(i)|
i,i+1 .(4.3)
The single-row rectangle special case of Corollary 8 is:
Corollary 16. For µ• = (∅r−1, µ)
K
λ•
µ•(t) =
∑
λ
cλλ•Kλµ(t)(4.4)
where Kλµ(t) is the Kostka-Foulkes polynomial.
Remark 11. In the special case that λ(i) is also empty for i ∈ Q0 \ {r − 1} so that
λ• = (∅r−1, λ) for some λ ∈ Yn, we have t
λ•−µ•
Qˆ1
= 1 and the reduced Kostka-Shoji
polynomial is the usual Kostka-Foulkes polynomial Kλ,µ(t). This is a theorem of
Shoji [Sho3].
4.2. Proof of Theorem 15. For a multitableau T • and positive integer k define
the dimension vector
m•k(T
•) =
∑
i∈Q0
|T (i)|k ǫ
(i).(4.5)
It remembers how many letters k there are at the various vertices of a multitableau.
For dimension vectors d•, f• ∈ ZQ0 define d• DQ0 f
• if d•− f• ∈
⊕r−2
i=0 Z≥0α
(i).
Lemma 17. Let |T •|1 = |d•|. Then T • admits ccatd• if and only if m•1(T
•) DQ0 d
•.
Proof. To check this it is enough to assume that T • consists of only ones. Let T (i)
consist of e(i) ones so thatm•1(T
•) = e•. Define f ∈ ZQ0 by f(i) =
∑i
j=0(e
(j)−d(j)).
By assumption, f(r − 1) = 0.
By induction on i, one proves that cat
(i−1)
d(i−1)
· · · cat
(0)
d(0)
(T •) is defined if and only
if f(j) ≥ 0 for 0 ≤ j ≤ i − 1 and in that case, the resulting multitableau consists
of empty tableaux at nodes 0 through i− 1, f(i− 1) + e(i) ones at node i, and e(j)
ones at node j for i < j ≤ r − 1. By induction the statement holds at i = r, in
which case it says that T • admits ccatd• if and only if e
• DQ0 d
•, in which case the
result of ccatd•(T
•) is the empty multitableau. 
Lemma 18. Suppose |T •|1 = x.
(a) T • admits ccat(0,...,0,x).
(b) Given d• ∈ ZQ0≥0 let x =
∑
i∈Q0
d(i). Suppose T • admits ccatd• . Then T
•
admits ccat(0,...,0,x) and
ccat(0,0,...,x)(T
•) = ccatd•(T
•).(4.6)
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Proof. For (a) define d(i) = |T (i)|1 for i ∈ Q0. Then x = |T •|1 = |d•| and d• DQ0
(0, . . . , 0, x). By Lemma 17, T • admits ccat(0,...,0,x).
Now let T • and d• be as in (b). By (a) T • admits ccat(0,...,0,x). For a fixed
i ∈ Q0 \ {r − 1} let
D• = cat
(i)
0 · · · cat
(1)
0 cat
(0)
0 (T
•)
C• = cat
(i)
d(i)
· · · cat
(1)
d(1)
cat
(0)
d(0)
(T •).
One may show by induction on i that
D(j) =
{
C(j) for j 6= i+ 1
P (1d
(0)+d(1)+···+d(i)C(i+1)) for j = i+ 1.
that is, D(i+1) is obtained from C(i+1) by putting d(0) + d(1) + · · ·+ d(i) more ones
in the first row. Now consider i = r− 2. The final operators, cat
(r−1)
x and cat
(r−1)
d(r−1)
of ccat(0,...,0,x) and ccatd• respectively, remove the first rows of D
(r−1) and C(r−1)
respectively, leaving behind the remaining tableaux Dˆ(r−1) and Cˆ(r−1) which now
match, remove all ones from the first rows, making these row words equal, and then
inserting this common row word into the equal 0-th tableaux C(0) = D(0), resulting
in the same multitableau at the end. 
Remark 12. If n = 1 then CT(λ•, µ•) 6= ∅ if and only if λ•1 DQ0 µ
•
1. In that case
CT(λ•, µ•) is a singleton, the unique multitableau of shape λ• containing only ones.
Remark 13. Lemmas 17 and 18 can be combined to give an alternative condi-
tion to µ•-cascade catabolizability. T • is µ•-cascade-catabolizable if and only if
m•1(T
•) DQ0 µ
•
1, m
•
2(ccat(0,...,0,|µ•1|)(T
•)) DQ0 µ
•
2, etc.
Let T (λ•, µ) be the set of multitableaux of shape λ• and weight µ.
Lemma 19. For µ• = (∅r−1, µ) we have CT(λ•, µ•) = T (λ•, µ).
Proof. This follows from Lemma 18. 
Since LRλ
•
µ,η,0 clearly also equals T (λ
•, µ) in the Borel case, we see that Theo-
rem 15 is a consequence of Theorem 6 and Lemma 19.
Appendix A. Tableau constructions
A.1. Knuth equivalence. Knuth equivalence ≡ on words is the transitive closure
of the following relations, where u and v are words and x, y, z are values satisyfing
uxzyv ≡ uzxyv for x ≤ y < z
uyxzv ≡ uyzxv for x < y ≤ z.
Lemma 20. Let u and v be words. If u ≡ v then for all intervals I u|I ≡ v|I .
The Ferrers diagram D(λ) of a partition λ ∈ Y is the set of matrix-style pairs
(i, j) ∈ Z2 with j ≤ λi. By a tableau we mean a semistandard tableau of some
partition shape λ, a function T : D(λ) → Z>0 which weakly increases along rows
(T (i, j) ≤ T (i, j+1) for (i, j), (i, j+1) ∈ D(λ)) and strictly increases down columns
(T (i, j) < T (i+ 1, j) for (i, j), (i + 1, j) ∈ D(λ)).
The reading word (denoted word(T )) of a tableau T is the word obtained by
reading the rows of T from left to right, starting with the bottom row and proceeding
to earlier rows. We regard a tableau T as a word in this manner.
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Example 21.
T =
1 1 2
2 3
word(T ) = 23112.
Theorem 22. For every word u (in symbols 1, 2, . . . ) there is a unique tableau
denoted P (u), such that u ≡ word(P (u)).
P (u) can be computed by Schensted’s row or column insertion algorithms [Sch].
A.2. Column insertion and RSK. For λ, ν ∈ Y we say that ν/λ is a horizontal
strip if D(ν) ⊃ D(λ) and the set difference D(ν)−D(λ) (which we denote by ν/λ)
has at most one box in each column.
Proposition 23. [Sch] Given p ∈ Z≥0 and λ ∈ Y, there is a bijection ψλ sending
(u, T ) to P where u is a row word with |u| = p, T is a tableau of shape λ, and
P is a tableau of some shape ν such that ν/λ is a horizontal strip of size p. It is
uniquely specified by the condition uT ≡ P .
The forward map is (u, T ) 7→ P (uT ). We denote the inverse map by ψ−1λ (P ) =
(u, T ). These may be computed directly using Schensted column insertion and its
reverse [Sch].
Given a tableau T let T |≤k be the subtableau of T consisting of the entries of
value at most k. Iterating the above Lemma yields the following bijection.
Proposition 24. [Sch] There is a unique bijection (the column insertion Robinson-
Schensted-Knuth correspondence)
(un, un−1, . . . , u1)
RSK
7→ (P,Q)
from sequences of n row words to pairs of (semistandard) tableaux (with Q on
the alphabet [n] = {1, 2, . . . , n}) such that for all 0 ≤ k ≤ n, shape(Q|≤k) =
shape(P (uk · · ·u2u1)). In particular |Q|k = |uk| for all 1 ≤ k ≤ n.
We write u 7→ (P (u), Q(u)) for this bijection.
More generally suppose T is a semistandard tableau of partition shape and u =
(un, . . . , u1) is a sequence of row words. Define Ψ(u, T ) = (P,U) where P =
P (un · · ·u1T ) and U is the semistandard skew tableau defined by the sequence of
partitions shape(P (uk · · ·u2u1T )) for 0 ≤ k ≤ n. Ψ defines a bijection between
pairs (u, T ) and (P,Q) where P is a semistandard tableau of partition shape and
Q is a semistandard skew tableau with shape(Q) = shape(P )/shape(T ) such that
wt(Q) = (|u1|, |u2|, . . . , |un|).
The following is a reformulation of a theorem of D. White [Wh].
Let yλ be the Yamanouchi tableau of shape λ, the unique tableau of shape and
weight λ. For partitions µ ⊂ λ ∈ Yn say that the tableau Q is λ/µ-compatible if
yλ ≡ Qyµ.
Theorem 25. Let µ, λ ∈ Yn with µ ⊂ λ and let u = un · · ·u1 be a sequence of row
words with |ui| = λi−µi. Then u is the sequence of rows of a semistandard tableau
of shape λ/µ if and only if, for any tableau T of partition shape, if Ψ(u, T ) = (P,Q)
then Q is λ/µ-compatible.
Corollary 26. For any ν ∈ Y, cλµ,ν = 〈sν , sλ/µ〉 is the number of λ/µ-compatible
tableaux of shape ν.
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Corollary 27. [RW] For a sequence of partitions λ(0), λ(1), . . . , λ(r−1), the product
of Schur functions sλ(0) · · · sλ(r−1) is a skew Schur function, associated with the skew
shape D = λ(r−1) ∗ · · · ∗ λ(0) obtained by placing the partitions λ(0) up to λ(r−1)
from northeast to southwest. Thus for λ ∈ Y, cλλ• = 〈sλ , sλ(0) · · · sλ(r−1)〉 is equal
to the number of D-compatible tableaux of shape λ.
Example 28. The skew shape (2, 1) ∗ (2, 2) ∗ (3) is pictured below.
A.3. An−1 crystal graphs. Words in {1, 2, . . . , n} of a fixed length, form a type
An−1 crystal graph. For such a word u, view each i (resp. i + 1) in u as a right
(resp. left) parenthesis. After matching parentheses, the unpaired parentheses form
a subword iφ(i + 1)ǫ. Define ϕi(u) = φ and εi(u) = ǫ. If εi(u) > 0 then ei(u) is
defined by replacing the unpaired subword by iφ+1(i+1)ǫ−1. If εi(u) = 0 then ei(u)
is undefined. If ϕi(u) > 0 then fi(u) is defined by replacing the unpaired subword
by iφ−1(i + 1)ǫ+1. If ϕi(u) = 0 then fi(u) is undefined. The crystal reflection
operator si acts on a word u by replacing the above unpaired subword by i
ǫ(i+1)φ.
The crystal graph is the directed graph (with edges colored by 1 ≤ i ≤ n−1) having
a directed arrow colored i from each u to fi(u). For a fixed i the components of the
graph are directed paths called i-strings. Along an i-string all the letters other than
i and i + 1 and also all the i-paired letters, remain the same: only the substring
of i-unpaired letters changes. εi(u) (resp. ϕi(u)) is the distance from u to the
beginning (resp. end) of its i-string. If reference to i is needed we will say that
letters are i-paired or i-unpaired and so on.
Remark 14. The set of (semistandard) tableaux of a fixed (partition) shape λ ∈ Y
with entries in 1, 2, . . . , n have a type An−1-crystal graph structure induced by
inclusion into the crystal graph of words by sending a tableau to its row-reading
word: the crystal operators ei and fi stabilize the set of tableau words, those which
are the reading words of tableaux. More generally the crystal operators preserve
the set of tableaux of a fixed skew shape. The reason for these is that the crystal
operators preserve the recording tableau Q(u) of a word u and the condition that
a word u be the reading word of a tableau of a fixed skew shape, is equivalent to
saying that Q(u) belongs to a given set of tableaux depending only on the skew
shape [Wh].
Lemma 29. Let D1, . . . , Ds be skew shapes and T1, . . . , Ts be semistandard tableaux
with Tj of shape Dj. Let si be a crystal reflection operator. Let si(T1 · · ·Ts) =
u1 · · ·us where |uj| = |Tj| for all j. Then uj is the reading word of a semistandard
tableau of shape Dj for all j.
Proof. This follows from Remark 14 since the word T1 · · ·Ts is the reading word of
a tableau of a skew shape Ds ∗ · · ·D2 ∗D1 obtained by placing D1, D2, . . . , Ds going
from southwest to northeast on disjoint sets of northwest-southeast diagonals; see
Example 28. 
Remark 15. εi(u) > 0 if |u|i+1 > |u|i since some i+ 1 must be i-unpaired.
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Lemma 30. s˙i = siei is an involution on the set of words u such that εi(u) > 0. It
restricts to an involution on the set of tableaux T of a given shape with εi(T ) > 0.
A.4. Dual crystal graph structure on n-tuples of row words. Consider the
set of n-tuples of row words u = (un, . . . , u2, u1). It has a type An−1 crystal graph
structure defined by acting on the column insertion RSK Q tableau. That is, we
define
ε∗i (u) = εi(Q(u))
ϕ∗i (u) = ϕi(Q(u)).
For any u, s∗i (u) is defined by
P (s∗i (u)) = P (u)(A.1)
Q(s∗i (u)) = si(Q(u)).(A.2)
If ε∗i (u) > 0 then e
∗
i (u) is defined by
P (e∗i (u)) = P (u)(A.3)
Q(e∗i (u)) = ei(Q(u)).(A.4)
Given row words v and u define ov(v, u) to be the maximum number of columns
c such that v′u′ is the word of a tableau of shape (c, c) where v′ (resp. u′) is the
subword of the last c letters of v (resp. first c letters of u).
Say that a word u in the alphabet {1, 2, . . . , n} is Yamanouchi (resp. almost
Yamanouchi) if εi(u) = 0 for all 1 ≤ i ≤ n− 1 (resp. 2 ≤ i ≤ n− 1.)
Proposition 31. Let u = un · · ·u1 be a sequence of row words. Then the number
of i-pairs in Q(u) is equal to ov(ui+1, ui). In particular, u is a tableau word if and
only if Q(u) is Yamanouchi, and un · · ·u2 is a tableau word if and only if Q(u) is
almost Yamanouchi.
Proof. Follows from Theorem 25. 
Proposition 32. Let u = un · · ·u1 be an n-tuple of row words and let u′ =
u′n · · ·u
′
2u
′
1 = s
∗
i e
∗
i (u).
(1) We have u′j = uj for j /∈ {i, i+ 1} and u
′
i+1u
′
i ≡ ui+1ui.
(2) Say ui+1 and ui have lengths b and a respectively. Then (u
′
i+1, u
′
i) is the
unique pair of row words such that u′i+1u
′
i ≡ ui+1ui such that u
′
i+1 has
length a+ 1 and u′i has length b− 1.
Example 33. Let u = (u2, u1) with u1 = 11334 and u2 = 2234. The rows have sizes
(5, 4). We compute s∗1e
∗
1(u) = u˜ = (u˜2, u˜1). The new rows should have sizes (3, 6).
This is computed by the two-row skew tableau jeu-de-taquin, which is known to
preserve Knuth equivalence [LS]. To move one number from the top row to the
bottom row, we put a hole after the end of the bottom row and swap it left and up
while preserving semistandardness. The exchange path of the hole is highlighted.
1 1 3 3 4
2 2 3 4 •
−→
1 1 3 4
2 2 3 3 4
We do it again:
1 1 3 4
2 2 3 3 4 •
−→
1 1 3
2 2 3 3 4 4
The result is s∗1e
∗
1u with u˜2 = 223344 and u˜1 = 113.
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