The high-resolution commercial satellite imagery (HRCSI) has increased significantly over the last 5 years for a wide variety of applications. This has increase in volume, frequency of acquisition, and spatial resolution of HRCSI. In particular, satellite images contain land cover types; large areas (e.g., building, bridge and roads) occupy relatively small regions. The change detection and exploitation of change between multi temporal highresolution satellite and air bone images. Overlapping multi temporal images are first organized in to 256m x 256m tiles in a global grid reference system. The tiles are initially ranged by these changes scores for retrieval, review, and exploitation in web based applications. Automatically detecting regions or clusters of such widely varying sizes is a challenging task. In this paper we present an agglomerative fuzzy K-Means clustering algorithm in change detection. The algorithm can produce more consistent clustering result from different sets of initial clusters centres, the algorithm determine the number of clusters in the data sets, which is a well -known problem in K-means clustering.
Introduction
The High-Resolution Satellite Imagery (HRSI) has grown tremendously in the last few years. The commercial markets for online mapping, personal navigation, etc., one important application for multi temporal HRCSI is change detection. Information derived from changes in land cover is used in application including emergency response and management, environmental monitoring, urban growth assessment and planning, and defence and intelligence surveillance. The multi temporal high-resolution satellite and air bone images called Geo CDX. It is stands for Geographical Change Detection and Exploitation [1], the images divides into 256m x 256m tiles in a worldwide UTM-based grid reference system a tile change score calculated as an aggregation of individual pixel-level change scores. Clustering is an unsupervised method for partitioning a data set into groups containing similar data. Clustering algorithms have been previously utilized in various types of geospatial image processing. For example, utilization of clustering algorithms is to discover different classes of land cover in a geospatial image. Tyagi et al. [2] proposed a context-sensitive clustering approach using graph-cut initialization and an expectation maximization (EM) algorithm for classifying pixels from a multispectral (MS) Landsat-5 image into different classes of land cover, while Maulik and Saha [3] proposed the use of modified differential-evolution-based fuzzy clustering. Yang et al. used the fuzzy statistics similarity as a metric in an affinity propagation clustering algorithm to extract land cover information from Landsat-7, Quick bird, and MODIS data sets [4] . Another utilization of clustering is in change detection between two multi temporal geospatial images. Celik [5] employed c-means clustering and principal component analysis to perform change detection on multi temporal satellite imagery. Gosh et al. [6] found that change detection of multi temporal satellite imagery using fuzzy c-means (FCM) and Gustafson-Kessel clustering algorithms produced better results than those obtained using Markov random field and other neural-networkbased algorithms. Clustering is a process of grouping a set of objects into clusters so that the objects in the same cluster have high similarity but are very dissimilar with objects in other clusters. Various types of clustering methods have been proposed and developed; see, for instance, [1]. K-Means algorithm have been reported by Ruspini [4] and Bezdek [6] , where each pattern is allowed to have memberships in all clusters rather than having a distinct membership to one single cluster. Numerous problems in real world applications, such as pattern recognition and computer vision, can be tackled effectively by the fuzzy K-Means algorithms, see, for instance, [7] , [8] , and [9] . There are two major issues in the application of K-Means-type (non fuzzy or fuzzy) algorithms in cluster analysis. The first issue is that the number of clusters k needs to be determined in advance as an input to these algorithms [3] .
In this paper, we propose an agglomerative fuzzy K-Means clustering algorithm for change detection HRCSI images. The new algorithm is an extension to the standard fuzzy KMeans algorithm by introducing a penalty term to the objective function to make the clustering process not sensitive to the initial cluster centres. The new algorithm can produce more consistent clustering results from different sets of initial clusters centres. Combined with cluster validation techniques, the new algorithm can determine the number of clusters in a data set.
Image Ingestion
The process of a pair of overlapping multi temporal HRSI images scenes denoted as reference old and target new an input image must have coarse geo-reference information along with Panchromatic and Spectral bans are PAN, RGB,NIR(Near Infra Red), and Texture bands. The ingested over the 'N' number of Scene pair from 'n' image 
Image Registration
Image registration uses a set of extern points (EP) extracted from the PAN band generated from each images, the EP reference matching methods are image sub divided into tiles. The tiles data EP extraction and registration of the image and cross registration are validated algorithm are discuss here. If any image registration error is not accepted and additional matching EPs are extracted the rest of unprocessed data and error registration to be repeated. The registration algorithm, we calculate the 10% crossvalidation error (CVErr). If all CVErr > T, then the image will select the algorithm with low CVErr and CVErr < T then the selection rules the favour the algorithm. To minimize spectral difference in viewing the geometries, match the reference. The applying the histogram specification to the band histogram use non-vegetated pixels only (NDVI≤ 0.1) to execute the vegetation.
Image Extraction
The image extraction is spectral and panchromatic methods most commonly used. We have R, G, B, NIR, PAN, and NDVI feature methods. The Spectral Signatures can vary widely due to differing the geometries or seasons. The feature methods are linear and texture is correlation of pixel along with lines radiating out from the pixel of interest at varying angles. Extract the four linear and texture feature are pixel length, width and azimuth angle and length/width angle. The texture based feature is calculated using Shannon's entropy and skewness measure in 11x11 window [1].
Image Differences
We calculate a difference feature which reflects the dissimilarity between two corresponding pixels in scenes A and B. The difference feature is corrected to account for small co-registration error by first defining square window of neighbourhood pixel in A and B the size of this window is proportional to the magnitude of co-registration error. Let P and Q be set of pixel values contained within neighbourhood windows cantered at the location of p and q, respectively. The dissimilarity operator between two pixel value set X and Y, 
Change Detection
Let R k and T k be the k th feature of the reference and target images, respectively. First, we calculate the "corrected" feature difference for pixel (x,y), δ k (x,y)=R x (x*,y*) -T k (x,y), where (x*,y*) is the corrected pixel correspondence that minimizes the difference in feature k, (x*,y*) = argmin (|R k (x',y') -T k (x,y)|), (x',y')∈V where V is a neighbourhood of pixels cantered at (x,y). This correction accommodates for small local registration errors due to topography, modest building lean from varying sun sensor viewing geometries, etc. The corrected feature difference is normalized as follows: δ^k=|δ k -μ k |/σ k where σ k and μ k are the global mean and standard deviation of δ k for this scene pair. The confidence image is defined as C=1/wΣ k w k δ^k where w k ∈[0,1] and W is the sum total of all w k The pixel confidence C(x,y) represents how confident the algorithm is that significant change occurs at that pixel. The aggregation weights w k may be used to reflect user confidence of the feature based on prior knowledge. We are now ready to assign a "change" or "no change" label to regions in the confidence image. Threshold is a common approach to a labelling problem like this. However, threshold is an inherently heuristic method of decisionmaking, and choosing an appropriate threshold is often problematic. To avoid this problem, we introduce a method called the stack filter. We start by defining a stack of threshold values S with threshold increment α, i.e., α =S i -S i-1 . S 0 is initialized to a low threshold value. We also create an accumulator image A the same size as C; A is initialized to 0. The stack filters pseudo-code [2] .
Cluster Validation
The most important parameter in the K-Means -type algorithm is the number of clusters. The number of clusters in a data set is a user-defined parameter, which is difficult to specify. In practice, different k values are tried, and the results are compared and analyzed with cluster validation techniques to determine the most appropriate number of cluster. For this purpose, different validation indices have been proposed [19].
Agglomerative method
Agglomerative procedures are probably the most widely used of the hierarchical methods. They produce a series of partitions of the data: the first consists of n single member 'clusters'; the last consists of a single group containing all n individuals. The basic operation of all such methods is similar, and will be illustrated for two specific examples, single linkage and centroid linkage. At each stage the methods fuse individuals or groups of individuals which are closest (or most similar). Differences between the methods arise because of the different ways of defining distance (or similarity) between an individual and a group containing several individuals, or between two groups of individuals.
An agglomerative clustering procedure starts with each object as one cluster and forms the nested sequence by successively merging clusters. The main advantage of the agglomerative procedure is that clustering is not influenced by initialization and local minima. In addition, the number of clusters need not be specified a priori. Practitioners can analyze the dendrogram produced by the clustering process, cut the dendrogram at a suitable level, and then identify the clusters. Based on the agglomerative procedure, Frigui and Krishnapuram [19] , proposed a new fuzzy clustering algorithm that minimizes an objective function that produces a sequence of partitions with a decreasing number of clusters. Let X = {X 1 ,X 2 , X 3 ,............ X n } be a set of n objects in which each object X i is represented as [x i,1 , x i,2 , x i,3 ,............... x i,m ] , where m is the number of numerical attributes. To cluster X into k clusters by the agglomerative fuzzy K-Means algorithm is to minimize the following objective function T is an k-by-m matrix containing the cluster centres, and D i,j is a dissimilarity measure between the j th cluster centre and the i th object. Here, the square of the Euclidean norm is used as the dissimilarity measure, i.e.,
Such dissimilarity measure is commonly used in clustering.
The first term in the cost function of the standard K-means algorithm. The second term is added to maximize the negative object-to-clusters membership entropy in the clustering process.
Fuzzy K-means
The fuzzy k-means algorithm (Bezdek, 1974b) is an extension of the k-means algorithm for fuzzy clustering. Give a data set D = {x1, x2, . . . , xn}, the algorithm is based on minimization of the objective function
with respect to U (a fuzzy k-partition of the data set) and to V (a set of k prototypes), where q is a real number greater than 1, Vi is the centroid of cluster i, uij is the degree of membership of object xj belonging to cluster i, d 2 (·, ·) is an inner product metric, and k is the number of clusters. The parameter q controls the "fuzziness" of the resulting clusters. The parameter q controls the "fuzziness" of the resulting clusters (Bezdek, 1981).
Fuzzy K-means flow diagram 6.2 Fuzzy K-means algorithm

Step1:
Choose initial centroids Vi (i = 1,2,.........k);
Step2: Compute the membership matrix as follows: The fuzzy clustering is carried out via an iterative optimization of equation (4). The procedure of the optimization is shown in algorithm.
The hyper ellipsoidal clusters and clusters with variable densities and unequal sizes, (Gath and Geva(1989)) presented and "exponential" distance measure based on maximum likelihood estimation, i.e., where Fi is the fuzzy covariance matrix of the i th cluster and P i is the a priori probability of selecting the i ith cluster.
The above distance is used in the calculation of h(i|x j ), the probability of selecting the i th cluster given the j th object:
If we let q=2 in equation (5), h(i|x j I) defined in equation (6) is similar to u ij . Thus, if we substitute equation (6) instead of equation (5) in step 2 of Algorithm the fuzzy k-means algorithm becomes the FMLE (Fuzzy modification of the Maximum Likelihood Estimation) algorithm. In addition to computing the centroids, Step 3 of need to calculate P i and F i [12] .
Implementation
The image registration, ingestion, future extraction and change detection in High resolution Satellite Imagery are implemented in IDL and utilize various built in function in IDL [20].
Conclusion and future work
We proposed an AK-means clustering algorithm called agglomerative K-means to perform unsupervised clustering of change detection results automatically produced by the IDL system. The AK-means algorithm utilizes the regular FCM algorithm to stabilize cluster partition. AK-means algorithm such that it can estimate the optimal cluster number as it runs through its alternating -optimization process. We enhance this capability by adding an ability to find the optimal cluster number within a specific range using cluster validity measures as indicators. We presented the application of AK-means to find the cluster in the IDL change detection results. Future work is moving object changes detection using clustering algorithm.
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