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Abstract 
Data recovery is a significant problem that presents a real challenge to forensics investigators today. File carvers have 
traditionally helped mitigate these difficulties. However, two issues still present significant challenges – 1) Prior knowledge of 
file types is required for building file carvers, and 2) fragmentation prevents file carvers from successful recovery. In previous 
research, we proposed a framework for recovering deleted files without prior knowledge of file types and with the existence of 
fragmentation. In this paper, we introduce the design and a functioning implementation of our system by modifying an exFat 
filesystem running on top of FUSE. Evaluation of the overhead of our filesystem shows only a 5% decrease in performance in 
write operations when compared to an unmodified exFat filesystem, and almost identical read measurements. Our system also 
shows significantly better recovery rates in the presence of fragmentation when compared to two selected file carvers. 
 
© 2014 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
Ever since the reliance on computer systems increased, crimes committed utilizing these computer systems 
started taking place. Nowadays, computer crimes are considered a challenging issue in both the number of incidents 
taking place and the cost of such incidents. In the United Sates alone, the FBI reported over 300,000 complaints of 
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online criminal activity in 2011, costing nearly $500,000,000 [1]. The computer security community along with law 
enforcement agencies have engaged in tackling computer crime through the development of techniques, procedures 
and standards known collectively as Computer Forensics. Computer forensics is concerned with computer systems 
that are involved in crimes. These computer systems can be used to aid in criminal activity. For example, criminals 
can utilize Internet search engines to obtain information on how to commit a physical crime. Computer systems can 
also be the target of a crime, such as illegally accessing a system to delete information [2]. In both cases, computer 
forensics attempts to preserve, collect, recover, analyze and present information from computer systems in a way 
that is acceptable in court [3]. 
One area of computer forensics that is quite significant is the recovery of evidence. The attacker can deliberately 
delete information. Such deletion can be either the goal of the attack, such as deleting incriminating documents or 
videos, or the attacker can delete data within the computer system such as log files to hide the trail of an attack. The 
process of data recovery is also invoked in the case of accidental deletion of data, or in cases where storage devices 
crash and/or get corrupted. There are a number of techniques that are used to recover data from storage devices, 
depending on the nature of the deleted content and the associated file system. When a user deletes a file, the file 
system information linking to the deleted file is kept intact, and recovery of the deleted file therefore becomes a 
straightforward operation in most cases. In the File Allocation Table aka “FAT” file system for example, deleting a 
file will result in marking the corresponding cluster entries as empty i.e., 0 in the FAT table. However, the 
information pointing to the actual file will still be present until the corresponding entry in the FAT table is associated 
with another file. In the case where pointer information is no longer available in the FAT table, or if the file system 
itself is corrupted, data recovery becomes more challenging, requiring more sophisticated techniques in the absence 
of file meta-data that can lead to the location of the file within the storage unit. Such techniques are called File 
Carving techniques. 
Pal et al define file carving as “a forensics technique that recovers files based merely on file structure and content 
and without any matching file system meta-data” [4]. Some file carvers use file structure, such as the file header 
written by the user application, to recover data. Conversely, more advanced file carvers will use knowledge of the 
file content to recover data employing statistical and/or artificial intelligence techniques. Although file carving is a 
powerful technique for data recovery, we highlight two issues that present challenges for forensics investigators: 
 
•    Prior knowledge of file types and file content 
•    File fragmentation 
 
In order for a file carver to be built, knowledge of file types and their content is required. Although there are 
many file carvers today that can handle numerous file types, this is still an issue when faced with new file types. The 
second and more important problem is fragmentation. Recovering fragmented files present significant challenges to 
file carving as demonstrated in [5]. As we can see, as the number of fragments increase, the problem becomes much 
more difficult. 
Our forensics filesystem specifically tackles the above two issues. We implemented a forensics file system that 
can help forensics investigators recover fragmented files without prior knowledge of file types. We introduce the 
concept of embedding file-identifying information, where the identifying meta-data of a cluster is in the form of a 
file identifier, cluster sequence number, and write operation timestamp. Once a filesystem is constructed this way, 
recovering deleted files becomes the process of grouping and ordering disk clusters that belong to different files. 
The rest of the paper is organized as follows. In section 2, we discuss some of the related works in the area of file 
recovery. In section 3, we introduce the concept of timestamps to our forensics filesystem. Section 4 discusses the 
implementation details. In section 5 we discuss the performance of the system. Section 6 introduces our 
experimental results. Finally, in section 7 we present our conclusions and discuss our future work. 
2. Related work 
There has been extensive research into file recovery, and specifically file carving. Brian Carrier, in his book “File 
System Forensic Analysis,” explains general file recovery techniques, while also demonstrating how file systems 
work and illustrating the file recovery process [2]. In their Evolution of File Carving paper, Pal et al lay out the 
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current state of file carving by presenting different file carving techniques [4]. Garfinkle presents the challenges of 
recovering fragmented files, while pointing out that forensically important files are often fragmented [3]. Outside of 
file carving, we are only aware of one work that takes a generalized approach to file recovery. Srinivas et al present 
a theoretical model where all files are doubly linked lists, by having clusters as the nodes [6]. We are not aware of 
an implementation of such a solution.  
 
3. Timestamp based file identification 
3.1. Introduction 
In our previous work [7], we introduced the concept of embedding file identifying information in data clusters as 
discussed in the introduction. In this section, we expand the concept of embedding file-identifying information to 
include cluster creation/modification timestamp. 
3.2. Motivation 
Standard file operations such as write, append, delete, and truncate can affect a file in different ways. More 
specifically, in our proposed system updating a file can result in multiple clusters sharing the same file identifier and 
sequence number. When a file is truncated to a smaller size, some clusters will be deleted. However, when we 
append some additional data to the file, the file will grow in size and therefore be allocated new clusters that will 
have the same file identifier and sequence number as the deleted clusters.  This can lead to an interesting situation 
when the file is deleted and we attempt to recover it. We will have multiple clusters that have the same file ID and 
sequence number. Tables 1 through 5 illustrate how this situation can arise. 
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Fig. 1. The effect of truncating a file and them appending. 
 
It is clear at this point that we need additional information to make the recovery processes in such a situation 
deterministic. Here we introduce a timestamp to the file identifier that records the time the cluster was written. The 
most recent timestamp can be used to select the right cluster. Moreover, having multiple clusters with different 
timestamps can also help recover multiple versions of a file based on the timestamp value. 
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Fig. 2. Write operation pseudocode 
4. System implementation  
4.1. Introduction 
To support the requirements stated in the proposed systems, we redesigned the FUSE [8] exFat [9] filesystem to 
facilitate writing the file identifying information, and serving back the data to applications transparently. In this 
section, we will introduce these design issues and the related implementation details. 
 
4.2. File identifier 
The Cornerstone of our proposed solution is the ability to embed a file ID in every cluster. Unlike some of the 
other filesystems, for example ext4, which maintains a file ID in the form of an inode number, exFat does not 
maintain such information. We therefore create a file identifier field and add it to the exFat node structure that is 
used to represent files within the exFat filesystem.  
 
4.3. Multi File state information  
When the FFS filesystem is mounted, we need to maintain certain information about files that are created and 
opened to facilitate the process of adding file identifying information and removing such information. To 
accomplish this, we created a structure Multi File State Information “MFSI” that tracks essential information for 
every created or opened file. The following is a description of the contents of MFSI. 
 
4.3.1. Carry buffer  
 
Since we will be adding file-identifying information to every cluster, we will also need to remove the trailing 
bytes to make room for such information. Doing so however requires maintaining the removed data to be written to 
the following cluster and so on. The Carry Buffer is used to hold such information. 
 
4.3.2. Offset  
 
FUSE provides an offset of where data is to be read or written within a file. However, since we might need to 
issue write calls that have not originated from FUSE to accommodate for the embedded information, we will need to 
maintain current offset information to support such calls.  
 
 
 
1.  // Make space for data in carry buffer 
2.  memcpy(buffer, fuse_buffer, size); 
3.  memcpy(buffer, carry_buffer, carry_size); 
4.  if (size + buffer_size > block_size) 
5.      memcpy(carry_buffer, fuse_buffer, (extra data)) 
6.   sequence_number ++; 
7.   write_block(buffer, offset, size, file id, sequence_number); 
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Fig. 3. Read operation pseudocode 
4.4. Read & Write Operations 
To implement the write operation, we utilize the carry buffer introduced above as a temporary placeholder for 
data moved as a result of embedding the file identifying information. Figures [2] and [3] illustrate the pseudocode 
for the write and read operations. 
 
5. Performance  
5.1. Introduction 
Since our forensics filesystem introduces overhead to the original exFat implementation, it is important to 
understand the effect of the introduced modifications on the system performance and storage requirements.  
5.2. System Performance 
To benchmark our forensics filesystem, we created a performance evaluation script that evaluates our FFS exFat 
filesystem against the original exFat implementation. Read and write operations were chosen to be the basis of the 
evaluation, as these are the two file IO operations that are most effected by our modifications. 
To make sure that we can achieve the highest precision possible, we mount the filesystem before every operation, 
and un-mount the filesystem after the operation to avoid syncing and caching issues. We also selected five file sizes, 
and we ran the experiment 1k times per file. Figure [4] illustrates the performance evaluation script. 
For smaller write operations, it takes our forensics filesystem roughly %5 more to complete the operations. This 
value however decreases to under %2 when writing larger files. We believe that the initial overhead associated with 
the write operation in terms of setting up the data structures and memory management relating to the carry buffer 
contributes to the initial higher overhead. Table [1] shows the results of benchmarking our write operations against 
an original implementation of exFat. 
The results of the read operation benchmark shown in Table [2] show extremely comparable performance 
measures to the original exFat implementation, and even outperforming the original implementation in the case of 
the 25 MB file size. We believe that this is because the read operation does not introduce noticeable overhead, since 
the file identifying information is simply verified and skipped before moving to the next read operation. Moreover, 
because of the lack of better precision, the values resulting from the /usr/bin/time command measuring the read 
operation in seconds were most likely rounded, otherwise, the results would have been even closer. 
5.3. Storage  
The identifier stores the file ID, sequence number and the write timestamp of a cluster. In order to determine the 
size needed to store the identifier, in addition to the 4 bytes required for the timestamp, we need to calculate the 
maximum number of files that can be stored in the filesystem, and the maximum number of clusters that can be in a 
file.  
1.  translate_offset(offset) 
2.  read_block(buffer, offset) 
3.  verify(id, sequence_number) 
4.  memcpy(fuse_buffer, buffer, size – 12) 
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        Table 1. Comparison between FFS and original exFat write operations running time in seconds 
File Size Original exFat  FFS exFat Performance Hit 
10 MB 0.47 0.49 %4.25 
25 MB 1.82 1.90 %4.39 
50 MB 4.31 4.39 %1.85 
100 MB 8.89 9.10 %2.36 
500 MB 47.26 47.93 %1.41 
 
 
 
         Table 2. Comparison between FFS and original exFat read operations running time in seconds 
File Size Original exFat  FFS exFat Performance Hit 
10 MB .070 .070 0 
25 MB 0.20 .019 -%5 
50 MB 0.41 0.42 %2.43 
100 MB 1.64 1.69 %3.04 
500 MB 7.32 7.37 %0.68 
 
 
The maximum number of files that can exist in an exFat volume = 232 – 1, which requires 4 bytes to store the 
file ID. Also for a 4kb block size filesystem, the maximum number of clusters that we can have per volume  = 232 
clusters, which also requires 4 bytes to store the cluster number. Therefore, we will need 12 bytes of storage to store 
the complete identifier. To calculate the additional required storage space we divide 12 by 4096 = %0.29. We can 
conclude that our forensic filesystem sacrifices less than 0.3% of disk space.  
 
 
6. File recovery experiments  
6.1. File extractor 
We created a file recovery tool that examines an FFS exFat image to recover deleted files. The file extractor can 
operate on exFat images with or without the filesystem information intact. In the case where file information is 
available, the file extractor will leverage the information to recover the files that were deleted, without reassembling 
files with corresponding information in File Allocation Table. However, in the absence of such information, the file 
extractor will recover and reassemble all files existing in the analyzed image. 
The file extractor recovers files by first creating a File Map. A file map is a linked list of all clusters that are 
associated with a particular file id that are also sorted by sequence number. Once the file map is constructed, files 
are then recovered by transferring the corresponding clusters to memory for reassembly. File are then written to a 
different storage device. 
6.2. File extractor vs. file carves 
We selected two file carvers, photorec and scalpel to include in our file recovery experiments [10, 11]. We 
created an image and created files of random data of size 4k to occupy the complete image. This ensures that no 
clusters are completely empty. All file are subsequently deleted to create room to carry out the experiments. We then 
created a second image, however this time, only files occupying odd cluster number were deleted. Therefore  
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Fig. 4. Performance evaluation script pseudocode 
 
 
creating a completely fragmented image. We then created photo files of type .png as our test files, and copied them 
into both fragmented and un-fragmented images. 
As we can see in table [3], file carvers were not able to successfully recover deleted files when fragmentation is 
taking place. We found that even in the case where files were fragmented intro two fragments, file carvers were still 
not able to recover the deleted files. Our file extractor was able to recover all deleted files that were not overwritten 
between the time of deletion and the time of recovery. 
 
7. Conclusions and future work 
In this paper, we provide a design and implementation for a filesystem with a built-in recovery mechanism. Our 
performance measurements demonstrate a %5 performance loss due to the introduced overhead necessary to support 
recoverability. Although analyzing the impact of a decrease in performance is closely related to the domain where 
the system is to be deployed, we believe that %5 is an encouraging measure and further analysis of our algorithms in 
future work can lead to an increase in system performance. Moreover, our recovery experiments demonstrate that 
file-carving methods do not perform well in the presence of fragmentation. 
We are in the process of extending our work to include Solid State Drives “SSDs”. Because of how SSDs 
implement the concept of wear leveling, significant amount of fragmentation do occur as a result. We believe that 
our work will address a significant challenge in file recovery relating to SSDs. 
 
 
           Table 3. Recovery rate for file extractor vs. file carvers  
File Recovery Method FS information: Yes 
Fragmentation:   No 
FS information: Yes 
Fragmentation:  Yes 
FS information: No 
Fragmentation:  No 
FS information: No 
Fragmentation:  Yes 
Scalpel 1 0 0 0 
Photorec 0.92 0.15 0 0 
FFS File Extractor  1.0 1.0 1.0 1.0 
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