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We generalize the notion of minimax convergence rate. In contrast to the
standard definition, we do not assume that the sample size is fixed in advance.
Allowing for varying sample size results in time-robust minimax rates and
estimators. These can be either strongly adversarial, based on the worst-case
over all sample sizes, or weakly adversarial, based on the worst-case over all
stopping times. We show that standard and time-robust rates usually differ
by at most a logarithmic factor, and that for some (and we conjecture for all)
exponential families, they differ by exactly an iterated logarithmic factor. In
many situations, time-robust rates are arguably more natural to consider. For
example, they allow us to simultaneously obtain strong model selection con-
sistency and optimal estimation rates, thus avoiding the “AIC-BIC dilemma”.
1. Introduction. Minimax rates are an essential tool for evaluation and comparison of
estimators in a wide variety of applications. Classic references on the topic include, among
many others, Tsybakov (2009), Wasserman (2006) and Van der Vaart (1998). For a fixed
sample size n, the standard minimax rate is computed by first taking the supremum of the
expected loss over all parameters (distributions) in the model for each estimator, and then
minimizing this value over all possible estimators. Here, we consider a natural extension of
this setting in which data comes in sequentially and one does not know n in advance: instead
of considering n≥ 1 fixed, we include it in the worst-case analysis.
At first it may seem that such time-robustness trivializes the problem: a naive approach
would be to take n as a parameter just like the distribution and compute the supremum of
the expected loss over all sample sizes and all distributions in the model. In most cases the
supremum would then be trivially attained for sample size one, since the precision of an
estimator tends to get better with the increase of the sample size. Therefore, another ap-
proach has to be taken. We manage to give meaningful definitions by rewriting the standard
definition in terms of a ratio. The precise new definitions, given in Section 2.3, come in two
forms: weakly adversarial, in which we take the sup (worst-case) over all stopping times; and
strongly adversarial, in which we take the sup over all sample sizes. In general, the weakly
adversarial minimax rate cannot be larger than the strongly adversarial one. The weakly ad-
versarial setting corresponds to what has recently been called the always valid (sometimes
also “anytime-valid”) setting for confidence intervals and testing (Howard et al., 2018): at
any point in time n, Nature can decide whether or not to stop generating data and present
the data so far for analysis, using a rule that can take into account both past data and the
true distribution. This can be seen as a form of minimax analysis under ‘optional stopping’.
Note however that in the standard interpretation (e.g. in the Bayesian literature) of optional
stopping, stopping rules are assumed independent of the underlying distribution Pθ , whereas
here Nature is more powerful, her stopping rule being allowed to depend on θ. Nature is even
more powerful in the second, strongly adversarial setting that we consider. Here, Nature can
be thought of as generating a very large sample of data and then simply producing the n so
that the initial sub-sample up to size n is as misleading as possible. While one may argue
which of these two settings is more appropriate, our initial results show that in some cases
they lead to the same rates, and we conjecture that the rates coincide more generally.
2 KIRICHENKO AND GRUNWALD
Motivation. One advantage of the new definitions is that, in some contexts, they may be
more natural. Of course, minimax approaches are truly optimal in the zero-sum game setting
in which Statistician plays against Nature, Nature being a player that actively determines the
parameters of the problem in an adversarial manner. In practice, one is interested in minimax
estimators and rates not because one really thinks that Nature will actually be adversarial in
this way, but simply because one wants to be robust against whatever might happen. But if
one wants to be robust against whatever might happen, then it seems natural to be robust not
just for all parameters, but also for sample sizes: in modern practice, the data analyst is often
presented with a fixed sample of a particular size, and she has no control whatsoever on how
exactly that sample size was determined. Time-robust minimax optimal estimators are robust
in this situation — one might of course argue ‘time will not be determined by an adversary!’
but this is no different from arguing ‘the true θ will not be determined by an adversary!’:
once one takes a worst-case approach at all, it makes sense to include time as well. Moreover,
even in the setting of controlled experiments such as clinical trials, where the statistician is
normally supposed to determine the sample size in advance, early stopping and the like might
happen for reasons outside of the statistician’s control, see e.g. (Molenberghs et al., 2014)
and references therein. As such, the time-robust minimax setting nicely fits in recent work
promoting always-valid confidence intervals (Howard et al., 2018; Pace and Salvan, 2019)
and testing safe under optional continuation (Grünwald, de Heide and Koolen, 2019) as a
generic, more robust replacement of traditional testing and confidence.
Given the fact that time-robustness is a natural mode of analysis, it is perhaps not so sur-
prising, that the somewhat disturbing conflict between consistency and rate optimality in stan-
dard estimation theory known as AIC-BIC dilemma (Yang, 2005; Van Erven, Rooij and Grünwald,
2008; Van der Pas and Grünwald, 2018), quite simply disappears under the novel definition
of minimax rate. We discuss this motivating application at length towards the end of the
paper, in Section 3.
Results.We provide several results comparing the time-robust to the standard minimax rates.
First, in Theorem 3.1 we show that for most estimation problems the strongly adversarial
minimax rate goes up by at most a logarithmic factor. A natural question arises: is there an
estimation problem, for which time-robust minimax rates and standard minimax rates do not
coincide? The answer is positive: in Theorem 3.2 we show that, under the standard squared
error loss, both the weakly and the strongly adversarial time-robust rates for estimating a
parameter in the Gaussian location family are equal to n−1 log logn, while the standard min-
imax rate for this problem is n−1. The proof for the upper bound easily extends to most
standard multivariate exponential families, as we show in Theorem 5.3, and we conjecture
the lower bound extends as well.
These results originate from the law of iterated logarithm. To get an intuition, consider the
maximum likelihood estimator for the mean of a one-dimensional Gaussian distribution with
known variance. The estimator is simply equal to the sample average. By the law of iterated
logarithm (see, for instance, Hartman and Wintner (1941)) the squared distance between the
sample average and the truth is of order n−1 log logn infinitely often with probability one.
Therefore, for a suitable stopping rule the expected loss will also be of at least the same
order. While a lower bound on the rate for the MLE is thus easy to determine, it turns out to
be considerably more difficult to show this lower bound for arbitrary estimators — despite
the simple Gaussian location setting, this required new techniques. One reason is that we
must allow for arbitrary estimators, and these can depend on the data in tricky ways. For
example, one might change one’s estimate if the empirical average on the first half of the
data is more than a constant times
√
n−1 log logn from the empirical average on the second
half. Since we show that no estimator (decision rule) at all can beat n−1 log logn, we may
think of Theorem 3.2 as a decision-theoretic law of the iterated logarithm.
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The proofs for the upper bound on the strongly adversarial rate are based on finite-
time laws of the iterated logarithm based on nonnegative supermartingales, a technique ini-
tially proposed by Darling and Robbins (1968), and recently extended by e.g. Balsubramani
(2014); Howard et al. (2018). To adjust these techniques to our strongly adversarial setting,
we use two fundamental results from Shafer et al. (2011) that link nonnegative supermartin-
gales to p-values and so-calledE-values (Vovk and Wang, 2019; Grünwald, de Heide and Koolen,
2019).
The remainder of the paper is organized as follows. We give the necessary measure-
theoretic background in Section 2.1. Section 2.2 recalls the standard definition of minimax
rates. Section 2.3 extends this definition to time-robust minimax rates. Section 3 contains
the main results of the paper, and the AIC-BIC example showing how the new definitions
can be used in the context of combined model selection and estimation. We provide a short
discussion in Section 4. All proofs are given in Section 5, with some details deferred to the
appendix.
2. Basic definitions.
2.1. Background on measure theory; notation. Let X be a topological space endowed
with Borel sigma-algebra B. Consider a probability space (Ω,A,P). We say that a random
variable X : Ω→ X is measurable on (Ω,A) if X−1(B) = {ω ∈ Ω : X(ω) ∈ B} ∈ A for
every Borel set B ∈ B. For a random variable X : Ω→X let σ(X) be a sigma-algebra gen-
erated byX , defined as the smallest sigma-algebra such thatX is measurable on (Ω, σ(X)).
Similarly, for a sequence of random variablesX1, . . . ,Xn : Ω→X denote the sigma-algebra
generated by X1, . . . ,Xn by σ(X1, . . . ,Xn). A filtration F = (Fn)n∈N is defined as a non-
decreasing family of sigma-algebras. We say that a random variable τ : Ω→N is a stopping
time with respect to F , if {ω : τ(ω)≤ n} ∈ Fn for all n ∈N. For more background on mea-
sure theory and stopping times see, for instance, Kallenberg (2002) (Chapters 1, 2, and 7).
We write an . bn, when there exists a constant c > 0 such that an ≤ cbn holds for all
n ∈ N; and an ≍ bn, when there exist constants c1, c2 > 0 such that c1an ≤ bn ≤ c2an holds
for all n ∈N.
2.2. Standard definition of convergence rates. Suppose we observe a random i.i.d. sam-
ple X1, . . . ,Xn ∈ X from a distribution Pθ indexed by a parameter θ ∈Θ, where Θ is poten-
tially infinite dimensional. Consider the problem of estimating parameter θ from the avail-
able data Xn = (X1, . . . ,Xn). We measure the estimation error with respect to some metric
d : Θ×Θ→R+0 . In order to choose an estimator for a particular setting it is important to have
a way of comparing the performance of estimators. The minimax paradigm offers a classic
solution for performance evaluation. It judges the performance of an estimator by its rate of
convergence, which is defined by taking the worst case scenario over all elements in the given
parameter space. More precisely, we define an estimator θˆ to be a collection {θˆn}n∈N such
that for each n, θˆn = θˆ(Xn) :X n→Θ is a function from samples of size n to Θ. We say that
θˆ has a rate of convergence fθˆ :N→R+ if
(i) there exists C > 0 such that for every sample size n ∈N
sup
θ∈Θ
EXn∼Pθ
[
d(θ, θˆn)
fθˆ(n)
]
≤C.
(ii) For any function f˜ :N→R+ such that fθˆ(n)/f˜(n)→∞
sup
θ∈Θ
EXn∼Pθ
[
d(θ, θˆn)
f˜(n)
]
=∞.
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An estimator θˆ is called minimax optimal (up to a constant factor), if
(2.1) fθˆ(n)≍ inf
θ˜
fθ˜(n),
where the infimum is taken over all estimators that can be defined on the domain.
Here we expressed the minimax rate in terms of a supremum over a ratio. It is perhapsmore
common to express θˆ being minimax optimal, i.e. (2.1), without using ratios, but directly (yet
equivalently) as
sup
θ∈Θ
EXn∼Pθ
[
d(θ, θˆn)
]
≤C inf
θ˜
sup
θ∈Θ
EXn∼Pθ
[
d(θ, θ˜n)
]
.
Under this formulation, the straightforward extension to taking a worst-case over time trivial-
izes the problem: if we take the supremum on the right not just over θ ∈Θ but also over n, it
will be achieved for n= 1 (or other small sample sizes) — Nature would always choose the
smallest possible sample size and the problem would become uninteresting. By rephrasing
minimax optimality in terms of ratios, and taking a supremum over stopping times/rules, we
do get a useful extension, as we now show.
2.3. Time-Robust Convergence rates. The classic definitions for minimax rates assume
the sample size is fixed and known in advance. Now we propose our generalized definitions
that account for not knowing the sample size in advance.
Let T be a collection of all possible almost surely finite stopping times with respect to
the sequence of sigma algebras Fn = σ(X1, . . . ,Xn) generated by the data Xn.We say that
an estimator θˆ (with θˆn = θˆ(Xn)) has a weakly adversarial time-robust rate of convergence
fθˆ :N→R+ if
sup
θ∈Θ
sup
τ∈T
EX∞∼Pθ
[
d(θ, θˆτ )
fθˆ(τ)
]
≤C
and for any function f˜ :N→R+ such that fθˆ(n)/f˜(n)→∞
sup
θ∈Θ
sup
τ∈T
EX∞∼Pθ
[
d(θ, θˆn)
f˜(n)
]
=∞.
An estimator θˆ is weakly adversarial time-robust minimax optimal if its weakly-adversarial
time-robust rate of convergence fθˆ satisfies
(2.2) fθˆ(n)≍ inf
θ˜
fθ˜(n),
where the infimum is taken over all estimators. Then the function fθˆ is called the weakly
adversarial time-robust minimax rate for the given statistical problem.
We say that an estimator θˆ (with θˆn = θˆ(Xn)) has a strongly adversarial time-robust rate
of convergence gθˆ :N→R+ if
sup
θ∈Θ
EX∞∼Pθ
[
sup
n∈N
d(θ, θˆn)
gθˆ(n)
]
≤C
and for any function g˜ : N→R+ such that gθˆ(n)/g˜(n)→∞
sup
θ∈Θ
EX∞∼Pθ
[
sup
n∈N
d(θ, θˆn)
g˜(n)
]
=∞.
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An estimator θˆ is strongly adversarial time-robust minimax optimal if its strongly adversarial
time-robust rate of convergence gθˆ satisfies (2.2) with f· replaced by g·, where again the
infimum is taken over all estimators. Then the function gθˆ is called the strongly adversarial
time-robust minimax rate for the given statistical problem.
We may also call the weakly adversarial time-robust rate of convergence the always-valid
convergence rate, since the freedom in when to stop is exactly the same as in the recent pa-
pers on always-valid (also known as ‘anytime-valid’) confidence intervals and p-values. The
strongly adversarial time-robust rate may also be called the worst-case-sample size conver-
gence rate. Statistical estimation in which the stopping time τ is not known in advance is often
referred to as estimation with optional stopping. However, in e.g. the Bayesian literature this
is usually interpreted as ‘the stopping rule may be unknown, but it is chosen independently
of θ. We may think of the weakly time-robust or “always-valid” rate as the rate obtained in a
setting with a stronger form of optional stopping, in which Nature jointly chooses θ and the
stopping time, which can then be chosen as a function of θ. Note that choosing a stopping
time is equivalent to choosing a stopping rule, which, at each sample size n decides, based
on θ and all past data, whether to stop or not. In contrast, the strongly adversarial time-robust
rate corresponds to deciding to stop at the worst n, a rule does not depend on the true θ but
instead, unlike a stopping time, requires a look into the future.
Clearly any estimator θˆ, if it has strongly adversarial time-robust rate f(n), has weakly
adversarial time-robust rate and standard minimax rate that are at most f(n). Similarly, any
standard minimax rate can be no larger, up to a constant factor, than any weakly adversarial
time-robust minimax rate, which in turn can be no larger, up to a constant factor, than the
corresponding strongly adversarial time-robust minimax rate. In the next section we study
the relationship between these three quantities more closely.
3. Main results. Our first result gives a general upper bound on the strongly adversarial
time-robust minimax rate, and hence also on the weakly adversarial time-robust minimax
rate, as compared to the usual minimax rate. This result holds under very weak conditions
for any parameter estimation setting. Then, we consider estimating the mean parameter in
the Gaussian location family with the usual Euclidean distance. It turns out that for this
problem both the weakly and the strongly adversarial time-robust minimax rates are equal to
n−1 log logn, while the usual minimax rate is n−1.
3.1. Time-robust rates are never much worse than standard rates. In the theorem below
we show that the strongly (and hence the weakly) adversarial time-robust minimax rate differs
from the usual minimax rate by at most a logarithmic factor under a very mild assumption
on the decay of the usual minimax rate function. The result makes no assumption about the
metric d.
THEOREM 3.1. Let f : N→R+ be a minimax rate for some given statistical estimation
problem, such that f is non-increasing and
(3.1)
f(2n)
f(n)
≥C
for some C > 0. Then the strongly adversarial time-robust minimax rate g(n) for the same
problem satisfies
g(n) . f(n) logn.
Notice that the assumption (3.1) holds for f(n) ≍ n−γ(logn)β with 0 < γ ≤ 1, β ≥ 0,
which is equal to the minimax rate for most standard parametric and nonparametric esti-
mation problems, and under most standard metrics, see e.g. Tsybakov (2009). The proof of
6 KIRICHENKO AND GRUNWALD
Theorem 3.1 involves constructing an estimator that uses only part of the available data. We
then show that the standard minimax rate for this estimator is f(n) logn and that it remains
unaffected if we include the supremum over n.
3.2. The time-robust rate can be different from the standard rate. Now we present a
problem for which the time-robust minimax rates, while equal to each other, do not co-
incide with the usual minimax rate. Consider a Gaussian location family with fixed vari-
ance {Pµ, µ ∈ R}, where each Pµ is a Gaussian distribution with mean µ and variance one.
Let d(µ,µ′) = (µ − µ′)2 be the usual Euclidian distance. The following theorem shows
that the strongly adversarial time-robust minimax rate for estimating µ is upper bounded
by n−1log logn and the weakly adversarial time-robust minimax rate is lower bounded
n−1log logn, so that both rates coincide and are equal to n−1log logn. Furthermore, it shows
that the rate is attained by the maximum likelihood estimator (MLE).
To avoid taking a logarithm of a negative number we set f(n) = 1 for n= 1,2 and
f(n) = n−1log logn, when n≥ 3.
THEOREM 3.2. Let {Pµ, µ ∈ R} represent the Gaussian location family, i.e. under Pµ,
the X1,X2, . . . are i.i.d. ∼N (µ,1). Then,
(i) Upper bound. There exists a constant C > 0 such that
(3.2) sup
µ∈R
EX∞∼Pµ
[
sup
n∈N
(µ− µˆMLEn )2
f(n)
]
≤C,
where µˆMLEn = µˆ
MLE(Xn) is the maximum likelihood estimator.
(ii) Lower bound. Let T be the collection of all (a.s. finite) stopping times w.r.t. the filtration
F = {σ(Xn), n ∈N}. There is a C > 0 such that for any estimator µˆ with µˆn = µˆ(Xn),
(3.3) sup
µ∈R
sup
τ∈T
EX∞∼Pµ
[
(µ− µˆτ )2
f(τ)
]
≥C,
and
(3.4) sup
µ∈R
sup
τ∈T
EX∞∼Pµ
[
(µ− µˆτ )2
g(τ)
]
=∞,
for all non-increasing g :N→R+ such that f(n)/g(n)→∞.
REMARK 3.3. The upper bound of Theorem 3.2 holds more generally for all exponential
families which satisfy a mild condition that holds for most families used in practice — we
give the generalized upper bound in Section 5. We conjecture that the lower bound can also
be generalized to all exponential families, although due to the rather involved proofs we leave
the generalization outside of the scope of this paper.
The upper bound is, unsurprisingly, based on the law of iterated logarithm. To prove the
result we use the techniques developed for iterated logarithm martingale concentration in-
equalities, see e.g. Darling and Robbins (1968); Balsubramani (2014); Howard et al. (2018),
and combine them with the fundamental results from Shafer et al. (2011) to connect test mar-
tingales to p-values and so-called E-values.
The proof for the lower bound relies on a number of steps. We first show that the bound
must hold for estimators that are ‘MLE-like’: they are sufficiently ‘close’, in a particular
sense, to the MLE and hence also to Bayes optimal estimators based on standard priors.
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In the second step, we relate the problem of bounding the minimax risk to the problem of
bounding the Bayes risk. This idea is not new in itself and is widely used in minimax theory,
see e.g. Tsybakov (2009). The difficulty we face is that this standard argument does not give
anything useful if directly applied to MLE-like (and standard Bayes-like) estimators. In the
final step of the proof, we thus construct a stopping rule for each ‘non-MLE-like’ estimator
that stops when the estimator is far away from the MLE, and give a lower bound for the Bayes
risk, i.e. the risk of the non-MLE-like estimator under the Bayesian posterior. The complete
proofs are given in Section 5.
3.3. Application: avoiding the AIC-BIC Dilemma in Model Selection and Post-Selection
Inference. Consider a simple model selection problem. DataXn are used to select between
two nested exponential family models, withM0 = {pµ0 , µ0 ∈M0} andM1 = {pµ, µ ∈M},
where M0 ⊂M , andM1 is an exponential family with mean-value parameter set M ⊂ Rk.
For simplicity let M0 = {µ0}, so thatM0 is a singleton. Examples include testing whether
a coin is fair (using Bernoulli distributions) or whether a treatment has an effect (using the
Gaussian location family). We consider combined model selection and estimation: first, a
model is selected using some model selection method such as for example, AIC, BIC, cross-
validation, Bayes factor model selection, or one of its many variations. Then, based on the
chosen model, a parameter within the model is estimated using some estimator such as the
MLE or a Bayes predictive distribution (note that if the singleton modelM0 is selected, then
the estimator must return µ0).
Two desirable properties for such combined procedures are (i) consistency and (ii) rate op-
timality of the post-model selection estimation. Yang (2005) shows that at least for some set-
tings having both (i) and (ii) at the same time is impossible: any combination of a consistent
model selection and subsequent estimation method misses the standard minimax rate (equal
to n−1 in our case) by a factor g(n) such that g(n)→∞, as n→∞. Yang’s setting can be ad-
justed to include the exponential family setting presented here, see Van der Pas and Grünwald
(2018) for more details. Yang also shows that a similar problem occurs if we average over
the models (in a Bayesian or any other way) rather than select one of the models. This has
been called the AIC-BIC dilemma. While for the mathematician, it may not be so surprising
that there is no procedure which is optimal under two different definitions of optimality, it has
been argued (by Yang and many others) that for the practitioner, there really is a dilemma: she
simply wants to get an initial idea of which model best explains her data, indicating how to
focus her subsequent research, and views consistency and rate optimality as desirable proper-
ties, both indicating that her procedure will do something reasonable in idealized situations,
but neither one being the ultimate goal. Which of the two properties is more important is then
often not clear.
However, if one accepts the novel definition of minimax rate presented here, one
has a way out of the dilemma after all: there exist model selection procedures that are
strongly consistent, while, if combined with the MLE, have a standard convergence rate
equal to n−1 log logn under the squared error loss. Van der Pas and Grünwald (2018)
showed this explicitly for model selection based on the switch distribution introduced
by Van Erven, Rooij and Grünwald (2008). The switch distribution was specifically de-
signed for this purpose, but some other methods achieve this as well. For example,
while Bayesian model selection based on standard priors achieves only an n−1 logn rate
(Van Erven, Rooij and Grünwald, 2008), it seems quite likely that if M1 is equipped with
the quite special stitching priors (Howard et al., 2018) which asymptote at µ0, one can also
get strongly consistent model selection and an n−1 log logn estimation rate by Bayes factor
model selection. Since we have no explicit proof of this, we continue the discussion with
switching rather than stitching. The estimation rate for the switch distribution (at least for the
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Gaussian location family, but we conjecture for general exponential families) is equal to the
time-robust minimax convergence rate, derived in Theorem 3.2. Thus the switch procedure
is both strongly consistent and minimax optimal in the new, time-robust, sense. We see that
using time-robust definitions of minimax optimality, the gap between (i) and (ii) above can
be bridged, whereas, by Yang’s theorem, this is impossible under the standard definition of
minimax rate. Hence, by redefining minimax optimality so as to be robust with respect to all
parameters (including n) that we as statisticians do not have under control, the minimax rate
slightly changes and the AIC-BIC dilemma simply disappears: combined consistency and
estimation optimality can be achieved by, for example, the switch distribution. As an aside,
neither AIC nor BIC itself ‘solve’ the dilemma with the time-robust definitions: AIC is still
inconsistent, whereas BIC, when combined with efficient post-selection estimation, achieves
a standard estimation rate of order n−1 logn; since the time-robust rate is at least the standard
rate, it must still be rate-sub-optimal under the time-robust definition of minimax rate.
4. Discussion. In this paper we suggested a generalization of minimax theory enabling
it to deal with unknown and data-dependent sample sizes. We introduced two notions of
time-robust minimax rates and compared them to the standard notion of minimax rates. We
showed that for most problems the rates differ by at most logarithmic factor. We also provided
an example of a (parametric) setting, for which the weak and the strong rates are the same,
yet they differ from the standard rates by an iterated logarithmic factor. However, it is not
yet clear under what circumstances the logarithmic upper bound on the difference, derived
in Theorem 3.1, is tight: for example, it might be possible that in some standard (e.g. non-
parametric) problems, the gap vanishes (the strongly adversarial time-robust rate is within a
constant factor of the standard rate); but in others it may even be larger than order log logn.
Similarly, in some settings, the weak and strong time-robust rates may coincide, and in some
others they may differ. A major goal for future research is thus to sort out more generally
when the three rates coincide and when they differ, and if so, by how much.
5. Proofs.
5.1. Proof of Theorem 3.1. Let θˆ be an estimator that achieves the standard minimax
rate, i.e. there exists C ′ > 0 such that for every n ∈N
sup
θ∈Θ
EXn∼Pθ
[
d(θˆn, θ)
f(n)
]
≤C ′,
where θˆn = θˆ(Xn). For k ≥ 0 define
θˆ(k) = θˆ(X1, . . . ,X2k).
Let ⌊x⌋=max{z ∈ Z, z ≤ x}. Consider
θˆ′n = θˆ
′(Xn) = θˆ(⌊log2 n⌋).
to be the function of dataXn that outputs θˆ(⌊log2 n⌋). In what follows we show that θˆ
′ achieves
a time-robust minimax rate satisfying the claim of the theorem.
Consider a probability mass function π :N0→ [0,1] with
∑
j≥0 π(j) = 1. Denote Eθ[·] =
EX∞∼Pθ [·]. Because of assumption (3.1) for any θ ∈Θ we have
Eθ
[
sup
n∈N
π(⌊log2 n⌋) ·
d(θˆ′n, θ)
f(n)
]
≤CEθ
[
sup
j∈N
π(j) · d(θˆ(j), θ)
f(2j)
]
≤
≤CEθ

∑
j∈N
π(j) · d(θˆ(j), θ)
f(2j)

≤C sup
j∈N
Eθ
[
d(θˆ(j), θ)
f(2j)
]
.
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The last inequality is due to
∑
j≥0 π(j) = 1. Since θˆ achieves the standard minimax rate we
have
sup
j∈N
Eθ
[
d(θˆ(j), θ)
f(2j)
]
≤ sup
n∈N
Eθ
[
d(θˆn, θ)
f(n)
]
≤C ′.
Putting everything together we arrive at
Eθ
[
sup
n∈N
π(⌊log2 n⌋) ·
d(θˆ′n, θ)
f(n)
]
≤CC ′.
Let π(j) ≍ j−1−α. Then for every α > 0 there exists a constant C ′′ > 0 such that for any
θ ∈Θ
Eθ
[
sup
n∈N
1
(⌊log2 n⌋+1)1+α
· d(θˆ
′
n, θ)
f(n)
]
≤C ′′.
This finishes the proof of the theorem.
5.2. Proof of (i) in Theorem 3.2 . We will prove a more general result that holds for all
exponential families.
5.2.1. Preliminaries. Consider an exponential family PΘ¯ = {Pθ, θ ∈ Θ¯}, Θ¯ ⊂ Rk , de-
fined as the family of densities
pθ(x) = r(x)e
θTφ(x)−ψ(θ), x ∈ X , θ ∈ Θ¯,
Here φ(x) is a sufficient statistics for θ. When we write X∞ ∼ Pθ we mean that X1,X2, . . .
are i.i.d. with eachXi ∼ Pθ . We use the mean-value parametrization of the exponential family
and set PM¯ = {Pµ, µ ∈ M¯}, M¯ ⊂Rk with the link function
(5.1) µ(θ) = EX∼Pθ [φ(X)] .
We let θ(·), the inverse of µ(·), be the transformation function from the mean-value
parametrization to the canonical one. θ(·) exists for all exponential families, see e.g. Brown
(1986).
We assume the parameter space M¯ is such that maximum likelihood estimator lies in
M¯ and is unique. That means we potentially have to extend the original family {Pθ, θ ∈
Θ¯} to accommodate that by including distributions ‘on the boundary’. For example, in the
Bernoulli model, the natural parameter ranges from −∞ to ∞, corresponding to {Pµ, µ ∈
(0,1)}, excluding the degenerate distributions P0 and P1. We then simply set M¯ = [0,1] to
include these distributions.
More formally, the assumption is as follows.
ASSUMPTION 1. M¯ is such that the maximum likelihood estimator µˆMLEn = µˆ
MLE(xn)
satisfies
µˆMLEn =
1
n
n∑
i=1
φ(xi) ∈ M¯
for all x1, . . . , xn ∈X .
This assumption is needed since we are using the properties of the average of i.i.d. random
variables to prove a statement about the MLE. However, the assumption is rather weak: most
standard exponential families either satisfy Assumption 1 or can be extended to satisfy it; see
Chapter 5 of Brown (1986).
Furthermore, we introduce a definition of a CINECSI subset of M¯ .
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DEFINITION 5.1. A CINECSI (Connected, Interior-Non-Empty Compact Subset of In-
terior) subset of a set M¯ is a connected subset of the interior of M¯ that is itself compact and
has nonempty interior.
For discussion on CINECSI subsets see Grünwald (2007).
Finally, we introduce an additional assumption on the set of true parametersM ⊆ M¯ , from
which the data is assumed to be generated and over which we are taking the supremum.
ASSUMPTION 2. M ⊆ M¯ is such that there exist constants σ > 0 and δ > 0 such that
for all η ∈Rk with ‖η‖2 ≤ δ, where ‖ · ‖ is the usual Euclidian distance, and all µ ∈M
(5.2) EX∼Pµ
[
eη
T (φ(X)−µ)
]
≤ eσηT η/2.
In the proposition below we show that the Assumption 2 is satisfied for the Gaussian
location family with M = M¯ and for other exponential families when M is a CINECSI
subset of M¯ . This condition is required in our proofs for bounding Fisher information, but
might potentially be relaxed if one uses different proof techniques.
PROPOSITION 5.2. Assumption 2 is satisfied for the following settings:
(i) When PM¯ = {Pµ, µ ∈ M¯} is Gaussian location family, i.e. Pµ represents a N (µ,1) dis-
tribution, andM = M¯ =R.
(ii) When PM¯ is any exponential family andM is a CINECSI subset of M¯ .
PROOF.
(i) For the Gaussian location family φ(X) = X . Inspecting the definition of the moment
generating function, we immediately find that for all η ∈R
EX∼Pµ
[
eη(X−µ)
]
= eη
2/2.
Then (5.2) is satisfied with σ = 1 and any δ > 0.
(ii) Let M be a CINECSI subset of M¯ . Consider the canonical parametrization of the ex-
ponential family with Θ = θ(M) (where θ(·) is as defined underneath (5.1). By Taylor
expansion we have for every η ∈Rk and any θ ∈Θ
EX∼Pθ
[
eη
Tφ(X)
]
= eψ(θ+η)−ψ(θ) = eη
Tµ(θ)+ηT I(θ′)η/2,
where I(·) is Fisher information and θ′ is between θ and θ + η. Now we construct a set
Bδ(0) = {η ∈ Rk : ‖η‖2 ≤ δ} such that for all η ∈ Bδ(0) the Fisher information at θ′
(located between θ and θ+ η) is bounded.
Notice that since µ(·) = θ−1(·) is continuous, Θ is a CINECSI subset of Θ¯ = θ(M¯).
Hence, there exists δ > 0 and Θδ such that Θ⊂Θδ, Θδ is a CINECSI subset of Θ¯, and
inf
θ∈Θ,θ′∈∂Θδ
‖θ − θ′‖ ≥ δ.
Then for all η ∈Bδ(0), we have θ′ ∈Θδ. Since Θδ is a CINECSI subset of Θ¯, the Fisher
information is bounded on Θδ. Therefore, there exists σ = supθ′∈Θδ I(θ′)> 0 such that
EX∼Pµ
[
eη
T (φ(X)−µ)
]
≤ eσηT η/2
for all η ∈Bδ(0) and all µ ∈M .
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5.2.2. General theorem. In the following theorem we show that under Assumptions 1
and 2 the strongly adversarial time-robust minimax rate for the MLE is at most n−1 log logn.
Note that below, the MLE µˆMLE is defined relative to the full set M¯ , not the potentially
restricted set M . Also, observe that (3.2) directly follows from Theorem 5.3, since for the
Gaussian location family, Assumption 1 is satisfied for M¯ =R.
THEOREM 5.3. Let M¯ be such that Assumption 1 is satisfied. Let M ⊆ M¯ be such that
Assumption 2 is satisfied. Then there exists a constant C > 0 such that
sup
µ∈M
EX∞∼Pµ
[
sup
n∈N
‖µ− µˆMLEn ‖2
f(n)
]
≤C,
where f(n) = n−1 log logn for n≥ 3 and f(n) = 1 for n= 1,2.
5.2.3. Proof of Theorem 5.3. Let Sn =
∑n
i=1(φ(Xi)− µ(θ)). Notice that for n ≥ 3 we
have n log logn≥ 1/4. Furthermore, there exists a constant C ′ such that
27∑
m=1
‖Sm‖2 ≤C ′.
Also, for every µ ∈M
EX∞∼Pµ
[
sup
n∈N
‖µ− µˆMLEn ‖2
f(n)
]
≤ EX∞∼Pµ
[
4
27∑
m=1
‖Sm‖2 + sup
n>27
‖Sn‖2
n log logn
]
.
It is then sufficient to show that there exists a constant C > 0 such that for every parameter
θ ∈Θ= θ(M) (where θ(·) is as defined underneath (5.1)),
EX∞∼Pθ
[
sup
n>27
‖Sn‖2
n log logn
]
≤C.
First, following Shafer et al. (2011), we define a test supermartingale (Un)n∈N relative to fil-
tration (Fn)n∈N and distribution P to be a nonnegative supermartingale relative to (Fn)n∈N
with starting value bounded by 1, i.e. (Un)n∈N is a test martingale iff for all n ∈ N, Un ≥ 0
a.s., EP[Un | Fn−1] ≤ Un−1, and E[U1] ≤ 1. The following lemma is an immediate conse-
quence of combining two of Shafer et al. (2011)’s fundamental results:
LEMMA 5.1. Suppose that (Un)n∈N is a test supermartingale under distribution P. Then
EP
[
sup
n∈N
√
Un/2
]
≤ 1.
PROOF. Let V = (1/(supn∈NUn). From Theorem 2, part (1) of Shafer et al. (2011) we
have that, for all 0 ≤ α ≤ 1, P (V ≤ α) ≤ α, i.e. (the value taken by) V can be interpreted
as a p-value. Now Theorem 3, part (1) of Shafer et al. (2011), together with (8) in that pa-
per instantiated to α = 1/2, gives that 1/(2
√
V ) is an E-variable, i.e. E[1/(2
√
V )] ≤ 1,
and the first result above follows. [In the terminology of Shafer et al. (2011), a random vari-
able W with E[1/W ] ≤ 1 is called “Bayes factor”. In recent publications, the terminology
has changed to calling 1/W an E-variable and its value E-value (Vovk and Wang, 2019;
Grünwald, de Heide and Koolen, 2019).]
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Consider δ > 0 and σ > 0 such that Assumption 2 is satisfied. Let
Bδ(0) = {η ∈Rk : ‖η‖2 ≤ δ}.
For a probability distribution on Bδ(0) with the density function γ :Bδ(0)→R define
Zn =
∫
Bδ(0)
γ(η)eη
T Sn−nσηT η/2dη.
Additionally, let Z0 = 1. Due to the properties of the conditional expectation and Assumption
2 we know that (Zn)n∈N is a test supermartingale relative to filtration (σ(Xn))n∈N. Then
Lemma 5.1 has the following corollary.
COROLLARY 5.4. For any distribution γ on Bδ(0)
(5.3) EX∞∼Pθ
[
sup
n∈N
√
Zn
]
≤ 2.
By choosing the right distribution on η, i.e. the right γ, we can show that (5.3) implies the
following lemma (we provide the proof for this lemma in the next subsection).
LEMMA 5.2. Let Sn = (S1n, . . . , S
k
n)
T and Tn = |S1n|+ · · ·+ |Skn|. For every c < 2
√
2δ
k
and for all θ ∈Θ,
EX∞∼Pθ
[
sup
n>27
e
c Tn√
n log logn
1Ac
]
≤ eK1+K2c2 ,
whereK1 = 1.5+(k+1) log 2,K2 = 18σk, andAc =
{
supn>27
Tn√
n log logn
≥ 12c
(
2K2c
2 + 3
)}
.
By Markov’s inequality for any a > 0 and any c > 0
P
[
1Ac sup
n>27
T 2n
n log logn
≥ a
]
= P
[
1Ac sup
n>27
e
c Tn√
n log logn ≥ ec
√
a
]
≤
≤ e−c
√
a
E
[
1Ac sup
n>27
e
c Tn√
n log logn
]
.
Combining it with Lemma 5.2 we get that for all c < 2
√
2δ
k
E
[
1Ac sup
n>27
T 2n
n log logn
]
=
∫ ∞
0
P
[
1Ac sup
n>27
T 2n
n log logn
≥ a
]
da≤
≤
∫ ∞
0
e−c
√
a+K1+K2c2da= 2c−2eK1+K2c
2
.
The minimum of the RHS is achieved, when c=min
{
2
√
2δ
k ,
1√
K2
}
. Also,
‖Sn‖2 = (S1n)2 + . . . (Skn)2 ≤ (|S1n|+ · · ·+ |Skn|)2 = T 2n .
Therefore, for any θ ∈Θ and for c=min
{
2
√
2δ
k ,
1√
K2
}
we have
EX∞∼Pθ
[
sup
n>27
‖Sn‖2
n log logn
]
≤ EX∞∼Pθ
[
1Ac sup
n>27
T 2n
n log logn
]
+
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+E
[
1
{
supn>27
Tn√
n log logn
< 1
2c
(2K2c2+3)
} sup
n>27
T 2n
n log logn
]
≤
≤ 2c−2eK1+K2c2 + c−1 (2K2c2 +3)/2.
This finishes the proof of the theorem.
5.2.4. Proof of Lemma 5.2. For simplicity of exposition we only provide the proof for
k = 1, the proof for k > 1 can be found in the Appendix.
Consider a discrete probability measure on Bδ(0) with density
γ(η) =
∑
i∈N
γi1η=ηi ,
where γi =
1
i(i+1) and ηi = c0
√
− logγi
ei for a constant c0 > 0 such that ηi ∈ Bδ(0) for all
i ∈N. Notice that the above holds for all c0 < δ. Then for any fixed n > 27
Zn =
∞∑
i=1
γie
ηiSn−nση2i /2 ≥max
i∈N
γie
ηiSn−nση2i /2.
Let i0 = ⌊logn⌋, where ⌊x⌋=max{m ∈N :m≤ x}. Then we have
(5.4) Zn ≥ γi0eηi0Sn−nση
2
i0
/2 ≥
e− log(⌊logn⌋(⌊logn⌋+1)) · e−
nσc20 log(⌊logn⌋(⌊logn⌋+1))
2e⌊logn⌋ · ec0
√
log(⌊logn⌋(⌊logn⌋+1))
e⌊logn⌋ Sn
1Sn≥0.
Note that for n≥ 3, we have logn≤ 2 log(n− 1). Also logn > 3, when n> 27. Therefore,
(5.5) log (⌊logn⌋(⌊logn⌋+1))≥ log(logn− 1) + log logn≥ 3/2 log logn.
On the other hand,
(5.6) log (⌊logn⌋(⌊logn⌋+1))≤ log logn+2 log logn= 3 log logn.
Additionally,
(5.7) n/3≤ elogn−1 ≤ e⌊logn⌋ ≤ elogn+1 ≤ 3n.
We use (5.6) to rewrite the first factor in (5.4); (5.5) and (5.7) to rewrite the second and third
factor in (5.4). Then for any n> 27
Zn ≥ e−3 log logn−(9σc20/2) log logn+c0
√
log logn
2n
Sn
1Sn≥0 = e
u(n,Sn) · 1Sn≥0.
where
u(n, s) =
c0
√
2
2
log logn
(
s√
n log logn
−
√
2
2c0
(
9σc20 +6
))
.
Similarly, by defining Z ′n just as Zn but now relative to a distribution with the same γi
but now ηi = −c0
√
− logγi
ei (rather than ηi = c0
√
− logγi
ei as before) for any n > 27 we get
Z ′n ≥ eu(n,−Sn) · 1Sn<0. This equation and the previous one can be re-expressed as:√
Zn ≥ eu(n,Sn)/2 · 1Sn≥0 and
√
Z ′n ≥ eu(n,−Sn)/2 · 1Sn<0.
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Since Tn = |Sn|, we combine the previous two equations with taking the supremum to get:
sup
n>27
eu(n,Tn)/2 ≤ sup
n>27
eu(n,Sn)/2 · 1Sn≥0 + sup
n>27
eu(n,−Sn)/2 · 1Sn<0 ≤
≤ sup
n>27
√
Zn + sup
n>27
√
Z ′n.
We can now invoke Corollary 5.4, which gives us
E
[
sup
n>27
eu(n,Tn)/2
]
≤ 2 + 2 = 4.
Observe that on the set Ac0 =
{
supn>27
Tn√
n log logn
≥
√
2
2c0
(
9σkc20 + 6
)}
the expression in-
side the brackets in u(n,Tn) is positive. Since log logn > 1, when n > 27, by writing out
u(·, ·) in full we get:
E
[
sup
n>27
e
c0
√
2
4
Tn√
n log logn
− 1
4
·(9σc20+6)
1Ac0
]
≤ 4.
The desired result follows by taking c= c0/
√
8.
5.3. Proof of (ii) in Theorem 3.2. To prove the lower bound we first show in Lemma 5.3
that by the law of iterated logarithm there is a constant c > 0 such the distance between the
(slightly modified) MLE and the truth is at least c · f(n) infinitely often. Then, in Lemma
5.4 we show that for each estimator either (3.3) and (3.4) holds with some constant depen-
dent on c and the probability of being ‘close’ to the MLE; or the estimator is ‘far’ from the
MLE infinitely often. Therefore, we only need to consider the latter estimators. For those
estimators in Section 5.3.2 we lower bound the minimax risk by the Bayes risk (a standard
trick in minimax theory). Finally, in Section 5.3.3 for each estimator we introduce a suitable
stopping time such that the Bayes risk is bounded below by a constant that again depends on
c introduced above.
5.3.1. Reducing the number of considered estimators. Consider a standard Gaussian
prior W (i.e. N (0,1)) on the parameter µ ∈ R. Let µ˜(xn) = Eµ⋆∼W |Xn=xn [µ⋆] be the pos-
terior mean based on dataXn = xn. Notice that
µ˜(Xn) =
n
n+ 1
µˆMLE(Xn) =
(
1− 1
n+1
) n∑
i=1
Xi.
Let µ˜n = µ˜(Xn) and define the events {Fµ,n}n∈N as
Fµ,n⇔ (µ− µ˜n)2 ≥ c · f(n)
for a fixed c > 0. In the next lemma we use the law of iterated logarithm to show that Fµ,n
happens infinitely often with probability one.
LEMMA 5.3. There exists c > 0 such that for all µ ∈R,
(5.8) Pµ [Fµ,n i.o. ] = 1.
PROOF. Assume that Pµ [Fµ,n i.o. ] 6= 1. Then for every c > 0 there exists µ ∈ R and
δ > 0 such that
(5.9) Pµ
[∃ N > 0 s.t. ∀n>N (µ− µ˜n)2 ≤ cf(n)]≥ δ.
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Fix c > 0 and consider µ and δ such that (5.9) is satisfied. Notice that
|µ− µˆMLEn | ≤
∣∣∣∣µ− µˆMLEn + 1nµ
∣∣∣∣+ 1n |µ|= n+1n |µ− µ˜n|+ 1n |µ|
When (µ− µ˜n)2 ≤ cf(n) and n>max{3, µ2/c} we have
|µ− µˆMLEn | ≤
n+1
n
√
cf(n) +
1
n
|µ| ≤
√
3cf(n).
Therefore,
Pµ
[∃ N > 0 s.t. ∀n>max{3, µ2/c,N} (µ− µˆMLEn )2 ≤ 3cf(n)]≥ δ.
However, since µˆMLE = 1n
∑n
i=1Xi, we can apply the law of the iterated logarithm (see e. g.
Hartman and Wintner (1941)), according to which for any c′ ∈ (0,1)
Pµ
[∀N > 0 ∃n>N s. t. (µ− µˆMLE)2 ≥ c′f(n)]= 1.
Choosing c ∈ (0,1/3) leads to a contradiction, which proves the result.
Let c be such that (5.8) holds. Furthermore, let g :N→R+ be any non-increasing function
with f(n)/g(n)→∞. Finally, for a fixed estimator µˆ define the events Gn
Gn ⇔ (µ˜(Xn)− µˆ(Xn))2 ≥ 1
2
· c · f(n).
In the following lemma we show that we only need to consider estimators for which
Pµ(Gn i. o) = 1 holds for all µ ∈R.
LEMMA 5.4. Let µˆ be an arbitrary estimator. Then either (3.3) and (3.4) holds, or
(5.10) for all µ ∈R: Pµ[Gn i.o. ] = 1.
PROOF. Fix arbitrary µ and let G¯n be the complement of Gn. We consider two cases,
depending on whether Pµ[Fµ,n ∩ G¯n i.o. ]> 0 or not.
Case 1: Pµ[Fµ,n ∩ G¯n i.o. ]> 0.
In this case, there exists ǫ > 0 such that for all n0 ∈N there is an n1 >n0 such that
Pµ
[Fµ,n ∩ G¯n holds for some n with n0 <n< n1 ]≥ ǫ.
Define the stopping time τ =min{n1, n} with n1 as above and n the smallest n > n0 such
that Fµ,n ∩ Gn holds. Then τ is finite and we must have
EX∞∼Pµ
[
(µˆ(Xτ )− µ)2
g(τ)
]
= E
[
(µˆ(Xτ )− µ)2
f(τ)
· f(τ)
g(τ)
]
≥ ǫ · 1
2
c · min
n0<n<n1
f(n)
g(n)
.
Since f(n)/g(n)→∞, and we can take n0 as large as we like, it follows that in this case
(3.4) holds. Similarly, by taking g = f we get (3.3).
Case 2: Pµ(Fµ,n ∩ G¯n i.o.) = 0.
This statement, together with (5.8) directly implies (5.10); this finishes the proof the lemma.
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5.3.2. Translating the problem into bounding Bayes risk. First, we state a general
measure-theoretic result on the existence of the joint density of (τ,Xτ ). The proof can be
found in the Appendix.
PROPOSITION 5.5. Let {Pµ, µ ∈M ⊆R} be a set of probability measures on some space
(X ,B, ν) such that for all µ ∈M there exists a conditional density function p(· |µ) :X →R+
with respect to ν . For each µ ∈M consider Xn = (X1, . . . ,Xn) to be a vector of i.i.d.
random variables distributed according to Pµ. Let τ be an a.s.-finite stopping time with
respect to filtration F = (Fn = σµ(X1, . . . ,Xn))n∈N. Let Y = (τ,Xτ ) be a random variable
taking values in Y =
∞⋃
n=1
{n} × X n. Then there exists a σ-algebra Σ and measure νY on Y
such that for each µ ∈M rv Y is Σ-measurable and has a density function p(· |µ) : Y →R+
with respect to νY .
Then, using Bayes’ theorem (see e.g. Theorem 1. 16 in Schervish (1995)) we get the
following.
COROLLARY 5.6. Consider any prior W on R with density w(µ). Let Wy(· |y) denote
the conditional distribution of µ given Y = y. Then,Wy≪W and there exists a conditional
density w(µ |n,xn) such that for any Y = (n,xn)
w(µ |n,xn) = w(µ)p(n,x
n |µ)∫
M p(n,x
n | µ˜)w(µ˜)dµ˜ .
Notice that for any estimator µˆn = µˆ(Xn), stopping time τ⋆ ∈ T , prior W on R, and a
function g :N→R+ we have
(5.11) sup
µ∈R
sup
τ∈T
EX∞∼Pµ
[
(µ− µˆτ )2
g(τ)
]
≥ Eµ∼WEX∞∼Pµ
[
(µ− µˆτ⋆)2
g(τ⋆)
]
.
Denote Y = (τ⋆,Xτ
⋆
) ∈ Y and h(µ,Y ) = (µ−µˆτ⋆ )2g(τ⋆) . Let w(µ) be the density function of
the priorW =N (0,1). Then using the results of Corollary 5.6 we have
Eµ∼WEX∞∼Pµ [h(µ,Y )] =
∫
R
∫
Y
h(µ,Y )p(Y |µ)w(µ)dY dµ=
=
∫
R
∫
Y
h(µ,Y )w(µ |Y )
∫
R
p(y |µ⋆)w(µ⋆)dµ⋆dY dµ=
=
∫
R
∫
Y
∫
R
h(µ,Y )w(µ |Y )dµp(y |µ⋆)dY w(µ⋆)dµ⋆ =
=Eµ⋆∼WEY∼Pµ⋆Eµ∼W |Y [h(µ,Y )] =
=EY∼P¯Eµ∼W |Y [h(µ,Y )] ,
where P¯ is the Bayes marginal distribution based on the priorW .
Therefore, in order to prove the theorem we only need to show that for all estimators µˆ that
satisfy (5.10) there exists a stopping time τ⋆ such that for some C > 0 (which will depend on
c)
(i) for a function f(n) = n−1 log logn (with f(n) = 1 when n= 1,2)
EY∼P¯Eµ∼W |Y
[
(µ− µˆτ⋆)2
f(τ)
]
≥C.
MINIMAX RATES WITHOUT THE FIXED N ASSUMPTION 17
(ii) for all non-increasing functions g :N→R+ such that f(n)/g(n)→∞
EY∼P¯Eµ∼W |Y
[
(µ− µˆτ⋆)2
g(τ)
]
=∞.
5.3.3. Defining the suitable stopping time. For a fixed estimator µˆ that satisfies (5.10)
and a fixed n0 > 0 define the stopping time τ⋆ as
τ⋆ =min{n ∈R : n> n0 and Gn holds}.
By (5.10) this stopping time is Pµ-a.s. finite for all µ. Let Y = (τ⋆,Xτ
⋆
). For every Y =
(n,xn) we have
Eµ∼W |Y=(n,xn) [h(µ,Y )] = Eµ∼W |Xn=xn
[
(µ− µˆn)2
g(n)
]
=
= Eµ∼W |Xn=xn
[
(µ− µ˜n)2 + (µ˜n − µˆn)2
g(n)
]
≥
≥ (µ˜n − µˆn)
2
g(n)
.
The first equality holds due to the event {τ = n} be completely determined by the event
{Xn = xn}. The second equality is due to µ˜n = µ˜(Xn) being the posterior mean given Xn
based on priorW . Furthermore, by definition of τ⋆, the vectorXτ
⋆
satisfies
(µ˜(Xτ
⋆
)− µˆ(Xτ⋆))2 ≥ (c/2) · f(τ⋆).
Then for every Y = (n,xn)
Eµ∼W |Y=(n,xn)
[
(µ− µˆn)2
g(n)
]
≥ c
2
· min
n>n0
f(n)
g(n)
.
Since we can choose n0 arbitrarily large and f(n)/g(n)→∞, the desired results follows.
APPENDIX: REMAINING PROOFS
Proof of Lemma 5.2: k > 1
Let γi =
1
i(i+1) , η
i = c0
√
− logγi
ei for some constant c0 > 0 such that (η
i)2 ≤ δk for all
i= 1, . . . ,∞. The above holds for all positive c0 < δ/k.
Furthermore, let P = {ρ= (ρ1, . . . , ρk) ∈ {−1,1}k, such that ρ1 = 1}. Notice that |P |=
2k−1. For a fixed ρ ∈ P consider a discrete probability measure on Bδ(0) with density
γ(η) =
∑
i∈N
γi1η=ηi,ρ
with ηi,ρ = (ηiρ1, . . . , ηiρk)T . Then, since ηTi,ρηi,ρ = k(η
i)2 we have
Zn =
∞∑
i=1
γie
ηTi,ρSn−nσηTi,ρηi,ρ/2 ≥max
i∈N
γie
ηiTn,ρ−nσk(ηi)2/2,
where Tn,ρ = S1nρ1+ · · ·+Sknρk. Now we apply the argument from the one-dimensional case
and get for any ρ ∈ P
E
[
sup
n>27
e
c0
√
2
4
log logn
(
|Tn,ρ|√
n log logn
−
√
2
2c0
(9σkc20+6)
)]
≤ 4.
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Notice that Tn = |S1n|+ · · ·+ |Skn|=maxρ∈P |Tn,ρ|. Since |P |= 2k−1, we have
E
[
sup
n>27
e
c0
√
2
4
log logn
(
Tn√
n log logn
−
√
2
2c0
(9σkc20+6)
)]
=
= E
[
sup
n>27
max
ρ∈P
e
c0
√
2
4
log logn
(
|Tn,ρ|√
n log logn
−
√
2
2c0
(9σkc20+6)
)]
≤
≤
∑
ρ∈P
E
[
sup
n>27
e
c0
√
2
4
log logn
(
|Tn,ρ|√
n log logn
−
√
2
2c0
(9σkc20+6)
)]
≤ 2k+1.
The desired result follows by taking c= c0
√
2
4 and the fact that log logn > 1, when n > 27.
Proof of Proposition 5.5
Consider Y =
∞⋃
n=1
{n} ×X n. For each A⊂Y let
A[n] = {a ∈X n : (n,a) ∈A}.
We endow Y with a σ-algebra Σ by setting A ∈ Σ, iff A[n] ∈ Bn. Here Bn is a product
σ-algebra on X n. Clearly Σ is a σ-algebra. For A ∈Σ let
νY(A) =
∞∑
n=1
νn(A[n]),
where νn = ν⊗n. Notice that ν is a σ-finite measure on Y .
Consider any µ ∈M. ForA ∈Σ let PY [A |µ] = P [(τ,Xτ ) ∈A |µ]. Notice that PY [∅ |µ] =
0, PY [Y |µ] = 1, and PY [A |µ] ∈ [0,1] for every A ∈Σ. Also, for a any countable collection
Ai ∈Σ of pairwise disjoints sets we have
PY
[ ∞⋃
i=1
Ai |µ
]
=
∑
PY [Ai |µ].
Therefore P is a probability measure. Furthermore, consider A ∈ Σ such that νY(A) = 0.
Denote A[n] = (A1[n], . . . ,An[n]), where Ai[n]⊂X . Then
νY(A) =
∞∑
n=1
n∏
i=1
ν(Ai[n]) = 0.
Thus, ν(Ai[n]) = 0 for all n ∈ N and i ∈ {1, . . . , n}. Since P is absolutely continues with
respect to ν , we have P[Ai[n]] = 0. Therefore, for each n
PY [n,A[n] |µ] = P[τ = n,Xn ∈A[n] |µ]≤ P[Xn ∈A[n] |µ] =
n∏
i=1
P[Xi ∈Ai[n] |µ] = 0.
Then PY [A |µ] =
∑∞
n=1PY [n,A[n] |µ] = 0. Therefore, PY [· |µ] is absolutely continuous
with respect to νY for every µ ∈M . By the Radon-Nikodym theorem there exists a density
pY (n,x
n |µ) with respect to measure νY .
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