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Abstract—Hazy images obscure content visibility and hinder several subsequent computer vision tasks. For dehazing in a wide variety
of hazy conditions, an end-to-end deep network jointly estimating the dehazed image along with suitable transmission map and
atmospheric light for guidance could prove effective. To this end, we propose an Iterative Prior Updated Dehazing Network (IPUDN)
based on a novel iterative update framework. We present a novel convolutional architecture to estimate channel-wise atmospheric light,
which along with an estimated transmission map are used as priors for the dehazing network. Use of channel-wise atmospheric light
allows our network to handle color casts in hazy images. In our IPUDN, the transmission map and atmospheric light estimates are
updated iteratively using corresponding novel updater networks. The iterative mechanism is leveraged to gradually modify the
estimates toward those appropriately representing the hazy condition. These updates occur jointly with the iterative estimation of the
dehazed image using a convolutional neural network with LSTM driven recurrence, which introduces inter-iteration dependencies. Our
approach is qualitatively and quantitatively found effective for synthetic and real-world hazy images depicting varied hazy conditions,
and it outperforms the state-of-the-art. Thorough analyses of IPUDN through additional experiments and detailed ablation studies are
also presented.
Index Terms—Iterative Update, Image Dehazing, Transmission Map, Atmospheric Light.
F
1 INTRODUCTION
An image captured in the hazy environment suffers from obscured
visibility, reduced contrast, color cast and many other degradations
due to the scattering and absorption of light by fog, aerosols, sands
and mists present in the atmosphere [1], [2], [3]. Such distorted
images hinder the performance of several computer vision tasks
related to computational photography, automatic driving systems,
surveillance, and many more. Therefore, dehazing in such cases is
essential for producing images of good perceptual quality and for
improving the performance of subsequent computer vision tasks
on them [4].
Although initial works on dehazing considered multiple im-
ages of the same scene [5], [6], [7], lately, single image dehazing
has gained popularity, which aims at producing a dehazed image
from the single hazy image at hand. While many recent single
image dehazing techniques like [1], [2], [8], [9], [10], [11], [12],
[13], [14], [15], [16], [17], [18], [19], [20] are based on estimating
transmission map and atmospheric light using various priors,
quite a few attempts have been made at end-to-end single image
dehazing [21], [22], [23], [24], [25], [26], [27], [28], [29], [30],
[31], [32], [33], [34], [35].
Accurate estimation of transmission maps helps in proper
dehazing reversing the effects of absorption and scattering [22].
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(a) Training Stage 1 (b) Training Stage 2
(c) Training Stage 3 (end-to-end network)
Fig. 1. A schematic diagram of our proposed IPUDN training framework
for end-to-end dehazing.
Several approaches estimate the transmission map using different
priors such as the dark channel prior (DCP) [1], color attenuation
prior, haze-lines, etc. [1], [2], [8], [9], [10], [11], [12], [13], [14],
[15], [16], [17], [18], [19], [20]. Further, accurate atmospheric
light estimation is also crucial for recovering the appropriate
illumination condition during dehazing. Many techniques estimate
the atmospheric light from the bright pixels of DCP [1]. However,
there are a few dehazing approaches that use deep neural networks
for estimation of both the transmission map and atmospheric light
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(a) Hazy Image (b) EPix2Pix [27]
(c) MSBDN [21] (d) Our IPUDN
Fig. 2. Subjective comparison of our result on a real hazy image [8]
with the state-of-the-art EPix2Pix [27] and MSBDN [21] methods for
dehazing. Cropped regions in boxes are for detail inspection.
directly from the hazy image [31], [35].
End-to-end deep neural network based frameworks for single
image dehazing have been proposed lately that do not perform
explicit transmission map and atmospheric light estimations [21],
[22], [23], [24], [25], [26], [27], [28], [29], [32], [33], [34]. They
do so to avoid sub-optimal restoration due to the estimation of
transmission map and atmospheric light disjoint from the dehazing
system [34]. However, guidance by appropriate transmission map
can help in effective dehazing for a wide range of haze density, as a
transmission map essentially provides the amount of haze at image
pixels as a function of the scene depth. Guidance by accurate
atmospheric light can also prove to be useful as an atmospheric
light represents the illumination associated with haze. Further,
guidance by proper channel-wise atmospheric light could help in
handling color distortions due to haze. Hence, a synergistic use
of transmission map and atmospheric light estimation within an
end-to-end deep learning framework, where dehazing and the said
estimations are carried out jointly, might produce high quality,
visibility enhanced and visually pleasing dehazed images.
In this paper, we propose an end-to-end long short term
memory (LSTM) based iterative dehazing framework that in-
cludes judiciously integrated transmission map and atmospheric
light updater networks. The framework uses initial estimates of
transmission map and atmospheric light from dedicated estimator
networks as priors, which are iteratively updated by the updater
networks during dehazing. A schematic representation of our
approach, Iterative Prior Updated Dehazing Network (IPUDN),
is shown in Fig. 1. Our system handles a wide variety of hazy
conditions, ranging from low to high density, with or without color
cast. As can be seen, the training of our dehazing system is carried
out in three stages.
In the first stage, we train a densely connected encoder-decoder
based network to obtain an initial estimate of the transmission
map. A novel convolutional neural network with a global max-
pooling block is also trained to get an initial estimate of the atmo-
spheric light. Unlike existing approaches, we perform estimation
of channel-wise atmospheric light without considering any specific
prior. Apart from appropriate haze illumination estimation, use
of channel-wise atmospheric light allows us to handle color cast
when it is present.
In the second stage, we consider a novel iterative single image
dehazing framework, where the iteration is aimed at handling a
wide range of haze density in a graded manner reducing distortion.
The initial estimates of the transmission map and atmospheric light
are fed into our LSTM based iterative dehazing framework as
priors, where separate updater networks are trained to update the
transmission map and atmospheric light estimates. Intermediate
dehazed output and updates of the said estimates are generated in
each iteration, which are used in the next iteration along with the
initial estimates of the transmission map and atmospheric light to
achieve dehazing in a progressive manner.
As evident, in the above two stages, the transmission map
and atmospheric light estimators, and the dehazing framework are
trained separately with different objective functions. To achieve
the best performance from our entire dehazing system, in the third
and final stage, the two estimators and the dehazing framework are
fine-tuned together (jointly) introducing dependencies between the
three networks.
We provide details of our implementation along with com-
prehensive analysis including ablation study of the models and
parameters in our system. The proposed approach is extensively
evaluated on standard and recent datasets, compared qualitatively
and quantitatively with the state-of-the-art, and shown to have
utility in a few applications.
Our proposal of using a separate dehazing framework with
transmission map and atmospheric light updaters successfully
handles the insufficiency in the initial estimates of transmission
map and atmospheric light improving the performance signifi-
cantly. Further, our separate dehazing network which is guided
by transmission map and atmospheric light is found to produce
high quality dehazed images even in the presence of a wide range
of haze density and color cast. The vital role of transmission map
and atmospheric light in our dehazing approach is experimentally
validated against an image-to-image mapping network performing
dehazing. Our approach not only gives proper visually enhanced
and realistic reconstruction for images of indoor and outdoor
scenes with synthetic haze, but also performs similarly in a broad
spectrum of natural hazy images.
To summarize, the main contributions of our paper are as
follows:
1) We propose a recurrent convolutional neural network based
novel iterative framework that progressively dehazes images,
which is effective in different types of hazy conditions.
2) We introduce novel updater networks that update initial
estimates of transmission map and atmospheric light in each
iterative step.
3) We propose a novel convolutional neural network based
architecture to get an initial estimate of channel-wise at-
mospheric light, which helps in handling color cast when
present.
4) We discuss and experimentally validate the importance of
using transmission map and atmospheric light estimation,
their updation, and the significance of progressive dehazing
using a separate novel iterative dehazing framework.
5) Our proposed mechanism achieves on an average around
5 dB improvement over the state-of-the-art, and the per-
formance boost becomes more prominent with increased
presence of haze.
The rest of the paper is organized as follows. Section 2
discusses the related work. Section 3 elaborately describes our
proposed image dehazing approach IPUDN. Section 4 presents
the results of the extensive experiments, and the qualitative and
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quantitative comparisons of our approach with the state-of-the-
art. Section 5 discusses different analysis and ablation studies
related to our proposed approach, and also presents additional
experimental results. Finally, Section 6 concludes the paper
discussing future scope. Our project web-page is available at
aupendu.github.io/iterative-dehaze.
2 RELATED WORK
Earlier dehazing techniques involved depth map estimation from
multiple images [5], [6], [7]. But due to different constraints in
multiple image generation and restoration, the recent attention in
the domain is on single image dehazing. We categorize techniques
on single image dehazing into hand-crafted prior based and
learning-based data-driven solutions.
2.1 Handcrafted Prior based Image Dehazing
Single image dehazing is an ill-posed problem in computer vision.
Different astutely considered priors or assumptions have been
used to solve this problem. Tan et al. [17] performed dehazing
by maximizing contrast. Fattal et al. [18] proposed a dehazing
technique based on the relationship between surface shading and
transmission map. He et al. [1] proposed the dark channel prior
(DCP), which is the most popular prior used in image dehazing.
DCP is based on the observation that local regions in natural
non-hazy scenes have very low intensity in at least one of their
color channels. As haze increases, the pixel values in the dark
channel increases. Thus, the value in the dark channel is measure
of haze, which is used for the estimation of transmission map.
Several techniques refined the DCP for halo free transmission map
estimation using different edge-preserving smoothing filters [13],
[19], [36], [37]. Later, many priors have been proposed, such as
color-lines [20], [38], color attenuation prior [14], color ellipsoidal
prior [12], gamma correction prior [10], haze-lines [2], and many
more, which performed well in image dehazing. Color-lines in
RGB space of non-hazy natural images pass through the ori-
gin [38], whereas these color-lines are shown to deviate from the
origin for hazy images by Fattal [20]. This deviation of color-lines
from the origin due to the presence of haze is exploited to propose
dehazing based on color-lines prior. Color attenuation prior [14]
is based on the assumption that with the increase in haze, the
brightness of the image increases but saturation decreases. Based
on this assumption, a linear model is proposed for image dehazing.
In [12], the authors fit the hazy pixel clusters of RGB space in
color ellipsoid and then calculate a prior vector to estimate the
transmission map using color ellipsoid geometry for dehazing. Ju
et al. [10] propose gamma correction prior image dehazing model
which generates a gamma corrected image from the input hazy
image. Both the images are then used to compute the scene depth
for performing dehazing. Haze-Lines [2] prior is based on the
assumption that the colors in a non-hazy image can be represented
by using a few hundred distinct vectors. In the presence of haze,
these colors form clusters along lines in RGB space, named as
haze-lines, which pass through the coordinate value corresponding
to the atmospheric light. For a hazy image, based on the predicted
atmospheric light, the haze-lines are computed to estimate the
transmission map for dehazing. Apart from transmission map
estimation, atmospheric light estimation is another essential task
for good quality dehazing [1], [11]. The most popular way of
estimating atmospheric light is by averaging the top 0.1% of
brightest pixels in DCP [1].
Hazy images are prone to color cast issues in the presence
of different atmospheric conditions like the sandstorm [39], [40].
Huang et al. propose a dehazing technique which handles color
cast due to sandstorms. Ancuti et al. [16] introduced white
balancing in image dehazing for handling color cast. Choi et
al. [15] suggested a similar approach, where they introduced
haze density weight along with white balancing for haze aware
image dehazing. Peng et al. [8] proposed image dehazing through
saturation correction that handles color cast. Recently, Kim et
al. [9] proposed saturation-based transmission map estimation for
dehazing which performs color correction using white balancing
approach. The authors mention that such a approach is useful for
hazy images with fine or yellow cast.
2.2 Learning based Image Dehazing
The unprecedented success of deep convolution neural network
(CNN) in different computer vision tasks motivated the commu-
nity to applying it for image dehazing. Cai et al. [35] introduced
DehazeNet to estimate the transmission map for image dehazing.
Li et al. [34] introduced AODNet, an end-to-end CNN model on a
re-formulated atmospheric model to generate a dehazed image.
Zhang et al. [31] proposed DCPDN, a dense encoder-decoder
model for estimation of transmission map and atmospheric light.
Then they followed the expression of atmospheric model shown
in Equation (1) to produce the haze-free image. Qu et al. [27]
proposed a generative adversarial network (GAN) based Pix2pix
network that considers image-to-image translation over the atmo-
spheric model expression for dehazing. Park et al. [25] propose
GAN based model comprising of CycleGAN and conditional
GAN for dehazed texture-aware image dehazing. Chen et al. [26]
showed that how patch size effects the quality for DCP based
image dehazing and proposed an efficient patch map selection
mechanism through CNN for image dehazing. Li et al. [24]
exploits the idea of DCP along with a gradient prior to propose
a semi-supervised deep model to dehaze images. Golts et al. [23]
used DCP loss for training unsupervised deep network for image
dehazing. Liu et al. [29] introduced GridDNet, an end-to-end deep
learning architecture with pre- and post-processing blocks for the
same. Ren et al. [33] used multi-scale CNNs for image dehazing.
Later, Ren et al. [32] proposed a multi-scale gated fusion network
using encoder-decoder architecture that produced haze-free im-
ages. Dudhane et al. [28] proposed RYF-Net, which includes RNet
and YNet for transmission map estimation in RGB and YCbCr
space, and FNet which fuses the generated transmission maps
for image dehazing. Wang et al. [41] showed that the image’s
Y channel in YCbCr space is influenced to a greater extent by
atmospheric illumination in hazy weather than the chrominance
channels. Based on this, they proposed multiscale CNN based
AIPNet for image dehazing. Zhang et al. [22] proposed fast multi-
scale dehazing model FAMED-Net, which fused the response
from a three scale encoder to perform dehazing. Li et al. [42]
proposed a method to learn different levels of haze and develop
an integration strategy to get the final dehazed output. Recently,
Dong et al. [21] proposed multi-scale based deep network which
works on strengthen-operate-subtract-boosting strategy for image
dehazing. Recently, Santra et al. [30] proposed a patch quality
comparator for transmission map estimation for image dehazing.
DCP based atmospheric light computation was used and it was
shown that their patch selection through patch quality comparator
could handle color cast.
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3 PROPOSED ITERATIVE PRIOR UPDATED DEHAZ-
ING NETWORK (IPUDN)
We divide our learning-based framework into three parts: trans-
mission map estimator, atmospheric light estimator, and dehazing
architecture. We discuss the need for the three separate models
in Section 3.1. Later, we describe the transmission map and
atmospheric light estimator models in Sections 3.2 and 3.3, respec-
tively. In Section 3.4, we present our the recurrent convolutional
neural network based dehazing architecture with iterative update
strategies for transmission map and atmospheric light.
3.1 Haze Formation Model and Motivation
In the dehazing literature, many image dehazing approaches fol-
low the atmospheric scattering model of haze formation [43].
I(x) = J(x)t(x) + (1− t(x))A (1)
where I(x) is the value at the pixel x in the hazy image channel,
J(x) is the corresponding scene radiance, A is the atmospheric
light and t(x) is the transmission map. t(x) is depth-dependent
and it is defined as t(x) = e−βd(x), where β is the attenuation
coefficient, which is related to haze density, and d(x) is the
distance between the camera and the scene. Therefore, generating
the dehazed image J(x) from the hazy image I(x) requires depth-
dependent estimation of t(x) along with A.
Many papers in literature estimate the transmission map t(x)
and the atmospheric light A separately, and perform the dehazing
operation as follows
J(x) =
I(x)−A
t(x)
+A (2)
Estimation of t(x) and A using separate objective functions rather
than jointly with dehazed output estimation may result in sub-
optimal image reconstruction [34]. Even when t(x) and A are
estimated using reconstruction loss of the dehazed output through
Equation (2), sub-optimal image reconstruction may take place, as
the reconstruction loss will essentially represent the aggregate of
the individual losses in the estimated t(x) and A.
A few recently developed deep learning based methods con-
sider end-to-end training for dehazing without estimating the
transmission map and atmospheric light. A couple of such tech-
niques [27], [32], [44] have been found to perform very well on
images with less amount of haze, but do not often work satis-
factorily for a wide range of haze density. Absence of guidance
by an appropriate transmission map may be a pivotal reason for
this observation, as a transmission map essentially provides the
amount of haze at image pixels and its use might make a model
aware of the amount of dehazing required.
With the motivation to overcome the above issues, we use
a separate deep dehazing network along with transmission map
and atmospheric light estimation models. The dehazing network
takes an hazy image along with its estimated transmission map
and atmospheric light as inputs, and updates the two estimates
iteratively. The dehazing network guided by the updated transmis-
sion map and atmospheric light reconstructs the optimal dehazed
image.
3.2 Transmission Map Estimation Network
The transmission map provides useful information about haze
density, which helps in the proper dehazing of an image. We
use the densely connected encoder-decoder network of [31] to
estimate the transmission map. We train the transmission map
estimation model using structural similarity (SSIM) [45] as a loss
function instead of the mean-squared error (MSE) loss function.
[31] shows that use of SSIM loss gives sharper edges retaining
structural information, which leads to reduction of halo artifacts,
one of the main issues associated with image dehazing. Once the
model is trained, we use it as a transmission map estimator while
training the dehazing network and later during testing.
3.3 Atmospheric Light Estimation Network
Fig. 3. Atmospheric light estimation model to predict atmospheric light
across 3 color channels. The convolution blocks hierarchically extract
regional contributions to atmospheric light, which is pooled globally to
get the maximum contribution as the estimate.
Atmospheric light is a critical factor for generating dehazed
outputs with proper lighting condition. Inaccurate estimation of
atmospheric light may lead to under or overexposed images with
color distortions. For atmospheric light estimation, we propose
a novel convolutional neural network architecture as shown in
Fig. 3. As evident, we use sequentially stacked convolution layers,
where each of them is followed by group normalization [46] and
ReLU non-linearity. 7 × 7 max-pool layer with stride 2 helps
in reducing spatial dimension in subsequent pairs of convolu-
tion blocks. Our model computes three atmospheric light values
corresponding to each color channel. Larger max-pooling kernel
reduces the effect of local factors like object color while estimating
the atmospheric light, which is a single value for a color channel.
We also use a global max-pooling at the end, which pools a single
maximum intensity across the spatial dimension in a channel,
as our target is to estimate the intensity of ambient light in the
image channels. The intuition of the global max-pool is inspired
from the idea of atmospheric light estimation using DCP, where
emphasis is given on higher intensity pixels. To validate our usage,
we performed experiments comparing global average-pooling to
global max-pooling as shown in Section 5.1.3 and found that
global max-pooling gives far better estimates of atmospheric light.
We trained our atmospheric light estimator using mean-squared
error as the loss function. As presence of color cast in a hazy
image affects one or more color channels, estimating channel-wise
atmospheric light facilitates color cast reduction.
3.4 Iterative Dehazing Network
In our dehazing network, we employ two main strategies. Firstly,
we propose an iterative transmission map and atmospheric light
updating strategy. Secondly, an LSTM based recurrent convolu-
tional neural network is used to maintain inter-time step depen-
dencies. Our whole updater based iterative dehazing network is
shown in Fig. 4
3.4.1 Recurrent Dehazing Formulation
We use 6-layer residual network for dehazing as shown in
Fig. 4(a). It consists of four main parts: (a) Input feature extraction,
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(a) Dehazing Model using LSTM based recurrence
(b) Atmospheric Light Updater (c) Transmission Map Updater
Fig. 4. Our proposed LSTM based iterative dehazing network with transmission map and atmospheric light updater. Here, I′(t), A′(t) and T ′(t)
are the dehazed output, updated atmospheric light and updated transmission map, respectively, at time step t. h(t) is the output from the LSTM
at time step t. The inputs to the dehazing model are X(t − 1) = {I, T,A, I′(t − 1), T ′(t − 1), A′(t − 1)}, to the atmospheric light updater are
XA(t−1) = {I, A, I′(t−1), A′(t−1)} and to the transmission map updater areXT (t−1) = {I, A, I′(t−1), T ′(t−1)}, where I, A and T are the
hazy input image, and initial estimates of atmospheric light and transmission map, respectively. The dehazing model comprises of a pivotal LSTM
block which introduces inter-time step dependencies and consecutive residual blocks to enable intricate changes in image pixels. The updaters
employ hierarchical feature extraction, with the atmospheric light updater using average pooling to aggregate all pixel-level contributions.
fin, (b) Recurrent layer, fLSTM , (c) Consecutive 6 residual
blocks for higher-level feature extraction, fres, (d) Output layer
for dehazed image reconstruction, fout. Our dehazing network
can be described mathematically as:
y(t) = fin(X(t− 1)),
h(t) = fLSTM (h(t− 1), y(t)),
I ′(t) = fout(fres(h(t)))
(3)
We choose LSTM as a recurrent block due to its empirical
superiority over the gated recurrent unit (GRU) for our dehazing
framework. The LSTM layer fLSTM takes features y(t) extracted
by fin in the present state and the previous recurrent state
h(t − 1) as inputs. The LSTM after the first convolution block
helps to keep dependencies in consecutive time steps enabling
interaction between intermediate features from subsequent states.
Unlike conventional LSTM [47], motivated by [48], [49], [50],
we use the entire model recursively in each time step which
reduces the model size required significantly. In our work, we use
convolutional LSTM [51] as shown in Equation (4). At timestep
t, LSTM receives features from the input feature extraction block
and recurrent state at timestep t−1. The LSTM computes an input
gate i(t), a forget gate f(t), an output gate o(t), and a cell state
c(t), and can be formulated as,
y(t) = fin(X(t− 1)),
i(t) = σ(Wiy ⊗ y(t) +Wis ⊗ h(t− 1) + bi),
f(t) = σ(Wfy ⊗ y(t) +Wfs ⊗ h(t− 1) + bf ),
o(t) = σ(Woy ⊗ y(t) +Wos ⊗ h(t− 1) + bo),
g(t) = tanh(Wgy ⊗ y(t) +Wgs ⊗ h(t− 1) + bg),
c(t) = f(t)} c(t− 1) + i(t)} g(t),
h(t) = o(t)} tanh c(t)
(4)
where σ is sigmoid function, tanh is hyperbolic tangent function,
} is element-wise multiplication, and ⊗ is convolution operation.
Algorithm 1: Proposed dehazing algorithm
Result: I ′=dehazed image
Data: I=hazy image
maxtimestep = t1 (Total number of iterations);
T = Γ(I) (Estimate transmission map);
A = Λ(I) (Estimate atmospheric map);
I ′(0) = I, T ′(0) = T,A′(0) = A;
while t ≤ t1 do
I ′(t) = H(I, T,A, I ′(t− 1), T ′(t− 1), A′(t− 1));
∆T = ∪Γ(I, T, I ′(t), T ′(t− 1));
∆A = ∪λ(I, A, I ′(t), A′(t− 1));
T ′(t) = T ′(t− 1) + ∆T ;
A′(t) = A′(t− 1) + ∆A;
end
if is train then
Calculate loss between Iground−truth, I ′(t1);
Calculate gradients;
Update parameters;
end
3.4.2 Iterative Updater Mechanism
We have already discussed the recurrent mechanism of our dehaz-
ing network as shown in Fig. 4. Now we discuss our iterative
updating mechanism. The algorithm as shown in Algorithm 1
describes the workflow of training and testing of the iterative
updation based dehazing mechanism. During forward propagation,
the already trained transmission map estimation model Γ and
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TABLE 1
Comparison of different state-of-the-art approaches with the proposed for single image dehazing on images from OTS Outdoor and NYU Indoor
datasets with synthetic haze. (Best: Bold red highlight, Second best: Blue highlight)
Techniques
Non-cast Hazy Images Color Cast Hazy Image
Outdoor
Low Haze
(LSOT)
Outdoor
Mid Haze
(MSOT)
Outdoor
High Haze
(HSOT)
Indoor
Low Haze
(LSIT)
Indoor
Mid Haze
(MSIT)
Indoor
High Haze
(HSIT)
Color Cast
Random Haze
(SCHT)
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PID [15]
TIP’15
14.29/0.7097/
34.42
12.10/0.5255/
43.22
10.80/0.4049/
49.93
16.67/0.7763/
34.76
12.16/0.5867/
46.28
9.82/0.4109/
56.75
8.96/0.1260/
77.99
AOD-Net [34]
ICCV’17
15.00/0.7037/
30.38
11.62/0.5097/
42.56
10.05/0.3962/
50.29
17.07/0.7942/
27.55
11.09/0.5628/
46.71
8.86/0.4170/
57.32
9.62/0.1271/
77.26
PQC [30]
TIP’18
18.54/0.8272/
31.20
14.59/0.6793/
40.90
11.44/0.5482/
45.82
19.21/0.8513/
26.36
13.85/0.7061/
38.61
10.66/0.5746/
49.07
12.68/0.3160/
74.25
EPix2Pix [27]
CVPR’19
20.28/0.7729/
42.01
17.10/0.5779/
55.95
14.74/0.3921/
63.14
21.28/0.8805/
24.57
15.13/0.7531/
37.60
12.27/0.6399/
48.95
13.20/0.3206/
77.90
GridDNet [29]
ICCV’19
18.56/0.8308/
22.59
12.48/0.5976/
37.96
9.07/0.4205/
49.54
29.66/0.9826/
8.58
21.61/0.8855/
19.57
15.56/0.7258/
33.98
9.47/0.1455/
79.08
ALC [8]
TCSVT’20
19.45/0.8500/
27.67
16.89/0.7438/
36.33
14.56/0.6289/
44.25
19.94/0.8725/
22.59
16.27/0.7778/
31.98
13.50/0.6763/
42.38
12.26/0.3148/
79.15
Haze-Lines [2]
TPAMI’20
16.59/0.7941/
41.83
13.44/0.6350/
58.06
11.16/0.4972/
76.17
15.62/0.7303/
45.88
11.75/0.6020/
62.87
8.48/0.4493/
79.11
11.05/0.2749/
77.04
FSID [9]
TIP’20
17.83/0.8107/
28.49
13.36/0.6720/
39.12
10.69/0.5514/
47.01
18.51/0.7900/
29.63
13.90/0.7265/
35.89
11.29/0.6317/
43.20
10.80/0.3521/
75.30
MSBDN [21]
CVPR’20
19.98/0.8585/
20.33
13.63/0.6312/
36.29
10.02/0.4545/
49.66
31.13/0.9823/
7.4944
23.05/0.9143/
15.78
17.39/0.7837/
27.56
9.76/0.1452/
79.31
Ours IPUDN 25.83/0.9430/22.44
24.43/0.9220/
22.77
22.81/0.8822/
26.76
30.02/0.9645/
12.44
27.17/0.9401/
16.04
23.94/0.8902/
21.95
26.74/0.9157/
28.92
atmospheric light estimation model Λ take the hazy image I as
input and give estimated transmission map T and atmospheric
light A, respectively as outputs. Dehazing network takes the
estimated transmission map and atmospheric light along with the
hazy image as inputs and iteratively dehaze the image, where
the transmission map and atmospheric light are also updated.
X(t − 1) is the input of our dehazing network at time step t. It
contains of two types of inputs: static and dynamic inputs. Static
inputs are hazy image I , initially estimated transmission map
T and initially estimated atmospheric light A, which are time-
independent. Now, the time-dependent dynamic inputs contain
dehazed image I ′(t − 1), updated transmission map T ′(t − 1)
and updated atmospheric light A′(t − 1). At the first timestep
t = 1, I ′(t− 1) = I , T ′(t− 1) = T , and A′(t− 1) = A. After
each time step, the transmission map and atmospheric light are
updated. Two separate updater networks estimate the transmission
map update ∆T and atmospheric light update ∆A required.
These corresponding estimated updates are added to T ′(t − 1)
and A′(t − 1) from the previous time step to respectively get
T ′(t) and A′(t) in the current time step. The input XT (t − 1)
to the transmission map updater ∪Γ also contains both static and
dynamic inputs as shown in Fig. 4(c). The input hazy image I ,
initially estimated transmission map T , dehazed image I(t) at
time step t, and updated transmission map T ′(t− 1) at time step
t − 1 form XT (t − 1). Similarly, atmospheric light updater ∪λ
as shown in Fig. 4(b) takes the input XA(t − 1) which has the
input hazy image I , atmospheric light A, dehazed image I(t)
at time step t, and updated atmospheric light A′(t − 1) at time
step t − 1. As said earlier, the updated transmission map T ′(t)
at timestep t is T ′(t − 1) + ∆T and updated atmospheric light
A′(t) at timestep t is A′(t − 1) + ∆A. After finishing all the
time steps (iterations), the dehazing model, and transmission map
and atmospheric light updaters are trained by back-propagating
the loss between the dehazed and the ideal hazy-free image. In
the case of testing, we obtain the required dehazed image after
finishing all the iterations.
3.4.3 Dehazing Network Architecture
In our network architecture, fin is a single layer convolution, fres
includes 6 consecutive residual blocks and fout is also a single
layer convolution. All the convolution layer filters have 3 × 3
size and padding 1 × 1 with ReLU non-linearity. There are 14
input channels and 32 output channels in the first convolution
layer due to concatenation of RGB image, 3-channel atmospheric
light and transmission map, all of them both in static and dynamic
form. fout takes the output of fLSTM with 32 channels as input
and outputs 3-channel RGB image. In our convolutional LSTM
block fLSTM , all the convolutions have 32 input channels and
32 output channels. In our experiment, we consider six iterations
/time steps based on empirical evidence. We experimented with
different number of time steps, and the detailed discussions are
given in Section 5.2.3. We use six consecutive convolution blocks
in both updater networks to estimate the changes required in
the transmission map and atmospheric light at each time step.
Both the updater blocks have consecutive convolution blocks with
parametric ReLU non-linearity. We use tanh non-linearity in
the last layer so that the changes can be in both positive and
negative directions. In the case of the atmospheric light updater,
we use global average pooling to get a single global update instead
of pixel-wise updates, as the former has been empirically found
superior (See Section 5.1.2).
3.4.4 Loss Function
A combination of different loss functions from MSE, L1,
SSIM , adversarial [52] loss and perceptual [53] loss has been
used for training dehazing models. In a similar manner, we
consider two different loss functions for training our dehazing
network. One of them is the L1 loss, which we empirically find
to be superior to the MSE /L2 loss for training our network
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TABLE 2
Comparison of different state-of-the-art approaches with the proposed for single image dehazing on real-world hazy images.
(Best: Bold red highlight, Second best: Blue highlight)
Dataset Measures TechniquesPID [15]
TIP’15
AOD-Net [34]
ICCV’17
PQC [30]
TIP’18
EPix2Pix [27]
CVPR’19
GridDNet [29]
ICCV’19
ALC [8]
TCSVT’20
Haze-Lines [2]
TPAMI’20
FSID [9]
TIP’20
MSBDN [21]
CVPR’20
Our
IPUDN
BeDDE VIRI
0.8602
0.9679
0.8716
0.9674
0.8930
0.9696
0.8956
0.9640
0.8909
0.9682
0.8620
0.9696
0.8715
0.9589
0.8991
0.9683
0.7688
0.9039
0.9065
0.9711
O-Haze
VI
RI
PSNR/ SSIM
0.8723
0.9543
15.53/ 0.37
0.8382
0.9546
15.17/ 0.36
0.8661
0.9618
16.69/ 0.49
0.9078
0.9715
17.38/ 0.61
0.7653
0.9150
13.54/ 0.37
0.8666
0.9623
16.06/ 0.45
0.8797
0.9623
15.81/ 0.52
0.8946
0.9582
16.81/ 0.52
0.8151
0.9627
16.83/ 0.45
0.9164
0.9737
19.39/ 0.64
I-Haze
VI
RI
PSNR/ SSIM
0.9174
0.9710
15.67/ 0.57
0.8855
0.9669
14.60/ 0.56
0.9241
0.9745
15.25/ 0.57
0.9336
0.9727
15.80/ 0.61
0.8693
0.9197
12.24/ 0.47
0.9064
0.9724
14.34/ 0.55
0.9083
0.9685
15.48/ 0.60
0.9309
0.9711
17.21/ 0.61
0.9125
0.9744
16.57/ 0.64
0.9418
0.9782
16.21/ 0.62
(See Section 5.2.3). The other loss used by us is the perceptual
difference loss [53]. Therefore, the total reconstruction loss L is
defined as
L = LL1 + λLP (5)
where LL1 is the mean absolute difference loss and LP is the
perceptual difference loss. λ is a hyper-parameter and we use
λ1 = 0.8 in our experiments. While computing our reconstruction
loss during training, we only impose the supervision on the final
output I ′(t) for a model with the number of time steps as t.
Detailed discussions on the supervision on final outputs and the
iterative supervisions are given in Section 5.2.3. Our perceptual
loss function is defined as
LP = 1
CHW
C∑
c=1
H∑
h=1
W∑
w=1
| φc,h,w(I ′(t))− φc,h,w(Igt) | (6)
where Igt is the ground truth for supervision. In our Perceptual
loss, we use the absolute error between the high level features
extracted by VGG network from actual haze-free and dehazed
images at final time step. In the above, we use relu2 2 layer of
vgg19 architecture [54] as the feature extractor.
3.5 Stage-wise Training and Fine Tuning
In our proposed approach, there are three trainable architectures:
the transmission map estimation model, the atmospheric light esti-
mation model, and the dehazing network with updater mechanism.
Instead of training the whole network together, we divide the train-
ing procedure into three stages. This is done as we experimentally
found that training the whole system as one from the beginning
makes the convergence slow, and the training gets stuck in poor
local minima. The required different objective functions possibly
push the training in different directions producing small gradient
magnitudes. Therefore, we train each of the three networks with
separately with the relevant objective functions. In the first stage,
the transmission map and atmospheric light estimators are trained
separately. In the second stage, the dehazing network is trained
separately using the reconstruction loss. In the third stage, all the
three trained networks are fine-tuned considering them together
with the multiple objective functions. This fine-tuning, which is
carried out at a lower learning rate, is performed to introduce
fine dependencies between the three networks. Fine-tuning them
together allows us to achieve the best performance from our
entire dehazing system, while remaining in the local vicinity
of the solutions provided by the individual trainings. Similar
stage-wise training has been successfully adopted in different
applications [31], [55], [56] earlier.
4 EXPERIMENTAL RESULTS
4.1 Datasets
For training, validation and testing our dehazing network, we
generate synthetic hazy image datasets from indoor and outdoor
images with depth information. We use the NYU Depth Dataset
V2 [57], which contains the indoor images with depth maps.
Outdoor images are taken from the Outdoor Training Set (OTS)
dataset [4], where we adopt the state-of-the-art deep learning
algorithm of [58] for depth estimation. We divide both indoor and
outdoor images into three non-overlapping training, validation,
and testing sets. Details of training and validation are given in
Section 4.2. Both validation and testing sets contain 100 images
each, with 50 indoor and 50 outdoor images. We prepare all the
100 images in the testing set with three different levels of hazy
condition. Haze is synthetically added using Equation 1. The three
different hazy indoor image test datasets with 50 images in each
are named as Low-haze Synthetic Indoor Test-set (LSIT), Mid-
haze Synthetic Indoor Test-set (MSIT) and High-haze Synthetic
Indoor Test-set (HSIT). The three different hazy outdoor test
datasets with 50 images in each are named as Low-haze Synthetic
Outdoor Test-set (LSOT), Mid-haze Synthetic Outdoor Test-set
(MSOT) and High-haze Synthetic Outdoor Test-set (HSOT). The
50 outdoor images from the testing set are also used to prepare
a synthetic color-cast hazy image dataset using random amounts
of haze and it is named as Synthetic Color-cast Haze Test-set
(SCHT). Our training dataset contains 2, 378 outdoor images and
1, 349 indoor images. For quantitative evaluation on synthetic
images, we consider all the 350 images from the 7 aforesaid
datasets corresponding to the testing set. For the quantitative
evaluation on real-world images, we use O-Haze [59], I-Haze [60]
and BeDDE [61] datasets.
4.2 Implementation Details
As discussed in Section 3.5, we train our dehazing framework
in three stages, as shown in Fig. 1. In the first stage, we train
the transmission map and atmospheric light estimation model
separately using the training set, which contains both indoor
and outdoor images. We synthetically add random amounts of
haze during training and validation using Equation 1. A random
amount of haze is generated with a random selection of the
attenuation coefficient β and the atmospheric light A. We extract
16 patches of size 224 × 224 for each batch update, and we
randomly augment those images using random horizontal and
vertical flipping, and 90◦ rotation. We validate the model after
each iteration to choose the best model for testing. We train both
the transmission and atmospheric light estimation models for 250
iterations using Adam optimizer [62] with default settings in the
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Fig. 5. Subjective evaluation of the different methods on hazy images with synthetically generated haze. Zooming into image regions like the cropped
ones in boxes will show the effectiveness of our method. The 1st-3rd rows: Results on hazy images with color cast. The 4th-9th rows: Results on
hazy images without color cast.
PyTorch environment. We set the initial learning rate as 1e−4 and
decay the learning rate by half after every 50 iterations.
In the second stage, we use the already trained transmission
and atmospheric light estimation model to compute the initial
transmission map and atmospheric light for each training image.
We do not update the transmission and atmospheric light esti-
mation models during this stage of training. We use the same
augmentation strategy, optimizer, and initial learning rate as in
the previous stage. We train the dehazing network using the
hazy images from the training set, with the corresponding initial
transmission map and atmospheric light as inputs. We train for
500 iterations where each iteration does 2000 batch updates with
a batch size of 2 and decay the learning rate by half after every
100 iterations.
At the final stage, we fine-tune the whole dehazing system
together. We found that the fine-tuning results in performance
improvement as dependencies between the three networks are
invoked. During fine-tuning, we keep the learning rate of trans-
mission map and atmospheric light estimation model 10 times
lesser than the dehazing network and train the whole framework
for another 500 iterations with the same training set up. Although
we extract patches during training, we feed the hazy image as a
whole into the network while performing dehazing.
4.3 Quantitative Evaluation
4.3.1 Evaluation on Synthetic Hazy Images
For comparative evaluation on synthetic datasets, we consider the
7 datasets having images with different amounts of haze and color
cast described in Section 4.1. Table 1 presents the comparison
with different dehazing approaches that represent the state-of-the-
art. We perform the quantitative evaluation of the images produced
by PID [15], AOD-Net [34], PQC [30], ALC [8], EPix2Pix [27],
GridDNet [29], Haze-Lines [2], MSBDN [21], FSID [9], and our
IPUDN. We use structural similarity (SSIM) measure to quantify
the structural difference between a dehazed output image and
the corresponding non-hazy image and peak-signal-to-noise ratio
(PSNR) to measure their pixel to pixel difference. We also use
the CIEDE2000 [63] measure to compute the pixel-wise color
difference between the dehazed image and its non-hazy counter-
part. It is evident from the table that except for the ’Indoor Low
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Fig. 6. Subjective evaluation of the different methods on real-world hazy images. Zooming into image regions like the cropped ones in boxes will
show the effectiveness of our method. The 1st-3rd rows: Results on hazy images with color cast. The 4th-9th rows: Results on hazy images without
color cast.
Haze’ case, our IPUDN outperforms all the other techniques by
substantial margins in terms of PSNR, SSIM, and CIEDE2000 in
a broad spectrum of hazy images. In the ’Indoor Low Haze’ case,
our approach performs close to the best performing approach,
MSBDN [21], while outperforming most of the others.
4.3.2 Evaluation on Real-world Hazy Images
We further evaluate our proposed method’s performance in
three different real-world benchmark datasets, O-Haze [59], I-
Haze [60], and BeDDE [61]. O-Haze and I-Haze dataset contain
45 outdoor and 35 indoor images, respectively, where haze ma-
chines are used to create hazes in the scene. The recently published
BeDDE dataset contains 208 actual natural hazy images and their
non-hazy references. They also proposed two different metrics,
Visibility Index (VI) and the Realness Index (RI), specifically
designed to analyze the performance of dehazing algorithms in
real-world datasets. Visibility Index assesses the quality of the de-
hazed image using the similarity of visibility between the dehazed
image and its non-hazy reference. Realness Index measures the
similarity between dehazed image and its non-hazy reference in a
pre-defined feature space to evaluate the realness of the image
given the reference. Dehazed images with good visibility but
having artifacts will perform poorly in RI, and dehazed images
with low visibility will perform poorly in VI. For both VI and RI,
a higher value signifies a better performance. Table 2 shows the
quantitative evaluation of real-world images using these VI and
RI measures along with PSNR and SSIM. VI and RI are shown
alone for the BeDDE dataset, as typical ground truths required to
calculate PSNR and SSIM are not available in this dataset. It is
apparent from the table that our IPUDN performs best in terms of
all the measure on all the datasets, except PSNR and SSIM based
evaluation on the I-Haze dataset, where it performs close to the
best in comparison to the others. This indicates effective dehazing
performance in terms of visibility and artifact-free reconstruction.
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TABLE 3
Ablation study of our model architecture showing the performance improvements achieved by including its various components successively.
(Best: Bold red highlight, Second best: Blue highlight)
Techniques
Non-cast Hazy Images Color Cast Hazy Image
Outdoor
Low Haze
(LSOT)
Outdoor
Mid Haze
(MSOT)
Outdoor
High Haze
(HSOT)
Indoor
Low Haze
(LSIT)
Indoor
Mid Haze
(MSIT)
Indoor
High Haze
(HSIT)
Color Cast
Random Haze
(SCHT)
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
Baseline-1
RESNet16
17.43/0.7047
/53.24
17.05/0.6867/
53.66
16.00/0.6188/
55.84
17.75/0.7014/
46.70
15.99/0.6258/
50.92
13.85/0.5100/
58.11
18.73/0.7167/
52.50
Baseline-2
RESNet6+A+TM
22.99/0.8737/
38.48
19.19/0.7704/
47.90
15.69/0.6640/
55.88
26.14/0.9244/
24.85
20.11/0.8071/
38.30
16.40/0.6853/
49.94
23.35/0.8287/
44.65
Baseline-3
RESNet6+A+TM+LSTM
23.16/0.8832/
35.21
19.76/0.7907/
44.05
17.37/0.7003/
52.86
27.44/0.9378/
21.63
22.28/0.8394/
33.34
18.25/0.7258/
44.51
23.99/0.8401/
42.38
Baseline-4
RESNet6+A+TM+IUN
23.54/0.8934/
34.38
22.17/0.8670/
38.27
20.76/0.8214/
41.50
27.37/0.9230/
25.06
25.08/0.8953/
30.44
21.80/0.8172/
39.95
24.78/0.8670/
39.67
Baseline-5 (Our IPUDN)
RESNet6+A+TM+LSTM+IUN
23.85/0.9096/
33.26
22.57/0.8883/
36.67
21.61/0.8431/
39.61
28.24/0.9405/
22.04
25.16/0.9070/
27.38
21.90/0.8362/
35.42
25.08/0.8818/
38.19
Fig. 7. Ablation study of our model using our estimation of atmospheric light and transmission map. (a) Hazy input, (b) Ground truth, (c) Baseline-
1: RESNet16, (d) Baseline-2: RESNet6+A+TM, (e) Baseline-3: RESNet6+A+TM+LSTM, (f) Baseline-4: RESNet6+A+TM+IUN, (e) Our IPUDN:
RESNet6+A+TM+LSTM+IUN. (zoom for the best view)
4.4 Subjective Evaluation
4.4.1 Evaluation on Synthetic Hazy Images
In Fig. 5, we perform subjective evaluation on synthetically
generated hazy images considering our IPUDN and the following
recently published approaches that give state-of-the-art perfor-
mance: PQC [30], ALC [8], EPix2Pix [27], GridDNet [29], Haze-
Lines [2], MSBDN [21], FSID [9]. The images in Fig. 5 contain
synthetic haze of varying amounts and a few of them also contain
synthetic color cast. The first three images in Fig. 5 are hazy
images with green, yellow, and blue casts, respectively. These
color casts are shown, as similar casts naturally occur in images
captured in haze (See first three images in Fig. 6). The remaining
six images are non-cast hazy images, where the first three are of
outdoor scenes, and the last three are of indoor scenes.
From the results generated on the color cast hazy images by
the existing approaches, we see that most of them do not remove
the color casts by significant amount and in all image regions,
while a few of them over-saturates the cast color. In a couple
of dehazed images, color distortion is also evident. As can be
seen from the dehazed results obtained using our IPUDN on the
color cast hazy images, color casts are satisfactorily removed and
visually realistic dehazed images close to the ground truths are
generated. It is evident that our approach outperforms the others.
Considering the dehazing performance of all the approaches on
all the images in the figure, we can see that the amount of haze
reduced by the existing techniques is limited as compared to that
of our IPUDN. A few existing approaches perform quite well for
indoor images, however our approach does better. As evident in the
fourth-row results of the figure produced by a couple of existing
approaches, artifacts are visible in regions of high haze density.
For the synthetic indoor and outdoor hazy images in Figure 5
having different amounts of haze and different variety of color
casts, our approach removes haze and color cast substantially,
enhances visibility, performs faithful color restoration, achieves
visually realistic reconstruction, produces images close to the
ground truths, and outperforms the other techniques.
4.4.2 Evaluation on Real-world Hazy Images
We compare the performance of our IPUDN with other state-
of-the-art techniques on real-world hazy images. We show the
subjective evaluation of the dehazing methods considered in Sec-
tion 4.4.1 on real images in Fig. 6. The first-row shows results on
a real hazy image having a green color cast [8]. The results in the
second-row are for a real hazy image with a yellow-red color cast
due to sandstorm [8]. The third-row shows results on a real hazy
image with a bluish color cast [15]. The rest are non-cast real hazy
images from [1], [4], [15]. As evident from the dehazed results of
the existing approaches on real color cast hazy images, most of
them do not remove color casts substantially. Color distortion is
also introduced by a few of them and in a couple of dehazed results
we see loss of object color. Our IPUDN removes the color casts
substantially and maintains visually realistic object color without
introducing visible color distortion or loss.
Considering the dehazing performance of all the approaches on
all the images in the figure, we see that the amount of dehazing by
the existing approaches, particularly in regions with thick haze, is
limited compared to our IPUDN. In a few cases, color artifacts
are evident in the results by the existing approaches, which
includes non-realistic reproduction of color (like bluish color in
place of green), unlike the results of our method. Our approach
produces better dehazing results for all the images reducing haze
substantially and producing visually realistic output with faithful
color reconstruction. This is true for the critical hazy images in
the fourth and seventh rows as well, where dense haze in present
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TABLE 4
Performance comparison of the global update in our atmospheric light updater model with local update. (Best: Bold highlight)
Atmospheric
Light Intensity
Update
Non-cast Hazy Images Color Cast Hazy Image
Outdoor
Low Haze
(LSOT)
Outdoor
Mid Haze
(MSOT)
Outdoor
High Haze
(HSOT)
Indoor
Low Haze
(LSIT)
Indoor
Mid Haze
(MSIT)
Indoor
High Haze
(HSIT)
Color Cast
Random Haze
(SCHT)
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
Local 23.18/0.8875/35.67
20.12/0.8037/
44.41
17.77/0.7482/
48.61
28.35/0.9475/
20.23
22.98/0.8550/
32.05
18.74/0.7423/
43.84
24.22/0.8451/
43.70
Global 23.85/0.9096/33.26
22.57/0.8883/
36.67
21.61/0.8431/
39.61
28.24/0.9405/
22.04
25.16/0.9070/
27.38
21.90/0.8362/
35.42
25.08/0.8818/
38.19
TABLE 5
MSE comparison of Max-pooling with Average pooling for atmospheric
light estimation network. All the numbers are multiple of 10−4.
(Best: Bold highlight)
Image Type Haze Density Pool TypeMax-Pool Average Pool
Non-cast
Hazy
Outdoor Low Haze (LSOT) 9.7 26.7
Outdoor Mid Haze (MSOT) 7.8 24.7
Outdoor High Haze (HSOT) 6.8 11.4
Indoor Low Haze (LSIT) 25.2 22.2
Indoor Mid Haze (MSIT) 9.1 22.4
Indoor High Haze (HSIT) 5.2 17.8
Color Cast
Hazy Random Haze (SCHT) 0.97 1.69
in distant areas in the former and the atmospheric light estimation
is difficult in the latter owing to absence of sky region.
From the above analysis on a variety of real-world hazy
images, we can see that our IPUDN performs effective dehazing
and color cast removal in a variety of hazy conditions outperform-
ing the other techniques. The dehazed images generated by our
method have faithful and realistic color appearance without any
visible distortion.
5 ANALYSIS AND DISCUSSIONS
5.1 Ablation study
5.1.1 The Contribution of our Dehazing Mechanism
We present an ablation study of our dehazing mechanism in
Table 3. We use five different model variations, such as (I)
Baseline-1 (RESNet16): sixteen consecutive residual blocks form-
ing an image-to-image mapping network, which take the hazy
image as the input, (II) Baseline-2 (RESNet6+A+TM): six con-
secutive residual blocks, which take the estimated transmission
map and atmospheric light along with hazy image as inputs,
(III) Baseline-3 (RESNet6+A+TM+LSTM): Baseline 2 along with
the LSTM module, (IV) Baseline-4 (RESNet6+A+TM+IUN):
Baseline-2 along with our proposed iterative updater network
(IUN), (V) Baseline-5 (RESNet6+A+TM+IUN+LSTM): our pro-
posed IPUDN, which is Baseline-2 along with the LSTM and the
IUN. For a fair comparison, we apply only mean absolute error
(L1) as a loss function to train the model, and we perform all the
experiments in the second stage of our training framework. We
can see from Table 3 that Baseline-2 having the transmission map
and atmospheric light with lesser residual blocks as compared
to the Baseline-1, produce significantly boosted results. These
experimental findings support our argument of using estimated
transmission map and atmospheric light while performing end-to-
end training. It guides the network to determine the haze density,
and the network performs extraordinarily well in all types of hazy
conditions. Baseline-3 with the additional LSTM module based
recursive mechanism provides a minor improvement in the results,
but in most cases, the improvements are much more prominent in
Baseline-4 with the additional IUN mechanism. Our IUN module
successfully restricts the huge performance drop with the increase
in haze density, and this experimentally proves the effectiveness
of our proposed iterative mechanism. Baseline-5, which is our
proposed IPUDN, includes the LSTM module with the Baseline-
4. LSTM helps to introduce inter time step dependencies in the
feature layers and further improves the performance.
We further show the qualitative evaluation on a synthetic hazy
image and a real hazy image of the different baselines of our
model in Fig. 7. We witness that except IPUDN, all the variations
suffer from unpleasant artifacts. Baseline 4 is relatively better in
handling the artifacts but suffers from color distortion visible in the
first-row results, in the cropped regions. However, our proposed
IPUDN produces a dehazed output close to ground truth for the
synthetic hazy image and a visually realistic better dehazed output
for the real hazy image.
5.1.2 Global vs. Local Atmospheric Light Updater Model
As discussed in Section 3.4.3, we apply globally update the
atmospheric light in our dehazing framework. We decide to adopt
a global update instead of a local update based on our experimental
findings. In our dehazing framework, we use average pooling after
the atmospheric light updater model to get a single overall update
in each color channel. Average pooling is considered to ensure that
all the pixel values contribute to the global update. The Table 4
shows the experimental results without this pooling so that the
update happens locally in comparison to when the pooling is
used. It is clearly evident that in most cases there is performance
degradation when local update is considered. This may indicate
that the atmospheric light in our approach represents the haze
illumination as a global quantity in a image.
5.1.3 Pooling in Atmospheric Light Estimation Model
In Section 3.3, we have discussed the intuition behind our max-
pooling layers, including the global max-pooling, in our atmo-
spheric light estimation model. To validate this, we experiment
with two different pooling mechanisms, max- and average pooling,
in the atmospheric light estimation model. Here, in Table 5,
we present the quantitative evaluation on the synthetic hazy
images mentioned in Section 4.3.1. We use the mean squared
error between the actual and estimated atmospheric lights of the
two trained networks with max-pooling and average-pooling. We
experimentally found that max-pool performs far better with a
substantial margin. Moreover, as described in Section 3.3, max-
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TABLE 6
Dehazing performance comparison of the atmospheric scattering model (ASM) with the dehazing model of our proposed IPUDN, where both take
estimates of transmission map and atmospheric light as inputs along with the hazy image. (Best: Bold highlight)
Techniques
Non-cast Hazy Images Color Cast Hazy Image
Outdoor
Low Haze
(LSOT)
Outdoor
Mid Haze
(MSOT)
Outdoor
High Haze
(HSOT)
Indoor
Low Haze
(LSIT)
Indoor
Mid Haze
(MSIT)
Indoor
High Haze
(HSIT)
Color Cast
Random Haze
(SCHT)
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE200
ASM based
dehazing
24.56/ 0.9086/
29.96
21.06/ 0.8214/
40.68
15.94/ 0.6739/
50.22
27.84/ 0.9264/
20.60
21.47/ 0.8230/
34.26
17.39/ 0.7012/
45.23
22.97/0.8021/
48.17
IPUDN
(Ours)
25.83/0.9430/
22.44
24.43/0.9220/
22.77
22.81/ 0.8822/
26.76
30.02/0.9645/
12.44
27.17/0.9401/
16.04
23.94/0.8902/
21.95
26.74/ 0.9157/
28.92
TABLE 7
Performance of our dehazing network IPUDN for various relevant loss functions. (Best: Bold highlight)
Loss
Function
Non-cast Hazy Images Color Cast Hazy Image
Outdoor
Low Haze
(LSOT)
Outdoor
Mid Haze
(MSOT)
Outdoor
High Haze
(HSOT)
Indoor
Low Haze
(LSIT)
Indoor
Mid Haze
(MSIT)
Indoor
High Haze
(HSIT)
Color Cast
Random Haze
(SCHT)
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
MSE Loss 23.61/0.8939/36.32
22.98/0.8708/
39.82
21.46/0.8043/
46.06
27.54/0.9226/
26.86
24.79/0.8853/
32.38
22.10/0.8167/
39.70
24.88/0.8708/
41.22
Recursive
L1 Loss
24.03/0.9141/
33.77
23.15/0.8937/
37.80
21.09/0.8313/
41.66
28.07/0.9408/
22.46
25.08/0.9028/
28.38
21.22/0.8257/
37.64
25.09/0.8778/
39.90
L1 Loss 23.85/0.9096/33.26
22.57/0.8883/
36.67
21.61/0.8431/
39.61
28.24/0.9405/
22.04
25.16/0.9070/
27.38
21.90/0.8362/
35.42
25.08/0.8818/
38.19
TABLE 8
Study on suitable number of time steps /iterations in our iterative dehazing framework IPUDN. (Best: Bold highlight)
Recursive
Time-steps
Non-cast Hazy Images Color Cast Hazy Image
Outdoor
Low Haze
(LSOT)
Outdoor
Mid Haze
(MSOT)
Outdoor
High Haze
(HSOT)
Indoor
Low Haze
(LSIT)
Indoor
Mid Haze
(MSIT)
Indoor
High Haze
(HSIT)
Color Cast
Random Haze
(SCHT)
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
PSNR/SSIM/
CIEDE2000
3 25.73/0.9305/23.73
23.60/0.9023/
27.61
22.07/0.8453/
32.78
30.04/0.9633/
13.57
25.52/0.9318/
17.64
21.69/0.8679/
24.75
26.84/0.9131/
30.40
6 25.83/0.9430/22.44
24.43/0.9220/
22.77
22.81/0.8821/
26.75
30.02/0.9645/
12.44
27.16/0.9400/
16.04
23.94/0.8901/
21.95
26.73/0.9157/
28.92
9 25.73/0.9421/24.02
24.21/0.9099/
28.57
22.32/0.8617/
33.20
29.88/0.9588/
16.34
26.78/0.9306/
21.65
23.44/0.8867/
26.04
26.00/0.9044/
31.77
pool fits well with the popular idea of atmospheric light estimation
using DCP.
5.2 Additional Experiments and Discussion
5.2.1 Atmospheric Scattering Model (vs) Separate Dehaz-
ing Network
Table 6 presents a study comparing the separate dehazing model
of our proposed IPUDN to the atmospheric scattering model
for dehazing. In case of atmospheric scattering model based
dehazing, we estimate the transmission map and atmospheric light
using our densely connected encoder-decoder network and the
proposed convolutional neural network based model, respectively.
We then reconstruct the dehazed image using the Equation (2)
and optimize both the network using the reconstruction loss along
with transmission map and atmospheric light estimation loss,
similar to the process employed by a few existing approaches
[31], [64]. In the table, for a wide range of hazy conditions,
we observe the superior dehazing performance of our proposed
approach of employing a separate dehazing model that takes
initial estimates of transmission map and atmospheric light as
inputs along with the hazy image. This signifies that our separate
dehazing framework containing the updater networks successfully
handles the insufficiency in the initial estimates of transmission
map and atmospheric light.
5.2.2 A Study on Our Atmospheric Light Estimation Model
The Fig. 9 shows the extracted features by our trained atmospheric
light estimation model from an image in the initial and final layers
before the global max-pooling. In the initial layer, instead of
learning standard low-level kernels like those computing edges
and orientations, we observe that the low-level kernels operate
on input images and give outputs with different intensity level
shifts. Progressing to the final layer, the high-level feature contents
become very smooth, possibly to provide a single value per color
channel as the estimated atmospheric light after the global max-
pooling.
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Fig. 8. Intermediate outputs of our IPUDN. Initially estimated transmission map and atmospheric light along with hazy image are shown at T=0.
Updated maps and dehazed image are shown in each iterative time steps. First row shows atmospheric light and its updates. Second row shows
transmission map and its updated maps. Third row shows dehazed output in each iteration. (zoom for the best view)
Fig. 9. Low and high-level features extracted from a hazy image using
trained atmospheric light estimation model.
5.2.3 A Study on Our Iterative Dehazing Model
Loss Function: The Table 7 shows the comparison of MSE and
L1 loss functions. We impose both the losses on the final dehazed
output. As can be seen, L1 loss is experimentally found to be
superior to MSE. We also perform experiments with recursive
supervision, and notice that both L1 and recursive L1 losses give
similar performance. However, we choose L1 loss over recursive
L1 loss as it is computationally economical, and gives consistently
better performance in CIEDE2000 metrics. This possibly means
supervision in the final output helps to preserve the color informa-
tion in a better way over recursive supervision.
Recursive Time-steps: We perform detailed study on the
time steps of our iterative update process. We use three different
time steps to analyze the performance of the model with respect
to the number of time steps. We performed experiments with
Number of time steps = 3, 6, 9 using the same experimental
set up as discussed earlier in Section 4.2. The Table 8 presents
the performance evaluation of our models that are trained with
different number of time steps. The experimental results show that
Number of time steps = 6 is the best suited for our network among
the three, which we use in this paper.
Intermediate Outputs of Our Dehazing Model: Fig. 8 shows
the iterative updates of atmospheric light, transmission map, and
generated dehazed output at each iterative time step. In our de-
hazing network, after each iteration, the atmospheric light updater
module updates the initial estimated atmospheric light, and we
observe that the updated color value becomes the darker version of
the initial estimated color. On the other hand, the transmission map
estimator network initially generates a smoothed map of the image
structure. After that, in our dehazing network, the transmission
map updater updates that map, upon which image structure details
appear in the map, as evident from Fig. 8. These structures details
are then diminished a little with increase in time step, possibly
striking a fine balance between structure preservation and noise
reduction.
5.3 Applications
5.3.1 A High-level Vision Task
Hazy environment creates a hindrance to high-level vision tasks
like object detection and recognition for applications such as
surveillance, autonomous driving, etc. and dehazing can alleviate
the issue. Here, we consider the state-of-the-art YOLOv3 [65]
object detection and recognition model, and apply it on real hazy
images and their dehazed outputs by state-of-the-art dehazing
approaches and our proposed IPUDN. Fig. 10 shows the visual
comparison of object detection and recognition. We see that the
degree of dehazing by our IPUDN is better, which helps to detect
the maximum number of objects in the scene. As can be seen in
the first-row images, three distant objects camouflaged by haze
is successfully detected after dehazing using our approach. All
these three objects are not detected when the other approaches
are applied. A similar observation can be made in the second-row
images, where a couple of objects hidden by haze on the left side
of the image is detected after dehazing using our approach. Thus,
our IPUDN is seen to produce dehazed outputs suitable for object
detection and recognition in hazy environment.
5.3.2 Low-level vision Tasks
Haze-like effect can form due to different environmental condi-
tions like rain, halation and different image capturing conditions
like glare reflection and underwater photography [3], [66], [67],
[68], [69]. There are different domain-specific models to overcome
these image degradation effects. However, to observe the extend-
ability of our model, we test it in the mentioned conditions without
any re-training and found that our dehazing framework produces
outputs with substantially better clarity than the input images. We
present examples of such images and their dehazed version using
our IPUDN in Fig. 11. In the rainy dehazed image, although the
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Fig. 10. Object detection and recognition on real hazy images and dehazed outputs by the different approaches. (zoom for the best view)
Fig. 11. Dehazed output by our IPUDN on images with different imaging conditions. Top row images are inputs and bottom row images are
corresponding dehazed output by our IPUDN.
rain streaks remain, the resulting haziness is removed. In the glare
reflected image, we can see that IPUDN removes the haziness due
to the glare and enhances the image. Our proposed framework
also reduces the haze due to halation producing a better quality
image. Although most underwater images look like hazy color-
cast images, their formation follows a different light scattering
model due to the presence of water as the light transmission
medium [68]. However, application of our IPUDN without re-
training results in satisfactory removal of haze and color cast in
the underwater image shown. Further, we also apply our IPUDN
to a non-hazy image. As can be seen very little difference is made
by our dehazing approach, but there is a slight visually pleasing
enhancement.
6 CONCLUSION
In this paper, we propose a single image dehazing framework
which involves transmission map and atmospheric light estimation
and updation. The updater networks work jointly with the estima-
tion of the dehazed image using an LSTM based convolutional
architecture. Our novel model for atmospheric light estimation
produces channel-wise estimates, which allows handling of color
cast in hazy images. Our proposed iterative dehazing model with
the novel updater networks is designed to work in a wide variety
of hazy conditions with different amounts of haze. Our dehazing
approach is experimentally found to perform effectively for both
indoor and outdoor images, and also for real-world and synthetic
hazy images. Hazy conditions with different amounts of haze and
color casts are well-handled by our approach, which outperforms
the state-of-the-art. The dehazed results produced by our approach
is found to achieve enhanced visibility while ensuring visually
realistic faithful restoration. In a detailed ablation study, one of
the findings is that our iterative updating strategy is more effective
than LSTM based recursion. Moreover, the effectiveness is further
improved by their combined use. Employing a separate dehazing
network taking transmission map and atmospheric light priors is
also found effective compared to the use of an image-to-image
mapping network. Finally, our updater strategy is generic in nature
and it can be used in any other dehazing network with simple
modifications.
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