Criteria of measure quantifying quantum coherence, a unique property of quantum system, are proposed recently. In this paper, we investigate the relative entropic measure of coherence. Based on its analytical expression, we give an operational interpretation of it with respect to the concept of quantum channel. On this basis, we derive the relation about the coherence and the coherent information in any quantum state. From the point of view of quantum measurement, we furthermore give three trade-offs among the coherence, discord-like and deficit-like quantum correlation quantities for any bipartite quantum state. As an application, we discuss the coherent property of the amplitude damping channel.
I. INTRODUCTION
Superposition is a critical property of quantum system resulting in quantum coherence and quantum entanglement. Quantum coherence and also entanglement provide the important resource for quantum information processing, for example, Deutsch's algorithm, Shor's algorithm, teleportation, superdense coding and quantum cryptography [1] . Quantum entanglement and other quantum correlation measures are well studied for both the fundamentals and applications, see for example Refs. [2] [3] [4] [5] [6] [7] [8] [9] [10] . Yet, the study of quantum coherence, in particular its quantification, remains limited until recently. To understand the quantum coherence, we consider the one-qubit system, which is defined in two-dimensional Hilbert space spanned by the two orthonormal basis |0 and |1 . Then, the density operator for the system reads ρ = ρ 00 |0 0| + ρ 01 |0 1| + ρ 10 |0 0| + ρ 11 |1 1|. The diagonal elements, ρ 00 and ρ 11 , correspond to the probability of obtaining the state |0 and |1 , respectively. The off-diagonal elements ρ 01 and ρ 10 represent the effect of quantum interference between the states |0 and |1 , characterizing the quantum coherence. In particular for a pure state, the superposition of |0 and |1 can take a form, |ψ = α|0 + β|1 , where α and β are complex numbers in general satisfing normalization, |α| 2 +|β| 2 = 1. This pure state is the so-called coherent superposition. This is actually a well-known basic concept in quantum mechanics. But, given a quantum state, how much the coherence does it contain? How to quantify the quantum coherence? There is no well-accepted efficient method to quantify the coherence in quantum system until recently. Based on the well-behaved metrics include the trace norm, fidelity, l p -norms, WignerYanase-Dyson skew information and relative entropy, the researchers give several precise measures to quantify quantum coherence [11] [12] [13] , and quantum coherence has received a lot of attentions [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] .
In the present work we only focus on particular the entropic * Electronic address: xizhengjun@snnu.edu.cn form, also called relative entropy of coherence, which enjoys the properties of physical interpretation and being easily computable [12] . Depending on Aberg's result [11] , we give a well operational interpretation for the relative entropy of coherence. Fixed a basis on Hilbert space, we can always define a quantum channel that remove all the off-diagonal elements and leave the diagonal elements in density matrix. In fact, this quantum channel is a generalized phase damping channel (GPDC) in multi-qubits system. So, the relative entropy of coherence is identified with the increased entropy caused by GPDC. By modeling GPDC, we use the language of coherent information to describe the relative entropy of coherence, and discuss the relationships between them. From the view point of the definition and the axiomatic postulates, the coherence can be regarded as analogues to quantum correlations, which involve more than two qubits. Quantum discord and quantum deficit are well accepted measures of the quantum correlation. For any bipartite quantum system, if one only consider the rank-1 projective measurements on the subsystem, we know that quantum discord is upper bound by the one-way quantum deficit, but we do not know explicitly what conditions are required when they are same. In our work, we define discord-like and deficit-like quantities, by using it, we present three trade-offs between these two quantum correlations and the coherence. We also obtain some new properties of the relative entropy of coherence, for example, the super-additivity. In particular, we show that the relative entropy of coherence may be determined by the entropy of the subsystem in bipartite pure quantum system.
It is well-known that quantum state is subjected to the decoherence induced by the noise, and the coherence time is generally short in the realistic models. Even at the level of a single single spin, decoherence is difficult to avoid dilemma. Thus, the loss of quantum coherence could cause failure of quantum computation or quantum information processing. At this point, it is generally desirable to have a robust scheme to minimize decoherence. Then, we discuss the dynamic process of the relative entropy of coherence of the amplitude damping channel. The problem of coherence of the amplitude damping channel is an interesting question, since the mixed state may be transformed into a pure state under its action [1] .
The structure of the paper is as follows. Sec. II introduces the concept of relative entropy of coherence, and give an operational interpretation, and in Sec. III, we discuss the relation between the relative entropy of coherence and coherent information. In Sec. III, we relate the coherence measure to the quantum correlated measures. In Sec. V, we illustrate with model of the amplitude damping channel. The paper is ended with the conclusions in Sec. VI.
II. COHERENT MEASURE
Given a finite-dimensional Hilbert space
we call all density operators (quantum states) that are diagonal in this basis incoherent, and this set of quantum states will be labelled by I, all density operators σ ∈ I are of the form
Based on Bumgratz's suggestion [12] , any proper measure of the coherence C must satisfy the following axiomatic postulates.
(i) The coherence vanishes on the set of incoherent states (faithfulness criterion), C(σ) = 0 for all σ ∈ I;
(ii) Monotonicity under incoherent completely positive and trace preserving maps (ICPTP) Φ,
(iii) Non-increasing under mixing of quantum states (convexity), n p n C(ρ n ) ≥ C( n p n ρ n ), for any ensemble {p n , ρ n }.
In this paper, we only consider the relative entropy of coherence. For any quantum state ρ on the Hilbert space H, the relative entropy of coherence is defined as
where S (ρ||σ) = Tr(ρ log 2 ρ − ρ log 2 σ) is relative entropy [1] . It is quite easy to check that this measure in fact satisfies conditions (i)-(iii) with respect to the properties of relative entropy [24] . In particular, there is a closed form solution that make it easy to evaluate analytical expressions [12] . For Hilbert space H with fixing the basis {|i }
and denote ρ diag = i ρ ii |i i|. By using the properties of relative entropy, it is easy to obtain
where S (ρ) = Trρ log 2 ρ is von Neumann entropy [1] . Some basic properties have given in [12] . For instance, C RE (ρ) = log d if and only if the quantum state ρ is pure state. Then the maximally coherent state is, |ψ =
|i [12] . Here, we use the result [11] to give its operational interpretation. For finite-dimensional Hilbert space H, one considers a collec- 
Here, I H is identity operator on Hilbert space H. Thus, we can define a quantum channel (or quantum operation)
If we take Π i = |i i|, the effect of operation Π is to remove all the off-diagonal elements Π i ρΠ j from the density operator ρ (3), leaving the diagonal elements Π i ρΠ i intact. The quantum channel (5) can be viewed as a generalization of the onequbit phase damping channel, this is the so-called the generalized phase damping channel (GPDC). Thus, we give the operational interpretation of the relative entropy of coherence, that is, the coherence contained in quantum state is equal to the increase entropy caused by the application of GPDC on it.
III. RELATION BETWEEN COHERENCE AND COHERENT INFORMATION
We write H Q for H in the previously mentioned. The quantum system Q be in a state ρ = ρ Q , which may entangle with another quantum system R that purified Q such that the joint state of RQ be in pure state. We denote H R the Hilbert space about system R. The action of the quantum operation (5) can be modeled by introducing an environment E, provided the environment start with in a pure state |0 . We denote H E the Hilbert space about the environment E, and we can always take
. That is to say, the operation is given by a unitary operator U on QE such that
The state of E ′ after application of Π is
With a little simple algebraic calculation, it is easy to obtain that
where
is coherent information, and S (ρ E ′ ) is called by entropy exchange of the operation Π upon the state ρ [1] . At first glance, it might seem no highlight for the chance to do what we discuss the coherence, but that's precisely the point. Since coherent information is less than the entropy of the initial state, we then can give a much tighter bound of the relative entropy of coherence by the entropy introduced by GPDC Π into an initially pure environment E,
In fact, we know that the quantity S (ρ) − I coh (ρ, Π) may be viewed as a measure of the disturbance caused by the quantum operation. There does not exist the disturbance if and only if the operation Π is reversible. From the result [1] , the operation Π is only reversible when the initial state is in pure state. Thus, the upper bound is saturated if and only if the initial state is in pure. Let the system Q be in initially pure state |ϕ = i ϕ i |i . After application of Π, the joint state of Q ′ E ′ be in pure state. Thus, we have that the exchange entropy may also be identified with the entropy of the system Q ′ , i.e., S (Π(ρ)) = S (ρ E ′ ). Then we can say that the coherent information vanishes, I coh (|ϕ , Φ) = 0. Thus, we get the desired result, C RE (ρ) = S (ρ E ′ ) = S (Π(ρ)). From the result, we can also derive the maximally coherent states.
In particular, if ρ is in the mixed state, we find that ρ = ρ E ′ . Thus, an explicit formula for the relative entropy of coherence can be given by the coherent information,
Even we can have the following inequality,
The intuition is that the relative entropy of coherence is less than the uncertainty about the state ρ. In other words, the relative entropy of coherence may reveal genuine quantum effects. An interesting discussion can find in [14, 19] .
IV. RELATIONS BETWEEN COHERENCE AND QUANTUM CORRELATIONS
Consider a bipartite system in a composite Hilbert space
be the orthogonal basis for the Hilbert space H A and H B , respectively. Given a quantum state ρ AB which could be shared between two parties, Alice and Bob, and let ρ A and ρ B be the reduced density matrix for each party. Let
To extract information contained in the state on local subsystem, Alice can perform local operations on her party and restrict classical communication from Alice to Bob. Without loss of generality, Alice performs the operation Π (5) on her party, then the quantum state ρ AB become the classicalquantum stateρ
and the reduced quantum state ρ A becomeρ A = i ρ ii |i i|, but the reduced quantum state ρ B does not change. This shows that local operation removes the coherent elements in the reduced state, but it also destroys the quantum correlations between the parties A and B. The post-measurement stateρ AB can be written asρ
is the remaining state of B after obtaining the outcome i on A with the probability
With respect to the local operation Π, Alice can extract information which can be given by the mutual information about the classical-quantum stateρ AB ,
We use the difference of mutual information before and after the operation Π to characterize the quantum correlation destroyed in quantum state ρ AB , namely,
We denote δ → (ρ AB |Π) as the discord-like quantity. One then defines the deficit-like quantity (full name, one-way quantum deficit-like) ∆ → (ρ AB |Π) with respect to the operation Π,
More explicitly we have ∆ → (ρ AB |Π) = ∆S AB , where
is the increase entropy produced by the local operation on A. We know that one-way quantum deficit [25] is equal to minimum entropy production during the process of making the state be classical-quantum state by the local measurement, see [3, [25] [26] [27] for more quantum correlations. After some algebraic manipulation, we give firstly trade-off as follows
Note that the trade-off only holds with respect to the local operation Π. In the following, we discuss general case. We denote δ → (ρ AB ) and ∆ → (ρ AB ) as quantum discord and one-way quantum deficit, respectively. If one optimizes the discord and deficit over all the rank-1 projective measurements, then we can obtain second trade-off as follows
We show this result in Appdendix B. This shows that the measures of the correlation are distinct from each other with respect to the different background, but this difference does not affect the quantum correlation of itself, this difference is described exactly by the coherence of the measured system. After the local operation, we only obtain the diagonal blocks matrix (13) . That is to say, to obtain completely diagonal matrix with respect to the basis {|i A | j B }, we must remove the off-diagonal elements, and remain the diagonal elements in every the diagonal block matrix. For every block matrix ρ B i , we can perform the similar operation (5) in the previous section. After performing these operations, it follows that
Then, the relative entropy of coherence for the bipartite quantum state ρ AB can be directly given by
Obviously, the state ρ AB has the same incoherent state as the classical-quantum stateρ AB . Thus, we have
Intuitively, the local operation can lead to the decrease of the coherence in bipartite quantum system. By using the result in Appendix B, combining Eq. (20) with Eq. (21), we obtain third trade-off as follows
This result shows that the decrease of the coherence induced by the operation on A is equal to quantum deficit between A and B. That is to say, the loss of quantum correlation between the two systems is due to the coherence destroyed by the quantum operation on the other party. By using the convexity of relative entropy of coherence, we obtain
. (23) This shows that the coherence of the subsystem can do not exceed to the coherence of the composite system. In fact, for bipartite quantum system, we obtain an interesting property for the relative entropy of coherence, that is, the super-additivity,
It is not known whether the equality holds if and only if the state is tensor product. It would be true, if there exists the correlation between the subsystems, this leads to the increase of the coherence on the bipartite quantum system. This is, however, unknown. In particular, for bipartite pure state |φ = i λ i |i A |i B , the relative entropy of coherence is equal to the entropy of the subsystem,
where ρ A = Tr B (|φ AB φ|).
V. THE DYNAMIC OF COHERENCE
The coherence plays a central role in quantum information as it enables applications that are impossible within classical information. A key question in quantum computation and quantum information is the notion of decoherence (or quantum noise). We know that anything which causes loss of quantum information is a noise process. Thus, if there is no coherence, we can not perform the quantum computation or quantum communication. We will now consider a model of the decoherence, which is the amplitude damping channel (ADC) that describes the decay of an excited state of a atom due to spontaneous emission of a photon [1] . Under the basis {|0 , |1 }, the ADC can be given by the operation elements
where η ∈ [0, 1] can be thought of as the probability of lossing a photon. For the sake of analysis, the one-qubit density operator can be also given by [28] 
Here the entropy is invariant about the parameter φ, then we restrict our study to the case φ = 0 (This is a natural limit, see [28] ). Then the output of the ADC is
As η → 1, the decay probability approacher unity, so the state ρ reduced to a pure final state, i.e.,
After simple algebraic computation, the relative entropy of coherence of the output of ADC is
where H(x) is binary entropy, and
are the eigenvalues of the state Φ(ρ). By taking different initial states, we show the dynamic process of relative entropy of coherence in Fig. 1 .
VI. CONCLUSIONS
In this paper, we have investigated the relative entropy of coherence defined in [12] . We found that the relative entropy of coherence identifies with the increased entropy caused by GPDC. By establishing the unitary model of GPDC, we explicitly discuss the relationship between the relative entropy of coherence and the coherent information, the latter can be regarded as a measure of decoherence. In this case, we obtain that the relative entropy of coherence can not exceed the entropy exchange, even in the mixed state case, the the relative entropy of coherence is upper bounded by the entropy of the initial state. For any bipartite quantum system, by performing GPDC on the subsystem, we have obtained three trade-offs among the relative entropy of coherence, entropic discord-like and one-way quantum deficit-like quantum correlations. We have also found that the relative entropy of coherence is equal to the entropy of subsystem in bipartite pure quantum state. As an application, we have discussed the coherent property of the amplitude damping channel. Our results may have applications in quantum cryptography and the quantum thermodynamics. 
, we obtain
Note that if one only consider the basis {|i } d i=1 , the coherence of them are different. For example, consider one-qubit basis {|0 , |1 }, the density operator ρ can be written as ρ = ρ 00 ρ 01 ρ 10 ρ 11 .
Consider the Hadamard operation H, which is defined by |+ = H|0 and |− = H|1 , we then have
Fixing the basis {|0 , |1 }, we find that the density operators HρH † and ρ have different diagonal element
ρ 00 +ρ 01 +ρ 10 +ρ 11 2 0 0 ρ 00 −ρ 01 −ρ 10 +ρ 11 2
.
and
In general, we have 
Let {Π δ i } be an optimal projective measurement for quantum discord δ → (ρ AB ). By using this measurement, we can define a new basis on the Hilbert space H A , denote Π δ i = |i δ i|. Without loss of generality, let {|i δ | j } be the basis on the Hilbert space H AB , then there exists an unitary operator U A on A such that
By using the properties of the discord and the deficit [3] , we know that
From the result in Sec.IV, under the bases {|i δ } 
Naturally, we have the following relations
Then, under the bases
, using Eqs.(B7), we have
Combing Eq. (B5) with Eq. (B8), we obtain the following relation
By using the result in the previous Appendix A, we have that
Substituting this relation into Eq. (B9), we get
