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PROPAGATION OF NONLINEAR SH WAVES IN AN INCOMPRESSIBLE 
HYPERELASTIC PLATE COVERED WITH A THIN LAYER 
SUMMARY 
In this study, we consider a structure consisting of a layered hyperelastic medium 
involving a thick layer with an upper thin layer. By a thin layer we here mean a layer 
for which the thickness is much smaller than the wavelengths involved. The thin 
layer and the substrate occupy the regions 1P  and 2P  respectively, defined as 
1 1{( , , ) | 0 , , }P X Y Z Y h X Z             (1) 
2 2{( , , ) | 0, , }P X Y Z h Y X Z             (2) 
The substrate as well as the thin layer are made of isotropic, homogeneous and 
incompressible hyperelastic materials with different mechanical properties. We 
investigate the nonlinear self modulation of shear horizontal waves (SH-waves) 
propagating in the X -direction with displacement in the Z -direction. 
Since the thickness 1h  of upper thin layer approaches zero at limit case, it behaves as 
a boundary condition of the substrate. We benefit from the study made by Ahmetolan 
and Teymür on nonlinear modulation of SH waves in a two-layered plate 
(Ahmetolan and Teymür, 2003) as “departure point”. We reproduce the equations 
corresponding the two-layered plate as a new boundary value problem for the 
condition 1 2c c c   
between the shear wave velocities of the layers and the phase 
velocity c  of the propagating waves. Considering the continuity of displacements at 
the interface, we obtain the following equation of motion and boundary conditions in 
terms of the displacement v  of the thick layer 
 
2 2
2 2 2
1 1 1 12 2
2 2
4 2 2 2
1 1 1 2 on 0
v v v
h c h c
t X Y
v v v v
h n c q Q v Y
X X X Y Y

 
  
 
  
          
        
           
  (3) 
 
2 2 2
2 2
2 2 2 22 2 2
in 0
v v v
c c n v h Y
t X Y
  
     
    
 (4) 
20 on
v
Y h
Y

  
  
(5) 
By this way, linear and nonlinear characteristics of the upper thin layer appear at the 
upper boundary condition of the substrate layer. The problem we deal with is the 
nonlinear self modulation of a group of waves centered around the wave number k  
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and the angular frequency  . Since we deal with the self modulation, we exclude the 
harmonic resonance case. We assume that wave amplitude is small but finite. 
Employing the method of multiple scales, the displacement v  is expanded in the 
following asymptotic series 
0 1 2 0 1 2
1
( , , , , , , )n n
n
v v x x x y t t t


   (6) 
where 0   is a small parameter measuring the degree of nonlinearity, 
, ( 0,1,2)i ii ix X t t i     
are slow variables, and y Y . 
We obtain a hierarchy of problems by writing the equation of motion and the 
boundary conditions in terms of these new variables. To find the first order solution 
completely, it is sufficient to examine first three order problems. As a result of this 
asymptotic analysis, we get out that the self modulation of the waves can be 
characterized by a NLS (nonlinear Schrödinger) equation. As it is known, stability of 
the solutions of the NLS equation describing the asymptotic wave field and the 
existence of various types of soliton solutions depend on the sign of the product   
of  , the coefficient of the disperion term, and  , the coefficient of the nonlinear 
term. This analysis will be made at Chapter 3 where we will compare the coefficients 
of the NLS equation characterizing the self modulation of the SH waves in a finite 
two-layered medium with those in the medium where upper layer appears as the 
boundary condition of the lower layer under thin layer approximation. The last 
chapter of this study will be on the conclusive remarks. 
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NONLİNEER SH DALGALARININ BİR İNCE TABAKA İLE KAPLI 
SIKIŞTIRILAMAZ HİPERELASTİK BİR TABAKADA YAYILMASI 
ÖZET 
Bu çalışmada bir kalın tabaka ile bu tabakanın üzerinde bulunan bir ince tabakadan 
oluşan tabakalı bir yapı ele alınmıştır. İnce tabaka ile, tabakanın kalınlığının tüm 
dalga boylarından çok daha küçük olması kastedilmektedir. İnce tabaka ve alt tabaka 
sırasıyla aşağıda tanımlanan 1P  ve 2P  bölgelerinde bulunmaktadır. 
1 1{( , , ) | 0 , , }P X Y Z Y h X Z             (1)  
2 2{( , , ) | 0, , }P X Y Z h Y X Z             (2) 
Hem alt tabaka hem de ince tabaka, izotrop, homojen ve sıkıştırılamaz hiperelastik 
malzemeden oluşmaktadır ve farklı malzeme özelliklerine sahiptir. Bu çalışmada, X
-yönünde yayılan ve yerdeğiştirmesi Z -yönünde olan nonlineer SH yüzey 
dalgalarının self modülasyonu incelenmiştir. 
Üst tabakanın kalınlığı olan 1h  limit durumunda sıfıra yaklaştığından, bu tabaka 
alttaki tabakanın bir sınır koşulu gibi davranır. Bu çalışmanın “çıkış noktası” olarak, 
Ahmetolan ve Teymür‟e ait iki-tabakalı bir ortamda SH dalgalarının lineer olmayan 
modülasyonu ile ilgili çalışmadan yararlanılmıştır (Ahmetolan and Teymür, 2003). 
Bu iki- tabakalı ortama ait hareket denklemleri ve sınır koşulları, tabakaların hızları 
ile yayılan dalganın faz hızı arasındaki 1 2c c c   esitsizliği için, bir sınır değer 
problemi olarak yeniden üretilmiştir. Arayüzde yerdeğiştirmelerin sürekli olduğu göz 
önüne alınarak, alttaki tabakanın yerdeğiştirmesi v  cinsinden aşağıdaki hareket 
denklemi ve sınır koşulları elde edilmiştir 
 
2 2
2 2 2
1 1 1 12 2
2 2
4 2 2 2
1 1 1 2
0 'da,
v v v
Y h c h c
t X Y
v v v v
h n c q Q v
X X X Y Y

 
  
  
  
          
       
           
    (3) 
 
2 2 2
2 2
2 2 2 22 2 2
0 'da ,
v v v
h Y c c n v
t X Y
  
     
  
  (4) 
2 'de, 0
v
Y h
Y

  

 (5) 
İnce tabakanın lineer ve lineer olmayan özellikleri üst sınır koşulunda 
görünmektedir. Bu çalışmada   açısal frekanslı ve k  dalga sayısı civarında 
merkezlenmiş bir grup dalganın lineer olmayan self modülasyonu ile ilgilenilmiştir 
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ve bu nedenle harmonik rezonans durumu ele alınmamıştır. Dalga genliğinin küçük 
ama sonlu olduğu kabul edilmiştir. Çoklu ölçekler yöntemi kullanılarak v  
yerdeğiştirmesi aşağıdaki asimptotik seriye açılmıştır; 
0 1 2 0 1 2
1
( , , , , , , )n n
n
v v x x x y t t t


    (6) 
Burada 0  , nonlineerliğin mertebesini belirten bir küçük parametredir. 
, ( 0,1,2)i ii ix X t t i     
yavaş değişkenler ve y Y ‟dir. 
Hareket denklemi ve sınır koşulları bu yeni değişkenler cinsinden yazıldığında bir 
problemler hiyerarşisi elde edilmiştir. Birinci mertebe çözümü tam olarak inşa etmek 
için ilk üç mertebe problemin incelenmesi yeterli olmuştur. Bu asimptotik analizin 
sonucunda, dalgaların self modülasyonunun bir NLS (nonlineer Schrödinger) 
denklemi ile karakterize edildiği sonucuna ulaşılmıştır. Bilindiği gibi, asimptotik 
dalga alanını karakterize eden NLS denkleminin çözümlerinin kararlılığı ve çeşitli 
soliton tipi çözümlerin varlığı, dispersiyon terimin katsayısı olan   ile nonlineer 
terimin katsayısı olan  ‟nın çarpımının işaretine bağlıdır. Bu analiz, SH dalgalarının 
iki sonlu tabakadan oluşan bir ortamdaki self modülasyonunu karakterize eden NLS 
denkleminin katsayılarını, üst tabakanın ince tabaka yaklaşımı altında alt tabakanın 
bir sınır koşulu haline geldiği ince tabakalı ortamdakilerle karşılaştıracağımız 3. 
Bölümde yapılacaktır. Bu çalışmanın son bölümü, ulaştığımız sonuçlara ilişkin 
yorumları içerecektir. 
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1. INTRODUCTION 
In this study, we consider a structure consisting of a layered elastic medium 
involving a thick plate and a thin layer on it. We investigate the nonlinear modulation 
of shear horizontal waves (SH-waves) propagating in the X -direction parallel to the 
plate surfaces with displacement in the Z -direction. The substrate as well as the 
layer are assumed to be made of isotropic, homogeneous and incompressible Neo-
Hookean materials each having different mechanical properties.  
Our purpose is to obtain an approximation of the effect of a thin layer over a finite 
substrate. By a thin layer we here mean a layer for which the thickness is much 
smaller than the wavelengths involved. An approximation with good accuracy is 
warranted due to relatively small thickness of the upper thin layer in comparison to 
the substrate. The study accomplished by Ahmetolan and Teymür on nonlinear 
modulation of SH waves in a two-layered plate (Ahmetolan and Teymür, 2003) will 
be our “departure point”. Since the thickness 1h  of upper thin layer approaches zero 
at limit case, it will behave as a boundary condition and so we will reproduce the 
equations corresponding the two-layered plate as a boundary value problem. 
Considering the continuity of displacements at the interface, we obtain the following 
equation of motion and boundary conditions in terms of the displacement of the 
lower thick layer. 
 
2 2
2 2 2
1 1 1 12 2
2 2
4 2 2 2
1 1 1 2 on 0
v v v
h c h c
t X Y
v v v v
h n c q Q v Y
X X X Y Y

 
  
 
  
          
        
           
    (1.1) 
 
2 2 2
2 2
2 2 2 22 2 2
in 0
v v v
c c n v h Y
t X Y
  
     
  
  (1.2) 
20 on
v
Y h
Y

  

 (1.3) 
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Here,  c s ( 1,2  ) are the linear shear velocities defined as 
2 / vc   , where, 
 s are linear shear modulus of the layer material and  s are the densities of the 
layers in the initial state. n s are the nonlinear constants defined as 
2 2(2 / )d (3) / dn I    . The constant 
2
2 1/    
and 2 2/q n c   , and 
 
2 2
Q
X Y
 

      
     
      
 (1.4) 
   2( )
v u
v n Q v Q v
X X Y Y
        
            
 (1.5) 
By this way, linear and nonlinear characteristics of the upper thin layer will appear at 
the upper boundary condition of the substrate layer. The problem we deal with is the 
nonlinear self modulation of a group of waves centered around the wave number k  
and the angular frequency w . Since we deal with the self modulation, we exclude the 
harmonic resonance case. We assume that the wave amplitude is small but finite and 
employed the method of multiple scales. The displacement v  is expanded in the 
following asymptotic series 
0 1 2 0 1 2
1
( , , , , , , )n n
n
v v x x x y t t t


  (1.6) 
where 0   is a small parameter measuring the degree of nonlinearity, 
, ( 0,1,2)i ii ix X t t i    are slow variables, and y Y . 
We obtain a hierarchy of problems by writing the equation of motion and the 
boundary conditions in terms of these new variables and collecting the terms of like 
powers in   from which it is possible to determine nv  succesively (Equations (3.49) 
through (3.65)). To find the first order solution completely, it is sufficient to examine 
first three order problems. As it is usual in similar asymptotic analysis, the problems 
are linear at each step and the first order problem is simply the linear homogeneous 
problem. 
As a result of this asymptotic expansion, we get out that the self modulation of the 
waves can be characterized by a NLS (nonlinear Schrödinger) equation. 
2
2
2
Nonlinear Schrödinger Equation           Γ Δ 0i
 
 
  
 
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Here   is the coefficient of the dispersion term and   is the coefficient of the 
nonlinear term. Stability of the solutions of the NLS equation describing the 
asymptotic wave field and the existence of various types of soliton solutions depend 
on the sign of the product  . If 0  , an initial disturbance vanishing as    
tends to become a series of envelope solitary waves. Whereas, it evolves into 
decaying oscillations if 0  . In Chapter 3, we will compare the coefficients of the 
NLS equation characterizing the self modulation of the SH waves in a finite two-
layered medium with those in the medium where upper layer appears as the boundary 
condition of the lower layer under thin layer approximation. 
1.1 Organization of This Study 
This study consists of four chapters. Chapter 1 is an introductory chapter. Chapter 2 
“Theoretical and Practical Aspects” consists of two sections. The first section 2.1, on 
the theoretical aspects of this study will be about the underlying theory with 
references to various studies in the literature. The section 2.2 is mainly concerned 
with the practical issues that furnished the impetus for us to study on this subject. In 
these two sections, there will be many citations to the works of various researchers. 
In making selection among too many studies to refer throughout this study, we tried 
to include those who are directly related to our concern. Although it is not possible to 
mention and have a full knowledge of all theoretical and practical issues and to cite 
all studies in this field, we hope to provide the subject integrity, to show the 
“foothpath” for new researchers and also to present a basis for those from diverse 
disciplines who may be interested in, by giving place to these two sections. The 
formulation of the problem and modulation of the structure take place at the Chapter 
3. In this chapter, the equation of motion and the boundary conditions are derived 
from the equations corresponding the two-layered plate, the nonlinear modulation of 
the shear waves is analyzed by employing a perturbation method and it is shown that 
NLS equation can describe asymptotically the self modulation of these waves. There 
is a separate section where the graphs of the linear and nonlinear coefficients of the 
NLS equation versus dimensionless wavenumbers are drawn for the material models 
chosen and they are compared with the two layered plate results. Chapter 4 contains 
conclusive remarks.  
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2. THEORETICAL AND PRACTICAL ASPECTS 
Following two sections will be about the theoretical and practical issues underlying 
and accompanying this study. Besides the theoretical background, we will mention 
some important practical issues that furnished the impetus for us to study on this 
subject. 
2.1 Theoretical Aspects: The Underlying Theory With References To Previous 
Studies 
In this section, we firstly mention briefly the nonlinear surface wave propagation in 
elastic solids. Then there is a subsection on the waves in layered media, involving 
some layered structures that are prerequisites to our geometry. Also approximate 
theories for plates will be discussed. 
2.1.1 Nonlinear surface wave propagation in elastic solids 
Nonlinearities in solid mechanics have various sources. Nonlinearity may be due to 
the nonlinear material behavior, that is, nonlinear relationship between the kinetic 
and kinematic variables such as stress-strain relations and heat flux-temperature 
gradient relations. Generally they arise due to the material parameters being 
functions of strains, temperature and other constitutive variables. Sources of 
nonlinear behavior may be geometric due to changes in the geometry or position of 
the material particles of a continuum. Geometric nonlinearities can occur due to large 
displacements, large rotations, and so on and these enter the formulation through the 
strain-displacement relations as well as the equations of motion. Structures whose 
stiffness is dependent on the displacement which they may undergo are termed 
geometrically nonlinear. Problems which are characterized by nonlinearities due to 
boundary are associated with contact between two bodies or deformation dependent 
loading. Source of nonlinearity may be applied forces such as prescribed surface 
tractions and/or body forces that give rise to boundary condition or “contact” 
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nonlinearity. Displacement boundary conditions depend on the deformation of the 
structure may cause nonlinearity. 
Nonlinear wave propagation has its main origins from dynamical behavior of fluids. 
Nonlinear wave propagation in solids is a much more recent subject began to be 
studied by engineers in plastic and viscoplastic materials, forced by some 
technological problems. Later, physicists studied on nonlinear wave propagation in 
solids especially in the field of signal processing. For example, in SAW (Surface 
Acoustic Wave) devices operating in high input powers, nonlinearity can cause 
intermodulational distortions or intensity-dependent frequency shifts. However, 
nonlinearities are not always undesirable. Although scientists try to minimize the 
effect of nonlinearity in most cases, among the SAW devices, there are also those 
such as convolvers and correlators which function because of nonlinearity. 
In recent years, several studies considering the propagation of nonlinear dispersive 
elastic waves have been made. Asymptotic perturbation methods previously used in 
fluid mechanics, plasma physics, water wave theory, etc. have been employed and as 
a result of balance between nonlinearity and dispersion, various types of nonlinear 
evaluation equations, such as Korteweg–de Vries (KdV), modified KdV, non-linear 
Schrödinger (NLS) equations, etc., have been derived to describe the wave motions 
asymptotically. Then several aspects of the problems under consideration, such as the 
existence of solitary waves, nonlinear modulation instability of waves, etc., were 
discussed on the basis of these equations.  
Elastic wave propagation in layered media has been studied by many researchers 
particularly because of their important applications in science and industry. The next 
subsection will be on the waves in layered media. 
2.1.2 Waves in layered media 
In many cases, waves originate and propagate in layered media. Considering that 
Earth has several distinct layers each with its own properties, it can be treated as a 
horizontally layered medium and so, seismic wave propagation in Earth is an 
analogue of elastic wave propagation in layered media. Indeed, seismology is the 
original impetus for the studies on waves in layered media. 
Apart from many other comprehensive sections, the section on “The Layered 
Medium Approximation” can be referred at the book of Stein and Wysession (2002). 
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Also, Ewing et.al. (1957) and Brekhovskikh (1957) can be referred as valuable 
source books for further reading. For a short account of some particular plane wave 
problems that well illustrate several phenomena specific to layered media, see 
Eringen and Şuhubi (1975). 
Various studies on various structures for layered media can be handled here. 
However we will restrict ourselves to those who are close prerequisities to the 
structure we analyzed in this study. 
Since never media has two parallel boundaries, two half spaces in contact (Figure 
2.1) strictly is not a layered system. However, it can be regarded as a prerequisite to 
understanding the layered systems (Graff, 1975). When the waves propagating in 
such a system encounter a boundary between two media, reflected waves occur and 
energy is transmitted accross the boundary as refracted waves. 
 
Figure 2.1: Two half spaces in contact. 
( , , , , ,       : linear material coefficients)  
Plane harmonic wave reflection and refraction in such a structure was firstly studied 
by Knott in 1899. Love (1911) found that the analogue of Rayleigh waves for a 
halfspace can exist for two semi-infinite media in contact. Later Stoneley (1924) 
found that such a wave can exist when the shear-wave velocities of two media are 
nearly same. 
Rayleigh (1885) was the first who mathematically predicted the existence of a wave 
travelling along the free surface of an elastic halfspace such that the disturbance is 
largely confined to the neighborhood of the boundary, i.e. Rayleigh surface wave 
(Figure 2.2). Rayleigh surface waves have elliptical particle motion in the direction 
of propagation with major axis of the ellipse is perpendicular to the surface of the 
solid. 
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Figure 2.2: Rayleigh wave. 
British mathematician A.E.H. Love (1911) showed that SH surface waves may 
possible if the halfspace is covered by a layer made of a different material and 
provided the analytical resolution. That is why SH waves in a layer are generally 
called as Love waves. In Love waves, the motion is horizontal and normal to the 
direction of propagation with no vertical motion (Figure 2.3). The amplitudes of the 
Love wave motion decrease with depth. 
 
Figure 2.3: Love Wave 
In the presence of the layer, the SH bulk wave becomes a surface wave mode with 
energy carried within a few wavelengths of the surface. Love waves require a 
velocity structure that varies with depth and so can not exist in a halfspace, in 
contrast to Rayleigh waves.  
Surface waves propagate sinusoidal signals whose amplitudes decrease exponentially 
with depth (that is decay with depth) in the substrate and show solitonic properties in 
the direction of propagation. Dispersion occurs when a characteristic length is 
involved. Dispersion inhibits the growth of higher harmonics that resulted from 
nonlinearity and consequently solitary waves may become possible. In this case, 
nonlinear wave solutions described by a single sinusoidal carrier with slowly varying 
amplitude may exist. In other words, existence of soliton-like solutions depends on a 
balance between nonlinearity and dispersion. To introduce a characteristic length in a 
nonlinear surface wave problem, we can simply attach an elastic layer with desired 
elastic properties on a halfspace. Teymür (1988) formulated the nonlinear 
modulation of the Love waves for the case of a superimposed layer of finite 
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thickness over a compressible hyperelastic halfspace. Later, Maugin and Hadouaj 
(Maugin, 1999) confirmed the solitary wave behaviour for envelope signals and 
dependence of the wave amplitude on the depth in the substrate. They showed that 
waves were characterized by nonlinear Schrödinger equation (envelope solitons).  
Structures of the type where a halfspace is covered with a superficial layer (Figure 
2.4) are common in surface wave devices. The layer may for example be a metal 
film. Often, one is concerned with minimizing the perturbing effect of the film, for 
example to minimize the dispersion. 
 
Figure 2.4: Half space with a superficial layer 
( , , , , ,       : linear material coefficients.)  
Teymür (1996) investigated the propagation of small but finite amplitude SH waves 
in a two layered elastic plate of uniform thickness (Figure 2.5), composed of two 
homogeneous isotropic incompressible hyperelastic layers having different material 
characteristics by employing a perturbation method. Balancing the weak nonlinearity 
and weak dispersion in the perturbation analysis, it was shown that the wave field is 
governed asymptotically by a modified Korteweg–de Vries (mKdV) equation. Then 
the effects of nonlinear material properties on the propagation characteristics of the 
asymptotic waves were discussed and it was found that the asymptotic wave field is 
governed by a mKdV equation with positive or negative dispersion depending on the 
material and geometrical characteristics of the plate. Also the possibility of the 
existence of SH solitary waves has been discussed and it was remarked that solitons 
may exist depending on the constitution of the layered media. 
Later, Ahmetolan and Teymür (2003) extended this study to the nonlinear 
modulation of SH waves. They studied nonlinear modulation of SH waves in a two-
layered elastic plate of uniform thickness with each layer assumed to be made of  
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Figure 2.5: Two finite thickness plates 
( , , , , ,       : linear material coefficients.)  
homogeneous, isotropic and incompressible elastic materials having different 
mechanical properties. Between linear shear velocities of the top layer ( 1c ) , the 
bottom layer ( 2c ) and the wave velocity ( c ), the condition 1 2c c c   
holds. They 
showed that the nonlinear modulation of SH waves was governed by a nonlinear 
Schrödinger equation. 
If the thickness of the superposed layer is much smaller than the wavelength, we call 
this layer thin. In this case, the distribution of the particle displacements as a function 
of depth and the relative values of the components are not much changed from those 
appropriate to a free surface of the substrate. 
Modelling of surface acoustic wave propagation in elastic bodies covered with thin 
layers has been previously studied by various researchers. Because of the relatively 
small thickness of the thin layer, approximate solutions give rise to results with good 
accuracy. H.F. Tiersten (1969) derived approximate boundary conditions 
incorporating in an approximate way the effect of the thin layer using same 
displacements in thin layer and the substrate. P. Bövik (1996) approximated the 
traction-free boundary conditions with the inclusion of the effect of the metal layer in 
his approximation method called O(H) method. In his O(H) model, he starts with the 
general 3D equation of motion and derives the boundary conditions keeping all terms 
linear in the layer thickness. Whereas the Tiersten model is obtained from the 
approximate equations for low frequency and flexure of thin plates by neglecting the 
flexural stiffness. These two methods used by several researchers with some 
derivations such as Rokhlin and co-workers, who employed a similar method to that 
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of Bövik but derived the transfer matrix of the layer and expanded its components in 
the thickness of the layer. 
As previously mentioned, Teymür (1988) formulated the nonlinear modulation of the 
Love waves for the case of a superimposed layer of finite thickness over a 
compressible hyperelastic halfspace. In this study, asymptotic solution of the 
nonlinear boundary layer problem describing the wave propagation is builded. 
Balancing the weak nonlinearity and the dispersion, it is shown that wave modulation 
can be characterized asymptotically by an NLS equation. Later Maugin and Hadouaj 
(1991) considered the case where a linear elastic film of infinitesimally small 
thickness glued perfectly on a nonlinear substrate. Thin film here plays the role of a 
waveguide of solitons and this case is a mechanical analogue of envelope light 
solitons in nonlinear optical fibres (Maugin, 1999). Nonlinearities are weak in both 
cases. In this later study, Maugin and Hadouaj also achieved the NLS equation for 
the wave modulation. In the study of Teymür, there isn‟t a restriction on the plate 
thickness. Therefore, the coefficients of the NLS equation obtained is valid for all 
branches of the dispersion relation. On the other hand, the coefficient of the 
nonlinear term was evaluated depending on the nonlinearities of both halfspace and 
the plate. In this study of Teymür, for 0kh , where k  is the wavenumber and h  is 
the plate thickness, the behaviour of the nonlinear coefficient of the NLS equation is 
dominantly affected by the nonlinearity of the half space. However for bigger kh s, 
the nonlinearity of the plate becomes dominant. Whereas in the study of Maugin and 
Hadouaj (1991), since the layer is assumed to be linear, there is no dependence on 
the nonlinearity of the layer appearing. The case where there exists a nonlinear thin 
layer instead of the plate was handled by Demirci (2008). Demirci, based on the 
propagation of nonlinear surface SH waves in an elastic halfspace coated with a thick 
plate, obtained the results for modulation of nonlinear surface SH waves in an elastic 
halfspace coated with a thin layer, employing an asymptotic perturbation method. He 
showed that, the self modulation of these waves could be characterized by an NLS 
equation as in the layered halfspace. 
Teymür and Ahmetolan (2007) studied the propagation of nonlinear SH waves in a 
homogeneous, isotropic, and incompressible elastic plate of uniform thickness made 
of a generalized neo-Hookean material. They showed that the waves were governed 
asymptotically by a nonlinear Schrödinger (NLS) equation. Analyzing the 
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coefficients of the NLS equation, they discussed the stability of the waves and 
existence of the solitary waves. It is found that, irrespective of the plate thickness and 
the wave number, when the plate material is softening in shear then the nonlinear 
plane periodic waves are unstable under infinitesimal perturbations and therefore the 
bright (envelope) solitary SH waves will exist and propagate in such a plate. But if 
the plate material is hardening in shear in this case nonlinear plane periodic waves 
are stable and only the dark solitary SH waves may exist. Since we approximate our 
problem consisting of a two layered media into a single layered medium where the 
thin layer becomes the boundary condition of the substrate, a comparison with the 
results of this study can be made later at another study. 
2.1.3 Approximate theories for plates 
If the nonlinearities are weak, theoretical methods like asymptotic expansions can be 
used to describe the effect of nonlinearity on the wave propagation. 
Cauchy (in 1828) and Poisson (in 1829) were the first who had deduced the two-
dimensional equations, i.e. approximations of low-frequency flexural and extensional 
vibrations of plates from the three-dimensional equations. They established plate-
equations as early terms in a power-series expansion of the three-dimensional 
equations of elasticity. They started with full expansions in infinite series of powers 
of the thickness-coordinate and then discarded higher powers to reach the desired 
equations but they did not interested in high-frequency vibrations. Then, in 1850, 
Kirchhoff introduced energy considerations and integral theorems into the theory of 
plates but he also did not interested in high frequencies and included just enough 
terms of the series. However, he settled the question of boundary conditions. 
Afterwards some other studies have been made on approximate plate theory such as 
the classical, two-dimensional equations of vibration of thin plates. Later some 
developments on higher order theories of plates based on Bress-Timoshenko theory 
of high-frequency, flexural vibrations of bars, and on more fundamental energetic 
considerations such as Reissner's theory of flexure in 1945 have been made. 
Mindlin (in 1955) accepted Poisson, Cauchy and Kirchhoff as starting point. He 
converted the three-dimensional equations of elasticity to an infinite series of two-
dimensional equations. He expanded the displacement components, in the variational 
equation of motion, in an infinite series of powers of the thickness-coordinate of the 
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plate. He then substituted this series in the equations of motion and subsequently 
integrated the resulting equations through the thickness. He introduced the boundary 
conditions on the tractions. The system is the truncated to obtain the approximate 
equations which physically means that only a finite numbers of modes are described 
based upon the fact that the higher modes do not greatly affect the spectrum at lower 
frequencies (Achenbach, 1973). You may refer to Graff (1975) for further 
information on approximate theories for waves in plates. 
Tiersten introduced an approximation technique for obtaining the dispersion curves 
for elastic surface waves guided by thin films of finite width on isotropic substrates 
(Tiersten, 1969). Since the dispersion will be small due to small thickness of the 
superposed layer, following the approximation procedure due to Tiersten called the 
thin-film approximation, the displacement field in the layer can be eliminated in an 
approximation in powers of kh  (wavenumber times thin layer thickness). So, an 
effective boundary condition is obtained at the boundary surface between thin layer 
and the substrate and by this way, matching of solutions of the equations of motion at 
the interface is skipped. Effects of the presence of the film appear through an 
effective boundary condition at the surface for the displacement field in the substrate. 
Using two dimensional thin plate equations resulted with an important reduction in 
the amount of calculation resulting from three-dimensional elasticity
 
equations for 
the thin film. 
The general purpose of the approximate effective boundary conditions is to simplify 
the analytical or numerical solution of wave propagation problem involving complex 
structures by e.g. converting a multiple-medium problem into a single medium 
problem with a simple smooth boundary surface. 
2.2 Practical Aspects: Scientific Importance And Industrial Applications Of 
Surface Waves In Solids And The Shear Wave Technology In Particular 
Many acoustic wave types can propagate through solids. We are particularly 
concerned with surface waves and in this section we will try to explain the scientific 
and industrial importance of surface acoustic waves that motivated us in doing so.  
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Surface waves travel just under the elastic solid‟s surface. They travel more slowly 
than body waves. Because of their low frequency, long duration, and large 
amplitude, they can be more destructive than the body waves during earthquakes.  
Signal processing and seismic waves lead to studies on surface waves where bulk of 
the energy is transported in the vicinity of the limiting surface serving as a 
waveguide. 
Investigation of surface acoustic waves (SAWs) propagating in solids has been 
subject of various studies from various disciplines beginning with a paper by Lord 
Rayleigh (Rayleigh, 1885). Initially, studies on these types of waves were 
encouraged by geophysical problems, mainly at the discipline of seismology as these 
waves transmit the bulk of the energy during an earthquake. Later, because of their 
usefulness in many technological and so industrial applications such as dynamical 
methods of nondestructive testing of materials and structure, fluid-structure 
interaction, imaging, acoustic microscopy, surface phenomena in solid state physics, 
etc., SAW‟s have been investigated by various researchers. SAW‟s attracted great 
interest in the signal processing field, particularly in connection with high-
technology applications, after invention of interdigital transducer for the conversion 
of electrical signals into SAW signals and vice versa by use of piezoelectric materials 
in 1965. Much of the importance of surface waves comes from the fact that they can 
be easily manipulated by perturbation of the substrate surface such as an electrical or 
mechanical perturbation in devices. Researchers from diverse disciplines such as 
geophysics, solid state physics, electrical engineering, applied mathematics, 
medicine, chemistry, biochemistry, geology, aviation and more, studied on surface 
acoustic waves as some of them will be referred throughout this study. 
2.2.1 Surface acoustic wave (SAW) devices and sensors 
SAW devices as filters, oscillators and transformers function based on the 
transduction of acoustic waves. A typical SAW device consists of two sets of 
interdigital transducers one for converting electrical energy into mechanical wave 
energy and the other for converting the mechanical energy back into an electric field 
(Figure 2.6). Structures similar to our problem are common in surface-wave devices, 
where the thin layer may be a metal film. Thin films are very important in SAW 
technology and are essential for the generation and detection of surface acoustic 
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waves on piezoelectric substrates. Although piezoelectric materials are used in SAW 
devices, many of the waves in such materials have similars in non-piezoelectric 
isotropic materials.  
 
Figure 2.6: SAW Device 
Thin films can function in surface-wave devices in several ways: 
(a) Conducting films, usually of aluminum, are needed for components such as 
transducers and gratings. 
(b) A non-piezoelectric dielectric film can be used to modify the surface-wave 
properties. The prime example of this is an isotropic silicon oxide film, which for 
many substrates can be used to improve the temperature stability. 
(c) A piezoelectric film can be deposited on a non-piezoelectric substrate, or a 
weakly piezoelectric substrate, so that interdigital transducers can be used for wave 
generation and reception.  
(d) Piezoelectric films can also be used for semiconducting substrates such as silicon 
and gallium arsenide. This introduces the possibility of integrating surface-wave 
devices on the same substrate as semiconductor circuits. It has also been used to 
study semiconductor properties. 
Thin layers also find applications in delay lines. By depositing thin layers over 
substrates, another type of surface-wave delay line results. 
SAWs are the slowest waves propagating in solids. Their low speeds, about 10
-5
 
times that of electromagnetic waves, and so their extremely small wavelengths when 
compared with electromagnetic waves of the same frequency allows long temporal 
wavetrains to be placed on small devices. As a familiar example from our daily lives, 
reducing sizes of radios can be mentioned here. Since the SAWs are at the surface, it 
is possible to influence the waves throughout their movements. Their remarkable 
versatility allows transducers with almost arbitrary geometries and high precision to 
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be located anywhere in the propagation path of the waves. Longitudinal and shear 
components of SAWs can couple with a medium in contact with the device‟s surface 
which strongly affects the amplitude and velocity of the wave and enables SAW 
sensors to directly sense mass and mechanical properties. SAW devices have the 
highest sensitivity among acoustic sensors. They are highly sensitive to external 
physical parameters and the properties of films deposited on the SAW substrate. 
SAWs can provide substantial signal delays which is impractical to obtain by 
conventional methods. These devices are fabricated by photolithography, the process 
used in the manufacture of silicon integrated circuits, and can therefore be mass 
produced at relatively low costs with precise and reproducible characteristics. 
The advantages of using SAWs lead to development of various devices in many 
branches of electronics including signal processing for communications and radar 
systems. SAW devices are primarily used in Mobile/Wireless Communications 
applications in the telecommunications market. The dominant use of surface acoustic 
waves is for bandpass filtering which is followed by resonators. Signal processing 
applications of SAW devices can be exemplified as antenna duplexers for 
mobile/wireless transceivers,  resonators and resonator-filters for medical alert 
transmitters and for automobile keyless locks, low-loss Intermediate Frequency 
filters for mobile and wireless circuits, low-loss  RF front-end filters for 
mobile/wireless circuitry, voltage-controlled oscillators (VCOs) for first or second-
stage mixing in mobile transceivers, synchronous and asynchronous convolvers for 
indoor/outdoor spread-spectrum communications (Colin and Campbell, 1998). A 
mobile phone contains at least two and sometimes as many as six SAW filters. Most 
television receivers have two SAW filters. SAW devices are used extensively in 
advanced radar systems for pulse expansion and compression. The total annual 
production of SAW filters is more than four billion and predominantly by Japan, 
USA, Germany, mainland China, and Taiwan. 
There are considerable amount of applications for acoustic wave devices as sensors 
including physical sensing, chemical sensing and biosensing. Among these 
applications, automotive applications such as torque and tire pressure sensors, 
medical applications such as chemical sensors and industrial and commercial 
applications such as vapor, humidity, temperature, and mass sensors can be counted. 
For example, biosensors whose operating principle is based on shear horizontal 
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acoustic waves are well suited for medical diagnostics (Rupp et al., 2008; Bisoffi et 
al., 2008; Shen et al., 2008; Shen et al., 2005; Kondoh et al., 1993; Campitelli et al., 
1997). For some interesting applications of shear waves, you may refer to (Gao and 
Rose, 2009; Kondoh and Shiokawa, 1994; Josse et al., 2001). Many more studies can 
be encountered if the literature is scanned. 
For a comprehensive guide on the applications of surface acoustic waves, you may 
refer to David Morgan‟s book on surface acoustic wave filters (Morgan, 2007). 
2.2.2 Shear wave technology and SH waves in particular 
Shear waves are commonly used in seismic exploration. There are several reasons 
which makes the use of shear waves in seismic exploration. Shear wave velocity 
measurements give useful indication of soil liquefaction potential and shear moduli 
can be used to predict the amplitude of surface soil motions during earthquakes. 
Shear wave velocities are an indispensable element for evaulating seismic motion 
(Url-1). The shear wave velocity is an independent measurement which would 
provide additional information about the subsurface geology. The ratio for shear-
wave velocity to compressional-wave velocity is directly related to Poisson's ratio 
and can be related to rock type and help making discriminations. Shear waves do not 
propagate in a fluid and therefore a shear-wave reflection record might be more 
sensitive to detecting porosity and/or the fluid content of the porosity gas, oil or 
water. Shear waves passing through a fractured or jointed medium enables us 
distinguishing between oil and gas due to the effects of fluid compressibility on the 
normal stiffness of fractures (Barton, 2007). Experimental work showed other 
possible advantages. For example, good shear-wave reflections might be obtained in 
areas where existing compressional-wave systems get poor data. Since shear-wave 
energy does not propagate through fluids including sea water attention is being 
further focused on marine applications of shear-wave data (Tatham et al., 1987). 
Shear wave splitting and polarization phenomena, where an approximately vertically 
propagating shear wave splits into two polarizations which propagate at different 
velocities and with different polarizations, has extreme importance in geophysics. 
Shear waves can provide information about the internal crack and stress structure of 
the rockmass probably not possible otherwise. 
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In their paper Stuart Crampin and John H. Lovell, emphasized that the progress in 
understanding shear-wave propagation is the most fundamental advance in 
seismology for some decades (Crampin and Lovell, 1991). They gave a summary of 
suggestions about what shear-wave technology can be used for including 
understanding the geometry of fluid-filled inclusions, such as identifying the 
geometry of the cracked rockmass, applications to hydrocarbon production and other 
industrial applications such as locating sub-surface fractures, correlating hydrocarbon 
production with amount of fracturing, estimating the orientation of maximum 
compressional stress, estimating orientations of hydraulic fractures, and more 
speculative applications such as monitoring hydrocarbon production procedures like 
enhanced oil recovery (EOR), identifying seals and abnormally pressurized 
compartments, monitoring stress changes before earthquakes, monitoring stress 
changes before rockbursts in mines, monitoring hazardous waste depositories. 
SH-waves attracted the attention of energy industry in the late 1980s and early 1990s 
after a field study directed by Conoco (the Conoco Group Shoot) and this study 
supported by many oil companies. Conoco Group is the one who developed the 
shear-wave vibroseis which made practical the use of shear waves in seismic 
exploration.  
Since SH waves are  "framework waves", they are more convenient for imaging 
geologic features in the near surface than the P waves and therefore they sample the 
geologic medium more accurately than the fluid-sensitive P wave. SH signals are 
easy to identify, unlike SV wave signals, because there is no mode conversion at the 
idealized refracting and reflecting boundaries. In addition, the lower velocity S-mode 
expands the spatial and temporal dimensions of the optimal window. Results of 
experiences show that resolution can commonly be improved by a factor of 2 to 3 
through the use of S-waves because P-waves have velocities much more higher than 
S-waves. This is a crucial point considering relatively small subsurface targets in 
engineering applications. 
The use of surface geophysics to describe sub-surface features is well known in the 
oil industry. Similar techniques are applied in the coal industry. Because of the depth 
at which coal and oil-bearing strata ocur, most methods are based on the reflection or 
refraction of seismic waves. High-resolution SH-wave seismic reflection surveys can 
be effective for diagnosing mine-induced subsidence potential. 
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Therefore, surface waves and the shear waves in particular have crucial applications 
and attract many researchers from various disciplines, leading to further 
developments. 
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3. MODULATION OF NONLINEAR SH WAVES IN AN 
INCOMPRESSIBLE HYPERELASTIC PLATE WITH A THIN UPPER 
LAYER 
As previously mentioned, we depart from the layered structure of two finite-
thickness plates in the study of Ahmetolan and Teymür (2003). We reproduce the 
equations corresponding the two-layered plate as a new boundary value problem 
since the thin layer in our structure will behave as a boundary condition of the 
substrate. Therefore, first section of this chapter will be about nonlinear wave 
propagation in a two layered elastic medium as a preliminary. After obtaining our 
new boundary value problem under thin layer approximation, the section containing 
the modulation of nonlinear SH waves in our structure is coming. Here we arrive at 
the conclusion that, nonlinear self modulation of surface SH waves propagating in 
the elastic thick plate covered with a thin layer can be characterized asymptotically 
by an NLS equation. Hence, in a separate section, some characteristic solutions of 
NLS equation are stated. In the last section of this chapter the graphs of the linear 
and nonlinear coefficients of the NLS equation versus dimensionless wavenumbers 
are drawn for the material models chosen and the coefficients of the NLS equation 
characterizing the self modulation of the SH waves in a finite two-layered medium 
with those in our medium where upper layer appears as the boundary condition of the 
lower layer under thin layer approximation are compared. 
3.1 SH Wave Propagation In a Two Layered Elastic Medium 
Consider a plate of uniform thickness which is composed of two layers occupying 
the regions 1P   and 2P   where ( , , )X Y Z  denotes the material coordinates of a point. 
1 1{( , , ) | 0 , , }P X Y Z Y h X Z             (3.1) 
2 2{( , , ) | 0, , }P X Y Z h Y X Z             (3.2) 
It is assumed that the constituent materials are incompressible, homogeneous, 
isotropic, elastic with different material characteristics. It is also assumed that the 
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free boundaries 1Y h  and 2Y h    are free of traction and stresses and 
displacements are continuous at the interface 0Y  . 
An SH wave having the displacement component in the Z  direction is supposed to 
propagate along the X -axis in the plate. The displacement of a particle is denoted by 
u  and v  in 1P  
and 2P  respectively. 
Equations of the motion and the boundary conditions corresponding to this two-
layered medium are as follows (Ahmetolan and Teymür, 2003). 
Equations of motion; 
2 2 2
2
1 12 2 2
( ) ,
u u u
c u inP
t X Y
   
   
     
 (3.3) 
2 2 2
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2 22 2 2
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v v v
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t X Y
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   
 (3.4) 
where nonlinear right hand sides are defined as  
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 (3.6) 
Boundary conditions; 
0
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   ,   on 2Y h   (3.9) 
Here,  
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      
 (3.10) 
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The boundary conditions above are imposed by the assumption of vanishing tractions 
on the free surfaces of the layers and the continuity of the stresses and the 
displacements at the interface 0Y  . The subscripts appearing in the above equations 
refer the layers. The subscript 1 stands for the upper layer and 2 stands for the lower 
layer. The constants c s are the linear shear wave velocities in the layers and n s are 
the nonlinear material constants where, 1,2  . Linear shear velocities are defined 
as 2 / vc   , where,  s are linear shear modulus of the layer material and  s 
are the densities of the layers in the initial state.   and 
 remain constant during 
the motion because wave motion considered is isochoric, that is volume preserving 
(because it is incompressible). The nonlinear constants defined as 
2 2(2 / )d (3) / dn I     
exhibit the nonlinear characteristics of the materials. The 
medium is hardening in shear if 0n   but softening in shear if 0n   . The 
constant 2
2 1/    
and 2 2/q n c   . 
Assuming that between the linear shear wave velocities of the layers, the inequality 
1 2c c  holds, an SH wave having a phase velocity c  less than 1c  does not propagate 
in this layered plate. For the existence of an SH wave, the phase velocity of the wave 
must satisfy one of the following two inequalities: 
1 2c c c   (3.11) 
1 2c c c   (3.12) 
If the thickness of the bottom layer goes to infinity, the geometry of the problem 
becomes that of an halfspace covered with a finite layer. In such a halfspace the 
surface SH waves exist if the phase velocity of the propagating waves satisfies (3.11)
. In the study of Ahmetolan and Teymür (2003), the case  1 2c c c   was investigated 
for the sake of comparison with the halfspace covered with a finite layer. Under this 
assumption between the velocities, following dispersion relation of linear waves is 
obtained 
1 1 1 2 2 2tan( ) ς tanh( ς ) 0p kh p kh   (3.13) 
where 2 2 1/2
1 1( / 1)p c c   and 
2 2 1/2
2 2ς (1 / )c c  . 
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In the last section 3.4 of this chapter, we make some comparison with this two 
layered model. Therefore, it will be appropriate to state here the dispersion relation 
for this two layered model corresponding the case 1 2c c c   
we assume for the thin 
layer model. The dispersion relation for two-layered model for 1 2c c c   is; 
1 1 1 2 2tan( ) tanh( p ) 02p kh p p kh   (3.14) 
where 2 2 1/2
1 1( / 1)p c c   and 
2 2 1/2
2( / 1)2p c c   (Ahmetolan, 1996). 
3.2 SH Wave Propagation In a Medium of Thick Layer Covered With a Thin 
Layer 
In this study we consider a layered structure where a thick layer is covered with a 
thin layer. Both the thick layer and the thin layer are isotropic, incompressible, 
nonlinear, hyperelastic solids with different material properties (App. A.1). It is 
assumed that stresses and displacements are continuous at the interface 0Y   and the 
boundaries 1Y h  and 2Y h   are free of tractions. 
Let 1P   denotes the upper thin layer with thickness 1h ( all wavelengths involved) 
and 2P  denotes the thick layer with thickness 2h , occupying the following regions 
respectively and ( , , )X Y Z  denotes the material coordinates of a point (Figure 3.1). 
1 1{( , , ) | 0 , , }P X Y Z Y h X Z             (3.15) 
2 2{( , , ) | 0, , }P X Y Z h Y X Z             (3.16) 
 
Figure 3.1: Structure of the problem: 
An elastic plate with a thin elastic top layer. 
In this medium, shear horizontal (SH) waves, whose amplitudes are small but finite, 
are propagating along X -axis with displacement in the Z -direction. Let 
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( , , )u u X Y t  denotes the displacement in 1P  and ( , , )v v X Y t  denotes the 
displacement in 2P . Here, u  and v  are only functions of X , Y , t  because of the 
polarization of the wave. 
For hyperelastic materials, strain energy functions exist. Also, since our materials are 
isotropic and homogeneous, the strain-energy density depends only on the principal 
strains. We assume that the constituent materials are incompressible and their strain 
energy functions are of the form ( )   where   is the first invariant of the Green 
deformation tensor C . 
We deal with small but finite amplitude waves so we can proceed with the 
approximate governing equations and boundary conditions. We may assume that the 
strain energy function is a continuously differentiable function of   on the interval 
 3, . With this assumption, we can proceed with the approximate governing 
equations and boundary conditions involving terms not higher than third degree in 
the deformation gradients. 
Since 1P  is a thin layer, we aim to converge the problem to a boundary layer problem 
as mentioned previously. Therefore, we want to rewrite the equations in terms of the 
displacement of layer 2P , that is v . For this purpose we will integrate the equation 
(3.3), equation of the motion corresponding to the upper layer, on the interval  10,h  
with respect to Y . 
1 12 2 2
2
12 2 2
0 0
( )
h h
u u u
c dY u dY
t X Y
    
    
    
   (3.17) 
Since the thickness 1h  
of the thin layer is small enough, we may apply the Euler 
approximation of the integral for the interval 1(0, )h . 
1
1
0
( , , ) ( ,0, )
h
f X Y t dY h f X t  (3.18) 
Let‟s define ( , ) ( ,0, )f X t f X t . 
Applying the Euler approximation and using the boundary condition (3.7) on 1Y h , 
the left hand side of the equation (3.17) can be written as    
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2 2
2 2
1 1 1 12 2
u u u
h c h c
t X Y
  
 
  
 (3.19) 
Employing the boundary condition (3.8) we get 
2 2
2
2 2
1( ) ( )
u v v u
Q v Q u
Y Y Y Y
q q 
   
  
   
 (3.20) 
Considering that displacements are continuous at 0Y  , we can rewrite (3.19) as  
2 2
2 2
1 1 1 12 2
v v v
h c h c
t X Y
  
 
  
 (3.21) 
Now let‟s look at the nonlinear right hand side of the equation (3.17) where ( )u  is 
defined at (3.5).  
   
1 1
1
0 0
( )
h h
u u
u dY n Q u Q u dY
X X Y Y
        
            
   (3.22) 
From (3.20) we can write that 
 
2 2
4 4u v u
Y Y

    
    
    
 (3.23) 
Using (3.23) in the definition of ( )Q u at (3.10), we may write the following 
 
2 2
4
0Y
u v
Q u
X Y


      
     
      
|  (3.24) 
The first term at the right hand side of (3.22) is 
   
1
1
00
22
4
1
h
Y
u u
Q u dY h Q u
X X X X
v v v
h
X X X Y


      
         
               
          
 |
 (3.25) 
 The second term at the right hand side of (3.22) becomes 
       
1
1 00
h
Y h Y
u u u u
Q u dY Q u Q u Q u
Y Y Y Y Y
 
     
         
 | |  (3.26) 
using the boundary condition at 1Y h . 
Hence, using the result of the integrations, (3.17) becomes 
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 
2 2
2 2
1 1 1 12 2
22
4
1 1
)(
v v u
h c h c
t X Y
v v v u
n h Q u
X X X Y Y

  
  
  
                     
            


 (3.27) 
 
222 2
2 2 4
1 1 1 1 1 1 12 2
v v u u v v v
h c h c n Q u h n
t X Y Y X X X Y

                       
             

 
 
Remembering the definition of vq  and using (3.20) at the equation above, we obtain 
our new boundary condition at 0Y  .  
Therefore, our new boundary value problem under thin layer approximation, where 
the effect of thin layer is reduced to a boundary condition of substrate on 0Y   is as 
follows. 
 
2 2
2 2 2
1 1 1 12 2
2 2
4 2 2 2
1 1 1 2 on 0
v v v
h c h c
t X Y
v v v v
h n c q Q v Y
X X X Y Y

 
  
 
  
          
        
           
    (3.28) 
 
2 2 2
2 2
2 2 2 22 2 2
in 0
v v v
c c n v h Y
t X Y
  
     
  
  (3.29) 
20 on
v
Y h
Y

  

 (3.30) 
Here, 2
2q , 1n  and 2n  are determined at the previous section. It can be seen that, 
effect of the nonlinearity of the upper thin layer appears at the right hand side of the 
boundary condition on 0Y  .  
3.2.1 Propagation of linear SH waves 
Before attacking the full problem, we will firstly consider the linear problem for 
further use. In the absence of nonlinearity, that is taking 1 2 0n n   the problem 
defined at (3.28)-(3.30)  is reduced to the following form. 
2 22 2
2 1
12 2
1
0 on 0
cv v v
c Y
t X h Y
  
   
  
  (3.31) 
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2 2 2
2 2
2 2 22 2 2
0 in 0
v v v
c c h Y
t X Y
  
     
  
 (3.32) 
20 on
v
Y h
Y

  

    (3.33) 
For harmonic waves propagating through positive X  axis we can seek the solution 
of above boundary layer problem in the form of plane wave. Let‟s take, 
( ) . .( ) i kX tv V Y ce c   (3.34) 
Here, k  denotes the wavenumber,   denotes the angular frequency and phase 
velocity of the waves is /c k . If we substitute the solution (3.34) into the 
equation of motion at (3.32), we obtain the following equation. 
 2 2 2 2 "2 2 0c k V c V     (3.35) 
In a two layered plate, linear shear waves may propagate under the condition 1 2c c  
where 1c  and 2c  are shear wave velocities of upper and lower layers respectively. 
Under this condition, one of the following three conditions holds between the shear 
wave velocities of the layers and the phase velocity c  of the propagating waves; 
1 2c c c   (3.36) 
1 2c c c   (3.37) 
1 2c c c   (3.38) 
Under the first condition (3.36), surface SH waves does not propagate in the two 
layered plate (Demirci 2008). Also, an SH wave having a phase velocity less than the 
shear wave velocity does not propagate in a plate (Teymür and Ahmetolan, 2007). 
Therefore, we make our analysis under the condition 1 2c c c  . 
Taking V Ye we obtain 
 2 2 2 2 22 2 0c k c        
2 2 2
2 2
2
2
c k
c



   
2
2
2
1
c
ik
c
     (3.39) 
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Let‟s denote  
2
2
2
1
c
p
c
   (3.40) 
Therefore, 
1,2 ikp    
and ( ) ,
ikpy ikpyV y e e . 
So, we may propose the solution of equation (3.34) as, 
( )[ ]ikpy ikpy i kx wtv Ae Be e    (3.41) 
where 0kx t  and A  and B  are constants. 
If we use this solution form at the boundary conditions (3.31) and (3.33), we obtain 
the following equations 
2 2 2 2
2 2 2 2 2 21 1
1 1
1 1
0 0on
ikpc ikpc
A c k w B c k w Y
h h
    
         
   
 (3.42) 
2 2
20 on
ikph ikph
A ikpe B ikpe Y h
           (3.43) 
This set of homogeneous equations (3.42)-(3.43) has a non-trivial solution only if the 
determinant of the coefficient matrix vanishes. 
The equations (3.42) and (3.43) can be written in the following matrix form. 
2 2
2 2 2 2
2 2 2 2 2 21 1
1 1
1 1
0
0
ikph ikph
ikpc ikpc
c k w c k w A
h h
B
ikpe ikpe
 

 
        
    
     
W
 (3.44) 
Det( ) 0W  yields the dispersion relation, 
 
2 2 2
1 1
2 2 2
1
( )
tan
c k w h
kph
kpc 

  (3.45) 
That is, SH waves propagating through a thick layer coated with a very thin upper 
layer (where the thickness of upper layer 1 0h   
at limit case) should satisfy (3.45). 
3.2.2 Nonlinear modulation of SH waves 
To investigate the modulation of small but finite amplitude SH waves, we will 
employ the method of multiple scales, which is a singular perturbation method. For 
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this purpose, bearing in mind that the displacement is in Z -direction and the waves 
propagate in X -direction, we introduce the following new independent variables 
(multiple space and time scales) as 
, , , 0,1,2i ii ix X t t y Y i      (3.46) 
where 0   is a small parameter measuring the degree of nonlinearity. Here, 
 1, 2 1 2, , ,x x t t  are slow variables introduced to specify the slow variations of the 
amplitude. Now, considering v  is a function of these new variables, it is expanded in 
the following asymptotic series of  𝜀. 
0 1 2 0 1 2
1
( , , , , , , )n n
n
v v x x x y t t t


  (3.47) 
Derivatives with respect to old and new independent variables are related as 
2 2
0 1 2 0 1 2
, ,
t t t t X x x x Y y
   
         
      
         
 (3.48) 
Employing these new variables and (3.47) and (3.48) in the equation of motion and 
the boundary conditions (3.28) and (3.30) and then arranging the resulting 
expressions in like powers of 𝜀, we obtain a hierarchy of equations from which it is 
possible to determine nv  successively. Following are those equations up to third 
power of 𝜀: 
  : 
 
 
11 1
0v        on 0y   (3.49) 
 
 
12 1
0v        in 2 0y h y     (3.50) 
1 0
v
y



    on 2y h   (3.51) 
2( ) : 
 
 
 
 
1 21 2 1 1
v v        on 0y   (3.52) 
 
 
 
 
1 22 2 2 1
v v        in 2 0y h y     (3.53) 
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2 0
v
y



     on 2y h   (3.54) 
 3 : 
 
   
 
 
 
 
1 2 31 3 1 1 1 2 1 1
v v v v        on 0y   (3.55) 
 
   
 
 
 
 
1 2 32 3 2 2 1 2 2 2 1
v n v v v        in 2 0y h y     (3.56) 
3 0
v
y



    on 2y h   (3.57) 
Here, the linear differential operators  
 ji
s and nonlinear differential operators i s 
are defined as: 
 1
2 2
2 2 2
1 1 1 1 12 2
0 0
h c c h
t y x

  
  
  
 (3.58) 
 2
2 2
2
1 1 1
0 1 0 1
2 ( )h c
t t x x
 
 
   
 (3.59) 
 3
2 2 2 2
2
1 1 1 12 2
1 0 2 1 0 2
2 2
h h c
t t t x x x
      
      
        
 (3.60) 
 1
2 2 2
2 2
2 2 22 2 2
0 0
c c
t x y
  
  
  
 (3.61) 
 2
2 2
2
2 2
0 1 0 1
2 – c
t t x x
  
  
    
 (3.62) 
 3
2 2 2 2
2
2 22 2
0 2 1 0 2 1
2 2c
t t t x x x
      
      
        
 (3.63) 
2 22 2
2 4 2 2 2
1 1 1 1 2
0 0 0 0 0
n c q
v v v v v v v
h
x x x x y y x y
 
                
            
                   
 (3.64) 
2 22 2
2
0 0 0 0 0
v v v v v v v v
x x x x y y y x y y
                  
            
                     
 (3.65) 
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First order problem 
Note that, the first order problem    is simply the classical linear wave problem 
in the plate. Whereas the solution is in the form ( , , )v v X Y t  for the linear problem, 
it will be in the form of  1 0 1 2 0 1 2, , , , , ,v x x x y t t t for the first order problem. If the first 
order problem is solved, the 0x , 0t  and y dependence of 1v  can be determined. 
Whereas we will need to proceed to higher order solutions to determine 1v  wholly. 
On the other hand note that, since the right hand sides at the second and third order 
problems depend on the solutions of lower order problems, they are linear but 
nonhomogeneous problems. 
Now we will build the solutions of these problems one by one. 
Using the seperation of variables technique, the solution of the equation (3.50) in the 
first order problem is taken as 
 
     0 02 2
1 0 1 2 0 1 2
1 1 2 1 2 1 1 2 1 2
1
, , , , , ,
, , , , , ,( ) ( . .)
il kx tl likp y ikp y
l
v x x x y t t t
A x x t t e B x x t t e e c c




   
 
 (3.66) 
Here, 22
2
2/ 1p c c  , k  is the wavenumber,   is the angular frequency and c.c. 
denotes the complex conjugate of the preceding terms. 
 
1
l
A s and 
 
1
l
B s are the 
functions representing the first order wave amplitude and they will be obtained using 
the boundary conditions. Using this solution (3.66) in the boundary conditions (3.49) 
and (3.51), yields the following algebraic system of equations. 
( )
1 0l
l W U  (3.67) 
where lW   is the dispersion matrix defined as 
   
2 2 2 2
2 2 2 2 2 2 2 2 2 2
1 1 1 2 1 1 1 2
2 2
iklh p iklh
l
p
l lw k lc h ik c p l lw k lc h ik c p
iklp e iklp e
 

     


       
 
  
W  (3.68) 
And ( )
1
l
U , the first order amplitude vectors are defined as 
       
T
( )
1 1 1 2 1 2 1 1 2 1 2, , , , , , ,
l ll A x x t t B x x t t 
 
U  (3.69) 
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At the present study, we deal with the nonlinear self modulation of waves centered 
around a wavenumber k  and corresponding frequency w . Therefore we exclude the 
harmonic resonance case and so we assume that 
 
1 0, det 0l
l
 U W
  
 for 2l   (3.70) 
and 
 
1 0
l
U  for 1l   (3.71) 
For, 1l   equation (3.67) has a solution if 1det 0
l W , from which we obtain 
 
2 2 2
1 1
2 2 2 2
2 1
( )
tan
c k w h
kh p
kp c 

  (3.72) 
This is called the „dispersion relation‟. Therefore we obtain the first order solution as 
 
        2 2
1 0 1 2 0 1 2
1 1 2 1 2 1 1 2 1 2
, , , , , ,
, , , , , , . .
l likp y ikp y il
v x x x y t t t
A x x t t e B x x t t e e c c

 
 (3.73) 
where 
0 0( )kx t   . 
Then the solution of the algebraic system of homogeneous equations (3.67) is found 
to be 
 
1 1 1 2 1 2( , , , )
l
x x t tU R       for 1l   (3.74) 
and 
 
1 0
l
U    ,   for 2l   (3.75) 
where  1 1 2 1 2, , ,A x x t t  is a function of slow variables representing the first order 
slowly varying amplitude and 𝐑 is a column vector satisfying  
1 0W R  (3.76) 
   
2 2 2 2
2 2 2 2 2 2 2 2 2 2
1 1 1 2 1 1 1 12
2 2 2
R 0
R 0ikh p ikh p
k c h ik c p k c h ik c p
ikp e ikp e
   

     
     
    
     

 (3.77) 
A solution of (3.76) can be found as, 
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 
2
T 1 1
1 2 2 2
1 1 2
2
, 1, 1
kh p
R R
kh p i p
 
   
 
R  (3.78) 
Therefore we obtain the first order solution as 
    2 21 0 1 2 0 1 2 1 1 2 1 2 1 2, , , , , , , , , . .ikp y ikp y iv x x x y t t t x x t t R e R e e c c    (3.79) 
To complete the first order solution of the nonlinear problem, 
1 2 1 21( , , , )A x x t t  should 
be determined. For this purpose, we will proceed to examine the second order 
problem. 
Second order problem 
If we use the first order solution (3.79) of 
1v  at the equation (3.53) of the second 
order problem, it becomes; 
     2 22 2 11 1 21 2 . .
ikp y ikp y iv i R e R e e c c
   M Ø  (3.80) 
where 
2
211
1
1
1
1 kc
t x

 
 
 
M
 (3.81)
 
Now we will decompose the solution 
2v of the equation (3.80) as 
2 2 2v v v   (3.82) 
where 2v  
is the particular solution of (3.80) and 2v  
is the solution of the 
corresponding homogeneous equation under the non-homogeneous boundary 
conditions obtained from the boundary conditions (3.52) and (3.54) of the second 
order problem by use of the decomposition (3.82). Namely, let 2v be the solution of 
the following equation system. 
   2 21 0v   (3.83) 
 
 
   
 
21 11 2 1 1 1 2
( )v v v           on 0y   (3.84) 
2 2v v
y y
 
 
 
    on 2y h   (3.85) 
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Now we can obtain the particular solution by employing the method of undetermined 
coefficients. Taking 2v as 
     0 02 2 ( )2 1 1 2 1 2 2 1 2 1 2F , , , F , , , . .i kx wtikp y ikp yv x x t t e x x t t e ye c c    (3.86) 
and using this solution form at (3.80), we find out Fi ‟s as 
1
1 112
2 2
2
2
2
112
2
F
F
R
kc p
R
kc p
 

M
M
  (3.87) 
The solution 2v of the equation (3.83) can be written as in the first order problem. 
       2 22 2 1 2 1 2 1 2 1 2
1
2, , . ., , , ,
l liklp y iklp y il
l
v A x x t t e B x x t t e ce c



  
   (3.88) 
where 
 
2
l
A and 
 
2
l
B
 
are second order amplitude functions and will be determined 
using the boundary conditions (3.84) and (3.85) of the second order problem. 
Using the solutions at (3.88) in the boundary conditions (3.84) and (3.85), we obtain 
the following nonhomogeneous algebraic system of equations 
( ) ( )
2 2b
l l
l WU  (3.89) 
where ( ) ( ) ( ) T
2 2 2( )
l l lA BU  and 
(1)
2
( )
2
b
b , 2l l

 
0
0
 (3.90) 
For 1l   the vector 
1 2
(1) (1) (1) T
2 2 2(b b )b obtained as 
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1
2
2 2 2 2
2 2
1
1 2 1 1 22
2 2 1
2 2
21
1 2 1 1 1 2
2 1(1)
2(1)
2 (1)
2
2 2 2 2
1 22 2
2 2 2 2
1
1
1
1
1
2
2
( ) 2 ( )
( ) 2 ( )
b
b
(1 ) ( 1 )
1
( )
ikh p ikh p
ikh
c
R R i h R R
kc p t
c
R R ikc h R R
p x
ikh p ikh p
e R e R
kc p kc p t
ikh R e
p
 


 

  
   
 
  
    
  
  
 
      
 
 
  
b
2 2 2 2
2 2
2
1
1
1
( )
p ikh p
ikh R e
p x
 
 
 
 
 
 
 
 
 
 
 
 
   
      
 (3.91) 
Using the definitions of the matrix 
1W  and the vector R , 
(1)
2b can be written in the 
following form 
(1) 1 1
2
1 1
1 1b ( )i
t w x k
   
  
   
W W
R  (3.92) 
Since 1det 0W  and 
(1)
2 0b  for 1l  , in order that nonhomogeneous algebraic 
equation (3.89) to have a solution, the compatibility condition  
(1)
2.b 0L  (3.93) 
must be satisfied, where 1 2,L LL = ( )  is a row vector defined as 
1 0LW  (3.94) 
where a solution of L can be obtained as 
2 2
2 2 2 2 2
1 1 1 2
2
[( ) ]
1 ,
ikh pk c h ik c p
e
ikp
     
  
 
L  (3.95) 
Using the dispersion relation, it can be written that 
 2 22 2 11 , sec( )kh p c L  (3.96) 
Then taking the derivative of the equation (3.76) with respect to k , where ( )k 
and ( , ( ))k kR R  we get 
1 1
1( ) ( ) 0g gV V
k k 
   
   
   
W W R R
R W  (3.97) 
where  gV
k


  
is the group velocity of the waves. 
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Multiplying the equation (3.97) from left by the vector L and considering (3.94), we 
find out that 
1
1
g
kV
w

 


W
L R
W
L R
 (3.98) 
Then, using (3.92) and (3.98), the compatibility condition (3.93) yields that the 
amplitude function 
1  
should satisfy 
1
1 1
1
0gV
t x
 
 
 
 (3.99) 
which states that, 
1A  
should remain constant in a frame of reference moving with the 
group velocity 
gV . Namely, 1A  depends on 1x  
and 
1t  only as 
1 1 1 1 2 2( , , )gx V t x t   (3.100) 
Then, using (3.97) and (3.98), the solution of the equation (3.89) for 1l   is obtained 
as 
  12 1 2
1)
2
1
2
(
1, , , ( )gx x t t i V
x k 

  
 
  
R R
U R  (3.101) 
Here, the function  2 1 2 1 2, , ,x x t t  represents the second order slowly varying 
amplitude of the wave modulation and can be determined from the solutions of 
higher order perturbation problem when necessary. However since we deal with the 
small but finite amplitude wave propagation in this study, we just want to build the 
first order uniformly valid solution and as stated before, determining 1  will be 
sufficient for our concern. 
Since ( )
2 0
l b  
under the assumption det 0l W  for 1l  , then 
( )
2
l U 0    , for 2l   (3.102) 
As of now, first and second order solutions are completed. But at this stage, only 1x
and 1t  
dependence of 1  could be determined. To determine 1  completely, third 
order perturbation problem should be examined.  
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Third order problem 
Using the first order solution 
1v  
stated at (3.79) and the second order solution 
2v  
defined with the decomposition (3.82) and stated at (3.86) and (3.88) at the equations 
(3.56) of the third order perturbation problem, we obtain 
 
 
 
2 2 2 2
1
3 3
2 1 2 63 3 4 5
3
(( ) ( ) )
. .
ikp y ikp y ikp y ikp y i
i
D D y e D D y e D e D e e
c c terms in e
v 

 

     
 
 (3.103) 
Here the coefficients ( 1,...10)iD i   ‟s are functions of slow variables 1 2 1 2, , ,x x t t   and 
depend on the linear and nonlinear material constants and the wavenumber k  and 
they are defined as follows 
1 1 2 1 2 1 1
2 1 2 1 2 2
3 1 2 1 2 3 3
4 1 2 1 2 4
5 1 2 1 2
2
1 1
2
1 1
2
1 15
6 1 2 1 2
2
1 16
( , , , )
( , , , )
( , , , )
( , , , )
( , , , )
( , , , )
k s
s
k s
s
k
k
x x t t
D x x t t D
D x x t t D D
D x x t t D
D x x t t D
D x x t t D
D D A A D
A A








 (3.104) 
where 
4 2 2 2 2 2 4 2
1 2 1 2 2 1 2
4 2 2 2 2 2 4 2
3 2 2 2 2 2 2 1
4 2 4 2
5 2 2 2 1 2
4 2 4 2
6 2 2 2 2 1
3(1 ) 2(3 2 3 )
3(1 ) 2(3 2 3 )
( 3 2 9 )
( 3 2 9 )
k
k
k
k
k n p R R p p R R
D k n p R R
D
p p R R
D k n p p R R
D k n p p R R
       
       
   
   
| |
| |
 (3.105) 
and 
 39 
 
2
22 2
1 1 1 2 1
1 1 1
2
2 1 1 2 1
2 2
2 2
1 2 1 2 1 2
1 1 1
2 2
1 1
1
2 22
1 2 1
2 12 2 2
2 2 1 2 1 1 2 1
2
2
3 2 2
1 1
2
2 1 1
1 1
( ) 2 ( )
2 ( 2 )
4 2
(
2
2
2 ) 2
s
s
s
R R ikc R
t t t x x
wT c R kc T
x t x
iwR ikc Riw
D R
kc p t p x t p x
D R R ik
D iw
iw c
t t t
    
    
    
 
  
  
  
   
   
  
   
  
2 2
2 2
2 1
2 2
2 2
2 2 2 2 2 2
1 1 1
2 2 2 22
2 2 2
4 22 2 2
2 2 1
1
1 1
1 1
2 1 1 1
1
2
( )
2 ( 2 )
4 22
s
R
x x
wT c R kc T
x t x
iwR ikc Riw
D R
kc p t p x t p x
 

 
 
  
  
  
  
   
 (3.106) 
Here the bars denote the complex conjugates in the above equations. 
We will seek the third order solution following the same procedure with the second 
order problem. We will decompose the solution 
3v  of the equation (3.103), which 
belongs to third order problem, as 
3 3 3v v v   (3.107)
 
where 3v  
is the particular solution of (3.103) and 3v  
is the solution of the 
corresponding homogeneous equation under the nonhomogeneous boundary 
conditions obtained from the boundary conditions (3.55) and (3.57) of the third order 
problem by use of the decomposition (3.107). Namely, let 3v  
be the solution of the 
following equation system. 
 
 
1 32
0v   (3.108) 
 
   
   
 
 
 
121 31 3 1 1 1 2 1 1 1 3
( )v v v v v         on 0y   (3.109) 
3 3v v
y y
 
 
 
    on 2y h   (3.110) 
We will firstly build the particular solution 3v  
of the nonhomogeneous equation 
(3.103) by employing the method of undetermined coefficients as in the second order 
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problem. Considering the structure of the right hand side of the equation (3.103), we 
may take 3v  
as
 
 
 
2 2 2 2
3 0 1 2 0 1 2
3 3
1 2 3 4 5 6
3
( ) ( )
. .
, , , , , ,
ikp y ikp y ikp y ikp y i
i
v x x x y
G G y ye G G y ye G e G e e
c c termsw
t t
ith
t
e


 

       
 
 (3.111) 
Since we will not need the terms with 3ie  , we don‟t write them explicitly. 
Determining the solution parts with ie   is sufficient for us. 
Substituting the solution form above into the equation (3.103) and applying the rules 
of the method of undetermined coefficients, after some algebra, the undetermined 
coefficients ( 1,...6)iG i  ‟s are obtained as follows 
2
1 1
2
1
1 1 1
2 2
3 3 3
4 4
5 5
6 6
1
2
1 1
2
1 1
s k
s
s k
s
k
k
G G G
G G
G G G
G G
G G
G G
 

 



 (3.112) 
where 
2 1 2
1 2 2 2
2 2
2
2 2
2 2
2 3 4
3 2 2 2
2 2
4
4 2
2 2
2
4
4
2
4
4
s s
s
s
s
s s
s
s
s
ikp D D
G
k c p
iD
G
kc p
ikp D D
G
k c p
iD
G
kc p



 

 
 (3.113) 
and 
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1
1 2
2 2
3
3 2
2 2
5
5 2 2 2
2
6
6 2 2 2
2
2
2
8 ( )
8 ( )
k
k
k
k
k
k
k
k
iD
G
kc p
iD
G
kc p
D
G
k c c
D
G
k c c







 (3.114)
 
The coefficients of the terms with 3ie   can be obtained explicitly in the same 
manner. However, those terms represent the third harmonic interaction effects and 
since in this study we only deal with the self interaction of the waves, we will not 
need them later. 
The solution 3v  
of the homogeneous equation (3.108) can be written like in the first 
and second order problems as 
       2 21 2 1 2 1 2 1
1
3 3 23, , , , , , . .
l liklp y iklp y il
l
v A x x t t e B x x t t c ce e 



  


  (3.115) 
where 
 
3
l
A
 
and 
 
3
l
B
 
are third order amplitude functions of slow variables 
 1 2 1 2, , ,x x t t  characterizing the slow variations and they will be determined using the 
boundary conditions (3.109) and (3.110) of the third order problem. 
Using the solution at (3.115) in the boundary conditions (3.109) and (3.110), we 
obtain the following nonhomogeneous algebraic system of equations 
( ) ( )
3 3
l l
l WU b  (3.116) 
where  
T
( ) ( ) ( )
3 3 3A B
l l lU
 
and
 
(1) (3)
3 3
( )
3
0 , 0
0 for 1,3l l
 
 
b b
b
 (3.117) 
Remembering that det 0l W  
for 1l   the solutions of the system of equations 
(3.116) is obtained as 
(3) 1 (3) ( )
3 3 3 3and 0 for 1,3
l l  U W b U  (3.118) 
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On the other hand, since 1det 0W  and 
(1)
3 0b , in order that non-homogeneous 
algebraic equation system (3.116) to have a solution for 1l  , the compatibility 
condition  
(1)
3. 0Lb  (3.119) 
must be satisfied, where L is a row vector defined by (3.94). 
After some algebra, the vector (1)
3b  
can be written in the following form 
(1) 1 2 1 2 1 2 1 2
3
1 1 2 2
2 2 2 2 2 2
1 1 1 1 1 1
2 2 2 2
1 1 1 1
2 2
21 1 1 1
1 12
1 1 1
1
2
2
g
i i
t k x t k x
t k x t k x
V
k x x t k
 
 
 
          
      
          
      
  
        
       
    
        
W W W W
b R - R
W W W
+ R
W W R R
+ F
 (3.120) 
Here, the components of the vector F  depend on the linear and nonlinear material 
parameters and the wavenumber k  and they are; 
     
     
2 2 2 2 2 2 2
1 1 3 1 5 6 1 1 5 6 1 2
3 4 2 2 2 2 2
1 1 2 1 2 2 2 1 2 1 2
3 4 2 2 2 2 2
1 1 2 1 2 2 2 2 2 1 2
3 2 2 3 2 2 2
1 2 2 2 1 2 2
F ( ) ( )( ) 3 ( )
3 1 3 2
3 1 3 2
3 ( ) ( )
k k k k k k
e e
e e
e e
G G c G G w k c h i G G k c p
k kh n p i c p p q R R R R R
k kh n p i c p p q R R R R R
ik c p p q R R R R
 
 
 

       
        
        
    4 4 2 2 21 1 2 1 2 23 (1 )( )e ek h n p R R R R 
 (3.121) 
2 2 2 2 2 2
2 2
3 3
2 5 2 6 2 1 2 2 1
3 2 2 3
F 3 3 ( )
( )
ikh p ikh p ikh p
k k k k
ikh p
k k
iG kp e iG kp e G ikh p G e
G ikh p G e
      
 
 (3.122) 
Note that F 0  when nonlinear material paremeters are zero. 
Multiplying the vector (1)
3b  
given at (3.120) by L  and using (3.98) and (3.99), the 
compatibility condition (3.119) is reduced to the following form 
2
22 2 1 1
1 12
1 1 2 2 1
1( ) ( ) Γ Δ 0g gi V i V
t x t x x
    
     
    
 (3.123) 
Where 
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2 2 2
2 1 1 1
2 2
1 1 1
1
Γ ( 2 )
2
( )( )
g g
g g
V V
k k
V V
k k
 
 
   
   
   
      
         
W W W
L R
W W R R W
+L L R
 (3.124) 
and 
1Δ




W
= LF L R  (3.125) 
If we examine the expressions for Γ  and Δ , we find out that while Γ depends on 
the linear material characteristics of the layered medium and the wavenumber k, Δ  
also depends on the nonlinear material characteristics. If the equation resulting from 
second-order implicit differentiation of (1)
1 0W R with respect to k multiplied by L
from left is compared with (3.124), we find out that 
2
2
1 1
Γ
2 2
gdV
k dk

 

 (3.126) 
As it can be seen, if the function 2  
is determined, the equation (3.123) only 
depends on 1  
and can be used to determine 1 . So, the first order uniformly valid 
solution of the problem is completed as of now. 
If we assume that 2  
depends on the slow variables 1x  
and 1t , through the 
combination  1 1gx V t  like 1 , that is 2 2 1 1 2 2( , , )gx V t x t  , we get 
2 2
1 1
0gV
t x
 
 
 
 (3.127) 
Therefore, the equation (3.123) is reduced to a structure that only depends on  1 , 
2
21 1 1
1 12
2 2 1
( ) Γ Δ 0gi V
t x x
  
   
  
 (3.128) 
If we define the following non-dimensional variables and constants, 
2
2 1
1
2 2 1 1
2
1 2
τ = t t t
ξ ( ) ( ) ( )
Γ Δ
, Γ , Δ
g g gk x V t k x V t k x V t
k k
k
  
 
 

 
    
 
  (3.129) 
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the equation (3.128) can be written in the following form 
2
2
2
Γ Δ 0i
 
 
  
 
 (3.130) 
which is a nonlinear Schrödinger (NLS) equation. 
NLS equation arises in various fields to asymptotically characterize the nonlinear 
wave modulation. Following section will be about some solutions of NLS equation. 
3.3 Solutions of Nonlinear Schrödinger (NLS) Equation 
In the previous section, we arrived at the conclusion that, nonlinear self modulation 
of surface SH waves propagating in the elastic thick plate covered with a thin layer 
can be characterized asymptotically by an NLS equation. In this section, some 
characteristic solutions of NLS equation are stated, stabilities of uniform wavetrain 
solutions under small perturbations is analyzed and the effects of the coefficients   
and   of NLS equation on the solutions and the stability is discussed. 
As it is known, following traveling wave solutions of the NLS equation given at 
(3.130) can generally be described by Jacobian elliptic functions 
( )
0 0( , ) ( ) , , constant.
i Ke V V            (3.131) 
where   is a real function and ,K   are constants. The behaviour of these solutions 
depends on the sign of   . These solutions are found as dn functions if 0  , but 
as sn functions if  0  . Instead of examining the derivation of these solutions, we 
here state some simple but important traveling wave solutions. If we substitute the 
solution form given at (3.131) in to the NLS eqauation given at (3.130), we obtain 
2
2 3
02
(2 ) ( ) 0
d d
i K V K
d d
 
 
 
          (3.132) 
Assuming 0 2V K  , this equation is reduced to  
2
2 3
2
( ) 0
d
K
d

 

       (3.133) 
If we multiply (3.133) by /d d  and then integrate, we achieve 
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2 2
2 41 , constant.
2
d K
C C
d

 

    
    
  
 (3.134) 
Now we will state the solutions of the equation (3.134) under some conditions. 
For 0  , if 2 2
0( ) / ( ) 1/ 2K     , then the equation (3.134) is reduced to 
2
2 2 4
0
1 1
2 2
d
C
d

  

   
   
  
 (3.135) 
If for   , 0   and / 0d d   then 0C   and the solution of (3.135) 
becomes 
1/2
0 0sech ( )
2
   
 
   
 (3.136) 
In this case, the solution (3.131) is known as envelope soliton or bright soliton.  
For 0  , if 2 2
0( ) / ( ) 1K     , then the equation (3.134) is reduced to 
2
2 2 4
0
1
2
d
C
d

  

   
   
  
 (3.137) 
If for   , 0   and / 0d d   then 
4
0 / 2C     and the solution of 
(3.137) becomes 
1/2
0 0tanh ( )
2
   
 
   
 (3.138) 
In this case, the solution (3.131) characterizes the propagation of a shock wave. 
On the other hand, for  0   and 0  , NLS equation has a plane wave solution 
in the following form 
( )
0( , )
i Ke       (3.139) 
Employing the solution form  (3.139) in the NLS equation,  amplitude 0 of the plane 
wave is found as 
2
2
0
K

 


 (3.140) 
For 0K  , the plane wave solution becomes 
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2
0
0
i
e
 


  (3.141) 
For 0  , if we seek the solution of NLS equation in the following form, 
2 2
0 ( )
( , ) ( )
i F
e
  
   
   
   (3.142) 
and also if it is assumed that for   , 
2 2
0
0
i
e
     and / 0d d  then the 
functions   and F  are obtained as 
2 2 2 2
0 (1 sin sech )
arctan(tan tanh )
constant
B
F B
B
  

 


 (3.143) 
where 
1/2
0
3/2 1/2
0 0
sin
2
2 ( )
B
V
  

 
  
 
   
 (3.144) 
The solution stated at (3.143) is known as dark soliton solution and incorporates all 
soliton solution characteristics. 
Up to now, we gave some examples of traveling wave solutions. Note that, whatever 
the sign of   , NLS equation has a plane wave solution stated at (3.139). Now we 
will analyze the effect of the sign of   on the stabilities of this plane wave solution 
under small perturbations. 
If we seek the solution of the NLS equation in the form 
( , )( , )( , ) ,
2
ia e   
 
    (3.145) 
substituting this solution form into the NLS equation and seperating the real and 
imaginary parts, we obtain the following nonlinear differential equations system for 
a  and  ; 
2 3
( 2 ) 0
1
( ( ) ) 0
4
a a a
ab a a a
   
  
 

  
    
 (3.146) 
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Now, to investigate the stability of the plane wave solution of the NLS equation for 
0 constanta   and 0 constant   under small perturbations, let‟s expand a  and   in 
series of  , where 1 , in the neighborhood of 0a  and 0 ; 
0
0 1
2
2
1( , ) ( , ()
( , ) ( ,
)
) ( )
a a a    


      
  
  
 (3.147) 
Substituting these expansions into the equations at (3.146) and ignoring the terms 
bigger than order  , we obtain the following linear equations 
1 0 1
2
0 1 1 0 1
0
3
0
4
a a
a a a
 
 

 
 
   
 (3.148) 
Now, let‟s seek the plane wave solutions of the linear equation system (3.148) in the 
following forms 
( ) ( )
1 1( , ) , ( , )
i K i Ka Ae Be           (3.149) 
Employing these solutions in the equations  (3.148), it is found out that, for the 
existence of nontrivial solutions, following relation should be satisfied between   
and K  
2 2 2 2 1/2
0
3
( )( )
4
K a K

   

 (3.150) 
This last relation is the dispersion relation of the infinitesimally small perturbation 
waves defined by (3.145). Note that for a real K ,   will be real if 0   and 
therefore 
1a  and 1  will stay bounded. If 0  ,  will be complex for 
1/2
0[(3 / 4)( / )]K a    and so 1a  and 1  will grow boundless. Therefore, a nonlinear 
uniform plane wave train will be stable if 0   and will be unstable if 0   
under an infinitesimally small perturbation. For 0  , unstable uniform plane 
wavetrain under infinitesimally small perturbation will transform into a series of 
envelope soliton waves. 
Although linearized 1a  and 1  solutions are valid in a short time interval, long time 
behaviour of the solution of NLS equation under a given initial condition also 
changes depending on if 0   or 0  . As it is known, initial disturbances 
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vanishing as    become a series of envelope solitons if 0   while they 
evolve into damping oscillations if 0  . 
As it is mentioned above, the system is stable if 0  , but unstable if 0  . If in 
the vicinity of a critical wavenumber 
ck  in dispersive medium, 0  , i.e. 0  , 
than a state called the marginal state arises in the system. In this case, the dispersion 
and the nonlinearity can not be balanced and NLS equation is no more valid. 
Namely, the asymptotic expansion employed to analyze the self modulation of the 
waves becomes invalid in the vicinity of this critical wavenumber 
ck . 
3.4 Dispersion Relations And The Coefficients Of NLS Equation Under Thin 
Layer Approximation  
In this section we will compare the coefficients of the NLS equation characterizing 
the self modulation of the SH waves in a finite two-layered medium with those in the 
medium where upper layer appears as the boundary condition of the lower layer 
under thin layer approximation. Before analyzing the coefficients of the NLS 
equation, let‟s write down the dispersion relations for finite two layered model and 
for thin layer model in terms of following dimensionless variables and parameters; 
2 2 2 2 2 1 2
1 2 01
2 11
, , 1, 1 ,
c hc
C K kh p C p C m m
c c h
         (3.151) 
 
 
Then we get the following disperion relation for finite two-layered model, 
2 2 2 2
1 1
2 2
1 2 2 2
0
tan( ) tan( ) 0
t1 1an( ) tan( ) 01 1
p k
C C C m C m
h p p kh p
K K

  

  

 
  (3.152) 
and the dispersion relation for thin layered model is   
   
2 2 2 2
2 21 1
2 2 02 2 2 2 2
2 1
)( ) (1
tan tan 1
1
c k h C
kh p K C m
kp c
K
C m


 
 
   

 (3.153) 
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where  2  . Note that, since tan   for 1  , 
2 21tan( ) 1K C K C    for 
2 11K C   . Therefore, the dispersion relation (3.152) is reduced to the dispersion 
relation (3.153). 
The dispersion relations (3.152) and (3.153) are implicit fuctions as D( , ) 0K C   and 
they define infinite number of functions ( )C C K . That is, dispersion relations have 
infinite number of branches. In comparing the two dispersion relations above, the 
graphs will be drawn for the first branches. Similar analysis can be carried out for 
other branches. The dispersion relations (3.152) and (3.153) involves the linear 
characteristics of the materials. The first branches of the dispersion relations are 
drawn at Figure 3.2 for the following values of the linear material parameters; 
2 2
1
2.159 , 1.297
c
c
                   (3.154)  
As it is observed at the Figure 3.2, for 
10 1.0kh K   , the phase velocity graphs 
obtained for two layered model and for thin layer model overlap for 
2 1/ 10h h  . 
However a gap between two graphs occurs for 2 1/ 1h h  . Although the graphs for 
higher 2 1/h h  ratios have been obtained, we prefered to display the graphs for 1 and 
10 for the sake of simplicity of the graph area. Considering these phase velocity 
versus wavenumber graphs, it is obviously observed that thin layer approximation is 
efficient even for low values of 2 1/h h  and it becomes more efficient with increasing 
thickness ratio.   
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Figure 3.2 : Phase velocity versus wavenumber for the linear material parameters 
2
2 1 2 1 2 12.159, / 1.297, / 1 and / 10c c h h h h      
Now, let‟s draw the group velocity graphs of two models for 
2 1/ 10h h   
and 
2 1/ 1h h   
to observe the effect of thin layer approximation on group velocity. By 
using the same linear material parameters at (3.154) and the dimensionless variables 
and parameters at (3.151), the graphs of group velocities for the first branches of 
(3.152) and (3.153) are drawn at the Figure 3.3. As it is expected, although the 
graphs overlap for 
2 1/ 10h h  , there is a gap between two graphs for  2 1/ 1h h   
and 
this gap increases with increasing wavenumber. Therefore, as it was stated for phase 
velocities above, the graphs at Figure 3.3 support the efficiency of thin layer 
approximation too.  
  h2/h1=1 
  Thin Layer Model   
   Two Layered Model 
 
  h2/h1=10 
 Thin Layer Model   
  Two Layered Model 
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Figure 3.3 : Group velocity versus wavenumber  for the linear material parameter
2
2 1 2 1 2 12.159, / 1.297, / 1 and / 10c c h h h h    
 Now, let us examine the coefficients of the NLS equation. Since the coefficient   of 
the linear term depends on the linear material parameters, using the linear material 
model at (3.154), the graphs of  versus 1K kh  for two layered and thin layer 
models are drawn at the Figure 3.4. The graphs nearly overlap for 
2 1/ 10h h   
especially for small wavenumbers. There is a gap between two graphs for  2 1/ 1h h   
increasing with increasing wavenumber. Therefore observations made for phase 
velocities at Figure 3.2 and for group velocities at Figure 3.3 are valid for  s at 
Figure 3.4. Also it can be seen that   is always positive for linear material properties 
chosen.  
The graphs of the coefficient   of the nonlinear terms versus 1K kh  for two 
layered and thin layer models for 2 1/ 10h h   
and 2 1/ 1h h   are drawn at the Figure 
3.5. The nonlinear parameter of the thin layer and the lower layer are set at 
  h2/h1=1 
  Thin Layer Model   
   Two Layered Model 
 
  h2/h1=10 
 Thin Layer Model   
  Two Layered Model 
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Figure 3.4 :   versus wavenumber for the linear material parameters 
2
2 1 2 1 2 12.159, / 1.297, / 1 and / 10c c h h h h    
 
1 2 2   . The graphs at Figure 3.5 again yield consistent observations with those 
stated above.  
The graphs of the coefficient   of the nonlinear terms versus 1K kh  for thin layer 
model where 
2 1/ 10h h   
are drawn at the Figure 3.6. To observe the effect of the 
nonlinearity of the thin layer, the nonlinear parameter of the lower layer is set at 
2 2   and the nonlinear parameter of the upper layer is varied as 
1 2( , ) ( 2, 2);(2, 2);(0, 2)    . Non-overlapping graphs at Figure 3.6 exhibit the 
effect of nonlinearity of thin layer. It is observed that, nonlinearity of the thin layer is 
effective at small wavenumbers no matter how much thin it is. Besides,   takes 
negative values for material parameters chosen. 
 
  h2/h1=1 
  Thin Layer Model   
   Two Layered Model 
 
  h2/h1=10 
 Thin Layer Model   
  Two Layered Model 
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Figure 3.5 :   versus wavenumber for the linear material parameters 
2
2 1 2 1 2 12.159, / 1.297, / 1 and / 10c c h h h h      
 
 
Figure 3.6 :   versus kh1 for the linear material parameters 
2
2 1 2 12.159, / 1.297, / 10c c h h     
 
  h2/h1=1 
  Thin Layer Model   
   Two Layered Model 
 
  h2/h1=10 
 Thin Layer Model   
  Two Layered Model 
 
  h2/h1=10 
 
1 2( , ) ( 2.0,2.0)     
1 2( , ) (2.0, 2.0)    
1 2( , ) (0.0, 2.0)    
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We previously mentioned that, sign of   is effective on wave propagation and 
envelope solitons are obtained for positive   values and dark solitons are obtained 
for negative ones. Now let us observe how the product   of the coefficients of the 
NLS equation obtained under thin layer approximation is affected by the nonlinear 
material characteristics. For this purpose, for the linear material parameters at (3.154)
,   versus 
1K kh  for some nonlinear material models are drawn in the Figure 3.7, 
Figure 3.8, Figure 3.9 and Figure 3.10.  
In the Figure 3.7, there are   graphs for various hardening-hardening material 
models for small wavenumbers. Observe that the graphs with the same nonlinear 
parameters for the lower layer nearly overlaps, especially for small wavenumbers. 
 
Figure 3.7 :   versus wavenumber 
1 2( , ) (0.5,0.5); (2.0,0.5); (0.5,2.0); (2.0,2.0)    
(Hardening-Hardening Material Model) 
 
 
  h2/h1=10 
 
1 2( , ) (0.5,0.5)    
1 2( , ) (2.0,0.5)    
1 2( , ) (0.5, 2.0)    
1 2( , ) (2.0, 2.0)    
 55 
 
This means that, nonlinear material characteristics of the lower layer are effective at 
small wavenumbers as expected. On the other hand,   is negative for all material 
models chosen, which means that NLS equation has dark soliton solutions at small 
wavenumbers. 
In the Figure 3.8,   graphs for various softening-softening material models are 
given. Similar observations can be made here. However, for these material models, 
  becomes positive for small wavenumbers, which means that NLS equation has 
envelope soliton solutions at small wavenumbers. Also the graphs at Figure 3.7 and 
Figure 3.8, whose nonlinear material parameters have opposite signs, are 
symmetrical. 
 
Figure 3.8 :   versus wavenumber for 
1 2( , ) ( 0.5, 0.5); ( 2.0, 0.5); ( 0.5, 2.0); ( 2.0, 2.0)            
(Softening-Softening Material Model)
 
In the Figure 3.9,   graphs for various softening-hardening material models are 
given. For these material models,   becomes negative for small wavenumbers, 
  h2/h1=10 
 
1 2( , ) ( 0.5, 0.5)      
1 2( , ) ( 2.0, 0.5)      
1 2( , ) ( 0.5, 2.0)      
1 2( , ) ( 2.0, 2.0)      
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which means that NLS equation has dark soliton solutions at small wavenumbers. In 
the Figure 3.10,   graphs for various hardening-softening material models are 
given. For these material models,   becomes positive for small wavenumbers, 
which means that NLS equation has envelope soliton solutions at small 
wavenumbers. Observe the graphs having the same nonlinear material parameters for 
the lower layer nearly overlap and so nonlinear material characteristics of the lower 
layer are effective at small wavenumbers as stated above. These two graphs are 
symmetrical too. 
 
Figure 3.9 :   versus wavenumber for 
1 2( , ) ( 0.5,0.5); ( 2.0,0.5); ( 0.5,2.0); ( 2.0,2.0)        
(Softening-Hardening Material Model)
 
  h2/h1=10 
 
1 2( , ) ( 0.5,0.5)     
1 2( , ) ( 2.0,0.5)     
1 2( , ) ( 0.5,2.0)     
1 2( , ) ( 2.0,2.0)     
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Figure 3.10 :   versus wavenumber for 
1 2( , ) (0.5, 0.5); (2.0, 0.5); (0.5, 2.0); (2.0, 2.0)        
(Hardening-Softening Material Model)
 
 
  
  h2/h1=10 
 
1 2( , ) (0.5, 0.5)     
1 2( , ) (2.0, 0.5)     
1 2( , ) (0.5, 2.0)     
1 2( , ) (2.0, 2.0)     
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4. CONCLUSIONS 
In this study, propagation of nonlinear shear horizontal waves (SH-waves) in a 
medium consisting of a layered-homogeneous incompressible elastic medium 
involving a thick plate and a thin layer on it is considered. It is assumed that the 
waves are small but finite amplitude waves. The equations of motion and boundary 
conditions belong to two layered medium are analyzed for the case where the upper 
layer is very thin, that is under thin layer assumption. Under thin layer 
approximation, the upper thin layer is obtained as a boundary condition of the lower 
layer and a new boundary value problem consisting of a new equation of motion and 
boundary conditions is derived in terms of the displacement term of the lower layer. 
Then, employing method of multiple scales, self modulation of nonlinear SH waves 
propagating in such a medium is analyzed. It is shown that, nonlinear self modulation 
of SH waves can be characterized by NLS equation. 
It is known that, stability of the solutions of the NLS equation and the existence of 
envelope soliton solutions depend on the sign of the product   of the coefficient   
of the disperion term of the equation and the coefficient   of the nonlinear term. For 
this reason, the coefficients of the NLS equation obtained for thin layer model and 
those obtained for two layered model are compared. By this way, the effects of the 
thinnes of the layer on the wave propagation are observed.  
For this purpose, firstly the graphs of dimensionless phase velocities and group 
velocities of the waves are drawn for a hypothetical material model. Then,   and   
versus dimensionless wavenumber are drawn. At all of these graphs the thickness 
ratio 2 1/h h  of the lower and upper layers are taken as 1 and 10. It is observed that, 
while the phase velocity, group velocity,   and   graphs obtained for two layered 
model and those for thin layer model nearly overlap at small wavenumbers for 
2 1/ 10h h  , a gap occurs between two graphs for 2 1/ 1h h  . This is an expected 
behaviour supporting that thin layer approximation can be effectively used at small 
wavenumbers. 
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The graphs of the coefficient   of the nonlinear terms versus 
1K kh  for thin layer 
model where 
2 1/ 10h h   
are drawn. Varying the nonlinear parameter of the upper 
thin layer and fixing that of the lower layer, the effect of nonlinearity of the thin layer 
is observed. 
To observe how the product   of the coefficients of the NLS equation obtained 
under thin layer approximation is affected by the nonlinear material characteristics, 
the graphs of   versus 
1K kh  for some nonlinear material models are drawn. It is 
observed that nonlinear material characteristics of the lower layer are effective at 
small wavenumbers as expected. For hardening-hardening and softening-hardening 
material models chosen,   graphs are always negative which means that NLS 
equation has dark soliton solutions at small wavenumbers. Whereas for softening-
softening and hardening-softening material models chosen,   graphs are always 
positive which means that NLS equation has envelope soliton solutions at small 
wavenumbers. Also symmetrical graphs are obtained for the material models whose 
nonlinear material parameters have opposite signs. 
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APPENDIX A  
A solid member is called incompressible if its volume remains constant, no matter 
how it is deformed. It is said to be homogeneous if the material properties are 
identical for every point. In other words, homogeneity implies that the physical 
properties of a member are invariant under a translation. If the elastic properties are 
the same in every particle in a material, the material is elastically homogeneous. A 
solid member is called isotropic if it is composed of a material whose constituents 
are distributed sufficiently randomly so that its material properties does not depend 
on direction. That is to say, its physical properties at a point are invariant under a 
rotation of axes. A material is elastically isotropic if its elastic properties are same 
independent of the direction through one and the same particle. That is, for an 
elastically isotropic material, characteristic elastic coefficients are invariant under a 
rotation of coordinates. Isotropic solid bodies, which are elastically equivalent in all 
directions display complete symmetry. Hyperelasticity, also called Green-elasticity, 
reflects that a material may store deformation work as elastic energy (or strain 
energy). Hyperelasticity implies elasticity. However in principle, an elastic material 
model may be dissipative, i.e. some of the work done on such a material may turn 
into heat. 
If a force is applied to an elastic material, it causes deformation and potential energy 
is stored within the material called the strain energy. The strain energy density of a 
solid is the work done per unit volume to deform a material from a stress free 
reference state to a loaded state. 
Hooke's law, asserts that in an infinitesimally small volume of material, stress is 
proportional to strain or deformation of the infinitesimal part in consideration. 
Generalized Hooke‟s Law relating the stress and strain tensors for a linear elastic 
solid is follows as written in the single indexed system. 
( , 1, 2,3, 4,5,6)K KM MC K M    (A.1)
 
Here, KMC  represents the 36 elastic constants. These constants, the elastic moduli, 
describes the material properties. 
When a strain energy function exists, KM MKC C  and number of elastic constants 
reduce to 21.  
For an isotropic material, the strain energy density can only be a function strain 
measures which are independent of the direction of loading with respect to the 
material. This means that the strain energy can only be a function of invariants of the 
strain tensor, namely, combinations of strain components that have the same value 
independent of the coordinate system choosen. The strain tensor always has three 
independent invariants such as three principal strains. 
In case of isotropy, number of independent elastic constants reduces to 2. Following 
is the elastic matrix for an isotropic material, when constants are choosen as Lamé 
constants. 
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 
λ+2μ λ λ 0 0 0
λ λ+2μ λ 0 0 0
λ λ λ+2μ 0 0 0
0 0 0 μ 0 0
0 0 0 0 μ 0
0 0 0 0 0 μ
KMC
 
 
 
 
  
 
 
 
   
(A.2)
 
For an isotropic body, Hooke‟s Law is written as follows in terms of Lamé constants, 
  and  (rigidity). 
2ij ij kk ij     (A.3)
 
Where 
kk   , is the first stress invariant and ij  is the Kronecker delta.  
For a simple uniaxial state of stress along the 
1x  axis, we may introduce the 
engineering constants E  (Young‟s modulus) and  (Poisson‟s ratio) as  11 11E   
and 
22 33 11    and Hooke‟s law for isotropic bodies takes the form 
( )
1 1 2
ij ij ij kk
E 
 
 
 
    
(A.4)
 
Young‟s modulus is the slope of the stress-strain curve in uniaxial tension.  It has 
dimensions of stress and can be thought as a measure of the stiffness of the solid. The 
larger the value of E, the stiffer the solid. For a stable material, E>0. 
Poisson‟s ratio is the ratio of lateral to longitudinal strain in uniaxial tensile stress 
and is a measure of the compressibility of the solid. It is dimensionless and for a 
stable material, 1 0.5   .  If 0.5  , the solid is incompressible.  
Considering a uniform hydrostatic pressure state of stress, the bulk modulus K , 
relating the pressure to the cubical dilatation of a body so loaded is defined as 
3(1 2 )
E
Bulk Modulus K


   
(A.5)
 
The bulk modulus quantifies the resistance of the solid to volume changes.  
The shear modulus G  relating the shear components of stress and strain for a state of 
pure shear, which is equal to   is defined as 
2(1 )
E
ShearModulus G 

 
   
(A.6)
 
The shear modulus quantifies its resistance to volume preserving shear deformations. 
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