Abstract-A new type of calibration standard is presented which produces a pair of microwave noise signals to aid in the characterization and calibration of correlating radiometers. The Correlated Noise Calibration Standard (CNCS) is able to generate pairs of broad bandwidth stochastic noise signals with a wide variety of statistical properties. The CNCS can be used with synthetic aperture interferometers to generate specific visibility functions. It can be used with fully polarimetric radiometers to generate specific third and fourth Stokes parameters of brightness temperature. It can be used with spectrometers to generate specific power spectra and autocorrelations. It is also possible to combine these features and, for example, to generate the pair of signals that would be measured by a fully polarimetric, spectrally resolving, synthetic aperture radiometer at a particular pair of polarizations and antenna baselines for a specified scene over a specified frequency band. Algorithms are presented to construct signals with the desired statistical properties. Also presented is a description of the key hardware design challenges that were associated with fabrication of the first unit. CNCS performance is demonstrated by characterization tests of a pair of microwave interferometer radiometer receivers.
I. INTRODUCTION
T HREE TYPES OF microwave radiometers measure the partial correlation between a pair of random Gaussian signals. Spatial interferometers cross correlate signals originating from two separated antennas to sample Fourier components of the angular brightness temperature distribution. This was first attempted for radio astronomy imagers [10] , [28] and later for earth remote sensing [9] , [19] . Temporal autocorrelators correlate a single signal with a time delayed version of itself to resolve its frequency spectrum. This was also first attempted by radio astronomy spectrometers [8] and later adopted for incoherent scatter ionospheric radars [5] , [18] and earth remote sensing [4] , [20] . It is also possible to combine these two techniques and obtain both a spatially and spectrally resolved image of the incident radiation and this has been done successfully by radio astronomers [15] . The third type of correlating radiometer measures the full Stokes parameters of the radiation by cross correlating signals originating from orthogonal linear compo- nents of polarization. Again, radio astronomers have successfully developed such instruments [3] , and its application to earth remote sensing in combination with spatial interferometry is under study [14] . There has been considerable interest recently in development of polarimetric correlating radiometers for earth remote sensing in which the orthogonally polarized signals originate from a single antenna aperture. The application is detection of a modulation in the brightness temperature of the ocean surface caused by wind direction [29] , [30] , and several such sensors have been built [16] , [23] . To date, no sensor has been built which incorporates all three types of correlators simultaneously-to spatially and spectrally resolve each of the four Stokes parameters-but this is in principle also possible. Traditional noncorrelating radiometers measure the total microwave noise power present in the receiver by integrating the square of the signal originating from a single antenna at a single polarization. This is technically also a type of correlating radiometer-measuring the self-correlation-and has been implemented as such using correlator-based hardware [6] . However, the vast majority of self-correlating (often referred to as total power) radiometers use an analog square law detector diode instead [27] . Total power radiometers are traditionally tested and calibrated using calibration standards that provide two or more known brightness temperatures. The standards must generate microwave noise with a known and stable degree of self-correlation. Since any signal is fully correlated with itself, the problem reduces to generation of a single stable source of noise power. This requirement can be met using a black body source having the property that its brightness temperature is equal to its physical temperature. The design requirements for such a calibration standard reduce to providing a known and stable thermal environment for the black body load. The development, testing and calibration of total power radiometers have been enormously simplified by the ready availability of this established brightness temperature standard.
Correlating radiometers should similarly benefit from a suitable calibration standard. In fact, the need for extremely accurate calibration is in this case arguably more pressing because of the added complexity of the hardware and the much smaller partially correlated noise powers that are typically measured [21] , [26] . A suitable standard should be able to generate two signals with a known and stable level of partial correlation. No device as simple as a black body load can provide this. Numerous approaches have been taken to calibrating correlation radiometers. Brightness temperature images produced by the spatial interferometer ESTAR have been calibrated and validated using model predictions of the expected scene [12] , [24] . This is a valuable end-to-end test of sensor performance because it includes all potential sources of error. However, it is limited in its accuracy by the quality of the predictive model that is used and it cannot be easily adapted as a diagnostic tool during sensor development in the laboratory. In an effort to address these limitations, a modification to the traditional black body load has been developed that is capable of producing important subsets of the range of partial correlations possible between two microwave noise signals [7] . This polarized load consists of two traditional black body absorbers maintained at different physical temperatures. The microwave noise power emitted by them is combined quasi-optically with a polarizing grid. The relative alignment between the polarizing grid and the polarization reference axes of a radiometer's antenna determine what Stokes parameters a polarimetric radiometer will measure. Variations in the relative alignment provide a set of calibration references against which to verify sensor performance in a manner roughly analogous to total power radiometer calibration. This is a very useful tool for sensor development that has been adopted by other research groups [11] . It, too, has some limitations. The device was developed specifically for use with polarimetric radiometers and cannot be easily adapted to more general use by the other two types of correlating radiometers. Two practical issues with the design of a polarized load are also noteworthy. Very precise mechanical alignment is required to guarantee known and stable Stokes parameters. And the requirement that two large black body loads be in close proximity but at significantly different physical temperatures that are well known and stable can make the temperature control problem challenging. For all of these reasons, we consider here an alternative method for generating partially correlated noise sources to serve as a calibration standard for all three types of correlation radiometers.
II. DESCRIPTION OF THE CNCS

A. Overview
The heart of the correlated noise calibration standard (CNCS) is a commercial dual-channel arbitrary waveform generator (AWG) [13] . In our case, we use a Tektronix Model AWG2020 with a 250-MHz clock speed and 2 Msamples of memory but other brands and models are also suitable. Such AWGs typically consist of a pair of high resolution digital to analog converters (DACs) that are synchronously triggered by a common high speed clock. The digital inputs to the DACs are stored as a pair of "lookup tables" (LUTs) in memory. Values are preloaded into the LUTs, either from an internal library of standard functions or via a communication link to an external control computer. The output clock is then activated and the values in the LUTs are routed to the DACs. It is common to cycle the pointer to the LUT back to the beginning after it reaches the end. In this manner, the output from a DAC is inherently periodic. Its period is set by the length of the LUT (i.e., the available memory in the AWG) together with the clock rate. The clock rate also determines the maximum possible bandwidth of the output signal.
Use of an AWG permits a very significant amount of freedom in choosing the output analog wave forms. If the LUT is preloaded from a control computer with random numbers generated in a high-level software language, then the analog output signal can have a wide variety of specific statistical properties. For example, it is possible to control the noise bandwidth and variance of individual signals, which is of use for calibrating self-correlating radiometers. It is possible to finely control the spectral shape of the noise (its color), which is of use for calibrating autocorrelation radiometers. It is possible to independently control both quadrature components of partial correlation (i.e., the complex correlation) between two signals, which is of use for calibrating either interferometric or polarimetric radiometers. And it is possible to vary the complex partial correlation between signals as a function of frequency, which would be of use for calibration of a hypothetical radiometer that performed all three types of correlations simultaneously.
The remainder of this section summarizes the underlying statistical properties of the random variables that are used to generate the values in the LUTs. In the following sections, those properties are then related to the brightness temperature, visibility function, Stokes parameters, and brightness temperature spectra measured by correlating microwave radiometers. In Section IV, specific algorithms are described that are used to generate the values loaded into the LUTs to produce the desired noise statistics. Limitations on the accuracy and precision of the desired statistics (primarily resulting from clock speed and LUT memory constraints) are also discussed where appropriate. Section V presents first experimental results using the CNCS to characterize a correlation radiometer system under development to image precipitation.
B. Box-Müller Transformation and Gaussian Covariance
The starting point for generation of random numbers in many high-level software languages is the uniformly distributed random number between zero and one. A Gaussian distributed random number with zero mean and unity variance can be constructed from a pair of such independent uniformly distributed numbers and by use of the Box-Müller transformation [2] (1)
A sequence of Gaussian distributed random numbers with zero mean, standard deviations , and cross correlations for can be constructed from a sequence of independent Gaussian numbers by the following set of linear transformations Equations (1) and (2) are used to construct real-valued Gaussian distributed random vectors. The algorithm can be adapted to construct complex Gaussian distributed variables as well. Define the two complex Gaussian random numbers and as
where are four partially correlated Gaussian random numbers. The complex correlation, , between and is defined as (5) where and are the standard deviations of the two complex numbers, given by for (6) Note that in (5) is commonly referred to as the normalized coherence in radio astronomy. Inserting (4) into (5) and collecting real and imaginary components gives
where is the magnitude and the phase of the complex correlation coefficient. Equation (7) can be used to specify the required correlation statistics needed to construct and from four independent Gaussian random variables using the same procedure developed for real-valued Gaussian vectors. Specifically, define the partial correlation matrix between the four real-valued elements of a Gaussian vector as (8) If and are constructed from using (2) (with ), (4) , and (8), then they will have the desired complex statistical properties.
C. Sampling and Bandwidth Considerations
Assume the LUT in the AWG contains entries. Let each entry correspond to a discrete time sample , , of a function at time , where is the sampling interval. The output signal produced by the AWG can be represented as a sequence of discrete pulses, weighted by , that has been passed through an ideal (rectangular) lowpass filter with a cut-off frequency at , where . The output signal can be written as for (9) where . The Nyquist sampling theorem guarantees that the output signal will be equal to the original signal , provided is also assumed to be bandlimited with highest frequency component less than . This statement must be qualified by the fact that is defined only over the interval [ ) whereas must be defined for all time to be truly bandlimited. The time window imposed on is equivalent to a convolution of with , the Fourier transform of . The convolution essentially acts as a running average of over a bandwidth . In other words, any spectral variations present in on scales finer than will be washed out in , the Fourier transform of . In practice, the pointer to the LUT cycles repeatedly through its entries, making the output signal from the AWG periodic with period . Define as that periodic signal. It is composed of an infinite concatenation of replicas of every seconds and can be written as (10) where denotes convolution, and is the Dirac delta function. The Fourier transform of is given by (11) where is the frequency of periodicity of the output signal. Thus, the spectrum of the output signal consists of a series of discrete frequency components spaced every Hz and weighted by the spectrum . In terms of the particular AWG used in our design, the sample rate is 250 MHz, and the available memory for the LUT is samples for each of its two output signals. The sample rate implies that a maximum signal bandwidth of 125 MHz can be generated. The periodicity of the output signal is 250 Hz. The periodicity implies that an output signal can be generated with spectral variations defined every 250 Hz.
III. RELATIONSHIP BETWEEN BRIGHTNESS TEMPERATURE AND RANDOM NUMBERS
In the case of total power radiometers, a measurement is made of the expectation of the square of the voltage incident on the detector. The voltage is modeled as a zero-mean wide-sense stationary Gaussian random process. Let be that voltage. It is related to the brightness temperature by [27] ( 12) where is the radiometer's system gain and is the receiver noise temperature. Small additional biases in the measurements (due, for example, to detector and digitizer voltage offsets) are not considered here. Calibration of a total power radiometer typically consists of measuring for two known values of to determine and . In the case of correlating radiometers, the self-correlation of individual channels (be they individual antennas in an interferometric array or individual polarizations in a fully polarimetric radiometer) will likewise produce a measurement that is linearly proportional to the system noise temperature of that channel. In other words, the variance of individual channels is independently determined by their system noise.
The partial correlation between channels of a polarimetric correlating radiometer is related to the Stokes parameters of the brightness temperature [1] . Let and represent the voltages originating from the vertically and horizontally polarized output ports of a single antenna. Their complex correlation is related to the incident brightness by
where , , and are the gains of each signal path, and are the vertically and horizontally polarized brightness temperatures, and are the third and fourth Stokes parameters, is the complex partial correlation between and , and are the noise temperatures of the vertically and horizontally polarized receivers. The terms and do not appear in (13c) because these two noise sources originate from different receivers and are therefore uncorrelated.
The partial correlation between channels of an interferometric correlating radiometer is related to the real and imaginary components of the visibility of the angular brightness temperature distribution . [10] , [19] . Let and represent the voltages originating from the th and th channels of an interferometer array. Their complex correlation is related to the incident brightness by
where , , and are the gains of each signal path; and are the brightness temperatures integrated over the entire antenna pattern of the individual array elements;
is the complex partial correlation between and ; and and are the noise temperatures of the two receivers. The terms and do not appear in (14c) because these two noise sources originate from different, receivers and are therefore uncorrelated.
The partial correlation between a signal and a time delayed version of itself by an autocorrelation radiometer is related to the inverse Fourier transform of the brightness temperature spectrum, , according to the Weiner-Khinchin theorem [17] . Let and represent samples at times and of the voltage to be autocorrelated. Their complex correlation is related to the brightness temperature spectrum by
where is the system gain, is the integrated brightness temperature across the passband of interest;
is the receiver noise temperature, denotes the inverse Fourier transform; and it is recognized that the variance of is the same at times and , since is wide sense stationary. It is more customary to express (15b) as the autocorrelation of , but we use the partial correlation notation to be consistent with the earlier expressions.
IV. CONSTRUCTION OF AWG LOOKUP TABLES
A. Bandwidth and Interpolation
If each element of the AWGs LUT is an independent sample of a Gaussian random variable, then the highest frequency component of the power spectrum of the noise generated at the output will be . One simple way to reduce the noise bandwidth is to reduce the sample rate, , while using the same LUT. However, it is useful to maintain a consistent maximum sample rate while still being able to modify the bandwidth. If different LUT files with different bandwidths all have the same sample rate, then they can be easily combined together to create more complex noise spectra by superposition. There are also a number of other useful ways in which the noise statistics can be altered. It is convenient to maintain a consistent sample rate in all of these cases so that any of the resulting LUT files can be combined together by simple linear combinations of the individual LUT elements. For the case of reducing the bandwidth, the effect of a reduced sample rate can be duplicated at the maximum rate by placing independent samples at evenly spaced intervals in the LUT and then filling in the remaining elements using interpolation between the independent samples. interpolation is used because it has the property that no additional frequency components are added to the signal by the interpolation, thus guaranteeing the same noise bandwidth as that with the reduced sample rate. Specifically, assume independent noise realizations are placed every th element in the LUT, at
. Define an intermediate element by for (16) where it is recognized that due to the periodic nature of the output signal. Thus, each intermediate element is a weighted average of all the independent elements, , with the weighting determined by the value of the function. In principle, the summation in (16) should extend to , but it is in practice truncated as noted due to the rapid decay of the function for large arguments. With all elements of the LUT filled in this manner and the output sampled at , the output signal power spectrum will extend only over .
B. Baseband-to-IF Software Modulation
The power spectrum of a signal generated using interpolation is centered at dc (0 Hz). It is useful to be able to generate noise power spectra with a variable bandwidth and center frequency. The bandwidth of such a signal can be adjusted using interpolation. The center frequency of the power spectrum can then be moved away from dc by amplitude modulation. If the maximum frequency component of the power spectrum after modulation is below the AWG limit of , then the modulation can be performed in software after generating the noise realizations and prior to transferring the samples to the LUT. Specifically, assume a set of baseband samples, , have been prepared which would have produced a power spectrum centered at dc and with bandwidth . Define the in phase modulated samples by for (17a) where is the desired center frequency. The noise produced by loading into the LUT will have a power spectrum extending over (provided the highest frequency component ( ) is less than the maximum allowable frequency of ). Quadrature phase modulated samples can be similarly defined by for (17b) Both types of modulation will produce output signals with similar power spectra. However, the orthogonality of the sine and cosine carrier signals forces them to be uncorrelated. These signals can be combined in software as the real and imaginary components of a complex signal. Specifically, two signals having a complex partial correlation with arbitrary phase and magnitude can be generated by the following procedure: 1) define four uncorrelated, unity variance Gaussian random processes with samples at as
where and are two independent random processes with power spectra centered at dc and bandwidths sufficiently narrow to permit software modulation; 2) samples of the four partially correlated random variables, , are generated from the in (18) by using (2) and (8) for particular values of and . These values are the desired phase and magnitude, respectively, of the complex partial correlation between the two complex random variables; 3) samples of the two complex random variables are generated by (19a) (19b) By this procedure, the output signals, and , generated by the AWG will have the desired complex partial correlations as described by (5).
C. IF-to-RF Hardware Modulation
In practice, noise power spectra are often desired at frequencies much higher than the maximum of available at the output of the AWG. In this case, the AWGs IF signals (after quadrature software modulation) can be upconverted with an external hardware modulator to the desired RF frequency range. A block diagram of the modulator used for the CNCS is shown in Fig. 1 . In order to maintain coherence between the two signals, upconversion must be performed with a common local oscillator (LO). The LO distribution network then presents a potential signal path for unwanted crosstalk between the two arms of the modulator. Because of this, two details of the modulator design are critical to maintaining the desired partial correlation between signals. Crosstalk between the two arms of the modulator must be kept extremely low. Blockage of leakage at RF frequencies is accomplished by the liberal use of isolators. Blockage of leakage at IF frequencies is accomplished by employing sharp highpass filters (coax-to-waveguide-to-coax transitions) in the LO distribution network (see Fig. 1 for details) . These highpass filters provide superior blocking of the IF signals which are, in practice, the dominant source of leakage between channels of the CNCS. Leakage of the LO signal itself into the two RF signal lines can also introduce unwanted correlation. This is minimized by the use of second harmonic upconversion mixers with high LO-to-RF isolation. Active cold loads-consisting of LNAs installed backward followed by isolators for improved impedance match-provide a low background brightness temperature on which to add the correlated noise signals via directional couplers.
D. Prewhitening Noise Color
In practice, a number of nonideal characteristics of the CNCS hardware contribute to a "coloring" of the actual noise spectrum that is produced. The noise is considered colored if its power spectral density is not uniform across its entire passband. It can be corrected by intentionally coloring, or "prewhitening" the AWG signal with the inverse of the measured nonuniformity. This is implemented by breaking a wideband signal up into a number of much narrower frequency bands. In our case, for example, an RF noise signal covering a passband from 10.685-10. 
V. LABORATORY DEMONSTRATION
A. CNCS Noise Power Spectrum
Screen shots of a spectrum analyzer showing the noise power spectrum produced by the CNCS are shown in Fig. 2(a)-(c) . Fig. 2(a) shows the spectrum that is produced by the AWG when statistically independent Gaussian noise realizations are loaded into each element of its LUT. This is the widest bandwidth noise spectrum possible for the AWG to produce. Since the original noise realizations are spectrally flat, it also includes all coloration introduced by the hardware. In particular, note that the spectrum rolls off above 100 MHz due to lowpass characteristics of the signal output stage of the AWG. Fig. 2(b) shows a spectrum that has been band limited to 30 MHz and upconverted to a center frequency of 41 MHz using the interpolation and baseband-to-IF software modulation techniques described above. Note that there is still some coloration present. Fig. 2(c) shows a spectrum with the same 30-MHz passband but with prewhitening applied to reduce much of the colored spectral features evident in Fig. 2(b) .
B. Calibration of Radiometer Measurements
The CNCS has been tested using digitizing correlation radiometers that are part of the technology development effort associated with the Global Precipitation Measurement mission [22] . The radiometers operate at 10. The test signals from the CNCS include a (desired) component originating at the AWG and other noise components arising from thermal emission by the modulator hardware and interconnecting cabling. These other components would in general be statistically independent between the two signal paths. There is also the possibility of an additional correlated component of the signal beyond that generated by the AWG due to leakage and crosstalk in the modulator. The signals entering the two receivers can be written as
where are the gains of the two receivers, are the two signals generated by the AWG and given by (19) , are uncorrelated signals due to independent thermal emission by the hardware in the two signal paths, and is an additional signal that is common to the paths. The self-correlation of each individual signal and the real component of the complex cross correlation of the pair of signals produce raw measurements given by (21a) (21b) (21c) The uncorrelated noise components, , are generated primarily by the active cold load termination in the modulator, followed by an isolator, directional coupler, and semirigid coaxial cabling. The brightness temperature of the active cold load is approximately equal to the noise temperature of the LNA which, in our case, is approximately 67 K. Combining that with the contribution from the passive devices that follow it results in a net brightness temperature of approximately 120 K. The brightness temperature of the correlated noise component, , has been determined to be approximately 15 K. It is caused primarily by offsets between the ground reference of the analog noise signal being digitized and the zero voltage reference of the digitizer. A small fraction of the 15 K may also be due to leakage between the two AWG signal paths in the IF-to-RF modulator.
The brightness temperature of the AWG component of the signal can be adjusted from 0 K to as high as 250 K before receiver saturation effects become significant. In practice, therefore, correlations in the signals and of anywhere between 4% and 69% can be achieved by adjusting the correlation of the AWG component between 0% and 100%.
In order to calibrate the raw measurements, it is necessary to correct for the offsets introduced by the CNCS hardware. To do this, correlation measurements are made with the AWG signal on and off. Turning the AWG off is equivalent to setting in (21) . The calibration algorithm for measurement of the cross correlation is, then (22) where the subscripts ON and OFF designate the state of the AWG. It is straightforward to show that . In addition to correcting for offsets in the correlation, by subtraction of the measurements in the OFF state, (22) also corrects for variations in the power levels of the individual signals, and . This is achieved by division by the geometric mean of the two self-correlations. This correction accounts for changes in the output power of the AWG, in the conversion loss of the upconverter, and in the insertion loss of all interconnecting transmission line. The accuracy of the corrections for both offset and power level is primarily limited by the switching time, between ON and OFF states in the case of the offset, and between crossand self-correlations in the case of the power level. In practice, corrections accuracies of significantly better than 1.0 K can be achieved with moderate switching times of several seconds.
C. Demonstration of Radiometer Measurements
Two tests of the CNCS were conducted using the correlating receiver pair. In the first test, the magnitude of the complex correlation, in (5), was held constant at 100% while its phase angle, in (5), was varied. Both receivers were operated at an ambient room temperature of 25 C. Only the real part of the correlation was measured by the receiver pair during this test. The dependence of the measurement on is shown in Fig. 3 . The ideal dependence, namely variation as , is also shown for comparison. The agreement between theory and measurement is best near phase angles of 0 , 90 , and 180 and there is a small but systematic discrepancy at intermediate angles. The probable cause of this behavior has been identified as an imbalance between the quantization thresholds of the two receivers' digitizers. At very high positive or negative correlations, the imbalance is effectively corrected by the offset correction described in (22) . The imbalance has little effect when the two signals are uncorrelated. At intermediate levels of correlation, the imbalance introduces a systematic distortion into the results that is consistent with the observed behavior.
The sensitivity of the receivers to temperature imbalances was assessed in the second CNCS test. A variable time delay was added to one of the AWG signals in software, using the interpolation method described above. The AWG signals were otherwise identical, i.e., the complex correlation had a magnitude of 100% and a phase angles of 0 . This variation in correlation with time delay is known as the "fringe washing function" for the receiver pair [25] , [26] . The results are shown in Fig. 4 for the case of both receivers operating at a common physical temperature of 40 C. Several characteristics of the receiver pair are revealed by its fringe washing function. Its maximum value, at zero time delay, indicates how well matched the two receivers are, just as in the first test. In this case, the maximum value of the fringe washing function is 99.9%. The variation of cross correlation with time delay is given by the autocorrelation of the signal, which is the Fourier transform of its noise power spectral density. In our case, the signal, , has a power spectrum roughly centered between 26 and 56 MHz. For an ideal flat spectrum with perfect phase matching across the passband, the autocorrelation is given by (23) where 30 MHz is the bandwidth and 41 MHz is the center frequency of the power spectrum. The ideal fringe washing function given by (23) is also shown in Fig. 4 for comparison. The actual measurements roll off with time delay more slowly than is predicted by (23) . This is likely a result of the nonideal passband shape of the actual receivers and of the differences between receivers in their phase and amplitude across the passbands.
Measurement of the fringe washing function was also performed with the receivers maintained at different physical The maximum correlation at zero time delay has decreased relative to the case in Fig. 4 (of common temperatures) due to temperature-induced relative changes. Significant asymmetry has also been introduced into the fringe washing function at nonzero time delays.
temperatures inside independent environmental chambers. The results are shown in Fig. 5 for the cases of one receiver at 40 C and the other at 20 C and vice versa. In both cases, the maximum correlation, at zero time delay, has decreased significantly relative to the equal temperature case-to 90.4% and 94.4%. This could be due either to a decrease in the correlated gain of the receiver pair (due to temperature induced changes in their relative transfer functions), to a shift in the phase of the fringe washing function (due to temperature induced changes in the relative lengths of the interconnecting cables), or to some of both. The temperature difference has also introduced a significant asymmetry into the two fringe washing functions. (The fact that they are largely mirror reflections of one another when their temperatures are reversed indicates that the asymmetry is, indeed, due to the temperature difference.) Possible sources of the asymmetry include phase imbalances between the two receivers and the fact that samples of the fringe washing function are not symmetrically located on either side of that time delay with maximum value. Additional measurements made with the CNCS have helped to isolate the probable cause of this fringe washing behavior as a temperature sensitive interconnecting stage within the receiver. An improved version of the receiver, with better tolerance of temperature changes, is currently in design.
VI. SUMMARY AND DISCUSSION
A CNCS has been fabricated that is capable of producing pairs of stochastic noise signals with a wide range of individual and joint statistical properties. Individually, the bandwidth of the signals can be varied from significantly less than 1 MHz to more than 100 MHz. The upper and lower limits are set by the clock rate of the AWG and the record length of the LUT, respectively. In addition, the shape of the noise power spectra can be adjusted, with resolution limited also by the record length of the LUT. The total power in each individual signal can be varied between brightness temperatures of 120 K and greater than 350 K. The lower limit is set by the noise temperature of the active cold load in the CNCS upconversion modulator. The upper limit is set not by the CNCS itself but by the dynamic range of the radiometer under test. The magnitude of the partial correlation between the two signals can be varied between 4% and 69%. The lower limit is set by small correlated signals that are always present. They may be introduced by leakage and crosstalk in the CNCS itself or by bias characteristics of the correlating radiometers under test. The upper limit on the partial correlation is set by the RF losses present in the cabling between the CNCSs upconversion modulator and the radiometers. The complex phase angle of the partial correlation is adjustable independently of its magnitude. It can set to any value over the full range from 0 to 360 . In each of the above cases, the range of adjustability could be improved upon by using better hardware components.
The CNCS can be a useful tool for a variety of radiometer characterization studies. It can make rough measurements of the self-correlation gain and offset of an individual radiometer, but it cannot easily compete with the standard black body termination as a source of stable noise power. This is because the background power level of the CNCS active cold load, onto which any additional signal by the AWG is added, is generally not as steady as that of the thermal emission by a blackbody load with good temperature control. Cross correlation gain measurements can, on the other hand, be made with high precision and repeatability using the CNCS. This is principally because measurements of cross correlation are relative. They measure a percentage correlation between two signals and not their absolute strength. For example, the denominator in (22) normalizes the cross correlation with respect to the strengths of the individual signals. This normalization corrects for the gain of the two radiometers. It also corrects for any variation in the strength of the two CNCS signals. Thus, while the strength (and, hence, the self-correlation) of individual signals may vary somewhat, the normalization tends to remove the effects of that variation and keep the relative correlation coefficient much more stable.
There are some important aspects of correlating radiometer calibration that cannot be so readily addressed with the CNCS alone. In particular, antenna-related effects cannot be tested if the CNCS signals are injected via RF cabling directly into the input ports of the receiver. This is a case where the polarized load or some other controlled radiating source could provide valuable additional information about the instrument. Rather, it is in the laboratory during early system integration and testing of the radiometer, and after final antenna characterization as a means of convenient functional performance verification with Ground Support Equipment, that the CNCS should have the most value.
