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Abstract
Based on the new representation of RNA secondary structures, we obtain the basic relations about secondary structures with a
prescribed size m for hairpin loops and minimum stack length l. Furthermore, we make an asymptotic analysis on RNA secondary
structures with certain additional constrains.
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1. Introduction
Today, it is an important problem in computation biology to transform sequences of biopolymer into a planar
graph [27]. We can easily accessible the molecular biological information from the sequence. RNA is a single stranded
nucleic acid composed of four nitrogen bases: adenine (A), guanine (G), cytosine (C) and uracil (U). The primary
structure of a RNA is a linear sequence of bases. As an example of primary structure, we give the following RNA
sequence R denoted as
R = CAGCAUCACAUCCGCGGGGUAAACGCU.
In RNA, A can pair with U , and C can pair with G, which is called Watson–Crick pairing rules. The folding of the
RNA primary structure is referred to secondary structure.
Here, a mathematical definition of secondary structure is given. Let R = r1r2 · · · rn be a RNA sequence, such that
ri ∈ {A,U} or {G,C}. Secondary structure requires that: (1) each base can be paired with at most one other non-
adjacent base; (2) ri and rj form a pair only if they satisfy the Watson–Crick pairing rules; (3) if ri and rj are paired,
then any pairing of rk , i < k < j , must be with rl , i < l < j . This last condition prohibits certain knot structures [24].
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W.W. Wang et al. / J. Math. Anal. Appl. 342 (2008) 514–523 515We will call an edge (i, j), |i − j | = 1 a bond (a base pair). A vertex i connected only to i − 1 and i + 1 will be called
unpaired. A vertex i is said to be interior to the base pair (k, l) if k < i < l. If, in addition, there is no base pair (p, q)
such that k < p < i < q < l, we will say that i is immediately interior to the base pair (k, l).
A stack consists of subsequent base pairs (p − k, q + k), (p − k + 1, q + k − 1), . . . , (p, q) such that neither
(p − k − 1, q + k + 1) nor (p + 1, q − 1) is a base pair. k + 1 is the length of the stack. (p − k, q + k) is the terminal
base pair of the stack.
A bonding loop consists of a terminal base pair and unpaired vertices. The number of unpaired vertices is the length
of the bonding loop.
A stack [(p, q), . . . , (p + k, q − k)] is called terminal if p − 1 = 0 or q + 1 = n + 1 or if the two vertices p − 1
and q + 1 are not interior to any base pair. The sub-structure enclosed by the terminal base pair (p, q) of a terminal
stack will be called a component of secondary structure. We will say that a structure on n vertices has a terminal base
pair if (1, n) is a base pair.
An external vertex is an unpaired vertex which dose not belong to a loop. A collection of adjacent external vertices
is called an external element. If it contains the vertex 1 or n it is a free end, otherwise it is called a joint. An internal
vertex is an unpaired vertex which is interior to a base pair.
In present days mathematical analysis, structure prediction, visualizing RNA secondary structure and comput-
ing structural properties are the challenges for bio-scientists. Many researchers present various valuable methods
to discuss above questions. Such as, K. Sadegh-Zadeh construct a fuzzy polynucleotide space to make analysis of
the differences between polynucleotides [16,19]. Liao with his coworkers propose some intuitionistic graphics to
compute the similarities between RNA secondary structures [10,26]. Some people also use statistical technique to
predict secondary structures [4]. We all know that the prediction algorithms and the enumeration problems of RNA
secondary structures are of all significant importance at the most basic biological level [1,4,5,7,9,12,21,27]. RNA
secondary structure prediction through energy minimization is the most used function in the Vienna RNA Package
(http://rna.tbi.univie.ac.at/cgi-bin/RNAfold.cgi). However, it is difficult to predict all structures and we need estimate
the total number of secondary structures of a given length n, which is meaningful in biology to a degree. The enu-
meration of different RNA structures is an important and difficult questions [15,17]. Much effort have been given to
the enumeration of RNA secondary structures without pseudoknots [8,14,20,24,25]. Such as, M.S. Waterman get a
well-known result about S(n, k) by constructing a bijection between RNA secondary structures with n + k − 2 bases
and k−1 base pairs and ordered trees on n vertices with k nonterminal vertices [14]. Some researchers have discussed
explicit formulae in terms of Motzkin, Catalan, and Narayana numbers [5,20], and so on. Now the enumeration of
RNA structures with pseudoknots have also been researched [13,17,18].
It is known that free bases and stacks are essential ingredients for any RNA secondary structure. The enumeration
problems of RNA secondary structures with a prescribed size m for hairpin loops and minimum stack length l have
been discussed in [6,9]. In this paper, we consider the same question based on the new representation. In order to ap-
proximate the number of RNA secondary structure with additional constrains, we discuss the asymptotic enumeration
problem by means of generating function in Section 3.
Two representations of one secondary structure for the above sequence R appear in Fig. 1. Previous results on the
representation of secondary structure was given in [6,23,25]. All bases (e.g., A,U,G,C) are regarded as the same.
Here, we consider the difference between A(U) and G(C) bases. In (a), let ◦ denotes A(U) and • denotes G(C),
and the base pairs are indicated by dashes. The representation (b) is the “bracket notation,” where matching brackets
symbolize AU pairs and matching parentheses represent GC pairs, unpaired bases shown as (a).
2. Basic recursions of secondary structure
Let φn(l) be the number of RNA secondary structures for a molecule of n bases, where a bonding loop must contain
at least m unpaired bases and the minimal stack length must be l, and φ∗n(l) be the number of structures on n bases
which have only stacks of length at least l if an additional terminal base pair is attached. Furthermore, let φ∗∗n (l) be
the number of structures on n bases which have all stacks of length at least l for which (1, n) is not a base pair. Then
φn(l), φ
∗
n(l), φ
∗∗
n (l) fulfill the following recursions
φn+1(l) = 2φn(l)+
n−1∑
φ∗k (l)φn−k−1(l), nm + 2l − 1; (1)
k=m+2l−2
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Table 1
The values of φn(1), φ∗n(1), φ∗∗n (1)
n
0 1 2 3 4 5 6 10 · · ·
φn(1) 1 2 4 12 40 136 480 92 992 · · ·
φ∗n(1) 0 4 8 24 80 272 960 185 984 · · ·
φ∗∗n (1) 1 2 4 8 32 112 400 80 064 · · ·
φ∗n(l) = 2
[ n−m2 ]∑
p=l−1
2pφ∗∗n−2p(l), nm+ 2l − 2; (2)
φn(l) = φ∗∗n (l)+ φ∗n−2(l), nm + 2l − 1; (3)
2φn(l) = φ∗∗n+1(l) = 2n+1, n <m + 2l − 1; (4)
φ∗n(l) = 0, nm+ 2l − 3. (5)
The total number φn(l) can be computed as follows. Assuming that we add an unpaired digit to each structure on
n vertices which is the base A(U) or G(C), we obtain 2φn(l) structures. Adding a base pair (1, k + 2), there are two
cases to be considered: (i) if 1 k m + 2l − 3, it does not satisfy the condition; (ii) if m + 2l − 2 k  n − 1, by
the definition of φ∗n(l), we get φ∗k (l)φn−k−1(l) structures. Summing over k, we can obtain the result.
Now, we will prove Eq. (2). A structure which has only stacks of length at least l after addition of the terminal base
pair AG or GC must have a terminal stack of length p  l − 1. Of course, the base pair may be AG or GC, we can
get 2p kinds of structures. The remaining part of the structure must have stacks of length at least l without a terminal
base pair. If n − 2p < m, the structure does not satisfy the condition. Considering the terminal base pair, we can get
the desired result.
The number of secondary structure on n digits with prescribed size l for stacks is equal to the number of structures
which have all stacks of length at least l for which (1, n) is not a base pair plus the number of structures on n − 2
digits which have only stacks of length at least l if an additional terminal base pair is attached.
In Table 1, we present a special case, i.e., let m = 1, l = 1. It follows that φ∗n(1) = 2φn(1).
Fig. 1 is one of the RNA secondary structures with m = 3 and l = 2.
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Previous results on the asymptotic enumeration of RNA secondary structures had been discussed in [6]. By the
asymptotic methods in combinatorics enumeration in [2,3,11], we give the asymptotic from generating functions
under the new representation. The symbol ∼ has its usual meaning:
f (n) ∼ g(n) means f (n)
g(n)
→ 1 as n → ∞.
3.1. The asymptotic of secondary structures
Lemma 3.1.1. (See [6].) Suppose yn  0 and y(x) =∑∞n=0 ynxn is of form y(x) = β(x)+g(x)(1− xa )ω, where α > 0
is real, β(x) and g(x) are analytic near α, and ω is real but not a nonnegative integer. If y(x) is analytic for |x| < α
and x = α is the only singularity of y on its circle of convergence, then
yn ∼ g(α)
(−ω)n
−1−ω
(
1
α
)n
.
Corollary 3.1.2. (See [6].) Let Φ(x,y) be a polynomial in y and analytic in x for |x| < α + δ, δ > 0. Suppose y
fulfills the conditions of Lemma 3.1.1 with
y(x) = β(x) + g(x)
(
1 − x
a
) 1
2
.
Let the generating function z(x) =∑∞n=0 znxn be of the form z = Φ(x,y). Then
lim
n→∞
zn
yn
= Φy
(
α,β(α)
)
and yields zn ∼ g(α)Φy(α,β)
(− 12 )
n−
3
2
(
1
α
)n
.
Corollary 3.1.3. (See [6].) Let Φ(x,y) and y(x) have the same properties as in Corollary 3.1.2. Assume the coeffi-
cients yn are nonnegative and positive for sufficiently large n. Let z(x) =∑∞n=0 znxnbe a generating function of the
form
z(x) = 1
αβ − xyΦ(x, y), where β = β(α).
Then
zk
yk
∼ 2Φ(α,β)
αg2(α)
n and yields zk ∼ −Φ(α,β)
αg(α)n− 12 ( 12 )
n−
1
2 α−n.
Consider the series φn of secondary structures with a prescribed size m for hairpin loops. Denote
φ(x) =
∞∑
n=0
φnx
n, φ∗(x) =
∞∑
n=0
φ∗nxn and φ∗∗(x) =
∞∑
n=0
φ∗∗n xn
the generating functions. We use the notations τm(x) =∑m−1k=0 (2x)k , x dτm(x)dx = xτ ′m(x) =∑m−1k=1 k(2x)k .
Theorem 3.1.4. The generating functions φn, φ∗n and φ∗∗n fulfill the following recursions:
φ(x) = 1 + 2xφ(x)+ x2φ(x)φ∗(x); (6)
φ∗(x) = 2(2x
2)l−1
1 − 2x2
(
φ∗∗(x) − τm(x)
); (7)
φ(x) = x2φ∗(x) + φ∗∗(x). (8)
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φ(x) =
∑
n0
φnx
n = φ0 +
m+2l−2∑
n=0
φn+1xn+1 +
∑
nm+2l−1
φn+1xn+1
= 1 +
m+2l−2∑
n=0
(2x)n+1 +
∑
nm+2l−1
[
2φn(l)+
n−1∑
k=m+2l−2
φ∗k (l)φn−k−1(l)
]
xn+1
= 1 + 2xφ(x)+ x2
[ ∑
nm+2l−1
n−1∑
k=m+2l−2
φ∗k (l)φn−k−1(l)xn−1
]
= 1 + 2xφ(x)+ x2φ(x)φ∗(x).
Eq. (7) is obtained from
φ∗(x) =
∑
n0
φ∗nxn =
∑
nm+2l−2
φ∗nxn = 2
∑
nm+2l−2
[ [ n−m2 ]∑
p=l−1
2pφ∗∗n−2p
]
xn = 2
∑
t2l−2
[ t2 ]∑
p=l−1
2pφ∗∗t+m−2pxt+m
= 2
∑
pl−1
2px2p
∑
k0
φ∗∗k+mxk+m =
2(2x2)l−1
1 − 2x2
(
φ∗∗(x) − τm(x)
)
.
The last recursion is obvious. 
Combining the above Eqs. (6)–(8), we can get the following results.
Corollary 3.1.5. The generating function φ is analytic at 0 and fulfills
2
(
2x2
)l
φ(x) = b(x) −
√
b2(x)− 4(2x2)l[1 − 2x2 + (2x2)l], (9)
where
b(x) = (1 − 2x)[1 − 2x2 + (2x2)l]+ (2x2)lτm(x).
Corollary 3.1.6. Let Sn denote the number of secondary structures on n bases, where a bonding loop must contain
at least m unpaired bases and the length of a stack l = 1, then we get the generating function s(x) =∑n0 Snxn. It
fulfills the functional equation
2x2s(x)2 −
[
1 − x − x
m∑
n=0
(2x)n
]
s(x) + 1 = 0. (10)
Theorem 3.1.7.
φn ∼ −g(α)2√π n
−3/2
(
1
α
)n
,
where α is the smallest positive solution of
p(x) = b2(x) − 4(2x2)l[1 − 2x2 + (2x2)l]= 0 (11)
and
g(α) = −1
2(2x2)l
√
− 1
α
dp(x)
dx
∣∣∣
α
= 0. (12)
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The values of α
l m
1 2 3 5 ∞
1 0.2288 0.2437 0.2546 0.2692 0.2929
2 0.3113 0.3186 0.3245 0.3334 0.3578
3 0.3600 0.3641 0.3676 0.3734 0.3962
5 0.4165 0.4181 0.4196 0.4221 0.4405
10 0.4750 0.4752 0.4754 0.4758 0.4960
Proof. From Eq. (9), it is clear that the singularities of φ(x) are branch points which occur when Eq. (11) is fulfilled.
With α as given in Eq. (11) φ can be written in the form required by Theorem 3.1.1:
φ(x) = p1(x)
2(2x2)l
−
√
p2(x)
2(2x2)l
(
1 − x
α
) 1
2
, (13)
where p1(x) and p2(x) are polynomials and p2(x) can be obtained by differentiation of p(x) to yield Eq. (12). It
remains to be shown that φ can have no other singularity for x  α. Recall that there is no singularity at 0 despite the
form of Eq. (13), see Corollary 3.1.2.
Suppose u = α, |u| < α is another singularity, i.e., another solution of Eq. (11), and let v = φ(u). Consider the
function
ϕ(φ,x) = (φ2 − 1)(2x2)l + 2x2
and let
β = φ(α) =
√
1 − 2x2 + (2x2)l
(
√
2α)l
. (14)
We only need explain u = α. The following discussion is similar to Theorem 4.8 in [6]. This completes the proof. 
Corollary 3.1.8. For l = 1, Eq. (14) is simplified to β = 1√
2α
and α is the smallest positive solution of
m+1∑
k=0
(2α)k − (6 + 4√2 )α + 1 = 0. (15)
By computing Eq. (11), we give some values in Table 2.
3.2. Recursions of secondary structure
For a secondary structure on n digits, if we add a digit n+ 1, then n+ 1 is either free or paired with k, and suppose
that k and n+ 1 together belong to A(U) or C(G). In the second case, the substructure enclosed by the pair (k, n+ 1)
and the remaining part of length k − 1 are all arbitrary valid secondary structure.
The following recursions have been considered in [22].
Lemma 3.2.1. (See [22].) Let ordered set [n] := {1,2, . . . , n} and Sn be the number of structures on [n] with a
minimum number m (m> 1) of unpaired vertices in each bonding loop, then
Sn+1 = 2
[
Sn +
n−m∑
k=1
Sk−1Sn−k
]
for nm + 1, (16)
with the boundary values Sn = 2n, nm + 1.
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Jn+1(b) = 2
[
Jn(b)+
n−m∑
k=1
Sn−kJk−1(b − 1)
]
, nm + 1;
Jn(0) = 2n, Jn(b) = 0 for b > 0, nm + 1.
Lemma 3.2.3. (See [22].) Let En(b) denote the number of structures on n vertices with exactly b external digits, then
En+1(b) = 2
[
En(b − 1)+
n−m∑
k=1
Sn−kEk−1(b)
]
, nm + 1; En(b) = 0 for b = n, nm + 1,
E0(0) = 1, En(n) = n2n, En+1(0) = 2
[
n−m∑
k=1
Sn−kEk−1(0)
]
, nm + 1.
Lemma 3.2.4. (See [22].) Let Un denote the total number of unpaired bases, then
Un+1 = 2
[
Un + Sn +
n−m∑
k=1
(Sn−kUk−1 + Sk−1Un−k)
]
, nm + 1;
Un = n2n, nm + 1, U0 = 0.
Denote the total number of external vertices by En. It is clear that Vn + En = Un. For sake of completeness, we
state the relation for En,
En+1 = 2
[
En + Sn +
n−m∑
k=1
Sn−kEk−1
]
, nm+ 1; En = n2n, nm + 1, E0 = 0.
Lemma 3.2.5. (See [22].) Let Pn denote the total number of base pairs, then
Pn+1 = 2
[
Pn +
n−m∑
k=1
[
Sn−kPk−1 + Sk−1(Pn−k + Sn−k)
]]
, nm + 1;
Pn = 0, nm + 1.
Lemma 3.2.6. (See [22].) Let In denote the total number of components, then
In+1 = 2
[
In +
n−m∑
k=1
Sn−k(Ik−1 + Sk−1)
]
, nm + 1;
In = 0, nm + 1.
Lemma 3.2.7. (See [22].) Let Qn(b) denote the total number of loops with b unpaired digits in the set of all secondary
structures, then
Qn+1(b) = 2
[
Qn(b) +
n−m∑
k=1
[
Qk−1(b)Sn−k + Sk−1Qn−k(b)+ Sk−1En−k(b)
]]
, nm + 1;
Qn(b) = 0, nm + 1.
3.3. The asymptotic of elements
Throughout the remainder of this paper we will assume α is the solution of the above Eq. (15). Using the notation
τm(x) =∑m−1k=0 (2x)k to simplify the above Eq. (10), we can immediately get the following relation
1 − 2x + 2x2τm(x)− 2x2s(x) = 1
s(x)
. (17)
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τm(α) = (2 + 2
√
2 )α − 1
2α2
, τ ′m(α) =
(2 + 2√2 )α − 1
α2(1 − 2α) −m
[(2 + √2 )α − 1]
2α3(1 − 2α) ,
g2(α) = [1 − (2 +
√
2 )α][2 + m − (2 + √2 )mα]√
2α5(1 − 2α) .
Theorem 3.3.2. The number of structures with b components, Jn(b) fulfills
lim
n→∞
Jn(b)
Sn
= 2α
2b
(1 − 2α)2
(
1 − (2 + √2 )α
1 − 2α
)b−1
.
Proof. Let jb(x) =∑∞n=0 Jn(b)xn be the generating function for the number of secondary structures with exactly b
components. Then we can get
jb =
[
1 − 1
(1 − 2x)s(x)
]
jb−1 =
[
1 − 1
(1 − 2x)s(x)
]b
j0,
and according to Jn(0) = 2n, it is straightforward to derive j0(x) = 11−2x . From Corollary 3.1.2 we obtain the re-
sult. 
Theorem 3.3.3. The number of structures with b components, En(b) fulfills
lim
n→∞
En(b)
Sn
= (3 − 2√2 )(b + 1)(2 − √2 )b.
Proof. Let eb(x) =∑∞n=0 En(b)xn be the generating function of the number of secondary structures with exactly b
external digits. According to Lemma 3.2.3, we get the function equation
eb(x) =
(
2xs(x)
1 + 2xs(x)
)b
e0(x), where e0(x) = s(x)1 + 2xs(x) .
By Corollary 3.1.2 and αβ = 1√
2
yields the desired expression. 
Theorem 3.3.4. The number of unpaired digits Un fulfills
Un
Sn
∼ α
3[4α −m(1 − (2 + √2 )α)]√
2[α + m− (2 + √2 )mα] n.
Proof. Let u(x) =∑∞n=0 Unxn be the generating function of the total number of unpaired digits. From recursion we
find the function equation
u(x) = 2xu(x) + 2xs(x)+ 4x2s(x)u(x) + x2s2(x) − 2x2τm(x)u(x) + 2x3τ ′m(x),
using Eq. (16), we get the function equation
u(x) = 2xs
2(x)
1 − 2x2s2(x)
[
1 − x2τ ′m(x)
]
,
i.e.,
u(x) = 11√
2
− xs(x)
√
2xs2(x)[1 − x2τ ′m(x)]
1 + √2xs(x) .
By Corollary 3.1.3 and αβ = 1√
2
, we can get
Un
Sn
∼ 1 − α
2τ ′m(α)
αg2(α)
n = α
3[4α −m(1 − (2 + √2 )α)]√
2[α +m − (2 + √2 )mα] n. 
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lim
n→∞
En
Sn
= 4αβ = 2√2.
Proof. Let e(x) =∑∞n=0 Enxn be the generating function of the total number of external digits. The recursion can be
brought to the form
En+1 = 2
[
En + Sn +
n−1∑
k=0
Sn−k−1Ek −
m−1∑
k=0
SkEn−k−1
]
.
Multiplying by xn+1 and summing over n yields
e(x) = 2xe(x)+ 2xs(x) + 2x2s(x)e(x) − 2x2τm(x)e(x).
Using the functional equation (16), we find e(x) = 2xs2(x), Corollary 3.1.2 completes the proof. 
Theorem 3.3.6. The number of components In fulfills
lim
n→∞
In
Sn
= 2β(1 − 2α)− 1 =
√
2
α
− 2√2 − 1.
Proof. Let i(x) =∑∞n=0 Inxn be the generating function of the total number of components. From recursion we find
the function equation
i(x) = 2[xi(x) + x2s(x)i(x) + x2s2(x) − x2τm(x)(i(x) + s(x))].
Using the variation of the function equation for s(x), we get i(x) = (1 − 2x)s2(x) − s(x). Application of Corol-
lary 3.1.2 completes the proof. 
Theorem 3.3.7. The total number of loops with b unpaired digits Qn(b) fulfills
Qn(b)
Sn
∼ 2
b−1
2 (
√
2 − 1)b+1α5(1 − 2α)
[1 − (2 + √2 )α][α + m − (2 + √2 )α]n.
Proof. Let qb(x) =∑∞n=0 Qn(b)xn be the generating function of the total number of unpaired digits. From recursion
we find the function equation
qb(x) = 2xqb(x) + 4x2s(x)qb(x) − 2x2τm(x)qb(x) + 2x2s(x)eb(x).
Using Eq. (16) and the function equation eb(x), we can get
qb(x) = 11√
2
− xs(x)
[
2xs(x)
1 + 2xs(x)
]b √2x2s3(x)
(1 + 2xs(x))(1 + √2xs(x)) .
By Corollary 3.1.3 and αβ = 1√
2
, we can get
Qn(b)
Sn
∼ 2
b−1
2 (
√
2 − 1)b+1α5(1 − 2α)
[1 − (2 + √2 )α][α + m − (2 + √2 )α]n. 
Now we give a table for the number of RNA secondary structures and compare that with the asymptotic formulas.
4. Conclusion
In this paper we present a new representation about RNA secondary structures, i.e., let circles ◦ represent the
bases A(U) and dots • represent the bases G(C), which is different from the traditional representation given by
W.W. Wang et al. / J. Math. Anal. Appl. 342 (2008) 514–523 523Table 3
The number of various secondary structures The asymptotic formulas of elements
Jn(b)/Sn
2α2b
(1−2α)2 (
1−(2+√2 )α
1−2α )b−1
En(b)/Sn (3 − 2
√
2 )(b + 1)(2 − √2 )b
Qn(b)/Sn
2
b−1
2 (
√
2−1)b+1α5(1−2α)
[1−(2+√2 )α][α+m−(2+√2 )α]n
Un/Sn
α3[4α−m(1−(2+√2 )α)]√
2[α+m−(2+√2 )mα] n
En/Sn 2
√
2
In/Sn
√
2
α − 2
√
2 − 1
M.S. Waterman and his coworkers. We give the basic relations of secondary structures with limited length m for
hairpin loops and minimum stack length l, which are proved in Section 2. In addition, Table 2 presents some values
for m = l = 1. According to the recurrences given in [22], we make an asymptotic analysis on various types of
constrained secondary structure by generating functions. Finally, the asymptotic formulas are shown in Table 3.
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