Abstract In this work, we investigate methods for gaining greater insight from hydrological model runs conducted for uncertainty quantification and model differentiation. We frame the sensitivity analysis questions in terms of the main purposes of sensitivity analysis: parameter prioritization, trend identification, and interaction quantification. For parameter prioritization, we consider variance-based sensitivity measures, sensitivity indices based on the L 1 -norm, the Kuiper metric, and the sensitivity indices of the DELSA methods. For trend identification, we investigate insights derived from graphing the one-way ANOVA sensitivity functions, the recently introduced CUSUNORO plots, and derivative scatterplots. For interaction quantification, we consider information delivered by variance-based sensitivity indices. We rely on the so-called given-data principle, in which results from a set of model runs are used to perform a defined set of analyses. One avoids using specific designs for each insight, thus controlling the computational burden. The methodology is applied to a hydrological model of a river in Belgium simulated using the well-established Framework for Understanding Structural Errors (FUSE) on five alternative configurations. The findings show that the integration of the chosen methods provides insights unavailable in most other analyses.
Introduction
This study focuses on sensitivity analysis of hydrological models, which are used to analyze water shortage (drought), water excess (flood), water quality (contamination of drinking water and/or crops), and river dynamics (erosion). These can cause large socioeconomic damage and ways to prevent such damage are of intense interest. Computer models are developed with the hope of adequately representing the real-world complexity of rainfall-runoff processes in hydrology catchments, the contributing areas from which a given stream/river derives its flow. In this context, adequately suggests a level of accuracy that makes model results useful for managing the system being simulated [Gupta et al., 2012; Foglia et al., 2013] . Model inputs/ parameters generally cannot be directly measured in nature with sufficient accuracy, and therefore, are commonly estimated through inverse modeling-see, among others Duan et al. [1992] and La Vigna et al. [2016] . The process has inherent uncertainty, and measures of uncertainty commonly accompany any modeling analysis [e.g., Pappenberger and Beven, 2006; Montanari, 2007; Beven, 2011; Nearing et al., 2016] . Sensitivity analysis is conducted to understand the relation between inputs and outputs and to obtain insights in what often is a complicated model input-output mapping [Hill and Tiedeman, 2007; Saltelli et al., 2008; Rosero et al., 2010; Mendoza et al., 2015; Norton, 2015; Hill et al., 2016; Pianosi et al., 2016; Razavi and Gupta, 2016; Markstrom et al., 2016; Houle et al., 2017] . These discoveries help the analyst to use simulated values appropriately in planning, risk assessment, and decision support.
In the simulation of environmental/hydrologic systems, the plethora of sensitivity analysis methods that have been developed causes confusion and for many of the methods execution times can be colossal [e.g., Hill et al., 2016, and references cited therein] . All this recommends careful consideration of the needed model runs and how they are used. Of interest are studies that explore how a set of model runs can be used to obtain relevant and varied insights. In this work, we consider the utility of a set of sensitivity analysis methods.
Our approach rests on two main pillars: clearly stating the sensitivity analysis goals from the start and controlling computational burden. Regarding goals, we make use of the methodology of sensitivity analysis settings. A setting is used to frame the sensitivity quest in such a way that the answer can be confidently entrusted to a well-identified measure [Saltelli et al., 2008, p. 24] . We consider the following three sensitivity settings which have emerged from previous sensitivity analysis studies: parameter prioritization [Ratto et al., 2007] , trend identification, and interaction quantification-see among others Borgonovo and Plischke [2016] . These settings can be used at different stages of the modeling process. Saltelli et al. [2000] and Hill and Tiedeman [2007] emphasize the role of sensitivity analysis throughout model development, starting with the model building phase. Ratto et al. [2007] discuss the role of sensitivity analysis to support calibration and validation. (For greater details on the literature on sensitivity analysis in hydrologic modeling, see supporting information section S1.) As an example, consider using the root-mean-square error (RMSE) as the quantity of interest. RMSE measures the distance between the model predictions and the actual physical measurements. In factor prioritization, using RMSE as the quantity of interest produces results that can guide determining which parameters matter the most and least in calibration. Once these are identified, trend identification allows us to understand further whether the dependence of RMSE is monotonic or not on the parameters. Interaction quantification, as specified in Ratto et al. [2007] , helps us with identifiability; parameters associated with high individual contribution are more easily identified than parameters owing their importance to interaction effects. (Small main effect but high total effect: here, such a situation flags an influence mainly through interaction, implying lack of identification [Ratto et al., 2007 [Ratto et al., , p. 1254 . Or, e.g., high composite scaled sensitivities and large parameter correlation coefficients of Hill and Tiedeman [2007] .)
We aim to conduct sensitivity analyses that deliver insights on these sensitivity settings simultaneously while keeping computational burden under control. We propose combining a given-data approach for the estimation of global sensitivity measures [Plischke et al., 2013] with the hybrid local-global method DELSA [Rakovec et al., 2014] . A given-data approach allows us to exploit the data set generated for uncertainty quantification to calculate a variety of global sensitivity measures. We then integrate the insights of global methods with the indications yielded by a method capable of extracting information from the partial derivatives data set.
Our approach addresses each sensitivity setting using multiple sensitivity measures. This is important because any single sensitivity method refers to a particular aspect of the model output response, has theoretical limitations and, moreover, numerical errors might affect the estimates at finite sample sizes. Thus, by relying on an ensemble of sensitivity measures that can be simultaneously estimated, one increases the robustness of the inference without augmenting computational burden. For parameter prioritization, we rely on first-order Sobol' indices, on the d-importance measure [Borgonovo, 2007] , on a sensitivity measure based on the Kuiper metric, a modification of the Kolmogorov-Smirnov distance [Kuiper, 1960; Baucells and Borgonovo, 2013] and on linearized variance index of the DELSA method-see Table 1 . For trend identification, we make use of alternative visualization tools for displaying results in an intuitive and easy-to-grasp fashion. Because partial derivatives are the natural sensitivity measures for trend identification, we also use them in this work to create derivative scatterplots (D-scatterplot) jointly with the graphs of the global main effect functions of the functional ANOVA expansion and the Cumulative Sum of Normalized Reordered Output (CUSUNORO) [Plischke, 2010] plots. Indeed, these last two visualization methods do not require partial derivatives, accommodating the case in which the model execution time required for a partial derivatives data set has not been pursued. Furthermore, we discuss ways to profit from the derivative data set to analyze the regional contribution of the uncertain parameters. There, our goal is to identify whether the importance of a parameter is concentrated in particular ranges of its support (in Ratto et al. [2007] , regional sensitivity analysis is associated with a fourth setting, factor mapping). For interaction quantification, we use the uncertainty quantification data set and rely on Polynomial Chaos Expansion (PCE) [Sudret, 2008; Marelli and Sudret, 2015] , HDMR [Ziehn and Tomlin, 2009] , and LASI (a subroutine based on high-dimensional model representations described in supporting information section S3) to provide a direct estimation of the second-order effects from the given sample.
We demonstrate the approach by conducting numerical experiments within the well-established hydrologic modeling Framework for Understanding Structural Errors (FUSE) [Clark et al., 2008] . This framework was the first in the hydrologic sciences to be designed specifically to support consideration of alternative working hypotheses (also called alternative models or multi model analysis) [Clark et al., 2011a] . We provide results for a medium-sized basin situated in the hilly parts of the Belgian Ardennes (Western Europe). We start with a reference configuration (FUSE-016) and then compare it with other four alternative structure configurations while studying the sensitivity of the model RMSE to variations in the parameters. The sensitivity methods allow us to confidently identify the key drivers of RMSE variability across the configurations, to establish whether RMSE is increasing or decreasing in the parameters and to identify the presence of interactions.
The sensitivity analysis insights of this work will be broadly applicable for the next generation modeling frameworks, such as the Structure for Unifying Multiple Modeling Alternatives (SUMMA) [Clark et al., 2015a [Clark et al., , 2015b and the ongoing community-based efforts on parameter regionalization schemes of hydrology/ land-surface models [e.g., Mizukami et al., 2017; Samaniego et al., 2017] . They also have considerable utility for climate models and other environmental systems [e.g., Mendoza et al., 2015; Cuntz et al., 2015] .
The remainder of the work is organized as follows. Section 2 reviews the sensitivity analysis methods used in correspondence of each setting. Model results are presented and discussed in sections 3 and 4, respectively, and finally conclusions are drawn in section 5. Supporting information provides detailed insights on mathematical formulas and includes graphical results for alternative model structures.
Methods I: Review, Definitions, and Properties
This section is organized as follows. In section 2.1, we present relevant notation. Sections 2.2-2.5 present the methods and associate each method with the corresponding sensitivity setting. Finally, in supporting information section S1, we offer a literature review of the use of sensitivity analysis in hydrologic modeling.
Definitions and Notation
The model output of interest is denoted by y, and the model input-output mapping by a generic multivariate function:
where k is the number of model parameters. Two general situations may be distinguished for practical purposes. The analyst is interested in inspecting the sensitivity of the model output at a point of interest, say x 0 . In this case, the analyst resorts to a local sensitivity analysis method. Or, the analyst is uncertain about some of the model parameters and is interested in the model response at several locations in the model parameter space. In this case, parameters become random variables. Let X denote the random model parameter vector. The model output then becomes a random variable Y, related to X through equation (1), i.e., Y5gðXÞ. Let X 2 R k denote the support of X, i.e., the set of all possible values that the input parameters can assume. As is standard in sensitivity analysis, we denote the joint cumulative distribution function (cdf) of the model parameters by F X ðxÞ, their joint density (pdf) by f X ðxÞ, and the marginal cdf and pdf of X i as F Xi ðx i Þ and f Xi ðx i Þ. The cdf and pdf of the model output are denoted by F Y ðyÞ and f Y ðyÞ, respectively.
Parameter Prioritization: Sensitivity Measures
In parameter prioritization, the analyst's goal is to identify the input parameter that, if fixed to a certain value, would lead to the greatest reduction in the variability of the model output [Saltelli and Tarantola, 2002] . Thus, the degree of statistical dependence between Y and X i is of concern. The stronger the statistical dependence, the more important we consider the parameter. Global sensitivity measures aim at identifying such dependence over the entire parameter support. In a variance-based sensitivity analysis [Ratto et al., 2007] , the intuition is to quantify statistical dependence as the expected reduction in model output variance due to fixing input parameter X i . denote the variance of Y given that X i is fixed. Then, we can define the expected reduction in model output variance as [Homma and Saltelli, 1996] 
Borgonovo and Plischke [2016] point out that the rationale at the basis of variance-based sensitivity measures is common to other sensitivity measures. Equation (2) can be seen as measuring the separation between the current model output distribution and the conditional model output distribution given X i through variance reduction. In general, we can consider any operator between fðP Y ; P YjXi5x i Þ, where P Y and P YjXi5xi are unconditional and conditional distributions (pdf or cdf) of the model output. However, to be a sensible measure of the discrepancy between P Y and P YjXi 5xi , the operator fðÁ; ÁÞ is required to be null when the two distributions are identical, i.e., fðP; PÞ50. Examples of inner operators used in the literature are
for variance-based sensitivity measures [Homma and Saltelli, 1996] , the L 1 -norm on density functions,
for the d-importance measure [Borgonovo, 2007] , or the Kolmogorov-Smirnov distance between cdfs in the PAWN method [Pianosi and Wagener, 2015] ,
or the Kuiper distance in Baucells and ,
Baucells and and Borgonovo et al. [2014] discuss the use of distances between cumulative distribution functions in sensitivity analysis proposing a general definition of which equations (5) and (6) are particular cases. In such work, they underline that some limitations associated with the KS distance can be overcome by its modification in the Kuiper metric [Kuiper, 1960] . In particular, the Kuiper distance puts all percentiles on equal footing [Crnkovic and Drachman, 1996, p. 140] . We therefore use this metric to measure distance between cumulative distribution functions in our work.
Once f is defined, we can obtain a global sensitivity measure taking any statistic of the random quantity fðP Y ; P YjXi Þ. For instance, in the PAWN method [Pianosi and Wagener, 2015] , the inner operator is the Kolmogorov-Smirnov distance between cumulative distribution functions and the statistic is its median. To obtain variance-based sensitivity measure, we need to take the expectation of fðP Y ; P YjXi Þ over all possible values of X i . Similarly, taking the expectation of equations (4) and (6), we obtain the well known
and
sensitivity measures.
All global sensitivity measures mentioned so far with the exception of first-order variance-based sensitivity measures possess the nullity-implies-independent property.
Methods Based on Semilocal and Local Sensitivities
One of the most popular methods based on the randomized evaluation of local sensitivities is the method of Morris [Morris, 1991] . The elementary effect of the ith parameter at x 0 is defined by Water Resources Research
where x 0 2i is the parameter vector with the exception of x i , and ᭝ is a predetermined variation of x i . Unlike typical local sensitivity calculations, ᭝ is often large and the run sequence forms a stepwise path instead of a star around x 0 2i . The calculation of EE i ðx 0 Þ is averaged over randomized locations X, forming a winding stairs path. The parameters indicated as least relevant by the average of their elementary effects are then candidates to be fixed at their nominal value [Campolongo et al., 2007] . The recently proposed enhanced version of elementary effects [Cuntz et al., 2015] allows for a more computationally efficient sequential screening.
Another class of sensitivity measures in a parameter fixing setting is the class of derivative-based sensitivity measures. Sobol' and Kucherenko [2009] define
The sensitivity measure in equation (10) is equal to the average of the square of partial derivatives evaluated at randomized locations in the parameter space.
In this work, we employ the DELSA method of Rakovec et al. [2014] . DELSA combines methodological properties from three other methods: the method of Morris (MoM) [Morris, 1991] , the Sobol' method [Sobol', 2001] , and regional sensitivity analysis (RSA) [Hornberger and Spear, 1981] . DELSA uses the local equation for variance estimation V L [Seber and Wild, 1989, p. 191; Draper and Smith, 1998, pp. 129-130; Aster et al., 2013, p. 224; Lu et al., 2012] :
which linearly propagates the parameter uncertainty expressed by ðX T xXÞ 21 to obtain the variance of model output-see Rakovec et al. [2014, Appendix A] for additional mathematical details. In equation (11), we define X as a k 3 k identity matrix and x is estimated as the reciprocal variance of the uniform distribution from the parameter prior ranges. Then, the total linearized local variance V L becomes
where s 2 i is the a priori parameter variance of the ith parameter. Finally, the DELSA first-order sensitivity measure of the ith parameter is calculated at each sampling point as
Equation (13) is the local fraction of the linearized variance of Y apportioned by
are calculated at randomized locations throughout parameter space. The analyst can then consider the full frequency distribution of these sensitivity measures or any other statistical property for making inference. For instance, the median of the distribution of S L i is considered in Rakovec et al. [2014] for factor prioritization.
Trend Identification: Sensitivity Measures
In the trend identification setting, we address an essential insight about model behavior, the need to understand whether an increase (decrease) in a parameter leads to an increase (decrease) in the model output. The importance of this setting has been appreciated since the seminal work of Samuelson [1941, p. 97] : in order for the analysis to be useful it must provide information concerning the way in which our equilibrium quantities will change as a result of changes in the parameters taken as independent data. As also underlined in Samuelson's work, the appropriate sensitivity measures for this task are signs of partial derivatives. As we shall see, an efficient visualization tool is a derivative scatterplot (D-scatterplot, henceforth). If a derivative data set is not available, we argue that one can make use of the following two methods to still obtain 
where
In equation (15), X 2i is a shorthand for ðX 1 ; . . . ; X i21 ; X i11 ; . . . ; X k Þ; g 0 is the expectation of Y; g i ðx i Þ is called the first-order effect function and displays the expected behavior of Y as a function of X i ; and g i;j ðx i ; x j Þ is the interaction effect of X i , X j , etc. The generic effect function g i;j;...;r ðx i ; x j ; . . . ; x r Þ has null expectation and two generic effect functions are orthogonal [Sobol', 1993; Li and Rabitz, 2012] .
The first-order functions g i ðx i Þ in equation (15) can be used to obtain information about sign of change. By definition, g i ðx i Þ is the conditional expectation of Y given X i 5 x i . Thus, g i ðx i Þ conveys the average behavior of Y as a function of x i . Moreover, the first-order effect function g i ðx i Þ retains the monotonicity of the original input-output mapping [Beccacece and Borgonovo, 2011] . That is, if gðxÞ is increasing, then all the g i ðx i Þ 0 s are increasing. Then, the visualization of the graphs of the first-order effect functions provides an indication about the expected trend of Y as a function of X i .
The CUSUNORO curve for parameter X i is given for u 2 ½0; 1 by
By construction, it is a curve with c i ð0Þ50 and c i ðuÞ50. The curve c i ðuÞ displays the average mean of the standardized output when the associated parameter is less than a given quantile u. We may therefore speak of a partial mean to the left (given by F Xi ðxÞE½Y2E½YjX i x in contrast to the conditional mean to the left given by E½Y2E½YjX i x) and note that due to standardization, this mean to the left and the corresponding mean to the right add up to zero. If the model is an increasing function of X i , then the partial mean to the left is always lagging behind the global mean. Therefore, the CUSUNORO curve is negative for all values of u. Conversely, if the model is decreasing in X i , then the CUSUNORO curve is positive for all values of u. It can also be proven that if there exists a linear regression curve with respect to the rank of the parameters:
the CUSUNORO curve has a local extremum at u 0 5 1 2 . Hence, any extreme value not located in the center of the CUSUNORO plot shows a nonlinear dependence between Y and X i .
Interaction Quantification: Sensitivity Measures
In an interaction quantification setting, we are interested in understanding whether the model response is additive or not. If the response is additive, then the variation of the output is the direct sum of the individual Water Resources Research 10.1002/2017WR020767 effects of the variations in the parameters. Herein, we aim at studying interactions while remaining in a given-data frame. As underlined in Saltelli et al. [2000] the quantity
can be considered as an indicator of the percentage of the model output variation apportioned by interactions. Because first-order variance-based sensitivity indices can be estimated from a given-data frame, this quantity S Interaction is also delivered by a given-data approach. Then, if the sum of S i (or g i ) is close to 1, we are informed that interactions provide a limited contribution to the model output variation, so that the model response can be regarded as additive. Conversely, further investigation on the nature of interactions is needed. Several methods are available. For instance, one can start investigating the effects of the interactions of all pairs, through linear inferential measures [Hill and Tiedeman, 2007; Hill et al., 2016] . Herein, we rely on second Sobol' sensitivity indices S i;j -see supporting information section S3 for the mathematical definitions. Alternative ways are available for estimating second-order Sobol' sensitivity indices directly from the uncertainty quantification sample. We employ here two direct methods based on the highdimensional model representation (HDMR) theory (see also supporting information section S3) and we compare them to a brute force estimation method that makes use of a Kriging emulator as an intermediate step. We refer to supporting information section S4 for technical details about estimation cost. The next section discusses results and insights for a hydrological case study.
3. Application
Hydrological Framework
The ensemble of sensitivity methods described in the aforementioned sections is executed using a set of models developed to simulate a medium-sized catchment (Lasnenville, 200 km 2 ) located in the Belgian Ardennes (Western Europe). The maritime climate can be classified as rain dominated with irregular snow in winter. The runoff regime is highly variable with low summer discharges and high winter discharges. The annual precipitation yields around 1000 mm and mean annual air temperature is 7.58C. Mixed-forest and agricultural areas represent the two dominant land cover classes [Rakovec et al., 2012] .
Five models are developed using the Framework for Understanding Structural Errors (FUSE), a wellestablished modular framework, which enables constructing a suite of hydrological models to rigorously implement and evaluate hydrological theories [Clark et al., 2008 [Clark et al., , 2011b . The ability of a model to adequately approximate dominant hydrological processes depends on (1) the choice of state variable in the unsaturated and saturated zones and (2) the choice of flux equations describing the surface runoff, vertical drainage between soil layers, base flow, and evapotranspiration [Clark et al., 2008] .
The vertical dimension of all models is discretized into two reservoirs: the unsaturated reservoir above the water table (often referred as soil moisture storage) and the saturated one below the water table (also known as groundwater storage). The outflow of the two model reservoirs constitutes the total simulated river flow, which is often also called river discharge and/or streamflow. Model output g used to assess model sensitivity of this study is an aggregated metrics over T daily time steps. The metric g is defined to quantify discrepancies between the model and reality (real-world measurements/observations): the rootmean-square error (RMSE) between the simulated streamflow (q sim ) and the observed streamflow (q obs ):
The FUSE-016 configuration has a ''single-layer'' architecture for the unsaturated zone, which does not allow for vertical variability in soil moisture. Evapotranspiration is restricted to the upper unsaturated zone and is a linear function of storage between wilting point and field capacity. The FUSE-016 does not allow any vertical drainage when saturation is below field capacity. FUSE-016 has a single nonlinear groundwater reservoir of unlimited size. The surface runoff is conceptualized using the ''ARNO/VIC'' parameterization, and the routing schemes employ the time delay function using a gamma distribution. The FUSE-014 and FUSE-160 models extend the FUSE-016 configuration by alternative evapotranspiration processes from the unsaturated
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zone, which is represented by two cascading reservoirs. The FUSE-072 model enables for vertical drainage through a nonlinear function, which is the only difference with respect to FUSE-016. The FUSE-170 configuration addresses alternative representations of the base flow parameterizations with respect to FUSE-016 by employing two linear groundwater storages. We refer to Clark et al. [2011b] for greater details.
The number of parameters for the five FUSE models ranges between 11 and 14 [Clark et al., 2008; Rakovec et al., 2014] . The parameters are summarized in Table 2 . The parameters cannot be directly measured in nature with sufficient accuracy, and are location specific based on the regional climate and physiographic basin properties.
This study makes use of the model simulations at daily time step presented by Rakovec et al. [2014] for a 10 year period from 1 October 1998 to 30 September 2008. The parameter ranges applied in this study are slightly adjusted from Clark et al.
[2011b] based on our prior knowledge. Note that the sample size N of this study is 9548, which represents the number of base model runs for the FUSE-016 model. The difference from the 10,000 runs used in Rakovec et al. [2014] originates from revising the lower parameter bound for TIMEDELAY from 0.01 to 0.1.
In the remainder of this section, we focus the presentation on results for the FUSE-016 configuration, while the four alternative models FUSE-014, FUSE-160, FUSE-072, and FUSE-170 are used to assess the robustness of parameter sensitivity analysis methods for alternative model structures. Results for these models are described in the supporting information, namely Figures S3-S5.
Parameter Prioritization: Results
For identifying the most important parameters, we use an ensemble of sensitivity indices combining indications from variance-based, density-based and cdf-based global sensitivity measures. Specifically, using the given-data estimators described in the supporting information section S2, we estimate first-order Sobol' indices g i , Borgonovo's d, and the Kuiper index b KU . Figure 1 shows the boxplots of the bootstrap estimates for these three global sensitivity measures, with a bootstrap sample size B 5 500. For a discussion about computational cost, see supporting information section S2.3 and supporting information Figure S1 . All three approaches rank TIMEDELAY, AXV_BEXP, and FRACTEN as the most influential parameters. The first two parameters directly influence the dynamics of simulated streamflow, in particular its timing and magnitude (TIMEDELAY), and the partitioning of incoming precipitation into quickly responding surface runoff and slow base flow components (AXV_BEXP). Their role, therefore, explains the direct and strong influence on the RMSE in equation (19), which is derived directly from the simulated streamflow. The third most influential parameter (FRACTEN) has a direct effect on the soil moisture dynamics. It quantifies tension storage as a nonlinear function of the total storage in the unsaturated zone. FRACTEN closely controls the magnitude of evapotranspiration processes, i.e., return of incoming precipitation back to the atmosphere, and it also indirectly affects the magnitude of total modeled streamflow. Overall, the importance of the three key parameters is identified clearly and consistently, which is shown by the narrow and not overlapping bootstrap uncertainty bounds.
Furthermore, Figure 1 includes the parameter ranking obtained using the DELSA index S L i , which is based on the median cdf value. The results are in clear agreement with the results produced by the three global sensitivity measures estimated directly on the uncertainty quantification sample.
We provide a visual complement to these results in supporting information section S2.4 and supporting information Figure S2 .
To corroborate these results, we use the median statistic of the DELSA in equation (13) (Figure 1 ). This graph identifies LOGLAMB, PERCRTE, and BASERTE as least relevant parameters, which is consistent with the ranking of global sensitivity measures. Thus, for the RMSE of FUSE-016, the key uncertainty drivers and the parameters to fix at their base case are clearly identified. Figure 2 displays the spatially distributed derivative-based sensitivities, with the goal of identifying important parameter regions, in a factor mapping setting. For illustration purposes, we limit our attention to four parameters (columns in Figure 2 ). 
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difference in the contribution of TIMEDELAY, and AXV_BEXP, the parameters associated with the largest sensitivities. TIMEDELAY is most important in the subset of parameter values associated with higher RMSE, i.e., where the performance of the model is poorer. Conversely, AXV_BEXP is important in regions of lower RMSE, i.e., where the model has a better prediction capability. These considerations show that using information coming from derivatives in a regionalized DELSA setting allows the analyst to delve deeper into how each parameter contributes to the RMSE variability. This leads to insights that enrich and complement the information in Figure 1 .
For this model, the partitioning of incoming precipitation into fast and slow flow components governed by AXV_BEXP may be more important than the routing dynamics characterized by the TIMEDELAY parameters, if the focus was on the ''acceptable'' model performance-simulations. Additionally, although FRACTEN and If the dot color changes horizontally in the plots, then parameter importance depends on the value of the parameter. For example, Figure 2 plot Ib shows that nearly all models with large values of MAXWATR_1 are insensitive to the MAXWATR_1 parameter. Figure 2 plot IVd shows that large sensitivities for the TIMEDELAY parameter (the most important parameter) are related to values of the TIMEDELAY parameter smaller than about 1 day. The time step of the model used is 1 day, and this suggested that evaluation of models with these small TIMEDELAY values are worth considering closely.
Trend Identification: Results
For trend identification, we consider two situations: in the first case, the available data set comprises partial derivatives; in the second case, the analyst has available only the sample of input-output realizations.
In the first case, the sign of the partial derivatives immediately identifies direction of change. Figure 3 shows the D-scatterplot for the FUSE-016 model, plotting the derivatives made available by the DELSA method. Light color dots (red) refer to positive values, darker dots (blue) to negative values. Figure 3 (top left) shows that the derivatives of RMSE with respect to TIMEDELAY estimated at several locations are negative. Thus, we expect that an increase in TIMEDELAY has a decreasing effect on the RMSE. Figure 3 (top middle) plots the derivatives of RMSE with respect to AXV_BEXP. We observe both positive and negative values, which implies that an increase in AXV_BEXP does not necessarily lead to an RMSE increase. Specifically, if we look at region ½0; 1, we observe both light(red) and dark(blue) dots in the graph (Figure 3 (top middle) ). For values of AXV_BEXP greater than unity, however, we observe mainly light dots, which indicates that the effect of an increase in AXV_BEXP leads to an increase in RMSE. Figure 3 (top right) presents the derivatives of RMSE with respect to the parameter FRACTEN. Again, the existence of both positive and negative values implies nonmonotonicity. However, we observe a majority of positive derivatives (light dots (red)), which indicates an over-all positive effect. The remaining plots of Figure 3 show the existence of both positive and negative derivatives for the remaining parameters.
Insights on direction of change can also be directly obtained from the original data set. A first way is to plot the first-order effect functions in Figure 4 , where we present the COSI curves (in red) together with the input-output scatterplots. One can observe that TIMEDELAY shows a nonlinear decreasing effect on the RMSE, while, in general, AXV_BEXP and FRACTEN present an ascending trend. In particular, AXV_BEXP shows wiggling trend on its support ½0; 1=2, which is consistent with result of D-scatterplot, where nonmonotonic effect is implied in the same region. Besides, PERCEXP shows slightly increasing effect. For the remaining parameters, there is no strong evidence of decreasing or increasing first-order effect. Figure 5 illustrates the CUSUNORO plot of FUSE-016 data. Each curve refers to a given parameter. Curves above the horizontal zero line signal a decreasing effect, curves below the horizontal zero line suggest the opposite. Parameter TIMEDELAY (circle curve) is associated with the CUSUNORO curve that shows the highest peak above the zero horizontal axis and is therefore the parameter with the strongest negative impact on the RMSE. This is in accordance with the information provided by the first graph in both Figures 3 and 4 . Similarly, parameter MAXWATR_1 (dashed curve) has a negative effect. Conversely, parameters AXV_BEXP (triangle curve) and FRACTEN (square curve) have an increasing effect on the RMSE. Besides, the magnitudes of the deviations from the zero horizontal line can be used to infer information about the strength of impact. Figure 5 indicates TIMEDELAY, AXV_BEXP, and FRACTEN as the three most relevant parameters, in accordance with previous findings. Furthermore, the vertical asymmetry of the CUSUNORO curve implies Water Resources Research 10.1002/2017WR020767 the nonlinearity of the first-order effect. For instance, TIMEDELAY and AXV_BEXP are slightly asymmetric to the right (have steeper left parts), which implies that we can expect a nonlinear first-order effects. This result is, again, consistent with the graphs of the first-order effect functions in Figure 4 .
Interaction Quantification: Results
A well-established method for the identification of interactions is to check the sum of first-order Sobol' indices. From Figure 1 , we observe that, the sum of first-order Sobol' indices is about 90%, indicating that interactions have limited relevance. Thus, the RMSE can be considered a nearly additive function of the parameters over the ranges of interest.
However, to investigate further, we study second-order interactions, calculating the second-order Sobol' indices S i;j . We compare three different estimation methods: PCE is implemented in UQ_lab [Sudret, 2008;  
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Water Resources Research 10.1002/2017WR020767 Marelli and Sudret, 2015] , HDMR [Ziehn and Tomlin, 2009] , and LASI (see supporting information section S3). The HDMR and LASI subroutines allow to estimate the second-order indices directly from the available 9548 model input-output realizations. The PCE subroutine is trained on a subsample of size 2000 (this is the largest at which calculations can be performed on the available pc without encountering an out-of-memory error). Because we have 11 model parameters, we have 55 second-order interactions. Figure 6a illustrates the second-order interactions associated with the five largest values of S i;j .
The three most important parameters, TIMEDELAY, AXV_BEXP, and FRACTEN, are involved in the most relevant second-order interactions. In particular, the interaction between TIMEDELAY and AXV_BEXP is identified as the strongest second-order interaction. However, we need to observe that the values of second-order Sobol' indices are small. The last two plots of Figure 6a (estimated via HDMR and LASI subroutines) report that all estimates of S i;j are less than 0.05. This confirms the observation stated at the beginning of this section, that interactions have limited influence in the determination of the RMSE for the configuration of interest.
To investigate further and interpret these results in terms of identifiability, we report results for the totalorder indices. According to Ratto et al. [2007] , Saltelli et al. [2008] , and others in fact, parameters associated with a small main effect but having a high total effect evidence a lack of identifiability. To offer an intuitive visual interpretation, we refer to Figure 6b . Here the value of first-order Sobol' index for each model input is on the horizontal axis, while the vertical axis presents the value of total-order Sobol' indices. Each dot in the 
Alternative Model Configurations: Results
While in the description of results we have focused on the FUSE-016 configuration, we performed similar sensitivity analyses for the FUSE-014, FUSE-072, FUSE-160, and FUSE-170 models described by Rakovec et al. [2014] . These results are summarized in the supporting information accompanying this paper (supporting information Figures S3-S5 ). We describe here the main differences in the sensitivity analysis results with respect to the FUSE-016 configuration, discussing them setting by setting. Regarding parameter prioritization, supporting information Figure S3 shows that across all FUSE configurations the two most important parameters are TIMEDELAY and AXV_BEXP. The third most important parameter is PERCEXP for FUSE-014, FUSE-072, and FUSE-170 model. The parameter FRACTEN, the third most important for the FUSE-016 configuration, ranks fifth for FUSE-014 and fourth for FUSE-014, FUSE-072, and FUSE-170. For FUSE-160, FRACTEN is ranked third by first-order Sobol' sensitivity measures and median DELSA indices, while it ranks fourth based on the moment-independent sensitivity indices d and b Ku . The parameter RTFRAC1 ranks third based on these sensitivity measures and fourth based on first-order Sobol' sensitivity measures and median DELSA. This parameter is not present in the FUSE-016 configuration. For trend identification, we obtained the D-scatterplot, the COSI and CUSUNORO plots for all configurations. The CUSUNORO results are presented in the plots of supporting information Figure S4 . The direction of change associated with the most important parameters remains the same across all the different configurations. Specifically on FUSE-160, the CUSUNORO curve of parameter RTFRAC1 shows a prevailing decreasing trend on the RMSE-see supporting information Figure S4b . To test this indication further, consider the corresponding D-scatterplot (supporting information Figure S5 ). The first plot in supporting information Figure S5 shows that RTFRAC1 has a nonmonotonic effect, however, with a prevalence of negative partial derivatives. Positive values of the partial derivatives are only associated with high values of this parameter. Overall, the D-scatterplots of supporting information Figure S5 confirm the observations of the other configurations, though indicating that also in the FUSE-160 configuration the RMSE is not a monotonic function of the parameters.
Finally, for interaction quantification, we computed the second-order and total-order Sobol' indices measures using the PCE, HDMR and LASI subroutines. Results show a negligible effect of interactions in all configurations, with the sum of all second-order indices never exceeding 6% of the total variance. This value indicates that identifiability issues are low and that the five model configurations are not overparameterized, as suggested by Rosero et al. [2010] .
Discussion
The investigation we have carried out leads to four takeaways for the analysis of hydrological models as well as for the practice of sensitivity analysis:
1. Given the huge number of available methods, the search of the appropriate sensitivity method needs to be made systematic. The most rigorous way to make the analysis systematic is through the formulation of a sensitivity analysis setting. A setting allows the analyst to transparently choose the method that answers the sensitivity analysis question at hand. 2. Employing a unique sensitivity method for performing a sensitivity analysis even within the same setting is suboptimal. In fact, each sensitivity analysis method has merits as well as limitations. To illustrate, take an analysis performed within a trend identification setting. Here derivatives suggest the direction of change of the model output as a result of changes in the model parameters. However, they require scaling to suggest the importance of a parameter, especially if parameters have different units-in that case, unscaled partial derivatives are not even comparable. An analyst willing to identify the most important parameters needs to take sensitivity measures in a factor prioritization setting. Here a desirable property is that nullity of the sensitivity measure implies independence. First-order variance-based sensitivity measures, while appropriate, do not possess this property. Thus, complementing the analysis with the calculation of a moment-independent method increases the robustness of the inference. If the ranking of variance-based methods is confirmed by the ranking of a moment-independent method, we gain additional confidence about what parameter is important, without the need of additional model runs.
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3. Alternative methods may be applied under different circumstances. Consider again a trend identification setting. Partial derivatives are available through the DELSA method. However, in case derivatives are not available, one can use a CUSUNORO plot joint with the plot of the first-order effects of the functional ANOVA expansion to still obtain insights about trend. 4. Each sensitivity method was supposed to require a specific design, calculating several sensitivity measures simultaneously would become a nightmare. However, we can now estimate efficiently several sensitivity measures simultaneously from the same model output sample. This then allows to exploit the synergies and complementary insights that such sensitivity measures make available to the modeler.
We believe that our study contributes to building a comprehensive sensitivity analysis framework which enables a thorough characterization relevant sensitivity-related properties of model responses, as recently advocated by Razavi and Gupta [2015] . Our approach can be extended to more complex environmental models currently being developed in the hydrological community, such as the next generation modeling framework SUMMA [Clark et al., 2015a [Clark et al., , 2015b . SUMMA considers water and energy closure together and also allows to fully solve Richards' equation of the unsaturated flow. All these factors yield much higher degrees of input parameter uncertainty than in this study and the proposed framework can be directly employed for uncertainty quantification and sensitivity analysis of this new generation of hydrological models.
Finally, while some aspects of our analysis are specific for hydrological modeling, the approach is applicable to the statistic diagnosis of models used in the broader environmental and climate literature. For example, there is a growing interest in the sensitivity analysis of integrated assessment models for climate change. Works such as Confalonieri et al. [2010] , Anderson et al. [2014] , Butler et al. [2014a Butler et al. [ , 2014b , Gao et al. [2016] , Marangoni et al. [2017] , and Paleari and Confalonieri [2016] show the growing trend of sensitivity analysis investigations in the climate and environmental modeling arena, where also the need for keeping computational burden under control is felt. In this respect, the ensemble approach developed here might result in supporting investigators in such sectors as well.
Conclusion
In the simulation of environmental/hydrologic systems and climate models, sensitivity analysis methods have the potential of yielding crucial insights that allows analysts to fully exploit modeling efforts. Our investigation introduces an approach that (1) makes the derivation of insights systematic and (2) controls computational burden. We have explored insights concerning parameter prioritization, trend identification, and interaction quantification. All these insights provide the analyst with a deeper understanding of the hydrologic model at hand and, in turn, of the relevant phenomena. The present approach is especially promising given the next generation of hydrological models, the SUMMA, in which several problems associated with the FUSE modeling framework are overcome from the modeling side. 
