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Characterization of Ceramic Foam Filters Used
for Liquid Metal Filtration
MARK WILLIAM KENNEDY, KEXU ZHANG, ROBERT FRITZSCH,
SHAHID AKHTAR, JON ARNE BAKKEN, and RAGNHILD E. AUNE
In the current study, the morphology including tortuosity, and the permeability of 50-mm thick
commercially available 30, 40, 50, and 80 pores per inch (PPI) alumina ceramic foam ﬁlters
(CFFs) have been investigated. Measurements have been taken of cell (pore), window, and strut
sizes, porosity, tortuosity, and liquid permeability. Water velocities from ~0.015 to 0.77 m/s
have been used to derive both ﬁrst-order (Darcy) and second-order (Non-Darcy) terms for being
used with the Forchheimer equation. Measurements were made using 49-mm ‘‘straight
through’’ and 101-mm diameter ‘‘expanding ﬂow ﬁeld’’ designs. Results from the two designs
are compared with calculations made using COMSOL 4.2a 2D axial symmetric ﬁnite element
modeling (FEM), as a function of velocity and ﬁlter PPI. Permeability results are correlated
using directly measurable parameters and compared with the previously published results.
Development of improved wall sealing (49 mm) and elimination of wall eﬀects (101 mm) have
led to a high level of agreement between experimental, analytic, and FEM methods (±0 to 7 pct
on predicted pressure drop) for both types of experiments. Tortuosity has been determined by
two inductive methods, one using cold-solidiﬁed samples at 60 kHz and the other using liquid
metal at 50 Hz, giving comparable results.
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I. INTRODUCTION
CERAMIC foam ﬁlters (CFFs) have been used
commercially in the aluminum foundry industry for
more than four decades.[1] CFFs are industrially applied
to remove small (<50 lm) solid inclusions (e.g.,
oxides—Al2O3, spinels—MgOÆAl2O3, or carbides—SiC,
Al4C3) and large oxide ﬁlms, primarily for the produc-
tion of premium quality aluminum products.
A research eﬀort has been recently undertaken with the
objective of using electromagnetic ﬁelds to achieve
improved puriﬁcation of liquid aluminum using commer-
cial CFFs (30–80 PPI).[2,3] It was found in the current
study that the vertical gradient in the Lorentz forces
(~J ~B) induced strong movements in the liquid metal.
Based on preliminary ﬁnite element magneto-hydro-
dynamic (MHD)modeling and experimental observation
of liquidmovement within the equipment, velocities of up
to 0.2 m/s are anticipated to exist within the ﬁlter
elements. This velocity is approximately one order of
magnitude higher than typical casting velocity for these
types of commercial ﬁlters[4] and indicates that MHD
dominates the ﬂow ﬁeld development. The modiﬁed
ﬁltration process can therefore not be understood, with-
out ﬁrst comprehending the impact of the Lorentz
‘‘driving’’ forces interacting with the resistance to ﬂow
produced by the permeability of the porous media, at
these unusually high velocities.
The transition of pressure drop from ﬁrst- to second-
order behaviors for 65 and 80 PPI CFFs using water has
been reported to be in the range from0.01 to 0.015 m/s and
to be beyond0.015 m/s for 40 and 50 PPI ﬁlters.[5] Inorder
to model MHD more accurately using ﬁnite element
modeling (FEM) at high velocity of liquid, it was necessary
to obtain both ﬁrst-order (Darcy) and second-order (Non-
Darcy) terms for use with the Forchheimer equation[6]:
DP
L
¼ l
k1
Vs þ q
k2
V2s ½1
where DP is pressure drop (Pa), L is the ﬁlter thickness
(m), Vs is the ﬂuid superﬁcial velocity (m/s), l is the ﬂuid
dynamic viscosity (Pa s), q is the ﬂuid density (kg/m3),
and k1 (m
2) and k2 (m) are the empirical constants called
the Darcian and non-Darcian permeability coeﬃcients,
respectively. Equation [1] represents the sum of viscous
(ﬁrst term) and kinetic energy losses (second term).
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Permeability experiments were therefore conducted
using water with commercial alumina CFFs of 30, 40,
50, and 80 PPI. In order to understand and correlate the
obtained results, it was necessary to simultaneously
study the morphology of the ﬁlters including cell (pore),
window and strut sizes, porosity, and tortuosity.
II. THEORY
Permeability is an important parameter for the
characterization of CFFs, since it is required to predict
the ﬂow rate obtainable for an imposed pressure
gradient (e.g., the casting rate for a given metal head
and ﬁlter area) or to be able to predict the pressure drop
(and therefore the required head or elevation change)
necessary to achieve a speciﬁc ﬂow rate for a ﬁxed ﬁlter
area (as in the design of a casting line and ﬁlter bowl).
The correlation between ﬂow and pressure drops can be
obtained empirically by ﬁtting experimental data as per
Eq. [1] or by prediction using ‘‘easily’’ the measured
physical properties such as porosity, e (unitless), char-
acteristic porous media dimensions, and the known
liquid properties. The Ergun equation is often applied to
predict the pressure drop in beds of solids[7]:
DP
L
¼ 150 1 eð Þ
2
e3
lVs
d2p
þ 1:75 1 eð Þ
e3
qV2s
dp
½2
where dp is the ‘‘equivalent’’ spherical particle diameter
(m). Even ‘‘improved’’ versions of Eq. [2] are known to
have deviations in the range of ±50 pct, relative to
actual measured packed bed pressure drops.[8]
Given that a porous solid is not a packed bed and has
no clearly deﬁnable particle diameter, dp, it is possible to
apply the Ergun formula using alternately the diameters
of the cell, dc (m), window, dw (m), or strut, ds (m). These
diameters are indicated in Figures 1 and 2(a) through
(d), for the 30 through 80 PPI ﬁlters used in this study.
One would expect that the estimation errors would
exceed the ±50 pct typical of the Ergun equation, unless
an appropriate ‘‘diameter’’ could be deﬁned.
Ergun deﬁned the ‘‘equivalent’’ particle diameter of a
non-spherical solid, dp, as the diameter of the sphere
having the same ‘‘outer’’ speciﬁc surface area per unit
solid volume, Sv (m
2/m3) of the actual material in
question (internal porosity, and small projections or
cavities were ignored)[7]:
dp ¼ 6
Sv
½3
In Eq. [3], the nomenclature of Ergun is maintained.
Some confusion may ensue when referring to the recent
literature, where Sv is sometimes used to represent the
surface area of solid per unit bed volume, i.e., SB.
Equation [2] can be re-written using Eq. [3] as
DP
L
¼ aS
2
v 1 eð Þ2lVs
e3
þ bSv 1 eð ÞqV
2
s
e3
½4
where a and b are unitless empirical constants found by
Ergun to be approximately 4.17 and 0.292, respec-
tively.[9]
Richardson et al.[9] explored the relationship between
Sv and dw for porous ceramics and suggested applying the
Fig. 1—Representative SEM micrographs of 30 (a), 40 (b), 50 (c), and 80 (d) PPI commercial alumina ceramic foam ﬁlters. Cell or pore sizes (dc)
are indicated by solid circles and window sizes (dw) are indicated by dotted circles.
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hydraulic diameter, dh (m), concept. They equated the
hydraulic diameter to the measured window diameter:
dw ¼ dh ¼ 4 wetted area
wetted perimeter
½5
Assuming idealized regular pores, i.e., all with the
same hydraulic diameter, a simple geometric analysis
yields
Sv ¼ 4e
dw 1 eð Þ ½6
Substituting Eq. [6] into Eq. [4] yields
DP
L
¼ 66:7 lVs
ed2w
þ 1:17 qV
2
s
e2dw
½7
Recently, Dietrich et al.[10,11] proposed the following
equation after correlating 2500 separate experimental
values from 20 authors:
DP
L
¼ 110 lVs
ed2h
þ 1:45 qV
2
s
e2dh
½8
The similarity between Eqs. [7] and [8] is obvious. If
the hydraulic diameter is assumed equal to the window
diameter in Eq. [8], then Eq. [8] will yield 40 through
50 pct higher pressure drops than Eq. [7].[10] As both
empirical constants in Eq. [8] are larger than those in
Eq. [7], it will yield higher estimated pressure drops for
any velocity. Equation [8] has recently been indepen-
dently shown to give excellent results using the optically
determined hydraulic diameter, i.e., the equivalent
circular window diameter, dw.
[12]
It should be noted that the total, e, and open porosity,
eo, are of very similar magnitudes, as shown in Figure 3
for an electromagnetically primed[13] 50 PPI ﬁlter ﬁlled
with an A356 aluminum alloy. Some small areas of
closed porosity are shown in dotted circles as typical
examples of closed porosity created by the substrate
used in the ﬁlter fabrication process. Grosse et al. have
described the morphological characterization of CFFs
Fig. 2—Representative SEM micrographs of 30 (a), 40 (b), 50 (c), and 80 (d) PPI commercial alumina ceramic foam ﬁlters. Cell strut diameter
(ds) is indicated for the 30 PPI ﬁlter as the solid circle. The internal porosity left by the removal of the substrate is indicated as a triangle.
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in detail, including the steps required to correctly
determine total and open porosity (e.g., using mercury
at up to 4000 bar).[14,15] Grosse et al. found that the
diﬀerence between the total and the open porosity is
<5 pct of the measured value. The convention of
Dietrich, i.e., equality between the total and open
porosities has therefore been followed in the current
study.
Total porosity, e, can be determined using the true
particle density, qp (kg/m
3), found using pycnometry
and the measured ﬁlter mass, mf (kg) for a known ﬁlter
volume Vf (m
3), i.e., the ﬁlter density, qf (kg/m
3):
e ¼ 1 mf
qpVf
¼ 1 qf
qp
½9
Tortuosity, s (unitless), is here deﬁned as the ratio
between the actual length traversed by the liquid ﬂow,
La (m), and the linear thickness of the ﬁlter, L (m):
s ¼ La
L
½10
Tortuosity can be determined by electromagnetic
induction experiments using alloys of known electrical
conductivity, rm (X
1 m1). The actual resistance of a
ﬁlter element ﬁlled with metal, as shown in Figure 3, can
be compared with the known resistance of an equivalent
path length of metal either liquid or solid and the
tortuosity determined. The conductivity is related to the
path length, area, and resistance by
rm ¼ l
aRm
½11
where rm is the conductivity of the metal (X
1 m1) at
the measurement temperature, l is the length of the
conducting path (m), a is the area of the conducting path
(m2), and Rm is the resistance of the metal along the
conducting path (X).
Within the ﬁlter, the available conducting area is
reduced by the presence of non-conducting obstructions
(e.g., trapped gas or solid and ﬁlter media), and the
conducting path length is increased because of the
tortuosity. Assuming that the ﬁlter media is the only
signiﬁcant obstruction, the reduced apparent electrical
conductivity can be estimated as follows:
rf ¼ rmes ½12
where rf is the apparent electrical conductivity of the
metal-impregnated ﬁlter (X1 m1).
Fig. 3—Representative SEM micrographs showing a full 50-mm thickness vertical proﬁle through a well-primed 50 PPI commercial alumina
ceramic foam ﬁlter. Areas of ‘‘closed’’ porosity can be seen in black, some of which are highlighted by dotted circles as examples. Visual inspec-
tion conﬁrms that nearly the entire porosity is ﬁlled with metal, i.e., substantive agreement between total, e and open porosity, eo.
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Rearranging Eq. [12] to solve for the tortuosity yields
s ¼ e rm
rf
½13
III. EXPERIMENTAL
A. Filter Characterization
Commercial ﬁlters of 30, 40, 50, and 80 PPI where
examined by a combination of light microscopy, optical
scanning, and scanning electron microscope (SEM) to
determine cell, dc, window, dw and strut, ds dimensions.
200 counts were made for each cell and window
determination, on the original, uncut surface of the 50-
mm-thick alumina CFFs. 40 counts were made of the
strut dimensions, which were measured at their thinnest
point.
Porosities of the 101-mm ﬁlter sections used in these
experiments were determined using Eq. [9] by precise
measurement of the ﬁlter dimensions, calculation of the
total volume, and weighing on an analytic balance.
Overall precision was estimated to be ±0.2 pct porosity.
The 49-mm-diameter ﬁlters used during testing were cut
from the center of the 101-mm ﬁlters, and the porosities
were assumed as constant. For the 30, 50, and 80 PPI
ﬁlters, porosity measurements were also taken for all the
commercially sized ﬁlter elements for comparison (23¢¢,
20¢¢, and 23¢¢ square).
The electrical conductivity of the solid aluminum and
sectioned metal-impregnated ﬁlter elements were mea-
sured using an AutoSigma 3000 inductive conductivity
analyzer (General Electric Inspection Technologies,
UK) to an accuracy of ±0.5 pct using a 12.7-mm-
diameter 47P001 probe. The instrument was calibrated
before use against certiﬁed aluminum standards of 8.64
and 60.37 pct IACS (International Annealed Copper
Standard). For reference: 100 pct IACS conductivity is
58.0 MS/m,[16] and typical electrical grade aluminum
(i.e., ‘‘commercially’’ pure) has a nominal conductivity
of ~61 pct IACS. Measurements were taken on metal
frozen over and under the ﬁlter elements, and on both
vertical and horizontal cuts through the ﬁlters. A
frequency of 60 kHz was used, which resulted in
electromagnetic penetration depths from ~0.3 to
0.5 mm, depending on the alloy’s conductivity and
ﬁlter’s tortuosity. An arithmetic average on 20 through
30 readings was used to estimate the room temperature
conductivity of the metal-impregnated ﬁlter. Circular
induced currents (i.e., eddy currents) were generated by
the probe, and these represent current ﬂow in either the
r–phi axes (horizontal cut) or the r–z axes (vertical cut).
It was therefore expected that readings could
be diﬀerent, if any anisotropy existed in the ﬁlter
morphology.
The eﬀective electrical conductivities of the ﬁlters
were also determined from liquid metal electromagnetic
induction experiments, using procedures described in
detail elsewhere.[2,3,17] A schematic of the apparatus
used is shown in Figure 4(a), and a photograph is shown
in Figure 4(b). The power induced in a tight stack of
three 50-mm-thick, and ~100-mm-diameter ﬁlters of 30,
40, 50, or 80 PPI was determined electrically at a known
temperature (and therefore metal electrical conductiv-
ity), while being ﬁlled with ‘‘commercially pure’’ alumi-
num alloys with initial electrical conductivity from 61 to
62 pct IACS. Temperatures were logged every 100 ms
by type K thermocouples located under and over the
150-mm stack of ﬁlters.
An average temperature was used to estimate the
liquid metal conductivity within the ﬁlter elements,
starting with the literature conductivity data for ultra
pure metal, and correcting for the actual measured room
temperature conductivity of the clean metal after exper-
imentation[18]:
rm ¼ IACS
293K
m
24:77 108 ð1þ 0:000571 ½Tm  933:2Þ 65 ½14
where IACS293Km is the average room temperature
conductivity of the solidiﬁed metal used during the
experiment (pct IACS), and Tm is the temperature of the
liquid alloy under experimental conditions (K).
A 50-Hz electromagnetic ﬁeld was applied along the
long (z) axis of the stack of ﬁlters. This time-varying
magnetic ﬁeld induced circular currents along the phi-
axis, through the metal-impregnated interstitial spaces
of the ﬁlter elements. The induced power was deter-
mined electrically, using high accuracy instrumentation
measuring changes in coil power. Power measurements
were taken using a Fluke 43B power analyzer (Fluke,
USA), with a resolution of 100 W. Coil current mea-
surements were made with an i1000S inductive current
probe (Fluke, USA), with an accuracy of ±1 pct and a
resolution of 1A.
The eﬀective electrical conductivity of the ﬁlter
elements where then determined from the equipment
geometry, the experimentally measured power (W), and
the applied coil current (A), with 2D axial symmetric
FEM modeling, using the commercial COMSOL 4.2a
software. Details of the validation of the modeling
methods can be found elsewhere.[19,20] The FEM model
had been previously shown to have ~±2 pct uncertainty
in power estimation, compared with direct caloriﬁc
measurements taken in solid billet heating experi-
ments.[20] The eﬀective conductivity was determined by
adjusting the model conductivity, until the model’s
induced power precisely matched the measured induced
power, for the given applied current. The tortuosity
along the phi-axis could then be determined using
Eq. [13].
The uncertainty in the tortuosity estimates then
represents the sum of the uncertainty in the model
(±2 pct), measured workpiece power (~±10 pct), and
any error in the solid (±0.5 pct) and liquid (±5 to
10 pct) estimates of the metal conductivity. Variation of
up to ±20 pct should therefore be expected on a single
reading of tortuosity. Five through eight individual
power readings taken once every minute were averaged
to produce 1 power/tortuosity measurement. Three
through eight sets of measurements (depending on the
degree of thermal and electrical stability) were then
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individually modeled using FEM and averaged to
produce the ﬁnal estimate of tortuosity for each ﬁlter
type.
The resulting tortuosity measurements are represen-
tative of the entire cross section of the ﬁlter, as the
electromagnetic penetration depth exceeded the ﬁlter
radius (50 mm), because of the low electrical conduc-
tivity of the molten metal (~10 pct of the room
temperature solid metal electrical conductivity), com-
bined with the low frequency of operation (50 Hz).
B. Liquid Permeability: Experimental Conditions
and Procedures
The liquid permeability of 50-mm-thick commercial
ceramic foam ﬁlters (CFFs) with 30, 40, 50, and 80 PPI
were measured using water as the working ﬂuid, in a
temperature range from 278 K to 281 K (5 C to 8 C)
(typical qw = 999.9 kg/m
3, and lw = 1.3775 10
3 Pa s).
Mass ﬂows from about 0.05 to 2 kg/s of water were
circulated through 46.4-mm ID smooth plastic piping,
representing Reynolds numbers from ~1200 to 39000 and
moving from laminar ﬂow, into transitional and partially
turbulent pipe ﬂow in the inlet pipe.[21]
Eight through ten diﬀerent experimental velocities
were used to measure pressure drop for each ﬁlter. 101-
mm nominal diameter elements were cut from the full
size (20¢¢ or 23¢¢ square) commercial ﬁlters using
diamond bores. The 49-mm diameter ﬁlter elements
were cut from the center of the 101-mm ﬁlter elements.
The true diameter and thickness of each ﬁlter element
were measured using a micrometer, and the averages of
six readings were used in the subsequent experimental
analysis.
The main Plexiglas ﬁlter apparatus used in the
permeability experiments is shown in Figures 5(a) and
(b). The use of a transparent housing ensured that all air
was completely eliminated from the system before
recording any pressure readings. Two apparatus designs
where used: one for the 101-mm diameter ﬁlters, shown
in Figure 5(a); and the second, for 49-mm ﬁlters, shown
in Figure 5(b). The sealing arrangements were of critical
importance in the design of the ﬁlter housings. In order
to prevent wall eﬀects from signiﬁcantly aﬀecting
the results, it is of paramount importance to prevent the
ﬂow from bypassing the ﬁlter and moving along
the walls. Therefore, in the ﬁnal experimental procedure,
high-viscosity silicone grease was used to smoothen the
outer surface of each ﬁlter (ﬁll the outer-most broken or
cut cells), which were then wrapped in paper and pressed
tightly into the holder. Upon making contact with
water, swelling of the cellulose ﬁbers provided a seal of
negligible permeability. It is necessary to seal the entire
side surface of the ﬁlter, as normal O-rings are unable to
stop the ﬂow from bypassing along the wall.
In the 101-mm diameter design, the impacts of ‘‘wall
eﬀects’’ are essentially eliminated by allowing the ﬂow
ﬁeld to expand within the ﬁlter element and making the
outer wall a ‘‘stagnant’’ region. FEM is then required to
elucidate the ﬂow ﬁeld and calculate an ‘‘eﬀective’’ ﬂow
diameter for use with Eq. [1], which assumes a single
representative diameter. It was necessary to use soft
rubber gasket materials to press into the top and bottom
faces of the ﬁlter elements, to prevent horizontal ﬂow at
the inlet or outlet and provide a clearly deﬁned
‘‘entrance/exit diameter’’ of 49 mm for later CFD
analysis.
The pressure transducer used was a DF-2 (AEP
Transducers, Italy), with measuring range from 0 to 1
bar, and equipped with an output range from 4 to
20 mA. The transducer was factory calibrated and
certiﬁed to an error of<±0.04 pct of reading, over the
full scale from 0 to 1 bar, using a six-point calibration.
During the experiments, the current produced by the
transducer at zero liquid ﬂow velocity was determined
Double layer coil constructed of 
6 mm x 1 mm thick tubing, 
double insulated with glass 
fiber sleeves,
140 mm avg. dia., 126 mm ID,
112 mm height, 31 turns total.
Re-usable
casting sand
Two Bimex 400 fiber
risers, ~102 mm ID, 
300 mm high total.
Two cemented 
together and to the 
base plate with 
Fibrefrax cement
Ceramic Foam Filter 
30, 40, 50 or 80 PPI, 
total of 150mm thick 
~100 mm diameter,
cemented with Fibrefrax.
Alumina ceramic
plate, 20 mm thick 
Type K Inconel sheathed 
thermocouples
COMSOL® simulation 
showing the magnetic 
field distribution within 
the filter and metal
1mm 
thick mica 
insulation
(a) (b)
Fig. 4—Schematic of the ﬁlter tortuosity apparatus (a) and photograph (b), showing a two-layer, 31-turn (total) induction coil, operated from
371 to 734 A, using line frequency 50-Hz AC power.
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manually using a FLUKE 26 III, True RMS Multimeter
(Fluke, USA) to a precision of 0.001 mA (6.25 Pa),
using the lowest available current scale. Currents during
the ﬂow measuring periods were computer data logged
at 100-mS intervals by conversion to signal range from 0
to 5 V, with a resolution of 0.001 V or 0.004 mA (i.e.,
25 Pa resolution). At greater than 4.1 mA, no bias could
be detected between the manual and automated current
readings, at the available 0.01 mA resolution (the
FLUKE meter switched to a lower resolution at greater
than 4.099 mA). The length between the pressure taps
was 160 mm (varying ~±1 mm). One tap was located at
1.5 L/Ds up-stream and the other 0.75 L/Ds down-
stream of the ﬁlter element.
The required inlet lengths to fully develop the ﬂow
regime are
Laminar[22]:
Linlet
dpipe
 0:03Repipe ½15
Turbulent[23]:
Linlet
dpipe
 4:4Re1=6pipe ½16
where Linlet is the required inlet length (m) to fully
develop the ﬂow proﬁle (e.g., 99 pct centerline ap-
proach), dpipe is the inside diameter of the pipe (m), and
Repipe is the pipe Reynolds number (unitless).
The ﬁlter holders were used in a piping circuit
containing ten 90 deg bends, with ﬁve being located
before and ﬁve after the ﬁlter holder apparatus. There
was a total of 8.3 m of piping in the standard ‘‘short’’
inlet conﬁguration and 12.3 m in the ‘‘long’’ inlet
conﬁguration. In the ‘‘short’’ conﬁguration, there were
22 L/Ds of straight sections of pipe before the ﬁlter
housing, and in the ‘‘long’’ conﬁguration, there were
65 L/Ds.
From Table I, it can be seen that except at very low or
very high velocity, the ‘‘short’’ inlet should be adequate
to achieve fully developed ﬂow (i.e., ‘‘99 pct approach’’),
while the ‘‘long’’ inlet should be adequate at all
Reynolds numbers. The impact of back-to-back and
out-of-phase 90o bends on the ﬂow will be to promote
turbulence even at low Reynolds numbers. Owing to the
diﬃculty of simulating such a complex ﬂow path
(originating at a centrifugal pump), 3D ﬂuid ﬂow
modeling was not deemed to be warranted. Various
biased ﬂow inlet conditions were tested for the ‘‘long’’
and ‘‘short’’ inlet lengths using 2D axial symmetry FEM
and were found to have only second-order eﬀects at the
most. For FEM modeling, an extremely simplistic
uniform inlet velocity was therefore assumed at the
entrance to the pressure apparatus shown in Figures 5(a)
and (b); the reasonableness of this assumption then is
subject to empirical veriﬁcation.
The pressure in the system was produced by a 1000 W,
0.8 bar maximum submersible pump, which was located
at the bottom of a 70-cm-tall holding tank of 100-L
capacity. The water ﬂow rate was regulated using a DN
25 ball valve, located immediately at the outlet of the
Plexiglas housing
Smooth
Plexiglas
Pipe
49.8 mm ID
60 mm OD
Pressure taps
20 cm long, 
copper impulse lines, 
4 mm ID
Differential Pressure Transducer
4 mm dia. hole
2 mm thick rubber gasket
top and bottom of filter
with 49 mm dia. hole
102 mm dia.
2 mm thick
O-ring
~0.5 mm grease 
impregnated cellulose
30, 40, 50 or 80
PPI commercial
ceramic foam
filter ~101 mm 
dia. and 50 mm thick Plexiglas 
housing
Smooth
Plexiglas
pipe
49.8 mm ID
60 mm OD
Pressure taps
20 cm long, 
copper impulse lines, 
4 mm ID
Differential Pressure Transducer
4 mm dia. hole
102 mm dia.
2 mm thick
O-ring
Rubber
O-ring
seal
30, 50 or 80
PPI commercial
ceramic foam
filter ~49 mm dia.,
and 50 mm thick
~0.5 mm thick
silicone grease
impregnated
cellulose
50 mm dia. inlet
and 48 mm dia.
outlet to hold 
filter in place
(a) (b)
Fig. 5—Apparatus used for the 101-mm (a) and the 49-mm (b) diameters, 50-mm-thick ﬁlter experiments, both drawn approximately to scale.
Fluid ﬂow was from right to left.
Table I. Required Inlet Length to Fully Develop Flow as a
Function of Pipe Reynolds Number
Velocity
(m/s) Pipe Re
L/D Inlet
Laminar
L/D Inlet
Turbulent
Estimated L/D
Inlet
0.03 1010 30.3 N/A 30.3
0.05 1684 50.5 15.2 32.8
0.1 3368 N/A 17.0 17.0
0.2 6736 N/A 19.1 19.1
0.4 13472 N/A 21.5 21.5
0.8 26945 N/A 24.1 24.1
1 33681 N/A 25.0 25.0
1.2 40417 N/A 25.8 25.8
dpipe = 0.0464 m, qw = 999.9 kg/m
3, and lw = 1.3775 9 10
3
Pa s.
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pump. The ﬂow rate was determined by accumulating
mass over the measuring period in a second 100-L tank,
located on a digital balance, equipped with an output
range from 4 to 20 mA. The scale had a resolution of 10 g
and a maximum reading of 100 kg. The zero and span of
the scale were veriﬁed for accuracy at the 10-g resolution
using test weights to 50 pct of full scale before use. The
rate of mass gain of the measuring tank was computer
data logged at 100 ms intervals. Depending on the
required mass ﬂow, from 10 to 50 kg of water was
accumulated. ‘‘Sloshing’’ of the water in the tank (mainly
at very high ﬂows) produced noise on the weight signal
that was smoothened by taking a 1-s rolling average
(rolling average of 10 readings), which resulted in a
maximum ﬂow rate uncertainty of ~±0.5 pct of reading.
The ﬂow rate was found from the slope of the accumu-
lation of mass with time and determined using least
squares regression over the whole measuring period
(typical R2 = 0.9985). Temperatures were measured
using a 1-mm-diameter Inconel-sheathed Type K ther-
mocouple located in the holding tank, and the tempera-
ture data were also computer logged.
Eq. [1] was used with the measured pressure gradients
and superﬁcial velocities to determine the Forchheimer
terms k1 and k2. Each estimate used the appropriate
water temperature, and therefore density and viscosity,
representative of the individual mass ﬂow reading.
Superﬁcial velocity was determined using the actual
measured ﬁlter diameter for the 49-mm ﬁlter elements or
using the ‘‘eﬀective’’ ﬂow ﬁeld diameter for the 101-mm
ﬁlter elements (to be described in more detail later).
Final k1 and k2 values are the arithmetic average of the 8
through 10 values determined for each ﬁlter element.
IV. RESULTS
A. Filter Characterization
SEM micrographs indicating the physical structures
ranging from 30 to 80 PPI alumina ceramic foam ﬁlters
used in this study are shown in Figures 1 and 2. The
ﬁlter porosity and key dimensions are summarized in
Table II. Sample porosity was calculated using Eq. [9]
from the measured particle density of 3.48 ± 0.02 g/cm3
(average of 3 readings). Overall ﬁlter porosity indicated
in Table II is the average result of 2 through 4 readings
on industrial 20¢¢ or 23¢¢ ﬁlters.
Histograms have been made of the 200 counts of
window diameter, dw as can be seen in Figures 6(a)
through (d) for the 30 to 80 PPI ﬁlter types. Median
values are indicated by dotted lines. Average cell
diameter, dc, has been plotted vs. the average window
diameter, dw in Figure 7, and the results correlated
according to the following equation:
dc ¼ 1:79dw; R2 ¼ 0:988 ½17
The linear relationship between cell and window
diameters implies a simple geometric relationship, likely
originating with the original substrate used during the
ﬁlter fabrication process. There is an excellent agree-
ment between the current ﬁndings and the literature
values for both cell and window sizes for similar alumina
CFFs.[24]
B. Filter Tortuosity Measurements
Filter tortuosity has been determined for metal-
impregnated 30, 40, 50, and 80 PPI ﬁlters. Measure-
ments have been obtained with the metal in both liquid
and solid states. The metal used was ‘‘commercially’’
pure electrical grade aluminum, which was determined
to have 61.7 ± 0.1 pct IACS conductivity (average of 10
readings) before melting. After melting, the solidiﬁed
metal samples were found to have conductivities of
59.7 pct (30 PPI), 54.0 pct (40 PPI), 60.0 pct (50 PPI),
and 61.0 pct (80 PPI). The hot metal experiments
were conducted using the apparatus already shown in
Figure 4, and detailed results can be found in Appendix
Table I.
Hot liquid metal (FEM estimate) and cold-solidiﬁed
ﬁlter section measurements (average, vertical, and hor-
izontal cuts) and calculated tortuosity results (using the
hot metal data) are summarized in Table III, for all four
ﬁlter types. Experimental data have also been plotted in
Figure 8.
Results show reasonable agreement between hot and
average cold conductivity ratios, given the diﬀerent
equipments, temperatures, and frequencies involved in
these two sets of measurements. The conductivity ratio
between the metal and metal-impregnated ﬁlters for the
liquid metal experiments was correlated according to the
following equation:
rm
rf
¼ 5:10 3:8 103dw; R2 ¼ 0:981 ½18
The variation in conductivity ratios between the
horizontal or vertical cuts appeared to be random in
nature. The observed variations may be the result of the
Table II. Summary of Basic Filter Physical Properties
Filter
Type (PPI)
Filter Porosity
(Eq. [9])
Full Filter
Porosity (Eq. [9])
Cell Diameter,
dc (lm)
Window Diameter,
dw (lm)
Strut Diameter,
ds (lm)
30 0.892 0.890 ± 0.0002 1668 ± 417 961 ± 190 185 ± 41
40 0.900 N/A 1306 ± 251 698 ± 151 211 ± 46
50 0.863 0.864 ± 0.004 1132 ± 130 623 ± 120 190 ± 36
80 0.865 0.860 ± 0.004 683 ± 87 383 ± 87 119 ± 20
One standard deviation is indicated by the ranges.
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random location of the sections through the pore
structure of the ﬁlter elements and the low electromag-
netic penetration depth of the high-frequency cold
method, which is less than one cell diameter.
Relatively very few measured values have been pub-
lished previously for ceramic foam tortuosities. Moreia
et al. measured tortuosity values using an ionic conduc-
tion method equivalent to the induction method
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Fig. 6—Histograms of (a) 30, (b) 40, (c) 50, and (d) 80 PPI window sizes, dw (lm). Median values are marked with dotted lines.
300
500
700
900
1100
1300
1500
1700
1900
2100
2300
300 500 700 900 1100 1300 1500 1700
Ce
ll 
Si
ze
 (d
c
), µ
m
Filter type 1 Filter type 2 Experimental CFF's
30 PPI
80 PPI
40 PPI
50 PPI
Window size (dw), µm
Fig. 7—Commercial ceramic foam ﬁlter cell size, dc vs. window size, dw (lm), and comparison with the literature data.
[24] One ‘‘standard error’’
is indicated by the error bars.
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described here. Their values for ceramic foams of 8, 20,
and 45 PPI were 1.68, 1.71, and 1.84, respectively.[25]
Diedericks et al. have theoretically studied tortuosity in
some detail, proposing a value of ~1.45 at e = 0.88, for
‘‘foam-like’’ materials.[26] Methods, using water and ionic
solutes, will likely underestimate the true ﬁlter tortuosity,
because of penetration of the water and ions into the micro
and nano-porosity of the ﬁlter structure itself. Liquid metal
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Fig. 8—Conductivity ratio of metal, rm and metal-impregnated ﬁlter, rf vs. window size, dw (lm). Comparison between liquid metal values ﬁtted
to experimental data using FEM and average, vertical, and horizontally cut solid ﬁlter sections (cold readings).
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Fig. 9—Ceramic foam ﬁlter pressure drop measurements (Pa) as a function of water mass ﬂow (kg/s) for the 101-mm ‘‘expanding ﬂow ﬁeld’’
ﬁlter design.
Table III. Summary of Key Tortuosity Experimental Results
Filter
Type (PPI)
Filter Porosity
(Eq. [9])
Filter Tortuosity
(Eq. [13])
FEM Estimate of
Conductivity
Ratio (rm/rf)
Cold Average
Conductivity
Ratio (rm/rf)
Cold Vertical
Conductivity
Ratio (rm/rf)
Cold Horizontal
Conductivity
Ratio (rm/rf)
30 0.892 1.30 1.46 ± 0.06 1.70 1.64 1.77
40 0.900 2.29 2.54 ± 0.18 2.15 2.27 2.02
50 0.863 2.19 2.54 ± 0.12 2.70 2.34 3.05
80 0.865 3.20 3.70 ± 0.06 2.79 2.91 2.66
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poorlywets the surface of the ceramic, and in the absence of
intense pressure (e.g., 4000 bar for mercury) will not
penetrate the micro porosity.
C. Filter Permeability Measurements, Analytic
and FEM Modeling
Permeability measurements were performed using
101- and 49-mm-diameter ﬁlters as shown in Figures 5(a)
and (b). Results for these experiments are summarized in
Figures 9 and 10. Results are nearly perfectly described
by second-order empirical equations of the following
form:
Filter Pressure Drop (Pa) ¼ A _m2 þ B _m ½19
where A and B are empirical constants, and _m is the
measured mass ﬂow rate of water (kg/s). Values for the
coeﬃcients A and B are summarized in Table IV.
The experiments conducted using the 101-mm ﬁlters
allowed the ﬂow ﬁeld within the ﬁlter element to expand,
virtually negating wall eﬀects; however, these experi-
ments did not have a deﬁned ﬂow area, and therefore
had no deﬁnable velocity for use with Eq. [1]. In order
to determine the Forchheimer k1 and k2 terms using the
101-mm ﬁlters, it was necessary to use computational
ﬂuid dynamics (CFD) to solve for the ﬂow ﬁeld. An
iterative procedure was applied as described in Figure 11.
An ‘‘eﬀective’’ ﬂow ﬁeld diameter was initially assumed
for use with Eq. [1], the resulting k1 and k2 terms were
then used with the CFD model, and the pressure
gradients determined. If the results were in error, then a
new ‘‘eﬀective’’ diameter was assumed, and the procedure
repeated until convergence was achieved. Example ﬂow
ﬁelds for the 101- and 49-mm diameter ﬁlter apparatus at
280 K (7 C) and 0.5 m/s inlet water velocity are shown
in Figures 12(a) and (b), respectively.
Results for the Forchheimer k1 and k2 terms for the
49- and 101-mm ﬁlters are summarized in Table V.
More detailed results are given in Appendix Table II.
The FEM-estimated k1 and k2 parameters for the
‘‘expanding ﬂow ﬁeld’’ 101-mm diameter experiments
do not deviate by more than 16 pct from the directly
measured ‘‘straight through’’ results for either k1 or k2.
Excellent agreement was found between the measured
pressure gradients and those predicted using 2D axial
symmetric FEM or analytic Eq. [1]. Deviations were in
the range of ±0 to 7 pct, as plotted in Figures 13 and 14,
against the 1:1 diagonal. This level of agreement can be
taken as empirical conﬁrmation of the adequateness of
the uniform inlet velocity proﬁle assumed in the FEM
modeling and the use of the ‘‘eﬀective’’ diameter for the
analytic modeling using Eq. [1] of the ‘‘expanding ﬂow
ﬁeld’’ 101-mm ﬁlters.
Important conﬁrmation is also evidenced by the lack
of variation of the measured pressure gradient between
experiments conducted using 50 PPI, 101-mm diameter
ﬁlters with the ‘‘long’’ and ‘‘short’’ inlet length conﬁg-
urations and the equivalent 49-mm ﬁlter, with the
‘‘short’’ inlet conﬁguration, as shown in Figure 15. This
ﬁgure veriﬁes that inlet length and variation of the inlet
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Fig. 10—Ceramic foam ﬁlter pressure drop measurements (Pa) as a function of water mass ﬂow (kg/s) for the 49-mm ‘‘straight through’’ ﬁlter
design.
Table IV. Empirical Coeﬃcients for Eq. [19]
Filter
Type (PPI)
Filter Diameter
(mm)
A
(Eq. [19])
B
(Eq. [19])
R2
(Eq. [19])
30 101 8754 83.2 0.9999
40 101 13362 974.4 0.9996
50 101 25703 428.6 0.9997
80 101 44142 2017.1 0.9998
30 49 25480 1131.9 1.0000
50 49 83965 1771.7 0.9998
80 49 129032 1960.1 0.9994
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condition from laminar to turbulent pipe ﬂow over the
range of ﬂow conditions should not have resulted in
signiﬁcant (i.e., measurable) biases to the results.
V. DISCUSSION ON PERMEABILITY
MEASUREMENTS
A. Forchheimer Eq. [1] Coefﬁcients, k1 and k2
Using the apparatus in this study, the pressure
resolution during ﬂow was better than 62.5 Pa, i.e., the
0.01 mA manual veriﬁcation of automated readings
(which had a theoretical resolution of 25 Pa), or a
gradient uncertainty of ~±625 Pa/m depending on the
sample. 625 Pa/m represented>5 pct uncertainty at ﬂow
rates in the range from 0.03 to 0.08 m/s, depending on
the ﬁlter PPI. It has previously been reported that the
transition to second-order behavior occurs at<0.02 m/s
for 65 and 80 PPI ﬁlters similar to those used in these
experiments.[5] With the limitations of the apparatus, it
was therefore necessary to determine both k1 and k2
from ﬂow conditions, where both terms were simulta-
neously signiﬁcant, i.e., it was not possible to operate in
a purely ‘‘Darcy’’ regime.
In order to derive the Forchheimer coeﬃcients in
Table V, three procedures were explored:
(a) An ‘‘automated’’ second-order regression, with a
zero intercept, using Excel 2003/2010.
(b) Ergun et al.’s procedure of dividing Eq. [1] by the
velocity and performing a linear regression.[27]
(c) An iterative procedure to ﬁrst guess k1 and then
correlate the remainder for k2 using an exponential
regression.
It should be noted that the values for the coeﬃcients A
and B summarized in Table IV for Excel 2nd-order
correlations of the data can be converted to the Forchhei-
mer coeﬃcients through simple mathematical manipula-
tion. This clearly makes the negative coeﬃcient (B) for the
40 PPI physically meaningless, even when R2 = 0.9996.
No physically meaningful correlations could be per-
formed on the values of k1 and k2 found using Excel,
e.g., comparison with total porosity or window size.
Better results were obtained following the recommended
method of Ergun. The most physically meaningful
results (i.e., those with a clear trend) were obtained
following the third procedure, where k1 was initially
guessed, the ﬁrst-order component of Eq. [1] subtracted
from the total and an exponential regression performed
on the remainder. When the exponent on the velocity
became 2.00000, the procedure was deemed converged.
These are the values of k1 and k2, previously presented
in Table V. k1 and k2 obtained by all the three methods
are summarized in Appendix Table II for reference.
The third procedure appeared to prevent experimental
variance from appearing disproportionately in the ﬁrst-
order k1 term. Very small percentage errors in measured
pressure at high velocity, represent very large errors when
compared with the magnitude of pressure measured at
low velocity, given the two orders change in magnitude
with velocity, i.e., ‘‘small’’ errors at high velocity can
produce large changes in the estimated values for k1.
Measure:  P, Diameter, L, Mass Flow, 
Temperature (i.e. and )
Calculate 
k1 and k2
CFD 
flow field,
P/L vs. V
Same as 
measured?
Yes
No
‘Effective’ diameter
is correct
Guess a new 
effective diameter
Guess an 
effective 
diameter
Fig. 11—FEM CFD procedure applied to the 101-mm experimental results to determine the Forchheimer, Eq. [1], parameters k1 and k2.
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The k1 and k2 values from Table V have been plotted
in Figure 16 as functions of the window diameter dw,
and more speciﬁcally the window area,
pd2w
4 : Empirical
correlations have been developed for k1 (m
2) and k2 (m)
as functions of the window diameter dw (m):
k1 ¼ 6:71 10
2pd2w
4
; R2 ¼ 0:974 ½20
k2 ¼ 7:27 10
2pd2w
4
; R2 ¼ 0:960 ½21
From Figure 16 and Eqs. [20] and [21], it is concluded
that from 30 to 80 PPI ﬁlters tested in these experiments
behave much more like a series of ‘‘oriﬁces,’’ than they
do a series of struts as is assumed in simple cubic cell[28,29]
or more complex dodecahedron[30] and tetrakaidecahe-
dron[9,31,32] models. An examination of Figure 1 would
seem to support the concept of ‘‘oriﬁces,’’ given the high
percentage of closed windows, particularly at higher
PPIs. A simple strut model would not appear to be valid
for the ceramic foam ﬁlters used in this study.
B. Development of the Experimental Method
Concern with regard to bypassing of the ﬂow around
the ﬁlters and down the wall of the apparatus was the
primary consideration in the design of the ﬁlter holder
apparatus, as explained in the experimental section. The
previous literature provided little guidance on the
detailed design of the ﬁlter holder or how to produce
functional wall sealing arrangements.
A series of incremental improvements were therefore
necessary to arrive at the ﬁnal procedure. The initial
‘‘expanding ﬂow ﬁeld’’ 101-mm apparatus was operated
without wall sealing, and this was found relatively
adequate, except at the highest velocity/pressure drops
and the ‘‘tightest’’ 80 PPI ﬁlters. High ﬂow and tight
ﬁlters created large driving forces for bypassing.
The use of the ‘‘straight through’’ 49-mm apparatus
necessitated the development of adequate wall sealing.
High viscosity silicone was initially used alone, but
visual observation through the Plexiglas housing showed
that the sealant was forced out of the channel at the wall
for 50 and 80 PPI ﬁlters, particularly during operation
at high velocity and high pressure. The loss of seal was
veriﬁed experimentally by repeating measurements and
comparing with the previously ‘‘well-sealed’’ results as
Fig. 12—Comparison of calculated ﬂow ﬁelds for 50 PPI ﬁlters for
the 101-mm ‘‘expanding ﬂow ﬁeld’’ (a) and 49-mm ‘‘straight
through’’ (b) designs, both for 0.5 m/s uniform inlet velocity, and
280 K (7 C) water temperature, shown with a common 0–1 m/s col-
or scale. Pressure gradients of 501.1 and 1612.4 kPa/m were calcu-
lated for these two cases with the ‘‘short’’ inlet k1 and k2 parameters
as shown in Table V.
Table V. Forchheimer Empirical Coeﬃcients for Eq. [1]
Filter
Type
(PPI)
Actual
Filter
Diameter (m)
Filter
Thickness
L (m)
Water
Temperature
(K)
Water
Density q
(kg/m3)
Water
Viscosity l
(PaÆs)
Eq. [1]
Forchheimer
k1 (m
2)
Eq. [1]
Forchheimer
k2 (m)
Inlet
Length (m)
30 48.7 50.7 281.4 999.9 1.330E03 5.08E08 5.46E04 1.0
30 101 50.7 280.2 999.9 1.374E03 5.57E08 5.25E04 1.0
40 101 47.7 279.1 999.9 1.422E03 3.10E08 3.38E04 1.0
50 49.2 49.6 280.1 999.9 1.378E03 1.57E08 1.66E04 1.0
50 101 49.6 278.9 999.9 1.426E03 1.71E08 1.69E04 1.0
50 101 49.6 280.0 999.9 1.382E03 1.52E08 1.71E04 3.0
80 49.1 50.3 279.3 999.9 1.413E03 6.52E09 1.15E04 1.0
80 101 50.3 280.8 999.9 1.351E03 5.44E09 9.96E05 1.0
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shown in Figure 17 for experiments conducted using the
80 PPI, 49-mm diameter ﬁlter.
The ﬁnal experimental design used water-swollen
cellulose and silicone to provide a very low permeability
seal, which was not subject to physical removal at
pressures of up to 0.8 bar. This was veriﬁed both
visually and by repeated measurements over the whole
pressure range with test ﬁlters. Results for the 80 PPI
ﬁlter using this ﬁnal procedure, are also presented in
Figure 17. It is worth noting that all deviations in the
experiments resulted in lower measured pressure gradi-
ents, i.e., the highest measured pressure drop and the
lowest permeability value for a given ﬁlter are most
probably the correct values.
Recently, Innocentini et al.[33] discussed the impact of
bypassing and ﬂow ﬁeld expansion on measured
pressure drops in metal foam. Examination of the
change in pressure drop with ﬁlter thickness indicated
that wall bypassing reduced the pressure drop and that
the measured pressure drop did not increase linearly
with larger thickness. It must therefore be assumed that
the equipment was operating partially as an ‘‘annular
oriﬁce’’ along the wall. The ﬂow ﬁeld expansion in
Innocentini’s alternate apparatus design was not
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analyzed using CFD, and in both cases, no sealing was
indicated at the walls.[33]
C. Correlation of Results, and Comparison
with Dietrich and Ergun
Extensive eﬀorts have been made to correlate the
obtained results and compare with previously published
equations. Of the previously published equations, only
the equation of Dietrich, Eq. [8], was found to ade-
quately describe the data. This comparison is made for
the 30, 50, and 80 PPI, ‘‘straight through’’ 49-mm
results shown in Figure 18. Agreement is considered as
adequate being typically within ±50 pct (except at low
velocity), i.e., it achieves a similar accuracy for foams,
as the original Ergun equation achieves for packed
beds.
Other equations were found to underestimate dra-
matically the measured pressure drops obtained using
the ﬁnal and ‘‘well-sealed’’ experimental procedure.
Most previously published equations did describe the
obtained results for the ‘‘straight through’’ experiments
in the absence of a wall seal or the ‘‘expanding ﬂow
ﬁeld’’ results in the absence of area correction. No ﬁrm
conclusions can be drawn from these facts, as details on
the sealing arrangements and analysis techniques used in
previous studies are generally lacking.
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The best empirical correlation obtained was a slightly
modiﬁed version of Ergun’s equation.[7]
DP
L
¼ 8:385 150 1 eð Þ
2
e3
lV
D2w
þ1:75 1 eð Þ
e3
qV2
Dw
 !
;R2¼ 0:95
½22
Equation [22] is plotted in Figure 19, along with the
+30 and 30 pct lines.
Equation [22] is equivalent to using 23.4 and 2.00
(based on an average e = 0.88), as the empirical
constants, instead of the values 110 and 1.45 in
Dietrich’s Eq. [8] or the Ergun equivalent values of
66.7 and 1.17 from Eq. [7]:
DP
L
¼ 23:4 lVs
ed2h
þ 2:00 qV
2
s
e2dh
½23
Applying Eq. [23] to the obtained data indicates a
signiﬁcant reduction in error compared with the original
Eq. [8], particularly at low velocity and pressure and an
overall reduction in average error from ~40 pct to
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~30 pct. Equation [23] is plotted against the 30, 50, and
80 PPI, ‘‘straight through’’ 49-mm results in Figure 20.
Attempts were made to use cell diameter, dc, strut
diameter, ds, and tortuosity, s, in various correlations;
however, no improvement could be made over the
accuracy of Eqs. [23], [22], or [8].
D. Comments Regarding CFD Modeling
The CFD models presented here are discussed in more
detail elsewhere.[34] Some pertinent points to achieving
adequate agreement between FEM, analytic models and
measured values are as follows:
(a) Iteration between high-quality measurements and
FEM to ensure validity of assumptions and accu-
racy of ﬁnal models.
(b) Correct and validated boundary conditions, e.g.,
no-slip walls, contiguous velocity ﬁelds between li-
quid and porous media domains, and the inlet
velocity proﬁle.
(c) Use of the low Reynolds number k-e, and Reynolds
Averaged Navier–Stokes (RANS) model for turbulence
(k0 = 0.005 m
2/s2 and e0 = 0.005 m
2/s3), to adequately
cover the diﬃcult range of velocities in the inlet region.
(d) Use of dense meshes in regions of high velocity
gradients (e.g., boundary mesh at the ‘‘no-slip’’
walls).
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(e) Precise measurement and exact geometric repro-
duction of the actual apparatus.
It is important to note that if signiﬁcant bypassing
had occurred during these experiments, it would not
have been possible to achieve agreement between the
CFD model and the experimental data for the 49-mm
ﬁlter design. The agreement between the CFD results
and the 49-mm and, subsequently that between the 49-
mm and the 101-mm designs, are taken as conﬁrmation
that the wall-sealing arrangements in fact were of
negligible permeability.
VI. CONCLUSIONS
Pressure gradients in CFFs have been found to
correlate against velocity with high precision at both
low and high velocities, using the Forchheimer equation,
Eq. [1]. Forchheimer ﬁrst-order k1 and second-order k2
terms were both found to correlate directly with the
measured mean window area for each ﬁlter type (30, 40,
50, and 80 PPI).
The obtained pressure drops in this study could be
best estimated using the measured total porosity e, the
optically determined window size dw, and either Die-
trich’s original equation, Eq. [8], a modiﬁed version of
Dietrich’s equation, Eq. [23], or a slightly modiﬁed
Ergun equation [22].
Bypassing along the wall must be prevented if
accurate permeabilities of CFFs are to be measured
using water ﬂow experiments.
If the diameter of the ﬁlter is larger than the diameter
of the pipe, then CFD must be used to analyze the
impact of the expansion of the ﬂow ﬁeld on the
measured pressure drop, i.e., to determine the eﬀective
ﬂow ﬁeld diameter for use with Eq. [1].
Care must be taken while determining how results are
mathematically correlated to prevent small percentage
errors with the large pressure drops at high velocity
from producing too much ‘‘noise’’ in the determination
of ﬁrst-order empirical coeﬃcients for use with the
Forchheimer equation, Eq. [1].
VII. FUTURE STUDY
Experiments should be conducted to elucidate the
change of ﬁlter pressure drop with ﬁlter thickness. This
would provide further validation that wall bypassing has
been prevented by the current experimental procedures
and/or determine the impact of bypassing on measured
ﬁlter permeabilities.
Additional experiments should be conducted with
ﬁlters produced from diﬀerent suppliers and with other
ﬁlter pore densities, to attempt to improve upon the
Dietrich/modiﬁed Dietrich equations presented above.
Additional experiments could be conducted with a
low range, from 0 to 0.1 bar pressure transducer, at low
velocity (0 to 0.05 m/s), to study the Darcy and
transitional regions in greater detail.
The conductivity of metals is best known and can be
most easily measured at room temperature. It is
recommended that for future tortuosity measurements,
impregnate and then cool and solidify the sample. Solid
samples can then be machined to precise tolerances, and
inductive heating experiments can then be conducted at
room temperature and low frequency to determine the
tortuosity. Water cooling can even be applied to directly
measure the quantity of heat produced and allow
operation at steady-state thermal conditions, as has
been applied elsewhere.[35]
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APPENDIX
See Appendix Tables I and II.
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Appendix Table I. Tortuosity Experimental Data and FEM Calculated Conductivity Ratios
Filter
Type (PPI)
Average Metal
Temperature (K)
Estimated Hot
Metal Conductivity
Using Eq. [14] (ohm m)1
Experimental
Current (A)
Experimental
Power (W)
FEM Estimate
of Conductivity
Ratio (rm/rf)
30 947 3.70E+06 716.9 1462 1.50
30 1000 3.58E+06 728.0 1469 1.51
30 1048 3.50E+06 517.7 764 1.42
30 995 3.60E+06 371.2 404 1.40
Room temperature ﬁnal metal conductivity: 60.0 pct IACS, ±0.2 pct, 6 counts 1.46
40 940 3.34E+06 628.5 790 2.75
40 1026 3.09E+06 628.7 836 2.42
40 1033 3.17E+06 629.0 827 2.45
Room temperature ﬁnal metal conductivity: 54.0 pct IACS, ±0.8 pct, 48 counts 2.54
Likely Fe or Si Al alloy contamination from melting crucible or metal skimming tool
50 933 3.78E+06 728.3 1078 2.67
50 957 3.73E+06 727.8 1105 2.54
50 983 3.68E+06 728.0 1059 2.65
50 1021 3.60E+06 728.2 1053 2.61
50 1044 3.56E+06 729.2 1039 2.63
50 1052 3.54E+06 632.7 840 2.38
50 1044 3.56E+06 632.7 854 2.34
50 1032 3.58E+06 634.0 820 2.50
Room temperature ﬁnal metal conductivity: 61.0 pct IACS, ±0.5 pct, 66 counts 2.54
80 948 3.68E+06 732.4 831 3.75
80 954 3.66E+06 732.9 832 3.74
80 963 3.65E+06 733.6 852 3.60
80 972 3.62E+06 733.4 814 3.80
80 979 3.61E+06 733.1 823 3.72
80 985 3.60E+06 733.1 823 3.71
80 991 3.59E+06 732.9 832 3.63
80 994 3.58E+06 732.9 817 3.72
80 997 3.58E+06 733.0 827 3.66
Room temperature ﬁnal metal conductivity: 59.7 pct IACS, ±0.4 pct, 37 counts 3.70
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