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SUMMARY
The initiation and propagation of discontinuities in brittle materials is of great inter-
est to engineers, at several scales. Cracks can be detrimental for concrete structures but
cracks are necessary to extract energy resources. A number of numerical tools are avail-
able to model fracture propagation, mostly in solids subjected to mechanical stresses or
fluid pressures applied at a notch. However, the fundamental inception mechanisms are
not fully understood. The goal of this doctoral research work is, therefore, to understand
the processes that govern the initiation and propagation of micro-cracks in mixed mode in
crystalline and porous media, and to predict the transition between a material that contains
a high density of micro-cracks and a portion of discrete fracture. A particular attention is
paid to materials with intrinsic anisotropy, such as sedimentary rocks. Advanced numeri-
cal methods including nonlocal continuum damage models, cohesive segments discretized
with the Extended Finite Element Method (XFEM) are used to study complex phenomena
induced by damage under mechanical and hydraulic loads, including softening, anisotropy,
stiffness degradation.
In the first part of the thesis, two novel anisotropic damage models are formulated to
explicitly account for the evolution of discrete sets of micro-cracks. Both models are based
on the same free enthalpy expression, derived from a dilute homogenization scheme, using
42 sets of crack families of different orientations. These two models differ by their dam-
age criteria and crack evolution laws: the first model is based on the theory of wing crack
development, whereas the second model is based on a radial crack growth law, which de-
pends on a phenomenological driving force. The phenomenological model is implemented
into Abaqus User MATerial (UMAT) subroutines, and a return-mapping algorithm (closest
point projection) is used to ensure that the state variables remain on the multiple activated
yield surfaces. Results of material point and finite element simulations demonstrate that the
models capture inelastic deformation, unilateral effects and distinct strength and stiffness
xx
properties in tension and compression, for complex stress paths involving the propagation
of both open and closed cracks in mixed mode.
Secondly, a computational tool is developed to simulate the propagation of a discrete
fracture within a continuum damage process zone. Microcrack initiation and propaga-
tion prior to coalescence are represented by a nonlocal anisotropic Continuum Damage
Mechanics (CDM) model in which the crack density is calculated explicitly. A damage
threshold is defined to mark the beginning of crack coalescence. When that threshold is
reached, a cohesive segment is inserted in the mesh to replace a portion of the damage pro-
cess zone by a segment of discrete fracture. Discretization is done with the XFEM, which
makes it possible to simulate fracture propagation without assigning the fracture path a
priori. Rigorous calibration procedures are established for the cohesive strength (related to
the damage threshold) and the cohesive energy release rate, to ensure the balance of en-
ergy dissipated at the micro and macro scales. The XFEM-based tool is implemented into
an open source objective oriented numerical package (OOFEM) and an arc length control
resolution algorithm is used to avoid convergence issues that can be encountered otherwise
during softening.
Lastly, a numerical method is proposed to simulate multiscale fracture propagation
driven by fluid injection in transversely isotropic porous media. Intrinsic anisotropy is
accounted for at the continuum scale, by using a damage model in which four equivalent
strains are defined to distinguish tension and compression, parallel and perpendicular to the
layer. Nonlocal equivalent strains are calculated by integration, and are directly introduced
in the damage evolution law. When the weighted damage exceeds a certain threshold, the
transition from continuum damage to cohesive fracture is performed by dynamically in-
serting cohesive segments. Diffusion equations are used to model fluid flow inside the
porous matrix and within the macro fracture, in which conductivity is obtained by Darcy’s
law and the cubic law, respectively. In the fractured elements, the displacement and pore
pressure fields are discretized by using the XFEM technique. Interpolation on fracture ele-
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ments is enriched with jump functions for displacements, and with level-set-based distance
functions for fluid pressure, which ensures that displacements are discontinuous across the
fracture, but that the pressure field remains continuous. After spatial and temporal dis-
cretization, the model is implemented in a Matlab code. A few simulations are carried out
in plane strain. The results validate the formulation and implementation of the proposed
model, and further demonstrate it can account for material and stress anisotropy.
Advanced numerical methods presented in this thesis shed light on the mechanical be-
havior of brittle materials at several scales, and provide tools to solve practical engineering
problems. Future work can build on the findings presented in this thesis to understand




1.1 Motivations and Objectives
The study of the mechanical behavior of quasi-brittle solids such as rock and concrete is
crucial for a wide range of engineering applications, including the disposal of nuclear waste
[1, 2], the extraction of conventional energy (coal, oil and gas) [3, 4] and unconventional
geothermal energy [5, 6], the cyclic storage of compressed air and natural gas [7], the geo-
logical sequestration of carbon dioxide [8, 9], failure analyses of concrete structures [10],
and the prediction of fault reactivation [11, 12]. One the one hand, the development of
micro-cracks and macro-fractures is detrimental. For example, the Excavation Damage
Zone (EDZ) surrounding all free surfaces of an underground structure (borehole for nu-
clear waste disposal, cavity for storage, tunnel for transportation) has a profound influence
on the performance and safety of this structure. One the other hand, the development of
micro-cracks and macro-fractures is necessary. For example, hydraulic fracturing is widely
used in the industry for fossil fuel recovery. The goal of hydraulic fracturing is to create
conductive pathways and to enhance rock permeability, for natural hydrocarbons to flow
more freely from rock pores to the fracture surfaces. In enhanced geothermal systems, hy-
draulic fracturing is used to create extensive micro-macro fracture surfaces, which allows
heat exchange between the formation and the circulation of fluids.
Microstructure images obtained by computed tomography or scanning electron mi-
croscopy provide insights on the microscopic mechanisms that drive crack initiation, prop-
agation and colaescence (Figure 1.1(a)). Stresses concentrate around pores and crack tips.
Depending on the stress level, either pores collapse or cracks initiate from pores. Micro-
cracks may propagate or develop secondary wing cracks. No analytical model exists to
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predict all possible crack geometries and patterns, but several numerical tools can be used
to predict crack propagation at the micro or at the macro scale (see the definition of scales in
Figure 1.1). In micromechanics [13], cracks are often represented as spheres, ellipsoids or
disks. Considering that the Representative Elementary Volume (REV) is a matrix-inclusion
system, the classical Eshelby solution [14] can be used to predict the mechanical behavior
at the meso-scale. Note that homogenization theories can only be used when the size of
micro-defects is much smaller than the REV size (typically, 100 times smaller). Otherwise,
numerical methods are required, and they are usually computationally expensive.
Typical laboratory tests performed in the laboratory to characterize the mechanical be-
havior of quasi-brittle materials include the uniaxial and triaxial compression test, the di-
rect tension test, the Brazilian splitting test (Figure 1.1(b)). Force-displacement (or stress-
strain) curves typically exhibit the following properties [15, 16, 17]:
• Non-linearity in the stress-strain relationship and anisotropic degradation of the stiff-
ness (elasticity tensor);
• Hysteresis loops in the stress-strain curves due to frictional energy dissipation;
• Dilatancy and permanent volumetric strain after complete unloading;
• Crack closure effect (known as ”unilateral effect”) and resulting recovery of stiffness
and strength in compression, but not in tension or shear;
• Up to one order of magnitude of strength difference between tension and compres-
sion;
• Confinement-dependent transition from brittle to ductile behavior.
In the theory of Continuum Damage Mechanics (CDM) used at the meso-scale, microstruc-
ture evolution is represented through internal state variables, which phenomenologically
reflect the influence of micro-cracks and micro-pores on stress-strain curves. Elastoplas-
tic and/or damage constitutive laws are expressed with ad hoc equations to capture all the
2
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Figure 1.1: Definition of the scales under study: The micro-scale is the grain or mineral
scale which can be measured by computed tomography or scanning electron microscopy.
Micromechanics is the main theoretical framework at that scale. The meso-scale is in that of
the Representative Elementary Volume (REV), i.e. the laboratory sample scale. Continuum
mechanics is valid at that scale. The macro-scale defines the scale of the domain under
study (e.g. thickness of formation, width of a concrete dam). Fracture mechanics is used
for computation.
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phenomena listed above. The more phenomena, the more material parameters, the more
challenging the calibration of the model. In CDM, since microstructure evolution (e.g.,
micro-crack patterns) is not explicitly accounted for, it is impossible to quantify damage
effects on physical properties such as permeability, unless additional assumptions are made.
When micro-cracks coalesce, the separation of scales rule does not hold and the con-
tinuum assumption is no longer valid. Reducing the stiffness to zero in CDM would lead
to non-realistic excessive strains, with no explicit fracture surfaces, and mesh dependence
would be expected. That is why the theory of fracture mechanics is usually employed to
predict macro-fracture propagation as a result of micro-crack interaction and coalescence
(Figure 1.1). A traction-separation law is used to model the softening mechanical behav-
ior. Note that Linear Elastic Fracture Mechanics (LEFM) icannot be used for a damaged
materials, unless the initial stage of diffused micro-crack initiation and propagation prior
to macro-fracture formation is ignored.
Based on the short review above, the objectives of this dissertation are to answer the
following scientific questions:
1. What are the micro-scale mechanisms that govern the complex stress/strain response
of quasi-brittle materials? How to predict the mechanical behavior at both the micro-
and the meso-scale with a limited number of physically meaningful parameters?
2. Why do macro-fractures form? How to capture the transition from diffused micro-
crack propagation to localized macro-fracture growth at a reasonable computational
cost?
3. Why do hydraulically fractured anisotropic materials break? Is it possible to develop
efficient computational tools to predict the EDZ and to simulate hydraulic fracturing
in transversely isotropic porous shale for practical engineering?
In the following, we use micro-scale refers to defects (pores, micro-cracks) that range from
10−6 m to 10−2 m in size, the meso-scale is used for the REV, between 10−3 m and 1 m
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in size, and the macro-scale is used for fractures that are 10−2 m to 103 m in size (e.g.,
geological faults, hydraulic fractures).
1.2 Thesis Structure
To address the scientific questions, this thesis is structured as follows:
Chapter 2 is a literature review on the topics of constitutive modeling, numerical regu-
larization, multiscale fracture propagation and hydraulic fracturing.
Chapter 3 presents two micromechanical damage models. The first one is based on the
theory of wing cracks and on the dilute homogenization scheme. The second one captures
the same features at the REV scale, but is purely phenomenological; it is implemented in a
Finite Element Methid (FEM) package, and the resolution algorithm is explained in detail.
Simulations at both the material point and at the macro-scale are discussed.
Chapter 4 explains a computational framework for simulating multiscale fracture prop-
agation. A nonlocal anisotropic damage model is coupled with a Cohesive Zone Model
(CZM). The formulation of the nonlocal damage model, the transition from damage to
fracture, the numerical implementation in the eXtended FEM (XFEM) are presented in
detail.
Chapter 5 first describes the construction of a non-local damage model for materials
with intrinsic transverse isotropy. Then, a FEM model of hydraulic fracturing in trans-
versely isotropic porous media is explained in detail, from the strong formulation to the
discretizatio nprocedures and the resolution algorithms. Hydraulic fracture propagation is
controlled by a thereshold that marks the transition from continuum damage to discrete
fracture.
Chapter 6 summarizes the major contributions of this doctoral thesis and proposes a
few directions for future research.
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CHAPTER 2
DAMAGE AND FRACTURE OF BRITTLE SOLIDS
2.1 Continuum Constitutive Laws
Brittle materials such as rock, concrete, and ceramic composites, exhibit a complex behav-
ior, including stress-induced damage and stiffness anisotropy, non-linear stress/strain rela-
tionships and volumetric dilation, unilateral effects due to crack closure, and a transition
from brittle to ductile behavior at increasing confining stress [18, 19]. All of these effects
can be explained by the nucleation and propagation of micro-cracks at the grain bound-
aries and/or from pore spaces. To model these micro-structural effects on the behavior of
a Representative Elementary Volume (REV), two possibiliites exist in Continuum Damage
Mechanics (CDM): thermodynamically consistent formulations and micromechanics [20].
In this section, we review both types of damage models, and we summarize the regulariza-
tion techniques used for simulating strain softening. We finish by a review of constitutive
models for transversely isotropic materials.
2.1.1 Thermodynamically Consistent Damage Models
The first law of thermodynamics states that energy conservation is always satisfied
for any engineering system [21, 22]. Specifically: the rate of the internal energy Ė plus
that of the kinetic energy K̇ of a thermodynamic system Ω is equal to the rate of external
mechanical work Ẇ plus the rate of heat supply Q̇ to the system due to the heat flux and
the heat source
K̇ + Ė = Ẇ + Q̇ (2.1)
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where Ẋ is the material time derivative of X . The kinetic energy and the internal energy










where ρ, v and e are the density, the velocity and and the internal energy per unit mass.
We note t and b the traction per unit area and the body force per unit mass, respectively.




ρb · vdΩ +
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∂Ω
t · vdS (2.3)
We note r and q the rate of heat generation per unit mass of system Ω and the outward







q · ndS (2.4)
where n is the outward unit normal vector of the boundary ∂Ω. Substituting Equations








v · v + e)dΩ =
∫
Ω
(ρb · v + r)dΩ +
∫
∂Ω
(t · v − q · n)dS (2.5)
The Reynolds transport theorem, Gauss divergence theorem, mass conservation equa-































+ ρ∇ · v = 0
ρv̇ = ρb+∇ · σ,
(2.6)
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From the four equations above, the first law of thermodynamics in Equation 2.5 can be
expressed as:
ρė = σ : ε̇−∇ · q + r, (2.7)
known as the Euler form, where the small strain assumption ε̇ = ∇v is used.
The second law of thermodynamics expresses the direction of energy flow for reversible
and irreversible processes as: the rate of entropy increase of a system is never less than the














where S is the entropy, T is the absolute temperature. S can be written in terms of entropy
per unit mass s as S =
∫
Ω
ρsdΩ. Using Reynolds transport and Gauss divergence theorem
(Equations 2.6), in the above inequality, we have:
∫
Ω




}dΩ ≥ 0. (2.9)
Since the region Ω is arbitrary and the mass conservation holds, the local form of Equa-
tion 2.9 is





Substituting the energy conservation law (Equation 2.7) into this relation, we have
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into the above equation, we obtain:




The Helmholtz free energy per unit mass is defined as
ψ = e− Ts, (2.13)
Introducing the internal energy per unit mass e in Equation 2.12, we obtain the Clausius-
Duhem inequality, as follows:
σ : ε̇− ρ(ψ̇ + Ṫ s)− q · ∇T
T
≥ 0. (2.14)
In the Clausius-Duhem inequality, Helmholtz free energy depends on independent state
and internal variables that govern the system’s behavior. For a non-isothermal elastic-
inelastic-damage medium that undergoes an irreversible process, the Helmholtz free energy
per unit mass can be expressed in terms of elastic strain εE , temperature T , and in terms of
the internal damage variables χk:
ψ = ψ(εE, T,χk), (2.15)











We have εE + εin = ε, in which the inelastic strain εin is also called plastic strain εp.
Substituting Equation 2.16 into the Clausius-Duhem inequality (2.14), we have
(σ − ρ ∂ψ
∂εE
) : ε̇E + σ : ε̇in − ρ(s+ ∂ψ
∂T
)Ṫ − ρ ∂ψ
∂χk




Because the variables are independent and because the inequality holds for any irre-
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σ : ε̇in − ρ ∂ψ
∂χk




It is clear that once the expression of the free energy ψ is known, the constitutive behav-
ior is determined by the thermodynamic conjugation relationships in Equation 2.18. How-
ever, to close the formulation, evolution functions need to be constructed in terms of gener-




) to determine the change of internal variables (ε̇in, χ̇k, q). To
ensure the positivity of dissipation in Equation 2.19, it is sufficient to choose non-negative














where gd is a plasticity (or damage) potential, and λ̇d is the Lagrange Multiplier obtained






) = 0. (2.21)
where fd is a yield (or damage) criterion. The magnitude of the rate of internal variables is
determined by the consistency condition, which ensures that the thermodynamic state of the
material stays on the yield/damage surface. When the normality rule is adopted, Equation
2.20 is called an associate flow rule and gd=fd. The normality rule essentially states that
the direction of the rate of internal variables is normal to the yield surface (or damage
surface). If the normality rule is not adopted, a plasticity (or damage) potential gd needs
to be constructed to derive the evolution laws of the internal variables, independently from
the construction of the criterion fd. In summary, the thermodynamic states of a material is
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completely determined by the Helmholtz free energy, the damage or yield criterion and the
dissipation potential. It is worth noting that the mathematic formulae of these functions are
usually constructed to reflect the phenomenological behavior observed in situ or in the lab,
so energy-based constitutive models are also called phenomenological models.
Over the last few decades, numerous phenomenological damage models were formu-
lated [32, 33, 34, 35, 36, 37, 25]. Table 2.1 summarizes the state-of-the-art CDM models
that exist to describe the mechanical behavior of brittle solids. The list is not exhaustive,
but it gives an overview of the categories of damage models proposed in the literature, by
order of complexity. In the first category, a scalar damage variable is defined to account
for isotropic stiffness reduction [23, 24]. Damage is expressed explicitly, as a function of
equivalent strains. This type of model, widely used in failure analysis, fails to describe uni-
lateral effects, damage-induced anisotropy, and cannot distinguish tension and compression
strenghs. In the second category of damage models, multiple scalars are used to distinguish
behaviors in tension and compression [38, 39, 25]. Two independent damage criteria are
constructed to express the evolution laws of tensile and compressive damage. This type of
damage model performs very well for predicting the failure of plain concrete under arbi-
trary stress paths. In the third and fourth categories, one or several tensors are defined to
represent damage phenomena such as anisotropic stiffness degradation and direction de-
pendent frictional sliding [26, 27, 28, 29, 30]. The damage driving forces conjugated to
damage tensors awhich allows distinguishing tension and compression, and accounting for
unilateral effects. Damage models in the last category have all the modeling features above,
and are coupled to plasticity to account for the inelastic deformation [31, 32]. Additional
yield criteria and plastic potentials are adde to the formulation to determine the magnitude
and the direction of plastic variables, including the plastic strain increment. In summary,
phenomenological damage models essentially predict the mechanical effects of damage (or
damage phenomena) rather than the evolution of microstructure consequent to micro-crack











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































tial functions are crafted so as to match the macroscopic behavior (usually represented by
stress/strain curves). The more phenomoenological features, the more material parameters,
hence the more calibration challenges.
2.1.2 Micromechanics Damage Models
Different from phenomenological models, in which the expression of the free energy is con-
structed to predict damage effects, the expression of Helmholtz energy (or Gibbs energy)
in micromechanical models stems from the homogenization of micromechanical equations
(often, fracture mechanics equations) used to represent micro-crack initiation, propagation,
opening, closure and frictional sliding. Micromechanics models can be grouped into two
categories based on whether the homogenization technique takes the crack interaction into
account or not. In the dilute scheme, the calculation of the displacement jump across crack
faces [41] is used as a basis to upscale the effective properties of the damaged REV [42,
43] and to express the corresponding energy potentials [44, 45, 46, 47]. The evolution
law is based on fracture mechanics and can represent Mode I splitting [18, 48], Mode II
friction sliding [48] or mixed mode wing crack development [45, 49]. In order to account
for crack interactions, one can explicitly express the stress field as the sume of the stress
that results from external loading and of hte stress that results from crack interaction [16].
Other homogenization techniques, such as the self-consistent method (e.g., [41, 50, 51])
and the Mori-Tanaka scheme (e.g., [52, 53, 54, 55, 56, 57]) resort to Eshelby homoge-
nization procedure [14], in which the cracked solid is viewed as a matrix-inclusion system
[13]. Once the upscaled energy potential is obtained, micro-crack evolution laws are de-
rived from damage growth criteria (e.g.[58, 40, 46, 47]). Homogenization schemes were
compared in several studies [59, 60]. Simulation results indicate that the dilute scheme is
accurate prior to the peak strength, and all the other schemes that consider crack interaction
can effectively capture softening behavior to some extent. Comparing to phenomenolog-
ical models, micromechanics models require less material parameters, and can explicitly
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represent micro-structure evolution. However, they are typically difficult to implement in
Finite Element packages and they require a lot of computation power.
An important contribution to the micromechanics damage theory is the series of mi-
croplane models proposed by Bazant et al.[61, 62, 63, 64, 65], in which the macroscopic
deformation is related to microscopic mechanisms that occur over a finite set of weak
planes. The microplane theory was originated by G. I. Taylor (1938), who considered
that either the stresses on the weak planes within the material are the components of the
macroscopic stress tensor (static constraint), or that the strain on the weak planes are the
components of the macroscopic strain tensor (kinematic constraint). The constitutive re-
lations for each plane are formulated independently. The static constraint was extensively
used in metal plasticity and applied with great success in the so-called ”slip theory”. The
kinematic approach was applied by Bazant’s research group to describe geomaterials with
strain softening, especially concrete. Three categories of microplane models were devel-
oped since the inception of the Taylor’s theory. In the first one, an additional assumption
is made to state that the volumetric, deviatoric and shear responses on each microplane are
mutually independent [61, 62]. In the second category, the microplane inelastic behavior is
characterized by stress-strain boundaries [63, 64, 66], which can be treated as yield limits.
Within the boundaries, the response is incrementally elastic, i.e. the elastic moduli are in-
crementally degraded due to damage. When the accumulated stress and strain get outside of
the boundaries at some incremental step, they immediately drop back to the boundaries and
and then follow the elastic boundary. It is possible to catch Bauschinger effect and realistic
hysteresis loops during cyclic loading. In the third category, a kinematically constrained
microplane system is coupled to a statically constrained microplane system to simulate co-
hesive tensile cracking [65]. Microplane models have been extensively used in engineering
applications, however, one should bear in mind that the weak planes do nt corresond to
any geometric feautre of the microstructure; there is no physical principle that dictates the
evolution laws of the weak planes.
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2.1.3 Regularization Techniques for Softening
The development of regularization techniques (localization limiters) was initiated by the
pathologies encountered in Finite Element simulations of damage or strain softening, in
which the results are mesh-dependent. In classical strain-softening CDM models, no con-
vergent solution exist upon mesh refinement. As the energy dissipation per unit volume
is finite, the vanishing damage zone volume causes the structure to fail with zero energy
dissipation, which is, of course, physically unrealistic[67, 68] . From a mathematical stand-
point, partial differential equations loose their hyperbolic (respectively elliptic) character
in dynamic problems (respectively in quasi-statistic problems), thus making the initial-
boundary problem ill-posed [69, 70]. To circumvent the deficiencies of classical local
models, a number of approaches were proposed [71]: (1) spatial averaging of state vari-
ables (integral nonlocal formulation); (2) introduction of spatial gradients of state variables
(differential nonlocal formulation); (3) microstructure enrichment; and (4) introduction of
rate dependency. Because the constitutive models involved in this thesis are quasi-static,
we only review non-local regularization techniques (1)-(3).
Integral nonlocal formulation
For an integral-type nonlocal material model, the constitutive law at a point of a contin-
uum involves weighted averages of a state variable or thermodynamic force over a certain
neighborhood of that point [72]. If η(x) is some local field in a solid body occupying a





where α′(x, ξ) is the chosen nonlocal weight function. The local and integral values of a




α′(x, ξ)η(ξ)dξ = 1 (2.23)
The normalized weight function is defined as:
α′(x, ξ) =
α(| x− ξ |)∫
V
α(| x− ζ |)dζ
(2.24)
In an infinite, isotropic and homogeneous medium, the weight function depends only on
the distance r =| x − ξ | between the source point ξ and the observation point x. In the
vicinity of the boundary of a finite body, it is assumed the nonlocal operator only applies
on the part that lies within the solid.
The weighting function can take the form of Gaussian (normal) distribution function,
as:
α(| x− ξ |) = α(r) = exp[−(kr
lc
)2] (2.25)
or the form of bell-shaped function, as:
α(r) = (1− r
2
R2
)2 R ≥ r ≥ 0
α(r) = 0 r ≥ R
(2.26)
where lc, called the internal characteristic length, represents a material property and is of
the same order of magnitude as the maximum size of material inhomogeneity. The length
lc can be determined experimentally by comparing the responses of specimens in which
the damage remains distributed with the response of fractured specimens, in which damage
localizes [73]. It can also be determined by comparing the simulation results for various
values of lc with the experimental response [74]. R is called the interaction radius related
to the internal length. Its value corresponds to the largest distance of a point ξ to the
observation point x [75].
A variety of state variables η(x) were considered for nonlocal regularization, such as
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the averaged energy released rate ω(Ymax(ε)) [67], the damage variable ω(Ymax(ε)) [68],
the equivalent strain ω(Ymax(ε)) [76], the specific fracture strain γ = Ω/(1− Ω) [67], the
inelastic stress ω(ε)Deε [75], the inelastic stress rate ω̇Deε [75] and the inelastic stress
calculated from the nonlocal strain ω(ε)Deε [63]. Jirasek [75] demonstrated that only av-
eraging the equivalent stain, the energy release rate or the specific fracturing strain can cor-
rectly reproduce large post-peak deformation or complete fracture. Other nonlocal models
lead to spurious residual stresses and to a dilation of the softening zone.
Differential nonlocal formulation - strain/damage gradient model
In a differential or gradient type nonlocal model, the first or higher-rank gradient of some
state variables or thermodynamic forces is taken into account to enrich the constitutive
relations [72]. A Taylor expansion of η(x, ξ) is used, and we have [77, 78, 79, 69]:
η̄(x) = η(x) + c1∆
2η(x) + c2∆
4η(x) + c3∆
6η(x) + ... (2.27)
where the odd derivatives of η cancelled in the integration due to the symmetric character
of the nonlocal weight function. ∆2 denotes the Laplacian operator and the coefficients
ci depend on the weight function α and on the averaging volume V . As the nonlocal
variable explicitly depends upon higher order derivatives, this formulation has the severe
disadvantage that at least C1-continuous interpolation functions of displacement must be
employed for finite element simulation, even if we ignore the higher order terms ∆n, n ≥ 4.
Therefore, Peerlings et al. [80, 70] proposed to perform differentiation with respect to x
twice for Equation 2.27 and to substitute the results back to Equation 2.27. The new form
of the Taylor expansion is:
η̄(x)− c1∆2η̄(x) = η(x) + (c2 − c21)∆4η(x) + (c3 − c1c2)∆6η(x) + ... (2.28)
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Since η̄(x) is discretized independently, and we ignore the higher order terms ∆n, n ≥ 4
in Equation 2.28. It is sufficient to employ C0-continuous interpolation functions of dis-
placement for general finite element implementation. The coefficients ci can be expressed
explcitly in terms of lc if the weighting function is the Gaussian distribution. Because
the nonlocal variable η̄(x) is explicitly related to the local variable η(x), Equation 2.27 is
referred to as the explicit differential-type nonlocal model, and can rewritten as:












6η(x) + ... (2.29)
Similarly, Equation 2.28 is referred to as the implicit differential-type nonlocal model
because η̄(x) is implicitly related to the local variable η(x). The complete development in











6η̄(x) + ... = η(x) (2.30)
Note that both series are equivalent when no truncation of higher order is made. For the
explicit series the shape functions have to beC1 (respectivelyC2) continuous if a truncation
is done after the second-order term (respectively the fourth-order term). The shape function
requirements for the implicit series areC0 andC1 continuity for truncation after the second-







the second order implicit series is the most widely used differential-type nonlocal model,
in which the general types of shape function in FEM satisfy C0 continuity requirement.
For the same internal length, dispersion analysis [78] revealed that the difference between
different orders of implicit nonlocal differential-type model is negligible, and that higher
orders give a solution that approaches that obtained with integral-type nonlocal models. On
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the contrary, the solutions obtained with explicit differential type non-local models totally
differ from those obtained with implicit models, and the incorporation of higher orders in
explicit differential type non-local models does not yield a stable solution. These shortcom-
ings were overcome by Peerlings et al.[81, 70], who omitted higher order gradient terms
in explicit models but indirectly preserved them in the implicit models. The resulting im-
plicit formulation can be written in the form of an integral-type nonlocal model by using
appropriate Green’s functions as weight functions, considering that the spatial interaction
span over the entire domain. The main drawback is that the spatial interactions for this
explicit differential nonlocal model are limited to an infinitesimal neighborhood. It is es-
sentially a local formulation because the nonlocal value at a point only depends upon the
local value and its gradient at that point. Based on these analyses, the implicit nonlocal
model of second order, expressed as:
η̄(x)− ζ∆2η̄(x) = η(x), (2.32)
is wildly invoked to simulate softening in problems of dynamics [78, 82], brittle damage
[69, 77, 82] and plasticity [83, 82]. The parameter ζ with the dimension of a length squared
is related to the internal length, it is a constant of the model. As indicated by Geers et al.
[84], using a continuum damage approach with a constant ζ provides inconsistent predic-
tions in mode I crack propagation, because the damage zone becomes wider and wider in
a direction perpendicular to the crack, where the material should unload. It is possible to
overcome this limitation by introducing a transient behaviour for the gradient parameter
during damage evolution and crack propagation. If the averaging variable is the equivalent




)nζ εeq ≤ εζ
ζ = c εeq > εζ
(2.33)
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This equation reflects that the value of ζ is limited to a maximum value c, which is
reached at the equivalent strain εζ .
Microstructure enrichment
The macroscopic properties of a material originate from the properties and interactions that
take place at the scale of its microstructure. As a result, the overall behavior of materials
strongly depends on the size, geometry, distribution and different properties of microstruc-
ture descriptors. Based on this observation, Toupin [85], Mindlin [86, 87] and Germain [88]
developed the theory of microstructure enriched elasticity. Vernerey et. al [89] extended
the formulation to microstructure enriched elastoplasticity for hierarchical materials. The
basic assumptions of these theories are the following:
• The traditional assumption of conventional continuity is maintained with continuous
displacement ui(xi). At each material point of the continuum, the microstructure
is represented by adding microscopic degrees of freedom. The micro-displacement
u′i(x
′
i) is defined as the displacement relative to the microscopic displacement ui(xi),
i.e. the axis of spatial position vector x′i is parallel with xi with origin fixed at the
material point.
• The microscopic displacement u′i can be expanded with respect to the relative posi-
tion x′i in a Taylor’s series. An approximation can be made when terms with order
higher than one are truncated - which implicitly indicates that the relative motion of
various points of the material point is characterized by a homogeneous deformation.
u′i = ui + χijx
′
j (2.34)
With the assumption stated in theequation above, the microscopic displacement has a
linear relationship with the relative position, and the material is called the micromorphic
continuum of degree one. The macroscopic kinematic description of the continuum en-
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riched with microstructure can be thoroughly defined with the macro-displacement field ui
and the gradient of micro-displacement ∂u′i = χij . By definition, χij is a second order
tensor, the symmetric part of which, 1
2
(χij + χji), is called the micro-strain rate tensor,
and the antisymmetric part of which, 1
2
(χij − χji), is named the micro-rotation rate tensor.




(∂iuj + ∂jui), (2.35)
the relative deformation
ηij = ∂iuj − χij, (2.36)
and the micro-deformation gradient
κijk = ∂iχjk = χij,k, (2.37)
Accordingly, the potential energy density ψ (Helmholtz free energy per unit of macro vol-
ume) can be expressed in terms of εij, ηij, κijk. These deformation tensors should satisfy











According to the theory of virtual work, the virtual work of the internal forces should
be a linear combination of ui,j, χij, χij,k or equivalently of ui,j, ηij, κijk [88], and the virtual
power of the ”the internal force” in a system Ω can be written as
W ∗int = −
∫
Ω




{(σij,j + sij,j)u∗i + (sij + νijk,k)χ∗ij}dΩ−
∫
∂Ω
{(σij + sij)nju∗i + νijkχ∗ijnk}dS
(2.39)
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where ∗ denotes a virtual quantity. The virtual work provided by the external forces (vol-
















where Ψij is a volumic double force, and Mij is a double surface traction - both of the
two tensors include a symmetric and an antisymmetric part. The principle of virtual power
states that, for any virtual motion, the virtual power of all the ”internal forces” and ”external
forces ” acting on the system in equilibrium is null [88], i.e. W ∗int +W
∗
ext = 0, consequently,
we have the two following equilibrium equations:
∂j(σij + sij) + fi = 0
sij + νijk,k + Ψij = 0
(2.41)
and the two following boundary conditions:
Ti = (σij + sij)nj
Mij = νijknk
(2.42)
In summary, the state of stress in a micromorphic material of degree one is thoroughly
defined by the Cauchy symmetric stress σij , the micro-structure relative stress tensor sij ,
and the third order double stress tensor νijk. We note: fi and Ψij the volume force and vol-
ume double force, Ti and Mij the surface traction and double surface traction. The equilib-
rium and boundary equations of the medium are given in Equations 2.41 and 2.42. From a
physical point of view, the Cauchy stress represents the macroscopic average of forces per
unit area, the micro-stress can be interpreted as a spatial average of forces arising from the
nonlocal behavior of the microstructure, and the double stress (or couple stress) represents
the spatial average of the microscopic moments per unit area. The micro-relative-stress is
the stress necessary to balance the couple stress at micro-scale and can be thought of as an
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additional stress that represents the nonlocal interactions within the microstructure.
Cosserat (micropolar) theory According to Mindlin [86], Germain [88], Chambon [90,
91] and Liu et al. [89], the linear equations of a Cosserat continuum can be seen as partic-
ular case of the previous general theory of the micromorphic material of degree one. Note
the Cosserat theory was originated and named after the Cosserat brothers [92]. We note the














In Cosserat theory, the micro strain dij is assumed to be zero, which means that the











ij − r∗ij) + νijkκ∗ijk
(2.44)
where αij = σij + sij . It is clear that σij and sij are the symmetric and antisymmetric parts
of αij . νijk is antisymmetric with respect to its first two indices. Similarly, without loss of
generality, Ψij and Mij are antisymmetric with respect to i and j, and they are renamed as
volume couple distribution and surface couple stress, respectively. The equilibrium equa-
tions and boundary conditions are the same as Equations 2.41 and Equations 2.42; the only
difference is that micro-related tensors have zero symmetric parts. Media obeying Cosserat
theory are called micropolar media [93]. The weak form of the governing equations and
the finite-element discretization for Cosserat media in two dimensions were explained by
Kadowaki and Liu [94], who successfully modeled the strain localization behavior using
both coarse- and fine- scale meshes to decrease the number of degrees of freedom in the
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domain and to achieve computational efficiency.
As explained by Chambon [91], laboratory experiments conducted for granular materi-
als indicates that the macro rotation is the same as the average of the rotation of grains. If
one interprets the average rotation of the grains as the microrotation, then,
rij = Rij (2.45)
This equation provides an additional constraint on the Cosserat media. The resulting
approach was named Cosserat second gradient theory by Chambon [91]. The virtual work
density takes the followin form:





After applying the principle of virtual work and some mathematical manipulations, we
obtain the following simplified equilibrium equation:
∂j(σij + sij)− νijk,jk + fi = 0 (2.47)
where the volume double force Ψij is neglected.
Second gradient models Second gradient model are models of micromorphic media of
degree one in which it is assumed that the micro deformation is equal to the macro defor-
mation:
ui,j = χij. (2.48)
As a consequence of this constraint, the principle of virtual work yields, for every























Because ui and χij are not independent fields, fi and Ψij cannot be considered inde-
pendently. We note D the normal derivative of any quantity q, (Dq = (∂q/∂xk)nk) and
Dj the tangential derivatives (Djq = ∂q/∂xj− (∂q/∂xk)nknj). With these definitions, the
above equation can be converted conveniently by rewriting the external virtual work with
























Note that the divergence theorem was applied. The volume integral in Equation 2.50
leads to the balance equation:
σij,j − νijk,jk + fi −Ψij,j = 0 (2.51)
and the surface integral in Equation 2.50 leads to the boundary conditions (after complex
mathematical manipulations):
pi = σijnj −Ψijnj + (Dlnl)νijknjnk −Dj(νijknk)
Pi = νijknjnk
(2.52)
The micropolar and second gradient theories were successfully applied to rocks [95,
96] and granular materials [91]. Chambon et al. [91, 96, 97] formulated the strain gra-
dient theory relative to a reference configuration with assumptions that the deformation
gradient follows multiplicative decomposition and the second gradient of the motion can
be decomposed into an elastic and a plastic part. In their model, the free energy expression
is used so as to formulate the evolution laws (yield functions, hardening laws) for both the
plastic strain and the hyper strain tensor. As an alternative to plasticity theory for model-
ing the nonlinear irreversible behavior, continuum damage mechanics models coupled with
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the strain gradient theory provide another way to circumvent scale effects encountered in
conventional damage models and to simulate strain softening. For example, Zhao et al.
[98, 99] proposed isotropic and anisotropic damage models with second strain gradient
enhancement, in which the conventional strain and the strain gradient are split into an un-
damaged elastic part and a damaged irreversible part, and the increment of work conjugated
Cauchy stress and higher order stress are updated thanks to the damage yield function and
the damage potential. Bot hthe isotropic and anisotropic models were used to predict shear
bands and to investigate size effects.
2.1.4 Continuum Model for Transversely Isotropic Materials
Many geomaterials exhibit strong orientation dependent mechanical behavior (anisotropy)
due to bedding, layering or crack patterns, as evidenced in shale [100, 101, 102], clay
stone [103], schists [104] and sand [105]. Laboratory tests, such as uniaxial and triaxial
compression tests [100, 104, 106], Brazilian indirect tension tests [107, 108], direct shear
tests [109], further demonstrate that material strength and failure modes significantly de-
pend on the confining pressure and the loading orientation with respect to microstructure.
Prior to crack propagation, most geomaterials can be considered transverse isotropic: the
maximum uniaxial compressive strength is reached when weak planes are either parallel
or perpendicular to the loading direction, and the minimum strength is reached when weak
planes are oriented at 30◦− 60◦ with respect to the loading direction [110, 100]. In indirect
tensile tests, the tensile strength is maximum when tensile stress is applied within the weak
plane, and gradually decreases as the orientation angle between the tensile stress direction
and the bedding plane increases [107].
In geomaterials models, intrinsic and induced anisotropy are either accounted for in the
failure criterion or in the expression of the free energy. Hill [111] extended the von Mises
yield criterion to orthotropic ductile materials, by using 6 quadratic stress terms. To fur-
ther account for the strength difference in tension and compression, Hoffman [112] added
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3 linear terms of stress into Hill’s failure criterion. Tsai and Wu [113] then expressed
failure criteria that depend on all possible linear and quadratic stress terms. These yield
criteria were used by de Borst [114, 115] to model perfectly plastic and hardening materi-
als. Reinicke and Ralston [116] carried out limit analyses using parabolic yield functions
(Hoffman’s criteria).
Other approaches were proposed to introduce either the fourth order projection tensor
or the second order microstructure tensor in the yield criteria or in the expression of the free
energy [117]. Boehler and Sawczuk [118] used the microstructure tensor in the constitutive
model for transverse isotropic materials. Cazacu et al. [119, 120] employed a fourth order
projection tensor to transform the stress tensor into a characteristic tensor with embedded
microstructure information. The extended the Mises-Schleicher yield criterion initially ex-
pressed for isotropic materials to transversely isotropic materials, by using the fourth order
characteristic tensor. Another approach, based on different projection tensors, consists in
projecting the strength in Drucker-Prager and Mohr-Coulomb yield criteria [121]. The
microstructure tensor can also be constructed with eigenvectors representing the axes of
material symmetry to capture the orientation dependence of strain hardening, softening,
damage and plasticity in shale [122, 123, 124, 125]. For soils, fabric tensors were used
to represent microstructure in yield criteria [126]. Thermodynamic models were also pro-
posed, in which the free energy was expressed in terms of microstructure tensor and strain
invariants [127, 128].
Alternatively, the REV can be viewed as a set of cracks or planes of discontinuities.
Intrinsic anisotropy is accounted for by assigning different material properties to crack
families of different orientations [129, 130]. In micromechanics models, a static constraint
is applied to projections of stress on the crack planes, and the expression of the REV free
energy is obtained by homogenization. In microplane models, a kinematic constraint is
applied to projections of strains on the crack planes; the principle of virtual work is used to
upscale the microscopic relationships and calculate the macroscopic stress. Anisotropy is
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accounted for by considering complex microplane orientation distributions and by formu-
lating different evolution criteria for different microplanes [131].
2.2 Multiscale Fracture Propagation
The ultimate mechanical response of brittle material is macro-fracture propagation, as a re-
sult of micro-crack inception, propagation and coalescent. Modeling fracture propagation
at the macro-scale in interaction with micro-scale structure evolution is of great interest
in many fields of engineering. Over the last few decades, numerous numerical methods
were proposed to model multiscale fracture propagation. They can be generally grouped
into three categories: (1) Direct numerical simulation (brute-force full scale simulation);
(2) Homogenization-based multiscale approach; and (3) Damage-fracture transition tech-
niques.
2.2.1 Direct Numerical Simulation
In direct numerical simulation approach, the morphology of each microstructure phase
(grains, voids, micro-cracks) are all explicitly discretized and modeled with the corre-
sponding constitutive laws of each phase. Examples of direct numerical simulation are
the discrete element method (DEM) simulation of Brazilian tests of rock materials [132],
and the finite element method (FEM) simulation of three-point bending tests of asphalt con-
crete [133]. The direct numerical simulation essentially only involves the micromechanical
behavior, through constitutive laws in FEM and contact bonds in DEM, and the macro-
scopic behavior is represented by the superposition of microscopic behaviors. It is very
efficient to simulate fracture initiation and propagation with samples at laboratory scale.
However, the computational cost is not manageable for metric-scale problems, even with
today’s computational power.
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2.2.2 Homogenization-based Multiscale Approach
The computational homogenized multiscale simulation method can be used in replacement
of the standard stress-strain phenomenological constitutive models that depend on inter-
nal variables at macro-scale (Section 2.1). The pointwise overall stress-strain behavior
(i.e. stress-strain behavior at each Gauss point), evaluated from the solution of an auxiliary
Boundary Value Problem (BVP) over a REV, is endowed with a geometrical description
of the material morphology [134]. Computation Homogenization (CH) is used to connect
the two scales. Several CH techniques exist [135]. In the standard CH, the macroscopic
kinematic quantities (strain or deformation gradient) are downscaled to the micro-scale as
boundary conditions to solve the BVP. Once the micro-scale BVP with explicit inhomo-
geneities is solved by FEM, CH is performed over the RVE to obtain the stress tensor and
the Jacobian at the macroscopic level. Typically, the CH is based on Hill-Mandel principles
[136] to upscale the microscopic stress and stiffness to the macro-scale. Once the process
is done for every gauss point, the global stiffness matrix and the residual force vector are
obtained and used to solve the BVP at the macro-scale. Because finite element simula-
tions are performed to solve two nested boundary value problems (micro and macro), the
method is also known as FE2 scheme [137]. The FE2 scheme was successfully applied
to various multiscale materials [138, 139]. Its implementation into the Abaqus and open
source FE packages are detailed by [140] and [141]. As explained by Geers et al. [135],
the standard CH essentially generates a continuous stress-strain relation for the bulk at the
macro-scale, it is referred as first-order homogenization. The standard CH assumes that
the microscopic length scale is much smaller than the characteristic length over which the
macroscopic loading varies in space ldiscrete  lRV E  lmacro, which limits its application
for localization problems. Kouznetsova and Geers [142, 143] extended the standard CH to
the second order. In addition to the strain and stress tensors transferred through scales, they
downscale the strain gradient to the micro-scale and upscale the higher-order stress to the
macro-scale as well. The second order CH can simulate moderate localization, however,
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it fails to treat intensive material softening. To overcome these shortcomings, Massart et
al. [144] proposed a continuous-discontinuous homogenization for masonry cracking, in
which a localization band is incorporated at the macro-scale, and the strain (stress) tensor
located inside and outside the band are transferred through the two scales. Note that the
multiscale aggregating discontinuties (MAD) method, developed by Belytschko et al. [145,
146], belongs to this category - a discrete crack is incorporated at the macro-scale. Aside
from the continuous-discontinuous CH, efforts were made to homogenize the continuum
softening behavior at the micro-scale into a cohesive zone model at the macro-scale [147,
148, 149]: the macro-scale interfacial displacement jump is downscaled as a boundary con-
dition for a micro-scale interfacial REV with finite thickness, and the solution of interfacial
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Figure 2.1: Multiscale strategies based on the structure of the computation method, adapted
from Lloberas-Valls et al. [150].
In addition to the weak coupling between micro and macro models (hierarchical method)
described in the above paragraph, one can distinguish another two scale simulation method,
used by Belytschko and Song [146], Lloberas-Valls et al. [150]. In the strong coupling,
also called concurrent method, the domain is decomposed into fine-scale and coarse-scale
models. The global equilibrium and the displacement compatibility are enforced across the
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interfaces between the fine-scale and coarse-scale models, and the governing equations at
both scales are solved simultaneously (see Figure ??). This method can predict multiscale
fracture propagation by adaptively adding the fine-scale model with microstructure into the
subdomain of the coarse-scale model. Examples of the concurrent method can be found
in [151, 152, 153, 150]. Many atomistic/continuum multiscale methods are of this type.
For example, in Xu et. al [154] and Budarapu et al. [155], the molecular dynamics and
atomistic domains are embedded in a continuum domain. It is worth noting that the cou-
pled DEM/FEM approach for granular materiasl belongs to the hierarchical method [156],
in which the micro-scale REV with boundary conditions is modeled with the DEM.
2.2.3 Transition from Damage to Cohesive Fracture
In the direct numerical simulation approach, multiscale fracture propagation is the result
of accumulation of micro-scale damage and cracking; only the micro-level constitutive
laws are employed. The heirarchical and concurrent methods explicitly realize multiscale
fracture propagation by two scale simulations, in which micro/macro constitutive laws are
scaled by computational homogenization. For damage-fracture transition, however, only
macro-scale constitutive models are used for simulation. Multiscale fracture propagation
is captured phenomenologically by employing continuum damage models to simulate dif-
fused micro cracking, and by employing cohesive zone models to simulate localized macro
fracture propagation. Microstructure evolution is reflected through the internal variables,
e.g., damage or crack density.
As argued in [157, 158, 159, 160, 161], the failure process of quasi-brittle materials
involves two stages: diffused damage inception followed by extensive damage localization
leading to macro-fracture propagation. Note that we call “process zone” the zone with
diffused micro crack inception in the first stage. The most widely used numerical tools to
model the failure process are classified either as continuum damage methods or as fracture
mechanics methods. The continuum damage method employs constitutive law with full
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stress softening (Section 2.1.1 and 2.1.2) and regularization techniques (Section 2.1.3) [79,
69, 162]. It can effectively model the diffused damage arising at the early phase of mate-
rial failure by stiffness degradation. However, it cannot explicitly predict the formation of
macro fracture surfaces, and it suffers from spurious damage development due to excessive
strain in the later stage [84, 163]. Fracture mechanics models can avoid the issues encoun-
tered in nonlocal continuum damage models by creating discrete surfaces. However, linear
elastic fracture mechanics model cannot account for the process zone development. In the
widely used Cohesive Zone Model (CZM), the process zone is lumped into a single line
(resectively, a single surface) in 2D (respectively, 3D). Besides, challenges exist for frac-
ture mechanics models because the dynamic representation of discrete fracture surfaces
requires sophisticated FE discretization. The embedded crack method [157], the eXtended
Finite Element Method (XFEM) [161], and the method of interface-element-inserted-on-
the fly [164] are among the most efficient ways to discretize the domain to conform with
the geometry of the fracture.
Provided that neither continuum damage models nor fracture mechanics models alone
can properly simulate the two stages of fracture propagation, a coherent computational
framework that models the transition from diffused damage to localized cohesive fracture
is desirable. The very first attempt of coupling CDM and fracture mechancis was made
by Planas et al. [165], who proved that the cohesive fracture model is a particular case
of nonlocal damage formulation. Later, Mazars and Pijaudier-Cabot published a seminal
paper [166], in which they established an equivalence between the energy dissipated for
opening a discrete fracture and the energy dissipated for producing a dilute distribution of
micro-cracks (diffused damage). This energy equivalence was further used by Cazes et
al.[167, 168] to construct a cohesive law from a nonlocal damage model in the framework
of thermodynamics. Based on similar thermodynamic principles, Jirasek and Zimmermann
[169, 157] used an integral type nonlocal damage model to predict micro-crack propagation
and the transition to cohesive fracture debonding, in which the fracture is modeled by the
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embedded crack method. The energy equivalence is enforced at the local element, and the
transition triggers when when the local element strain across the embedded crack reaches a
critical value. The same idea of energy equivalence at the tip element was adopted in Roth
et al. [10], except that the transition at any level of damage, and the stress based nonlocal
regularization with integral type was used. In [158], macro fracture is modeled with traction
free surfaces (no cohesive model) using the XFEM, and the transition happens when the
gradient enhanced damage variable reaches one. Comi et al. [170, 159] coupled an integral
type nonlocal damage with a mode I cohesive zone using the XFEM. The transition triggers
at a certain damage threshold, which is not a constant: it is related to the size of element
at the fracture tip, and the energy equivalence is established by assigning to the cohesive
zone model the same amount of energy as the energy not yet dissipated by the nonlocal
model within the process zone. Wang and Waisman [171, 161] extended this idea to mixed
mode fracture propagation with damage fracture transition. Recently, Cuvilliez et al. [160]
designed a flexible modeling framework, in which the cohesive law is derived from the
gradient damage model, and the transition from continuum damage to discrete cohesive
fracture can happen at any level of damage. Leclerc et al. [172] further incorporated the
effect of stress triaxiality into the macro cohesive zone model during the transition.
The schemes of transition from continuum damage to discrete fracture reviewed above
have significant value, however, a few shortcomings still need to be addressed. First, in the
diffused damage development phase, isotropic damage constitutive laws cannot account
for anisotropic stiffness degradation due to the initiation of micro cracks in multiple direc-
tions. Second, phenomenological damage cannot explicitly represent crack density evo-
lution. Micromechanical damage models should be used for modeling multiscale fracture
propagation. Third, the transition is the result of micro crack interaction and coalescence,
hence the threshold value should be rigorous defined and calibrated.
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2.3 Hydraulic Fracturing
The study of damage and fracture in brittle solids has numerous engineering applications,
one of which is hydraulic fracturing, used in the oil and gas industry to stimulate well
production in regular and tight formations. Hydraulic fracturing is a complex process that
involves host rock deformation, fracture propagation, fluid flow and fluid leak-off. Solving
the problem of hydraulic fracturing either analytically or numerically is still very challeng-
ing because of the nonlinear, history dependent fluid flow with moving boundary condi-
tions, and also because of the anisotropic nonlinear behavior of the host rock. We review
the classical solutions of hydraulic fracturing obtained by relaxing the constraints (based
on assumptions) in the following sections.
2.3.1 Analytical and Asymptotic Solutions
Pioneering work on hydraulic fracturing dates back from the 1950s [173, 174, 175]. Classi-
cal solutions are based on the so-called PKN and KDG models. In 1961, Perkins and Kern
[176] used the theory of elasticity to solve for the fracture width w and the fluid pressure
p along the fracture length l in plane strain conditions, in which the fracture height h was
constant (Figure 2.2a). Later, Nordgren [177] improved the model by accounting for the
fluid leak-off into the surrounding rock matrix (hence the name, PKN model). By further
assuming that the width of the fracture w is constant in the direction perpendicular to the
fracture plane (as shown in Figure 2.2b), Khristianvic and Zheltov [175], and Geertsma and
De Klerk [178] independently developed another set of analytical solutions for hydraulic
fracturing - the so-called KDG model. Spence and Sharp [179] extended the KGD model
with self-similar relations (power law relation between the cavity volume and the injec-
tion time), and they accounted for rock toughness. In addition to the plane strain models,
analytical solutions for the radial or penny-shaped fracture growth under constant fluid in-
jection pressure was obtained by Sneddon [173], and later extended to elliptical fracture
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growth [174]. The penny-shaped fracture growth model was further applied to hot, dry
rock [180, 181]. Note that by invoking scaling laws, Detournay [182] found that there are
three competing energy dissipation mechanisms that control the process of hydraulic frac-
turing, depending on the value of the fracture toughness, the fluid viscosity and the leak-off
term. Based on Detournay’s analyses, numerous semi-analytical solutions were developed
for plane strain conditions [183, 184, 185, 186, 187, 188] and for penny-shaped fractures
[189, 190, 191]. These solutions, based on a variety of governing laws for fluid rheology
(viscosity), fluid flow in the matrix (leak-off), and rock toughness, are important tools to
understand hydraulic fracture propagation regimes.





(b) KGD fracture geometry
Figure 2.2: Schematic representations of the PKN and KGD models with l, h and w repre-
senting fracture length, height, and width, respectively, adapted from [192].
As pointed out by Detournay and Peirce [193], the analytical solutions reviewed above
were all obtained with ad hoc assumptions, and did not properly account for the boundary
conditions at the tip and near the tip. To address these limitations, a number of studies were
carried out to find analytical solutions for the singularity of tip and to predict the limiting
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for the toughness dominated regime (index k), the leak-off dominated regime (index m̃),
and the viscous dominated regime (index m). µ′ = 12µ is the scaled fluid viscosity,
E ′ = E/(1 − ν2) is the plane strain modulus, K ′ = 4
√
2/πKIC and C ′ = 2CL is the
scaled fracture toughness and the leak-off coefficient, respectively. βm̃ and βm are both
constants, and s is the coordinate that originates at the fracture tip. Equations 2.53 are
called vertex solutions. Them−vertex solution is explained in [194] for the zero-toughness
and impermeable case, the m̃−vertex solution is presented in [195] for the zero-toughness
and leak-off dominated case, and the k−vertex solution is obtained by LFEM asymptotes.
In the general case, fracture propagation may travel within the parametric space of the
three limiting cases, as shown in Figure 2.3; Garagash et al. [196], Dontsov and Peirce

















Figure 2.3: Parametric space of the three limiting propagation regimes and the vertex solu-
tion, adapted from [196].
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2.3.2 Numerical Solutions
Analytical solutions were used for industry applications at the inception of hydraulic frac-
turing. however, the overly constraining assumptions limit their application. So-called
pseudo-3D (P3D) models were the first numerical simulators developed to relax those con-
straints. Numerical P3D models are still based on the assumption that a vertical plane frac-
ture propagates in a homogeneous rock formation, but fracture height growth is accounted
for. In lumped P3D models, fractures are assumed to be ellispoidals [198]. In cell-based
P3D models, fractures are regarded as connected rectangular elements [199, 200]. The
latest P3D models include the stacked height [201] and the enhanced [202] models. The
planar 3D numerical models (PL3D) were proposed to account for the variation of elastic-
ity, toughness and confining pressure across formation layers [203, 204, 205, 206], which
relaxes analytical constraints even further. Either the adaptive mesh method or the struc-
tured mesh enhanced with level set method is used to obtain the dynamic planar fracture
footprint. The two dimensional fluid flow as well as the elastic equilibrium are considered.
The PL3D model significantly increases the accuracy of the hydraulic fracturing model,
but also increases dramatically its computational cost.
In the past years, research on hydraulic fracturing modeling focused on three major
objectives. The first one is to reduce the computational cost while maintaining solution ac-
curacy in P3D and PL3D models, by incorporating the tip asymptotic solutions [207, 208,
209] into the simulation code. The second is to relax the constraints of the P3D and PL3D
models, by considering non-planar fracture geometries [210, 211], by simulating the simul-
taneous propagation of multiple hydraulic fractures [207, 212, 213], and by incorporating
the interaction with natural fractures [214, 215, 216]. To meet both of these objectives,
the force equilibrium in elastic formation, the mass balance equation for the fluid with
leak-off, and the propagation of fracture tip are accounted for. However, the process of
fluid flow within the porous matrix, as well as the nonlinear rock deformation and the co-
hesive fracture propagation are ignored. The third objective is thus to incorporate these
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physical processes by employing advanced numerical methods, such as interface elements
[217], the extended finite element method [218] and the phase field method [219]. Note
that the successful implementation of the 2D/3D cohesive interface elements and of the 2D
cohesive segments with XFEM in Abaqus have stimulated a significant amount of applied
research [220, 213, 221, 222, 223, 217, 224]. However, novel numerical discretization
schemes [225, 226] and novel coupling methods [227, 228, 229] are still needed to study
unsaturated porous media, to predict the fluid pressure jump across the fracture, and to ad-
dress convergence issues. In the United States, hydraulic fracturing is used extensively in
shale, which is a transversely isotropic material. The application of models developed for
isotropic material is questionable for shale. In addition, fracture propagation is a multiscale
process, and cohesive laws cannot capture the whole initiation and propagation phases. In
this thesis, we propose a numerical scheme to predict multi-scale hydraulic fracture propa-
gation in intrisically anisotropic quasi-brittle porous media.
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CHAPTER 3
MICRO-MECHANICAL ANISOTROPIC MODEL OF CRACK INITIATION AND
PROPAGATION IN MIXED MODE
3.1 Introduction
This chapter presents the theoretical formulation and the numerical implementation of two
anisotropic damage models, along with some engineering applications. Both formulations
couple micro-mechanical crack propagation criteria with Continuum Damage Mechanics
(CDM) energy principles in order to capture inelastic deformation due to damage, predict
unilateral effects due to tensile cracks, distinguish strength and stiffness properties in ten-
sion and compression and simulate complex stress paths involving the propagation of both
open and closed cracks in mode I, mode II, and mixed mode. In Section 3.2, we first express
Gibbs energy at the scale of a Representative Elementary Volume (REV) by homogeniz-
ing the energy stored in sets of non-interacting micro-cracks of different orientations. We
use a dilute homogenization scheme with Bazant’s integration method based on 2 × 21
orientations on the unit sphere.
The formulation of the Discrete Equivalent Wing Crack based Damage (DEWCD)
model presented in 3.3 is based on the expression of Gibbs free energy and on thermo-
dynamic conjugation relationships. The damage variable is a second-order crack density
tensor and the irreversible deformation is defined as the crack opening vector averaged
over all possible crack orientations. In tension, cracks propagate in mode I in the direc-
tion normal to the tensile stress. In compression, wing cracks propagate in mode I in the
direction of the minimum deviatoric stress. We calibrate and validate the DEWCD model
against triaxial compression data obtained on North Dakota Bakken shale. Using the cal-
ibrated parameters, we simulate: (1) A loading path made of a uniaxial tension followed
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by unloading and uniaxial compression; and (2) Two loading-unloading cycles of uniaxial
compression of increasing amplitude.
In the DEWCD model, stress is employed to construct the wing crack propagation cri-
terion. By contrast, in in Section 3.4, we formulate yield criteria with different damage
driven forces for open and closed micro-cracks of various orientations. The elastic domain
of the REV is defined by the intersection of activated damage surfaces. The overall dam-
age yield surfaces are not smooth, which requires a special treatment to allow numerical
implementation. We present a local Closest Point Projection algorithm, which we use to
determine the set of activated cracks and the corresponding increments of crack density.
We explain the detailed calculations required to calculate the Jacobian matrix at the mate-
rial point. We also validate the implementation of the resolution algorithm by comparing
the results of material-point simulations to those obtained with a one-element FEM model.
In the final subsection, we calibrate the proposed discrete damage model against experi-
mental results of triaxial compression and uniaxial tension tests reported in the literature.
Using model parameters calibrated for concrete, we simulate triaxial compression tests and
Hassanzadeh’s direct tension test. We also model a composite made of a brittle matrix
reinforced by stiff elastic fibers to study the influence of reinforcement orientations on the
formation of crack patterns.
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3.2 Micromechanics-based Free Enthalpy
Consider a REV of volume Ωr and external boundary ∂Ωr, in which a large number of
penny shaped microscopic cracks of various orientations are embedded in an isotropic lin-
ear elastic matrix of compliance tensor Sm. Each microscopic crack is characterized by its
normal direction −→n and its radius a, which is at least 100 times smaller than the REV size.
Opposite crack faces are noted ω+ and ω−, with normal vectors −→n + and −→n − respectively.
The displacement jump is noted:
[−→u ] = −→u + −−→u − (3.1)
where −→u + (respectively −→u −) denotes the displacement vector at face ω+ (respectively
ω−). We consider a uniform stress field σ applied at the boundary ∂Ωr. The displacement
field at the REV scale is calculated by superposition, by adding up the displacement field
in the elastic matrix in the absence of cracks and the displacement field induced by the
opening and sliding of micro-crack faces (Figure 3.1).
σ σm
σd
Figure 3.1: Homogenization based on the principle of superposition.
We consider that the mechanical interaction between cracks is negligible and we use a
dilute homogenization scheme to calculate the crack displacement jumps. As a result, the






[σm(x) + σd(x)]dx (3.2)
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in which σd(x) is the stress field that is applied at micro-crack faces and σm(x) is the
stress field in the linear elastic matrix. Moreover, the static constraint imposed by the
dilute homogenization scheme is applied to the elastic cracked REV when cracks do not
propagate, which implies that the local stress σd(x) is the direct projection of the macro
stress σ(x) on crack faces. Consequently, for each crack, the local stress that applies at the




σd(x)dx, σ = σm (3.3)
The elastic strain tensor of the matrix εe depends on the undamaged compliance tensor
Sm, as follows:
εe = Sm : σm = Sm : σ. (3.4)
In the dilute homogenization scheme adopted here, we treat each micro-crack as a sin-
gle crack embedded in an infinite elastic homogeneous matrix, which allows calculating the
displacement jumps from fracture mechanics principles [230, 231]. Considering a penny
shaped crack of radius a subjected to a uniformly distributed normal stress p (respectively
shear stress −→τ ) at its faces and embedded in an infinite elastic medium with Young’s mod-
ulus E0 and Poisson’s ratio ν0, the average normal (respectively shear) displacement jump,














We first consider that the REV contains families of penny shaped cracks that have same
orientation −→ni and same radius ai. Such a family of micro-cracks is shown in Figure 3.2a.
If the family contains N cracks, the volume fraction of the normal and shear displacement
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〈[−→ut ]〉πa2i = ρic1[σd · −→ni − (−→ni · σd · −→ni )−→ni ] = ρic1[σ · −→ni − (−→ni · σ · −→ni )−→ni ]
(3.6)
where −→τ = σ · −→ni − (−→ni ·σ · −→ni )−→ni . Note that according to the dilute scheme assumption,
the direct projection of the macro stress σ on crack faces is equal to the direct projection of
the local stress σd on crack faces. ρi = Na3i /Ωr is the crack density parameter along the
direction −→ni introduced in [41] . Note that the value of ρi can exceed one. The coefficient































(b) Discrete crack family orientations
Figure 3.2: (a) Sketch of a REV with one family of parallel equally sized penny shaped
micro-cracks; (b) Repartition of the integration points on the unit sphere, following the
microplane approach based on 2× 21 points presented in [232].
A normal displacement jump can only be induced by a tensile force, i.e. for−→ni ·σ ·−→ni ≤
0 (in which compression is counted positive, according to the soil mechanics convention).
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The unilateral contact condition at crack faces can be expressed as
[un] ≥ 0, σnn = −→n · σ · −→n ≤ 0, [un]σnn = 0 (3.8)
The average strain due to the displacement jumps of the all the micro-cracks of the

















(−→γi ⊗−→ni +−→ni ⊗−→γi )
(3.9)
According to the principle of superposition, the Helmholtz free energy W ∗ of the REV
containing the N cracks of orientation −→ni is the sum of the elastic deformation energy of











(−→γi ⊗−→ni +−→ni ⊗−→γi )] (3.10)
in which it is recalled that σ : −→ni ⊗−→ni = σd : −→ni ⊗−→ni , σ : −→ni ⊗−→γi = σd : −→ni ⊗−→γi . The
Gibbs energy (free enthalpy) is obtained by Legendre transformation, as follows:
G∗ = σ : εE −W ∗ (3.11)


















(−→γi ⊗−→ni +−→ni ⊗−→γi )]
(3.12)
By substituting Equation 3.6 into the expression of the free enthalpy above, and introducing
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−→ni · σ · −→ni )σ : Ni : σ +
1
2
c1ρiσ : Ti : σ (3.13)
where H(·) is the Heaviside jump function and −→ni ·σ · −→ni = σinn is the normal stress at the
crack face. The fourth order normal (respectively, tangent) operator Nα (respectively, Tα)
is defined by:
Nα = Nαijkl = nαi nαj nαknαl

















k )− nαi nαj nαknαl
(3.14)
in which nαj is the unit normal vector of each direction α.
For more than on crack orientation, we can calculate the total Gibbs energy of the
REV by integrating G∗ for a distribution of crack orientations ρ(n), over the unit sphere









ρ(−→n ){c0H(σinn)σ : Ni : σ + c1 σ : Ti : σ}dS (3.15)
Since the calculation of the integral above is impractical for a continuous distribution













nn)Ni + c1 Ti) : σ
]
(3.16)
where wi is the weight in direction ni. Note that the calculation of G requires M calcu-
lations at each time step. Increasing M can increase exponentially the computational cost
of the numerical integration. We adopt Bazant’s discrete scheme with 2 × 21 microplanes
[232] as shown in Figure 3.2b. This scheme provides satisfactory accuracy at reasonable
computation cost. For a detailed discussion about the performance of the numerical inte-
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gration scheme, the reader is referred to [233, 234].
The expression of Gibbs energy given in Equation 3.16 accounts for the displacement
field induced by crack opening and crack sliding, but not for crack growth (i.e., the model
does not account for the increase of crack radius). In order to account for inelastic crack de-
donding (i.e. crack radius growth), we introduce the inelastic strain εin in the formulation.
We adopt a hyper-elastic framework [37], in which the REV strain tensor ε is split into a
pure elastic part εe which corresponds to the deformation of elastic matrix, an additional
elastic part εd which represents the micro-crack elastic strain, and the inelastic deformation
εin, as follows:
ε = εe + εd + εin = εE + εin (3.17)
in which:












ρiwi(c0NiH(σinn) + c1Ti) : σ
(3.18)
For each micro-plane orientation i, conjugation relationships are established to calcu-







wiσ : (c0NiH(σinn) + c1Ti) : σ (3.19)
3.3 Discrete Equivalent Wing Crack based Damage Model
3.3.1 Damage Criteria with Wing Crack Theory
Uniaxial compression tests performed on two-dimensional photoelastic materials high-
lighted the occurrence of two wing cracks at the tips of pre-existing cracks. Wing cracks
propagate along a curved path, of average direction parallel to the direction of maximum
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compression [235, 236, 237]. The sliding wing crack model was initially presented in
the pioneering work of Bombolakis and Brace [238]. Since then, numerous studies were
devoted to the mechanisms of crack propagation in brittle solids under compression, for
instance: [235, 236, 237, 239, 49, 240]. 3D lab experiments [241, 242], numerical simula-
tions [243] and theoretical derivations [239] were also proposed to model the propagation
of tensile wing cracks at the tip of sliding cracks (‘slips’). Friction forces at the faces of
slips are thus the forces driving the propagation of wing cracks. 3D wing cracks propa-
gate due to mixed failure modes (I, II or III) at different locations along the edge of the
pre-exiting slip cracks. The shape of 3D wing cracks is therefore extremely complex, and
















Figure 3.3: Wing crack propagation model under compression.
For practicality, we ignore friction at crack faces, i.e. we assume that wing cracks
propagate in pure mode I and we represent the propagation of shear cracks in the form of
tensile wing cracks. We ignore the interaction between these tensile micro-cracks and we
apply the dilute hogenization scheme. If the unilateral contact condition is satisfied, cracks
propagate due to normal tensile stresses, according to the following mode I propagation
criterion:






where Kc is a constitutive parameter which represents the material toughness. We define
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−→ni ⊗−→ni . (3.21)
If the unilateral contact condition is not satisfied, shear stresses at the faces of slip
cracks induce the propagation of wing cracks. Following [237, 240], we represent two half
wing cracks as a single fictitious circular crack, as shown in Figure 3.3.
The direction of maximum shear stress at the faces of the cracks perpendicular to di-





σ · −→ni − (−→ni · σ · −→ni )−→ni
||σ · −→ni − (−→ni · σ · −→ni )−→ni ||
(3.22)
We solve the wing crack propagation problem in two dimensions, by assuming that the
normal of the equivalent fictitious circular crack that represents the wing cracks is contained
in the plane (mi, ni). Therefore, we have:
σinn =
−→ni · σ · −→ni
τ inm = ||σ · −→ni − (−→ni · σ · −→ni )−→ni ||
σimm =
−→mi · σ · −→mi
(3.23)
The tensile force F applied at the faces of the fictitious wing crack is equal to the shear
forces undergone by the pre-existing ‘slip’ of radius ai, and can be calculated as:
F = πa2i τ
c = πa2i τ
i
nm (3.24)
Experimental [242] and numerical [243] studies indicate that wing cracks propagate
along the direction of maximum compression stress. When the pre-existing ‘slip’ crack
is in compression and subjected to shear stresses, the normal to the fictitious planar crack
representing the wing cracks is therefore oriented in the direction of minimum compression
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(Equation 3.23). Using Mohr’s circles, the intensity σmin and direction θi of the mimimum














)2 + (τ inm)
2
(3.25)
Based on the theory of linear fracture mechanics, we consider that the wing crack prop-
agates only if the stress intensity factor reaches the material toughness. Assuming that the
tensile driving force F is uniformly distributed along the faces of the fictitious planar crack












Satisfying the criterion fd0 is equivalent to satisfying the following criterion, which will













where aθi is the radius of the fictitious wing crack, which can be determined by projecting




−→nθ ·Ω · −→nθ)1/3 (3.28)
−→nθ is the unit vector normal to the family of wing cracks of orientation θ, and is expressed
as:
−→nθ = −→micos(θi) +−→nisin(θi) (3.29)
The progressive stiffness degradation observed before the peak of stress in experimental







Figure 3.4: Hyperbolic damage hardening function used in the DEWCD model.
way [20]. Theoretically, in the subcritical regime, cracks can propagate even when the
stress intensity factor is lower than the material toughness. Moreover, the stress intensity
required for crack propagation increases as the crack propagates [244]. In order to account
for this hardening effect, we propose to express the material toughness as a hyperbolic








where a = aθi for a crack in compression (leading to the propagation of wing cracks), and
a = ai for a crack in tension. As shown in Figure 3.4, the yield point depends on K0,
the slope of the plot that represents the variations the toughness with the square root of the
fracture length. The parameter σc controls the peak driving force that the REV can sustain.
3.3.2 Damage Potential and Flow Rule
Inelastic strains observed after unloading are due to residual geometric incompatibilities at
the crack faces, which depend on the damage-driving forces Yi. The micro-crack propa-
gation criteria formulated in Equation 3.20 and 3.27 depend on stress and cannot properly
represent the occurrence of residual displacement fields after unloading. We thus derive
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the evolution laws of inelastic strains from non associate flow rules. We introduce discrete
damage potentials (expressed in terms of Yi) in a homogeneous function of degree one, as
follows:
gd(ni) = Yi − C0 (3.31)
Following a non-associate flow rule, the inelastic strain increment can be computed
















wiλ̇i(c0NiH(σinn) + c1Ti) : σ
(3.32)
where λi is Lagrange multiplier for each family of crack with normal −→ni . Similarly, the











in which ∆(a3i ) represents the variation of the value of a
3
i between two iterations. We have:
∆(a3i ) = 3(ai)







The equation above requires calculating the derivatives of τ inm and σmin with respect to









Figure 3.5: Newton iteration scheme used to calculate the Lagrange multiplier with the
hyperbolic hardening law used in the DEWCD model.
scheme to update the radius of the micro cracks at each load step. As shown in Figure 3.5,
the tangent of the yield criterion is calculated at each iteration i to approach the exact crack
size at load step n+1, as follows:




The convergence criterion (rn,i) is expressed as
||rn,i||= ||an,i+1 − an,i|| ≤ εTOL (3.37)
where εTOL is a tolerance value. Once the increment of crack radius is obtained for each














In the equation above, the variation of crack density in direction −→ni accounts for the
growth of cracks perpendicular to direction −→ni in mode I, and for the growth of wing
cracks that develop at the tips of cracks that are not perpendicular to −→ni . We used the
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quadrature rules explained above [232] to project the vectors −→nθi on the 2 × 21 directions
−→ni . Ultimately, the increment of crack density is obtained by projecting the increment of
damage tensor in each of the 2× 21 directions considered in the quadrature:
∆ρi =
−→ni ·∆Ω · −→ni (3.39)
3.3.3 Model Calibration and Validation
The Discrete Equivalent Wing Crack based Damage (DEWCD) model depends on six con-
stitutive parameters: the reference (initial) Young’s modulusE0, the reference (initial) Pois-
sion’s ratio ν0, the reference (initial) microcrack radius a0, the microcrack density (Number
of crack per unit volume) N = N|Ωr| , the initial toughness slope K0 and the critical stress σc.
For an intrinsically anisotropic material (i.e. with anisotropy not induced by micro-crack
propagation), the model can easily be adapted by choosing different values of reference
radius (a0) for different crack orientations. The six parameters above have a sound physi-
cal meaning and can be determined by performing standard mechanical tests (e.g., uniaxial
and triaxial compression tests; uniaxial tension test; Brazilian test), and microstructure
characterizations (e.g. Scanning Electron Microscopy; acoustic emissions). In the follow-
ing, we calibrate and validate the DEWCD model against a series of triaxial compression
tests performed on North Dakota Bakken shale plugs in ConocoPhillips rock mechanics
laboratory. All the samples were dry [245]. Plugs were cored from the same depth and
lithology and were selected to avoid major bedding discontinuities, and were considered
homogeneous. We used the stress/strain curves obtained with a confinement of 2000 psi
(13.8 MPa) for calibration, and we validated the model with confinements of 1000 psi (6.9
MPa) and 3000 psi (20.7 MPa). Note that the soil mechanics sign convention was adopted
(with compression counted positive).
We used the Interior Point Algorithm programmed in MATLAB to determine the un-
known vector B = (E0, ν0, a0,N, K0, σc) that minimizes the squared residual of the dis-
53
Table 3.1: DEWCD parameters calibrated for Bakken Shale.
Elasticity Initial State Damage function
E0 ν0 a0 N K0 σc
GPa − m 1/m3 MPa/m MPa
40.8 0.32 0.022 960 3.6 1× 104
tance between experimental results yi and numerical predictions fi(X,B). The residual




[yi − fi(X,B)]2 (3.40)
where X stands for the vector of known input variables (e.g., strain or stress, depending
whether the load is controlled in force or displacement). The algorithm was initialized
with an initial guess, as well as the lower bound and the upper bound of the coefficients
of the unknown parameter vector B. Then, triaxial compression tests were simulated with
the DEWCD model at the material point, and the value of the residual R(B) was calcu-
lated based on the set of parameters obtained at the previous iteration. The gradient of the
residual R(B) with respect to each parameter in the vector B was calculated and used to
minimize the difference between numerical and experimental stress-strain curves, as fol-
lows:
Bn+1 = Bn − γn∆R(B) (3.41)
Where γn is the barrier parameter, which is updated at each iteration step in the Interior
Point Algorithm. The procedure is described in detail in [246, 247].
Figure 3.6a shows the experimental stress-strain curve (green star marker) and the nu-
merical stress-strain curve obtained after model calibration (green solid line) for a con-
finement of σ3 = 13.8 MPa. Note that the calibration of the DEWCD model was based
on experimental data obtained before the failure stress, because the DEWCD model does
not capture the interaction and coalescence of cracks during post peak softening regime.
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(a) Calibration and validation of DEWCD
model stress/strain curves

























































(b) Prediction of damage with the DEWCD
model
Figure 3.6: Calibration and validation of the DEWCD model parameters against experi-
mental stress-strain curves obtained during triaxial compression tests under various confin-
ing pressures. (a) Triaxial data with a confining pressure σ3 = 13.8MPa is used to calibrate
the model. Triaxial datasets for confining pressures of σ3 = 6.9MPa and σ3 = 20.7MPa
are employed to validate the calibration. (b) Evolution of the three principal values of the
damage tensor with the calibrated parameters, for the three confining pressures.
Curves match closely except for the lateral deformation, which is underestimated by the
DEWCD model for damage values higher than 10%. We interpret this discrepancy by the
fact that shale is not a purely brittle material. Ductile deformation at high damage induces
large lateral strains, which cannot be captured by the DEWCD model, especially for shales
that contain significant amounts of clay/organic matter [102, 248]. We simulated the tri-
axial compression tests performed under confinements of σ3 = 6.9 MPa (solid blue line)
and σ3 = 20.7 MPa (solid red line) using the calibrated parameters, and compared the
DEWCD predictions with experimental data (blue circle markers and red square makers,
respectively). Similar to the the theory of plasticity, we define the yield stress as the value
of stress at which micro cracks start to propagate (damage initiation), and we define the
material strength as the peak value of stress in the stress/strain curve. Figure 3.6a shows
that the DEWCD model captures the increase of the yield stress σy with increasing con-
fining pressure σ3. Over 800 sampling points were used on the experimental stress/strain
curves before the failure peak to assess the accuracy of the model predictions after calibra-
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Figure 3.7: Shale compression strength under triaxial loading. Comparison of DEWCD
model predictions with experimental data. Note: the peak stress is chosen as the stress
value when the tangent modulus is reduced to 1/4 of the initial value E0.
tion. The error, defined as the distance between the numerical and experimental curves, is
less than 5%, which is considered very satisfactory provided the unavoidable microstruc-
tural differences between the initial rock samples. Figure 3.6b shows the evolution of the
principal values of the damage tensor for the three confining pressures considered. Micro-
cracks normal to the axial direction of the compression load (x1) are fully closed, therefore
Ω1 = 0 in all tests. The lateral damage components Ω2 and Ω3 are induced by the open-
ing of wing cracks at the tips of non horizontal cracks, which are subjected to local shear
stresses. Lateral damage increases exponentially with deviatoric stress. As the deviatoric
stress approaches the value of the peak stress noted in the stress/strain curves, the tangent to
the damage evolution curve approaches infinity. Physically, this phenomenon corresponds
to strong micro-crack interactions leading to crack coalescence and macroscopic discon-
tinuities. Overall, the performance of the DEWCD model with the calibrated parameters
is very satisfactory. The DEWCD model parameters calibrated for North Dakota Bakken
Shale are reported in Table 3.1. Using these calibrated model parameters, we simulated
triaxial compression tests under confining pressures ranging from 5 MPa to 28 MPa. We
calculated the deviatoric stress at which the Young’s modulus was decreased to 25% of
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its initial value. As shown in Figure 3.7, the value of that threshold stress increases lin-
early with the confining pressure. Moreover, the variations of the threshold stress with the
confining pressure match those of the compressive strength obtained experimentally. This
indicates that the DEWCD allows predicting the failure (peak) stress.
3.3.4 Gauss Point Simulation
Simulation of uniaxial tension followed by compression
One of the major characteristics of brittle solids such as rocks, concrete and ceramics, is
that they yield at a very low tensile stress and fail soon after yielding. Before complete
failure, stiffness damaged in tension can be partially recovered in compression, due to the
unilateral effects of crack closure [249]. In order to assess the performance of the DEWCD
model to capture tensile failure and unilateral effects, we simulated a uniaxial tension test
followed by unloading and uniaxial compression. All simulations were done in MATLAB
at the material point, with the model parameters calibrated above (Table 3.1).



































(a) Predicted stress/strain curve






























(b) Simulated damage evolution
Figure 3.8: Stress-strain behavior and damage evolution predicted by the DEWCD model,
for a stress path that comprises a uniaxial tension (OA), an elastic compressive unloading
(AB), followed by an inelastic compressive loading (BC).
Figure 3.8 presents the stress-strain paths and damage evolution predicted with the
DEWCD model. Results show that Bakken shale yields at σy = 12 MPa in uniaxial tension.
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After yielding, the damage propagation rate is high. Large inelastic strains accumulate in
the axial direction (Figure3.8a), which is unrealistic, because brittle solids subject to tensile
loads tend to fail catastrophically without large deformation. That being said, crack inter-
actions other than the occurrence of wing cracks are ignored in the DEWCD model, which
is aimed to capture the damaged behavior before the peak of stress (Equation 3.16). After
a certain level of damage, micro-crack interaction and coalescence cannot be neglected.
In order to capture the transition between smeared and localized damage propagation, it
would be more suitable to couple the DEWCD model to a model of fracture mechanics
(this will be done in the next chapter of this thesis). We note that the introduction of a
damage potential together with non-associate flow rules in the DEWCD model allows cap-
turing the occurrence of residual inelastic strains after unloading. Simulation results also
highlight unilateral effects induced by crack closure in compression.






















Damage induced strain energy
Matrix elastic strain energy
Inelastic strain energy
Figure 3.9: Evolution of the energy potentials during the simulation of uniaxial tension
followed by unloading and compressive reloading.
Figure 3.9 shows the evolution of the energy potentials during the simulation of a uni-
axial tension simulation followed by unloading and uniaxial compression. Note that at any
point, the external work input equals the sum of the elastic deformation energy stored in the
REV and the dissipation potentials. In the DEWCD model, elastic strain energy is stored in
the matrix (“matrix elastic strain energy” in Figure 3.9) and between crack faces (displace-
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ment jumps - “damage induced strain energy” in Figure 3.9), and energy is dissipated in the
form of inelastic strain energy. Note that the damage-induced strain energy predicted by
the DEWCD model accounts for a significant percentage of the total input work, because
of the significant damage growth rate after the peak stress. In addition, the DEWCD model
predicts that the compressive yield stress of the initial material is higher than that of the
material that has been damaged during the uniaxial tension loading stage: the yield stress
is about 50 MPa in the virgin material (Figure 3.10b), while is it only 5 MPa in the presence
of tensile damage (Figure 3.8b).
Simulation of uniaxial compression cycles of increasing amplitude
The compression strength of rock-like brittle solids is usually an order of magnitude larger
than the tensile strength. Requirements of thermodynamic consistency (i.e. positive dissi-
pation potentials) and yield function differentiability make it challenging to combine two
different criteria in tension and compression. Some formulations split the stress into com-
pressive and tensile components [25, 15]; other models are based on the decomposition
of strains into positive and negative parts [30]. In the DEWCD model, crack propagation
in modes I and II is modeled with two mode I propagation criteria applied to two differ-
ent categories of cracks (tensile crack propagation and tensile wing crack propagation). In
order to assess the performance of this modeling strategy in distinguishing the yield and
failure in tension and compression, we simulate a cyclic compressive loading path with the
DEWCD models. Results obtained with the parameters calibrated above for Bakken shale
are shown in Figure 3.10.
According to Kachanov’s calculations [42], a damage of 0.3 corresponds to the initia-
tion of crack interactions, above which the framework of CDM is no longer valid and the
REV has reached failure. Accordingly, the present simulations indicate that the uniaxial
tensile strength is 30 MPa (Figure 3.8b), and the uniaxial compression strength is 180 MPa
(Figure 3.10b). In addition, the yield stress predicted by the DEWCD model in uniaxial
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(a) Simulated stress-strain behavior



































(b) The evolution history of damage components
Figure 3.10: Stress-strain behavior and damage evolution predicted with the DEWCD mod-
els, for a stress path that comprises two cycles of uniaxial compression loading - elastic
unloading.
compression is 50 MPa. We conclude that the DEWCD model predicts values of yield
stress and strength that are in the range of values expected for a rock material like shale. It
is also worth noting that the DEWCD model predicts realistic damage evolution for uniax-
ial compression, as the axial damage (crack planes perpendicular to the loading axis) does
not propagate, and the lateral damage components grow exponentially after the yield stress
is reached. In the simulations done with the DEWCD model, damage during the second
loading cycle initiates at a lower stress value than the maximum stress value reached during
the first cycle, which indicates that the DEWCD model can capture the hysteric effect.
3.4 Crack growth model with multiple damage surfaces
3.4.1 Thermodynamically Consistent Yield Function and Evolution Law
The wing crack growth damage model proposed in Section 3.3 provides excellent predic-
tions at the Gauss Point, with 5 material parameters that have physical meaning. However,
the projection of the crack density due to wing crack growth to the damage tensor, and the
subsequent projection of the damage tensor onto the 2×21 discrete orientations, necessary
to calculate the damaged stiffness tensor, makes its implementation in finite element code
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challenging. In this section, we propose alternative damage criteria, and we implement
them in Abaqus UMAT to carry out engineering simulations.
In the framework of thermodynamics, the damage driving force in direction i is defined
as the energy release rate necessary to propagate a unit crack density in that direction. Ad-
ditionally, in fracture mechanics, the energy release rate must exceed the crack resistance
R(ρi) to allow the crack boundary to grow. Thus, the most general expression for the yield
surface is:
fi(ρi, Yi) = Yi −R(ρi) (3.42)
where R(ρi) is the equation of the crack resistance curve, which accounts for the hetero-
geneities inside the material matrix and depends on the crack radius (crack density). Ac-
cording to Equation 3.19, the expression of the energy release rate is quadratic in deviatoric
stress when the unilateral contact condition is not satisfied. However, rock samples sub-
jected to compression tests exhibit a brittle behavior at low confining pressure and a ductile
behavior at higher confining pressure. In order to capture this brittle-ductile transition, a
term depending on the mean stress is added to Equation 3.42. The yield criterion adopted
in the proposed model is inspired from Drucker-Prager model, and is expressed as follows:
fi(ρi, Yi) = Yi − αtTrσ −R(ρi) (3.43)
From a mechanical point of view, the expression of the resistance curve R(ρi) controls
the hardening or softening behavior after the initial yield surface is reached. In this study,
we consider that R(ρi) is a linear function of the crack density ρi [47] and we emphasize
that our model is only applicable for dilute distributions of micro-cracks, i.e. before crack
coalescence and before the peak of strength. In addition, we distinguish the increase of
open crack density in Modes I & II (when the unilateral condition is satisfied for the ith mi-








(a) Color code used for microplane orientations
(b) Yield surfaces in stress space for closed
cracks
(c) Yield surfaces in compressive stress space
for closed cracks
(d) Yield surfaces in stress space for open
cracks
(e) Yield surfaces in tensile stress space for
open cracks
Figure 3.11: Representation of crack yield surfaces in the 3D stress space, for a uniformly
distributed damage density ρi = 0.001 in all microplane directions. Material parameters
are kc = 278.9, ηc = 116.6, αt = 10−5 for closed crack families and ko = 35.9, ηo =
20.6, αt = 10
−5 for open crack families. For a given state of stress, the elastic domain is
the space at the intersection of all the non-smooth activated crack yield surfaces. Note the
shape difference between the open crack yield surfaces and the closed crack yield surfaces,
due to the expression of energy release rate Yi.
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condition is not satisfied for the ith microplane direction), as follows:
fi(ρi, Yi) = Yi − αtTrσ − k(1 + ηρi) (3.44)
Where k = kc, η = ηc if cracks of the ith family are closed , and k = ko, η = ηo if cracks of
the ith family are open. Each crack yield criterion fi is associated with one particular crack
family. The macroscopic yield surface is the boundary of the elastic domain intersected by
all the activated crack yield surfaces, as shown in Figure 3.11. For each active microplane
direction, the closed crack criterion is activated if the macroscopic stress projected on the
crack plane is a compression, and the open crack criterion is activated if the macroscopic
stress projected on the crack plane is a tension. Note that in Equation 3.44, the crack yield
criterion fi can be rewritten in the form of a function of stress and crack density only,
because the energy release rate is a function of stress. As a result, the increment of crack
density of an activated crack family (fi > 0) can be readily calculated by means of the







ρ̇i = 0 (3.45)
The present discrete damage model requires solving all the equations that express con-
sistency conditions for all activated crack families simultaneously. By contrast, only one
consistency condition is used in Continuum Damage Mechanics models, which limits the
number of crack propagation modes considered. Figure 3.12 shows the evolution of ac-
tivated crack yield surfaces during an oedometric test (with no lateral expansion). Crack
yield surfaces expand independently from each other because of the crack non interaction
assumption.
Inelastic strains observed after unloading are due to residual geometric incompatibilities
at the crack faces, which purely depend on the damage driving forces Yi. Microscopic










(a) Color code used for activated crack directions
(b) Initial crack yield surfaces (c) Crack yield surfaces after the test
Figure 3.12: Evolution of activated yield surfaces (i = 4−7, 18−20) during an oedometer
test (no lateral expansion). (b) Initial yield surfaces with a uniformly distributed crack
density ρi = 0.012. (c) Activated yield surfaces at the end of the test: ρ4−7 = 0.253,
ρ18−21 = 0.300. Note that some yield surfaces are superimposed due to symmetries.
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which makes it challenging to represent the residual geometric incompatibilities that arise
at crack faces after unloading. In order to overcome this limitation, we predict the evolution
of inelastic strains due to these geometric incompatibilities by resorting to non-associate
flow rules. We use the same discrete damage potentials as in the DEWCD model (3.31),
expressed as homogeneous functions of degree one in Yi, as follows:
gi(Yi) = Yi − C0 (3.46)
Following a non-associate flow rule, the macroscopic inelastic strain increment can be










wiλ̇i(c0NiH(σinn) + c1Ti) : σ (3.47)
where λi is the Lagrange multiplier for the ith crack family of normal−→ni . Note that the non





Therefore, the Lagrange multiplier is equal to the increment of crack density, because
plastic deformation is coupled to damage evolution.
Rate form of the proposed constitutive law: In summary, the damage criteria, the in-
elastic strain rate and the stress-strain relationship close the constitutive formulation. The
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where we note Pα = wα(c0NαH(σαnn) + c1Tα) for simplification. Please note that the
additive strain splitting is used: ε = εE + εin.
3.4.2 Local Return Mapping Algorithm
Closest Point Projection
As shown in Figure 3.11, the elastic domain in the proposed discrete damage model is
defined by the intersection of multiple non-smooth yield surfaces. At singular points, the
normal to this macroscopic yield surface is not unique. In order to achieve the numerical
implementation of the model into a UMAT subroutine in Abaqus Finite Element program,
we adopt the closest point projection algorithm presented in [250]. In the following, we
note ∆ a variation within a load increment and δ a variation within an iteration performed
during a load increment. We use the subscript n to refer to load increment, and the super-
script (k) to refer to the iteration number. From the constitutive relations stated in Equation
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ρ̇αwα(c0N+α + c1Tα) : σ
(3.49)
where N+α = NαH(σαnn). From the discrete Kuhn Tucker conditions, we have:
if f trialβ,n+1 > 0, for some α ∈ (1, 2, ...,M), (3.50)
then, it is an inelastic loading step. We define the inelasitc strain residualRn+1 as follows:




where Jact is the set of crack families that are activated. From Equation 3.51, the iterative


















The first trial stress is given as:
σtrialn+1 = (Sm)−1 :
[
εn + ∆εn+1 − εdn − εinn
]
(3.53)
Thereafter, iterations are performed to satisfy the yield criteria, flow rules and stress-
strain relationships. Throughout the iteration process, the given total strain increment
∆εn+1 is fixed. Correspondingly, the iterative change in stress is obtained as:
δσ
(k)


























Making use of Equation 3.52 and 3.55, Equation 3.54 is rearranged as
δσ
(k)



























∂σgα,n+1 = Pα : σ(k)n+1
(3.57)
By using a first order Taylor expansion to linearize the yield criteria that apply for the
sets of activated crack families, we get:
f
(k)
α,n+1 + ∂σfα : δσ
(k)
n+1 + ∂ραfα · δρ
α(k)
n+1 , α ∈ Jact (3.58)
After substituting Equation 3.56 into the above formulae, we obtain a system of coupled
equations in which the δραn+1 are the unknowns (in blue in the following equation):
f
(k)
α,n+1 − ∂σfα : Cc : R
(k)
n+1





n+1 − ∂ραfα · δρ
α(k)
n+1 = 0, α ∈ Jact
(3.59)
For the given trial stress σtrialn+1 , we obtain the crack density at the current increment and
at the current iteration δρα(k)n+1 by solving the coupled equations for all activated orientations






Figure 3.13: Geometrical representation of the return mapping algorithm used in this study:
the Closest Point Projection Method is applied for multiple non-smooth yield surfaces.
Equation 3.56 and 3.52. The updated stress is then used to check the yield criteria as well as
the inelastic strain residual. If f (k+1)α,n+1 or R
(k+1)
n+1 exceeds the tolerance, the iterative process
is continued until both the yield criteria and the residual fall below some given tolerances:
f
(k+1)
α,n+1 < TOL1, α ∈ Jact
||R(k+1)n+1 ||< TOL2
(3.60)
As shown in Figure 3.13, the set of activated crack families estimated from the trial
stress may contain crack families that are actually non active. For a given increment of
total strain, the true stress state must be at the intersection of the active yield surfaces only.
In order to ensure the convergence from the trial stress to the true stress, the non-active
crack families need to be eliminated from the set Jact. To do so, the sign of the iterative
increment of crack density is checked after each iteration (in addition to checking the yield
criteria): if the value of the crack density increment is negative, the corresponding crack
family is removed from the activated crack set and the iteration is restarted by using the
trial stress.
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Algorithm to calculate tangent moduli
We use the direct solver of Abaqus UMAT, in which the iterative resolution algorithm is
based on Newton-Raphson method. Consequently, we need not only to update the stress
and the state internal variables, but also to calculate the Jacobian matrix at the integration
point level. In this section, we derive the explicit expression of the Jacobian matrix. The
differentiation operator is noted as d. Note that differentiations are done at the end of
iterations for each loading increment, as explained in Table 3.2. First, we differentiate the





























By substituting the above two equations into dεn+1 = dεEn+1 + dε
in











































The crack density increment dραn+1 is obtained from the discrete consistency condition
by differentiating fα(σn+1) = 0 for all activated orientations:
∂σfα : dσn+1 + ∂ραfα · dραn+1 = 0, α ∈ Jact (3.65)
By substituting Equation 3.63 into Equation 3.65, we have











∂σfα(σn+1) : Chom : dεn+1
2
∑
β∈Jact ∂σfα(σn+1) : Chom : ∂σgβ − ∂ραfα(σn+1)
, α ∈ Jact (3.67)
Note that the number of equations required to express the relationship between dραn+1
and dεn+1 is equal to the number of activated yield surfaces. Substituting dραn+1 back into
Equation 3.63 results in a stress/strain relationship that exhibits the desired tangent moduli








∂σgα ⊗ ∂σfα : Chom
2
∑
β∈Jact ∂σfα : Chom : ∂σgβ − ∂ραfα
]
(3.68)
The steps of the return mapping algorithm including the local Closest Point Projection that
we implemented in ABAQUS for multiple non-smooth yield surfaces are summarized in
Table 3.2.
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Table 3.2: Closest point projection algorithm for multiple non-smooth yield surfaces im-
plemented in UMAT subroutines for the Abaqus direct solver.
Step Description
1 Get the stored state variables ραn(α = 1, ..., 42); ε
in
n ;σn from the previous incre-
ment n; Abaqus calculates the total strain increment ∆εn+1




















n+1) for i ∈ {1, 2, ...,M}, ∆ραn+1 = 0
3 Check the yield criteria
IF: f triali,n+1 ≤ 0 for all i ∈ {1, 2, ...,M} THEN:
(·)n+1 = (·)trn+1, EXIT
ELSE:
J (0)act = {α ∈ {1, 2, ...,M}|f triali,n+1 > 0}, ∆ρ
α(0)
n+1 = 0
4 Evaluate the inelastic residualR(k)n+1 from Equation 3.51




n+1 ) for α ∈ J
(k)
act





Provide the Jacobian matrix by using Equation 3.68 to ABAQUS, and EXIT
6 Compute the consistent stiffness matrix by using Equation 3.57. Introduce Cc
andR(k)n+1 in Equation 3.59.
7 Solve Equation 3.59 for δραn+1, α ∈ Jact





IF: ∆ρα(k+1)n+1 < 0, α ∈ J kact, THEN:




n+1 > 0}, Goto 4.
ELSE:
Calculate the inelastic strain increment correction by using Equation 3.52

























: (εn + dεn+1 − εin(k+1)n+1 )
Goto 5.
72
Table 3.3: Material parameters used for the verification of the implementation of the algo-
rithm.
Elasticity Initial State Damage function
E0 ν0 a0 N α kc ηc ko ηo
GPa − m 1/m3 − Pa Pa Pa Pa
53.5 0.35 0.05 960 10−5 278.9 116.6 35.9 20.6
3.4.3 Gauss Point Simulation - Implementation Verification
The implementation of the resolution algorithm is checked by comparing the model pre-
dictions obtained at the integration point (with a Matlab code) to those obtained with the
Finite Element Method (one-element Abaqus model). For the tests performed at the inte-
gration point, we simulated pure shear in plane strain condition and confined compression
(oedometer test) by applying strain loads of γ12 = 2% and ε11 = 2% respectively. All the
other strain components were set to zero. Pure shear tests were simulated with the FEM by
applying a ±0.0005m displacement along the edges of a square with sides of 1m in length.
The oedometer test was simulated with the FEM by applying a −0.002m displacement in
direction 1 and by using fixed boundaries on all the other faces of a cube. The cube edge
length was 1m. 200 loading increments were used for all of the simulations. Table 3.3
summarizes the material parameters used for the simulations. Note that these parameters
do not correspond to any specific material, although parameter values fall within the range
that would be expected for a granite rock. In particular, the Young’s modulus, the yield and
hardening parameters represent the behavior of a rock material in tension or compression.
Figure 3.14 shows the results. For all the cases simulated, both the linear elastic re-
sponse and the non-linear damaged response are well captured by the discrete damage
model. The difference between the stress/strain curves obtained at the material point (Mat-
lab) and in the one-element FEM model (Abaqus) is negligible. Note that the reason why
the stress/strain curve is almost linear in the oedometer test is because the lateral pressure
increases the hardening effects. Figure 3.14b shows the crack density distribution for the
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oedometer test. Results show that only mode II crack propagation driven by deviatoric
stress is possible. As a result, the direction normal to the activated crack planes is closer
to the loading direction than the direction normal to the inactivated crack planes . Figure
3.14d shows the crack density distribution for the pure shear test. During a pure shear
path, principal tension and compression components rotate by 45 degree with respect to
the shear axes 1 and 2. In brittle materials, the resistance to tension is much less than the
shear resistance, which explains the predominance of crack propagation in planes of nor-
mal oriented by an angle of 45 degrees to the horizontal or vertical. Note that because the
Matlab simulations are done in plane strain and the Abaqus simulations are done in 3D,
there is a small discrepancy between the two stress/strain curves at the later stage of the
pure shear test (Figure 3.14c). We conclude that the proposed discrete damage model is
suitable to track anisotropic crack density evolution and that the Closest Point Projection
algorithm implemented in UMAT is accurate.
3.4.4 Engineering Applications
The proposed discrete damage model depends on 9 constitutive parameters, which can be
grouped into 3 categories: elasticity, initial state, and damage (Table 3.3). The model can
account for intrinsic anisotropy (i.e. with anisotropy not induced by micro-crack propaga-
tion), if different values are chosen for the reference (initial) microcrack radius (a0) and
the initial number of microcracksN = N
Ωr
for different crack orientations. By construction
of the yield criteria, two independent loading paths are needed in tension and in compres-
sion to calibrate the material parameters (depending on whether the unilateral condition is
satisfied or not). If the simulation only involves compressive stress (respectively tensile
stress), the two damage function parameters ko, ηo (respectively kc, ηc) can be omitted. We
use the same procedures described in Section 3.3.3 to calibrate the model against triaxial
compression and uniaxial tension tests, and employ the calibrated material parameters to
carry out engineering simulations in the following.
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(b) Crack density Distribution - Oedometer Test








































(d) Crack density Distribution - Pure Shear Test
Figure 3.14: Verification and accuracy tests. Comparison of the stress/strain curves ob-
tained at the material point and with the FEM for an oedometer test (a) and for a pure shear
test (c). The corresponding distributions of damage density are shown in Figures (b) and
(d) respectively.
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Table 3.4: Model parameters calibrated against triaxial compression tests reported in [251]
for high strength concrete.
Elasticity Initial State Damage function
E0 ν0 a0 N α kc ηc
GPa − m 1/m3 − Pa Pa
53.6 0.22 2× 10−4 8178 3.3× 10−5 34.3 615.7
Triaxial compression test for concrete
We first calibrate and validate the discrete damage model against a series of triaxial com-
pression tests performed on high strength concrete by Papanikolaou and collaborators
[251]. The experimental stress/strain curves obtained with confinements of 4 and12 MPa
were used for calibration. Experimental data obtained with a confining pressure of 8 MPa
was used for validation. The soil mechanics sign convention was adopted (with compres-
sion counted positive). Note that only the portion of the experimental data obtained before
the peak of the stress/strain curve was used, because the proposed discrete damage model
is only valid for non-interacting cracks. Table 3.4 summarizes the values of the calibrated
material parameters.
Figure3.15a shows the results obtained after model calibration for confining pressures
of σ3 =4, 8 and 12 MPa. The excellent match between numerical and experimental curves,
especially for the test performed at 8 MPa (used for model validation) shows that the dis-
crete damage model allows representing the non-linear behavior of concrete subject to
compressive damage. Because the yield criteria depend on the mean stress via the term
αTrσ, the model can capture the increase of the yield stress σy with increasing confining
pressure σ3, as can be seen from the evolution of the crack densities in the different di-
rections of space in Figure 3.15b. The discrete damage model highlights the difference
of crack density magnitude among the activated crack families. Overall, the performance
of the discrete damage model for the calibrated parameters is very satisfactory for closed
micro-crack propagation.
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(a) Triaxial test stress-strain curves

















































(b) Evolution of crack densities during triaxial tests
Figure 3.15: Calibration and validation of the discrete damage model parameters against
experimental stress-strain curves obtained during triaxial compression tests performed on
concrete under various confining pressures. (a) Results of tests performed with a confining
pressure of σ3 = 4 and 12 MPa were used to calibrate the model. Experimental results
obtained for a confining pressure of σ3 = 8 MPa were employed to validate the calibration.
(b) Evolution of the typical damage densities in different directions with the calibrated
parameters, for the three confining pressures.
With the parameters calibrated above for concrete, we simulated a triaxial compres-
sion test performed under a confinement 4 MPa with the Finite Element Method (FEM).
Following the standards of the American Society for Testing and Materials (ASTM), we
modeled a cylindrical concrete sample of diameter 0.1 m and length 0.2 m. Due to sym-
metries, only 1/8 of sample is meshed in Abaqus, as shown in Figure 3.16. In total, 4,000
hexahedral elements were used. Besides the symmetry boundary conditions, a zero hori-
zontal displacement (in directions x1 and x2) was imposed at the top surface (perpendicular
to x3 axis), in order to mimic the friction effect between the steel plate and the concrete
sample. After applying a 4 MPa hydrostatic confinement on all the external boundaries, the
top surface was subjected to a vertical displacement of 0.0003 m. Figure 3.16 shows the
crack density distribution for all activated crack families at the end of the test. By contrast
with the oedometer test, the confining pressure is maintained to a constant value, therefore,
more crack families are activated during the triaxial compression test. As expected, the
space variations of crack density differs from one crack plane orientation to the other. Note
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however that for all activated crack families, the highest crack density is reached at the
edge of the sample that is in contact with the steel plate. This phenomenon is a frictional
boundary effect, which explains macro fracture initiation in isotropic and homogeneous
samples. It can also be noted that for all damage directions, activated cracks concentrate in
the center of the sample. This result is in agreement with experimental measures of damage
based on acoustic emission velocity and lateral deformation. Given that cracks of different
directions are superposed, it is clear that the inner part of the sample is the most damaged
during the test. The proposed discrete damage model provides a detailed description of
the fabric of materials damaged in compression with only 3 damage parameters (α, kc, ηc),
2 initial crack parameters (a0 and N ) and 2 elasticity parameters (E0 and ν0). This is a
significant gain of information compared to former damage models implemented in FEM,
which are formulated with second-order damage tensor at most [252, 253].
Hassanzadeh’s direct tension test for concrete
In most brittle materials, uniaxial tension results in a highly localized macroscopic crack
propagation followed by tensile failure. The stress-strain curve recorded during uniaxial
tension tests cannot truly reflect the material behavior because the strain is not uniform
throughout the sample. That is the reason why Bazant and Pijaudier-Cabot [73] designed a
specific testing apparatus, in which the concrete sample is glued to parallel thin-steel rods.
The testing procedure allows obtaining the stress strain curve even when micro-cracks are
diffused throughout the sample. We used the hardening portion of the stress/strain curves
reported in [73] in order to calibrate the discrete damage model for open crack propagation
modes (i.e., when the unilateral condition is satisfied). Calibration results are given in
Table 3.5 and shown in Figure 3.17a, in which the soil mechanics sign convention was
adopted (compression counted positive). Concrete behaves as a perfectly plastic material
prior to yielding. The hardening behavior is captured, but as explained before, the post-















































Figure 3.16: FEM simulation of a triaxial compression test performed on an ASTM con-
crete sample subjected to a 4 MPa confining pressure. Isosurfaces of the crack densities for
the activated crack families.
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Table 3.5: Model parameters calibrated against uniaxial tension tests reported in [73] for
concrete.
Elasticity Initial State Damage function
E0 ν0 a0 N α ko ηo
GPa − m 1/m3 − Pa Pa
27.0 0.23 4.8× 10−3 485 0.5× 10−5 95.0 0.095

























(a) Stress - strain curves - Uniaxial Tension































(b) Crack density evolution - Uniaxial Tension
Figure 3.17: Calibration of the discrete damage model against uniaxial tension experimen-
tal data [73] for open crack propagation.
Note that because all the cracks are initially closed, the cracks that propagate during the
test are those in the planes perpendicular to the loading direction, as can be seen from the
evolution of ρ1 in Figure 3.17b.
In order to demonstrate the capability of the proposed model to predict the behavior
of brittle solids in tension, we simulated Hassanzadeh’s direct tension test [254]. A four-
edge notched specimen was assigned the calibrated parameters listed in Table 3.5. The
specimen geometry and the applied boundary conditions are shown in Figure 3.18. Due to
symmetries, only 1/8 of sample was modeled. A vertical displacement field was imposed
at the bottom face of the domain (u = 0.01 mm). We used a coarse mesh with 9,943 3D
hexahedral elements and a fine mesh with 35,550 elements.
The isosurfaces of horizontal crack density (i.e. density of crack planes perpendicular















Figure 3.18: Hassanzadeh’s direct tension test: problem definition, simulation domain and
boundary conditions.
Of course, in this purely hypothetical simulation test the high magnitude reached by ρ3 is
not realistic: physically, a macroscopic horizontal fracture would propagate during the test,
which cannot be captured by using a dilute homogenization scheme. Interestingly, results
show that micro-cracks propagate from the edges to the center of the central part of the
sample, which is in agreement with experimental observations. Note that the maximum
crack density calculated with the coarse mesh is less than with the fine mesh, and the
extent of the damaged zone is larger with the coarse mesh than with the fine mesh. To
avoid this problem of mesh-dependency, a non-local discrete damage model formulation is
required. Such a regularization work will be presented in the next chapter of this thesis.
For both mesh densities, the extent of the damaged zone exceeded the size of a single Finite
Element. In addition to the crack families perpendicular to the loading direction (x3-axis),
four crack sets were activated during the test, as shown in Figure 3.20. As expected, these
four directions are the closest to the loading direction. Overall, the discrete damage model









Figure 3.19: Hassanzadeh’s direct tension test: Final horizontal crack density isosurfaces
for the coarse (left) and fine (fine) meshes.
0.0
2.5
5.0 ρ10  (0.39,0.39,0.84) ρ11  (-0.39,-0.39,0.84)






Figure 3.20: Hassanzadeh’s direct tension test: Isosurfaces of damage density for non-
horizontal activated crack families obtained from fine mesh results. Only the top of the
sample is shown.
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Table 3.6: Model parameters used in the simulation of tension tests on a fiber-reinforced
composite.
Elasticity (fibers) Elasticity (matrix) Initial State Damage function
E0 ν0 E ν a0 N α ko ηo
GPa − GPa − m 1/m3 − Pa Pa
50 0.3 35 0.25 0.001 120 2× 10−5 20 24
Plane stress tension test for a fiber-reinforced composite
In the following, we study the activation and propagation of crack sets in a fiber-reinforced
composite subjected to a plane stress tensile test. The fibers are assumed to have a much
higher tensile strength than the matrix, and are modeled as linear elastic materials. The
matrix material is assigned the discrete damage model, in which only open crack propaga-
tion modes are considered. The material parameters adopted in the simulations are listed
in Table 3.6. Note that the Young’s modulus of the matrix material is less than that of the
fibers. We compare the results obtained when fibers are either aligned or perpendicular to
the direction of the applied tension to those obtained when the fibers are all oriented by an
angle of 45o to the tensile direction, as shown in Figure 3.21. Simulations were done in
3D. The elements’ thickness was 0.1 m. The same boundary conditions were adopted in
both cases. Hexahedral elements with an average edge size of 0.025 m were used in both
cases. The mesh was structured for the simulation of tension in the axis of the fibers, and
random for the simulation of tension at 45o from the axis of the fibers (due to the complex-
ity of the geometry). At the interface between the fibers and the matrix, nodes were tied,
i.e. the two materials were perfectly bonded so that the interface friction was not consid-
ered. The composite plates were assumed to be symmetric about the horizontal and vertical
axes, therefore fixed displacements were applied at the bottom and left boundaries of the
domain. A displacement of 0.01 mm was applied normal to the top boundary. On the right
boundary, a zero horizontal displacement and a zero vertical stress were imposed.














Figure 3.21: Problem definition and boundary conditions for the simulation of tension tests
on a fiber-reinforced composite.
Note that results are displayed in a plane located at at mid-thickness of the plates in the x3
direction (thickness direction). As expected, fibers bear most of the load applied due to
their higher stiffness. Note that when fibers are aligned with a principal stress direction,
all the stress in that direction concentrates in the fibers. For example, the vertical stress
(in x2 direction) is concentrated along the vertical fibers, and the horizontal stress (in x1
direction) is concentrated along the horizontal fibers. When tension is applied at an angle
of 45o to the fibers, the maximum vertical stress reached in the fibers is less than in vertical
fibers, and the maximum horizontal stress reached in the fibers is more than in horizontal
fibers.
The effect of fiber orientation on the distribution of cracks in the matrix material is
illustrated in Figure 3.23. Note the color code used to represent the families of activated
crack planes: ρ1, ρ2 in green, ρ4 in blue and ρ14 in red. The variations of ρ4 (respectively
ρ14) inside the domain are similar to those of ρ5,25,26 (respectivley ρ15−17,36−39), due to the
symmetry in crack orientations. Note that all the crack families that are activated during
the test are inside the plane of x1, x2, or have a very small component in the direction of
axis x3. The smallest and largest of all possible values reached by the crack densities are
obtained at the intersection of the inclined fiber reinforcements. Cracks also concentrate at
the boundary, close to the inclined fibers. Crack densities are more uniformly distributed in















(b) Vertical stress distribution
Figure 3.22: Distribution of horizontal and vertical stress in composites with various ori-
entations of fiber reinforcements.
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for fiber orientation in the design of thin structures subjected to tension, such as the walls of
pressurized vessels. In this particular case, putting fibers in the axis of the tensile load will
allow reducing the load borne by the matrix material, and therefore, to reduce the density
of tensile cracks. Fiber intersections are the parts of the composite plate that are the most
exposed to tensile damage, and need to be checked in priority for monitoring purposes.
The proposed discrete damage model thus provides useful predictions of crack patterns in
brittle materials subject to mixed mode crack propagation, with a small number of material
parameters which all have a sound physical meaning.
3.5 Conclusions
This chapter explains two anisotropic damage models that couple micro-mechanics and
Continuum Damage Mechanics principles to study brittle materials like rocks, ceramics
and concrete. We focus on the following complex features: (1) A non-linear stress/strain
relationship; (2) Damage-induced anisotropy of stiffness; (3) The occurrence of irreversible
strains due to volume dilation; (4) A reduction of strength after the peak stress has been
reached (softening) ; (5) An apparent increase of strength and ductility in compression
when the confinement increases; (6) Increasing hysteresis on unloading-reloading paths as
damage increases; (7) Unilateral effects and partial recovery of stiffness in compression;
(8) Different mechanical responses in tension and compression.
The DEWCD model is based on a dilute homogenization scheme, which allows sum-
ming up the energy potentials stored in the displacement jumps of crack families of 2× 21
orientations to represent the energy stored at the scale of the REV. Damage at the REV
scale is obtained by integrating the crack densities over all the discrete orientations. The
damage yield criterion is expressed at the microscopic scale: if a crack is in tension, crack
growth is controlled by a mode I fracture mechanics criterion; if a crack is in compression,
the shear stress that applies at its faces is projected on the 2 × 21 directions considered in























Figure 3.23: Crack density distribution for typical directions inside the base material.
87
ponents grow according to a mode I fracture mechanics criterion. The projection of shear
stresses into a set of tensile forces allows predicting the occurrence of wing cracks at the
tips of pre-existing defects subject to mode II failure. We assume that all the resulting
mode I cracks do not interact. A hardening law is introduced to account for subcritical
crack propagation, and non-associate flow rules are adopted for damage and irreversible
strains induced by residual crack displacements after unloading.
The DEWCD model is calibrated and validated against triaxial compression tests per-
formed on Bakken Shale in ConocoPhillips rock mechanics laboratory. With the cali-
brated material parameters, we simulated: (a) A uniaxial tension followed by unloading
and reloading in compression; and (b) Uniaxial compression loading cycles of increasing
amplitude. Results show that the DEWCD model can capture all phenomena (1)-(8) except
the softening behavior (4), which characterizes the mechanical response in case of crack
interaction (beyond the scope of the present study). This is a significant advancement in the
theoretical modeling of rock brittle behavior, because unified models of tension and com-
pression failure proposed so far could not distinguish properly the difference of behavior
of materials in tension and compression.
In the second model, the same Gibbs energy expression as in the DEWCD model is
adopted. However, damage criteria for each set of crack families are formulated in terms
of thermodynamically consistent damage driving forces. Closed cracks propagate in pure
mode II, whereas open cracks propagate in mixed mode (I/II), and all cracks are assumed
to grow in a similar way, without wing crack development. A linear hardening law is intro-
duced to maintain the stress on the yield surface. The latter is formed by the intersection of
the yield surfaces of all the activated crack families, and it is not smooth. In order to solve
for the 2× 21 crack densities, a Closest Point Projection algorithm is adopted locally. The
irreversible strains at the REV scale are obtained by using a Newton-Raphson algorithm.
The discrete damage model was rigorously calibrated for both compressive and tensile
stress paths. Using these calibrated material parameters, we simulated triaxial compression
88
tests and Hassanzadeh’s direct tension test for concrete, as well as a plane stress tension
test for complex fiber reinforced composite. FEM results show that the model capture
all phenomena (1)-(8) except the softening behavior (4) and the hysteresis behavior (6).
In addition, the cracks’ density, orientation and location predicted in the simulations are
in agreement with experimental observations, which demonstrates that the model can be
used to interpret crack patterns, design composite structures and recommend reparation
techniques for structural elements subjected to multiple damage mechanisms.
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CHAPTER 4
MECHANICAL MODELING OF THE TRANSITION FROM CONTINUUM
DAMAGE TO DISCRETE FRACTURE
4.1 Introduction
Simulating fracture propagation in brittle materials is necessary to analyze concrete fail-
ure in civil engineering, to assess hydraulic fracturing in petroleum engineering and to
model fault reactivation in geophysics. Most numerical models proposed to date do not
explicitly consider the fundamental mechanism of micro crack inception and its evolu-
tion to macro fracture initiation and propagation. Continuum Damage Mechanics (CDM)
models are used to predict stiffness reduction due to crack propagation: micro-cracks and
macro-fractures are not explicitly represented. By contrast, in fracture mechanics models,
the topology of macro-fracture paths is calculated explicitly. However, the initiation and
growth of micro-cracks inside the process zone is either ignored (Linear Elastic Fracture
Mechanics, LEFM) or indirectly constrained to a single surface (Cohesive Zone Model,
CZM).
In this chapter, a computational framework is proposed to capture the transition of scale
from micro-crack inception to macro-fracture propagation. We couple a nonlocal microme-
chanics based damage model with a CZM by using the eXtended Finite Element Method
(XFEM). In Section 4.2, we present a CDM model in which the free enthalpy is obtained
by integrating open and closed crack surface displacement jumps for a discrete set of crack
orientations. We construct equivalent strains induced by open and closed cracks. Follow-
ing a phenomenological approach, we formulate two criteria to predict the evolution of the
damage tensor in terms of equivalent strains. An integration based nonlocal regularization
is employed to alleviate mesh dependence when cracks are open. In Section 4.3, we briefly
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introduce the Park-Paulino-Roesler (PPR) CZM [255] employed in this chapter to charac-
terize the macro cohesive fracture behavior. We rigorously calibrate the critical damage
value that marks the transition from diffused micro-cracks to macro-fracture, as well as
the strength and energy release rate of the PPR cohesive law. Constitutive laws at both
micro- and macro- scales are coupled by employing the XFEM. In Section 4.4, we derive
the strong and weak forms of the governing equations, we describe the algorithm used for
computing the Jacobian and the macro-fracture tip advancement and we explain the state
variables mapping technique. Wedge splitting and three-point bending tests are simulated
to assess the performance of the proposed framework; results are presented in Section 4.5.
4.2 Micro-scale Damage Model
4.2.1 Derivation of Energy Expression
We adopt the expression of the free enthalpy established by Shao and collaborators [256],
for a REV of volume Ωr and external boundary ∂Ωr subjected to a uniform stress σ. It
is assumed that penny shaped microscopic cracks of various orientations are embedded
in an isotropic linear elastic matrix of compliance tensor S0. Each microscopic crack is
characterized by its normal direction −→n and its radius a. The macro strain of a REV that
contains a single set of N microcracks oriented in planes normal to −→n is the sum of the
elastic strain of the matrix and of the strains due to the normal and shear crack displacement
jumps, as sketched in Figure 4.1. Following the same derivation procedure as in Section













c1ρ[(σ · σ) : (−→n ⊗−→n )− σ : (−→n ⊗−→n ⊗−→n ⊗−→n ) : σ]
(4.1)
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in which we note 〈x〉+ = x, x ≥ 0, and 〈x〉+ = 0, x < 0. Note: Equation 4.1 is the
same as Equation 3.13, but we use the form of Equation 4.1 in the following derivations.
The coefficient c0 (respectively c1) is defined as the normal (respectively shear) elastic
compliance of the crack. ρ(−→n ) is the crack density, for the set of N cracks oriented in

















        Dilute 
Homogenization
Integration over
  an unit sphere
REV: meso continuum scaleSingle crack: micro scale
Figure 4.1: Dilute homogenization technique: from a crack to the REV.
For several crack sets of different orientations, the Gibbs free energy of the REV is
obtained by integrating G∗ for a distribution of crack densities ρ(−→n ), over the unit sphere









{c0 ρ(−→n )(−→n · σ · −→n )〈−→n · σ · −→n 〉+
+ c1 ρ(
−→n )[(σ · σ) : (−→n ⊗−→n )− σ : (−→n ⊗−→n ⊗−→n ⊗−→n ) : σ]}dS
(4.3)
At the scale of the REV, the second order crack density tensor ρ is defined in such a












ρ(−→n )(−→n ⊗−→n )sinθdφdθ (4.4)
It can be shown mathematically (see [257, 258] for details) that the crack density func-
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tion ρ(−→n ) is related to the damage tensor as follows:
ρ(−→n ) = 3
2
(5−→n ·Ω · −→n − TrΩ) (4.5)
The free energy is the sum of the elastic deformation energy stored in the matrix and of
the elastic energy stored in the displacement jumps across crack surfaces. Let us consider
two particular cases: either all cracks are open (−→n · σ · −→n > 0), or all cracks are closed.
After introducing the relation 4.5 in the expression of Gibbs energy and integrating over
the unit sphere (Equation 4.4), we obtain the macroscopic free enthalpy as a function of the




σ : S0 : σ + a1 TrΩ(Trσ)2 + a2 Tr(σ · σ ·Ω)
+ a3 Trσ Tr(Ω · σ) + a4 TrΩ Tr(σ · σ)
(4.6)














with µ = −ν0 for open cracks and µ = −2 for closed cracks. Note that the expression of
the free enthalpy obtained from micro-mechanical principles in Equation 4.6 is similar to
that assumed in a number of purely phenomenological models, e.g. [259, 27]. The damage




= a1 (Trσ)2 δ + a2 σ · σ + a3 Tr(σ)σ + a4 Tr(σ · σ)δ (4.8)
The isosurfaces of the principal damage driving forces defined in Equation 4.8 are plot-
ted in the principal stress space shown in Figure 4.2. For closed cracks, the iso-contour of





































(a) Closed cracks (b) Open cracks
Figure 4.2: Damage driving force isosurfaces in the space of principal stresses.
equation σi = 0, (i = 1, 2, 3). For open cracks, the iso-contours of the principal damage
driving forces Yi, (i = 1, 2, 3) are cylinders with an elliptical base, in which the short axis
is parallel to the principal stress axis σi = 0, (i = 1, 2, 3).









(Trσ) δ + 2a1(TrΩ Trσ) δ + a2(σ ·Ω + Ω · σ)
+ a3[ Tr(σ ·Ω) δ + (Trσ) Ω ] + 2a4(TrΩ)σ
(4.9)
4.2.2 Phenomenological Damage Criteria and Evolution Law
Because brittle solids present different behaviors in tension (open cracks) and compres-
sion (closed cracks), we formulate two damage evolution laws and utilize the volumetric
strain to distinguish tensile and compressive loading. Equivalent strains for tension (ε̂t) and








〈eI〉2, if Trε ≤ 0
(4.10)
94
in which εI are the principal strain components and eI are the principal deviatoric strain
components calculated as eI = εI − Trε/3. We consider linear hardening/softening in the
damage criteria:
ft = ε̂t − (κt + αtTrΩ)
fc = ε̂c + ηTrε− (κc + αcTrΩ)
(4.11)
The volumetric strain in the expression of the compression damage criterion allows
capturing the brittle-ductile transition that occurs upon increasing confining pressure. Fig-
ure 4.3 shows the damage surfaces in plane strain conditions, with two different values of
damage, for the material parameters listed in Table 4.1.














Figure 4.3: Damage surfaces at different damage levels in plane strain conditions. Dashed
lines represent compressive yield surfaces; solid lines represent tensile yield surfaces.
Damage evolution laws in tension and compression are postulated so as to obtain dam-
age patterns that conform to the observations made by Dragon and collaborators [30], as
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follows:












in which the Lagrange multipliers λ̇t and λ̇c are determined from consistency conditions
applied to the damage criteria (Equation 4.11). We can easily verify that a uniaxial tensile
loading in direction 1 will result in cracks perpendicular to direction 1 because ε̂t = ε1 > 0.
A triaxial compression test with loading axis in direction 1 results in lateral damage (i.e.




2e3 > 0, even when all
the strain components are negative.











=˙̂εc + ηδ : dε− αcδ : Ω̇
(4.14)
By substituting the compressive flow rule (Equation 4.13) into Equation 4.14, we obtain
the expression of the Lagrange multiplier as:
λ̇c =
˙̂εc + ηδ : dε
αc
(4.15)
Note that by construction of the flow rule (Equation 4.13), we have αcδ : Ω̇ = αcλ̇c. In the
same way, for tensile loading, we have
λ̇t = ˙̂εt/αt (4.16)
96
Table 4.1: Material parameters used for ploting the yield surfaces in Figure 4.3 and for
performing the Gauss point simulations in Section 4.2.3.
Elasticity Tension Compression
E0/GPa ν0 κt αt κc αc η
38 0.18 2.0× 10−4 1.8× 10−4 1.0× 10−3 2.0× 10−3 0.5
According to the two consistency equations for open and closed cracks, the damage rate
Ω̇ is always non-negative. Since the damage driving force Y is positive definite (Equation
4.8), the positivity of energy dissipation is ensured, i.e., the second law of thermodynamics
is satisfied:
Y : Ω̇ ≥ 0 (4.17)
4.2.3 Simulations at the Material Point
We implemented the proposed anisotropic model into ABAQUS Finite Element package, in
a UMAT subroutine. We consider a cubic element, with 8 nodes and 8 Gauss points. Table
4.1 summarizes the material parameters employed. We first simulate a sequence of tensile
loading, unloading, compressive loading (under zero confinement), and tensile reloading.
The vertical displacement of the bottom 4 nodes is set to zero. Two orthogonal horizontal
displacements are also set to zero to prevent free body movements. Positive and negative
displacements are applied to the top 4 nodes to simulate tensile and compressive loading
stages. Since damage evolution laws are strain based, no iterative process is needed for
strain controlled tests. Note that for stress-controlled tests, governing equations have to be
solved iteratively, to ensure that boundary conditions are satisfied (e.g., confining pressure).
Stress, strain and damage values are averaged over the 8 Gauss points.
Figure 4.4 shows the stress-strain curve and the evolution of damage during the uni-
axial tension/compression test. Initially, the material is elastic (A-B). The damage com-
ponent perpendicular to the tensile loading axis grows linearly after the yield point has
been reached (B), and the stress/strain curve then exhibits softening (B-C). During unload-
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ing, the material responds elastically. But due to damage accumulation, the slope of the
stress/strain curve is lower than initially, i.e. the material has a lower stiffness (C-D). Upon
further compression (D-E), the material recovers its initial stiffness due to unilateral effects
(i.e. crack closure), and responds elastically (i.e. no damage development). Then, upon
reloading in tension, the stress/strain curve is first identical to that obtained during tension
unloading (E-F-G). When the stress reaches the value it had at the end of the first tensile
loading phase (G), a new yielding point is reached: the stress/strain curve then exhibits
softening, and damage grows again (G-H). Note that here, crack density was defined from
micro-mechanical principles, and can thus exceed unity.

























































Figure 4.4: Simulation of a uniaxial tension-unloading-compression-tension loading se-
quence for a single element.
Next, we simulate a triaxial compression test under various confining pressures. Figure
4.5 shows the stress-strain curve and the evolution of damage components obtained for a
single cubic element with 8 Gauss points. The element geometry, material parameters and
boundary conditions are the same as in the previous case, except that a confining pressure
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is applied on the lateral faces. A monotonic displacement-controlled compressive load is
applied until damage components grow to some extent. For all confining pressures con-
sidered, triaxial compression resulted in lateral damage (i.e. crack planes containing the
loading axis). The dependence of damage development on the confining pressure is cap-
tured by the model: in the simulations presented here, the yield stress is higher under 5
MPa confinement than under 0 MPa confinement. By examining the results of the uniaxial
compression test in Figure 4.5 and of those of the uniaxial tension test in Figure 4.4, we
note that tensile softening and compressive hardening are captured. In addition, a differ-
ence of up to one order magnitude exists between tensile and compressive yield stresses,
which is conform to experimental observations made on quasi-brittle materials.
















































































Figure 4.5: Simulation of triaxial compression tests under various confining pressures for
a single element.
4.2.4 Nonlocal Regularization
As illustrated in Figure 4.4, the initiation and propagation of mode I cracks leads to strain
softening, which makes the associated boundary value problem ill-posed. Numerically, the
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tensile failure path development is mesh dependent. The energy that needs to be released
to create a unit surface of tensile fracture does not converge upon mesh refinement. This
is inconsistent with experimental observations, since the energy release rate is found to be
material-specific [75]. To regularize the damage model formulated in section 4.2.1 and
4.2.2, we use an integration-based non-local technique [67]: the evolution of the damage
variables at a material point does not only depend on the stress and strain at that point, but
also on the field variables within an influence domain surrounding that point. The size of
the nonlocal influence domain is controlled by a characteristic internal length, which is a
material parameter usually equal to 2 to 3 times the maximum size of grains encountered in
a polycrystal [73]. In order to account for the non-local nature of damage, we replaced the
equivalent strains that control damage evolution (Equation 4.10) by their weighted average




α(x, ξ)ε̂i(ξ)dV (ξ), (i = t, c) (4.18)
where x is the position vector of the material point considered, and ξ is the position vector
of points in the influence domain of x. α(x, ξ) is the nonlocal weight function, which
decreases monotonically as the distance r = ‖x− ξ‖ increases. Note that if field variables
are uniform, the value of damage should be uniform. Hence the non-local value of the
equivalent strains should be equal to the local value of equivalent strains in the uniform
strain field. This implies that weight functions should satisfy the partition of unity:
∫
V
α(x, ξ)dV (ξ) = 1 (4.19)
In order to satisfy the property of partition of unity, the weight functions usually take










where Vr(x) is the so-called characteristic volume. The exact form of the weight function
α0(x, ξ) depends on the material considered. The Gauss function (normal distribution) and
the bell-shaped function are the most widely used weight functions for isotropic media.








in which lc is the characteristic length. The advantage of the bell-shaped function is that the
nonlocal influence zone only depends on lc: no cut-off is needed to ensure that the weight

















Figure 4.6: Bell-shaped nonlocal weight function with lc = 0.02.
In the Finite Element Method (FEM), nonlocal variables are calculated as the weighted
average of local variables obtained iteratively at the Gauss points located in the influence






where NGP the total number of Gauss points inside the influence zone of material point x.
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∆Vj is the integration volume associated with the j − th Gauss point.
4.3 Coupling Cohesive Fracture Propagation with Continuum Damage Zone Evolu-
tion
4.3.1 Critical Damage Threshold Calibration
The constitutive model proposed in Section 4.2, based on dilute homogenization, can pre-
dict accurate macro-scale stress-strain behavior with micro-scale crack density, as long as
crack interactions can be neglected. Crack interaction is followed by crack coalescence and
macro-fracture formation. Macro-scale fracture propagation is governed by Fracture Me-
chanics; models based on the concept of stress-intensity factor, energy release rate, Crack
Tip Opening Displacement (CTOD) or Crack Mouth Opening Displacement (CMOD).
In this chapter, a CZM is adopted to capture the softening induced by the separation of
macro-fracture surfaces. We start by calibrating the critical damage (i.e., crack density)
which marks the transition betweem continuum damage propagation and macro-fracture
formation. To this aim, we calculate the damaged Young’s modulus of a 2D REV that
contains one set of parallel equally sized cracks, by using two methods: first, the proposed
continuum damage model, which does not account for micro-crack interaction; second,
Kachanov’s micro-mechanical model [261], which accounts for micro-crack interaction.
The critical damage value is defined as the level of damage above which the predictions of
damaged elatic stiffness differ in the two models. Details are provided below.
In the 2D micro-mechanical damage model proposed by Kachanov, the stress and strain
fields in a linear elastic plate containing N cracks subjected to the stress σ∞ at infinity are
calculated as those in a plate subjected to zero far field stress and containing N loaded
micro-cracks. The faces of each micro-crack (i = 1, ..., N) are subjected to the traction
t0i = ni·σ∞, in whichni is the unit vector normal to the faces of the i−th crack. According
to the superposition theory for elastic media, this problem can be solved by considering N






Figure 4.7: Crack interaction model in Kachanov’s theory.
sum of t0i and the additional tractions due to stress interactions with the other micro-cracks.
The superposition method is illustrated in Figure 4.7. The tractions can be determined by
solving a system of integral equations, as follows [261]:
ti(ζi) = t
0





σnj (ζi, ζj)[nj · tj(ζj)] + στj (ζi, ζj)[τj · tj(ζj)]dζj (4.23)
in which lj is the half length of the j − th crack and τj is the unit vector that is tangential
to the faces of the j− th crack. σnj (ζi, ζj) (respectively στj (ζi, ζj)) is the stress tensor at the
current point ζi on the i − th crack, generated by a pair of equal and opposite unit forces
located at point ζj along the normal (respectively tangential) direction of the j − th crack.
Following the approximation proposed and validated by Kachanov [261], we consider that
the stress applied at the i − th crack is that due to the traction applied at infinity and the
average tractions along the faces of the j − th cracks. In other words, we assume that the
stress at ζj is not sensitive to the deviations of tj(ζj) from the average 〈tj〉. This allows
transforming equation 4.23 into:
ti(ζi) = t
0
i + 〈nj · tj(ζj)〉ni ·
∑
j 6=i























σnj (ζi) is the stress generated at point ζi due to a uniform tensile load of unit intensity
applied in the direction normal to the faces of the j − th crack. Noting x = τj and y = nj ,
we have [261]:
σnxx = I2 − 8y2I4 + 8y4I6
σnxy = 2(−yI3 + xyI4 + 4y3I5 − 4xy3I6)
σnyy = I2 + 4y
2I4 − 8y4I6
(4.26)
Note that in the last of the above equations, we corrected a typo in the equations pre-
sented in [261]. στj (ζi) is the stress generated at point ζi due to a uniform tensile load of
unit intensity applied in the direction tangential to the faces of the j − th crack. Noting
x = τj and y = nj , we have [261]:
σxx = 2(3yI3 − 3xyI4 − 4y3I5 + 4xy3I6)
σxy = I2 − 8y2I4 + 8y4I6


































































α = (x− l)2 + y2
β = 2(x2 + y2 − l2)
γ = (x+ l)2 + y2
δ = β + 2
√
αγ
Equations 4.23 allow solving for the tractions ti(ζi). The average relative displacement
vector < bi > across the faces of the i − th crack is found by superposing the displace-







in which E0 is the Young’s modulus of the matrix (bounding material) between the cracks.
The fourth order effective compliance tensor Seff is used to relate the average strain < ε >
to the applied far field stress σ∞ over a representative area A:







[ni(ζi)bi(ζi) + bi(ζi)ni(ζi)]dζi (4.29)
where S0 is elastic compliance tensor without cracks, and ni(ζi) is the unit vector normal
to the i− th crack face at point ζi. We consider flat cracks, for which ni(ζi) is a constant.
Equation 4.29 thus becomes:





[ni < bi > + < bi > ni] (4.30)
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The expressions of the stress distributions that are involved in the integral terms of
Equations 4.23 and 4.28 are very complex, which makes it challenging to obtain the exact
solution of the traction and displacement distributions along each crack face. To overcome
this problem, several approximation methods were proposed [261, 42, 262, 263]. In the





< ti > (4.31)








Figure 4.8: Random crack pattern adopted to calculate the reduction of stiffness due to
damage in the proposed CDM model and in Kachanov’s theory.
In the following, we consider a 2D REV that contains cracks perpendicular to the x-
axis, and we calculate the Young’s modulus in the x-direction. We randomly populate the
crack centers inside the REV as shown Figure 4.8. The crack density in Kachanov’s model
ρ is defined by Equation 4.2, like in the continuum model. But since the problem solved
here is in 2D, the crack surface area and the REV volume are replaced by the crack length







In the present case, because all the cracks are perpendicular to the x-axis, the elastic
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moduli are affected by the crack density (ρ) in Kachanov’s model, and by the xx− compo-
nent of the damage tensor (Ωxx) in the continuum damage model. We simulated a simple
tensile test at the material point with the continuum model. The effective Young’s modulus






whereG is Gibbs free energy expressed in Equation 4.6. We calculated the damaged elastic
tensor with Kachanov’s model for several values of crack density, by either increasing the
number of cracks in the REV with a fixed crack length (crack initiation), or by increasing
the length of a fixed number of cracks in the REV (crack propagation). Note that in all
simulations, the centers of the cracks were randomly distributed inside the REV, with non-
overlap and non-intersection constraints. To ensure that the domain of size D remained a
REV, we used a ratio R = l/D of 1/25.
Figure 4.9 shows the evolution of effective modulus Eeffxx as the crack density (dam-
age) in the x-axis increases, for two different initial moduli. It is worth noting that the
value of the damaged Young’s modulus only depends on crack density - and not on the
type of damage growth (crack initiation vs. crack propagation). Since the free energy
expression (Equation 4.6) is calculated from a dilute homogenization scheme, the effec-
tive modulus predicted by the continuum model (solid black line) coincides with that
predicted by Kachanov’s model (markers & red dashed line) until crack density exceeds
Ωeffxx = ρx = 0.2. When crack density exceeds 0.2, the modulus degradation rate predicted
by Kachanov’s theory is lower than in the CDM model, because of stress shadow effects
(due to crack interactions). Moreover, the point that marks the divergence between the two
models does not depend on the initial modulus used for calculation (case 1 vs. case 2). In
summary, Ωcrit = 0.2 is the limit value above which the interaction between micro cracks
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cannot be ignored: it marks the transition from diffused micro-scale cracks to concentrated
macro-fracture.


















(a) Case 1: E0 = 25.2GPa, ν0 = 0.2


















(b) Case 2: E0 = 50GPa, ν0 = 0.2
Figure 4.9: Damaged Youngs’ modulus calculated with the continuum model and with
Kachanov’s micro-mechanical model for a set of cracks perpendicular to the x-axis.
4.3.2 Macro-scale Cohesive Zone Model: PPR
Above the critical damage threshold Ωcrit = 0.2 ,a macro-fracture segment needs to be
inserted in the FEM model. We use a CZM governed by a traction-separation law to rep-
resent the macro fracture. In this chapter, we list the main equations of the potential based
Park-Paulino-Roesler (PPR) [255] cohesive model, adopted here.
In [255], Park and collaborators constructed a unified potential so as to meet the fol-
lowing requirements: (i) Complete normal and shear failure are reached when normal or
tangential separation reaches a maximum value; (ii) The traction rate is equal to zero when
the traction is equal to the cohesive strength; (iii) The energy release rate is equal to the
area enclosed by the traction-separation curve. The expression of the potential is

















































Figure 4.10: PPR cohesive model of macro-fracture propagation.
directions at the current time (respectively, at failure) as shown in Figure 4.10. φn (respec-
tively φt) is the mode I (respectively, mode II) cohesive energy release rate. α and β are the
shape factors that control the concave or convex nature of the softening curve. The mechan-
ical response of brittle materials is best represented by power law softening equations or
bilinear softening laws [264]. Accordingly, we use α = β = 4, which allows representing
concave shaped softening curves with a power law. The traction vector (Tn, Tt) is obtained


























































































where m,n, called the non-dimensional exponents, are expressed in terms of the shape








The initial slope indicators are defined as the ratios of critical crack opening width to the
final crack opening width (Figure 4.10), i.e. λn = δnc/δn, λt = δtc/δt. Usually, the extrinsic
CZM, in which the elastic behavior (or initial ascending slope) is excluded, is used to model
fracture propagation when a cohesive segment or a cohesive interface element is adaptively
inserted. Only the softening branch is used, because the elastic deformation of the material
is already accounted for by the continuum model. However, numerical simulations indicate
that the absence of one-to-one relationship at the point ∆n = ∆t = 0 causes stability
issues. In the following, we use the intrinsic cohesive zone model with λn = λt = 0.001 to
improve the convergence rate, and to avoid unwanted elastic separation.
To close the formulation of the PPR cohesive model, relationships between the cohe-
sive strengths (σmax, τmax) and the final normal and shear crack opening widths (δn, δt) are
































As explained in [265], the tangent Jacobian matrix can be calculated analytically in the
potential based CZM, which is critical to achieve quadratic convergence in FEM simula-
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tions. The reader is referred to [255, 266] for the expression of the Jacobian matrix for
loading, unloading and reloading phases.
4.3.3 Cohesive Strength and Energy Release Rate of the PPR CZM
The cohesive zone model presented in Section 4.3.2 for pure mode I macro fracture prop-
agation requires 4 material parameters. Here, we consider that the shape factor α = 4 and
that the initial slope indicator λn = 0.001 - these values are typical for brittle materials.
As a result, only the cohesive strength σmax and the cohesive energy release rate φn need
to be calibrated. The transition from an element with diffuse damage at Ωcrit = 0.2 to an
element with a cohesive fracture is handled by writing the equilibrium of forces before and
after the separation of the damaged element. The cohesive strength at a Gauss Point along
the cohesive segment should equal the projected stress interpolated from the stress state of
the element, as shown in Figure 4.11. Numerically, we first obtain the stress tensor σn at
all the nodes of the element from the stress state σg of the Gauss Points, according to the
procedure described in Section 4.4.4. Then, we use the shape functions to interpolate the
stress state at the location of the Gauss points of the cohesive zone. Finally, we multiply
the interpolated stress tensor by the normal unit vector of the fracture segment −→n to obtain
the cohesive strength σmax.
For the cohesive energy release rate, we adopt the method described in [161], which
ensures that the energy dissipated for propagating a unit area of fracture is the same if
the cohesive zone model is used alone or if it is coupled to a nonlocal damage model.














i dτ + EΩ (4.39)
where Gf is the fracture energy release rate measured from laboratory experiments, in
which the creation of macro-scale fracture surfaces is assumed to be the only source of
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Regular CDM Gauss Point









Figure 4.11: Numerical method employed to determine the CZM PPR cohesive strength.
energy dissipation. lΓi is the fracture length in 2D (or fracture surface area in 3D) associated
with the Gauss Point i as shown in Figure 4.11. Ncz is the total number of cohesive Gauss
Points in the system. EΩ represents the amount of energy dissipated by diffused damage Ω






σ : ε̇dΩdτ −
∫
Ωp
σ : εdΩ. (4.40)
Numerically, we first use Equation 4.40 to calculate the total energy released by contin-
uum damage development within the process zone Ωp (shaded in blue in Figure 4.12). The
size of the process zone in the direction perpendicular to the macro fracture is related to
the nonlocal internal length parameter lc. Here, the width of the process zone size is equal
to lc because the nonlocal weight function is bell-shaped (i.e., the weight is zero beyond a
distance lc). Through Equation 4.40, it is also assumed that the previously developed pro-
cess zone (shaded in gray) is frozen after the transition from continuum damage to cohesive
fracture. In other words, the elements in the shaded gray area are governed by a linear elas-
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Figure 4.12: Numerical method employed to determine cohesive energy release rate.
tic constitutive function with reduced stiffness C(Ωcrit); no more energy dissipation comes
from those bulk elements. Furthermore, we note that the length (area in 3D) of the newly
formed cohesive segments is ls, which indicates that the energy that should be dissipated to
create the correct amount of fracture surfaces is Gf ls. We use Equation 4.39 to obtain the
energy release rate for each cohesive Gauss point, as
φn = Gf − EΩ/ls. (4.41)
4.4 Numerical Implementation
4.4.1 Governing Equation
Consider a domain Ω, as shown in Figure 4.13, containing a fracture Γd. A prescribed
traction t̄ is imposed on the boundary Γt and a prescribed displacement ū is imposed on
the boundary Γu. Along the boundary of the macro-fracture, positive and negative cohesive
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tractions (t+, t−) are imposed on the positive and negative surfaces (Γ+d ,Γ
−
d ). The equilib-
rium governing equation and the associated natural boundary conditions are expressed as:
∇ · σ + b = 0 in Ω
σ · n = t̄ on Γt
σ · n+Γd = −σ · n
−
Γd
= t+ = −t− = t(Tn, Tt) on Γd
(4.42)
where σ is the Cauchy stress tensor and b is the body force per unit volume. n is the
outward normal unit vector on the outer boundary, n+Γd andn
−
Γd
are the inward unit normals
on the fracture boundary, as shown in Figure 4.13.
The kinematic equations include the strain-displacement relationship, the definition of
cohesive separation and the essential boundary conditions, as follows:
ε = ∇su in Ω
JuK(∆n,∆t) = u− − u+ on Γd
u = ū on Γu
(4.43)
Finally, we relate the stress σ with the strain ε and the cohesive traction t with the sep-
aration JuK through the constitutive laws developed in Sections 4.2 and 4.3.2, and formally
written as:
σ = C(Ω) : ε = S−1(Ω) : ε in Ω
t(Tn, Tt) = KcohJuK(∆n,∆t) on Γd
(4.44)
where C = S−1 is the stiffness fourth order tensor. Kcoh is the stiffness of the cohesive
zone (i.e. the stiffness in the separation law).
In order to implement the governing equation into a finite element code, the strong form


















Figure 4.13: Boundary conditions imposed on the domain of the bulk, Ω, and on the macro-
fracture Γd.
the equilibrium equations by a virtual displacement function δu and integrate it over the
whole domain Ω. After utilizing the divergence theorem and the boundary conditions, we
have the weak form as:
∫
Ω
∇sδu : σdΩ +
∫
Γd
δJuK · tdΓ =
∫
Γt
δu · t̄dΓ +
∫
Ω
δu · bdΩ, ∀δu ∈ V (4.45)
where V represents the space of all possible displacement fields that satisfy δu = 0 on Γu.
4.4.2 XFEM Discretization
Simulating fracture propagation without imposing a predefined fracture path is a long-
standing issue. Techniques employed in engineering include: inserting interface elements
to the boundaries of all regular finite elements prior to the loading simulation [267, 268],
dynamically inserting interface elements to the fracture path during the simulation [269,
164], and using the eXtended Finite Element Method (XFEM) in which extra degrees of
freedom are added to the nodes of elements where the fracture passes through [270], based
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on the concept of partition of unity [271]. In this thesis, we adopt the XFEM to discretize
the primary variable, the displacement field. Note that the classical branch functions which
are used to approximate the near tip stress singularity are not used here, because the stress
field does not present ingularities in the coupled CDM-CZM problem. Only the Heaviside










[H(x)−H(xi)]ai, ∀x ∈ Ω
= Nu(x)U +Na(x)A
(4.46)
in which S is the set of all nodal points and SH is the set of enriched nodes located in a
support bisected by the fracture. ui and ai denote the nodal values of the displacement field
associated with the standard and enriched degrees of freedom (DOF), respectively. Ni(x)
is the standard shape function associated with node i, and the Heaviside jump function
H(x) is defined as
HΓd(x) =

+1, Φ(x) > 0
−1, Φ(x) < 0
(4.47)
where Φ(x) is the level set function, the definition of which is illustrated in Figure 4.13. It
is worth noting that we shift the jump function in Equation 4.46, to avoid the problem of
post processing and blending element [272]. By substituting the values of the Heaviside




Ni(x)ai = Nu(x)A (4.48)
By substituting the approximation functions 4.46-4.48 into the weak form of the gov-
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erning equation 4.45, the following residual equations can be obtained:
Ru = KuuU +KuaA− F extu = 0
Ra = KTuaU +KaaA+ F
coh − F exta = 0
(4.49)
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where θ is the angle between the fracture path and the horizontal axis. Λ is used here to
transform the cohesive traction t, formulated in the local coordinate system, to the global
coordinate system.
The nonlinear system of Equations 4.49 needs to be solved iteratively. We adopt the
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Newton-Raphson solution strategy, in which Equation 4.49 is linearized with respect to































In the FEM, the analytical expression of J is typically sought so as to achieve a
quadratic convergence rate. Unfortuntaly, due to the particular formulation of the contin-
uum damage model, we cannot obtain analytical expression of the second term of Equation
4.50 because the stiffness tensor C = S−1 cannot be expressed explicitly. So we use the
secant stiffness matrix method, in which only the first term of Equation 4.50 is considered.
Convergence can still be achieved at the cost of more iterations (linear convergence rate).
Note that ∂F coh/∂a can be obtained explicitly through ∂(Tn, Tt)/∂(∆n,∆t).
4.4.3 Fracture Tip Advancement Algorithm
In order to couple the CZM with the continuum damage model with the XFEM, an ex-
plicit algorithm is needed: (1) To determine when to split bulk elements and to insert
cohesive segment; (2) To calculate the propagation direction of the macro-fracture; and (3)
To determine the fracture propagation length. In Section 4.3, we calibrated the transition
from continuum damage to macro-fracture and we found that the critical damage value was
Ωcrit = 0.2 for the continuum damage model presented in Section 4.2. A simple implemen-
tation scheme consists in checking systematically the state variables at the Gauss points of
elements ahead of fracture tip (Figure 4.14). If the value of damage at one Gauss point
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exceeds Ωcrit, the fracture tip advances towards that Gauss point, with known propagation
direction and length. However, this simple algorithm becomes ineffective when multiple
Gauss points at different locations exceed the threshold at the same load increment. Let
us recall that the continuum damage model is enhanced with nonlocal regularization for
tensile softening, thus, the area of damage development ahead of the fracture tip (i.e. the
size of process zone) is correlated with the internal length parameter lc, as shown in Figure
4.14. In line with the methods presented in [273, 161], we assume that the fracture propa-
gates when the component of the weighted damage tensor over the half circle patch ahead
of the fracture tip (shaded in blue) exceeds the threshold Ωcrit. We first obtain the weighted




α(xtip, ξ)Ω(ξ)dΩT (ξ) =
∑NGP
j=1 α0(‖xtip − ξj‖)Ω(ξj)∆Vj∑NGP
j=1 α0(‖xtip − ξj‖)∆Vj
(4.56)
where xtip and ξ are the global coordinates of fracture tip and Gauss points in ΩT , respec-
tively. NGP is the total number of Gauss points in ΩT , and ∆VJ is the geometrical volume
associated with Gauss point j. Please note that the size of ΩT is controlled by the internal
length lc since we chose a bell-shaped weight function (4.21) for nonlocal enhancement.
We discretize the half circle shown in Figure 4.14 into a series of directions m, and
we project the weighted damage tensor on the direction n normal to the direction m used
for discretization: Ωn = nT · Ω · n. Then we compare the maximum projected damage
components max(Ωn) with the threshold Ωcrit. If max(Ωn) ≥ Ωcrit, we propagate the
fracture along the direction of m normal to the unit vector n. For all simulation in this
chapter, we choose a user-defined growth length ∆a = lc, since the size of the process
zone is controlled by the internal length and equal to 2 × lc. It is worth noting that since
only the Heaviside function is used for XFEM discretization, cohesive segments are never
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Figure 4.14: Macro cohesive fracture initiation algorithm based on the projection of the
weighted damage tensor.
4.4.4 SPR State Variable Mapping
An element being cut by a fracture should be divided into subdomains inside which the
displacements are continuous functions. In this study, we employ the classical sub-region
quadrature technique [274] to divide a quadrilateral element into multiple triangles, and
we use three Gauss points within each triangle to calculate the Jacobian matrix and the
residual. Consequently, the number and the location of Gauss points with in an element
that is cut during fracture propagation is changed. It is thus necessary to remap the internal
and state variables, such as damage and stress, from the initial to the new set of Gauss
points. Variable mapping accuracy has a significant influence on the equilibrium recovery
rate after the fracture tip advancement. In this thesis, the super-convergent patch recovery
(SPR) proposed by Zienkiewicz and Zhu [275] is adopted. In the SPR, two steps need to
be performed numerically: (1) A construction step, in which the state variables at nodes of
an element are interpolated by least square fitting from the neighboring Gauss points; (2)
A recovery step, in which the state variables at the new Gauss points are interpolated from
the nodes by using the shape functions of the element.
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In the construction step, we assume that a nodal state snode can be interpolated by a
polynomial function Sp(x, y), in which p denotes the polynomial order. We have
Sp(x, y) = P · a (4.57)
where P is the polynomial of order p and a is a set of coefficients, which can be expressed
as follows in the case of a 2D simulation:
P = [1, x, y, x2, y2, xy, ...]
a = [a0, a1, a2, a11, a22, a12, ...]
(4.58)
The coefficient vector a is obtained by using the least square fitting thechnique applied








T sold(xk, yk) (4.59)
where n is the total number of sampling Gauss points. The nodal state snode is then inter-
polated, as follows:
snode = P (xnode, ynode)
Ta. (4.60)
Once all variables have been interpolated at the nodes of an element, we move to the







in which Ni is the shape function associated with node i.
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4.5 Engineering Examples of Micro-macro Fracture Propagation
4.5.1 Wedge Splitting
We implemented the coupled CDM-CZM framework based on the XFEM into an open
source finite element package in C++, called ‘Object Oriented Finite Element Method’
(OOFEM) [276, 277]. To check that the framework can be used to model micro-macro
fracture propagation, a wedge splitting benchmark example is first simulated. The geome-
try and boundary conditions are shown in Figure 4.15. The thickness of the specimen is 97
mm, like in the laboratory experiment described in [278]. The material parameters listed
in Table 4.2 are used, in which the elastic constants (E, ν) and the total energy release rate
Gf are adopted from [278]. Note that lc is typically 2-3 times of maximum aggregate size
in brittle solids [73]. We calibrate the damage evolution parameters (αt, κt) for an internal
length of lc = 16 mm, by matching the numerical load-displacement curve to the experi-
mental one. The domain is discretized with linear quadrilateral elements with two different
mesh densities to investigate mesh dependency. It is expected that a straight fracture will













Figure 4.15: Geometry and boundary conditions of the wedge splitting test.
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Table 4.2: Material parameters used for the wedge splitting test.
Young’s modulus E (GPa) 25.2




Internal length lc (mm) 16
Total energy release rate Gf (N/mm) 0.101
As shown in Figure 4.16, we simulate wedge-splitting test with different values of
(αt, κt) until the simulated force-CMOD (crack mouth opening displacement) curves (dashed
lines) match well the experimental measurements [278] (solid dark line). In addition, we
simulate a case in which the matrix is elastic (no damage) and in which the energy is solely
dissipated by macro fracture surface formation (CZM). For this particular case, we used a
cohesive strength of 6.6 MPa from [278], and the cohesive segments along the pre-assigned
fracture path were inserted at the start of simulation. The global force-CMOD response of
the CZM is represented by a solid blue line in Figure 4.16. The curves predicted by the
proposed CDM-CZM framework match the experimental data until the maximum force is
reached. After the peak, the CDM-CZM simulation results are similar to those obtaied with
the CZM, but depart from the experimental response by up to 25%. These discrepancies
can be explained by: (i) The pre-assigned cohesive segment with zero thickness, which has
artificial compliance, which results in additional CMOD in the CZM simulation before the
peak; (ii) The shape of the cohesive traction-separation law, which influences the global
softening curve: the shape factors α = β = 4 used in the PPR cohesive law are not exact.
Overall, the global response reflected in the load-CMOD curve is predicted accurately be-
fore the peak; an error of up to 25% is made between the peak and a residual load of 1 kN,
and the error is around 65% when the residual load is close to zero.
Figure 4.17 shows several stages of the macro fracture propagation accompanied by
the damage process zone evolution. The tip of the macro cohesive fracture is behind of
the front of process zone at all stages, which indicates a smooth transition from damage to
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Figure 4.16: Load vs CMOD response: comparison of numerical and experimental results.
fracture. The size of the process zone is constant throughout the simulation, and it is not
mesh dependent thanks to nonlocal enhancement. Note that the maximum damage within
the process zone is max(Ωy) = 0.4 - greater than the damage threshold Ωcrit = 0.2. This is
due to the fact that the threshold Ωcrit is applied on a weighted damage tensor and not on
the components of damage itself.
Figure 4.18 illustrates the transformation the energy input into elastic deformation en-
ergy and dissipated energy over time, as a function of the CMOD. ET denotes the total
energy input, computed by multiplying the applied force P with the displacement at the
nodes where the force is applied. EE is the elastic energy stored within the system. EC
represents the dissipated cohesive energy due macro fracture propagation, and it is calcu-
lated by multiplying the cohesive energy release rate φn by the length of propagated macro
fracture, and the thickness of the specimen. The last term EΩ is the dissipated energy due
to micro fracture development; it can be computed by Equation 4.40. We present the ev-
lution of energy for the three cases simulated in Figure 4.16 (CZM only, CDM-CZM with





CMOD = 0.1 mm CMOD = 0.2 mm CMOD = 0.3 mm
Figure 4.17: Contour of the damage component Ωy (horizontal micro cracks) and macro
cohesive fracture path shown on the deformed mesh (displacements magnified ×5). Top
row: fine mesh; lower row: coarse mesh.
differences between the three cases are due to the artificial compliance of the CZM and to
the shape factors of the PPR cohesive model. Despite these discrepancies, all the simulated
cases show that the evolution of energy follows three phases. In the initial phase, all the
input work is transformed and stored as elastic energy within the system. In the second
phase, energy is dissipated by micro-crack and macro-fracture propagation while the elas-
tic energy of the system keeps increasing. In the final phase, most of the input work is
dissipated immediately, and some of the stored elastic energy gets dissipated as well, to
propagate micro-cracks and the macro-fracture. The elastic energy of the system tends to
zero. We can also note that the percentage of energy dissipated by micro-crack propaga-
tion (damage development) is significantly smaller than the amount of energy dissipated by
macro-fracture surface formation. To conclude, the proposed framework can successfully
simulate mode I macro-fracture propagation with a damage process zone, the size of which
depends on microstructure. Most of the input work is dissipated to create macro-fracture
surfaces.
125












































Phase I Phase II Phase III
Figure 4.18: Evolution of the components of energy during the wedge splitting test: work
input ET , elastic energy EE , dissipated energy by cohesive fracture propagation EC and
by continuum damage EΩ. CZM only (“Cohesive fracture only”), CDM-CZM with coarse
mesh (“Transition-coarse”), CDM-CZM with fine mesh (“Transition-fine”).
4.5.2 Three-point Bending
A three-point bending test is now simulated. The geometry and boundary conditions of
the laboratory experiment described in [279] are adopted here - see Figure 4.19. An initial
notch of 20 mm in depth and 4 mm in width is considered. The thickness of the specimen
is 100 mm. Like in the previous case, the elastic constants and the total energy release rate
measured from [279] are directly used for the simulation. The internal length is fixed as
lc = 6 mm, and the material parameters controlling continuum damage evolution are cali-
brated by fitting the force-deflection curve against experimental results. By trial and error,
the best match was found to be the one shown in Figure 4.20, in which the experimental
data is marked in black solid curve, and the numerical prediction is marked in red dashed
line. We also simulated the three-point bending test with CZM only by inserting cohesive
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segments alined with the notch before the loading simulation. The CZM global response
curve (F − u) marked in blue solid line matches the the results obtained with the CDM-
CZM framework. Note that for the case with CZM only, we chose the cohesive strength
σmax = 6.12 MPa and the cohesive energy release rate φn = Gf = 0.1963N/mm, from
[279]. The 6 CDM-CZM parameters used for the simulations are listed in Table 4.3. Note
only one mesh is employed here since it was already shown that nonlocal regularization
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4 mm
Figure 4.19: Geometry and boundary conditions of the three-point bending test.






















Figure 4.20: Load-deflection curve for the three-point bending test: comparison of experi-
mental and numerical results.
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Table 4.3: Material parameters used for the three-point bending test.
Young’s modulus E (GPa) 50.0




Internal length lc (mm) 6
Total energy release rate Gf (N/mm) 0.1963
Figure 4.21 represents the distribution of horizontal stress σx, nonlocal equivalent strain
ε̂nlt and damage component Ωx in the central zone of the beam, marked by a blue dashed
in Figure 4.19. The traction-separation law predicts traction (reflected from σx) even after
the initiation of the macro-fracture. The material fracture tip (no traction, defined in Figure
4.10) is behind of the mathematical fracture tip (cohesive segment inserted). The nonlocal
equivalent strain is non-zero only in the vicinity of the macro fracture tip area, indicating
that the fracture surface behind the material fracture tip is unloaded: the elastic energy
stored during previous load increments flows into the tip area and is dissipated. Vertical
micro-cracks develop within the process zone, which surrounds the macro-fracture.
Figure 4.21 shows the evolution of the total input workET , the stored elastic energyEE ,
and the dissipated energy by macro cohesive fracture propagation EC and by micro-cracks
development EΩ. Similar to the wedge splitting case, the evolution of energy presents
three main phases, and the percentage of dissipated energy by micro-crack initiation and
propagation EΩ is insignificant compared to the energy dissipated by macro-fracture for-
mation. It is also worth noting that a discrepancy exists between the predictions made by
the proposed CDM-CZM framework and those made by the CZM alone, even if the global
responses (F − u curve in Figure 4.20) are similar.
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4.6 Conclusions
In this chapter, we present a novel numerical framework that couples a nonlocal microme-
chanics based anisotropic damage model with a cohesive zone model. This multi-scale
framework captures the failure process in brittle solids, from the nucleation of micro-cracks
to the formation of macro-fracture.
A non-local micromechanics-based continuum damage model is proposed to predict the
material response from the microscopic scale to the REV scale. A dilute homogenization
scheme is adopted for calculating the deformation energy of the REV, which is attributed
to the elastic deformation of the matrix and to the displacement jumps at open and closed
micro-crack faces. The Gibbs free energy is obtained by integrating the energy potentials
of the different sets of micro-cracks on the unit sphere. An explicit expression of the free
energy of the REV is provided when all micro-cracks are open and when all micro-cracks
are closed. Tensile (respectively compressive) damage criteria depend on equivalent strains
defined in terms of positive principal strains (respectively deviatoric) strains. Damage evo-
lution laws are obtained from consistency conditions and from postulates on damage po-
tentials. The model is enriched by non-local equivalent strains, calculated as the weighted
average of equivalent strains on an influence zone of material-specific characteristic size.
From the REV scale to the macroscopic scale, the potential based PPR cohesive zone
model is adopted to characterize the macro-fracture behavior. The critical damage level
that marks the transition from continuum damage to discrete cohesive fracture is defined as
the damage above which the damaged stiffness tensor calculated with proposed non-local
damage model (which does not account fro crack interactions) stops matching the stiffness
tensor calculated from Kachanov’s micromechancis-based damage model (which accounts
for crack interactions). We find a critical damage threshold of 0.2. Furthermore, an energy
equivalence criterion is established to determine the cohesive strength and the cohesive
energy release rate, so that the total dissipated energy by propagating macro-fracture and
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micro-cracks for a unit area equals to the energy release rate measured at the laboratory.
We couple the non-local continuum damage model with the discrete cohesive zone
model by using a XFEM discretization technique. After deriving the secant Jacobian ma-
trix, we implement the proposed framework into an open source finite element package
(OOFEM). A weighted damage tensor around the tip area is empolyed to determine the
direction and length of the macro-fracture that propagates. The SPR method is used to
map state variables after remeshing. Utilizing the proposed computational tool, a wedge
splitting test and a three-point bending test are simulated. Results demonstrate that the
framework can successfully capture the propagation of a mode I macro-fracture within a
damage process zone. The size of the process zone is mesh independent owing to the
nonlocal regularization, and the predicted global responses match well with experimental
measurements. In addition, simulation results reveal that most of the energy is dissipated
to create macro-fracture surfaces and that very little energy is dissipated due to damage
development.
The proposed CDM-CZM framework still have limitations. For instance, it is imposible
to properly simulate micro-macro fracture propagation in mixed ode, due to the choice of
the constitutive CDM model. First, it is impossible to obtain the tangent Jacobian matrix
without the explicit expression of the damaged stiffness matrix C, which results in conver-
gence issues for complex stress paths. Second, the dilute homogenization scheme limits the
degradation of modulus, so that the softening stress-strain curve cannot reach zero stress,















u= 0.06 mm u= 0.12 mm u= 0.24 mm
Figure 4.21: Contour of horizontal stress σx, nonlocal equivalent strain ε̂nlt and damage
component Ωx (vertical micro cracks) in the central part of the beam subjected to three
-point bending (see blue area in Figure 4.19). Deformed mesh (×5) at different stages of
macro fracture propagation.
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Phase I Phase II Phase III
Figure 4.22: Evolution of the components of energy during the three-point bending test:
work input ET , elastic energy EE , dissipated energy by cohesive fracture propagation EC




HYDRAULIC FRACTURING IN TRANSVERSELY ISOTROPIC MATERIALS
5.1 Introduction
Modeling fluid driven fracture propagation in porous formations is still a challenging issue,
because of the couplings between the deformation and fracturing of the solid skeleton (ma-
trix), the flow of fluid in both the porous matrix and the macroscopic fractures, and the fluid
exchange at the fracture faces. Numerical tools developed to date were successfully applied
in engineering for isotropic elastic materials. Modeling hydraulic fracturing in anisotropic
material is still an open issue, especially under anisotropic in-situ stress conditions.
In this chapter, we present a computational tool to simulate hydraulic fracturing in trans-
versely isotropic porous materials based on the eXtended Finite Element Method (XFEM).
In Section 5.2, we first formulate a constitutive law for predicting stress-induced anisotropy
in an initially transverse isotropic material. The evolution laws of the damage components
are expressed in terms of equivalent strains, which are direction dependent. In Section 5.3,
we explain how to avoid mesh dependency while accounting for intrinsic anisotropy, by
using an anisotropic nonlocal regularization technique. After deriving the analytical ex-
pression of the Jacobian matrix, a three-point bending test is simulated by means of a dis-
sipation based arc length control algorithm. The strong and weak forms of the governing
equations of the problem of hydraulic fracturing in saturated porous media are presented in
Section 5.4. We detail the momentum balance equations for the solid and fluid phases and
well as the mass balance equations for the fluid phase inside the solid skeleton and inside
the fracture. Constitutive equations are the proposed anisotropic damage model (for the
deformation and damage of the porous matrix), the PPR cohesive model (for fracture prop-
agation), Darcy’s law (for fluid flow in the solid matrix) and the cubic law (for fluid flow
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within the fractures). In Section 5.5, we present the XFEM used for space discretization
and the finite difference method used for time discretization. A Newton-Raphson iterative
scheme is employed to solve the global nonlinear system of equations. In Section 5.6, we
first validate the formulation and implementation of the computational model by simulat-
ing the Khristianovic-Geertsma-de Klerk (KGD) problem; we conduct parametric studies
in plain strain conditions to understand the mechanisms that control fracture path formation
in the presence of both material and stress anisotropy.
5.2 Anisotropic Damage Model for Transversely Isotropic Materials
5.2.1 Damage Operator and Damaged Stiffness Tensor
In brittle materials, the inception, propagation and coalescence of micro-cracks result in
hardening or softening of stress/strain relations and stiffness reduction at the scale of the
REV. The nominal stress, σ, is related to the damaged effective stress, σ̂, through
σ̂ = M : σ (5.1)
where M is a fourth-order damage operator (second-order with Voigt notation). Assuming
that damage components in each direction evolve independently, the damage operator M




i = 1, 2, ..., 6 (5.2)
Note that Voigt notations are adopted here, so that σ̂4 = τ̂23 = τ231−ω4 , in which:
ω4 = 1− (1− ω2)(1− ω3)
ω5 = 1− (1− ω1)(1− ω3)






















Figure 5.1: Definition of the intrinsic damage directions in transverse isotropic shale, mod-
ified from [282].
The diagonal form of M ensures that the damaged compliance matrix resulting from
Equation 5.1 is symmetric. We consider a geomaterial with transverse isotropy with respect
to the normal direction of bedding planes. Figure 5.1 shows the example of shale, which is
a sedimentary rock [280, 101, 281]. We set the local coordinate system so that direction 1,
called the axial direction, is perpendicular to the bedding plane. Directions 2 and 3, along
the bedding plane, are called transverse directions. Correspondingly, in Equation 5.2, ω1 is
called axial damage and ω2, ω3 are the transverse damage variables.
We focus on transverse isotropic quasi-brittle materials. With negligible inelastic de-
formation, the non-linear stress/strain relation results from damage evolution only (micro-
crack development). Adopting the principle of strain equivalence, the constitutive relation
is expressed as
ε = S0 : M : σ. (5.4)
For a transverse isotropic material, the elastic compliance matrix S0 depends on 5 pa-
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, ν23 = ν32 and G13 = G12.
We construct damage evolution laws that directly relate damage components to equiva-
lent strain measures, defined below. We focus on plane strain loading conditions, in which
the out-of-plane components of equivalent strains are zero, and consequently, the out-of-
plane component of damage, ω3, is zero. With ω3 = 0, the damaged stiffness matrix C can
be explicitly expressed as
C =

C11 C12 C13 0
C21 C22 C23 0
C31 C32 C33 0





C11 = E1(1− ω1)((1− ω2)ν223 − 1)/D
C22 = E2(1− ω2)((1− ω1)ν12ν21 − 1)/D
C33 = E2(1− ω1)(1− ω2)(ν21ν12 − 1)/D
C44 = G12(1− ω1)(1− ω2)
C12 = −E1ν21(1− ω1)(1− ω2)(1 + ν23)/D
C21 = −E2ν12(1− ω1)(1− ω2)(1 + ν23)/D
C13 = −E1ν21(1− ω1)(1 + (1− ω2)ν23)/D
C31 = −E2ν12(1− ω1)(1 + (1− ω2)ν23)/D
C32 = C23 = −E2(1− ω2)(ν23 + (1− ω1)ν12ν21)/D
(5.7)
where σ = C : ε = (S0 : M)−1 : ε, E2ν12 = E1ν21, and
D = (1− ω2)ν223 + 2(1− ω1)(1− ω2)ν12ν21ν23 + (1− ω1)(2− ω2)ν12ν21 − 1 (5.8)
5.2.2 Concept of Equivalent Strain
Equivalent strains can take various forms [283, 23, 69, 284, 285, 286]. For isotropic ma-
terials, the most widely used equivalent strains are: the energy release rate thermodynami-
cally conjugated to damage [283], the square root of the positive principal strains [23], and
a modified von Mises strain [69]. Equivalent strain measures were introduced in damage
evolution laws to capture unilateral effects, differences of behavior in tension and compres-
sion, and macroscopic hardening and softening due to mixed mode micro crack initiation
and propagation. For direction dependent transverse isotropic materials, a complete set of
new equivalent strains needs to be defined. Inspired from the stress invariants used in Hill’s
yield criterion [111] and in Hashin’s failure criterion [287] (for unidirectional fiber com-
posites), we introduce the following strain measures, which are strain invariants if axis 1 is
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normal to the bedding planes:
I1 = ε11










I5 = 2ε12ε13ε23 − ε22ε213 − ε33ε212
(5.9)
where I3 is the square of the maximum transverse shear strain while I4 is the square of the
maximum axial shear strain. Following the form of Hill’s and Hashin’s models, we choose
a quadratic damage criterion. Based on the invariants defined above, the most general form





2 + A3I3 + A4I4 +B12I1I2 = 1 (5.10)
in whichA1,A2,A3,A4 andB12 are material parameters. Field investigation and laboratory
experiments [288, 289] indicate that there are two primary failure modes in transversely
isotropic rock (Figure 5.2): the sliding mode, in which failure is controlled by the tensile
and shear strength of the bedding planes, and the non-sliding mode, in which failure is
controlled by the strength of the matrix material. In sliding mode, failure is the result
of normal and shear stresses, and occurs along the bedding plane (x2 − x3). In terms
of continuum mechanics variables, it implies that failure in sliding mode is controlled by
strain components ε11, ε12 and ε13. In non-sliding mode, the normal direction of the failure
surface is contained in the bedding plane. Due to material isotropy in the bedding plane




Layer debonding and sliding Layer tensile breaking
Figure 5.2: The two primary failure modes in transversely isotropic materials.
Consequently, we are seeking two failure criteria expressed in the following form:
A1I
2
1 + A4I4 = 1
A2I
2
2 + A3I3 + A4I4 = 1
(5.11)
for the sliding mode and the non-sliding mode, respectively.


















tial tensile and compressive strain thresholds for the sliding mode (respectively for the
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, j = t, c (5.12)
we took Aj1 = 1/(ε
j0
11)
2 and A4 = 1/(εs012)
2 where εs012 is the initial out-of-bedding-plane













, j = t, c
εeq2j =
















we took Aj2 = 1/(ε
j0
22)
2 and A3 = 1/(εs023)
2, where εs023 is the initial shear strain threshold
within the bedding plane.
5.2.3 Damage Criteria and Evolution Laws in Tension
Since crack orientations and propagation modes are different in tension and compression
[290, 291], we distinguish tensile and compressive damage components, noted ωit, ωic, i =
1, 2, 3 respectively. Unlike Mazars’ approach [24], in which total damage is calculated as
the weighted average of tensile and compressive damage components, we consider that
tensile damage components ωit and compressive damage components ωic are two sets of
independent internal state variables. When the volumetric strain εv = ε1 +ε2 +ε3 is positive
(respectively, negative), compressive damage components ωic (respectively, tensile damage
components ωit) are substituted into Equation 5.2 to construct the damage operator. As a
result, unilateral effects due to crack closure can be captured. Damage components take
values between 0 (no micro-crack in the direction considered) and 1 (no more stiffness in
the direction considered).
Two loading surfaces are used to distinguish micro-crack propagation in the axial and
transverse directions. For tensile damage, we consider the two following damage criteria:
g1t(ε, κ1) = ε
eq
1t − κ1, g2t(ε, κ2) = ε
eq
2c − κ2 (5.14)
Where the equivalent strains εeqi are scalar measures of strain defined in the axial and trans-
verse directions. κ1 and κ2 are the internal state variables that control the evolution of
damage: they represent the equivalent strain thresholds before the initiation of damage in
directions 1 and 2, respectively. After damage initiation, κ1 and κ2 are the largest equiva-
lent strains ever reached during the past loading history of the material. Damage can only
grow if the current stress state reaches the boundary of the elastic domain, gi = 0. Karush-
Kuhn-Tucker complementary conditions are used to account for loading-unloading stress
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paths:
g1 ≤ 0, κ̇1 ≥ 0, κ̇1g1 = 0
g2 ≤ 0, κ̇2 ≥ 0, κ̇2g2 = 0
(5.15)
Now, we establish a relationship between the internal state variables κ1, κ2, defined as
the maximum equivalent strains ever encountered in the material, and the damage variable
ω. Since both the internal variables and the damage components grow monotonically, it
is admissible to postulate the evolution law of damage in the form ωi = f(κi), i = 1, 2.
The exact form of the function f should be identified from actual stress paths monitored in
experiments, such as uniaxial stress-strain curve in axial and transverse directions. In the
absence of such data, we assume that in tension, the axial damage component follows an
exponential law, which reflects rapid micro crack propagation in mixed I-II mode:
ω1t =









, if κ1 > εt011
(5.16)
where αt11 is a material parameter that controls the damage growth rate. We use a similar




(χ2t + χ3t) =









, if κ2 > εt022
(5.17)
where αt22 controls the ductility of the response in the transverse directions. Based on
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ω̄2t, if χ2t ≤ ω̄2t
χ2t, if χ2t > ω̄2t
, ω3t =

ω̄3t, if χ3t ≤ ω̄3t
χ3t, if χ3t > ω̄3t
(5.18)
where we introduced the McAuley brackets: 〈x〉 = 0 if x < 0, 〈x〉 = x if x ≥ 0. ω̄2t and
ω̄3t are the tensile damage values in the two transverse directions at the previous increment.
Figure 5.3a below shows the evolution of tensile damage with the tensile equivalent strain:
once the threshold is reached, damage evolves rapidly, and the growth rate slows down
close to final failure.
5.2.4 Damage Criteria and Evolution Laws in Compression
Different from mixed mode crack propagation, pure mode II sliding in compression is
confining (normal) stress dependent. We reconstruct the two compressive loading surfaces
in axial and transverse directions as:
g1c(ε, κ1) = ε
eq
1c + η〈(σ2 + σ3)/2〉 − κ1
g2c(ε, κ2) = ε
eq
2c + η〈σ1〉 − κ2
(5.19)
Where η controls the influence of the confining stress on compressive damage. Note that the
McAuley brackets are introduced to account for compressive confining stress only. Similar
to tensile loading functions in Equation 5.14, the internal state variables κ1, κ2 in Equation
5.19 represent the largest value taken by the terms εeq1c + η〈(σ2 + σ3)/2〉, ε
eq
2c + η〈σ1〉 in
the entire loading history of the material. Since geomaterials exhibit a pre-peak hardening
and post-peak softening behavior for mode II sliding in compression [245], we choose an
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evolution function f(κ1) with a low growth rate at the beginning and a high growth rate
after the peak, as follows:
ω1c =

0, if κ1 ≤ εc011
exp[(κ1−βc11)/αc11]
1+exp[(κ1−βc11)/αc11]
, if κ1 > εc011
(5.20)
where βc11 and α
c
11 are parameters that represent the initiation of softening in the absence
of confinement and the damage growth rate in the axial direction, respectively. Figure 5.3b
shows the evolution of compressive damage with the compressive equivalent strain. We
define the evolution function f(κ2) in the transverse directions in a similar way as in the




(χ2c + χ3c) =

0, if κ2 ≤ εc022
exp[(κ2−βc22)/αc22]
1+exp[(κ2−βc22)/αc22]
, if κ2 > εc022
(5.21)
in which we split the transverse damage components based on the definition of equivalent
strain εeq2c in Equation 5.13 and loading surface in Equation 5.19, as follows:
χ2c = 2λ2c
ε222 + ε22ε33 + (
1
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ω̄2c, if χ2c ≤ ω̄2c
χ2c, if χ2c > ω̄2c
, ω3c =

ω̄3c, if χ3c ≤ ω̄3c
χ3c, if χ3c > ω̄3c
(5.22)
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(a) Damage evolution in tension





















(b) Damage evolution in compression
Figure 5.3: Explicit damage evolution laws.
5.3 FEM Implementation and Validation
5.3.1 Anisotropic Nonlocal Regularization
The accumulation of damage leads to a softening behavior, which results in localized fail-
ure paths in finite element simulations. As explained in Section 4.2.4, the energy required
to create a unit area of fracture, which should be a material constant, does not converge
upon mesh refinement [75]. Mathematically, the partial differential equations governing
quasi-static problems loose ellipticity, which makes the boundary problem ill-posed. Sev-
eral regularization techniques exist to avoid mesh dependency and fracture localization,
including: the introduction of integration-based variables in the constitutive model [67, 68,
284, 292], gradient-enhanced formulations [82, 70, 79, 84, 80], the micropolar (Cosserat)
continuum theory [293, 89], and the local regularization of material properties based on ele-
ment size and direction (crack band theory) [294, 295]. All of these regularization methods
involve an internal length parameter, typically a characteristic length equal to 2 to 3 times
the maximum grain size [73]. Note that the gradient theory requires additional bound-
ary conditions, which have no physical meaning, to calculate the third order double stress
tensor. The crack band theory fails to capture the process zone of macro fractures. The
micropolar continum theory is particularly suitable for modeling shear bands in granular
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materials. Here, we adopt a versatile integral-based nonlocal regularization technique (the
same as in Section 4.2.4), in which the damage evolution and subsequent stiffness reduc-
tion at a material point not only depend on the stress state at that point, but also on the stress
of points located within a certain neighborhood, the size of which is controlled by internal
length parameters. Numerically, we replace the local equivalent strains εeqi,k, used to check
damage criteria, by their nonlocal counterparts εeqi,k. The nonlocal equivalent strain ε
eq
i,k is
calculated as the weighted average of the local equivalent strain over an influence volume




α(x, ξ)εeqi,k(ξ)dV (ξ), (i = 1/2, k = t/c). (5.23)
where x and ξ are the position vectors of the local point considered and of a point lo-
cated in the influence volume, respectively. α(x, ξ) is a weight function, which decreases
monotonically when the distance r = ‖x − ξ‖ increases. In addition, it has to satisfy the






For isotropic materials, the weight function α0(x, ξ) is often defined as a Gauss func-
tion (normal distribution) or a bell-shaped function, with a single internal length. For trans-
versely isotropic materials however, the nonlocal influence zone is direction dependent.
Due to the weakening effects of the bedding plane, the development of damage at a point
has more influence when cracks propagate in planes that contain the transverse directions
than the axial direction (Figure 5.1). Noting lci the internal length in direction i, we have:












The internal lengths lci provide the size of the volume of influence (Figure 5.4), there-

















































Figure 5.4: Modified bell-shaped weight function for the nonlocal formulation, with lc1 =
0.01, lc2 = 0.02.
In a Finite Element code, nonlocal averaging and integration are performed by summa-
tion over Gauss points located inside the influence zone [69]. For instance, the nonlocal
equivalent strain is calculated as follows:
εeqi,k(x) =
∑NJ
J=1 α(‖T (x− ξJ)T‖)ε
eq
i,k(ξJ)∆VJ∑NJ
J=1 α(‖T (x− ξJ)T‖)∆VJ
(5.26)
in which NJ is the total number of Gauss points located within the influence zone. ∆VJ is
the integration volume associated with the jth neighboring Gauss point. T is the rotation
matrix that transforms global coordinates to local coordinates. In plane strain conditions





where φ is the counter-clockwise angle between the global and local coordinate systems.
In Equation 5.26, the distance ‖xi − ξi‖ first introduced in Equation 4.21 was replaced by
the components of vector T (x− ξJ)T .
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5.3.2 Analytical expression of the tangent stiffness matrix
Since the damage evolution laws are expressed explicitly, no iteration is needed at the
Gauss point to update the state of stress, strain and damage. However, due to the nonlocal
formulation adopted here, the calculation of state and internal variables at a point requires
calculating the average of the values taken by those variables at the Gauss points located in
the influence zone, as explained in Equation 5.26. Consequently, terms need to be added to
the global stiffness matrix due to nonlocal enhancement. The global force balance equation
can be expressed in Voigt notation as:












where B is the strain-displacement matrix (derivative of shape functions with respect to
the coordinates) and N is the shape function vector. t̄ and b are traction and body forces
applied to the system, respectively. Linearizing the governing equation (5.28) at iteration k





n+1 = 0 (5.29)
where J = R,u is the Jacobian matrix (tangent stiffness matrix). Finding the analytical
expression of J is critical to achieve a quadratic convergence rate. To this aim, we follow
the procedure of Jirásek and Patzák [286]. First, we express the internal force F int in terms











I C(ω1t, ω2t)BIu (5.30)
where NI is the total number of Gauss points, and wI are the corresponding integration
weights. We substitute Equation 5.30 into the global force balance equation (5.28), and
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we use J = R,u to obtain the Jacobian. Note that the damage components (ωit, i = 1, 2)
are indirect functions of displacement u. According to the chain rule, the derivative, with













For the plane strain case studied in this chapter, it is posible to obtain the explicit ex-
pression of each of the partial derivatives involved in the above equation. In particular, the







∂ωitC11D − ∂ωitDC11 ∂ωitC12D − ∂ωitDC12 0





∂ω1tD = −2(1− ω2t)ν12ν21ν23 − (2− ω2t)ν12ν21
∂ω2tD = −ν223 − 2(1− ω1t)ν12ν21ν23 − (1− ω1t)ν12ν21
∂ω1tC11 = −E1((1− ω2t)ν223 − 1)
∂ω2tC11 = −E1ν223(1− ω1t)
∂ω1tC22 = −E2ν12ν21(1− ω2t)
∂ω2tC22 = −E2((1− ω1t)ν12ν21 − 1)
∂ω1tC33 = −G12(1− ω2t)
∂ω2tC33 = −G12(1− ω1t)
∂ω1tC12 = E1ν21(1− ω2t)(1 + ν23)
∂ω2tC12 = E1ν21(1− ω1t)(1 + ν23)
(5.33)
According to Equations 5.16 and 5.18, the partial derivatives of the damage components
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0, if ε̄eq1t < κ1






0, if ε̄eq2t < κ2
1, if ε̄eq2t = κ2
(5.35)
are actually the loading-unloading indicators.


































α(T (xI − ξJ)T )∑NJ
J=1 α(T (xI − ξJ)T )wJ
(5.37)
and in which we changed the notation ∆VJ in Equation 5.26 to wJ in Equation 5.36. NJ
is the total number of Gauss points within the nonlocal influence zone for Gauss point I .

























Combining all the above expressions, we can obtain the analytical expression of the
Jacobian matrix by differentiating the internal force vector F int with respect to the dis-
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Note that we only obtain the analytical expression of the Jacobian when the material
is in tension. Under compression, the yield criteria (Equation 5.19) involve stress terms,
and it is impossible to find analytical expressions for the derivative of ∂κI/∂ε̄
eq
ic . Thus the
Jacobian is calculated computationally. In the following, the sub-/super- scripts t/c are
dropped and only the tensile damage cases are simulated. For compressive damage cases,
please refer to the publication [162].
5.3.3 Arc Length Control
The degradation of stiffness due to damage induces strain softening, which may result in
a global force-displacement curve that exhibits multiple limit points (snap through) and a
descending curve (snap-back). A standard load controlled or displacement controlled algo-
rithm based on Newton-Raphson iteration scheme is insufficient to find localized post-peak
solutions. In order to overcome this limitation, we adopt an arc length control algorithm,
initially proposed by Riks [296], as illustrated in Figure 5.5.
We rewrite the general equilibrium equation (5.28) of a nonlinear system as
F int(u)− F ext = 0 → F int(u)− λq = 0 (5.40)
where F int and F ext are the internal and external forces, and λ is a load scaling parameter.
In the arc length control method, the non-linear system of equations has to be solved for the












Figure 5.5: Principle of the arc-length control method. a denotes a normalized displace-
ment, λ is the load scaling parameter. The shaded area is equal to the energy dissipation
τ = 1
2
qT (λ0∆a−∆λa0) within an increment.
solution at the previous load increment. Noting ∆u and ∆λ the variations of displacements
and scaling load parameter over one increment, we have:
R = F int(u0 + ∆u)− (λ0 + ∆λ)q = 0 (5.41)
in whichR is the residual. In general, Equation 5.41 cannot be satisfied without providing
corrections (δu, δλ). At convergence, the residual tends to zero and we have:
R = F int(u0 + ∆u+ δu)− (λ0 + ∆λ+ δλ)q = 0 (5.42)
Upon linearization at point (u0 + ∆u, λ0 + δλ), Equation 5.42 becomes:






· δu− (λ0 + ∆λ+ δλ)q = 0 (5.43)
The derivative of the internal force vector with respect to displacement is the consistent
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tangent stiffness matrix (analytical Jabobian matrix) J . Thus, the system of equations can
be rewritten as:
Ju0+∆u · δu− δλq = −
(
F int(u0 + ∆u)− (λ0 + ∆λ)q
)
= −R (5.44)
Since the scaling load factor δλ is unknown, one more equation is needed in addition
to the equilibrium equation (5.42) in order to solve for both δu and δλ. The basic idea of
the arc-length control method is to express a constraint that controls the iterative process
to ensure that solutions obtained at convergence are indeed on the constitutive stress/strain
curve. The most widely used constraint, proposed by Crisfield [297] is called spherical
arc length control and involves the global norm of the displacement increment. The main
challenge of the spherical arc length control method is to identify the right loading factors
from the quadratic form of the constraint (complex roots). As a remedy, May and Duan
[298] proposed a local version of the normal-plane arc-length control method, in which
only a limited number of degrees of freedom associated with softening development are
involved to form the constraint. For this method, effort is needed to identify the suitable set
of degree of freedoms. In this chapter, we adopted the energy dissipation based arc length





qT (λ0∆u−∆λu0)−∆l = 0 (5.45)
where ∆l is called the arc length parameter that controls the size of each increment step.








We linearize the above equation with respect to displacements at the equilibrium itera-
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where the Jacobian J is derived in Equation 5.39. The derivatives of the constraint with













It is clear from above equations that only the Jacobian J within the consistent tangent
matrix needs to be updated for each iteration, the rest parts only need update at the start of
each increment.
5.3.4 Simulation of Anisotropic Fracture Localization in Three-point Bending Test
We implemented the proposed anisotropic damage damage model with arc length solu-
tion strategy into an open source package called ‘Object Oriented Finite Element Method’
(OOFEM) [276, 277]. To test the ability of the model to simulate mesh-independent and di-
rection dependent fracture propagation in mixed mode, we solve boundary value problems
of three-point bending tests. The specimen geometry, notch size and boundary conditions
are shown in Figure 5.6. Linear triangular elements are used in plane strain conditions. The
transverse characteristic length lc2 is set to 20mm (internal length parallel to the bedding).
We study various ratios R = lc2/lc1 to investigate the influence of nonlocal anisotropy on
the global response. All the other constitutive parameters used are listed in Table 5.1. Note
that the elasticity constants are calibrated against North Dakota Bakken shale [162]. The
other parameters are assumed to be within the range of a typical shale.
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Table 5.1: Material parameters used in the sensitivity analysis.
Direction Elasticity Shear Tension





3.59 0.22 14.68 1.8× 10−4 1.5× 10−4 3.0× 10−4











Figure 5.6: Geometry and boundary conditions adopted in the three-point bending test.
Influence of nonlocal enhancement We first test the nonlocal regularization technique
by simulating the three point bending test with and without nonlocal enhancement, for
three different mesh densities. In all tests, the loading direction is perpendicular to the
bedding plane (orientation noted θ = 90◦) and the internal length ratio is set to R =
2. Figure 5.7 shows the post-failure distribution of the transverse damage component ω2,
which corresponds to vertical cracks perpendicular to the bedding plane that propagate
by layer breaking (non-sliding mode). Comparing Figures 5.7(a) and (b), we note that
simulations done with the local model exhibit a strong mesh dependency: the width of
the fracture process zone is one element in size, no matter what the size of the elements
is. As a result, the energy dissipated tends to zero upon mesh refinement. For very fine
meshes, no convergence is reached. On the contrary, no mesh dependence is noted with the
nonlocal model, as shown in Figures 5.7(c) and (d). Figure 5.10a shows the variations of
the vertical force with vertical displacement at the node where the external load is applied.
The peak force and subsequent softening behavior match for all simulations done with the







(a) Local result, coarse mesh
(b) Local result, median mesh
(c) Nonlocal result, median mesh
(d) Nonlocal result, fine mesh
Figure 5.7: Distribution of damage along local axis-2 (i.e. vertical cracks perpendicular
to the bedding plane) obtained in the three-point bending tests, without and with nonlocal
enhancement, for various mesh densities. In all cases, bedding orientation angle is θ = 90◦,
and the internal length ratio is lc2/lc1 = 2.
thus confirm that the regularization technique not only alleviates mesh dependency for the
failure path, but also for the global response of the domain. Note that in this particular test,
nonlocal enhancement results in an increased stiffness of the domain, which turns out to be
2-3 times larger than that obtained with the local model. This points out the importance of
proper calibration of the internal length parameters.
Influence of the bedding orientation (intrinsic anisotropy) Now that we showed that
the nonlocal model alleviates mesh dependency, we perform all the simulations with the
median-sized mesh. Figure 5.8 shows the damage process zone for different bedding ori-
entations, and highlights the underlying failure mechanism. When the loading force is
parallel to the bedding plane (θ = 0◦), only axial damage (ω1) develops, wich corresponds
to weak plane debonding. Damage propagates in pure mode I right above the notch. In
the case of θ = 30◦, failure in mixed mode is observed. Damage propagates in both the
axial (ω1) and transverse (ω2) directions of the bedding coordinate system. The failure path
initially follows the bedding direction, and then turns up to be parallel to the loading force
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direction. The extent of the damage zone is larger for ω1 than ω2. Similarly, when the
bedding orientation angle is 60◦ with respect to the horizontal axis, damage propagates in
mixed mode in both axial and transverse directions (ω1, ω2). The adopted resolution al-
gorithm still has some shortcomings when the global response exhibits severe snap back
behavior: convergence issues still exist and it is impossible to obtain the final expected
damage zone. Here, we show the intermediate damage process zone, obtained just before
the calculation stopped: at this stage, damage propagates mostly along the bedding plane;
alignment with the loading force has just started. When the bedding plane is horizontal
(θ = 90◦), the damage zone aligns with the notch like in the case of a vertical bedding
plane (θ = 0◦), but failure is mostly due to layer breakage and not weak plane debonding:
ω2 > ω1. As expected, the overall size of the damage process zone increases as the angle θ
between the loading direction and the transverse bedding plane direction increases. Figure
5.10b shows the load-deflection curves obtained at the node where the external force is
applied, for the four cases simulated. The maximum load force required to induce failure
increases as the bedding orientation angle θ increases. This could be expected: weak plane
debonding at θ = 0◦ requires less energy than layer breakage at θ = 90◦. Note that the arc
length control method employed in the resolution algorithm makes it possible to predict the
snap back behavior (decreasing load with decreasing displacement) in the case of θ 6= 90◦.
Influence of the ratio of internal lengths (microstructure) We analyze the influence
of the internal length ratio R = lc2/lc1 for lc2 = 20 mm (Figure 5.9). We use the median
sized mesh and we study two bedding orientations: θ = 0◦, 90◦. Damage propagates in
mode I due to weak layer debonding in the case of θ = 0◦, and due to layer breakage in
the case of θ = 90◦. Since the extent of the influence zone in the transverse direction is
the same in all simulations (i.e., lc2 is fixed), the width of the transverse damage process
zone is the same for all simulations with θ = 90◦. By contrast, the length of the transverse

















Figure 5.8: Spatial distribution of the tensile damage components expressed in the local
coordinate system of the bedding plane, for loads applied at an angle θ = 0◦, 30◦, 60◦, 90◦
compared to the transverse direction of the bedding plane.
increases with lc1 (i.e. increases when R = lc2/lc1 decreases). Microstructure anisotropy,
represented by the internal length parameters, thus translates into anisotropy of the damage
process zone. When comparing the load-displacement curves (Figure 5.10), we note that
for both θ = 0◦ and 90◦, a higher peak force is reached for a lower internal length ratio R
(i.e. for an increasing internal length lc1). For θ = 0◦, we note that the post-peak portion
of the load-displacement curves match. We hypothesize that the internal length lc2, fixed
to the same value in all the simulations, controls the post-peak softening behavior. The
exceptionally high value of the peak force for R = 1, θ = 0◦ can be explained by the large










lc2/lc1=1 lc2/lc1=2 lc2/lc1=3 lc2/lc1=4
Figure 5.9: Spatial distribution of the tensile damage component in the transverse direction
2 (cracks perpendicular to the bedding plane) for orientation angle θ = 90◦, and in the axial
direction 1 (cracks parallel to the bedding plane) for orientation angle θ = 0◦, for various
internal length ratios defined as R = lc2/lc1.
5.4 Strong and Weak Form of the Hydro-Mechanical Coupled Governing Equations
for Saturated Porous Media
5.4.1 Strong formulation
Hydraulic fracturing in porous media is a complex problem, which involves coupled phys-
ical processes that happen simultaneously, mainly: micro-crack propagation and coales-
cence in the solid porous matrix; fluid flow through the porous medium; fluid flow within
the macro-fracture; fluid exchange between the porous matrix and the fracture. Corre-
spondingly, the governing equations required to model these processes numerical include:
momentum balance equations and constitutive laws for predicting the deformation field
and micro crack development in the solid matrix (we will use the damage model proposed
in Section 5.2) and the propagation of macro fractures (we will use a cohesive traction-
separation law); fluid mass balance equation and fluid transport constitutive equation, both
in the solid matrix and in the macro-fracture.
We start with the classical Biot theory [300] to describe the mechanical behavior of
elastic porous media saturated with a single-phase fluid. Following Dormieux’s approach
[13], we consider that the development of micro-cracks (damage) governed by the equa-
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(a) Force-displacement curves with and without
nonlocal enhancement.






















(b) Force-displacement curves for various bed-
ding orientations.






















(c) Force-displacement curves for various inter-
nal length ratios.
Figure 5.10: Force-displacement curves at the node where the load is applied during the
three-point bending tests.
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tions explained in Section 5.2 will have a direct influence on elasticity parameters and on
porosity. For the sake of simplicity, we assume that damage development (i.e., the initia-
tion and propagation of micro cracks) does not generate inelastic deformation, i.e., damage
only affects the stiffness tensor. Porosity and permeability are affected indirectly by dam-
age, through the expression of Biot’s effective stress. Consequently, the potential energy




ε : C(ω) : ε− p
2
2N
− pα : ε (5.49)
where Hs is also called Helmholtz free energy. The thermodynamic conjugation relation-




= C(ω) : ε−αp
φ− φ0 = −
∂Hs
∂p




where ω stands for the damage variable, which is a vector defined in Equation 5.2. ε is the
strain tensor, p is the unknown fluid pressure, σ is the Biot’s effective stress tensor, φ rep-
resents porosity (φ0 is the initial porosity), and αij = −∂2Gs/∂εij∂p is Biot’s coefficient
tensor. α linearly relates the porosity change to the strain variation when pressure is held
constant (p = 0). Due to Maxwell’s symmetry [301] , it also linearly relates the stress incre-
ment to the pressure increment when strain is held constant (ε = 0). 1/N = −∂2Gs/∂p2 is
the inverse of Biot’s skeleton modulus, linking pressure variation dp with the porosity vari-
ation when strain is held constant (ε = 0). Note that in the following, we use the following
convention for noting variables: scalarA, second order tensor/vectorA, fourth order tensor
A.
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Mixture governing equations Under quasi-static conditions, the momentum balance
equation of the REV (made of the mixture solid + fluid) is:
∇ · σ + ρg = 0. (5.51)
where ρ is the average mass density of the mixture, defined as ρ = (1−φ)ρs+φρf , in which
ρs (respectively ρf ) stands for the mass density of the solid phase (respectively, density of
the fluid phase). g is the body force vector. Substituting the state equation (eq. 5.50) into
equation 5.51, we get the strong form of the governing equation for themixture, as follows:
∇ · [C(ω) : ε−αp] + ρg = 0 (5.52)
Fluid governing equations in the saturated porous matrix Fluid flow inside the porous
matrix is fundamentally governed by the fluid mass balance equation, which expresses that
the mass change within the considered REV should be equal to the difference between the
fluid mass flowing out the REV and the fluid massflowing in the REV, as follows:




where v is the velocity vector of the fluid. ρf and mf represent the mass density and the
mass of the fluid, respectively. Since the porous medium is saturated with the fluid, we
have: mf = ρfφ, where φ is the porosity. According to the state equation of the fluid, the








where Kf is the bulk modulus of the fluid. We assume that fluid flow inside the porous




where µ is the dynamic viscosity of the fluid, km is the intrinsic anisotropic permeability
tensor of the solid skeleton. For simplicity, we assume that permeability remains constant in
this chapter. Note that future developments are necessary to account for the dependence of
permeability to the geometry and connectivity of pores and cracks within the solid skeleton.
By substituting the state equations (eq. 5.50 and 5.54), the Darcy’s law (eq. 5.55) into
equation 5.53, we get the governing equation for the fluid flow through the permeable









= ∇ · km
µ
(∇p− ρfg), (5.56)
where it is assumed that the spatial variability of the fluid mass density is negligible (i.e.










Fluid governing equations along the fracture Different from the fluid flow inside the
porous matrix, the mass balance equation that governs the fluid flow inside the fracture
involves a direction-dependent hydraulic conductivity. Consider an REV such that a face
of the REV is a unit fracture surface, and the side perpendicular to that area has a length
w, representing the local fracture width. The fluid mass change per unit of time within
the REV is equal to the variation of flow rate in the direction of the fracture plane, plus the
variation of flow rate in the direction perpendicular to the fracture surfaces. Mathematically,
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the mass balance equation reads:
∇s · [ρfq(s)] + Jρfv(s)K · nΓd +
∂
∂t
(ρfw) = 0. (5.58)
where ∇s represents the tangent gradient in the local tangent fracture surface, in which s
denotes the natural coordinate of the fracture. q is the flow rate inside the fracture. Accord-
ingly, the first term represents the change of fluid mass due to a flow rate variation within
the fracture. The velocity v is related to the flow in the matrix and can be discontinuous at
the two fracture surfaces: v+ 6= v−. We note Jv(s)K the velocity jump across the fracture.
After multiplied by the normal direction of the fracture surfaces nΓd and the fluid density
ρf , the second term represents the amount of fluid exchanged between the matrix and the
fracture.
The flow rate q is normally computed by the integral of the velocity over the thickness
of the fracture. It can vary with the location s of the point on the fracture surface and it is
related to the pressure gradient in the fracture surface by the following law:




where c(s) is the hydraulic conductivity of the fracture at the natural coordinate s. Here,
we use Poiseuille fluid flow equation and accordingly, we calcualte c(s) from the cubic
law.
By substituting the constitutive law (eq. 5.59) and the state equation (eq. 5.54) into
equation 5.58, we get the governing equation for the fluid flow within the fracture, as
follows:








































Figure 5.11: Boundary conditions on the domain Ω that contains a discontinuity Γd.
skeleton and of the fluid pressure, the unknowns in Equations 5.52, 5.56, and 5.60 can all
be related to u and p. Thus, these governing equations are usually referred to as u − p
formulation.
5.4.2 Weak Formulation
In order to obtain the weal formulation of the problem from its strong formulation, it is
necessary to define the essential and natural boundary conditions at the exterior and interior
boundaries of the domain. In this chapter, we focus on two-dimensional problems, as
described in Figure 5.11. The domain Ω with exterior boundary Γ has a discontinuity Γd,
which is treated as an interior boundary and may evolve due to fluid pressurization. The
two surfaces of the discontinuity Γd are noted Γ+d and Γ
−
d . We note nΓd the unit normal
vector on the fracture surface, pointing towards Ω+, i.e. (nΓd = nΓ−d = −nΓ+d ).
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As shown in Figure 5.11, the essential boundary conditions (respectively, natural bound-
ary conditions) are imposed on the external boundary of the domain by the prescribing the
primary variables (respectively, the traction t̄ and the fluid outflow flux q̄), as follows:
u = ū on Γu
p = p̄ on Γp
(5.61)
and
σ · nΓ = t̄ on Γt
v · nΓ = q̄ on Γq
(5.62)
wherenΓ is the unit outward normal vector to the external boundary Γ. We have: Γu∪Γt =
Γ and Γu ∩ Γt = ∅ hold for solid phase, Γp ∪ Γq = Γ and Γp ∩ Γq = ∅ hold for fluid phase.
From a physics perspective, the existence of the fracture Γd in the domain Ω leads to
a hydro-mechanical coupling between the fracture and the bounding matrix. Fluid flow
along the fracture exerts pressure on the two fracture surfaces and pushes them apart, while
the two surfaces transmit cohesive traction. Reversely, pressure gradients drive fluid flow
into/out of the bounding matrix surrounding the fracture. Thus, the essential and natural
boundary conditions at the interior boundary Γd are expressed as
σ · nΓd = td − pnΓd on Γd
(v+ − v−) · nΓd = JvK · nΓd = qd on Γd
(5.63)
where td is the cohesive traction which governs the mechanical behavior of the macro
fracture once the fracture is initiated. In this chapter, we employ the same potential based
Park-Paulino-Roesler (PPR) [255] cohesive model as in Chapter 2 (please refer to Section
4.3.2 for details about the model). Moreover, qd represents the fluid flow into the matrix,
i.e. leakage in the fracture flow model.
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For the hydraulic fracturing problem, an additional boundary conditions needs to be
specified at the fracture tip and at the fracture mouth (i.e., at the intersection point between
the domain surface Γ and the fracture Γd). In typical field operations, a fluid injection rate
Qin is applied at the fracture mouth and a zero flux is applied at the fracture tip:
q|s=0= Qin, q|s=smax= 0, on ∂Γd (5.64)
We first obtain the weak form of the mixture governing equation by multiplying equa-
tion 5.52 by a virtual displacement δu, and by integrating over the whole domain Ω. After
applying the divergence theorem and the boundary conditions, we have:
∫
Ω
∇sδu : C(ω) : ∇sudΩ−
∫
Ω
∇sδu : αpdΩ +
∫
Γd









where the kinematic strain-displacement relation ∇su = ε is used. We use ∇s to denote
the symmetric part of the gradient operator. In order to make above equation hold for all
admissible solutions of displacement, the virtual displacement must satisfy the essential
boundary condition δu|Γu= 0. It is worth noting that the mechanical coupling term comes




δu · (σ · nΓ+d )dΓ−
∫
Γ−d




(δu+ − δu−) · (σ · nΓd)dΓ =
∫
Γd
δJuK · (td − pnΓd)dΓ
(5.66)
we it is recalled that (nΓd = nΓ−d = −nΓ+d ).
Similarly, we can obtain the weak form of the governing equation of the fluid flowing
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Note that δp is the virtual pressure that satisfies δp|Γp= 0. The boundary condition kmµ (−∇p+
ρfg) · nΓ = v · nΓ = q̄ is used for the exterior boundary. Note that the hydraulic cou-
pling term in the above formula results from the interior boundary conditions at the fracture
surfaces, in virtue of the following equation:
∫
Γ+d
δp(v · nΓ+d )dΓ +
∫
Γ−d
δp(v · nΓ−d )dΓ = −
∫
Γd






The above equation states that the velocity of the fluid normal to the fracture is discon-
tinuous, which indicates, according to Darcy’s law, that the gradient of fluid pressure along
of the normal to the fracture surface is discontinuous. However, the fluid pressure field as
well as the virtual pressure should be continuous across the fracture so that Darcy’s law can
be applied. Thus, we use the same virtual pressure δp as in Equation 5.67 to multiply the
governing equation of the fluid flowing in the fracture (eq. 5.60), and we integrate it over
the fracture domain Γd to obtain the following weak form:∫
Γd






























where ∇m denotes the one dimensional gradient along the fracture direction (mΓd , as
shown in Figure 5.11). The width of the fracture is computed through the following re-
167
lationship:
w = (u+ − u−) · nΓd = JuK · nΓd . (5.70)
The weak form of governing equation for the fluid flowing in the fracture can be directly
injected into the weak form of the governing equation for the fluid flowing in the matrix
(eq. 5.67), since the same virtual field δp is used.
5.5 Discretization and Resolution Procedure
5.5.1 XFEM Spatial Discretization for Displacement and Pressure
To model fluid driven fracture propagation in permeable porous media, advanced numerical
techniques are needed to ensure that displacement jumps are enforced with a continuous
pressure pressure field and a discontinuous pressure gradient across the fracture. To model
fracture propagation without remeshing, we adopt the XFEM to discretize the primary
variables. The Heaviside enrichment function is employed to account for the displacement
jump across the macro-fracture. Note that the bounding media is modeled by the proposed
anisotropic damage model with softening, so there is no singularity at the macro fracture
tip. Thus, the classical branching functions are not necessary here. As a result, the approx-













where Nui(x) is the standard shape function associated with node i, S is the set of all nodal
points, SH is the set of enriched nodes whose support are bisected by the fracture. ui(t)
and ai(t) denote the nodal value of the displacement field associated with the standard and
enriched degree of freedoms respectively. The Heaviside jump function H(x) is defined in
Equation 4.47. It is worth noting that the shifted jump function 1/2 [HΓd(x)−HΓd(xi)] is
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used to avoid the problem of post processing and blending elements [272]. The analytical




Nui(x)ai(t) = Na(x)A(t) (5.72)
For the fluid pressure field, enrichment is done with the distance function. The approx-








= Np(x)P (t) +Nb(x)B(t)
(5.73)
where Npi(x) is the standard finite element shape function associated with node i. Nodal
sets S and SH are the same as for the displacement field. pi(t) and bi(t) denote the nodal
value of the fluid presure associated with the standard and enriched degree of freedoms,
respectively. DΓd(x) is the distance function, defined as:
DΓd(x) =

+φ(x), if φ(x) > 0
−φ(x), if φ(x) < 0
(5.74)
where φ(x) is the level set function, the definition of which is illustrated in Figure 5.11.
The gradient of the distance function along the direction normal to the fracture is discon-
tinuous, with: ∇DΓd · nΓd = HΓd . As a result, the enriching the FEM with the distance
function for the pressure field allows meeting the continuity requirements: continuous pres-
sure field and discontinuous gradient of pressure across the fracture. The fluid exchange
between the fracture and the matrix can be accounted for. Similar to the the displacement
approximation, the shifted enrichment function [DΓd(x)−DΓd(xi)] is used and R(x) is
a weight function, defined as R(x) =
∑
i∈SH Npi(x) according to Mohammadnejad and
Khoei’s approach [302]. It is worth noting that the pressure field at the tip of the fracture
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does not need to be enriched to satisfy the “no leakage flux” boundary condition.
From now on, we use the following (simplified) notations: Nu(x) and Np(x) (re-
spectively, Na(x) and Nb(x)) are the matrices of standard (respectively, enriched) shape
functions for the displacement field u and for the pressure field p, respectively. U(t) and
P (t) (respectively, A(t) and B(t)) are the vectors of the standard (respectively, enriched)
displacement and pressure degrees of freedom, respectively. By substituting the approxi-
mations (eq. 5.71, 5.73) into the governing weak form equations (eq. 5.52, 5.56, and 5.60),
we can arrive at the discretized form of the governing equations, as follows:
KuuU +KuaA−QupP −QubB − F extu = 0
KTuaU +KaaA−QapP −QabB −QadPd + F inta − F exta = 0
QTupU̇ +Q
T







pbP +HbbB − F intb − F extb = 0
(5.75)
where the Galerkin method is used, i.e. in which the virtual displacement δu and the virtual
pressure δp are used as weight functions. Using the anisotropic damage model proposed in













































Note that the the second term of the equation above represents the nonlocal contribution,
derived in Section 5.3.2. Bu,Ba are the matrices of the derivatives of enriched or standard
shape functions with respect to displacement. The matrices Qαβ(α, β = u, p) are hydro-
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The matrices Mαβ(α, β = p, b) represent the compressibility of the fluid and of the












































It is worth noting that the mass balance equation for the fluid flow in the fracture does
not explicitly appear in the discrete form (equation 5.75). Instead, we introduce the internal
force (flux) vector (F intp ,F
int














































The mechanical coupling term between the fracture and the matrix constitutes an other











where the fluid pressure p and the cohesive traction td are both exerted on the fracture




































5.5.2 Finite Difference Temporal Discretization and Resolution Procedure
In order to further simplify the notations in the following derivations for time discretization,
we condense the enriched and standard degree of freedoms for displacement and pressure
as U(U ,A) and P(P ,B). The weak form of the governing equation discretized in space
(eq. 5.75) can be rewritten as
KU−QP + F intU − F extU = 0
QT U̇ +M Ṗ +HP− F intP (U̇, Ṗ)− F extP = 0
(5.83)
To solve the above equations, we use a linear discretization scheme in time: first-order
time derivatives Ẋ are expressed in terms of the difference between X at time step n + 1





where ∆t is the time step. X at the current time is the weighted value between time step
n+ 1 and time step n:
Xn+θ = (1− θ)Xn + θXn+1 (5.85)
in which the weight θ can be any value between 0 and 1. If θ = 0, the time discretization
method is the explicit forward Euler scheme; if θ = 1, the time discretization method is the
implicit Euler scheme. We use θ ≥ 0.5 to ensure unconditional stability. After injecting the
time discretization equations into the spatially discretized governing equations (eq. 5.83),
we obtain the residual at time step n+ 1, as follows:




TUn+1 + (M + θ∆tH)Pn+1 − F intPn+1 −GPn+1 = 0 (5.86)
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and F intPn+1 is the flux vector that accounts for the mass exchange between the matrix and

















∇pn+1 ·mΓddΓ + ∆tNPQin|s=0
(5.88)
The nonlinear system (Equation 5.86) is solved iteratively. We adopt the Newton-
Raphson method to linearize the system with respect to displacement and pressure at the

















 = 0 (5.89)
The derivative of the residual with respect to the unknown degrees of freedom is the
Jacobian matrix J . Note that the internal force and flux vectors (F intU , F
int
P ) are functions of
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Mpp + θ∆tHpp −
∂F intp
∂p




































































































where Λ is the rotation matrix, defined in Equation 4.53, used to transform the expres-
sion of the displacement jumps from the local coordinate system (∆n,∆t) to the global
coordinate system JuK. Tcoh is the derivative of the cohesive traction force td with re-
spect to the local displacement jump (∆n,∆t). Since we adopt the PPR cohesive model,
Tcoh can be explicitly calculated from the expression of ∂(Tn, Tt)/∂(∆n,∆t), as shown by
Park and Paulino [266]. Note that the above formulation does not account for fluid flow
within the fracture explicitly. Instead, for those elements with enriched degrees of free-
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dom, the XFEM is used to account for the influence of the fracture on the permeability
matrix H , on the coupling term Q and on the compressibility term M , through the terms
(∂F intU /∂U, ∂F intP /∂P). This approach requires few degrees of freedom and ensures the
symmetry of the Jacobian, which makes the implementation of the model easier and allows
achieving faster convergence rates.
If no macro fracture is present in the considered domain, the above formulation can be
simplified into a coupled system of equations that govern fluid flow in a saturated porous
medium. The iterative linear system within each increment reduces to the following classi-
cal form: K −Q








If the linear system is further constrained because the fluid is incompressible, i.e.,
M = 0, and because the permeability is so small that the fluid diffusion rate is negli-










Linear systems of equations with the same matrix structure as in Equation 5.93 appears
in a variety of constrained problems in solid and fluid mechanics, such as incompressible
elasticity [303], fluid flow in undrained porous media [304, 305] and Stokes flow of in-
compressible fluid [306]. As pointed out by White and Borja [304], this linear system is
numerically unstable and spurious oscillation patterns exist for the pore pressure field if
approximation functions of the same order are used for both the displacement field and the
pore pressure field. Mathematically, this problem arises because of the non-trivial kernel
(null space) of matrix QT . This non-trivial kernel can lead to solutions where pore pres-
sure oscillates without influencing solid deformation [307]. In other words, Equation 5.93












where V hu and V
h
p are the discretized interpolation spaces for displacement and pressure.
γ is a positive constant, independent of mesh size. This inf-sup condition is frequently
referred to as the Ladyzhenskaya-Babuska-Breezi (LBB) condition, after the pioneering
contributions of these three researchers [308, 309, 310]. The stability issue can be ad-
dressed by employing different orders of interpolation for the displacement and pressure
fields. For example, the Q9P4 element satisfies the LBB condition as shown in [304]. Other
stabilization procedures consist in adding a penalization term to the variational equations so
that the inf-sup condition is weakly satisfied, like with the Q4P4 element for example [304,
305]. Physically, this stabilization procedure is equivalent to adding artificial permeability
to diffuse the fluid pressure.
In the case of the linear system of hydraulic fracturing equations formulated in this the-




∂P , which is several orders of magnitude higher than the permeability
of the rock skeleton. From a mathematical point of view, this term provides a certain degree
of stabilization to the linear system. Even if the same linear shape functions are used for
the interpolation of both the displacement and pressure fields, we have not experienced any
instability for the pore pressure field in the following simulations. The proper stabilization
for the system at a global scale will be explored in future work.
5.5.3 Damage Driven Cohesive Fracture Propagation
Following the strategy proposed in Chapter 4, the transition from continuum damage to
macro-fracture is realized by inserting cohesive segments to regular finite elements when
damage reaches a critical threshold. By contrast with Chapter 4, in which the critical
damage is rigorously calibrated so as to consider the threshold of crack inteactions, the
transition can be triggered at any level of damage since the damage model employed in
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this chapter is phenomenological. Simulations done in the previous chapter show that most
of the energy is dissipated to create macro fracture surfaces. So we set ωcrit = 0.1 for
the all simulation cases in this chapter. To compute the damage value at the crack tip,
we adopt the method proposed in [273, 161]. As shown in Figure 5.12, we assume that
the fracture propagates when the maximum component of the weighted damage vector
(ωi, i = 1, 2 for 2D) over the half circle patch (shaded in blue) exceeds the threshold








j=1 α0(‖xtip − ξj‖)ωi(ξj)∆Vj∑NGP
j=1 α0(‖xtip − ξj‖)∆Vj
, (i = 1, 2)
(5.95)
where xtip and ξ are the global coordinates of fracture tip and Gauss points in ΩT . NGP
is the total number of Gauss points in ΩT , and ∆VJ is the geometrical volume associated
with Gauss point j. Note that the size of ΩT is controlled by the internal length lc = lc1 =
lc2 since the weight function used for non-local enhancement is the bell-shaped function
(5.25). Isotropic nonlocal regularization is adopted.
The macro fracture propagates in the direction d̄i, calculated as the weighted average







dΩT (ξ), (i = 1, 2) (5.96)
where d = ξ−xtip, as shown in Figure 5.12. To summarize, we first compare max(ω̄i), i =
1, 2 with ωcrit. If max(ω̄i) ≥ ωcrit, we propagate the fracture in the direction of d̄i with a
user-defined growth length ∆a. For all the simulations presented in this chapter, we choose
∆a = lc. Since only the Heaviside function is used for XFEM discretization, no cohesive




Figure 5.12: Principle of the transition between continuum damage and discrete fracture in
the hydraulic fracturing problem.
5.6 Engineering Applications
We implemented the proposed numerical framework in MATLAB for modeling fluid driven
multiscale fracture propagation in transversely isotropic porous media. In the following, we
validate the formulation and implementation of the multi-scale hydraulic fracturing model
by comparing simulation results to analytical solutions for the classical Khristianovic-
Geertsma-de Klerk (KGD) problem of hydraulic fracturing. Then, we investigate the rela-
tive influence of material and stress anisotropy on the fracture path during hydraulic frac-
turing. Note that linear quadrilateral plane strain elements are used to discretize the domain
in all cases.
5.6.1 Model verification: KGD Injection Problem
The KGD problem is that of fracture propagation due to the injection of a viscous fluid
in a borehole embedded in an infinite isotropic porous medium. Figure 5.13 presents the









Figure 5.13: The Geometry, boundary conditions and finite element mesh of the KGD
problem.
half of the plane strain domain is modeled due to symmetry, and the size of the domain
is chosen to avoid boundary effects. The internal length lc is set to 0.05m. We refine the
mesh along the expected fracture propagation path with an element size 0.015m (according
to the rule of thumb that the size of element should be less than 1/3 of the internal length
when nonlocal regularization is used). An initial fracture with length 0.1m is placed at
the borehole, and a constant injection rate of Q = 0.0002m2/s is applied at the fracture
mouth. For all the simulation cases in this section, we set the initial effective stress and
fluid pressure to zero, and we employ a constant time increment ∆t = 0.01s for a total
simulation time of 10 s. The remainder of the material parameters for the porous medium
is given in Table 5.2.
Given that the considered domain is isotropic, the elastic constants as well as the dam-
age evolution parameters are not direction dependent (Table 5.2). In addition, we assume
that the cohesive strength and the cohesive energy release rate have the same value for
mode I and mode II fracture propagation (φn = φt = G, σmax = τmax) in all simula-
tion cases. It is also worth noting that the damage initiation and evolution parameters
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Table 5.2: Material parameters for the KGD problem: hydraulic fracturing in an infinite
isotropic porous media.
Young’s modulus E = 15.96 GPa
Poisson’s ratio ν = 0.2
Initial tensile strain threshold εt011 = 3.5× 10−5
Initial shear strain threshold εt012 = 1.5× 10−4
Damage evolution parameter αt11 = 1.5× 10−4
Internal length lc = 0.05 m
Cohesive energy release rate G = 90 N/m
Cohesive traction strength σmax = 1 MPa
Intrinsic permeability κ = 2× 10−14 m2
Dynamic viscosity of water µ = 1× 10−3 Pa·s
Bulk modulus of solid phase Ks = 36 GPa
Bulk modulus of water Kw = 3 GPa
Biot’s constant α = 0.79
Initial porosity n = 0.19
Critical Damage ωcrit = 0.1



























Figure 5.14: Trial and error calibration process for the multi-scale model of hydraulic
fracturing: (1) Simulation of a splitting test with pre-inserted cohesive segments with-
out damage evolution inside the matrix to obtain the global force-displacement curve; (2)
Simulation of the same splitting test with the proposed multi-scale framework, in which
cohesive segments are dynamically inserted, to obtain the F − u curve; (3) Adjustment of






11) as well as the cohesive fracture parameters (G, σmax) are calibrated to ensure
a consistent transition from damage to fracture. In Chapter 4, in which we dynamically
track the amount of energy dissipated by damage evolution and we calculate the cohesive
energy release rate as the difference between the total energy release rate and the damage
energy release rate. Here, by contrast, we assign constant cohesive strength and energy re-
lease rate for all the inserted cohesive segments during fracture propagation. As explained
in Figure 5.14, we first simulate a mode I splitting test using cohesive segments without
damage development within the matrix. All the cohesive segments are inserted along the
predefined fracture path (assumed to be known a priori in this particular case) and we use
G = 100N/m, σmax = 1MPa. Like in Chapter 4, we choose the rest of the parameters
of the PPR cohesive model (m = n = 4, λn = λt = 0.01) so as to represent brittle
fracture propagation and to ensure fast convergence. We track the global response of the
opening displacement (u) and the reaction force (F ) at the point where the displacement
boundary is applied and we obtain the displacement-force curve marked with red circles
in Figure 5.14. We carry out another simulation with the same boundary conditions, with
the proposed multi-scale hydraulic fracturing model this time, in which nonlocal damage
is modeled in the matrix in the first place, and cohesive segments are dynamically inserted
once the maximum weighted damage component exceeds the threshold (ωcrit). We adjust




11) and the cohesive fracture pa-
rameters (G, σmax) by trial and error, until the global response (u − F curve marked with
blue plus signs in Figure 5.14) matches the response obtained when only cohesive segments
are considered. For the two simulation cases, the same Young’s modulus and Poisson ratio
are used (Table 5.2), and the nonlocal internal length is fixed as lc = 0.05m. After calibra-
tion, we obtain the same cohesive strength σmax = 1MPa for the multi-scale framework as
for the cohesive segment model, but a lower cohesive energy release rate GI = 90N/m. In
summary, simulating cross-scale fracture propagation with the calibrated parameters rep-
resents fracture propagation in a porous material that has a 1 MPa strength and a 100 N/m
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energy release rate according to laboratory measurements.
Figure 5.15 shows the distribution of damage, nonlocal equivalent strain, pore pressure
and stress on the deformed mesh (displacements multiplied by 1,000) at t = 10 s. As
expected, diffused damage ω2 (horizontal micro-cracks) is obtained within the process zone
surrounding the macro fracture. Note that damaged elements are replaced by cohesive
segments when the weighted damage exceeds the threshold ωcrit = 0.1, and not when a
particular component of daamge exceeds that threshold. That explains why the fracture
tip does not advance when max(ω̄i) < ωcrit, even when the value of damage components
at a few gauss points within the tip detection region ΩT exceed the threshold (max(ωi) ≥
ωcrit) (Figure 5.12). The distribution of the nonlocal equivalent strain ε̄eq shown in Figure
5.15 indicates that tensile strains only exist in the area near the fracture tip. The fracture
surface behind the tip is under compressive strain even when the pore pressure in this area
is positive. Note that we assume that the entire simulation domain including the macro
fracture is saturated, i.e. the fluid lag is not considered. However, a suction zone with
negative pore pressure is obtained at the fracture tip, which is an indirect account of the
fluid lag. The distribution of σ2 further confirms that only a limited zone close to the
fracture tip is under tension during hydraulic fracturing; the rest of the domain is under
compression.
An analytical solution to the KGD problem was obtained for an elastic and impermeable
















where Gs is the shear modulus, L is the fracture length at time t, CMOP stands for crack
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Figure 5.15: Distribution of damage component ω2, nonlocal equivalent strain ε̄eq, pore
pressure, and stress component σ2 on the deformed mesh (displacements multipled 103
times) at the end of simulation (t = 10 s). Note that the fracture propagates in direction 1
(x-axis).
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(c) Evolution of fracture length over time
Figure 5.16: Comparison of injection simulation results for various bounding medium per-
meabilities against the KGD analytical solution, in which the medium is assumed to be
impermeable.
mouth opening displacement, and CMP stands for crack mouth pressure. The other nota-
tions are the same as in Table 5.2.
Figure 5.16 shows our simulation results of CMP, CMOP and L, plotted them against
injection time. We also simulated the KGD test with different permeabilities (κ = 2 ×
10−13m2, and κ = 2 × 10−15m2), with the rest of the parameters as listed Table 5.2. Re-
sults are compared with the predictions of analytical solution [178]. As expected, results
highlight the significant influence of the intrinsic permeability on the evolution of the frac-
ture geometry (κ = 2 × 10−13m2 vs κ = 2 × 10−14m2). The CMP builds up and lasts
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longer for porous media with high permeability (Figure 5.16a). Because the fluid leak off
decreases the fluid pressure in the facture, the final fracture length is smaller in porous me-
dia with higher permeability. On the contrary, the CMP quickly decreases for porous media
with low permeability, because the macro fracture propagates quickly, thus creating space
for the fluid to flow into. This phenomenon does not hold for all permeabilities. Below
a certain permeability value, the CMP does not change any longer (κ = 2 × 10−14m2 vs
κ = 2 × 10−15m2). For t ≤ 1s, with a very low intrinsic permeability, the evolutions of L
and of the CMOD found numerically match the analytical solution, in which the bounding
medium is assumed to be impermeable. After 1s, the analytical solution overestimates the
fracture length L and underestimates the CMOD. This discrepancy is because: (1) even for
media with very low permeability, the assumption of impermeability does not hold because
the fluid flow into the matrix decreases the effective stress that applies to the fracture faces;
(2) the proposed multi-scale hydraulic fracture propagation model depends on the mate-
rial’s strength and energy release rate, while the analytical solution is for a purely brittle
fracture propagation problem, independent of strength or energy release rate.
We further investigate the influence of the fluid injection rate on hydraulic fracturing
for the KGD problem. All the material parameters are kept the same as in Table 5.2, and
we vary the injection rate from Q = 0.0001m2/s to Q = 0.0003m2/s. Figure 5.17 shows
the results of CMOD and fracture length against the injection time, as well as the crack
opening displacement profile at the end of simulation (at t = 10 s). The evolution of the
CMOD and of the fracture length show that a higher injection rate results in faster fracture
propagation and a wider fracture mouth opening. The profile of fracture opening at the
end of the simulation further confirms that both the length and the width of the fracture
increase with increasing injection rate. In addition, the increase rate is not linear, since the
difference of fracture length between Q = 0.0001m2/s and Q = 0.0002m2/s is not equal
to that between Q = 0.0002m2/s and Q = 0.0003m2/s.
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(a) The evolution of fracture month opening dis-
placement against injection time

























(b) Propagated fracture length history




















(c) Fracture opening profile at t=10 s
Figure 5.17: Simulation results for a fluid driven fracture in a porous medium with different
injection rates.
5.6.2 Influence of Material and Stress Anisotropy on Hydraulic Fracturing
The second engineering problem is chosen to demonstrate the performance of the proposed
computational framework in modeling the hydro-mechanical behavior of saturated media
subjected to both material and stress anisotropy. A square domain 500 mm by 500 mm is
considered. The solid skeleton is transversely isotropic with horizontal layers. We carry
out three series of simulations (Figure 5.18). In test 1, all normal displacements at the
boundary are fixed. An initial fracture 40 mm length, oriented at an angle θ with respect
to horizontal axis is placed at the center of the domain (Figure 5.18a). We investigate the
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(b) With anisotropic in situ stress (test 3)
Figure 5.18: Geometry and boundary conditions used to investigate the influence of mate-
rial and stress anisotropy on hydraulic fracturing in transversely isotropic materials.
effect of material anisotropy on hydraulic fracturing by varying the angle θ with constant
fluid injection rate Q = 10mm2/s. About 6,500 linear plane strain elements were used to
discretize the domain. We set the initial pore pressure at zero, and we run the simulation in
0.2 s with the time increment ∆t = 0.005 s. In test 2, we use the same initial and boundary
conditions, but we change the fluid injection rate from Q = 10mm2/s to Q = 20mm2/s.
Comparing the results of tests 1 and 2 informs on the influence of injection rate on hydraulic
fracturing in an anisotropic material. In test 3, anisotropic in situ stress is applied at the
boundary in addition and the angle θ is non-zero, as shown in Figure 5.18b. The other
initial and boundary conditions are the same as in the previous two cases. The parameters
used for the three simulations are listed in Table 5.3.
Like in the KGD case, we calibrate by trial and error the material parameters that








22) and those that govern the cohesive frac-
ture behavior (G,1, G,2, σmax,1, σmax,2) in the directions perpendicular and parallel to the
layer. We use the same local coordinate system as shown Figure 5.1, in which axis-1
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Table 5.3: Material parameters used in the simulations that investigate the influence mate-
rial and stress anisotropy on hydraulic fracturing.
Parameters Perpendicular to the layer Paralllel to the layer
Young’s modulus E11 = 10 GPa E22 = 20 GPa
Poisson’s ratio ν11 = 0.2 ν22 = 0.2
In plane shear modulus G12 = 6.25 GPa
Initial tensile strain threshold εt011 = 8× 10−5 εt022 = 9× 10−5
Initial shear strain threshold εt012 = 6.8× 10−4
Damage evolution parameter αt11 = 3.5× 10−4 αt22 = 4× 10−4
Internal length 10 mm
Cohesive energy release rate G,1 = 0.095 N/mm G,2 = 0.19 N/mm
Cohesive traction strength σmax,1 =1 MPa σmax,2 =2 MPa
Intrinsic permeability κ = 2× 10−14 m2 κ = 4× 10−14 m2
Dynamic viscosity of water µ = 1× 10−3 Pa·s
Bulk modulus of solid phase Ks = 36 GPa
Bulk modulus of water Kw = 3 GPa
Biot’s constant α11 = 0.75 α22 = 0.65
Initial porosity n = 0.19
Critical Damage Ωcr = 0.1
is perpendicular to the layer, and axis-2 is parallel to the layer. Note that in the fol-
lowing simulations, we fix the local coordinate system in such a way that axis-1 is al-
ways vertical. As explained in Figure 5.19, we first simulate two splitting tests with pre-
inserted cohesive segments parallel and perpendicular the layer, for which the cohesive
energy values are G,1 = 0.1N/mm,G,2 = 0.2N/mm and the cohesive strengths are
σmax,1 = 1 MPa, σmax,2 = 2 MPa. Let us recall that in the PPR cohesive model, we
employ φn = φt = G, σmax = τmax,m = n = 4, λn = λt = 0.01 to account for mixed
mode fracture propagation and brittle fracture propagation [255, 266, 311]. We extract the
global force-displacement curves (red circles for fractures parallel to the layer and marked
in green square for fracture perpendicular to the layer). Next we run the same two simu-
lations using the multi-scale hydraulic fracturing model, in which, and cohesive segments
are dynamically inserted when the weighted damage at the fracture tip exceeds the critical
value ωcrit = 0.1. After a number of simulations with different input parameters, which
control meso-scale damage evolution and macro-scale cohesive fracture propagation, we
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Figure 5.19: Trial and error calibration process for coupling nonlocal damage with cohesive
fracture for transversely isotropic materials: (1) Simulation of two splitting test with pre-
inserted cohesive segments parallel (respectively perpendicular) to the layer to obtain the
global force-displacement curve in the case of horizontal (respectively vertical) bedding;
(2) Simulation of the same splitting tests with the multi-scale hydraulic fracturing model,
in which the cohesive segments are dynamically inserted, to obtain the F − u curves; (3)
Adjustment of the multi-scale hydraulic fracturing model parametrs until the F − u curves
match for both fracture propagation directions.
find the best match for the F −u curve, as shown in Figure 5.19. The calibrated parameters
are listed in Table 5.3. It is worth noting that we use isotropic nonlocal regularization with
lc1 = lc2 = 10 mm for simplicity. In summary, the calibrated multi-scale fracture prop-
agation model is globally equivalent to a model of fracture propagation in a transversely
isotropic material with G,1 = 0.1N/mm, σmax,1 = 1 MPa in direction parallel to the layer,
and G,2 = 0.2N/mm, σmax,2 = 2 MPa in direction perpendicular to the layer.
The calibration process only provides the cohesive parameters when the fracture prop-
agates in the direction parallel or perpendicular to the bedding. To determine the cohesive
parameters when the fracture propagation direction is neither parallel or perpendicular to
the bedding, a whole series of laboratory experiments would need to be carried out. In this
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Figure 5.20: Elliptical failure curve used to determine cohesive parameters when the frac-
ture propagates at an angle θ relative to the layer.
curve, as shown in Figure 5.20. The cohesive strength and the energy release rate of a








Fundamentally, we assume that the strength and the energy release rate at different propa-
gation angles form an ellipse in plane strain.
Figure 5.21 shows the pore pressure p, the effective stress component σx and the frac-
ture paths at the end of the simulation (at t = 0.02 s) for test 3 with the boundary conditions
σv = 4 MPa, σh = 2 MPa, and Q = 20 mm2/s. The increased pore pressure near the frac-
ture in Figures 5.21a and 5.21b demonstrates that the proposed numerical tool can predict
the fluid leak off from the macro fracture to the porous matrix. Compared to the case
θ = 90◦, the higher pore pressure observed for θ = 0◦ is due to the lower permeability in
the direction perpendicular to the layer (Table 5.3): more fluid pressure builds up and less
fracture space is created (less fracture length and less width). In agreement with physical
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expectations, for θ = 30◦, 60◦, compressive effective stress is observed in the area behind
the fracture tip, and tensile effective stress only concentrates in the areas ahead of fracture
tip. For θ = 30◦, 60◦, 90◦, the fracture propagates in the direction of maximum compressive
in situ stress, which is exactly what is reported in literature. For θ = 0◦, we expect to see
two branches emerging from the tips of the initial horizontal fracture, that finally form ver-
tical fractures. Instead, we obtain the horizontal fracture shown in Figure 5.21a, because of
the continuum dmage to fracture transition criterion, based on a weighted damage thresh-
old (Section 5.5.3). Even is the continuum damage model predicts damage development in
the two vertical branch directions, the weighted damage direction is horizontal.
Figure 5.22 shows the pore pressure distribution and the fracture paths at the end of the
simulations (at t = 0.02s) for the three tests, when θ = 30◦ and when θ = 60◦. In test
1 (no in situ stress, Q = 10 mm2/s), the fracture propagates in the horizontal direction
parallel to the layer, for both θ = 30◦ (Figure 5.22a) and θ = 60◦ (Figure 5.22b). However,
when the injection rate increases to Q = 20 mm2/s (tests 2 and 3), the fracture path is
horizontal only for θ = 30◦ under zero in situ stress (Figure 5.22c). A vertical fracture path
is predicted for θ = 60◦ under the same boundary conditions (Figure 5.22c). This ques-
tionable result can be attributed to: (1) The weighted damage driven fracture propagation
criterion, which cannot predict accurately the fracture branch orientation; (2) The rapid
injection of the fluid, which can change the fracture propagation direction if it does not
align with the weak layer. Further laboratory experiments are needed to understand which
of these two phenomena dominates. In tests 3, the fracture path is parallel to maximum
compressive stress, irrespective of the initial fracture direction (the figure shows the case
of σv = 4MPa, σh = 2MPa).
We further extracted the propagated fracture paths for all the tests simulated, as illus-
trated in Figure 5.23. When only material anisotropy is considered, results show that a
horizontal fracture path parallel to the layer forms (Figure 5.23a). Typically, teh fracture
length and width increase with the injection rate. Questionable results are obtained in some
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of the cases with θ ≥ 60◦, due to the weighted damage driven fracture propation criterion.
Figure 5.23b presents a comparison between the cases with material anisotropy only (tests
1 and 2) and the cases with both maerial and stress anisotropy (test 3). For all orientations
θ considered, the predicted fracture length is shorter when situ stress is applied. This is
because a part of the energy is dissipated to overcome the compressive in situ stress. Some
cases need further examined by laboratory experiments and more advanced fracture prop-
agation criteria, especially when a horizontal fracture path is predicted under non-zero in
situ stress, or when a vertical fracture is predicted under zero in situ stress.
5.7 Conclusions
In this chapter, we formulated and implemented a numerical tool to model multi-scale
mixed mode fluid driven fracture propagation in transversely isotropic porous media. We
first proposed a phenomenology based nonlocal damage model to predict the complex non-
linear behavior of materials with intrinsic anisotropy upon fracture propagation. The princi-
ple of equivalent elastic deformation is used to calculate the stiffness tensor of the damaged
material. Following the choice of stress invariants made in Hill’s quadratic yield criteria
(for orthotropic materials) and Hashin’s failure criteria (for unidirectional fiber compos-
ites), four equivalent strain measures are constructed to distinguish the mechanical response
of the material in tension and compression, along the direction perpendicular to the bed-
ding plane and within the bedding plane. Damage evolution laws are formulated explicitly
in terms of the maximum equivalent strain ever encountered in the loading history. For Fi-
nite Element implementation, the equivalent strains are replaced by nonlocal counterparts,
defined as weighted averages over a certain neighborhood, the size of which is controlled
by two internal length parameters that represent microstructure anisotropy. The consistent
tangent stiffness is derived analytically, with an account to the non-local terms, for a plain
strain case. We solve the Finite Element equations with an energy dissipation based arc
length control algorithm, which allows passing limit points in case of snap back or snap
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through. Results of three-point bending simulations reveal that mixed mode fracture prop-
agation dominates when the loading force is not aligned with the bedding plane, demon-
strating the proposed damage model is capable of modeling direction dependent fracture
propagation.
We then coupled the proposed nonlocal anisotropic damage model with the PPR co-
hesive macro-fracture model to simulate the transition between microscopic crack propa-
gation and macroscopic fracture localization. The transition from continuum damage to
cohesive fracture is done by dynamically inserting cohesive segments once the weighted
damage exceeds a certain threshold. Diffusion equations are used to model fluid flow in-
side the porous matrix and within the macro fracture, in which conductivity is obtained by
Darcy’s law and the cubic law, respectively. We presented the strong and weak forms of
the hydraulic fracturing problem. The XFEM is employed to approximate the solution for
the fully coupled u− p formulation, in which the macro fracture is modeled by Heaviside
jump functions for displacement and by modified level set functions for the fluid flow. Af-
ter discretizing the system of equations in time, the entire nonlinear system is linearized
and solved by using the Newton-Raphson iteration scheme. We simulate the KGD mode I
fracture propagation in an infinite porous medium. We check that for low volumes of fluid
injected in a porous medium of low permeability, the model provides predictions that are in
agreement with the analytical solution proposed for impermeable media. We then examine
the effect of material and stress anisotropy on hydraulic fracturing by simulating an injec-
tion test in an inclined fracture embedded in a transversely anisotropic porous medium. As
expected, the fracture propagates along the bedding direction in the absence of in situ stress
and along the direction of maximum compressive stress when anisotropic stress boundary
conditions are applied. The length and width of the fracture increase with the injection rate.
Some discrepancies are noted, especially when both material and stress anisotropy are ac-
counted for, because of the choice of the damage-to-fracture transition criterion, which is

























(d) Horizontal effective stress, θ = 60◦
Figure 5.21: Pore pressure and effective stress distributions shown on the deformed mesh
(fracture opening magnified 50 times) at the end of the test 3 with σv = 4 MPa, σh = 2
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(f) σv = 4MPa, σh = 2MPa,Q =
20mm2/s, θ = 60◦
Figure 5.22: Pore pressure distribution shown on the deformed mesh (crack opening mag-
nified 50 times) at the end of the tests simulated.
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(a) Influence of the injection rate in transversely isotropic materials without in situ stress.














 = 0°, v =2 h = 4 MPa
 = 30°, v =2 h = 4 MPa
 = 60°, v =2 h = 4 MPa
 = 90°, v =2 h = 4 MPa
 = 0°, v = h = 0 MPa
 = 30°, v = h = 0 MPa
 = 60°, v = h = 0 MPa
 = 90°, v = h = 0 MPa
(b) Influence of stress and material anisotropy on the hydraulic fracturing path withQ = 20mm2/s.
Figure 5.23: Simulated fracture paths.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
6.1 Main Contributions
In this work, we aimed to explain and predict the meso-scale mechanical behavior of brittle
materials, by modeling the inception and growth of micro-cracks, the continuous prop-
agation and coalescence of micro-cracks and the resulting localized macro-fracture. We
explored state-of-art computational tools to capture the multiscale behavior of brittle ma-
terials subjected to hydro-mechanical loads. We first established the connection between
the REV-scale behavior and micro-scale crack evolution by employing principles of mi-
cromechanics and thermodynamics. Then, we modeled the diffused damage inception and
extensive damage localization leading to macro-fracture propagation, by coupling a non-
local micromechanical damage model with a cohesive zone model. Finally, we extended
the framework of transition from continuum damage to discrete fracture to transversely
isotropic materials (e.g. shale) subjected to hydraulic loads. Five main contributions to the
field of theoretical and computational geomechanics were made:
1. Micromechanical damage model based on the wing crack theory: Observing that
wing cracks develop during compression in brittle materials, a novel discrete-equivalent-
wing-crack-damage (DEWCD) model was proposed, in which (i) the free energy is
obtained by adding the elastic energy stored in the matrix and the energy stored in
the displacement jumps of a discrete set of crack families; (ii) stress driven fracture
mechanics criteria are used at the microscopic scale to control crack growth,; in par-
ticular, wing cracks initiate and propagate in the direction of maximum compressive
stress; (iii) flow rules are expressed by means of a hyperbolic hardening law and a
linear damage potential. Gauss point simulations demonstrate that the model can
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capture the following REV-scale phenomena:
• Non-linear stress/strain relationship with anisotropic stiffness reduction
• Volumetric expansion and unilateral effects
• Confinement-dependent transition from brittle behavior to ductile behavior
• Different mechanical responses in tension and compression
2. Micromechanical damage model with thermodynamically consistent and non-smooth
yield surfaces: In order to implement a constitutive law that connects the REV-scale
mechanical behavior with micro-processes into a FEM package, such as UMAT in
Abaqus, a micromechanics-based discrete damage model with multiple non-smooth
yield surfaces was formulated, in which (i) the expression of the REV Gibbs energy
is the same as in the DEWCD model; (ii) damage driven forces, which are thermo-
dynamically conjugated to the tensile and compressive crack densities for each crack
family, are used to construct damage criteria; (iii) all cracks are assumed to grow radi-
ally without wing crack development, with open cracks (respectively, closed cracks)
propagating in pure mode II (respectively, in mixed mode). We derived the tan-
gent matrix analytically and we employed the closest projection algorithm (a type
of return mapping method) for solving the FEM equations. FE simulations demon-
strate that the model captures all the REV-scale phenomena captured by the DEWCD
model, with the advantage of being fully implemented in UMAT.
3. Cross-scale fracture propagation: A novel numerical framework that couples a non-
local anisotropic damage model with a cohesive zone model was proposed to simu-
late the whole fracture propagation process, from the nucleation of micro-cracks to
the formation of a macro-fracture. The framework includes:
• A micromechanics-based continuum damage model based on the assumption
that all cracks are open;
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• A non-local integration-based enrichment with the equivalent strain to predict
damage evolution;
• A rigorous calibration procedure to find the critical damage level that marks the
transition from continuum damage to discrete fracture (here, Ωcrit = 0.2);
• A damage-fracture equivalence scheme that ensures that the balance of energy
at the scale of the whole system;
• An XFEM-based space discretization, with enriched degrees of freedom that
allow predicting fracture propagation without pre-assigned path
4. Anisotropic nonlocal damage model for materials with intrinsic transverse isotropy:
An original phenomenological anisotropic damage model enhanced with nonlocal
regularization was formulated for transversely isotropic materials. In this model:
(i) three independent damage scalars are used to account for anisotropic stiffness
reduction; (iii) four equivalent strain measures are constructed to distinguish the me-
chanical response of the material in tension and compression, along the direction per-
pendicular to the bedding plane and within the bedding plane; (iii) damage evolution
laws are formulated explicitly in terms of the maximum nonlocal equivalent strain
ever encountered in the loading history. After implementation into an open source
finite element package, results of three-point bending simulations demonstrate that
the model can capture direction dependent fracture propagation in mixed mode.
5. Hydraulic fracturing in transversely isotropic materials: A computational tool was
developed to model fluid driven multiscale fracture propagation in transversely isotropic
materials. In this numerical scheme: (i) the nonlinear deformation of the porous ma-
trix is taken into account by the proposed anisotropic nonlocal damage model; (ii)
multiscale fracture propagation is modeled by the transition from diffused continuum
damage to localized cohesive fracture; (iii) fluid flow inside the matrix (respectively,
inside the fracture) is governed by Darcy’s law (respectively, the cubic law); (iv) the
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coupled problem is discretized with the XFEM, and solved with Newton-Raphson’s
iteration scheme. The numerical model was validated against the KGD analytical so-
lution, and parametric studies were carried out to investigate the influence of material
and stress anisotropy on hydraulic fracturing paths.
6.2 Plans for Future Research
The work presented in this thesis can be improved to address some limitations of the pro-
posed numerical methods. Several topics for future study are listed below.
1. The main advantage of the wing crack growth model is to explain the REV-scale be-
havior with only a few material parameters that all have a sound physical meaning.
However, the proposed DEWCD model is formulated with stress-driven micro-crack
propagation laws, which are difficult to implement in the FEM, in which load incre-
ments are controlled in strain. Future research will focus on transforming the wing
crack growth model in terms of strain components and to simulate engineering scale
problems with the FEM.
2. The continuum damage model used to capture the transition from diffused damage
to localized fracture is based on dilute homogenization, which does not permit sim-
ulating continuum behavior after damages reaches the critical threshold Ωcrit. The
choice of this CDM model further limits the CDM-CZM framework for mixed model
micro-macro fracture propagation. This challenge can be addressed in the future
studies by employing the Mori-Tanaka homogenization scheme, which accounts for
crack interaction.
3. In this dissertation, multiscale fracture propagation is represented as the transition
from continuum damage to discrete fracture. Micro-structure evolution is indirectly
reflected through the evolution of internal state variables (damage/crack density)
within the constitutive law. It would be intersting to model micro-structure explic-
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itly during multiscale fracture propagation by using the hierarchical FE2 scheme,
and to compare the results from the FE2 scheme with our damage-fracture transition
scheme. Further benchmarking against stress-strain behavior with Computed To-
mography would provide guidelines to choose adapted computational tools to solve
engineering problems.
4. Another future research goal is to improve the macro-fracture propagation criteria.
The weighted damage value works perfectly for fractures that propagate in one di-
rection. However, it is challenging to account for fracture branching. On the one
hand, a more detailed algorithm is needed to process the evolution of damage at
the tip and predict branching paths; On the other hand, the level set method used to
identify fracture paths in XFEM has inherent limitations to account for multiple frac-
ture branchings and intersections, especially in 3D. To overcome these limitations,
we will explore other numerical methods, such as techniques based on the dynamic
insertion of cohesive interface elements, peridynamics and phase field methods.
5. In the hydraulic fracturing model, the permeability change within the macro-fracture
is accounted for by the cubic law. The permeability of the porous matrix is con-
stant. However, the micro-structure evolution within the process zone surrounding
the macro fracture clearly influences the permeability. The permeability change in
this area affects the fluid exchange between the matrix and the fracture, which, in
turn, influences the propagation of the macro fracture. Research is still needed to
establish a relationship between micro-structure (damage) and permeability evolu-
tions, and to implement that relation in the FEM to simulate hydraulic fracturing
more accurately.
6. Hydraulic fracturing is typically used in rock formations that contain fractures prior
to fluid injection. In addition, injections are performed at multiple perforated notches
at the same time. Thus, multiple fluid-driven fractures may propagate simultane-
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ously. A major future research goal is to extend the current formulation and im-
plementation to account for multiple fluid driven fracture that intersect with a pre-
existing fracture network.
7. The formulation and implementation for hydro-mechanical coupling is based on the
assumption that the porous medium is fully saturated, the fluid lag is indirectly re-
flected through negative fluid pressure. Thus, another future research direction is to
extend the current formulation to unsaturated media, and to consider fluid lag explic-
itly.
8. The proposed multi-scale damage-to-fracture transition computational tool can be
used in many problems other than hydraulic fracturing in tight rock formations, e.g.,
fault reactivation and stick-slip, concrete structure performance and integrity.
203
REFERENCES
[1] C. F. Tsang, F. Bernier, and C. Davies, “Geohydromechanical processes in the exca-
vation damaged zone in crystalline rock, rock salt, and indurated and plastic claysin
the context of radioactive waste disposal,” International Journal of Rock Mechanics
and Mining Sciences, vol. 42, no. 1, pp. 109–125, 2005.
[2] C. Arson and B. Gatmiri, “Thermo-hydro-mechanical modeling of damage in un-
saturated porous media: Theoretical framework and numerical study of the edz,”
International Journal for Numerical and Analytical Methods in Geomechanics,
vol. 36, no. 3, pp. 272–306, 2012.
[3] R. Puri, G. King, I. Palmer, et al., “Damage to coal permeability during hydraulic
fracturing,” in Low Permeability Reservoirs Symposium, Society of Petroleum En-
gineers, 1991.
[4] X. Weng, O. Kresse, C. E. Cohen, R. Wu, H. Gu, et al., “Modeling of hydraulic
fracture network propagation in a naturally fractured formation,” in SPE Hydraulic
Fracturing Technology Conference, Society of Petroleum Engineers, 2011.
[5] K. Katagiri, W. Ott, and B. Nutley, “Hydraulic fracturing aids geothermal field
development,” World Oil, vol. 191, no. 7, 1980.
[6] B. Legarth, E. Huenges, and G. Zimmermann, “Hydraulic fracturing in a sedimen-
tary geothermal reservoir: Results and implications,” International Journal of Rock
Mechanics and Mining Sciences, vol. 42, no. 7-8, pp. 1028–1041, 2005.
[7] C. Zhu, “Microstructure-based modeling of damage and healing in salt rock with
application to geological storage,” PhD thesis, Georgia Institute of Technology,
2016.
[8] W. D. Gunter, S. Bachu, and S. Benson, “The role of hydrogeological and geochem-
ical trapping in sedimentary basins for secure geological storage of carbon dioxide,”
Geological Society, London, Special Publications, vol. 233, no. 1, pp. 129–145,
2004.
[9] S. M. Benson and F. M. Orr, “Carbon dioxide capture and storage,” MRS bulletin,
vol. 33, no. 4, pp. 303–305, 2008.
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[63] Z. P. Bažant, Y. Xiang, and P. C. Prat, “Microplane model for concrete. i: Stress-
strain boundaries and finite strain,” Journal of Engineering Mechanics, vol. 122,
no. 3, pp. 245–254, 1996.
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