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Abstract
Autonomous Vehicles (AVs), also known as “self-driving cars” , development have got some
momentum over the recent years. The rst appearance of AVs was in early 2000, during the
grand challenges organised by the US DARPA (Defence Advanced Research Projects Agency). In
2009, speci cally, after the success that has been witnessed during the DARPA urban challenge
in 2007, Google initiated its self-driving car project by testing it on the freeways in California.
Following Google, other car manufacturers started to follow the same path such as Toyota, Mercedes
Benz, General Motors, Tesla, Ford, Audi, and more. Ultimately, AVs have a strong potential in
reducing traf c accidents, increasing road capacity and providing critical mobility to the elderly
and handicapped. However, one of the most critical barriers against the widespread of AVs in
the coming few years is the human trust of their capabilities. Many recent research projects in
human-vehicle interaction eld are addressing the problem of human trust in autonomous vehicles.
Almost all of these projects are focusing on investigating the attributes and the factors that in uence
the human drivers’ trust of these vehicles. However, a little research has been done on the bystander
humans’ trust of autonomous vehicles. Bystander humans in the context of autonomous vehicles
are humans that do not explicitly interact with the automated vehicle but still affect how the vehicle
accomplishes its task by observing or interfering with the actions of the vehicle. Vulnerable road
users (VRUs) are considered one example of the bystander humans who are interfering with the
autonomous vehicle. According to a recent research study, intent understanding between vulnerable
v
road users and autonomous vehicles was one of the most critical signs that accounted for a trusted
interaction between the two entities.
In this research, we are proposing a suite of effective predictive models for intent prediction
and understanding of vulnerable road users based on state-of-the-art deep representation learning
methods. The proposed predictive models cover the whole spectrum of diff erent autonomy levels of
autonomous vehicles. Additionally, these models take into account the individual behaviours of
vulnerable road users in road traf c environments as well as the contextual physical environment
around them. In the proposed predictive models, various sensor modalities that commonly exist
in autonomous vehicles were dealt with ranging from monocular/stereo cameras to 3D LIDARs.
The proposed intent predictive models were categorised broadly into two types based on the level
of autonomy that exists within the autonomous vehicle. The rst category is the short-term intent
prediction (STIP) models which is more oriented towards highly automated vehicles where a human
driver can intervene partially in the decision-making loop. On the other hand, the other long-term
intent prediction (LTIP) models category are more oriented towards fully automated vehicles where
the human driver is completely out-of-the decision-making loop.
By decomposing the problem of intent prediction and understanding of VRUs into two categories,
the inherent uncertainty exists in the actions of VRUs in urban traf c environment can be handled
effectively throughout each category. Where, in the STIP category, a momentary prediction usually
within less than 1-second interval of the intended actions to be done by VRUs can be inferred.
Actions of VRUs can be such as a pedestrian suddenly stop to cross the road in a busy intersection,
or a cyclist signal to take a left turn. Moreover, in the STIP category, the different attributes and
behaviours of VRUs that can affect their intended actions in urban traf c environment can be
predicted. On the other hand in the LTIP category, it is concerned with forecasting the intended
actions of VRUs over longer periods (up to 10 seconds interval) especially in low dense urban
traf c environment which is perfectly suited for fully automated vehicles. In the STIP category,
vi
two approaches were proposed. The rst approach relied only on the spatial information from
RGB camera by employing multi-task learning (MTL) paradigm for an early prediction of VRUs
intentions based on their body language. The second approach, on the other hand, relied on both
spatial and temporal information in short video sequences from RGB camera to predict future actions
of VRUs such as a pedestrian will be crossing or not. The spatiotemporal approach has shown
resilient results over the spatial-only approach, where it achieved an average precision score of
84.76% in comparison to only 78.38% of the spatial-only approach. Additionally, the spatiotemporal
approach took into account the uncertainty and noisy observations from diff erent object detection and
tracking stages to provide robust results. In the LTIP category, two approaches were also proposed.
The rst approach utilised sequential positional information of VRUs from a vehicle-based stereo
camera, to forecast a long-term prediction horizon about their most probable future trajectories. This
approach relied on a data-driven approach based on deep recurrent neural networks to automatically
model the temporal dependency exists in the observed sequential positional information. The second
approach also utilised sequential positional information of VRUs; however it also took into account
the in uence of contextual physical environment on the VRUs actions. The employed framework
in the second approach relied on inverse reinforcement learning (IRL) and the bidirectional long
short-term memory recurrent neural network architecture (B-LSTM) to predict more accurate
longer-term horizons of the VRUs trajectories. In return, this approach combined between the
advantages of data-driven approaches (where no explicit modelling of VRUs motion is required)
and the advantages of planning-based approaches (where the uncertainty of VRUs actions is
properly handled) without the necessity of having the end-goal of VRUs beforehand. The second
contextual-based approach has shown more competitive results with 1.95 in modi ed Hausdorff
distance (MHD) evaluation metric which is signi cantly less than the 7.48 MHD achieved by the
rst approach. The MHD evaluation metric is commonly used evaluation metric for geometrical
similarities between non-linear sequences such as VRUs trajectories.
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Chapter 1
Introduction
Autonomous Vehicles (AV) are around the corner, there existent become unquestionable. However,
they still suffer from many limitations, specifically with the intent understanding of VRUs in the
urban traffic environment. Additionally, VRUs trust of AVs sharing the road with them impose
another challenge on the widespread of AVs in the near future, especially with recent media releases
of automotive manufacturers reporting that the AVs will prioritise its passengers over VRUs [26].
Thus, the need for predictive models that can effectively and accurately understand and predict the
intentions of VRUs in the different urban traffic environment scenarios became inevitable.
In this introductory chapter, the scope of the problem that this research is going to address will
be discussed. The first section gives a background about the problem and motivation for it. In the
second section, a formulation of the research problem will be presented. In the third section, the
significance and the contribution this research is going to add in tackling the research problem will
be provided. Finally, an outline of the full report structure will be presented.
1.1 Background and Motivation 2
1.1 Background and Motivation
Despite the recent advancement in the development of AVs and the promised benefits they would
provide in minimising the number of traffic accidents, they are still faced with many challenges
from both the technical perspective and the social acceptance perspective [27].
On the social acceptance level, only one-in-five Americans say they would trust an autonomous
vehicle to drive itself according to the recent survey done by the American Automobile Association
(AAA) [28]. The human trust in automation in general, and in autonomous vehicles specifically, is
a rather complex multidimensional construct, and a large number of factors and attributes influence
it. Thus, the issue of human trust in AVs has got an increased interest over the past couple of years
[29–31]. However, almost all of the work done has been focusing on these factors from the human
drivers’ perspective, and less focusing on the factors that influence vulnerable road users (VRU)s
who will be sharing the roads also with these AVs.
On the technical level, away from driving on highways, AVs still have some difficulties when it
comes to driving in an urban environment such as interacting with VRUs (pedestrians and cyclists)
[32]. Intuitively, interactions take place nowadays between human drivers, and VRUs are based on
implicit cues between the two parties such as gestures, eye contact, walking behaviour which is all
signals that convey the intentions of each one to do a particular action.
Thus, that level of shared intent understanding happening now between VRUs and human drivers
shall be engineered in the typical AVs will be driving on our roads soon. Furthermore, based on
some recent research work [32–34], intent understanding between VRUs and AVs was considered
to be a stronger objective measure of VRUs trust of AVs. Typically, intent understanding between
AVs and VRUs can be viewed as a loop comprised of two steps: 1) predicting the intended actions
of VRUs, and 2) conveying the AVs’ acknowledgement of this intent to VRUs back through an
intent communication interface such as LED or LASER displays.
1.2 Research Gap 3
Unlike human drivers, VRUs are not governed or constrained by the existing regulations of
traffic [35]. Therefore, the task of understanding or predicting their intended actions is quite
challenging to infer or deduce. Additionally, since the first step in the intent understanding loop is
the most critical one for AVs because based on it the AVs can asses/update its planning policy and
convey its intent back to the VRUs. Thus, the scope of our research will be focusing on the problem
of intent prediction of VRUs in urban traffic environments from AVs perspective.
1.2 Research Gap
Most of the research efforts have been made so far on the problem of intent understanding and
prediction of VRUs, have been approached in the settings of Advanced Driver-Assistance Systems
(ADAS) or partially AVs, where the human driver exists as part of the decision-making loop.
However, in the settings of fully AVs where the drivers will be just like passengers inside the vehicle
and will not be making any contact with VRUs, the research efforts in this area are still unexplored.
Thus, one of the significance of this work is that it is considered one of the early first steps towards
the formulation and structuring of the problem of intent understanding of VRUs from fully AVs
perspective. In the ADAS literature, the work that have been done in tackling this problem can be
categorised into two techniques [2, 7, 36–40], either:
• focusing only on modelling the dynamical motion of individual pedestrians and try to predict
their next move neglecting the influence of the physical environment on their intentions
[7, 36–38] ; or
• only relying on one attribute of VRUs such as head orientation [2] to infer the intended actions
of VRUs in specific crossing scenarios without taking into account other strong attributes that
can affect the behaviours of VRUs which in returns affects their intended actions [39, 40].
1.3 Contributions 4
In the robotics research area, also some research efforts have been made in regard to the problem
of intent prediction of VRUs. In this field, they focus mainly on inferring the trajectory of VRUs
from a planning perspective [41–43], with the assumption that the intended actions of VRUs will be
governed only by the goal to follow the shortest path to reach an intended destination. The limitation
of that is that it relies on prior knowledge that the end-goal of VRUs is already known beforehand.
Since in traffic environments, this information about VRUs goals is practically infeasible. Thus,
these techniques will require another step to infer the VRUs goals which are quite hard to achieve.
1.3 Contributions
In this work however, a novel data-driven approach based on deep learning based models is proposed
for tackling the problem of intent understanding and prediction of VRUs for automated vehicles.
The proposed approach has a unique modular design for different types of AVs based on their levels
of autonomy. It has two categories of VRUs intent prediction models, namely Short-term Intent
Prediction (STIP) and Long-term Intent Prediction (LTIP). The STIP models will be concerned
with a momentary prediction of VRUs based on personal and behavioural cues. The personal cues
could be such as the body posture or head orientation of VRUs. The behaviour cues could be such
as the prediction of VRUs actions. For example, the prediction of a pedestrian who is walking on
the curbside and might stop to cross the road.
Conversely, the LTIP models will be concerned with the prediction of the intent of VRUs over
longer periods. The prediction will be based on the forecasting of VRUs trajectories many seconds
ahead in the future as well as the inference of their destination/goal. In scenarios when the AV has
sensed a pedestrian from a distance is going to jaywalk, and it slows down in order to make him/her
cross on his/her ease, that would be similar to the action of “after you" done by the human driver in
the same situation.
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The STIP models are more oriented for highly AVs where the driver is expected to take control of
the vehicle occasionally. On the other hand, the LTIP models are more suitable for fully AVs, where
the driver is entirely out of the decision-making loop, and as a result a long-term understanding of
VRUs actions is required.
In a nutshell, the main contributions of the research done in this work are as follow:
• It does not require any explicit modelling of the motion dynamics of the VRUs as it is the
case with the ADAS techniques for VRUs intent prediction.
• It does not require any prior information regarding the destination of VRUs, which is essential
for the planning-based techniques from the robotics field.
• It also takes into account the inherent uncertainty of VRUs’ actions and the influence of the
surrounding contextual physical environment on their actions.
• Finally, it is an adaptive approach that can be deployed for different levels of autonomy of the
automated vehicles.
1.4 Thesis Outline
The rest of this work is organised as follows: Chapter 2 provides an in-depth review of the literature
on the problem of the intent prediction of VRUs, the different approaches have been made for
addressing this problem and an overview of the deep representation learning. Chapter 3 presents
a data generation pipeline for identifying two of the most underestimated VRUs (kangaroo and
bikers). In Chapter 4, two different models for short-term intent prediction of VRUs is presented.
Chapter 5, the long-term intent prediction model for VRUs trajectory and path prediction is presented.
Chapter 6 presents a hybrid model between short-term and long-term intent prediction models that
take the contextual information in the traffic scene into account. Finally, in Chapter 7 the conclusion
and future work are discussed.
Chapter 2
Literature Review
The issue of human trust in automation has been studied over the past 20 years from a number of
research communities such as human factors [44–46], cognitive sciences [47–49] and human-robot
interactions (HRI) fields [50, 51]. Recently, and as a result of the up-rise of AV development, many
research projects started to tackle the same issue but with respect to AV.
Throughout this chapter, a detailed review of the literature work related to VRUs trust of AVs
will be covered. In the first section, a generic taxonomy of trusted autonomy with an extension
to the VRUs-AVs case will be reviewed. In the second section, a thorough review of a number
of the objective measures used for modelling trust between VRUs and AVs will be presented. In
section three, a comprehensive review of the previous approaches for the intent prediction problem
of VRUs will be discussed. Finally, a critical review and research gap analysis of the related work
from the literature will be presented.
2.1 Taxonomy of Trusted Autonomous Vehicles
Since there is a little research done on the human trust of AVs, thus there is not a unified definition
of human trust in the context of AVs so far. However, given that most of the technologies involved
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in developing AVs are based on research work done in the robotics field, we found that the trust
taxonomy proposed in Human-Robot interactions (HRI) frameworks in [51] and [52] would be
more suitable for our particular case of VRU-AV interactions.
2.1.1 Human-Robot Interaction Loop
The human-robot trust taxonomy used in the HRI frameworks mentioned above was, in fact, a
derivative of the human-automation trust taxonomy introduced by Lee and See [53]. Lee and See
defined human-automation trust as “the attitude that an agent will help achieve an individual’s goals
in a situation characterised by uncertainty and vulnerability”.
According to the previous definition when it is applied in HRI frameworks especially the
mobile robots, the human involved in the interaction loop with the mobile robot is the individual,
and the agent is the mobile robot that is trying to accomplish a certain task determined by the
individual. Since these goals are highly dependent on the role of the human involved in the HRI
loop, Schlotz [54] defined five different roles that the humans can assume in any HRI framework,
like the following:
• Human can become a supervisor who monitors the mobile robot and can intervene once it is a
necessity;
• Human can act as an operator who is closely in direct interaction with the mobile robot
manipulating the robot’s actions;
• Human can be a programmer or a mechanic who have access to modify the software or the
hardware capabilities of the mobile robot;
• Human can be a team-mate or a peer to the mobile robot working together to achieve a mutual
goal; and
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• Human can be a bystander who is not directly part of the HRI loop but can affect how a
mobile robot is accomplishing a certain task [55].
Similarly, the previous formulation of human-robot trust can be extended to the special case of
human-AVs trust, however instead of the agent being the mobile robot, in this case it will be the AV
and instead of a five roles that human can assume in HRI frameworks, it will be only restricted to
three roles in human-AVs trust frameworks. Whereas, the human can be one of the following three
roles:
• Driver/passenger of the host AV (depending on the level of autonomy of the AV);
• VRUs who are sharing the road with the AV such as pedestrians, cyclists and wild animals
such as kangaroos, moose and camels [23, 56]; and
• Driver of other vehicles sharing the same road with the AV.
2.1.2 Levels of Autonomy Characteristics
One of the critical elements in establishing a trusted interaction loop between humans and automated
systems begins with the humans’ assessment of the trustworthiness of these automated systems
[53]. The research in [57, 58], outlined that the characteristics of an automated system are among
the major factors that impact the trustworthiness of any automated systems. Furthermore, they
indicated that the characteristics of an automated system could be described according to the
level of autonomy of this system and how well humans perceive its function. Given the various
interpretations of automated systems’ definition across different sectors and industries, Parasurman
et al. [59] came up with a taxonomy for the definition of automated systems based on ten levels of
decision making and control done by the human or the machine in these systems.
Similarly, in the arena of AVs, and in a reaction to the up-rise of the self-driving cars development,
other taxonomies of autonomy were proposed for AVs. One of the first taxonomies of the levels
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of autonomy for AVs was proposed in early 2013 by the USA’s National Highway Transportation
Safety Administration (NHTSA). NHTSA provided a preliminary policy statement in order to
regulate the development and testing of AVs across the US, which had a taxonomy of the five levels
of autonomy of vehicles as the following:
• Level 0: No automation
• Level 1: Function-specific automation
• Level 2: Combined function automation
• Level 3: Limited self-driving automation
• Level 4: Full self-driving automation
Table 2.1, presents a comparison between NHTSA’s taxonomy of levels of autonomy for
the human-vehicle decision-making loop and the human-vehicle interaction loop. Human-vehicle
decision-making loop is concerned with the actual responsibilities that the human driver can perform
in each level of the autonomy. On the other hand, human-vehicle interaction loop is more of a higher
abstraction level of the degree of the involvement that the human driver can take within the vehicle.
Where the human driver can be engaged and in control of the vehicle most of the time (levels 0,
1), and it is referred to the driver here as “Human-in-the-loop” as it is specified in human-machine
collaboration research community [60]. Alternatively, the human driver can have an intermittent
control of the vehicle, and the automated system of the vehicle is responsible for the decision-
making most of the time (levels 2, 3), and it is referred to here as “Human-on-the-loop” or “Human
supervisory control” as they call it in process control and defence research communities [61]. Lastly,
the human driver can be just a passenger in the vehicle and has no control of the actual driving task
of the vehicle (level 4), and it is commonly referred to the driver here as “Human-out-of-the-loop”
[62].
2.1 Taxonomy of Trusted Autonomous Vehicles 10
Table 2.1 NHTSA Level of Autonomy Taxonomy.
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trol at any time during the trip
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From this taxonomy, we can draw out that it is entirely centred around the human driver,
and does not take into account any other human road users who are sharing the road with the
vehicle. Specifically, when it comes to VRUs, they did not have so much attention in human-AV
interaction frameworks in contrast to the bystanders in HRI frameworks. Given that, most of
the interactions between VRUs and vehicles right now are based on an implicit social rule with
the human driver inside the vehicle. Thus, we are arguing that VRUs will be considered as the
new Human-on-the-loop when vehicles are operating in the upper level of autonomy (level 4) of
NHTSA’s taxonomy.
The motive for our belief that VRUs will be acting as Human-on-the-loop when human drivers
will be out of the loop (level 4) is that the degree of influence VRUs will impose on the decision-
making loop of AVs will be much higher than the one of the human passenger inside the AV. For
instance, when AV encounter a pedestrian trying to cross the road from an undesignated crosswalk,
the AV will change its motion planning to avoid collision with the pedestrian which in return impact
the decision-making loop of the AV.
Additionally, since most AVs will be prioritising the safety of its passengers over VRUs [26],
so it will need to model the human factors and social behaviours of VRUs in order not to risk that
objective. Which is similar to the case of level 3, where the vehicle will have to model the human
factors and behaviours of its human driver in order to cede control to him in a safer manner [63, 64].
Unlike human drivers, VRUs are not governed or constrained by the existing regulations of traffic,
which in returns makes their behaviours unpredictable most of the time [35]. Thus, AVs need to
have a more in-depth understanding of VRUs’ behaviours and motives in order to increase their
trust in AVs. Because by doing so, it will help in achieving a safer cooperative interaction between
the two of them [32].
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2.1.3 Objective Measures of Trust
A number of the factors that affect the bystander trust in autonomous systems have been studied
extensively in the HRI field over the past 10 years. However, just a few have addressed this issue
in the context of AVs with VRUs. In HRI frameworks, they relied on many objective measures
[65] in order to assess the bystander human trust in autonomous systems. Objective measures can
be viewed as a quantitative metric of behavioural data produced unconsciously by humans. In the
following, we will review some research efforts that have been done on the objective measures of
trust for both the bystander human in the HRI field and VRUs around AVs.
In HRI, Tsui et al. [66], investigated the level of trust the bystander human has of a mobile robot
in a specific scenario of a corridor passing based on social behaviour cues. In their experiments,
they found out that the bystander human tends to have higher levels of trust in the mobile robot
when it accommodates some degree of adhering to social protocols. Social protocols can be such as
the social behaviours they would expect from other humans like yielding for them when in cases the
corridor can only fit for one entity to pass, “ i.e., either human or robot”. Another work by DeSteno
et al. [67] investigated some behavioural cues that accounted for a trusted interaction between a
human and a teleoperated robot. They relied on facial verbal cues done by the bystander human
around the robot to identify their perception of the trustworthiness of the robot.
In [68], Boerkoel et al. utilised some social cues for accomplishing a trusted interaction between
bystander human and a mobile robot deployed in an industrial manufacturing environment. Where,
the mobile robot used to infer the intentions of the bystander human (such as another human
coworker in a factory) by recognising the coworker’s activities as well as providing feedback to
him/her with its intended route that it will take next while it is navigating.
In the context of AVs, Florentine et al. [69] proposed a method to increase the pedestrians’ trust
in an autonomous golf-cart by incorporating human-like social behaviour. They substituted the
human eye contact which traditionally takes place in interactions between human-driven vehicles
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Figure 2.1 The autonomous golf cart equipped with LED strip [69]. The blue colour indicates no
obstacle within close range, whereas red shows the presence of the nearby obstacle.
and pedestrians by a Light-Emitting Diode (LED) strips as shown in Figure 2.1. The LED strips
were used to convey perception information to nearby pedestrians passing by the autonomous golf-
cart. They placed a number of the LED strips around the golf cart’s front side to notify pedestrians
that the golf-cart can see them. Whenever a pedestrian is close to the golf-cart, the LED strips will
change its colours, and as the pedestrian walks around it, the LED lights will start following him.
In [33], Matthews et al. attributed the intent understanding as one of the early indicators of
a trusted interaction between the AVs and VRUs. Similar to [69], they also used an autonomous
golf-cart provided with LED strips as well as LED word display for communicating its intent for
the pedestrians. They used the LED word display for explicitly communicating the intent of the
golf-cart using pictures, words, or a combination of the two. In order to identify the pedestrians’
intent, they surveyed volunteered participants about the most probable actions they would take when
encountered with an AV. Then, based on the results of their survey they used a Belief-State Markov
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Decision Process to recognise a set of five pedestrians’ actions such as pedestrians moving out of
the golf cart’s way. Similarly, in [34], they retrofitted a prototype vehicle with a number of sensors
to resemble an actual AV, to convey a trusted interaction based on an intent understanding between
the prototype AV and the pedestrians around it. When the mounted Xbox Kinect on the prototype
AV, senses the presence of a nearby pedestrian, an eye-shaped blue LED mounted on the prototype
AV flashes to notify the pedestrian that it can see him/her.
Based on the literature mentioned above on the objective measures of VRUs trust of AVs, intent
understanding between the two entities was qualitatively proven to be a robust objective measure of
a trusted interaction between the two entities. According to [32, 34], intent understanding between
AVs and VRUs can be viewed as a combination of two steps: 1) predicting the intent of VRUs 2)
conveying the AVs’ acknowledgement of this intent to VRUs back through an intent communication
interface such as LED or LASER displays.
Given the inherent dependency of conveying the intent of AVs to VRUs on predicting the intent
of VRUs in the first place. Thus, the first step of the intent understanding of VRUs is considered
the most critical step, and therefore the focus of the rest of this thesis will be focusing on how to
tackle this problem. In the following section, a comprehensive review of the approaches used for
intent prediction of VRUs from HRI and Advanced Driving Assisted Systems (ADAS) fields will
be discussed.
2.2 Intent Prediction Approaches from ADAS To Robotics
The research efforts that were done in the HRI and Advanced Driving Assisted Systems (ADAS)
fields regarding the intent prediction of VRUs can be categorised into two main approaches namely
motion dynamics and planning-based approaches. In Figure 2.2, a holistic outline of this categori-
sation is shown. In the motion dynamics approaches, it is assumed that the underlying motion
model or models of the VRUs are already known beforehand. On the other hand, in planning-
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Vulnerable Road Users Intent Prediction









Figure 2.2 Break-down diagram of the different classes of the research work done on vulnerable
road users intent and path prediction.
based approaches they do not require an explicit motion model of VRUs; however they require
the end-goal of VRUs to be known in advance. In the following sections, a thorough review of
these two approaches will be presented. Consequently, each approach will be further classi ed
into two classes based on the state of the observer sensor whether it is stationary or moving. The
models that rely on stationary observer are usually used in surveillance applications (camera in
most of the cases), where the observer sensor has a birds-eye view of the physical environment that
does not change over time. On the other hand, the moving observer models, are those that rely on
vehicle/robot-based sensors which capture the surrounding physical environment that changes over
time.
2.2.1 Motion Dynamics Approach
Most of the work that has been done so far on VRUs intent prediction in urban traf c environment
was mainly relying on the motion dynamics approach. The methods/models used in this line of
work will be discussed in the following sub-sections.
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2.2.1.1 Stationary Observer Models
Pellegrini et al. [1], came up with the so-called “linear trajectory avoidance” model. The model was
utilised for short-term prediction of pedestrians in busy situations where short-term occlusions are
persistent. Their proposed linear trajectory avoidance model is inspired by a social force model,
where they assume the current position and velocity for each pedestrian is known in advance.
Given that as a priori, they predict a certain point in the next time step which is believed to be
the driving force of decisions for each pedestrian, and they call that point the “expected point of
closest approach”. The path to the expected point of closest approach is obtained by assuming the
pedestrian will choose the optimal path that will minimise any collisions as shown in Figure 2.3.
The parameters for the linear trajectory avoidance model were learned from a training data of a
birds-eye view video track captured using a stationary camera.
In a similar context, Trautman et al. [70] proposed another social-based behaviour model based
on an interacting Gaussian process model (GPM). GPM exploits a Bayesian inference method
called, importance sampling, to predict the crowd interactions over the next time step. GPM was
mainly introduced to solve one of the most common problems of autonomous robots, which is the
robot freezing. The main cause of this freezing problem is due to the anticipation done by the robots’
motion planners of possible collisions with stochastically moving pedestrians in crowded spaces
where pedestrians pass by each other frequently with proximity. Trautman et al. [70] proposed to
solve this freezing problem by incorporating the robot’s action as another agent. Therefore, they
simplified the planning needed to be done by the robot to navigate the crowded environment as
an inference of what the robot should do next, given the observation of the other agents (i.e. the
pedestrians). Similar to [1], Yamaguchi et al. [71] presented a pedestrian social behaviour model,
and they extended it to accommodate the social interactions in pedestrian groups. Their proposed
model is based on an energy function that takes into account the possible and desirable motion
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Figure 2.3 Some qualitative results from the LTA model (solid red) proposed in [1].
directions for each pedestrian. They selected some factors for this energy function that they assume
would encode the pedestrian’s choice. Examples of such factors are:
• pedestrian’s speed and direction;
• damping (sudden changes in pedestrians’ velocity);
• attraction (how close each pedestrian is to one another);
• grouping (assuming pedestrian moving together have a similar direction and speed); and
• collision (between pedestrians and each other’s as well as with the physical environment)
In a similar context to [70], Kuderer et al. [72] introduced a maximum entropy learning model to
infer human navigation behaviours. The model’s operation was based on short-term spline segments
from the observation of continuous trajectories of humans in bounded indoors environment. These
continuous trajectories presented a number of features that are assumed to capture the physical and
topological properties of the pedestrian navigation behaviour. Example of such features are the
time of travel the pedestrian takes to reach a target position, pedestrians’ acceleration, pedestrians’
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desired walking velocity, topological variants (such as the frequency passing left versus passing
right, or whether pedestrians are walking in a group or individually).
Recently, the research in [73] introduced another social behaviour model that takes into account
collision avoidance and group movement of pedestrians. The model utilised the Recurrent Neural
Network (RNN) models for sequence prediction tasks. They managed to learn general human
movement and make a short-term prediction about their future trajectories using a Long Short-Term
Memory (LSTM) architecture. They used one LSTM model for each pedestrian’s trajectory and
shared the information between each LSTM by introducing a new pooling layer, and they call it
“Social pooling layer”.
2.2.1.2 Moving Observer Models
In [37], a vehicle-based system for pedestrians’ movement prediction was proposed which used
particle filtering to predict the probability of an impact with pedestrian after 300 ms. The particle
filtering framework they proposed takes as an input a fusion of pedestrian detection algorithms.
Accordingly, it outputs a cloud of particles that represents the probability density function of the
position of a target pedestrian after 300 ms from the start of the filtering process.
In [74], Kohler et al. introduced an early detection system for the intent of a pedestrian standing
on a curb who is going to decide to cross the street. Their proposed system is combined of a motion
contour histogram of gradients feature descriptor (MCHOG) with SVM classification algorithm
to decide based on the body pose of the pedestrian’s initial movement whether he started walking
or not. The MCHOG is relying on capturing the changes of the local directional contour patches
extracted from motion history images (MHI). To find the optimal parameters for their proposed
descriptor, they captured 170 video sequences of 26 persons “male and female” standing upright
and start walking at some point in time.
In [7] Schneider et al. used the Bayesian filter, Kalman filter (KF) for vehicle-based pedestrian
path prediction within a short-term horizon (less than 2 seconds). More specifically they used an
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Figure 2.4 The DBN model for pedestrians’ path prediction introduced in [2].
extended version of Kalman filter called, Interacting Multiple Model KF (IMM) to accommodate
different dynamical motion models of the pedestrians such as constant velocity (CV), constant
acceleration (CA) and constant turn (CT). The position of the pedestrians was detected using
HOG/linSVM pedestrian detector algorithm slid over an input dense stereo images. Another
Bayesian model introduced in [2], they used a Dynamic Bayesian Network (DBN) for path prediction
of a pedestrians’ intention to cross the street while he/she is walking on the curb (shown in
Figure 2.4). They assumed what makes the pedestrian decide to stop to cross the street or continue
walking on the curb depends on three factors. Firstly, whether an approaching vehicle exists in
a possible collision point. Secondly, the awareness of this scenario by the pedestrian. Thirdly,
the layout of the physical environment around the pedestrian. By considering these factors as
unobservable variables on top of a Switching Linear Dynamical System (SLDS) as a part of the
DBN, they can control to some extent the changes happen in the dynamics of the pedestrian.
On the other hand, in [38], Keller et al. proposed a pedestrian intent prediction and action
classification for short-term intervals. Similar to work presented in [74], they were focusing on
the case of a pedestrian walking on a curb who might stop to cross the street or continue walking.
However, unlike [74], they were additionally predicting the pedestrian’s trajectory. They approached
the problem using a technique based on Gaussian process dynamical models. They utilised feature
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extracted from the dense optical flow of the detected pedestrian’s bounding box to help with the
path prediction. Consequently, two dynamical models were trained separately for capturing the
walking and stopping movements of the pedestrians. The future lateral position of the pedestrian is
derived from integrating the predicted optical flow fields from the learned dynamical models. For
future longitudinal position, it was derived using a Kalman filter for each movement model.
In [36], Wakim et al. proposed a random walk model based on a four-discrete states Markov
chain for modelling pedestrian walking behaviour. They assumed the pedestrian pace states can be
described as a priori four discrete states: standing still, walking, jogging, and running. Then, each
pace is associated with its corresponding possible speeds and directions which can be modelled
as a Markov state transition chain. They also neglected the interactions between the pedestrian
with its surrounding physical obstacles “infrastructure or other moving objects” since it would be
complicated to take them into account within their proposed model.
In [75], Quintero et al. proposed another Gaussian process dynamical model to predict pedestri-
ans’ pose and location. They classified four intents (walking, stopping, starting and standing) of
the pedestrians based on their actions up to 1 second ahead in time. They used two Naïve-Bayes
classifiers, one for a 3D joint position, and the other one for joint displacement. The rationale
behind this is to minimise the rate of the miss-classifications due to the nature of abrupt changes
in the transitions of the actions at hand. The classified action is then mapped to its most probable
pose and matched with a corresponding balanced Gaussian process dynamical model to estimate the
pedestrian’s latent position. Once the latent position has been estimated, a prediction of a short-term
horizon about 1 second ahead can be inferred.
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2.2.2 Planning-based Approach
Planning-based approaches were the most commonly used for the VRUs intent prediction problem
in the HRI field. In these approaches, the VRUs intent prediction problem is formulated as a motion
planning problem but for the surrounding VRUs instead of the ego-vehicle/robot.
2.2.2.1 Stationary Observer Models
In [76], Chen et al. utilised the observed motion instances of simulated pedestrians in a static
environment to learn and predict their behaviours. Features like spatial location, heading angle,
and velocity, which define the observed trajectory, are then used to form a motion pattern that is
obtained using clustering algorithms such as constrained gravitational clustering (CGC). Clustered
motion patterns are afterwards compared against a certain criterion for completeness evaluation.
After that, a classification stage takes place, which classifies the motion pattern into two unique
classes: the complete motion pattern (MP-C), or incomplete motion pattern (MP-I). The MP-C
pattern defines a motion pattern that does not frequently change over time. On the other hand, MP-I
defines another motion that may be changed after a short time horizon. With MP-C and MP-I, a
prediction stage can be accomplished with a combination of a three-level prediction model. First
and second levels are called high and middle levels respectively, where a long-term prediction of
pedestrian’s trajectory over many time-steps ahead is achieved. In the third level or the so-called
“low level” prediction, short-term prediction of pedestrian’s trajectory over the next time step is
made.
In [77], Chen et al. extended their work in [76] and enhanced the multi-level pedestrian
behaviour model by adding a similarity matching criteria between pedestrian’s trajectory and their
clustered motion pattern. By doing so, it eliminated the need for manually calculating the motion
pattern’s similarity range and do it more automatically. Moreover, the changing angle and the
distance features of the predicted trajectory have been taken into account in the similarity matching
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rather than the distance feature alone as in their previous work. Additionally, they tested their model
on real testing data from a surveillance camera in a static environment.
In [78], Ziebart et al. introduced a pedestrian’s intent prediction for pedestrian-robot interactions
inside a static lab environment. They modelled the pedestrian’s intent as a goal-oriented trajectory
assuming that any rational pedestrian is usually governed by a goal to reach a particular destination.
Additionally, with a given map of the environment, they learned a cost function based on the
features of this map using a maximum entropy inverse optimal control technique that can predict the
long-term trajectory of individual pedestrians. The future position of the pedestrian is sequentially
presented using the distribution over actions using a deterministic Markov Decision Process (MDP)
projected over the grid map of the environment. Then using this distribution recursively with the
help of Bayes’ rule, an intuition about the potential unknown destination of the pedestrian can be
inferred.
In [79], a spatial behaviour cognition model was introduced for mobile robots to understand
pedestrians’ interactions and predict their motion trajectories. The possible trajectory of pedestrians
was modelled using a concept usually used in local motion planners of mobile robots called “ego-
graph”. In the ego-graph approach, a number of the possible states of the robot are gathered using
the graph, and the corresponding trajectory for each state is generated given the kinematics and
dynamics constraints of the robot. They assumed the pedestrians could follow the same procedure
to avoid obstacles; hence the pedestrian trajectory can be predicted using the ego-graph approach.
Ellis et al. [80] proposed a method based on the Gaussian process to model pedestrians’ motion
from surveillance video feed. Given a current position of a pedestrian, they can predict the pedes-
trian’s position over a long-term horizon up to 5 seconds. Training trajectories of the pedestrians are
clustered based on the corresponding entry point to the scenes, and then each cluster is modelled
individually. Gaussian process was utilised to provides a estimation of the instantaneous velocity
of a given pedestrian given his/her current position. As a result, the cluster membership of the
pedestrian’s trajectory and a conditional distribution over the instantaneous velocities of the pedes-
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Figure 2.5 The proposed HMDP model and the state representation for the task of pedestrians’
activity forecasting introduced in [3].
trian using a GP-Bayes filter can be estimated. In another stationary observer-based class, Kitani et
al. [3] proposed a trajectory-based activity analysis from a stationary visual input model, capable of
forecasting the future intentions of pedestrians in urban environments. They also modelled the effect
of these physical environments on the pedestrian’s choice of actions. They extended the work of
[78] for forecasting future activities given the physical features of the scene and the observation of a
noisy tracker. However, they do not assume that the pedestrian is fully observable in the scene. Thus,
they introduced a Hidden variable Markov Decision Process (HMDP) model (shown in Figure 2.5)
that takes into account the uncertainty of the physical features of the scene and the noise exists in
the observing tracker. They obtained the prior knowledge about the physical features of the scene
by using semantic scene labelling approaches.
Recently, Ma et al. [81] proposed a predictive model for multi-pedestrian trajectory forecasting,
utilising concepts from game theory for modelling the interdependence of multi-pedestrians’ deci-
sion making actions, and using a visual classifier to map behaviour patterns directly from pedestrian
appearance. They modelled the possibility of an individual pedestrian to take a certain path depends
on his anticipation of the other pedestrians’ movement, and this concept is called “Fictitious Play”,
and is heavily used in game theory. They extended the same approach as in [3] for learning their
model to accommodate the interactions between pedestrians. They further enhanced their predictive
model by incorporating walking model of individual pedestrians based on their appearance. In
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Figure 2.6 A sample pedestrian avoidance scenario from [4].
order to do so, they relied the Convolution Neural Networks (ConvNet) model, AlexNet [82] for
classifying three classes of pedestrians’ attributes: age, gender, body orientation.
2.2.2.2 Moving Observer Models
Bandyopadhyay et al. [4] proposed an on-road pedestrian avoidance system that takes into account
the human intention and its associated uncertainty into a motion planning framework for an
autonomous mobile robot. They formulated the problem as a Mixed Observable MDP (MOMDP),
where the motion model variables of the pedestrian are already given (fully observable), and the
intention of the pedestrian is unknown (unobserved). They assume the pedestrian is directed
towards his/her goal following the shortest path trajectory. They took into account variations such
as pedestrian preference and distracted walking as an uncertainty distribution over the intended
direction. They utilised a sampling-based approximate algorithm called Successive Approximations
of the Reachable Space under Optimal Policies (SARSOP), a leading point-based approximation
algorithm, to solve the MOMDP model. A sample scenario from the output of their models is shown
in Figure 2.6. From the perspective of the moving observer-based techniques, Keller et al. [43]
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and similar to [38], also used a set of features extracted from the dense optical flow of a detected
pedestrian’s bounding box to achieve intent prediction of pedestrians while standing/walking on the
roads’ side curb. They utilised a probabilistic hierarchical trajectory matching model. They extracted
motion features and reduced their dimensionality using Principal Component Analysis (PCA) and
represented a histogram of orientation motion (HoM) features. Afterwards, these HoM featured
with measured pedestrian’s position are subsequently utilised in a matching trajectory and filtering
framework, where the future position of the pedestrian is obtained from the filter state by comparing
it with one of the trajectories of the training set.
In [42], Rehder et al. were focusing on the long-term prediction of pedestrians by estimating
the probability distribution over the future positions of pedestrians using path planning techniques.
Given the pedestrian position and orientation, and a grid occupancy map of the environment
recorded online, they can estimate the pedestrian’s goal destination as a latent variable on-line, using
a probabilistic planning-based technique. The grid occupancy map is discretised into independent
cells with each cell containing a vector of location weighted features. For weights calculation,
a supervised learning model was trained with ground truth trajectories of pedestrians, and its
corresponding grid map was trained. They modelled the destination goal of the pedestrian as a
Gaussian Mixture Model. Then, iteratively they improve the destination mixture components using
a Particle filter. Recently, Karasev et al. [41] presented a similar approach to [3] to predict the
long-term motion of pedestrians. However, their learning model was trained using a data they
gathered from traffic scenes with a moving vehicle equipped with two cameras, LIDAR, and a
diffrential GPS (DGPS). They modelled pedestrian’s behaviour as a Jump-Markov processes with
pedestrian’s goal as a latent variable. Given the pedestrian’s position, orientation angle, a semantic
map of the environment, and the goal as an intended goal, they solve MDP to obtain a stochastic
sub-optimal policy for the shortest paths to possible destinations. Then, using a Rao-Blackwellized
particle filter (RBPF), the filtering density can be obtained. Based on the estimated density function,
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inference about the pedestrians’ intended goal can be made by solving the same stochastic optimal
control problem.
2.3 Deep Representation Learning
Historically, traditional machine learning techniques have been utilised for the processing of the
raw format of natural data such as images and speech signals. However, they are faced with
many limitations. These limitations are due to the constant need for hand-crafting the feature
extractors (such as HoG [83] and SIFT [84]) needed to transform these raw data into a meaningful
representation for the learning algorithm. On the other side, representation learning methods try to
solve this problem by discovering the needed representation automatically to transform the raw data
to task-agnostic representations for the learning algorithm. One of the most adopted representation
learning methods now is the Deep Learning methods.
Deep learning methods, can learn various layers of representations from data by creating simple
yet non-linear components that each transform the representation from one level to another with
more higher abstraction representations [85]. Using enough number of that transformations, learning
complex functions would be possible. For instance, the classification of images task, at higher
representation layers, major common features of any image are discriminated such as the edges
inside the image, and at later representation layers, specific ordinary objects would be detected. The
most notable advantage of deep learning is that these representation layers are not hand-crafted
by engineers for specific tasks, but instead learned from the data itself with the help of a generic
learning algorithm such as the gradient descent.
In the following section, a review of the components and architectures of deep representation
learning methods will be outlined.
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2.3.1 Building Blocks of Deep Learning Models
Like any conventional supervised learning technique, in deep learning methods, we also have a set
of training and label data for a certain task, and we need to train a model to accomplish that task.
For example, let us assume that the task we have in hand is an image classification task. Given an
object inside an image, we need to train a model to decide which class the image belongs to from a
set of defined classes. For training a deep learning model for that task, ultimately we need the score
of the class in each training sample pair (image, class) to have the highest value. Thus, we first need
the following components:
• Objective Function: which is responsible for computing the error or the distance between
the output scores from the model for a given image and its actual class value. Then, based on
this error the model need to readjust its internal representations parameters to minimise that
error. These parameters are often called “weights” which define the function that represents
the relationship between the input and the output of the model. In typical deep learning
models, the number of these weights can be hundreds of millions, and in order to update these
weights properly, we need a learning algorithm.
• Learning Algorithm: which is responsible for computing a vector of gradients for each
weight in the weights vector. The gradient vector determines the amount the error would
decrease or increase if the weight is increased a little bit. Afterwards, the weights vector
is adjusted according to the gradient vector but in the opposite direction. One of the most
commonly used learning algorithms is Stochastic Gradient Descent (SGD). The key advantage
of SGD is its speed in computing the gradients and adjusting the weights accordingly just
from small samples of the input training data. Moreover, SGD repeats the previous operations
until the decrease of the objective function is stopped. SGD was named stochastic due to its
ability to compute noisy average gradient estimates overall training samples, given only a
small amount of samples.
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2.3.2 Deep Learning Architectures
Deep learning architectures can be viewed as a stack of multilayer components that all or most of
them can be learned from the input data. Additionally, many of these components can compute
non-linear mappings from input to output components. With a handful number (from 5 to 20) of
non-linear layers in a deep learning architecture, this architecture can accomplish complex functions.
In return, those functions can take accurately into account the details of the input data and at the
same time agnostic to the slight variations attributes such as the different lighting of an input image.
Despite how simple it might be to implement such an architecture, but it was only until the 1980s
when the first multilayer architecture was achieved, and it was trained using a simpler version of
SGD [86].
2.3.2.1 Multi-Layer Perceptrons Architecture
Multi-layer Perceptron (MLP) architecture is considered the first step made towards the accomplish-
ment of deep learning models as we know it now. MLP architecture is a directed acyclic graph
(DAG), where it consists of a number of neurons connected and organised in layers.
Figure 2.7 MLP network with one input layer, two hidden layers, and one output layer. Every
neuron in a layer is fully connected to all neurons in the next layer.
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As shown in Figure 2.7, in MLP each neuron in a given layer is fully connected to all neurons
of the next layer. Additionally, its input is a weighted sum of activations from the previous layer.
Intermediate layers are called hidden layers since their outputs are not observable from the outside.
Another distinction of hidden layers is that they can be viewed as a non-linear distortion technique
for their input neurons. The layer on the upper left-hand side is the input layer, and the one on the
upper right-hand side is the output layer. This model is also called a feed-forward neural network.
One important feature of MLP architecture, that it can model any suitably smooth function, given
enough hidden units, to any desired level of accuracy and that is why it is called “a universal
approximator” [87]. Given only a single hidden layer is considered to be sufficient to make MLP
a universal approximator, however having many hidden layers creates more powerful networks.
Mathematically, MLP can be viewed as a linear regression model, where at a given hidden layer or
an output layer we have an input vector x, and we need to map it into an output vector y according
to Eq 2.1
y = f(wx+b) (2.1)
where f is the activation function at a given hidden/output layer of the MLP, w is the MLP weights
that need to be learned and b is the bias term. There is a number of activation functions that can be
used in MLP networks.
For output layers, the activation function is dependent on the nature of the task at hand that is to
be done by the MLP. However, generally speaking, the output activation function can be viewed as
a linear identity function. One example of these functions in the context of multinomial logistic
regression-based tasks such as image classification is the softmax function. Softmax function in
the case of image classification task normalises the weighted sum on output neurons over K target
classes to provide a predicted probability for each class according to Eq 2.2
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On the other hand, activation functions of hidden layers provide a non-linearity aspect to the
MLP models, there are a number of generic activation functions used in MLP architectures such as:




where z is a real value number and the sigmoid function squashes it into [0,1] range.
Hyperbolic Tangent or the (Tanh), which can be considered as an extended version of the sigmoid
because it squashes its input into the [1, 1] range according to the following form,
f(z) = exp{z}  exp{ z}
exp{z}+ exp{ z} (2.4)
Rectified Linear Unit (ReLU) Recently, have been utilized in deep learning models because of
its non saturating nonlinearity and the inexpensive computation of the max operation it rely on,
which in returns helps in accelerating the convergence of gradient-based learning networks [82]. It
has the following simple form,
f(z) = max(0,z) (2.5)
Despite the success that MLP architectures have accomplished in some visual tasks such as
character recognition [88], however for more complex tasks they are still faced with some difficulties,
namely:
• Weights Learning for High Dimension Data: For high dimension data modalities such as
images and speech signals, MLP networks with its fully connected neurons would have to
optimise a huge number of weights could be up to millions. Since every connection in the
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MLP has an independent weight. Thus, the necessity for a huge demand for a computational
resource in order to store these weights is inevitable.
• Data Shape Invariance: Since MLP networks do not have a structured form to be invariant
to changes in the input data such as lighting and translations. Thus, it would need to train
individual MLP models for each type of changes applied to the original training data as a
preprocessing stage. In return, this would lead to extra computational demands. At the same
time, the preprocessing step is not guaranteed to provide the MLP model with the sufficient
invariant representations that would make the model agnostic to these variants.
• Data Correlations: High dimension modality data such as images and speech signals have
local correlations. For example, the edges in images which consist of many pixels structured
in a specific shape. MLP networks by design will not be able to consider or reason about
these correlations.
Given the challenges mentioned above, the need for other types of neural networks was crucial
to address these difficulties. Therefore, ConvNets [88, 89] were introduced to help in filling in these
gaps.
2.3.2.2 ConvNet Architecture
The design of ConvNets was organised in a way to perform processing on data in the shape of
multidimensional arrays such as 2D RGB images and 2D acoustic signals. The three principal
pillars that ConvNets are based on are: the locality in connections between the input natural data,
the usage of many representation layers and the weights shared among these layers. Typically, a
ConvNet architecture (Figure 2.8) is organised in the form of sequential stages. Where the first
stages are a combination of two kinds of layers, namely convolutional and pooling layers, and
at later stages composed of two layers also: convolutional and fully connected layers. ConvNets
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Figure 2.8 A typical example of ConvNet architecture [85]. The input RGB image passes by
a number of stages of convoloution, max pooling and ReLU layers and finally fed into a fully
connected layer.
are traditionally composed of three types of layers: convolutional layer, pooling layer and fully
connected layer (sometimes can be optional). These three types of layers are stacked together to
form a fully ConvNet architecture.
For each layer after the first convolution layer, its input and output are called feature or activation
maps. Each entry in the feature map simulates an artificial neuron; where each neuron looks
precisely at a specific region of its input feature map and shares parameters/weights spatially with
its neighbour neurons. Thus, in the convolution layer, every feature map obtained from it represents
specifically feature extracted at different spatial locations. Commonly, the resultant feature maps
from a convolution layer are followed by a rectified linear unit (ReLU), to introduce an element-wise
non-linearity to the feature maps. In the pooling layer, each feature map is down-sampled spatially,
and independently of other input feature maps to reduce the number of parameters to be computed.
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As a result, this limits the effect of overfitting. Max pooling operation is the most commonly used
type of operation in pooling layers of a ConvNet. However, there are also other types such as
average pooling and L2 norm pooling [90].
Finally, at the last stage of ConvNet, a fully connected layer (FC) usually exists. In the FC
layer, each neuron from the input feature map are connected to every single neuron exists in the
FC layer, which is not spatially located such as the convolution layer. This stacked composition of
convolution, pooling and fully connected layers, and with the help of a general purpose learning
algorithm such as the SGD [89], ConvNet can in return provides an efficient end-to-end trainable
model.
2.3.2.3 ConvNet Learning Methods
Typically in ConvNets, if we have a number of training data D = (xi,yi) of N training samples
where xi 2 Rd is the input data and yi is the label associated with that sample, then the learning







l(yi, f (xi;W )), (2.6)
where f (xi;W ) is a function of xi and parametrized by a weight vector W . The function l(.) is the
training objective function that needs to be optimised by a learning algorithm.
One of the most commonly used learning algorithms of ConvNets is the gradient-based learning
algorithms. Gradient-based learning algorithms rely on the fact that minimising a continuous
smooth function is much easier than a discrete function [89]. Gradient descent algorithms minimise
the objective training function by estimating the impact of small variations of the weight parameters.
The weights update happens in the opposite direction of the gradient of the objective loss function.
In order to compute the gradients, it is not more than following the chain rule for derivatives. Thus,
the objective loss function must be continuous and differentiable or at least piece-wise differentiable.
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Accordingly, the weights and biases of the ConvNet model are randomly initialised and then,





where j is the iteration index and h , is the learning rate which is accounted for the steps update.
The previous procedure is called batch gradient descent. A major drawback of the batch gradient
descent algorithm is that in every update step, it uses the whole batch of the training samples to
compute the gradients, which in return can lead to slow convergence. On the other hand, other
gradient-based algorithms such as the SGD, try to address this particular problem by updating the
weights based on an average gradient of just a mini-batch of the training dataset. SGD updates the







l(yi, f (xi;W )), (2.8)
where M is the mini-batch size of the training samples.
With the help of this modification on the weights updating as well as a proper initialisation of
the weights, SGD usually has faster convergence rates than the batch gradient descent [89].
2.3.2.4 Transfer Learning
It is usually rare to have a sufficient dataset for training a deep ConvNet model initialised with
random weights. Therefore, one common approach for training a ConvNet model for a certain task
is to fine-tune another pre-trained ConvNet model for initialising the weights of the new model, and
this procedure is often called, transfer learning [92]. The transfer learning can be done in ConvNet
models by fine-tuning the weights of the pre-trained model (usually the later layers of the model)
and keeping the previous layers frozen. That is due to the nature of the first layers of ConvNets
which contains rather generic features such as edge and colour blob detectors which are essential
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Figure 2.9 A different cases for transfer learning of a pre-trained ConvNet model of AlexNet [82].
The upper left model is the pre-trained model. The model in the middle is a fine-tuned model with
only the last fully connected and softmax layers trained on the target dataset. The upper right model
is a fine-tuned model with the first stages fixed and the later stages trained on the target dataset.
Figure from [91].
for many visual tasks. On the other hand, the later layers of ConvNet became more specific to the
type of the task and the details of the original dataset. Thus, using transfer learning from other
trained models would be beneficial, in cases when the target dataset is small or the task we are
trying to learn is similar to the one used in the pre-trained model [93]. In Figure 2.9, a number of
the scenarios for transfer learning cases are shown.
2.3.2.5 Recurrent Neural Networks
Recurrent Neural Networks (RNN)s are yet another deep learning architecture that is more oriented
towards data with sequence or time-series nature. RNNs have been commonly used in many
sequence-based prediction tasks such as handwriting imitation [94], driver behaviour modelling [18],
human gait analysis [95], human-human interactions [73]. The main difference between traditional
multilayer perceptron (MLP) neural networks and traditional RNNs is that RNNs Have a feedback
loop connection. This feedback connection loop can efficiently capture the temporal dependency




























Figure 2.11 LSTM memory block architecture (adopted from [99]).
in their input time series sequences by maintaining an internal state, called “hidden unit” [96].
Figure 2.10 shows an illustration of the traditional RNN architecture unfolded over time.
One of the drawbacks of traditional RNNs is that they have difficult times in giving an accurate
prediction when it comes to memorising past long sequences especially in the context of deep
architectures [97]. Thus, the Long Short-term Memory (LSTM) architecture was introduced to help
address this problem of traditional RNNs [98]. The LSTM architecture has a basic unit in its hidden
layer called memory block, that is similar to the hidden units of traditional RNNs.
The LSTM’s memory block has one or more memory cells, in addition to three gates (namely,
input, output and forget gates) which are all shared by each cell in the memory block of the LSTM.
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The forget gate is responsible for deciding which information to revoke from the memory block.
The input gate is responsible for deciding which values from the input to update the memory state.
The output gate is responsible for deciding what to output based on input and the memory of the
block. According to the architecture of LSTM proposed in [94], the operation of the hidden layer of
LSTM memory cells (shown in Figure 2.11) are calculated and updated each time step t according
to the following equations:
ft = sigm(Wx f xt +Wh f ht 1 +Wc f ct 1 +b f ) (2.9)
it = sigm(Wxixt +Whiht 1 +Wcict 1 +bi) (2.10)
ct = ftct 1 + it tanh(Wxcxt +Whcht 1 +bc) (2.11)
ot = sigm(Wxoxt +Whoht 1 +Wcoct +bo) (2.12)
ht = ot ⇤ tanh(ct) (2.13)
where ft , it , ot and ct are the activations for the forget, input, output and cell state gates at time
t respectively. On the other hand, W⇤ f , W⇤i, W⇤o, W⇤c, b f , bi, bo, bc are their respective weight
matrices and variable biases. Additionally, xt and ht are the memory cell input and final output at
time t.
Given the previous equations, it can be deduced that the main operations that govern the
functionality of each gate of the LSTM, is a combination between a sigmoid neural network layer
and an element-wise multiplication operation. Sigmoid layer squashes its input data into a value






Figure 2.12 Architecture of the bidirectional LSTM (B-LSTM) with its two inner forward and
backward LSTM memory blocks unrolled over t time steps.
between one and zero. Zero will block any information to pass through it, while one means the
opposite of that.
2.3.2.6 Bidirectional LSTM
The aforementioned architecture of LSTM with only one hidden unit (i.e. one memory block)
is referred to in the literature as Unidirectional Long Short-term Memory (U-LSTM). There
is another extension to this architecture and it is called Bidirectional Long Short-term Memory
(B-LSTM) [100]. The main distinction between the two architectures is that in B-LSTM the
sequence data are processed in both forward and backward directions instead of the only forward
direction of unidirectional LSTM. Thus, in B-LSTMs the two hidden layers from the two directions
are connected to the same final output as shown in Figure 2.11. The advantage of such two direction
processing is that a higher level abstractions of sequential features can be learned as it was proved
in [94]. Similar to U-LSTM, the output in B-LSTM is governed by the equations from Eq 2.9 to
Eq 2.13, however, it has two outputs,
 !
h for the forward layer and
  
h for the backward layer. The
final output from the B-LSTM memory block as shown in Figure 2.12 at time step t is calculated
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where s is a function to combine the output from the two inner LSTMs and it is usually implemented
as a concatenation function.
2.4 Critical Review
In Section 2.2, we thoroughly reviewed the work done on the problem of intent prediction for VRUs
where we categorised the intent prediction models into two main types namely motion dynamics
and planning-based approaches. In this section, a critical review will be presented to point out the
research gaps that need to be addressed regarding the two approaches. It is also worth noting that
this critical review will focus mainly on the models that tackled the problem in road and traffic
environments and from the vehicle perspective as a moving observer. The reason for that, is these
models are considered the closest one to our case of VRUs-AVs interactions.
Regarding the motion dynamics approaches, in work done in [7, 9, 36–38], they formulated
the intent prediction of the VRUs as a tracking problem using a number of filtering methods such
as particle filter, Kalman filter or extended Kalman filter. They predict the future position of the
VRUs in the next time-step given previous observation of his/her trajectory. Despite the fact, that
these filter-based models are computationally inexpensive and easy to be implemented. They rely
on modelling the dynamical motion model of individual VRUs to predict their intentions. Since, in
real-traffic scenarios, the motion models of the VRUs can change instantaneously. Thus, the models
mentioned above will need to explicitly model and enumerate each possible motion model of the
VRUs which is practically in-feasible and needs a tedious manual fine-tuning of the parameters of
these models.
One example of such various motion models that are commonly performed by pedestrians
in traffic environments is when a pedestrian is walking on the curbside and starts to either cross
the road or try to bend-in. Here, two different motion models are happening, and as a result, the
dynamical motion model needs to explicitly design models that can account for these two motion
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models. Additionally, the dynamical motion models will need a way to be able to detect this point
of change when the pedestrian starts to cross or bend-in, which impose another limitation of such
models.
Another motion dynamics model approach by Kooij et al. [2], where a Dynamic Bayesian
Network (DBN) model was proposed to model the intent of an individual pedestrian walking on the
road’s curb and stop to cross the road. Unlike the work done in [7, 36–38], this DBN model took
into account partial information regarding physical environment as part of its model in addition
to pedestrian-related attributes such as the head orientation. Albeit, this additional factors to the
model improved its predictive capabilities but the assumption the pedestrian’s head orientation
only can determine his/her intent to cross the road is a rather weak assumption. Additionally, the
physical information about the environment they relied on was only the pedestrian’s distance from
the curbside which could be beneficial only for specific scenarios for pedestrians and not applicable
for cyclists. For instance, in scenarios where a pedestrian is intending to cross the street while
looking into the mobile phone [101], the intent prediction model, in this case, will provide incorrect
predictions if it is not taking into account the full body posture of VRUs in addition to the full
context of the physical traffic environment. Moreover, this approach still cannot reason or predict
the complex non-linear motion types which are usually done by VRUs in traffic environments.
On the other hand, the work done in the planning-based approaches [41–43], they proposed
methods to reason about the destination that an individual pedestrian intended to go for it and
generate a probability distributions over the possible trajectories to this destination. No doubt
that these models have more advantage over the motion dynamics models. Where these models
account for the uncertainty, exist in the actions made by VRUs and take into considerations the
effect of the physical environment on their predictions. However, they require prior information
regarding the end-goal or the destination of the VRUs in the scene. In real-traffic environments and
from a moving-based observer (i.e. AV), it is hard to have that prior knowledge. As a result, the
conventional planning-based approaches proposed in the literature will first require an additional
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step to infer these goals of VRUs which is a considerable hurdle for adopting such models in the
context of AVs and VRUs.
Given the aforementioned drawbacks, we can conclude that in order to design an effective
predictive model for intent prediction of VRUs by AVs, the following factors should be considered:
• Personal attributes such as the body pose of the VRUs and position of VRUs in the traffic
environment;
• Social norms such as the implicit prior knowledge about the majority of rational VRUs who
usually follow traffic rules such as pedestrians commonly walk on curbsides and avoid hitting
obstacles;
• Physical environment attributes such as the obstacles and objects exist in the traffic scenes
which influence the actions of VRUs (such as curbside, trees, electricity poles)
Based on these factors and the uncertainty nature accompanying VRUs’ actions that can change
over small periods of time, a predictive framework for intent prediction of VRUs for automated
vehicles based on their levels of autonomy discussed in Section 2.1.2 is proposed. The framework
is categorised into two main categories, namely STIP models and LTIP models.
The STIP category will be concerned with a momentary prediction of VRUs intentions. The
predictions from the STIP category will be usually within a window of less than 1-second interval
of the intended actions to be done by the VRUs. Thus, this category is more suitable for the
highly automated vehicle, where a human-driver is expected to be occasionally involved in the
decision-making loop. An example of short-term actions that could be predicted as part of the STIP
category could be when a pedestrian is walking on the curbside and decide either to cross the road
or to continue walking. The prediction of such actions in this category will specifically rely on the
personal factors and attributes of VRUs that were previously discussed.
On the other hand, the LTIP category will be concerned with the forecasting of the intended
actions of VRUs over more extended periods (up to 10 seconds interval). Thus, this category would
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be inevitable for fully automated vehicles, where the driver will be out of the decision-making
loop. An example of scenarios that could be predicted by this category, when the AV encounters a
pedestrian jaywalking in an urban traf c environment, and the AV slows down in order to make
him/her pass on his/her ease, that would be similar to the action of “after you” done by the human
driver in the same situation.
As it can be shown by breaking-down the intent prediction problem of VRUs into these two
categories based on the levels of autonomy of the AV, a reliable intent predictive models can be
achieved that can be easily integrated into the functional software architecture of AVs.
2.5 Summary
In this chapter, rstly a taxonomy of the trusted autonomous vehicles from VRUs perspective was
presented. The taxonomy discussed the diff erent factors that in uence the perception of autonomous
vehicles as a trustworthy entity ranging from the human-robot interaction point view to the objective
measures of reliable autonomous vehicles. Then, a thorough literature review regarding the work
done on the VRUs intent prediction problem from ADAS to robotics research elds was discussed.
In the literature review, the different approaches were generally classi ed into two main classes
of approaches. The rst class was dynamical motion model approaches. In this class, an explicit
modelling of the different underlying motion types of VRUs need to be carried out beforehand. On
the other hand, the second class was the planning-based approaches. In this class, a prior knowledge
about the end-goal of VRUs in the traf c scene must be already known in order to start giving a
prediction of VRUs intentions. Finally, a critical review of the related work done on the VRUs intent
prediction problem was presented. In this review, the dynamical motion models were shown to be
challenged by a number of the issues when it comes to predicting complex and unknown non-linear
motions of VRUs. Additionally, the conventional planning-based models were also shown to be
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impractical when it comes to predicting VRUs intentions because of the dif culty of inferring their
end-goal destinations in urban traf c environments.
Chapter 3
Training on Synthetic Data for
Underrepresented VRU Detection
This chapter presents a novel synthetic data generation pipeline for the tasks of identifying underrep-
resented VRUs such as wild animals and bikers. It also showcases the effectiveness of the proposed
data generation pipeline on two different classes of underrepresented VRUs (i.e., kangaroos and
bikers). Additionally, it shows how deep learning-based models can help in solving the domain
adaptation problem for learning models trained on synthetic depth data and tested on real-depth
data.
This chapter will be organised as follows. Firstly, in Section 3.1, the case for why synthetic
data is crucial for the underrepresented VRU detection task will be provided. This will involve,
the discussion of the empowering object detection architecture with the synthetic data-generation
pipeline. Secondly, in Section 3.2, the first case study of identifying one class of underrepresented
VRU (kangaroo) will be presented. Similarly, in Section 3.3, the second case study of another
class of underrepresented VRU (bikers) will be discussed. Finally, Section 3.4 will summarise this
chapter alongside the findings of the two aforementioned case studies.
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3.1 The Case for Synthetic Data
The problem of VRUs detection has recently witnessed many advancements. One of the main
reasons for such improvements is the success of learning-based methods especially those based on
ConvNet. ConvNet have empowered the new generation of end-to-end object detection models that
have achieved state-of-the-art results on object detection benchmarks. Instead of the multiple tedious
features design and extraction stages of conventional learning-based methods, ConvNet-based object
detection models have proved to be one of the most effective technique for VRUs detection. That
being said, almost all of the object detection models were focused mainly on only one type of VRUs,
i.e. pedestrians. The reason for that is the availability of versatile public and private annotated
datasets of pedestrians which can be easily obtained using any dash-based cameras. On the other
hand, niche VRUs such as wild animals and bikers have not got the same attention because of
the scarcity of datasets that involve them in traffic environments. Furthermore, in some cases, it
could be very difficult or time-consuming to collect and annotate such data especially in cases
of wild animals. For example, kangaroos which are one of the leading cause of car accidents on
Australian roads [102], it is hard to collect data on them in traffic environments. Also other VRUs
such as bikers and bikers which are not commonly found on roads as much as pedestrians which are
also challenging to annotate their data. Thus, only one public dataset is available for bikers in the
literature in comparison to a handful amount of datasets of pedestrians. Given these challenges, one
of the most cost-effective and efficient paradigms that have been explored recently to overcome
the scarcity of annotated data is the use of synthetic data images generated from photo-realistic
simulation and game engine frameworks [103, 104].
In the following sub-sections, first the ConvNet-based architecture that will be employed for the
underrepresented VRUs detection task will be presented. Secondly, the data-generation pipeline that
will be utilised for training and testing the aforementioned ConvNet architecture will be presented.
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3.1.1 Region-based Convolutional Neural Networks
Recently, ConvNet have been achieving state-of-the-art results on many computer vision tasks
such as object classification, object detection and semantic segmentation [82, 105, 106]. One of the
best performing ConvNet architectures for object detection tasks is Region-based Convolutional
Neural Networks (RCNN) [107]. RCNN are comprised mainly of two modules which, together,
form a unified single generic object detection network that can be trained in an end-to-end fashion.
The backbone module of the RCNN architecture is the typical ConvNet model used in image
classification tasks. This module consists of three main stacked and interleaving layers, namely
convolution layers, pooling layers and fully connected layers.
The other module of RCNN is called a region proposal network (RPN) which provides a set
of regions of interest (RoIs) in the input image which is typically a set of rectangular windows.
These ROIs are fed at an intermediate stage to the backbone module of RCNN, that was described
previously through a dedicated pooling layer, called the RoI layer. The RoI layer feature maps
are then flattened into a feature vector by fully connected layers (FC) of the backbone module
of RCNN. In the last layer of the RCNN, a multi-task loss layer exists as the training objective
function. Finally, a softmax and regression layers are followed for object class scores and the
bounding box positions respectively.
There are two variants of RCNN architectures, where the main difference between them is
in the used region proposal module by each one of them. The first variant was the earliest one
introduced in [108], which relies on a selective search paradigm for the region proposals as a
pre-processing stage for the backbone module of the RCNN. Despite the fact, that this variant has
achieved a resilient result in many benchmarks for object detection, the use of selective search
technique affected its real-time performance since it is computationally expensive on CPUs. For
resolving this specific drawback, the other variant, called Faster Region-based Convolutional Neural
Networks (FRCNN) [107] was proposed to fix the specific issue of slower real-time performance,
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and hence the name faster. FRCNN architecture introduced a region proposal network (RPN)
which substitutes the selective search pre-processing stage of RCNN by jointly training it as part
of the backbone module of the RCNN. RPN is a fully convolutional network that shares the first
convolutional layers with the previously mentioned backbone module of RCNN.
3.1.2 Synthetic Depth Data Generation
In order to train, validate and test the FRCNN model mentioned above for the underrepresented
VRUs task, a handful amount of annotated data is required. Given the problem at hand of underrep-
resented VRUs detection, getting large real data of them that can capture all their movements and
activities in traffic environments is not an easy task. Moreover, the process for annotating them with
bounding boxes is a time-consuming process.
Thus, in this work a simulation-based data generation pipeline will be proposed in order to
generate an annotated synthetic depth images containing two classes of underrepresented VRUs
(kangaroos and bikers) in traffic environments. The data generation pipeline itself is based on
Blensor [109], a simulation framework for various types of range scanners. In the following sub-
sections, the main components that constitute the data generation pipeline will be presented as
part of the use-cases for kangaroos (shown in Figure 3.3) and bikers detection tasks (shown in
Figure 3.8).
3.2 Kangaroo-Vehicle Collision Detection
Recently, the kangaroo detection problem on Australian traffic environments has got some attention
from both research communities and car manufacturers. Specifically, with the recent reports of
the increased number of accidents (refer to Figure 3.1) happening on the Australian roads due to
the collision between Kangaroos and human-driven vehicles [102]. The conflict not only existent
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Figure 3.1 The wreckage of a car that swerved to avoid a kangaroo and hit a tree. Photo credits:
Bendigo Advertiser.
between human-driven vehicles and kangaroos. According to recent media releases [110], highly
and fully AVs tested by major car manufacturers on Australian roads are also challenged by the
same problem. Ultimately, the efforts that have been made to prevent or reduce the number of
collisions happening between vehicles and other wild animals such as deer and moose could be
categorised into two main categories, namely road-based techniques and vehicle-based techniques.
Road-based techniques are the traditional prevention measures such as fences and wildlife reflectors
that have been deemed to be insufficient for reducing the number of collisions as it was shown
in [111].
In our formulation for the kangaroo detection problem, similar to the prior work on wild animals’
detection we will also be pursuing a vehicle-based technique relying on active sensors (stereo
cameras or 3D LIDAR). However, rather than explicitly extracting a specific feature for each
possible activity/scenario performed by the kangaroo in traffic and road environments, we will
utilise a data-driven approach based on ConvNet. More specifically, for the task of kangaroo
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detection, we will be utilising a state-of-the-art data generation pipeline to generate synthetic depth
images of highway traffic scenes containing kangaroo instances annotated with bounding boxes
inside them. The rationale for using depth images rather than monocular RGB/thermal images is
twofold, depth information is critical for any collision avoidance or assessment systems and in
order to obtain it from monocular RGB cameras is not as reliable as from stereo cameras or 3D
LIDARs [112, 113]. On the other hand, thermal cameras cannot provide any depth information,
and they have major heat issues which make them not a reliable solution for collision avoidance
systems. The second reason is the convenience to achieve depth images from different sensors
shipped nowadays with intelligent vehicles whether they are low-cost ones such as long-range stereo
cameras or the expensive ones such as 3D LIDARs.
Given the generated annotated depth image dataset, we can build and train a ConvNet model
based on the FRCNN architecture discussed in Section 3.1.1. By training the FRCNN model in
an end-to-end fashion, we alleviate the need for handcrafting different specific feature extractors
stage that was needed in other traditional techniques, just by exploiting the expressiveness of the
hierarchical representation learning of ConvNets [114].
3.2.1 Kangaroo Dataset Generation
The following are the sub-components of the data generation pipeline for generating synthetic depth
images of the kangaroo dataset.
3.2.1.1 Motion Capture and Mapping
Firstly, a Motion Capture (MoCap) is utilised to record three distinctive activities performed by
kangaroos in real-life, namely standing, hopping, and walking. In Figure 3.2, a demonstration of
these three activities is shown. Afterwards, we map the MoCap data on a 3D simulated kangaroo
model with its different anthropometric measures inside Blensor [109].
3.2 Kangaroo-Vehicle Collision Detection 50
(a) Walking (b) Standing (c) Hopping
Figure 3.2 The three MoCap activities used for the generated kangaroo dataset mapped on kangaroo
model.
3.2.1.2 Scene Modelling and Depth Images Render ing
In order to generate the synthetic depth images for the three captured activities in different urban
traf c scenes, we rstly designed inside Blensor, four different 3D models of highway and urban
traf c roads with 3D objects such as trees, buildings, vehicles, electricity poles, and motorcyclists.
Then for each instance of 3D kangaroo models in each scene, we apply a motion trajectory comprised
of a combination of the three MoCap data described earlier with more focus on the hopping activity
since it is the most common activity done by kangaroos in traf c environments. In each scene, we
made sure that all motion trajectories done by the kangaroos mimic the most commonly experienced
scenarios of collisions between kangaroos and vehicles, such as when a kangaroo walking or
standing on the side of the roads or behind trees and then suddenly do a hopping to cross the road.
For rendering the scene and generating the depth images, we created four virtual range cameras
on height similar to vehicle-based cameras that followed the kangaroo models in the scene on
a variable distance ranging from 10 meters to 50 meters. The virtual range cameras are used to
generate at each time step a depth image containing at least one kangaroo model with the other
objects in the scene as a background of the generated depth image. The four virtual range cameras
track the moving kangaroo models at a prede ned distance as mentioned earlier and covering a four
different viewing angles of the kangaroo models, namely front, back and two side views. Then,
using our developed interfacing software with Blensor, we render the scene twice from each depth
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Figure 3.3 Data generation and preprocessing pipeline. Different MoCap data are mapp onto a 3D
kangaroo model(s). Merging landscape scenes with the animated kangaroo models for rendering
with a con guration of both camera view angle and distance parameters, which in returns generate a
synthetic depth and label map. Label maps are the ground truth for the deep neural network training,
and the synthetic depth maps are preprocessed by shifting in range (0,255), re-scaling to (480W
360H), and nally the colour mapping.
camera; one with the kangaroo instances only in the scene and the other rendering we scan the other
background objects in the scene. By doing so, we can get an accurate ground truth bounding box of
only kangaroo instances in the scene.
3.2.1.3 Depth Image Dataset Pre-processing and Preparation
By following the rendering procedure previously discussed, we obtained from the four modelled
scenes a total of 17K depth images containing from one to four kangaroo instances annotated in
each depth image. We split the dataset into two with 12K depth images for training and 5K for
testing, and we made sure that the training and testing dataset splits are spanning two different
scenes from the entire four scenes used in the data generation process. One of the known issues with
depth images when feeding them to ConvNet-based models is the low contrast property of depth
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images [115, 116]. The first layers of ConvNets are trying to find a set of discriminative features
based on low-level features of RGB images such as the edges between foreground and background
objects. Since these low features are not that common in-depth images, thus to overcome this
problem, we increase the entropy of the input depth images to the RCNN-based model we will be
using for the kangaroo detection task. We do so, by colourising the single channel generated depth
images using the procedure presented in [115].
Additionally, in order to simulate some of the realistic properties exist in real depth images
coming from stereo cameras or other range sensors, we introduced some noise and distortions
to the perfectly generated synthetic depth images from our data generation pipeline according to
the noise model introduced in [109, 117]. Applying that kind of noise and distortions can also be
viewed as a type of data augmentation that was proved to both enhance the performance of the
trained ConvNet-based models and reduce the effect of overfitting during training [82]. The full
data generation pipeline we used for generating the 17K kangaroo depth image dataset is illustrated
in Figure 3.3.
3.2.2 Network Architecture
As we discussed in Section 3.1.1, FRCNN is considered more efficient architecture than the other
traditional RCNN architecture especially when it comes to the real-time performance. Thus, we find
that the FRCNN architecture would be more suitable for the task of kangaroo detection in traffic
environments. In the following sections, we will discuss the details of our proposed FRCNN-based
architecture for the kangaroo detection problem. Our proposed FRCNN-based model for the task
of kangaroo detection will be following the same organisation as the original FRCNN network
in [107]. However, the dimensionality of the input images in our proposed architecture will be
different, where ours will be (480 H x 640 W) rather than the (600 H x 1000 W) of the original
FRCNN network. The input images will be depth images colourised and prepared according to






































































Figure 3.4 Proposed FRCNN-based framework for the kangaroo detection task. The input to the
network is a colourised depth image (dark blue "near", read "far"), with a resolution of 640W ⇥
480H⇥3, and the output is an image with any kangaroo instances localised in it.
the procedure discussed in Section 3.1.2, The output from the proposed network is a similar image
to the input one, but with any kangaroo instances in the input images detected and localised. The
kangaroo instances are localised with their bounding boxes coordinates in the input image along
with the detection confidence of the network prediction. The first stage of the network will be the
backbone ConvNet module of the RCNN. In our proposed network, the backbone module will
be consisting of 13 (convolution+ReLU) layers interleaved with max pooling layers similar to
the VGG-16 network [118]. The 13 convolution layers of the backbone module will be shareable
with the other module of our proposed RCNN-based network, the RPN module. The input to this
module will be the feature maps from the last convolution layer of our backbone module. The RPN
module consists of other three convolution layers which are responsible for a generation of set of
region proposals. These proposals will represent different objects in the input image, and in our
case, the total number of these proposals are 300. The extraction of the region’s proposals is done
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automatically over the feature maps from the last convolution layer of the backbone module. The
extraction process is accomplished by sliding a set of bounding boxes over the last convolution
layers’ feature maps the with different n scales and m aspect ratios. The variables n and m are
hyper-parameters for the network and were set similar to the original FRCNN network with 3 for
both scales (0.5, 1, 2) and aspect ratios (2:1, 1:1 and 1:2). The multiplication of n and m in the
FRCNN architecture is called “anchors”.
One of the advantages of using anchors in our proposed network is that they provide an
inexpensive method fortranslation-agnostic to the different sizes and shapes of the class of objects
need to be detected (i.e., kangaroos) in the input images. Thus, it alleviates the need for training
the different cascading number of individual classifiers for each possible scale and aspect ratio of
the kangaroo which was a necessity for the other proposed approaches literature for other wild
animals detection problems [119, 120]. The extracted region proposal from the RPN module is
then passed along with the feature maps from the last convolution layer of the backbone module
to the Region of Interest (RoI) pooling layer. The RoI pooling layer is a max pooling layer that
down-samples the number of its input feature maps to a fixed size (7x7 in our case), which helps in
accelerating the training and testing time of the proposed network . Additionally, it also allows for
training the RCNN network with its two internal module jointly in an end-to-end fashion. Finally,
the output down-sampled feature maps from the RoI pooling layer are fed to the last two layers of
the backbone module which are two fully connected (FC) layers.
The training of any ConvNet-based model can be viewed as an optimisation problem, where
using a learning algorithm, the objective is to minimise a given and known loss function. In our
proposed FRCNN-based network for the kangaroo detection problem, we have two-loss functions
that are required to be trained jointly. The first loss function is LRPN , the loss function of the RPN
module of our proposed FRCNN-based network. The second loss function is LFRCNN , which is the
loss function of the backbone module of the FRCNN network. The total loss function LKANG that
needs to be optimised is just the sum of both LRPN and LFRCNN .
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where k is the anchor index and pk is the probability of the k-th anchor to be an object, p⇤k is the
ground truth for the k-th anchor and it is 1 if positive and 0 otherwise. tk represents the predicted
coordinates vector (tx, ty, tw, th) of the bounding box for the k-th anchor, and t⇤k is the ground truth
bounding box coordinate values for the positive anchor. LRPN_cls is the RPN classification loss
which is the log loss over two binary classes (either an object or not). LRPN_reg is the RPN bounding
box regression loss and it is the smooth L1 loss (tk  t⇤k ) used in [108]. The RPN bounding box
regression loss is only activated for positive k anchors and that is denoted by the term (p⇤kLRPN_reg·
NRPN_cls) are the number of the training samples with our classes need to be detected which are
only two classes (kangaroo, background). NRPN_reg is is the number of locations of the anchors.
The loss function for LFRCNN is calculated according to the backbone module loss function of
FRCNN proposed in [107] as follows:





where pFRCNN is the probability of our only class of interest (kangaroo), p⇤FRCNN is the ground truth
of our only class of interest (kangaroo), and it is one if positive and 0 otherwise. tFRCNN represents
the predicted coordinates vector (tx, ty, tw, th) of the bounding box for our class of interest (kangaroo),
and t⇤FRCNN is the ground truth bounding box coordinate values. Lcls is the classification loss which
is the log loss over two binary classes (either a kangaroo or not). Lreg is the bounding box regression
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loss and it is the smooth L1 loss (trcnn  t⇤rcnn) used in [108]. The bounding box regression loss is
only activated for positive detection of objects, and that is denoted by the term p⇤FRCNNLreg.
In order to jointly minimise the previous loss functions, we used the SGD for training our
proposed FRCNN-based network with the following hyper-parameters. A Mini-batches of 128, with
a learning rate of 0.0001 for 30K iterations, with a momentum of 0.9 and weight decay of 0.0005.
3.2.3 Experiments and Results
In order to quantitatively evaluate the performance of our proposed framework for the task of
kangaroo detection, we generated a total of 5K synthetic depth images according to the procedure
discussed in Section 3.1.2. Furthermore, in order to evaluate the performance of our proposed
framework in real-life scenes of kangaroos and examine the feasibility our proposed framework to
generalise to other real and live unseen scenes of kangaroo, we collected more than 250 real depth
images of kangaroo in an urban traffic environment using the MS Kinect sensor during night time.
In the following sections, we will discuss the results of our proposed framework quantitatively and
qualitatively on the generated synthetic depth testing image dataset, and qualitatively on the real
live kangaroo collected depth images.
Table 3.1 Performance of the different methods on both the synthetic and real depth testing datasets
according to the AP (%) evaluation metric and the number of FPS. The synthetic depth testing
dataset was divided into four subsets for evaluation based on the kangaroo orientation from the
perspective of the range sensor. Higher is better.
Method Synthetic Depth (AP%) Real Depth (AP%) FPS (#)
All Side Frontal Back All All
HOG-SVM [83] 54.5 81.1 59.8 76.6 20 4
FRCNN-VGG-M (ours) 89.3 91.1 54.6 59.1 54.7 17
FRCNN-VGG-16 (ours) 92.1 92.5 81.6 72.2 86.2 9
Furthermore, we trained other two baseline approaches to compare our proposed framework
against them. The first baseline is one of the most popular approaches in the literature for the task
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of wild animal detection in general; it is a combination between Histogram of Gradients (HOG) as a
feature extractor on top of SVM classifier, which is pretty similar to the ones proposed in [119, 120]
for deer and moose detection respectively. We refer to this technique as (HOG-SVM).
The second baseline, is a similar approach to our FRCNN-based framework, however with
a shallower backbone module architecture based on the VGG-CNN-M architecture introduced
in [121]. The VGG-CNN-M unlike the 13 convolution layers of VGG16 of our backbone module, it
consists only of 5 convolution layers. We refer to this technique as (FRCNN-VGG-M).
In Table 3.1, we report the results of the two methods mentioned above (HOG-SVM and
FRCNN-VGG-M) for the kangaroo detection task against our proposed framework (FRCNN-VGG-
16). We evaluated the results according to the well-known average precision (AP) evaluation
metric, that was used in many object detection benchmarks such as the PASCAL object detection
challenges [122]. The AP measure is used to describe the performance of the precision/recall curve.
Due to the computational limitations of HOG-SVM based approach to obtain a trained model
using the 15K synthetic depth images of our generated training dataset. We trained three individual
HOG-SVM models on three subsets of the training dataset according to the orientation of the
kangaroos in each subset from the perspective of the simulated scanning range sensor. We defined
the three subsets according to the following:
• Side view subset: All images that contain any kangaroo instances observed from their side
view either with an orientation towards right or left from the range sensor perspective (similar
to the first image from left in the first row of Figure 3.6).
• Frontal view subset: All images that contain only front views of kangaroo instances from
the perspective of the range sensor (similar to the third image from left in the first row of
Figure. 3.6).
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(a) Side View (b) Back View
(c) Frontal View (d) All Views
Figure 3.5 Precision-recall curves of three different object detection techniques for the kangaroo
detection task over four subsets of the generated synthetic testing dataset. The score of AP is
listed before the name of each technique. The subsets are categorised according to three individual
orientations of the kangaroos in the testing scenes from the range sensor’s point of view. (a) Side
view, (b) Back view, (c) Frontal view. Additionally, the combination of all these scenarios (d) All
views. Higher is better.
• Back view subset: All images that contain only back views of kangaroo instances from the
perspective of the range sensor (similar to the second image from left in the first row of
Figure. 3.6).
The reported AP scores for each trained HOG-SVM model is evaluated with the corresponding
image subset in the testing image dataset with the column names (“Side”, “Frontal”, “Back”) of
Table 3.1. Since the two FRCNN-based trained models were trained on GPU, they do not suffer
from this computational constraint. Thus, our proposed framework (FRCNN-VGG-16) and the




Figure 3.6 Qualitative results on the synthetic testing dataset. Top: colourised input synthetic depth
images. Middle: Output bounding boxes detection of the baseline HOG-SVM models. Bottom:
Output bounding boxes detection of our FRCNN-VGG-16 kangaroo detection network.
FRCNN-VGG-M, were trained on the total 15K amount of the training dataset. However, in order to
have a meaningful comparison between them and the HOG-SVM based trained models, we tested
them on each subset divided according to the method mentioned above. Additionally, we have
tested the three HOG-SVM trained models on the total testing dataset as three parallel classification
stages and reported their AP measure in comparison to the other two FRCNN-based models under
the column name “All” of Table 3.1.
As it can be shown from the AP scores and the recall/precision curves in Table 3.1 and Figure 3.5
respectively, our proposed framework (FRCNN-VGG-16) for the kangaroo detection, achieved
resilient results in terms of AP scores and precision/recall curves over all the testing dataset with
AP score of 92.1% with more than 37% and 2% improvement over the HOG-SVM models and
the FRCNN-VGG-M model respectively. Moreover, our FRCNN-VGG-16 model achieved better
results than the individual HOG-SVM models for both the side and frontal view kangaroo scene
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subsets with an improvement of 21.8% and 11.4% respectively. On the other hand, the Back view
trained HOG-SVM model achieved better AP score on the back view subset of the testing images
with only 4.4%. The justification for the marginally better performance of HOG-SVM model over
our proposed framework is since that the total number of images containing back views of kangaroo
instances in the total testing dataset is much lower than the other views, and hence its lower AP
score in the Back view subset.
In Figure 3.6, some qualitative results of our proposed framework (FRCNN-VGG-16) in
comparison to the HOG-SVM models over a sample from each subset from the three subsets. As
it can be seen, our proposed FRCNN-VGG-16 model have superior results over the HOG-SVM
models which have higher false positive detections in both the side view (first image from left in the
middle row) and the frontal view (third image from left in the middle row).
For examining how our proposed framework would behave when tested on real live data of
kangaroo scenes, we collected more than 250 real depth images containing kangaroo in an urban
traffic environment using MS Kinect during night time. In Table 3.1, we are reporting the AP
score measure of our proposed models along with the HOG-SVM model over the real depth testing
images. As it can be observed from the results, our proposed models have a significant generalisation
capability over the (unobserved during training) testing real depth images with 86.2% and 54.7%
AP measure respectively. On the other hand, the HOG-SVM model is having some difficulties in
generalising from trained synthetic depth images to the testing real depth images with only 20% in
AP measure.
In Figure 3.7, some qualitative results over the real live kangaroo dataset are shown. We also
compared the performance of our proposed framework (second row from top) against HOG-SVM
models (third row from top), and as we can see, our proposed framework model can generalise
pretty well given it has not been trained on any of real live depth image datasets. Moreover, our
proposed framework has achieved much better detection accuracies over the HOG-SVM models,
which were either incapable of identifying the kangaroo instance in the first place (such as the
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Figure 3.7 Qualitative results on real live kangaroo dataset. Top: colourised input synthetic depth
images. Middle: Output bounding boxes detection of the HOG-SVM models. Bottom: Output
bounding boxes detection of our FRCNN-VGG-16 kangaroo detection network.
second and fourth images in middle row) or providing incorrect detections (such as the first and
third images in middle row).
3.3 Biker Detection from 3D LIDAR Scans
In this work, we are proposing a framework for bikers’ detection via FRCNN. FRCNN is trained
on labelled synthetic depth images with bounding boxes of bikers in each depth image using a data
generation pipeline based on Blensor, similar to the one introduced for the kangaroo detection in
Section 3.2. In the following subsection, the procedure followed for generating the bikers dataset
will be discussed. Then, the the details of proposed architecture for biker detection will be presented.
Lastly, the performance of the proposed architecture will be evaluated on the synthetic generated
depth dataset and real-life 3D LIDAR dataset.








Figure 3.8 Data generation and preparation pipeline. Scenes with urban traffic environment objects
are firstly constructed inside Blensor. After two rendering phases, both synthetic depth images
and its ground truth biker annotated instances are generated. Synthetic depth images are then
pre-processed by shifting into (0,255) range and colourised by applying colour jet mapping. Both
colourised depth images with its corresponding annotation of biker instances are fed to the ConvNet
biker detection network for training.
3.3.1 Biker Dataset Generation
A similar data generation pipeline (shown in Figure 3.8) to the one utilised for generating the
kangaroo dataset will also be adopted for the biker dataset. The specific details to the biker dataset
generation will be as followed. We first created inside Blensor [109] two different 3D models of
urban traffic cities with 3D objects such as buildings, vehicles, trees, electricity poles, and VRUs.
Then for every instance of 3D biker models in the scene, we mapped a real motion onto it to make
them move like any real biker that follows the traffic rules and trying not to collide with any objects
in the scene. Moreover, we created four virtual depth cameras on height similar to vehicle-based
cameras that follow the biker models in the scene. The virtual cameras are used to generate at each
time step a depth image containing at least one biker model with the other objects in the scene
as a background of the generated depth image. The four virtual depth cameras track the moving
3.3 Biker Detection from 3D LIDAR Scans 63
biker models at different distances and covering four different viewing angles of the biker models,
namely front, back and side views. Then, using our interfacing software with Blensor, we render the
scene twice from each depth camera; one with the biker instances only in the scene and the other
rendering we scan the other objects in the scene. By doing so, we can get an accurate ground truth
bounding box of only biker instances in the scene.
Following the previously discussed technique, we generated 10K annotated synthetic depth
images with cyclist instances from two different scenes. We used 8K depth images generated from
the first scene as our training data for our Faster R-CNN network of cyclist detection. Also, for
measuring the performance of our learned model quantitatively, we tested it on another 2K depth
images generated from a different scene to make sure that our model has never seen any samples of
the testing data before. We followed the same procedure discussed in Section 3.2.1.3 for colourising
the generated depth images to overcome the low contrast issue with depth images.
3.3.2 Network Architecture and Training
Given to the resilient results of the Faster RCNN architecture for the kangaroo detection task, it will
be utilised as well for the biker detection task. The input to the architecture will be a colourised
depth image computed according to the procedure discussed Section 3.1.2, with a resolution of
640W ⇥480H⇥3. The output will be the same image with any instances of bikers localised in it
with four values of its encompassing bounding box and the network confidence of that instance.
At the first stage of the network, a shared fully ConvNet without any fully connected layers will
be existent, where the input image is convolved with a series of many convolutional+ReLU layers
interleaved with max polling layers to generate a shared feature map. We will be investigating a
number of networks for the shared ConvNet in our experiments such as ZF [123] and VGG [118]
networks.














Figure 3.9 Fine-tuned Faster R-CNN model for biker detection. The input to the network is a
colourised depth image (dark blue "near", read "far"), with a resolution of 640W ⇥480H⇥3, and
the output is an image with any biker instances localised in it with four values of its encompassing
bounding box and the network confidence of that instance. In the shared ConvNet, the input image
is convolved with a series of many convolutional layers to generate shared feature maps. The shared
feature maps are then passed to both the RPN ConvNet and the RoI pooling layer. RPN ConvNet
generates a set of region proposal that is fed to the RoI pooling layer and also outputs a loss for the
bounding boxes and the class score of these generated region proposals. Finally, the feature maps
from the RoI pooling layer are flattened and passed to softmax and L1 loss layers for generating the
output class score and the bounding box offset values of the biker instances respectively.
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For training our biker detection network in an end-to-end fashion, we utilize mini-batch stochas-
tic gradient descent (SGD) and backpropagation [82] to minimize the following joint loss function
according to the Faster R-CNN architecture
Lbiker = Lrpn +Lrcnn, (3.3)
where LRPN and LRCNN are the loss functions for the RPN network and the R-CNN ConvNets














where k is the anchor index and pk is the probability of the k-th anchor to be an object, p⇤k is the
ground truth for the k-th anchor and it is 1 if positive and 0 otherwise. tk represents the predicted
coordinates vector (tx, ty, tw, th) of the bounding box for the k-th anchor, and t⇤k is the ground truth
bounding box coordinate values for the positive anchor. Lrpn_cls is the RPN classification loss in
Figure 3.4 which is the log loss over two binary classes (either an object or not). Lrpn_reg is the RPN
bounding box regression loss in Figure 3.4 and it is the smooth L1 loss (tk  t⇤k ) used in [108]. The
RPN bounding box regression loss is only activated for positive k anchors and that is denoted by
the term (p⇤kLrpn_reg· Nrpn_cls) are the number of the training samples with our classes need to be
detected which are only two classes (biker, background). Nrpn_reg is is the number of locations of
the anchors.
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where prcnn is the probability of our only class of interest (biker), p⇤rcnn is the ground truth of our
only class of interest (biker) and it is 1 if positive and 0 otherwise. trcnn represents the predicted
coordinates vector (tx, ty, tw, th) of the bounding box for our class of interest (biker), and t⇤rcnn is
the ground truth bounding box coordinate values of our only class of interest (biker). Lcls is the
classification loss in Figure 3.4 which is the log loss over two binary classes (either a biker or not).
Lreg is the bounding box regression loss in Figure 3.4 and it is the smooth L1 loss (trcnn  t⇤rcnn) used
in [108]. The bounding box regression loss is only activated for positive detection of objects and
that is denoted by the term p⇤rcnnLreg.
For the hyper-parameters estimation in the proposed biker detection network, we used a learning
rate of 10E 3 for 50K Iterations, a momentum of 0.9 and weight decay of 5⇥10E 4 [82].
3.3.3 Experiments and Results
We generated a total of 10K synthetic depth images dataset with a number of biker instances in each
image generated using the data generation pipeline [23, 124]. Then, we trained our proposed Faster
R-CNN network for biker detection on only 8000 depth images, and the rest were used for testing.
Table 3.2 Performance of different methods on the biker synthetic testing dataset. Higher is better.
Method Average Precision (AP) %
HOG+SVM [83] 73.6
Faster R-CNN (ZF) [123] 66.8
Faster R-CNN (VGG1024) [118] 80.3
Faster R-CNN (VGG16) (ours) 89.7
We trained three different Faster R-CNN models, the only difference between each model of
them is the shared ConvNet layers illustrated in Figure 3.4. The three ConvNets we used for the
training and testing are ZF [123] which consists of only three convolutional layers, VGG1024 [118]
which consists of 5 convolutional layers and VGG16 [118] which consists of 13 convolutional
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Figure 3.10 Qualitative results on testing dataset. Top: colourised input synthetic depth images.
Bottom: Output bounding boxes detection of our Faster R-CNN (VGG16) biker detection network.
layers. In Table 3.2, we are comparing the performance of the three models mentioned above for
the biker detection task against the 2000 testing depth images according to the PASCAL VOC
benchmark for object detection, average precision (AP) [107]. We also compare the performance of
Faster R-CNN based models against other object detectors with HOG as a feature extractor on top
of SVM classifier [83]. In Figure 3.10, additional qualitative results are shown on a sample of our
synthetic testing dataset.
As it is shown in Table 3.2, Faster R-CNN trained models with deeper levels of convolutional
layers achieve a better performance rather than the conventional combination of HOG and SVM as
an object detector. On the other hand, the two best AP scores on our testing dataset were achieved
by the Faster R-CNN (VGG16) and (VGG1024) models with 89.7% and 80.3%, respectively.
Additionally, in order to test the capability of our trained Faster R-CNN models on synthetic
depth images to generalise to other real sensor data. We selected the 3D LIDAR scans which
contain biker instances in them from the KITTI dataset [125]. Before we fed the 3D LIDAR scans
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Figure 3.11 Qualitative results on 3D LIDAR scans from KITTI dataset. Top: RGB image of the
scene, Middle: Projected colourised 3D LIDAR scan on the 2D plane, Bottom: Output bounding
boxes detection of the proposed biker detection network.
to our trained Faster R-CNN model (VGG16), we first projected them onto a 2D plane of their
corresponding RGB images according to the technique proposed in [113].
From the qualitative results of our trained Faster R-CNN model (VGG16) on the 3D LIDAR
scans shown in Figure 3.11, we can see that our model can generalise well to the 3D LIDAR scans
without any further fine-tuning of our trained model with 3D LIDAR scans. It is also worth noting
that our synthetic depth images dataset used for training were generated from Blensor using a
simulated Microsoft Kinect V1 sensor. On the other hand, the 3D LIDAR data of the KITTI dataset
were generated using a Velodyne HDL-32E sensor which has an underlying optical technology
different from the Kinect V1 yet, our trained models using the synthetic depth images only still can
generalise to the 3D LIDAR data without any required fine-tuning stages. Moreover, in our training
data we did not train on any similar models of the bikers exist in the LIDAR scans. Additionally,
this is also another evidence that the trained model on the synthetic depth images can generalise to
other unseen bikers in the LIDAR scans.
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3.4 Summary
In this chapter, a novel data generation pipeline based on Blender for the task of identifying
underrepresented classes of VRUs (namely, kangaroo and bikers) was presented. The data generation
pipeline facilitated the process of having ground-truth labels of the bounding boxes of kangaroo and
bikers in realistic simulated traffic environments. For the kangaroo detection task, a total dataset of
22K synthetic depth images of kangaroos in urban and highway traffic environments was generated.
The dataset covered three different activities of kangaroos (namely, walking, standing and hopping).
Furthermore, the kangaroos were captured from four different viewing angles namely frontal, back,
left-side and right-side. The generated dataset was further split for 12K images for training and the
rest 5K for testing. The annotated training split of the dataset was used for training a deep ConvNet
model based on Faster RCNN architecture to identify any instances of kangaroos. The learned
model successfully achieved robust and accurate scores over the testing split of the dataset with
92% in average precision score in comparison to only 54.4% of other conventional baseline models
from the literature. Additionally, a total of 250 real depth images were collected from the wild
to evaluate the resilience of the learned model further. The proposed model continued to achieve
superior results in comparison to the baseline model with an average precision score of 86.2% to
20% of the compared baseline model.
In the biker detection work, the same data generation pipeline as mentioned earlier was utilised.
A total of 10K synthetic depth images of bikers were generated with 8K for training and 2K
for testing. Another Faster RCNN-based model was proposed for the biker detection task. The
model has achieved a robust score of 89.7% on the testing of synthetic depth images dataset
split. Furthermore, the proposed model was evaluated on the 3D LIDAR scans form the famous
KITTI dataset. The learned model has provided superior generalisation capabilities when tested on
down-sampled real depth images from KITTI’s 3D LIDAR scans.
Chapter 4
Short-Term Intent Prediction of VRU
As it was discussed in Chapter 2, two different categories (short-term and long-term) were proposed
for tackling the intent prediction problem of VRUs based on the level of autonomy of the AVs.
In this chapter, the first category (short-term) will be presented featuring two variants of deep
learning based models suitable for short-term intent prediction of VRUs. The STIP category will
be responsible for giving just-in-time predictions about the various attributes and actions of VRUs
that are expected to influence and make a difference in inferring their intentions. In the literature,
many features have been explored that contribute to a reliable prediction about the intentions of
VRUs. Generally speaking, these features can be classified into two main classes of features,
namely physical environment features and human attribute features. Physical features are the
different obstacles and objects around the VRUs which impose some restrictions and could be static
features “such as curbside, electricity poles, bus stop signs” or dynamic features “such as moving
vehicles”. Human attribute features are those features that indicate the situational awareness state of
VRUs about their surroundings. For instance, pedestrians when intended to cross the street their
head and body posture attributes can be strong cues of their situational awareness state about the
traffic scene at this moment. As a result, those attributes could act as an early indicator of VRUs
intentions [8, 41, 126].
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This chapter will be organised as follows. Firstly, in Section 4.1, the first approach proposed for
the STIP of VRUs will be presented. The first proposed approach will be relying only on spatial
information from a single RGB image of detected VRUs in the scene. Based on theses detected
VRUs, the proposed model will predict their intentions early through VRUs’ instantaneous body
language attributes. The attributes that will be utilised in this approach will be the head orientation
and the body posture. The underlying model will be employing Multi-task Learning (MTL) of two
tasks namely head orientation and body posture.
Secondly, in Section 4.2, the second framework for the STIP of VRUs will be introduced.
Unlike the first approach, this approach will utilise the spatiotemporal information from image
sequences of detected VRUs. The advantage of such an approach is that it can capture the temporal
dependency in the incoming sequential RGB images which enable it to make more accurate
predictions. Additionally, the proposed framework of this approach will be accommodating both
VRUs detection and tracking as part of it, unlike the first approach which it assumed already
existing.
Thirdly, in Section 4.3, the experiments that have been done to evaluate the performance of
the aforementioned two approaches for the STIP of VRUs will be presented. Additionally, the
benchmark datasets utilised for evaluating each approach will be described and evaluated against
other baseline approaches from the literature. Finally, in Section 4.4, it will summarise this chapter
alongside the findings of the proposed two approaches for the STIP problem of VRUs.
4.1 Early Intent Prediction using Multi-Task Learning Network
In this section, it will be focused on the VRUs attribute features, more specifically head and body
posture attribute. These two attributes are considered the most common human attributes featured in
different intent prediction models of VRUs. We are formulating the VRUs attribute problem as an
image classification task. Where, given an input bounding box image of VRUs in traffic scenes, we
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Figure 4.1 Comparison between ConvNet based STL (left) and ConvNet based MTL (right) for
two tasks T1, T2.
utilise an MTL approach [127] based on ConvNet that jointly reasons about the two classification
tasks (head and body posture) simultaneously. By using the MTL-ConvNet approach, we minimise
the number of parameters needed to be learned for the ConvNet, where we train only one joint
ConvNet rather than two ConvNets for each task. We are also enhancing the overall performance of
the two tasks when we train them jointly using the proposed MTL approach.
4.1.1 Multi-task Learning for ConvNets
In our approach, we will holistically tackle the attribute prediction problem in an end-to-end fashion
rather than handcrafting feature extractors with classification algorithms such as the earlier men-
tioned work. One of the most recent successful types of machine learning models and architectures
utilised for vision-based tasks are ConvNet [114]. ConvNets have outperformed other conven-
tional machine learning algorithms [124] and achieved state-of-the-art results in many challenging
tasks [82, 128].
Since most ConvNets are inherently single task-learning architectures, thus if we have multiple
tasks (or in our cases attributes) that we are trying to predict, we will have to train a separate
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ConvNet for each one. However, given the nature of our tasks/attributes in hand, they share the
same representation which is an advantage that we can leverage the ConvNet architecture to train a
joint unified model for all these attributes. This approach in the literature is called MTL [127].
MTL is a machine learning approach where two or more correlated tasks can be learned
together rather than individually using a shared representation. By doing so, the performance of
the learned model is often improved due to the commonality between these tasks. Typically in
MTL, if we have a number of T tasks, and the training data of the t-the task is (xti , y
t
i), where
t = {1, ...,T}, i = {1, ...,N}, and xti 2 Rd,yti 2 R are the feature vector and labels respectively. The













Given the computationally expensive nature of ConvNets, training an individual ConvNet for
each task/attribute would be inefficient. Thus, the MTL approach would help us in minimising
the computation complexity of the overall attribute prediction model. Typically when ConvNets
are adopted for MTL, the lower layers are shared among the different tasks, and the top layers for
each task have its specific individual outputs and losses. In order to give some intuition about the
difference between the ConvNet architecture when used for two correlated tasks using MTL and
when used individually in conventional single task learning (STL). It is shown in Figure 4.1, two
diagrams, one on the left is for STL in case of 2 tasks T1 and T2 and the other diagram on the right
is for MTL in case of the same two tasks T1 and T2. As we can see for STL, each task has its
ConvNet model with separate layers for each task. On the other hand, in the case of MTL, the two
tasks have shared representation layers. Additionally, on top of the shared layers, each task has its
own “output/loss” layer.
Many works have explored ConvNets capabilities in the realm of MTL applications [129, 130].
Zhang et al. [129] used a ConvNet based MTL for two correlated tasks: regression of facial
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landmarks, and classification of facial attributes simultaneously. Similar to Figure 4.1, they fixated
the lower layers of the ConvNet. However, at the loss layer, they formulated a task-constrained loss
function in order to back-propagate the errors of the related tasks jointly. More recently, Misra et
al. [131] proposed another approach for MTL in ConvNets by utilising a so-called, “cross-stitch”
units. These units facilitate to some extent how weights sharing should be between the different
tasks need to be learned. Primarily, they use learnable linear combinations of the activation maps
of these tasks at a given layer of the ConvNet and transfer these combinations to the next layer.
They have evaluated their proposed approach in a number of pair tasks such as (attribute and object
detection) and (surface normals and semantic segmentation).
In our formulation of the VRUs attribute prediction problem as an early indicator of VRUs
intentions, we will approach it as a multi-task image classification problem. Essentially, we will be
focusing on two main attributes of VRUs that were heavily used in the literature for intent prediction
models of VRUs (i.e., head and body postures). Given a bounding box image of VRUs, we will
utilise a unified MTL-ConvNet model for the following two attribute tasks:
• Head orientation classification: which is a discretisation of four distinctive classes (front,
back, left, right) of the head orientation of VRUs from the viewpoint of the vehicle.
• Body posture classification: which is a discretisation of two common classes (standing and
walking) of body postures done by VRUs that affect the intent prediction models of VRUs.
4.1.2 Model Architecture and Training
The low layers of our proposed MTL-ConvNet architecture will be similar to the low layers of the
famous AlexNet [82], which consists firstly of input layer which takes as input RGB image with
resolution 227H⇥227W. The first convolution layer (CONV1) consists of 96 11x11 convolution
filters, followed by a ReLU layer, 5x5 Normalization, and 3x3 Max polling layer. For CONV2,





















Figure 4.2 The proposed MTL-ConvNet model for VRUs attribute prediction. The input to the
model is an RGB image with resolution 227x227. The output is Task1 and Task2 which are
prediction classification scores for the head orientation task and body posture tasks respectively.
it consists of 256 5x5 convolution filters, followed by a ReLU, 5x5 Normalization, and 3x3 Max
polling layer. For CONV3, CONV4, and CONV5, they consist of 384 13x13 convolution filters,
followed by an interleaving 3 ReLU layers and an endpoint 3x3 Max polling layer.
After the five consecutive convolution layers, the output activation maps are then flattened using
two consecutive fully connected layers FC1 and FC2 with 4096 units followed by a ReLU and
50% dropout to help minimise overfitting [114]. As it can be seen from Figure 4.2, after FC2
the architecture is split into the two output VRUs attribute classification tasks. Following FC2,
there are another two fully connected layers FC3 with five units, FC4 with three units, followed by
two output layers; one for the head orientation classification task and the other for body posture
classification task respectively. It is worth noting here that the two tasks are sharing the same
underlying representations (CONV1...CONV5 + FC1 + FC2) and each one has its own output/loss
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layers. The benefit from that as it was outlined earlier, is that we minimise the number of the
parameters that need to be optimised due to the shared weights between the two tasks.
Training any learning-based models can be considered as an optimisation problem, where we
are minimising a given loss function. Since in our case, we have two tasks with two separate losses.
Thus, in order to train the MTL-ConvNet model described in Figure 4.2 jointly in an end-to-end
fashion, the total loss function will be according to the following equation:
LT (q) = L1(H(q))+L2(B(q)), (4.2)
where q represents the parameters of the network that need to be optimized. L1(H(q)) is the
softmax loss function of the head orientation classification task with the output H representing the
prediction for each class of the head orientation task. L2(B(q)) is the softmax loss function of the
body posture classification task with the output B representing the prediction for each class of the
body posture task. The softmax loss functions of both the head orientation and the body posture











where N is the number of the training samples, fyn is the target value of the n-th training sample
for the head orientation/body posture task and fm is m-th element of the vector of class predictions
f which is of size 5 for the head orientation task and of size 3 for the body posture task. For
optimising the total loss function LT (q) calculated in Eq. 4.2, we utilized the Adagrad [132]
optimiser for training our proposed MTL-ConvNet model. Adagrad is an algorithm for gradient-
based optimisation that has an adaptive learning rate feature. One of the major reasons for using
Adagrad in training our MTL-ConvNet model is due to its low number of hyper-parameters need
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to be tuned when compared to other optimisers. We used the value of 0.01 for the learning rate in
training our proposed MTL-ConvNet model.
4.2 Real-time Intent Prediction using Spatio-Temporal DenseNet
The adoption of Autonomous Ground Vehicles (AGV) in real-life applications has recently got the
attention of versatile industries. From food and parcel delivery [133] to self-driving vehicles [134],
AGV will be playing a vital role in our day-to-day life soon. AGV are still however encountered
with a number of technological hurdles preventing them from the broad adoption and acceptance
by the society [135]. One of the main challenges that AGV are still faced with is the lack of
deep understanding and anticipation of the human behaviours. Humans, on the other hand, can
subconsciously understand and predict each other’s behaviours in various scenarios. For example,
the scenario in Figure 4.3, when an average human driver is encountered with such a scenario, he/she
will be expecting that the pedestrian in the scene probably intends to cross. An autonomous vehicle
(AV) on the other hand, might find it difficult to anticipate this behaviour. Thus, the understanding
of human behaviours and intentions was considered as one of the most crucial capabilities that AGV
need to acquire [16, 136].
The focus in this section will be on the anticipation of human behaviours by AGV in the context
of traffic environments using only one sensor modality (i.e. monocular RGB camera). That being
said, the same methodology still can be applied to other environments that involve humans and
AGV such as industrial and indoor environments [137]. Specifically, we are in this work will
be investigating the behaviours and intentions of one of VRUs, the pedestrians, that AV are still
challenged within urban traffic environments [16]. In the literature, the intent prediction problem
from video sequences is often tackled using techniques from the video action/activity recognition
domain [15, 138]. The state-of-the-art frameworks for video action and activity recognition models
utilise 2D ConvNet in combination with RNN. As a result, they can model the spatiotemporal
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tk s
Figure 4.3 Crossing scenario from the newly released JAAD dataset [5].
information from video streams. Most of these models are however not suitable for real-time
applications such as the prediction of intended actions of pedestrians in traffic environments because
of the intensive computations required for RNN. Additionally, these models are not unified in a way
that can be easily adapted for a critical task such as intent prediction of pedestrians. For instance,
most of these prediction models do not include the pre-processing stages needed for their input
data as part of their overall framework. Moreover, they also do not take into account the inherent
uncertainty nature of the noisy observations coming from the separate pre-processing stages which
commonly exist in the context of AGV. Thus, in this work, we are proposing a novel real-time
unified framework for pedestrians’ intent prediction and localisation from video sequences. Our
framework utilises a distinctive architecture of spatiotemporal ConvNet models based on densely
connected convolutional networks (DenseNets) [139] to model the spatiotemporal information in
video sequences. Spatio-temporal ConvNets have been recently shown to provide reliable temporal
modelling especially for image sequences with comparable or even better results than RNNs [140].
DenseNets, on the other hand, have also shown remarkable results in effectively modelling spatial
information in deep 2D ConvNets with less number of parameters to be trained. Our framework also
integrates a sub-module for real-time tracking-by-detection of pedestrians from video sequences
based on state-of-the-art single ConvNet object detection architecture (YOLOv3 [141]) and Simple
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online and realtime tracking (SORT) algorithm [142]. In summary, the contributions of the work
proposed in this section are three folds:
• A novel framework for effective prediction of the intended actions of pedestrians from video
sequences using spatiotemporal Densely Connected Convolutional Networks (DenseNet).
• An integrated, accurate tracking of multi-pedestrians in urban traffic environments as a part
of the intended action prediction framework, which takes into account the uncertainty exists
in noisy observations and detections from a moving observer.
• A real-time unified and flexible framework for intent prediction of pedestrians in traffic
environments using only images sequences coming from an RGB camera.
The problem of intent and action prediction of pedestrians and humans in general from image
sequences have got an increasing interest over the past few years [5, 15, 138]. More specifically,
in the context of AGV in traffic environments, this problem is still an active research area due to
its complexity. In this section, we will give an overview of the work from the literature that is
related to the intent prediction problem of pedestrians from images sequences specifically in traffic
environments. In [15], a multi-task 2D ConvNet model was introduced for early intent prediction of
pedestrians’ actions, where they tackled the problem as an image classification problem. Given a
single bounding box image of a pedestrian in a traffic scene, they classify whether the pedestrian
is walking or standing. Since they were only classifying the actions and not trying to anticipate
them, they did not rely on any temporal information such as a consecutive sequence of bounding
box images. They did not also investigate scenarios of multi pedestrians in the scene. Moreover,
they did not consider how the object detection stage could influence the performance of their model
as they were relying on ground truth bounding boxes annotation. Similarly, in [5] they also relied
on a 2D ConvNet model based on AlexNet architecture [143] to predict whether pedestrians will
cross the road or not. They introduced two different models. One only takes a single bounding
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box image as in [15]. The other one takes as input a sequence of 15 consecutive bounding boxes
of the pedestrians before they cross. Then, they extract the features after the last fully connected
layer from AlexNet and use them to train a linear SVM classifier to decide whether the pedestrian
will cross or not. They trained their models using images collected from short sequence videos
using a vehicle-mounted monocular RGB camera in diverse urban traffic environments. Similar
to [5], the pedestrian detection phase was not also part of their proposed model, and they relied on
ground-truth annotations for the bounding boxes of the pedestrians.
In [138], they introduced a transnational short-term action prediction model to identify the
intended crossing action of a pedestrian while it is transitional. They relied on a sequence of
consecutive frames containing only one pedestrian in the input scene. Then, they utilised a subtle
motion descriptor (SMD) to extract potential motion from the consecutive input sequence of frames
from the scene. Afterwards, they employ two separate 2D ConvNet models based on VGG-16
architecture [144], one for the raw sequence images and the other one for the extracted sequence
images from the SMD. They extract features per each frame from both the input sequence raw and
SMD images after the first fully connected layer of VGG-16. Then, they concatenated the extracted
features for each frame from the two VGG-16 models and passed it to a classification stage to
determine the probability of pedestrian crossing action. They collected video sequences using a
vehicle-mounted RGB camera of a single pedestrian in a pre-setup road environment. In this setup,
the pedestrian was walking along the road and start to cross the road.
In [145], two of the most common approaches that have been recently heavily utilised in
literature for video activity recognition were presented. These two approaches are often referred
to in the literature as spatiotemporal approaches. The first approach is based on a 2D ConvNet
model which takes k-sequence of images and for each image extract its features after the last fully
connected layers similar to [5, 138]. However, instead of feeding these features to a classification
stage directly, they feed them to LSTM layer(s) first. LSTM is one of the most commonly used RNN
architectures which are efficient in modelling temporal or time-series information in general [146].
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Figure 4.4 Proposed unified framework for intent action prediction of pedestrians. The input to our
framework is a sequence of k-frames. We first detect and track all the pedestrians (first stage) in the
scene and then predict their intended actions (second stage).
One drawback of the approach mentioned above is its lack of flexibility because of the two separate
stages of training (one for the 2D ConvNet model and the other stage for the LSTM). Thus, another
approach based on spatiotemporal ConvNets using 3D convolutions was introduced. Spatiotemporal
ConvNets was introduced in [140] as an extension to the conventional 2D ConvNets but with 3D
convolution filters for modelling video frames both spatially and temporally. Unlike the approach
mentioned above, they can work directly in a single stage, model the hierarchical representations
of spatiotemporal data from video frames. One of the challenges that spatiotemporal ConvNet
introduced in [140, 145] are faced with is their applicability to only shallow ConvNet architectures.
As a result, it affects their performance in comparison to 2D ConvNet with LSTM. Regarding real-
time performance, both the models mentioned above (2D ConvNets with LSTM and spatiotemporal
ConvNets) require an extensive amount of GPU computations, which in return make them not a
very appealing approach to be deployed in AGV for real-time applications. Thus, in this work, we
will introduce, discuss and evaluate our proposed approach which combines between the level of
accuracy expected from spatiotemporal techniques but with the advantage of low latency at the
inference phase. As a result, our proposed approach can be easily adapted for real-time intent action
prediction of pedestrians using the only sequence of RGB images from a monocular camera.
The goal of our work is to provide AGV with the capabilities to efficiently predict the intended
actions of the pedestrians around them in real-time using only video stream from a monocular
RGB camera. In fulfilling this goal, we are introducing a unified framework that can firstly detect
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and track the pedestrians in traffic environments using a moving observer RGB camera. Secondly,
our framework takes k-sequence of the observed bounding boxes of the pedestrians and using a
real-time spatiotemporal model it predicts the intended actions of the pedestrians.
4.2.0.1 Problem Formulation
In this work, it will be focused on specific scenarios of pedestrians in traffic environment which
might or not cross the road at any moment. Since in crossing scenarios, the temporal dependency
of subsequent frames of pedestrians over time before the actual crossing could help in predicting
their final intended action. Thus, we found that the spatiotemporal ConvNets approach would be
an effective approach for this task. Since conventional spatiotemporal ConvNet usually requires
a huge amount of parameters for training them. Therefore, we will be utilising the DenseNet
architecture as the backbone architecture of our spatiotemporal ConvNet model and refer to it as
the ST-DenseNet. The rationale behind choosing DenseNet in specific is because of its adequate
number of parameters required for training them as well as their recent state-of-the-art results in
image classification tasks. ST-DenseNet has also recently shown promising results in video activity
recognition tasks [147]. The formulation and the setup for our task are however slightly different
from video activity recognition tasks. In a video activity recognition task, the assumption is, given a
video of a certain human activity a starts at time ts and ends at time ts+n. In light of this scenario
according to Figure 4.3, the input to the ST-DenseNet for video activity recognition task, would be
an image sequence of all the frames of the input video from time ts to time ts+n inclusive. On the
other hand, in the formulation for our intent action prediction task, the input image sequence will be
all the k frames before the starting of the activity (i.e. from time tk s to time ts). In the following
sub-sections, we will discuss the two main stages of our proposed framework (shown in Figure 4.4)
in details.
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4.2.1 Multi-Pedestrian Tracking
Initially and before we can be able to predict the intended actions of pedestrians in the traffic scene,
we need first to detect and track them over a k-image sequence. One of the most utilised approaches
for this task especially in the context of AGV is the tracking-by-detection paradigm [142, 148, 149].
The reason for the wide adoption of this paradigm is its balance in giving good accurate estimations
without neglecting the real-time performance which is crucial for AGV. Thus, we will rely on this
paradigm for the multi-pedestrian tracking stage of our proposed framework. More specifically,
we will utilise a modified version of the SORT algorithm [142] which recently achieved state-of-
the-art results in multiple object tracking (MOT) benchmarks. One of the main advantages of
the SORT is its super real-time performance, where it was benchmarked as 20x faster than the
other state-of-the-art trackers. SORT exploits the recent success of ConvNet-based models for
visual object detection in order to provide frame-to-frame associations. Given bounding boxes
(BBoxes) from a generic ConvNet-based object detection model, SORT first predicts the next time
step motion of the detected pedestrians’ BBoxes using a linear Kalman filter (KF) [150]. Then,
it associates the predicted BBoxes with the observed BBoxes from the ConvNet model based on
the Intersection-over-union (IOU) distance [151]. The following are our two modifications on the
original SORT algorithm for our multi-pedestrian tracking stage:
4.2.1.1 Detection using YOLOv3
Instead of the FRCNN model that was used for the visual object detection in the original SORT
algorithm, we will rely on the recently released YOLOv3 architecture for real-time pedestrian
tracking [141]. The reason for replacing FRCNN model is because it consists of two-stages for its
operation which slows down its run-time. YOLOv3, on the other hand, is one of the state-of-the-art
real-time single stage ConvNet-based object detectors. Since the multi-pedestrian tracking stage is
a subtask of our framework, hence we need to make sure that it is done as fast as possible. Thus, we
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found that YOLOv3 given its real-time performance and accurate results would be the perfect match
for the requirements of our framework. We utilised the same architecture as the YOLOv3-416
architecture proposed in [141]. Our only modification in the architecture is changing the number
of object classes in the final classification stage to our only object of interest (i.e. pedestrian).
YOLOv3-416 takes as input an RGB image of size (416H ⇥ 416W), hence the name.
4.2.1.2 Estimation using UKF
In the original SORT algorithm, it relied on the linear KF for estimating the motion model of the
pedestrians. The underlying assumption for the KF was a linear constant velocity model. Since
in traffic environments and more specifically in crossing scenarios, pedestrians do not follow a
linear motion model as it was shown in [152]. Thus, we are proposing the Unscented Kalman
filter (UKF) [153] as a non-linear motion estimation model for the multi-pedestrian tracking stage.
Similar to the linear KF of the original SORT, our proposed SORT version using UKF (SORT-UKF)
is assuming a constant velocity model for the pedestrians where the following state x represents the
state of each pedestrian:
x = [u,v,s,r, u̇, v̇, ṡ]T (4.4)
where u and v are the horizontal and vertical location of the centre pixel of the pedestrians’ BBoxes
respectively. While s is the scale area of the BBox and r is the aspect ratio of the BBox. We used
the same data association technique used in the SORT algorithm, based on IOU distance. Each
detected BBox of a pedestrian in the scene is associated based on IOU with the predicted BBoxes
from the UKF. Afterwards, the detections are used for updating the UKF.
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conv conv conv conv TL
Dense Block
Figure 4.5 A 4-layer dense block of our ST-DenseNet model. Each ”conv“ is a composition function
of (BN-ReLU-3D Convolution). Between each dense block a transition layer (TL) exists.
4.2.2 Spatio-Temporal DenseNet (ST-DenseNet)
In ST-DenseNet, we extend the original DenseNet architecture proposed in [139] by replacing the
2D kernels of the convolution and pooling layers with 3D counterparts. 3D convolution layers
convolve its input feature maps spatially similar to the 2D convolution as well as temporally to model
the temporal dependency between consecutive frames. Similarly, 3D pooling layers down-sample
the size of its input feature maps spatially and temporally. The kernel of both 3D convolution
layers and 3D pooling layers is of size (s⇥ s⇥d), where is s is the spatial size and d is the input
video frames depth/length. The name of the DenseNet is after its architectural design, where each
layer in the DenseNet is directly/densely connected to all its previous layers. In return, this helps
in improving the flow of information and gradients during the training phase which accelerates it
significantly. Additionally, it also reduces the number of parameters needs to be learned because the
network can preserve information and eliminates the unnecessary re-learning of the same weights
such as in conventional ConvNet architectures. The cornerstone unit of DenseNet architecture is
the dense blocks. As it can be shown in Figure 4.5, similar to 2D DenseNet, each "conv“ layer in
dense block in the ST-DenseNet is internally a composition function of three consecutive operations:
batch normalization (BN) [154], ReLU and a 3D convolution (with size 3⇥3⇥3) unlike the 2D
one in 2D DenseNet. The following equation describes how the output feature map fl from layer l
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Layers Output Size Proposed ST-DenseNet
Convolution-3D 50 50 16 7 7 7 conv, stride 2




1 1 1 conv




25 25 16 1 1 1 conv




1 1 1 conv




13 13 8 1 1 1 conv




1 1 1 conv
3 3 3 conv
4
Classi cation Layer
1 1 1 7 7 4 average pool
2D fully-connected, softmax
Table 4.1 ST-DenseNett architectures for pedestrian intent action prediction task. The growth rate
for all the networks is k = 24. Note that each “conv” layer shown in the table corresponds the
sequence BN-ReLU-3DConv.
in ST-DenseNet’s dense block is calculated:
fl = Hl ([f0, f1, . . . , fl 1]) (4.5)
whereHl is the composition function (BN-ReLU-3DConv). The [f0, f1, . . . , fl 1] is dense connectiv-
ity (concatenation operation) of the input feature maps from all the preceding layers.
Similar also to the 2D DenseNet, the connection between every two dense blocks in ST-
DenseNet is done via transition layers (TL). TL is comprised of two consecutive internal layers: 3D
convolution and 3D pooling layers to resize the feature maps between dense blocks. Given the deep
structure of ST-DenseNet and the added advantage of the dense connectivity, the number of input
feature maps for each layer increases largely. In the conventional 2D DenseNets two approaches
were introduced for overcoming this problem. The rst one is the growth rate parameter, which is
used inside each dense block to control the number of feature maps generated from each layer in
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dense blocks. We extend the same growth rate parameter in our ST-DenseNet, and we used a value
of 24 for it. The second approach was the bottleneck layers. Bottleneck layers were first introduced
in [155] for addressing the same issue of the high number of feature maps in Inception and ResNet
architectures. The bottleneck layer in the case of 2D ConvNet models is a “1 ⇥ 1 conv” layer to
reduce the number of input feature maps. In our ST-DenseNet model we will extend it to be a 3D
bottleneck layer “1 ⇥ 1 ⇥ 1 conv” and will be at the start of each dense block. The total number of
dense blocks we used in our ST-DenseNet model for the intended action prediction task is three
blocks with four layers within each one. The input to the model is a sequence of the cropped BBox
images (resized to 100H⇥ 100W) of the pedestrians tracked over the past 16 frames (⇡ 0.5 sec of
30 FPS camera) from the multi-pedestrian tracking stage. The output is two softmax classification
probability scores (to cross or not) for each input sequence of unique tracked pedestrians. The
full details of our ST-DenseNet model and each layer’s spatial and temporal size are presented in
Table 4.1.
4.3 Experiments and Results
In this section, the experiments and datasets that have been done and utilised for the two approaches
proposed in Section 4.1 and 4.2 will be discussed. Additionally, the performance of the proposed
model and framework for both the early intent prediction model using MTL-ConvNet and the
real-time framework of intent prediction of pedestrians will be evaluated.
4.3.1 Model Training
Firstly, the dataset utilised for training and evaluating the MTL-ConvNet model proposed in
Section 4.1 will be presented. Additionally, all the data preparation and pre-processing stages will
be discussed as well. Secondly, the datasets that were utilised for training the two-stages (YOLOV3
and ST-DenseNett) of the framework proposed in Section 4.2 will be presented.
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Figure 4.6 Samples of the PARSE-27K dataset [6].
4.3.1.1 Training MTL-ConvNet
In order to train and test the performance of the proposed MTL-ConvNet model, the recent publicly
available dataset for the human personal attributes, PARSE-27K [6] will be utilised. The uniqueness
of this dataset is that it is considered one of the few datasets of human attributes out there, that
is focused on the recognition of human attributes in an urban environment similar to traffic scene
environments, as it can be seen from Figure 4.6. Additionally, the dataset was collected using a
moving observer which covers a wide range of demographics of pedestrians which in returns make
it a more realistic dataset compatible with our problem of interest (i.e., VRUs attribute prediction).
PARSE-27K consists of 8 video sequences with varying lengths. The dataset was preprocessed
in order to get bounding boxes of pedestrians using a robust pedestrian detector and was checked
manually for neglecting false positives. The annotation of the output bounding boxes images was
done manually with ten attributes. The annotated attributes are head orientation, body posture
and other binary attributes such as whether a pedestrian is carrying a bag on her right shoulder, or
carrying a backpack or not. Additional N/A label was also assigned to the attributes, in cases when
it was hard for a human annotator to determine a specific label for a given attribute. Thus, each
attribute in the dataset has N+1 possible labels, where N is the number of possible labels without
the N/A label. Before we fed the dataset to our MTL-ConvNet model, we first need to extract
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only our two attributes of interest that help in achieving more reliable intent prediction models of
VRUs (i,e. head orientation and body posture attributes). The head orientation attribute consists of
5 discretised classes according to the orientation of the VRUs’ head with respect to the viewing
angle of the camera as shown in Figure 4.2, namely (N/A, front, back, left and right). On the other
hand, the body posture attribute consists of three classes, namely (N/A, standing, walking). After
the extraction phase, comes the data preprocessing phase. The first stage of the data preprocessing
is the data splitting. Fortunately, the published PARSE-27K was carefully split into 50% (13741
images) for training, 25% (6618 images) for validation and 25% (6655 images) for testing. The
similar data samples across splits were considered so that highly closed samples to each other do
not exist across splits.
The second stage of data preprocessing is data augmentation. Data augmentation is a famous
technique in machine learning approaches in general and in deep learning based models in particular
to overcome the problem of the limited number of training samples. Since 13741 images for training
a ConvNet model is considered a relatively small number, the data augmentation is a necessity. We
used two types of data augmentation techniques for training our MTL-ConvNet model, namely
horizontally flipping and random cropping. For the random cropping, we randomly crop 227x227
crops of the input bounding box image of VRUs before feeding it into our MTL-ConvNet model
discussed in Section 4.1.2.
4.3.1.2 Training ST-DenseNet
In the ST-DenseNett model, it was trained using the recently released Joint Attention for Au-
tonomous Driving (JAAD) dataset [5]. JAAD dataset is vehicle-based dataset captured using a dash
camera (at 30 FPS with 1080H⇥1920W, shown in Figure 4.7). JAAD is not only annotated with
pedestrians’ BBoxes but also with temporal behavioural annotations as well.
The temporal behavioural annotations are such as the crossing action between a specific start
and end frames. Additionally, JAAD was collected in naturalistic driving sessions across different
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Figure 4.7 Samples of the video sequences from the JAAD dataset [5].
countries (mainly in North America and Eastern Europe) under various weather conditions. The
dataset consists of a total of 346 video sequences, the duration of each is 5-10 sec involving
pedestrians in urban traffic environments (sample frames of the dataset shown in Figure 4.3). The
density of the annotated pedestrians in the video is relatively large with 2793 unique pedestrians
with only 868 provided with behaviour annotations. We have split the dataset videos into 70% for
training, 15% for validation and 15% for testing. The training of our ST-DenseNett was done using
the training split videos with the ground truth behaviour and BBoxes annotations. The labels for
the pedestrians’ intended action of interest (crossing or not) is done according to the formulation
we described before Section 4.2.1. Regarding the crossing intended action label, we crop and
resize all the BBoxes sequences to (100H⇥100W) of unique pedestrians in all frames preceding
the starting frame where the pedestrian commence the crossing action. Then, we label this whole
sequence of frames as the intended crossing action. For the labels of non-crossing intended actions,
we chose the instances of pedestrians standing or walking beside the curb and crop and resize the
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corresponding pedestrians’ BBoxes sequence to (100H⇥100W) for each video. Given that we are
interested in predicting the intended action of pedestrians at least half a second before the committed
action. Thus, we have to further pre-process the extracted sequences by running a sliding window of
length 16 (roughly 0.5 sec) overall extracted sequences before we input them to our ST-DenseNett
model. As a result of this pre-processing stages, we ended up with a total number of 3602 sequence
samples (16 BBoxes each) with 3061 for training and validation; 541 for testing. We trained our
ST-DenseNett model using the Adam optimiser with a learning rate of 0.01 and batch size of 10
samples for 70 training epochs on Nvidia Titan X GPU.
4.3.1.3 Training YOLOv3
For training the YOLOv3, we did not start training the model from scratch; instead, we took
advantage of the transfer learning feature of deep ConvNet models to reduce the amount of data
and time needed for training as well as enhancing the model capabilities [156]. We have fine-
tuned the original YOLOv3 model which was trained on MS COCO dataset [157] using the same
training/validation split of the JAAD dataset similar to our ST-DenseNett model. We extracted the
raw images of the training split videos and resized them to (416H ⇥ 416W) to comply with the
original YOLOv3 model. We ended up with a roughly 10K images annotated with at least one
pedestrians’ BBox for each image.
4.3.2 Evaluation and Comparison
In the following, the performance of the proposed approaches in Section 4.2 and Section 4.1 will be
discussed.
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Table 4.2 Comparison between the proposed MTL-ConvNet model and the individual STP-ConvNet
for each task of our two attribute tasks. Average values of recall, precision, and F-measure over our
test data set. Higher is better.
Head Orientation Body Posture
Model Recall Precision F1-Measure Recall Precision F1-Measure
STL-ConvNet 0.71 0.72 0.71 0.81 0.73 0.77
MTL-ConvNet 0.76 0.74 0.75 0.83 0.77 0.80
4.3.2.1 Performance of the MTL-ConvNet Model
The performance of the proposed MTL-ConvNet model was evaluated over the test split of the
PARSE-27K dataset. We used precision, recall, and F1-measure metric as our evaluation criteria










(b 2 +1) ·Precision ·Recall
b 2 ·Precision+Recall (4.8)
where T P is the true positives, FP is the false positives, FN is the false negatives. Fb -Measure is a
trade-off between precision and recall, and the value of b determine which property of both the
precision and recall is more important for the overall performance. In our case we set b = 1, where
precision and recall are equally essential for us, and F-measure.
In Table 4.2, we compare the results of our MTL-ConvNet model of the two attributes head ori-
entation and body posture classification tasks against an individual STL-ConvNet model optimised
for each classification task separately. For the two STL-ConvNet models that we trained, we utilised

















Figure 4.8 Classification scores of our proposed MTL-ConvNet model for VRUs attribute prediction
over the test data of the PARSE-27K dataset.
an architecture of the default AlexNet architecture. As we can see from the table, by training the
two tasks jointly using our proposed MTL-ConvNet model, a noticeable improvement in all the
recall, precision and F1-measure metrics when compared to the individual STL-ConvNet trained
individually for each task. It is worth noting that the reported results in Table 4.2 are scored over
the total number of classes for each attribute of our two attribute tasks included the N/A class. In
Figure 4.8, classification scores of our proposed MTL-ConvNet model over a sample of the testing
data of the PARSE-27K dataset is presented. As it can be shown, our proposed MTL-ConvNet
model gives resilient classification scores despite the challenging nature of the testing images.
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Table 4.3 Comparison between the proposed MTL-ConvNet model and the ACN joint attribute
ConvNet model proposed in [6]. Reported metric value for head orientation is accuracy and for
body posture is AP. Higher is better.
Model Head Orientation (Accuracy) Body Posture (AP)
ACN [6] 87.9 58.3
MTL-ConvNet 76.7 77.2
In order to further investigate the performance of our proposed MTL-ConvNet model, we
compared it against other multi-task ConvNet based solution that was proposed in [6]. In their
proposed model, they have the similar bottom representation convolution layers as in our proposed
model shown in Figure 4.2. However, in the last layers, they adopted a hierarchical softmax loss
paradigm consists of two-loss layers per each attribute. The first loss is logistic one to determine
first the class of a given attribute if it is N/A or not. The other one is the regular softmax loss layer
over the actual classes for each attribute. They multiply the probability of each loss for the final
output predictions. In Table 4.3, the performance our proposed MTL-ConvNet model is compared
to the ACN model proposed in [6]. We used different evaluation metrics for each attribute other than
the reported results in [6]. They used the accuracy metric for the head orientation attribute and used
the average precision (AP) [122] metric for the body posture attribute. From the reported results, we
can see that our proposed MTL-ConvNet model achieved more than 18% AP score improvement in
the classification of body posture attribute over the ACN model. On the other hand, ACN model
achieved higher accuracy in the classification of the head orientation. The reason for the ACN
model achieving higher scores in the head orientation classification task than our proposed model is
due to the high imbalance for the head orientation attribute in the PARSE-27K dataset. Where the
class label ’N/A’ account for only 0.006% of the training samples of the dataset. Since the reported
accuracy of the ACN model does not take into account the N/A labels in their evaluation, thus it is
justified why they achieved higher accuracy score than our proposed MTL-ConvNet model.
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Table 4.4 Comparison between out ST-DenseNet model and other baseline approaches from the
literature to evaluate the performance of our proposed framework. Higher is better.
Approach Average Precision (%)
GT ACF SSD YOLOv3 (ours)
MTL-ConvNet 78.38 59.52 54.98 66.27
ConvNet-SVM [5] 75.63 57.68 55.42 64.25
ConvNet-LSTM [145] 81.01 63.84 61.66 68.54
C3D [145] 76.83 51.72 51.66 56.81
ST-DenseNet (ours) 84.76 62.35 62.53 73.78
4.3.2.2 Performance of Intent Action Prediction Framework
In this experiment, the performance of our proposed framework will be assessed following our
first claim that our ST-DenseNet model can effectively predict the intended actions of pedestrians.
In Table 4.4, we are evaluating the performance of our framework in comparison to four baseline
models; one of them was the best performing baseline model on the JAAD dataset [5]. In order to
have a fair comparison with [5], in this experiment, we are testing the four models on the same
JAAD testing split using the ground truth detection and tracking without using our multi-pedestrian
tracking stage. We have used the AP score as our evaluation metric which is commonly utilised
and accepted in the spatiotemporal action recognition and localisation tasks [5, 15]. The AP score
is a summation of the precision-recall curve using a weighted average of precisions at different
threshold values between 0.0 and 1.0. The first baseline approach is the MTL-ConvNet approach
introduced in Section 4.1. The model is based on a ConvNet architecture similar to the inception
architecture. For a fair comparison, we have made a slight modification to the original model to
accept a temporal sequence of BBoxes rather than one single BBox. That model in return extract
the features of the sequence BBoxes after the last fully connected layer. Using these features, they
are passed finally to a 2D softmax classifier.
The second baseline approach is an implementation of the model introduced recently and tested
on the JAAD dataset in [5]. The model is based on AlexNet ConvNet architecture, which takes a
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sequence of length 16 as pedestrian’s BBoxes and extracts their features to train an SVM model.
This model was trained on the same training split as our ST-DenseNett model. We refer to this
model as ConvNet-SVM. The third baseline approach is similar to the first as well, but instead of
feeding the extracted features to a softmax directly, they are used to train a two-layers LSTM model.
The last baseline approach is the C3D approach described in [145]. It consists of a total of nine 3D
convolution layers interleaved with five 3D max pooling layers with two fully connected layers on
top of them before feeding lastly to a softmax layer.
Similar to our ST-DenseNett model, all baseline models were trained using an input sequence of
16 BBoxes of tracked pedestrians in the scene using the same training/validation splits. In Table 4.4-
second column (GT), we report the AP scores in % for each baseline approach in comparison
to our ST-DenseNett. These scores are the result of evaluating all the models on ground-truth
detections/tracks (hence the name) over the same testing split of the JAAD dataset. As it can be
noticed from the table, our ST-DenseNett model has achieved a high AP score of 84.76%. The
nearest model with AP score to our ST-DenseNett model is the ConvNet-LSTM model, which
makes much sense given the recent successes of LSTM to be good in capturing the dependency in
spatiotemporal data. Similar also to [145], the C3D model scored lower than the ConvNet-LSTM in
the AP score. Additionally, in Figure 4.9, we show a sample of the predictions of our framework on
two different scenarios from the JAAD dataset.
4.3.2.3 Effect of Noisy Observations
In order to further evaluate the performance of our proposed framework and to support our claim
regarding the second contribution of this work, we design the following experiment. Given the noisy
observations perceived by AGV whether due to the optics of the sensors itself or the uncertainty
in the detection and tracking stages. Thus, we have trained two different object detection models
other than our proposed YOLOv3 to assess the resiliency of our ST-DenseNett model against
noisy observations. We used the same SORT-UKF algorithm discussed in Section 4.2.1 of our
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Table 4.5 Runtime performance analysis of our proposed framework in comparison to other baseline
approaches. Lower time is better. Higher FPS is better.
Approach Tracking Prediction Total FPS
MTL-ConvNet 40ms 28ms 68ms 14.7
ConvNet-SVM [5] 40ms 27ms 67ms 14.9
ConvNet-LSTM [145] 40ms 40ms 80ms 12.5
C3D [145] 40ms 27ms 67ms 14.9
ST-DenseNet (ours) 40ms 10ms 50ms 20
multi-pedestrian tracking stage for all compared baseline approaches. The first object detection
model is the single shot multi-box detector (SSD), is another single stage ConvNet-based model
similar to YOLOv3. We specifically used the SSD-MobileNet architecture which provides decent
detection with real-time performance as it was targeted for mobile devices [158]. The other object
detection model, is the aggregate channel features (ACF) model, another famous and heavily used
model for the task of pedestrian detection in the literature and it has relatively near real-time
performance on CPU. For the ACF we did not train it on JAAD training dataset due to memory and
computations restrictions since it can only be trained on CPU. We, however, used the ACF model
trained on the Caltech pedestrian dataset from [159]. As it is shown in Table 4.4, our ST-DenseNett
model continued to provide robust results in comparison to the baseline models despite the noisy
observations. The only exception was with the ACF detector, where the ConvNet-LSTM model
achieved a marginal improvement of only 1% in AP score over our ST-DenseNett model. Overall,
the best AP score achieved was with our proposed framework (ST-DenseNett+YOLOv3) with
73.78% AP score.
4.3.2.4 Runtime Analysis
In Table 4.5, the runtime performance of our proposed framework in comparison to the other
baseline approaches is listed. Since the baseline models from the literature did not include the
detection or the tracking stages as part of their action prediction models, we report the run-time
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performance in ms for each separate stage. The tracking column represents the first stage of the
framework which is the multi-pedestrian tracking using YOLOv3+SORT-UKF. The prediction
column represents the second stage which could be any of the four baseline models in addition to
our ST-DenseNett model from the first column. As it can be noticed, our framework has achieved a
real-time performance of 20 FPS, while the other baseline models are facing some challenges with
the nearest model achieving only 14.9 FPS. All the run-time analysis experiments run on the same
PC with an Intel i7 CPU and a Nvidia Titan X GPU.
4.4 Summary
In this chapter, two data-driven approaches for VRUs intent prediction were presented. The two
approaches were oriented towards short-term prediction horizons which are more applicable to
highly AVs. The first approach employed MTL paradigm for an early prediction of VRUs intentions
based on their body language using an only RGB camera. The problem was formulated as an image
classification problem, where two tasks were learned simultaneously (namely head orientation and
body posture). The proposed MTL model relied on convolution neural networks as its main building
block. The input to the model is a bounding box of the detected pedestrians in the scene. The model
was trained and evaluated using RGB images of pedestrians in the urban traffic environment. The
model has scored 83% and 76% for the body posture and head orientation in classification accuracy.
It has also shown competitive results in comparison to baseline approaches.
The other data-driven approach, on the other hand, utilised the spatial-temporal information of
sequence consecutive bounding box images of unique pedestrians to predict their crossing intention.
In this approach, a real-time framework for the task of intent action prediction of pedestrians in
urban traffic environments was introduced. The proposed framework accommodated detection
and tracking stages as part of it, unlike the first approach which neglected them. Additionally, the
framework extended state-of-the-art deep DenseNet architecture to accommodate spatiotemporal
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image sequences from a monocular RGB camera to predict pedestrians’ intended actions. The
framework has achieved remarkable results in comparison to a number of baseline approaches from
the literature. It scored an average precision score of 84.76% in comparison to 76.83% reported
by the C3D model from the literature. Additionally, the framework has also achieved a real-time
performance of 20 FPS.
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Notice here, we predic ted
the crossing action
before its starting




The same also goes
for pedestrian#2
Figure 4.9 Qualitative results of the predictions of our framework on two scenario from the JAAD
dataset. Notice how our framework can accurately predict the intended actions of the pedestrians
prior to the actual action.
Chapter 5
Long-Term Intent Prediction of VRU
The LTIP category of models will be responsible for giving a long-term prediction horizon (⇡ 4
secs) of the VRUs most probable trajectories in traffic environments. The LTIP models, discussed
in Chapter 2, are more directed towards fully AVs, where all the driving decisions will be handled
by the vehicle and the driver will be out of the decision-making loop. Traditionally, this problem is
often tackled in ADAS literature using dynamical motion approaches. One of the critical challenges
of these approaches is that they require an explicit modelling of the motion dynamics of the VRUs.
Since, in urban traffic environments, VRUs are not governed by a predefined set of motions. Thus,
these models suffer in predicting accurate longer-term prediction horizons of the VRUs which is a
crucial feature required for a trustworthy operation of fully AVs.
This chapter will be organised as follows. Firstly, in Section 5.1, two novel data-driven
approaches based on RNN will be presented for the LTIP of VRUs. The main advantage of data-
driven approaches, they do not require any prior information regarding the underlying motion
dynamics of the VRUs. Moreover, they also do not assume any beforehand information regarding
the end-goal of the VRUs. They rely only on vehicle-based sensor observations (mainly positional
information) of the VRUs to predict their future trajectories.
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Secondly, in Section 5.2, the experiments that have been done to evaluate the performance of
the aforementioned two approaches for the LTIP of VRUs will be presented. Additionally, the
benchmark datasets utilised for evaluating each approach will be described and evaluated against
other baseline approaches from the literature. Finally, in Section 5.3, it will summarise this chapter
alongside the findings of the proposed two approaches for the LTIP problem of VRUs.
5.1 Intent Prediction of VRU via Motion Trajectories
Currently, the interactions happening between VRUs and human-driven vehicles rely on a set of
implicit cues that facilitates the process of conveying their intentions to each other. One of the
most reliable cues that have been investigated in literature as an indicator of the intended actions
of VRUs is their initial motion trajectories. One example of such motion trajectories is when the
VRUs is intending to cross the street in urban traffic environments [7, 160]. Commonly, the work
that has been done in this area rely on an explicit modelling of the dynamical motion models of the
VRUs. Consequently, these models can predict the intended sequence of actions or trajectories of
VRUs in traffic environments [7, 8, 38]. Due to the inherent assumption of the dynamical motion
models, that the target motion trajectories are usually inhibiting a similar dynamic. Therefore, this
makes them more prone to degraded performance in cases of predicting motion trajectories with
alternating dynamics. One example of this case, in scenarios when VRUs change the dynamics
of their motions from walking to stopping when they intend to cross the road. As a result of this
sudden change in the VRUs’ motion trajectories, the dynamical motion models will have difficulties
in maintaining a consistent prediction over longer horizons.
Similarly, other approaches such as planning-based models have also been proposed in the
literature for predicting the intended motion trajectories of VRUs [3, 41, 78]. Despite how resilient
these planning-based models are when it comes to the longer prediction horizons, they are still
relying on prior knowledge regarding the intended destination that the VRUs will be moving towards
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to. In continuous environments, where the urban traffic environments are being captured by a moving
observer (i.e. vehicle), inferring that destination becomes hard to achieve [41]. Additionally, both
dynamical motion models and planning-based models [3, 7] are inherently relying on hand-crafting
a different number of parameters and features for their operation which are specific to particular
settings or scenarios. Thus, their generalisation capability to other unseen scenarios is somewhat
constrained.
On the other hand, data-driven approaches with hierarchical representation layers such as
ConvNet or RNN architectures do not suffer from these challenges [114]. Where, data-driven
approaches neither need an explicit modelling of the motion dynamics of the VRUs nor does it
need hand-crafting specific features related to each traffic environment scenario. Thus, data-driven
approaches for the problem of the prediction of VRUs’ intended trajectories, will be able to provide
both longer prediction horizons as well as a robust generalisation capability which is agnostic to
specific traffic scenarios. The only downside of data-driven approaches is the relatively larger
number of data needed in comparison to the dynamical motion models approaches. That being
said, with the recent increase in the number of datasets available for VRUs activities in traffic
environments, the issue of the data becomes negligible.
The work in this chapter presents a data-driven approach to tackle the problem of intent
prediction of VRUs in urban traffic environments from their motion trajectories. More specifically,
a methodology based on one variant of RNN called LSTM is presented. The problem at hand will
be formulated as a sequence prediction task to predict a long-term sequence of VRUs’ motion
trajectories. The main contribution of this work is threefold:
• A novel approach for inferring long-term intentions of VRUs in urban traffic environments
from their motion trajectories.
• A flexible data-driven approach that neither demands an explicit modelling of the motion
dynamics of VRUs’ in traffic environments nor a prior knowledge about the VRUs’ end goals.
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• A robust approach that has achieved a significant result in terms of generalisation and lower
long-term prediction errors on two different datasets of versatile real traffic scenarios involving
VRUs.
Recently, data-driven approaches especially those based on deep hierarchical representation
layers such as ConvNet or RNN architectures, have witnessed massive success in many different
spatial and sequential tasks [15, 107, 114]. In [73], Alahi et al. utilised one of these data-driven
approaches based on RNN and introduced a social behaviour model for VRUs’ motion estimation.
They relied on surveillance cameras in crowded environments with their developed model for
implicitly modelling the motion trajectories of each pedestrian while interacting with his/her
neighbour VRUs.
More recently, Volz et al. [161] proposed another data-driven vehicle-based approach, not
a surveillance camera-based such as in [73], for intent recognition of VRUs in an urban traffic
intersection. They formulated the intent recognition problem as a time-series classification task. In
their formulation, given a processed sequence of features, they classify whether a pedestrian will
cross the road or not. They utilised two types of features, namely temporal (position/velocity) and
geometrical features (distance to curb) extracted from 3D LIDAR data collected at an intersection.
They have also introduced two data-driven approaches for the pedestrian intent recognition task
based on ConvNet or RNN architectures respectively.
5.1.1 Problem Formulation
In this Chapter, a data-driven approach will be followed based on RNN for the intent prediction task
of VRUs in urban traffic environments. Unlike the data-driven aproach introduced in [73], we will
be approaching the intent prediction problem from the perspective of highly and fully AVs. In this
setup, only short-term observations about the VRUs in the traffic scene are captured from a moving
observer (i.e. vehicle). This setup differs from the fixed bird’s eye view perspective with long-
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term observations about the VRUs which is more applicable to the surveillance applications. Our
proposed RNN-based approach also differs from the one proposed in [161], where we formulate
the intent prediction problem as a sequence prediction problem, not a sequence classification
problem. The main distinction between these two formulations is that in the sequence classification
formulation, the intent of the VRUs is considered as a set of discrete action classes that is only
applicable to specific traffic scenarios. For instance, as the case in [161], they were only classifying
two distinctive intended actions of VRUs in an intersection (whether will they cross the road or not).
On the other hand, in the sequence prediction formulation, based on a number of observed
VRUs’ motion trajectories at time t, the intent of the VRUs is considered as forecasting of the
possible sequence of motion trajectory from time t on-wards till time t +d . The advantage of this
formulation is that a long-term prediction about the VRUs’ intentions, which is essential for fully
and highly automated vehicles, could be conclusively inferred [55, 162].
5.1.2 Stacked B(U)-LSTM Framework for Long-term Intent Prediction
Given the formulation we discussed earlier for the intent prediction problem as a sequence prediction
task, it can be shown that RNN and more specifically LSTM network would be the best fit for
tackling the VRUs’ intent prediction problem. In specific, the two main variants of LSTM networks,
namely U-LSTM and B-LSTM discussed in Section 2.3.2.5 will be the main building blocks for the
proposed framework for long-term intent prediction of VRUs. Consequently, in this section, two
novel stacked LSTM models (U-LSTM and B-LSTM) for the task of VRUs trajectory prediction
are proposed. The input sequence data to the two models will be a sequential positional data u
of the VRUs as observed from a vehicle-based stereo camera during the period T1:w. Here w is
the windows size of the number of observations of the VRUs’ position. Given that as input to the
stacked models, a long-term prediction about the VRUs’ future positions from time Tw to time Tw+d
can be inferred. Here d is the prediction horizon.
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Figure 5.1 Proposed framework for VRUs trajectory prediction based on stacked B-LSTM or
U-LSTM architectures. The input to our framework at time step t is w past observations (ut w:t) of
VRUs’ position. The output is the future VRUs’ position at the next time step ahead (ut+1).
The proposed framework (shown in Figure 5.1) is comprised mainly of three LSTM layers
stacked on top of each other. Firstly, we fed an input sequence of a window size w of position
observations (u1:w) of VRUs motion trajectories captured from a vehicle-based sensor. The input
data is fed to the first LSTM layer of our proposed architecture, which is consisting of a number of
hidden units equal to the input window size w. The second LSTM layer is fed with the output data
from the first LSTM layer, and it consists of 100 hidden units. Afterwards, the output data from the
second layer are passed to the final LSTM layer which consists of 100 hidden units as well. One of
the advantages for such architecture is that the hierarchically stacked representation layers make the
final learned model more capable of having a deeper understanding of the temporal dependency
of their input sequence, which in return provides a more accurate prediction. The last layer in our
architecture is the fully connected layer which has only one hidden unit corresponds to the final
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predicted output position (uw+1) at the next time step. Since we are predicting a real value number
which represents the next position of the VRUs in the scene, the activation function of the fully
connected (FC) is the linear activation function.
As it was shown in Figure 5.1, that we are predicting only the next time step, but that is only
during the training phase. However, during the inference phase, we can recursively forecast any
variable window-sized sequence determined at the inference time. The rationale behind that design
choice is that it gives our learned model more flexibility to carry out forecasting with different sizes
of input sequences of VRUs motion trajectories. As a result, our output predictions would not be
restricted by the network architecture of our model or by the statistics of the data we are testing. On
the other hand, if we build our model with a fixed size prediction window output, then we must use
that size as the input sequence window size as well, which could not be a feasible solution in the
context of the traffic environment. The reason for that is because the actions of the VRUs or/and the
vehicle-based observation sensor could change momentarily at any time.
5.1.3 Training of Stacked B(U)-LSTM Framework
Generally, for training any learning-based model, this process can be viewed as an optimisation
problem, whereas we are trying to minimise some cost or loss function. Similarly, in our case for
the stacked B(U)-LSTM framework, we will be minimising a loss function which is one of the most
commonly used loss functions for sequence prediction tasks, the mean squared error (MSE) loss








where N is the number of training samples, Ŷi and Yi are the predicted and target values for each
sample, respectively.
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We utilised the Adaptive Moment Optimiser (Adam) optimiser [164], to minimise the previous
loss function. Adam optimiser is a stochastic gradient descent algorithm that estimates the gradient
means (1st-order moment) and element-wise squared gradient (2nd-order moment) of the gradient
with the help of exponential moving average. Due to Adam’s low number of hyperparameters to be
tuned for the training process, we decided to adopt it as the optimiser for the stacked B(U)-LSTM
architecture.
The following are all the hyper-parameters we used for training the proposed stacked B(U)-
LSTM framework. The learning rate we used is 0.001, which was determined empirically based on
some experiments that will be shown in the following section. In order to regularise and prevent our
model from over-fitting during the training phase, we used a dropout layer [165] of 20% after each
LSTM layer from our stacked LSTM architecture. Our model was optimised with 10K training
iterations; with each training iteration, a batch size of 512 training samples was used.
5.2 Experimental Results
In this section, the experiments and datasets that have been done and utilised for tackling the
long-term intent prediction problem for VRUs will be discussed. Additionally, an evaluation of the
performance of the proposed models will be presented in comparison to other baseline models.
5.2.1 Benchmark Datasets
Firstly, the two datasets utilised for training and evaluating the proposed models for long-term intent
prediction of pedestrians will be presented. Afterwards, the other dataset utilised for training and
evaluating the same models on the cyclists’ tracks will be presented as well.
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Figure 5.2 Daimler pedestrian path prediction benchmark dataset [7]. The first row corresponds
to the Bending-in scenario; the second row corresponds to the stopping scenario, the third row
corresponds to the crossing scenario, and the last row corresponds to the starting scenario.
5.2.1.1 Daimler Pedestrian Path Prediction Benchmarks
In order to train and validate the proposed stacked LSTM model discussed in Section 5.1, the
publicly available datasets for the task of pedestrians’ path prediction [7, 8] will be utilised. The
first dataset is the Daimler pedestrian path prediction benchmark dataset presented in [7] (shown
in Figure 5.2). The dataset consists mainly of 68 stereo image sequences captured from a vehicle-
based stereo camera mounted behind the vehicle’s windshield with a frame rate of 16 Frame per
second (FPS). We will refer to this dataset as the Daimler dataset until the rest of the chapter. Four
main traffic scenarios involving pedestrians were designed by the Daimler dataset creators covering
the most common motion trajectories done by pedestrians in urban traffic environments.
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During the first scenario, a pedestrian is walking laterally on the curbside and continue to cross
the street without looking to the oncoming vehicle, and this scenario is referred to in the dataset as
the “crossing” scenario. In the second scenario, a pedestrian is walking laterally to the oncoming
vehicle direction on the curbside and then stops at the end of the curbside; this scenario is referred to
as the “stopping” scenario. Thirdly, a pedestrian is standing on the boundary of the curbside, where
the pedestrian looks firstly in the direction of the oncoming vehicle, then takes on crossing the street,
and this scenario is referred to as “starting”. Lastly, the fourth scenario is when a pedestrian is
walking on the road in parallel to the curbside and tries to bend in laterally to cross the street without
looking to the direction of the oncoming vehicle, and this scenario is referred to as the “bending in”
scenario. Statistics about the distribution of the four scenarios are shown in Figure 5.3. For each
sequence, different labelling information is provided as part of the dataset. Label information is
such as bounding box coordinates of the pedestrians, median disparity of the body of the pedestrian,
the real position of the pedestrian in the vehicle coordinate frame, and event tags or “Time to Event”
(TTE) values. TTE values are labels for the prominent events happens in each sequence of the four
scenarios such as when the pedestrians are about to carry out any of the crossings, stopping, starting
to cross or the bending in actions. For further details regarding the ground truth annotation process,
it was thoroughly discussed in [7].
The second dataset (shown in Figure 5.4) is the one that has been utilised for the task of context-
based path prediction of pedestrians in [8], and we refer to this dataset as the context dataset. Similar
to the Daimler dataset, the context dataset was collected using a stereo camera mounted behind
the vehicles’ windshield with a frame rate of 16 FPS and it consists of 58 video sequences. The
dataset focus is mainly on the case of a pedestrian intending to cross the street, but with a number
of various conditions. One of these conditions is the critical situations in which the approaching
vehicle would not yield for the pedestrian to cross and the pedestrian as well would not stop for the
vehicle. Unlike the Daimler dataset, the context dataset contains only two behavioural scenarios of
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Figure 5.3 Statistical count of training and testing data splits for pedestrian intent prediction
dataset [7].
pedestrians which are stopping or crossing rather than the four scenarios previously mentioned in
the Daimler dataset.
The context dataset was also annotated following the same procedure is done in the Daimler
dataset. The positional ground truth information about pedestrians was obtained by calculating the
median disparity over the pedestrians’ upper body area using the dense stereo data from the stereo
camera. Additional contextual annotation information was also provided as part of the dataset such
as discrete head orientation angles of the pedestrians and the distance between the pedestrians’ feet
and the curb. The video sequences were also annotated with the TTE values similar to the Daimler
dataset.
Before we feed the input data for training and testing our stacked LSTM model discussed in
the subsection mentioned above, we firstly pre-process the data from the two previously discussed
datasets. The first pre-processing stage is to split the data into two splits; one split for training our
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Figure 5.4 Sample of the context-based pedestrian path prediction dataset [8].
proposed stacked LSTM model, and the other split for the testing and evaluating the performance of
this learned model. For the Daimler dataset, it has been already split into a 36 training sequences
and 32 testing sequences (as shown in Figure 5.3), with each split covering the four scenarios of the
dataset. Furthermore, the two splits have been carefully designed by the dataset creators not to have
any overlapping sequences between each other. The reason for that is in order to make sure that the
sequences included in the testing split have not been seen during the training phase. Thus, given
this careful splitting of the data of the Daimler dataset and its broad coverage of more scenarios
of pedestrians’ behaviours over the context dataset, we decided to train our stacked LSTM model
using only the training split of the Daimler dataset.
For testing the performance of our learned model, we will be testing it only on the testing split of
the Daimler dataset. Additionally, to further evaluate the generalisation capabilities of our learned
model, we will be testing it as well on the entire unseen 58 video sequences of the context dataset,
which were collected using different sensors other than the ones used in the Daimler dataset.
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The second pre-processing stage performed was to transform the complete sequential data of
pedestrians’ lateral positions from the training data split into equal chunks of length w+1. In our
case, w was determined empirically to be of value 10 (less than 1 sec). In order to achieve that, we
run a sliding window of size w+1 with overlapping of value one on each sequence of the training
split of the Daimler dataset. Consequently, this process resulted in a total of 4492 training samples
of window size w+1 from all the training sequences. We further split our 4492 window samples of
window size w+1 to separate training samples of window size w and target values of size 1. At the
final stage of our pre-processing, we randomly extracted 5% of the training window samples which
corresponds to roughly 255 window samples to be used as cross-validation set while training our
stacked LSTM model.
5.2.1.2 Tsinghua-Daimler Cyclist Tracks
Recently, the cyclist track dataset [9] was published publicly. The dataset consists of cyclists tracks
that were extracted at five FPS from the TDC benchmark dataset [166]. Based on the disparity maps
and cyclists’ bounding boxes provided in the TDC benchmark, the cyclist track dataset obtained the
sequence of lateral and longitudinal positions of the cyclist relative to the ego-vehicle.
The dataset was further annotated with road topology which was used to determine the directions
of the actual trajectories taken by the cyclists. There are five direction classes annotated in the
dataset according to the cyclists’ trajectory direction, namely: straight, 90 -right bend, 90 -left bend,
45 -right bend and 45 -left bend. Additionally, the extracted cyclists’ tracks were also spatially
aligned relative to the topology of the road and its intersections. The total number of cyclists tracks
in the dataset are 119 trajectories (with 68 straight direction tracks, 17 90 -right, 16 90 -left, 10
45 -right and 8 45 -left). They further segmented all the trajectories in the dataset that have a
straight direction label and lasted for more than 50 frames (10 seconds). As a result, the total
number of trajectories in the dataset becomes 134 trajectories in total.
5.2 Experimental Results 114
Figure 5.5 An example of annotated trajectories from the cyclist track dataset [9].
Before feeding the extracted trajectories from the cyclist track dataset to our proposed framework.
Similar to the pedestrians path prediction benchmark dataset, we firstly pre-process the trajectories
to be in a format accessible by our stacked LSTM layers. Since the length distribution of the total
134 trajectories varies from 4 to 89 positional observations per trajectory, thus we firstly filtered out
all trajectories with length less than six positional observations per trajectory. As a result, we ended
up with a total number of 130 trajectories. Similar to the Daimler dataset, we chose the input w to
the proposed B(U)-LSTM framework empirically. The value of w for the TDC dataset was set to
5 (around 1 sec) of cyclists’ observed positions. As a result, we further run a sliding window of
size six overall the trajectories of the TDC dataset. We chose a sliding window size of 6 because
our proposed framework is expecting an input data of length (5) position observations plus and
an additional next (1) observation in the sequence as our target data. The sliding window had an
overlapping offset value of 1.
5.2.2 Evaluation and Comparison
In the following, the performance of the proposed B(U)-LSTM framework discussed in Section 5.1.2
will be evaluated. For the pedestrians tracks, the stacked U-LSTM model will be only evaluated.
On the other hand, for the cyclists, both two models U-LSTM and B-LSTM will be evaluated.
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Table 5.1 Mean lateral position error (in meters) over all the testing sequences of the Daimler
dataset with a prediction windows of 70 steps ahead. Lower is better.
Bending in Crossing Starting Stopping
EKF-CV [7] Mean 1.09 0.72 1.31 0.22± Std 0.27 0.39 0.50 0.34
IMM-CV/CA [7] Mean 1.08 0.68 1.32 0.24± Std 0.27 0.40 0.52 0.35
MLP [161] Mean 0.95 1.19 0.93 1.66± Std 0.18 0.22 0.06 0.50
Proposed Mean 0.39 0.48 0.46 0.51± Std 0.24 0.32 0.07 0.37
5.2.2.1 Performance of the Stacked U-LSTM over Pedestrian Tracks
Similar to [7], we evaluated the performance of our proposed stacked LSTM model using the
evaluation metric (mean lateral position error) and the procedure they followed in their proposed
methodology based on dynamical motion models. The evaluation is done only over the lateral
position of pedestrians in each sequence of the testing datasets in the TTE range [10, -50], which
corresponds to a sequence of window size 60 in total with 0.60 secs before the event to 3.0 secs after
the event. However, since we are interested in long-term intent prediction of pedestrians, we are
predicting a 70 lateral position steps ahead (more than four secs), rather than the 32 steps prediction
(1.9 secs) done in [7]. At testing time, we fed a ten window size sequence before the starting of the
TTE range [10, -50], and we predict the whole TTE range.
In order to have a subjective comparison, we have replicated a couple of dynamical motion
models similar to the ones proposed in [7] based on EKF and IMM-KF for path prediction of
pedestrians. We specifically designed similar dynamical models to the EKF (CV) and IMM (CV,
CA) models implemented in [7] using the same parameters (process noise, measurement noise)
reported in their work as a baseline to compare it with our stacked U-LSTM model performance.
Furthermore, we also compared the performance of our proposed stacked U-LSTM model against
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another data-driven approach similar to the one proposed in [161], which is based on a vanilla MLP
neural network. For the MLP model, we designed a network consisting of three fully connected
layers with the first two layers with 128 hidden units followed by the last layer with only one hidden
unit. Each fully connected layer was also followed by a rectified linear activation unit (ReLU) [82]
and a dropout unit except the last fully connected layer which has a linear activation unit similar to
our stacked U-LSTM model. Similar to our stacked U-LSTM model, the MLP model was trained
on the training split of the Daimler dataset. The MLP takes as an input a sequence of a window of
size ten consecutive observations of the pedestrians’ lateral position, and recursively predict the
requested next time steps in the sequence.
In Table 5.1, we report the average mean error in the lateral position (in meters) for 70-steps
ahead prediction window over each scenario of the testing sequences of the Daimler dataset. As
it can be seen in the tabulated results, our proposed U-LSTM model has achieved a significant
performance edge over the dynamical motion model-based approaches (EKF-CV and IMM-CV/CA)
over all the pedestrian behaviour scenarios except the stopping scenario. The reason for that is
the training split of the Daimler dataset is highly unbalanced. It has a total of 26 full sequence
trajectories with dynamic behaviour trajectory scenarios (i.e. Bending in, Crossing and Starting). On
the contrary, the dataset has only ten full sequence trajectories of almost static movement trajectories
representing the “stopping” scenario. On the other hand, for the other data-driven approach (MLP),
it achieved a higher mean lateral position error across the four scenarios. The reason for such lower
performance for MLP is because it cannot reason about the temporal dependency between the input
sequence data. Moreover, the dataset scenarios are highly correlated. Thus it faces many difficulties
in discriminating between these different scenarios. As a result of that, it has achieved such higher
prediction error.
We have also compared the performance of our proposed stacked U-LSTM model with a smaller
prediction horizon of only 15 steps ahead (shown in Table 5.2). We have done so to evaluate further
the performance of our stacked U-LSTM model in comparison to the dynamical motion models that
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Table 5.2 Mean lateral position error (in meters) over all the testing sequences of the Daimler
dataset with a prediction window of 15 steps ahead. Lower is better.
Bending in Crossing Starting Stopping
EKF-CV [7] Mean 0.44 0.58 0.44 0.03± Std 0.12 0.07 0.03 0.01
IMM-CV/CA [7] Mean 0.48 0.66 0.49 0.05± Std 0.13 0.08 0.05 0.01
MLP [161] Mean 0.63 0.62 0.60 1.23± Std 0.09 0.11 0.08 0.34
Proposed Mean 0.04 0.07 0.05 0.09± Std 0.02 0.03 0.01 0.05
are usually better in prediction with smaller k-steps ahead. However, our proposed stacked U-LSTM
model was generally still performing better than both the dynamical motion models (EKF-CV and
the IMM-CV/CA models) and the MLP model except for the stopping scenarios.
In Figure 5.6, we show the prediction of our stacked U-LSTM model over a sample sequence
of the four scenarios from the Daimler dataset. We also compare our predictions against both the
actual ground lateral position trajectory and one of the dynamical motion models (IMM-CV/CA).
As it is shown in the figures, our stacked U-LSTM model provided resilient and accurate predictions
across the four scenario samples. More specifically, in the “bending in” and the “starting” scenarios,
we can see how our model can capture and predict such non-linear motion trajectories done by the
pedestrian in the scene. On the other hand, the dynamical motion model IMM-CV/CA since it is
combined with two linear motion models, it cannot accurately capture the nature of these scenarios.
Thus, its predictions diverge from the actual ground truth trajectory done by the pedestrian in
the scene. On the other hand, the dynamical motion models in the “crossing” and the “stopping”
scenarios have provided good prediction results since these scenarios have an inherent linear motion
model nature.
In Figure 5.7, four sub-figures can be shown which correspond to the total lateral position error
for the four testing scenarios of the Daimler dataset. In the figures, we compare the performance of









Figure 5.6 Lateral position prediction with a prediction horizon of 70 steps ahead (almost 4 secs)
over a single sequence sample from the four scenarios of the testing split of the Daimler dataset [7].
The prediction horizon for the stopping scenario is only 20 steps ahead since the ground truth data
is only available till the end of this horizon.
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(a) Bending In (b) Starting
(c) Crossing (d) Stopping
Figure 5.7 Lateral position error at each TTE frame with prediction horizon of 70 steps ahead
(almost 4 secs) averaged over all the four scenarios of the testing split of the Daimler dataset [7].
Lower is better.
our proposed stacked LSTM model in comparison to the EKF-CV and IMM-CV/CA dynamical
models as well as the MLP model. The lateral error is the step-wise Euclidean distance between
the predicted lateral positions and the ground truth lateral positions at each time step within the
TTE range [10, -50]. The reported results were calculated based on a prediction horizon of 70 steps
ahead. As it can be noticed, our proposed stacked LSTM model has an improvement regarding
the lateral position error of up to 0.85 m, 0.7 m and 0.24 m in the “starting”, “bending-in” and the
“crossing” scenarios respectively. A prominent trend can be observed in the lateral position error of
the MLP model, is that it has a high peak error value during the TTE range [10, -10] (i.e. ten steps
before the pedestrian behaviour scenario event and ten steps after the event). The reason for that
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as we described is due to the pedestrians’ behaviours scenarios of the Daimler dataset are highly
correlated at the early stage of each event, whether it is starting, crossing, stopping or bending in,
the initial motion trajectory of the pedestrian is pretty similar to each other. Since MLP cannot
capture this inherent temporal dependency in this input sequence, it consequently provides higher
prediction errors during this range.
Table 5.3 Mean lateral position error (in meters) over all the testing sequences of the context dataset
with a prediction windows of 70 steps ahead. Lower is better.
Crossing Stopping
EKF-CV [7] Mean 1.52 0.22± Std 0.55 0.09
IMM-CV/CA [7] Mean 1.49 0.21± Std 0.19 0.31
MLP [161] Mean 1.49 2.07± Std 0.19 0.31
Proposed Mean 0.58 0.33± Std 0.42 0.22
In order to further evaluate the generalisation capabilities of our stacked U-LSTM model, we
tested it also over all the sequences of the context dataset [8] (44 crossing sequences and 14 stopping
sequences). In Table 5.3, the mean lateral position error over all sequences of the two scenarios of
the dataset (crossing and stopping) is presented. Our stacked U-LSTM model continues to provide
resilient prediction results specifically in the “crossing” scenario, even though it was not trained on
any subset of the context dataset sequences. Thus, it is safe to say that our trained stacked U-LSTM
model exhibited a higher generalisation capability over other unseen scenarios during the training
phase. Additionally, we also reported the total lateral position error over all the testing scenarios of
the context dataset at each time step of the TTE range in Figure 5.8. As we pointed out also for the
“stopping” scenario in the Daimler dataset, it is still the case also with the context dataset that our
stacked U-LSTM model lag behind the IMM-CV/CA model since the training data for our stacked
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(a) Crossing (b) Stopping
Figure 5.8 Lateral position error with prediction horizon of 70 steps ahead (almost four secs) over
all the two scenarios of the context testing dataset [8]. Lower is better.
U-LSTM model is drastically unbalanced. However, in the “crossing” scenario, we can see how
resilient our predictions are with lower mean lateral position errors across the overall TTE range.
5.2.2.2 Performance of the Stacked B(U)-LSTM over Cyclists Tracks
Given the small number of cyclists trajectories exist in the cyclist track dataset (only 130), we also
similar to [9] adopted a Leave-One-Out (LOO) cross-validation technique to split training, and
testing data splits. In the LOO cross-validation, we train our proposed models on all the samples
existing in the dataset except one sample we leave it for testing. We then iteratively, repeat the
previous step by the number of the total samples (i.e. 130), so that each sample in the dataset
got tested by a model trained only on the unseen other samples of the dataset. In Table 5.4, we
present the results of our proposed two models (U-LSTM and B-LSTM) for the cyclist trajectory
prediction task categorised based on the direction of the trajectories. We evaluated our models over
two different prediction horizons, namely short-term one (1 sec or 5 steps ahead) and long-term
one (3 seconds or 15 steps ahead). Furthermore, we compared the results of our proposed models
against a number of baseline approaches that was utilised for trajectory prediction of VRUs in the
literature. The first baseline model is the linear dynamical system (LDS) that was proposed in [9]
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Table 5.4 Performance of the different approaches over the cyclist track dataset according to the
average mean error (in meters) evaluation metric. Our proposed approaches were evaluated over
two different prediction horizons (5 or 15 steps ahead) of the cyclists’ trajectories. Lower is better.
Approach 5 Steps Ahead (1 sec) 15 Steps Ahead (3 secs)
90  left 45  left straight 45  right 90  right 90  left 45  left straight 45  right 90  right
LDS [9] 1.75 1.15 1.19 1.23 2.36 - - - - -
U-MoLDS [9] 1.59 1.11 1.38 1.16 1.99 - - - - -
I-MoLDS [9] 1.51 1.10 1.20 1.08 1.88 - - - - -
MLP [167] 1.32 1.21 1.54 0.90 0.66 1.69 1.83 2.24 1.19 0.71
U-LSTM (proposed) 0.78 0.94 0.78 0.71 0.49 0.85 1.30 1.15 0.81 0.44
B-LSTM (proposed) 0.41 0.91 0.79 0.36 0.24 0.67 1.13 1.15 0.69 0.40
for cyclist trajectory prediction. LDS is essentially a constant-velocity based Kalman filter similar to
the one used in [7] for pedestrian trajectory prediction. The LDS estimates the Gaussian distribution
of the future positions of the cyclists by recursively executing Kalman filter’s predict step without
its update step. As the name implies, LDS can only capture linear dynamics of motions done by the
cyclists and as a result will have harder times with non-linear motions.
The second baseline model is another model proposed in [9], which is referred to as the
uninformed mixture of LDS (U-MoLDS). The U-MoLDS is combining 5 LDS models with different
underlying dynamics according to the five directions labelled in the cyclist track dataset early
discussed in 5.2.1.2. The U-MoLDS approach is casting the motion direction of the cyclists as
a latent variable with a uniform prior distribution that they are trying to estimate online. Hence,
the name uninformed. At the inference time, both distributions of the cyclists’ position and the
direction latent variable are estimated based on past observations.
The third baseline approach, was also another model proposed in [9] and it achieved the best
scores in their experiments, and it is referred to as Informed MoLDS (I-MoLDS). The I-MoLDS
model is similar to U-MoLDS but with the exception that it relies on prior information regarding the
road topology (i.e. which direction existent in the cyclist trajectory). Thus, the prior distribution over
the direction of the cyclist is set to zero for road directions that are not available in the topological
labels of the cyclist’s trajectory. On the other hand, the other directions have equal distribution.









Figure 5.9 Lateral and Longitudinal future positions prediction of our proposed stacked LSTM
models (B-LSTM&U-LSTM) over two different sample trajectories from the cyclist track dataset [9]
in comparison to the ground truth (GT) trajectories. The prediction horizon of the predicted
trajectories is 15 steps ahead (3 seconds), however since the GT trajectories themselves have length
less than 15, thus the predictions are clipped to match the GT length.
Based on this prior distribution along with the past observations about the cyclists’ trajectories, a
mixture of Gaussians is estimated according to the five different LDS models.
The last baseline approach to compare against is a data-driven approach based on a MLP model.
We implemented this model to mimic the one utilised in [167] for the cyclist trajectory prediction
from observations of a surveillance camera at an intersection. Their MLP was consisting of only
two layers with 20 hidden units in the first layer and ten hidden units in the second layer.
As it can be shown from Table 5.4, the four baseline approaches results are outlined in terms
of the average mean error (in meters) of the predicted trajectories over two different prediction
horizons (5 steps ahead and 15 steps ahead). It is worth noting here, that the results of the first three
baseline approaches were adopted as they were reported in the author’s paper in [9]. We have made
sure that we are testing on their similar splits using the same technique for the cross-validation
(i.e. LOO). For the MLP baseline approach, we implemented it with the same model specifications
described in the author’s paper in [167].
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From Table 5.4, it can be shown that our proposed models (specifically the B-LSTM model)
have achieved resilient results regarding lower average mean error and longer prediction horizons
(up to 3 seconds ahead). Moreover, our proposed models have also outperformed both the motion
dynamics based approaches (namely, LDS, U-MoLDS and I-MoLDS) as well as other data-driven
approaches (i.e. MLP) with a significant margin. Our models have also shown higher accuracy in
predicting the non-linear type of cyclists’ trajectories (right/left 45/90 ), while on the contrary linear
dynamics-based motion models were having many challenges in predicting them. It is also worth
mentioning that the best performing dynamics-based motion models (i.e. U-MoLDS and I-MoLDS)
were having prior information regarding the road topology while our proposed models did not
have such information during training or testing phases. In Figure 5.9, the lateral and longitudinal
predictions of the future trajectories of two sample cyclists trajectories over two different directions
(90  left and straight) are presented. As it can be noticed, our proposed model has shown robust
results over the compared baseline model.
5.3 Summary
This chapter presented two different long-term intent prediction models for VRUs based on two
unique deep recurrent neural network models. The formulation of the intent prediction problem
was cast as a sequence prediction problem. Where given a number of observed VRUs’ motion
trajectories at time t, the intent of VRUs is considered as forecasting of the possible sequence of
motion trajectory from time t onwards till time t +d . The advantages of this formulation are that a
long-term prediction about VRUs’ intentions, which is essential for fully and highly AVs, could
be effectively inferred. In this respective, two models were presented based on the famous LSTM
architecture of recurrent neural networks. The first model was introduced for predicting a long-term
trajectory of pedestrians in urban traffic environments based on a U-LSTM model consisting of
three stacked LSTM layers. The input to the model was less than 1 second of the lateral position
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of pedestrians, and the model was able to predict until 4 seconds ahead of the pedestrians’ lateral
position. The model was evaluated on two real-life datasets namely, the Daimler pedestrian path
prediction dataset [7] and the context path prediction dataset [8]. The model has achieved an average
mean error of 0.05 meters over all the testing sequences of the datasets. Additionally, the model
provided accurate long-term predictions in comparison to dynamical motion models which require
an explicit model of the pedestrians motion.
The second model proposed for predicting a long-term trajectory of cyclists was based on
B-LSTM consisting of three LSTM layers. In B-LSTM, the input sequence data are processed in
both forward and backward directions instead of the only forward direction for U-LSTM. Which in
return, helps in learning more complex temporal dependency in the input data. The input sequence
data to the model is sequential positional data (lateral and longitudinal) u of the cyclists as observed
from a vehicle-based stereo camera during the period T1:w. Here w is the windows size of the
number of observations of the cyclists’ position. The length of w in seconds was 1 second. As a
result, the B-LSTM model was able to predict up to 3 seconds ahead of the cyclists’ trajectories.
Similar to the pedestrians case, the model was evaluated on a real-life dataset of cyclists’ trajectories
collected from a vehicle-based stereo camera in the urban traffic environment. The model provided
resilient predictions especially in nonlinear trajectories in comparison to dynamical motion models
and other data-driven approaches.
Chapter 6
Context-Aware Intent Prediction Model for
VRU
One of the main challenges that make the problem of intent and trajectory prediction of VRUs
even harder is the uncertainty exists in their actions in urban traffic environments, as well as the
difficulty in inferring their end goals. In this chapter, we are proposing a data-driven framework
based on Inverse Reinforcement Learning (IRL) and B-LSTM architecture for long-term prediction
of VRUs’ trajectories. In the proposed framework, we first learn a reward function of the urban
traffic environment scene that captures the preference of the VRUs in regards to the scene’s physical
contextual information. Then, based on the learned reward function along with the past trajectories
of VRUs in the scene, we forecast a probability distribution over the VRUs’ future trajectories using
B-LSTM model.
One of the most common approaches utilised in the literature for the intent and trajectory
prediction of VRUs is the planning-based models. These models are inspired by the path planning
approaches that are heavily used in the robotics field. In these models, unlike the traditional path
planning approaches where an ego-centric trajectory of robotic systems is planned, however, a
trajectory of other agents (i.e., VRUs) is planned. In planning-based approaches, the inherent
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assumption is that the end goal the agent is trying to reach is known in advance which might not
be foreseeable in case of VRUs. In [42], a planning-based approach used for forecasting VRUs
trajectories in traffic environments. Since the end goal of the VRUs is not known beforehand, they
firstly infer a set of possible goals using a combination of Gaussian Mixture Model (GMM) and
Particle Filter (PF). Using these inferred end goals and an occupancy grid map of the environment,
they can predict a probability distribution over the probable trajectories to these goals.
Another planning-based approach was introduced in [4] for on-road pedestrian avoidance system
for an autonomous mobile robot. The pedestrian avoidance system took into account the pedestrians’
intention and their associated uncertainty as part of the robot’s motion planning framework. They
formulated the problem as a Mixed Observable Markov Decision Process (MOMDP), where the
motion model variables of the pedestrian are already given (fully observable) and the intention of the
pedestrian is unknown (unobserved). They assume the pedestrian is directed towards his/her goal
following the shortest path trajectory. They utilised a sampling-based approximate algorithm called
Successive Approximations of the Reachable Space under Optimal Policies (SARSOP). Using
SARSOP, they solved the MOMDP model and inferred a probability distribution over the possible
directions of the pedestrians.
On the other hand, in our formulation for the intent prediction problem of VRUs in a traffic
environment, we cast the problem as a probabilistic sequence prediction problem. Given a sequence
of past trajectory observations x as well as a reward map r that represents the VRUs preference in
an urban traffic environment. In return, we propose a framework that can anticipate the probability
density P(y|x,r) of the VRUs’s future trajectory y. In the proposed probabilistic sequence prediction
framework, it consists mainly of two stages. In the first stage, we utilise a B-LSTM architecture [98]
with a mixture density network on top of it [168]. In the second stage, we learn a reward map that
can accurately capture the VRUs preferences via an IRL technique [169]. The framework combined
two stages are shown in Figure 6.1.
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Figure 6.1 The proposed framework for VRUs’ intent and trajectory prediction over longer-term
horizons in the urban traffic environment. Firstly, demonstrated trajectories and contextual features
maps are used for learning the reward map of the scene via MaxEnt. The demonstrated trajectories
along with the learned reward map of the scene are passed as the input sequences for training a
probabilistic trajectory prediction B-LSTM-MDN model. The output of the B-LSTM-MDN model
are probability density of future sequence trajectories of input VRUs.
6.1 IRL and Markov Decision Process
MDP, is one of the most widely used frameworks for modelling the dynamics of a decision making
process [170]. MDP can be defined as M= {S,A,T,r}, where S is the state space of the system,
A is the possible actions, T is the transition model that describes the system dynamics and r
is the reward function. Typically acting in an MDP results in a sequence of states and actions
{s0,a0,s1,a1,s2, . . .}. A policy p , is the mapping sequences (µ0,µ1,µ2, . . .), where at any time t
the mapping µt(·) determines the action at = µt(st) to take when in state st . The ultimate goal in an
MDP, is to find an optimal policy p⇤, that maximises the expected sum of rewards accumulated
over time.
In IRL context, the specifications of MDP are available except the reward function r is unknown.
Alternatively, a set of demonstrations D= {z1,z2, . . . ,zN} are provided by a demonstrator. Each
sample trajectory zi from the set of demonstration D is described by a pair of state-action according
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to zi = {(s0,a0),(s1,a1), . . . ,(sT ,aT )}. Given the demonstrations D, the goal of IRL is to recover
the reward function r that can ultimately capture the preference of the agent. Since in real life
applications, it would be difficult to observe a reward function for each action-state pair in the
set of demonstration D, especially if the state space is large. Thus, a common approach in IRL
methods is collecting a feature vector f that best characterise each possible action from the set of
demonstrations D.
6.2 Reward Learning for VRU Intent and Trajectory Predic-
tion
One of the most commonly used approaches for IRL is the MaxEnt proposed in [169]. MaxEnt was
successfully utilised in a number of applications such as learning driver behaviours [78], planners for
social robotics [72, 169] and activity forecasting from surveillance data [3, 81]. In the formulation
for the MaxEnt, the reward function can be calculated as a weighted linear combination of the
feature values vector f according to Eq. 6.1.
r = q T f , (6.1)
where q is a vector of unknown weights.
In this work, we will be focusing on the contextual physical information in urban traffic
environment as our feature values vector for parameterising the reward function. More specifically,
we will utilise the vision-based contextual information extracted from the environment by employing
image semantic segmentation techniques. The contextual physical information will be the common
ones that could have a potential influence on the future actions of VRUs such as trees, buildings,
sidewalks, and roads.
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Algorithm 1: Maximum Entropy IRL
input :S,A,T, f , f̄
output :Optimal set of weights q̂
q 1 = IRL_initWeights()
for n=1:N do
pn = IRL_valueIteration(S,A,T, f ,q n)
f̂ nq = IRL_stateVisitFrequency(S,A,T, f ,p
n)
—Lnq = f̄   f̂ nq





V (sgoal) = 0
Qn(s,a) = q T fs,a +ET(s,a,s0)[V n(s0)]









f n+1s = Âs0,aT(s,a,s0)p(a,s0)f n(s0)
end
fs = Ân f ns
f̂q = Âs fs fs
Using demonstrated trajectories of VRUs in urban traffic environments along with contextual
physical information, MaxEnt can be adopted for learning the reward function parameters. In
MaxEnt, the probability distribution of a trajectory zi is proportional to the exponentiated sum of
rewards along the trajectory zi. The calculation of zi can be easily accomplished using Eq 6.3 after
the substitution in Eq 6.1.
P(zi) µ exp Â
(s,a)2zi
rs,a (6.2)
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a) b) c)
Figure 6.2 Sample of the learned reward maps from the Stanford Drone Dataset (SDD) using
MaxEnt. a) represents the RGB image of the scene, b) the learned reward for pedestrians and c) the






where Z(q), is the normalization function.
By maximising the entropy of Eq 6.3, learning from demonstration trajectories in MaxEnt
can be accomplished. Additionally, the maximisation of the entropy of Eq 6.3 can be interpreted
as minimising the gradient of the log-likelihood of the same equation, which in returns can be
calculated using learning algorithms such as conjugate or stochastic gradient descent. That been
said, we will be using the similar forward-backward algorithm introduced and discussed in [3]
for training the MaxEnt framework and obtaining the weights q of the reward function. In the
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forward-backward algorithm (Algorithm 1, 2 and 3), the objective is to minimize the gradient of
the likelihood of Eq 6.3 using a gradient descent algorithm. The gradient is calculated based on the
difference between the empirical cumulative feature count f̄ and the expected cumulative feature
count f̂q in Eq 6.4.
—Lq = f̄   f̂q (6.4)
The empirical cumulative feature count, is the average accumulated features over the demon-








On the other hand, the expected cumulative feature count is the average accumulated features
according to the trajectories generated by the weights. The expected cumulative feature count can




The sum of visits that have been to each state s are described over time by fs and can be
calculated as shown in Algorithm 3. At the convergence, when f̄ equals f̂q , an optimal set of
weights q̂ can be obtained as described in Algorithm 1. Which in return, can be used to have reward
functions as the ones visualised in Figure 6.2.
6.3 Probabilistic Trajectory Prediction via Bidirectional LSTM
Due to their capabilities in modelling complex temporal dependency of their input sequence
information as it was shown in Chapter 5, RNN have been achieving resilient results in sequence
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prediction tasks [73, 94]. Thus, in the proposed probabilistic framework for trajectory prediction of
VRUs in urban traffic environment, we will be capitalising on their powerful sequence-to-sequence
modelling capabilities. In specific, we will be utilising the same B-LSTM architecture [100],
that was introduced in Chapter 5. In general, the operation of conventional LSTM architecture is
governed by three main internal gates which dictate which information to be persisted over time
and which to be forgotten. Therefore, LSTM is considered one of the best RNN architectures for
memorising longer-term information. The aforementioned conventional LSTM is usually referred
to as U-LSTM, that because they process the information in only one direction which is the forward
direction. On the other hand, B-LSTM can process the information in two directions, namely
forward and backward which make them more capable of understanding a much higher level of
abstraction of their input information [100].
Both U-LSTM and B-LSTM architectures output predictions of deterministic real target values,
however in real-life there is usually an inherent uncertainty especially concerning our VRUs
trajectory prediction problem. As a result, we will be augmenting B-LSTM architecture with an
output layer of Mixture Density Network (MDN) [168]. The MDN layer will generate a weighted
sum of various probability distributions that can account for the uncertainty of VRUs trajectories in
urban traffic environments.
In Figure 6.3, the proposed B-LSTM-MDN for VRUs trajectory prediction is shown. It is
comprised of two stacked LSTM layers (LSTM-1 & LSTM-2) each with 64 hidden nodes. At
the output layer, it outputs two weighted MDNs. The forward and the backward arrows denote
the information flow of the forward and backward iterations over time. Given an input a sample
sequence X = {x0, ..,xT} of length T to our B-LSTM-MDN model. Where X is comprised of
two main sources of information, the trajectory of the VRU in 2D dimension (x0:T ,y0:T ) and the
k-neighbour reward features at each position of this trajectory (rk0:T ). Then, the output of the model
is the probability distribution over the future trajectory Y of the VRUs. As we mentioned before,
the output ht of every LSTM memory cell is controlled by three internal gates at each time step t

















Figure 6.3 The probabilistic B-LSTM model for trajectory prediction of VRUs in urban traffic
environments.
which in the case of our B-LSTM-MDN model will have two of them. The
 !
ht for the forward layer
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where s is a function to combine the outputs from the two inner LSTMs and it is in our model a
concatenation function with the rectified linear unit (ReLU) as the activation layer.
For the MDN output layer, we chose the mixture of Gaussian as our probability density function





amt N (yt |µmt ,smt ,rmt ) (6.8)
where yt is the real target value, M the number of mixtures for the PDF of Gaussian which was two
in our case, amt is the weight for the m-th mixture and N is the normal Gaussian distribution.
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Since the output values from our B-LSTM model are real numbers, so transformations are





smt = exp(s̃mt ) (6.10)
rmt = tanh(r̃mt ) (6.11)
where ãmt , s̃mt and r̃mt are the PDF’s weight, variance and the correlation values from the B-LSTM
output layer of the m-th Gaussian mixture respectively.
Eventually, the training of the B-LSTM-MDN model can be accomplished via minimising the










amt N (yt |µmt ,smt ,rmt )) (6.12)
where T is the length of the input sequence. For optimising the aforementioned loss function we
used, the Adam optimiser with a learning rate of 0.005.
6.4 Framework Training
Given the nature of the proposed framework which mainly relies on deep sequence prediction
model (i.e., B-LSTM), the necessity for a relatively large amount of VRUs’ trajectory in traffic
environments is essential. Fortunately, recently the Stanford drone dataset (SDD), one of the
largest datasets for agents’ behaviour modelling, has been made publicly available [171]. SDD
was collected using a bird’s eye view camera mounted on a drone hovering over the vicinity of
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Roadway ObstaclesSidewalk Grass
Figure 6.4 Semantic labels of two scenes from the SDD namely, bookstore "top" and gates "bottom".
The obstacles label is for any obstacle objects such as buildings or trees.
Stanford University campus. The dataset contains video images with frame by frame bounding-
boxes annotations (at roughly frame rate of 28 FPS) for moving targets such as VRUs (pedestrians
and cyclists) and cars. SDD was categorised into eight scenes, each with a number of targets
annotated videos. In our experiments, we focused on the scenes that had more number of VRUs,
which at the same time contain other static or dynamic objects similar to the ones found in urban
traffic environments. These traffic objects are such as sidewalks, road/roundabouts, cars, grass, and
buildings. Thus, we chose four scenes from the SDD for the training and testing of our framework,
namely “bookstores, gates, deathCircle and little”. As a first preparation stage, for each VRUs’s
annotated bounding box coordinates over time in each scene, they were converted into a trajectory
of (x,y) positions by calculating the bounding box’s centre position.
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6.4.1 Training IRL MaxEnt
For reward learning via MaxEnt sub-system, we have further manually annotated the reference
image for each scene from the four scenes with pixel-wise semantic labels as shown in Figure 6.4.
These semantic labels are to be the input feature values vector for the MaxEnt as discussed in
Section 6.2. The number of pixel-wise semantic labels were scene specific, but the common ones
were: buildings, road, sidewalk, and generic obstacles. Since the resolution of pixel-wise semantic
label image for each scene is relatively large, so for tractable computation of the MaxEnt algorithm,
we resized all of the semantic label images of the four scenes into a size of (224H⇥224W). For
training the MaxEnt, we used the entire VRUs (pedestrians and cyclists) trajectories and semantic
label images from each scene from the entire four scenes.
As it can be shown from Figure 6.2, there are different reward maps for pedestrians and cyclists.
Where pedestrians generally prefer to walk on the curbside and that is indicated in Figure 6.2-b by
the warmer (higher reward) colour for curbside. However, since these scenes are inside a university
campus, that is why other less warm colours (less reward) also exist in the roadway area. On the
other hand, the learned reward maps for cyclists indicates the preference (high reward) of cyclists to
avoid obstacles and move on the roadway.
6.4.2 Training B-LSTM-MDN
For the probabilistic sequence prediction B-LSTM-MDN sub-system, the entire VRUs’ trajectories
from the four scenes were split into 80% for training and the rest for testing using a 2-fold cross-
validation technique. As we discussed in Section 6.3, the input to the model is a sequence of length
T containing past trajectory and reward features. We empirically chose T to be of size 28 which
corresponds to roughly 1 second of past trajectory of the pedestrian with its k-neighbour reward
features. The value for k was also empirically chosen to be of size 8. Therefore, we preprocessed
only the training trajectories split with their 8-neighbourhood learned reward maps at each position
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of the trajectory into equal chunks of 28 and were used as the input X sequence. For the target Y
sequence, at the training phase, it was preprocessed into the same 28 lengths as the input X , but it
contained only the future 28 trajectory positions for the trajectory positions of the input sequence X .
At the testing phase and with the help of the output MDN layer of the model, we can sample any
variable length for the future trajectories.
6.5 Experiments and Results
In order to evaluate the performance of our proposed probabilistic framework quantitatively for
the VRUs’ trajectory prediction problem, we adopted two different evaluation metrics. The first
one is the average displacement error which was used in [73]. The average displacement error
is essentially the averaged Euclidean distance between the future VRU trajectory predicted and
generated by the proposed framework and the future ground truth trajectory. The second metric
is the Modified Hausdorff Distance (MHD) which was similarly adopted in [3]. MHD is used to
evaluate the geometrical similarities between two non-linear sequences which in our case will be
the predicted future trajectory from our framework and the future ground truth trajectory. It is
worth noting, that as our framework predicts a probability distribution over each point of the future
trajectory. Thus, we will use a random sampling technique to get the real numbers of the future
predicted trajectories to evaluate it against the future ground truth trajectory.
In order to further evaluate the performance of the proposed framework, more specifically
whether the learned reward map features had made an actual difference in the predicted trajectories
from our B-LSTM-MDN model. In Table 6.1, we compare against some variants of data-driven
baseline models based on LSTM network as well as planning-based models over two different
long-term future prediction horizons (2 seconds and 3 seconds ahead). The baseline models are:
• hMDP [3]: a planning-based approach based on MDP proposed by Kitani et al. [3]. It also
relies on the same MaxEnt paradigm described in Section 6.2 for learning a reward function
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(a) (b) (c)
Figure 6.5 Qualitative sample predictions of pedestrians from the B-LSTM-MDN-Reward frame-
work (dashed blue) against the ground truth trajectory (solid red) over three scenes of SDD, (a)
gates, (b) “deathCircle”, (c) “bookstore”.
of the scene which in addition to the known end-goal of the VRUs it predicts their trajectories
using a Dynamic programming algorithm.
• U-LSTM: traditional U-LSTM model similar to the one introduced in Chapter 5, that relies
only on the past trajectories of VRUs in order to directly infer real-valued future trajectory.
• U/B-LSTM-MDN: U-LSTM or B-LSTM models with MDN at the output layer (with the
same layers as in Section 6.3) that relies only on past trajectory positions to infer probability
distributions over the future trajectory.
• U-LSTM-Reward: a traditional U-LSTM model but augmented by reward function along
with the past, future trajectories.
• U/B-LSTM-MDN-Reward: is the proposed probabilistic trajectory model described in Sec-
tion 6.3. In the case of U-LSTM-MDN-Reward, the LSTM layers are unidirectional instead
of the bidirectional ones.
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Table 6.1 Performance of the proposed framework (B-LSTM-MDN-Reward) against a number of
baseline models for pedestrians. The proposed approach were evaluated over two different prediction
horizons (2 and 3 secs) of the pedestrians’ trajectories and against two different evaluation metrics.
The lower the better.
Approach 2.0 (sec) Ahead 3.0 (sec) Ahead
Avg. Disp. Error (pixels) MHD (pixels) Avg. Disp. Error (pixels) MHD (pixels)
hMDP [3] 11.54 4.33 8.01 2.13
U-LSTM 12.12 10.96 15.16 13.48
U-LSTM-MDN 9.16 7.48 13.49 11.12
B-LSTM-MDN 8.13 6.48 11.29 8.94
U-LSTM-Reward (proposed) 11.49 10.29 15.04 13.26
U-LSTM-MDN-Reward (proposed) 3.22 1.93 4.35 2.72
B-LSTM-MDN-Reward (proposed) 2.93 1.95 4.12 2.90
As it can be noticed from both Table 6.1 and Table 6.2, the proposed framework has outper-
formed all the other LSTM-based and planning-based baseline models in terms of lowest average
displacement errors. More specifically, the additional learned reward features were also proven to
improve the performance of all the LSTM-based models that did not include it, namely (U-LSTM,
U-LSTM-MDN and B-LSTM-MDN). In regrades to the MHD metric, the hMDP approach has
achieved more accurate scores in the longer term prediction horizons (3 secs) because it has a
prior knowledge regarding the end goal (ending point of the trajectory) for each VRUs. Another
observation is that the LSTM-based models with MDN output layer tend to be giving more accurate
predictions in comparison to the LSTM model that was without it (i.e. U-LSTM). Moreover, the
main proposed framework (B-LSTM-MDN-Reward), also proved to be providing resilient results
over two long-term prediction horizons (namely 2 and 3 seconds ahead).
For an additional qualitative evaluation of the predictions of our proposed framework. In
Figure 6.5 and Figure 6.6, some predicted trajectories of both pedestrians and cyclists from the
proposed framework are plotted against the ground truth trajectories. As it can be shown, the
framework can generate trajectories that are close enough to the ground truth trajectories. Moreover,
the framework can capture the non-linear motion pattern of the VRUs in traffic environments while
generating a collision-free trajectory that mimics the VRUs behaviours.
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Table 6.2 Performance of the proposed framework (B-LSTM-MDN-Reward) against a number of
baseline models for cyclists. The proposed approach were evaluated over two different prediction
horizons (2 and 3 secs) of the cyclists’ trajectories and against two different evaluation metrics. The
lower the better.
Approach 2.0 (sec) Ahead 3.0 (sec) Ahead
Avg. Disp. Error (pixels) MHD (pixels) Avg. Disp. Error (pixels) MHD (pixels)
hMDP [3] 13.91 8.11 9.56 5.77
U-LSTM 14.83 12.05 18.37 15.51
U-LSTM-MDN 10.15 6.78 15.19 10.24
B-LSTM-MDN 9.22 8.68 13.65 8.87
U-LSTM-Reward (proposed) 14.52 13.91 19.12 16.81
U-LSTM-MDN-Reward (proposed) 7.57 6.30 8.17 7.38
B-LSTM-MDN-Reward (proposed) 6.75 5.87 8.22 7.23
6.6 Summary
In this chapter, a hybrid framework for long-term intent prediction of VRUs in urban traffic
environment was introduced. The novelty in the proposed framework lies in the combination
between data-driven and planning-based approaches for the task of long-term intent prediction
of VRUs. The proposed framework is based on IRL and the B-LSTM architecture. The main
distinction between this proposed framework and the sequence prediction models introduced in the
previous chapter is the following. In sequence prediction models, the inherent uncertainty of the
VRUs actions was not taken into account.
Additionally, the effect of the physical environment on the VRUs actions was also neglected.
In the proposed framework in this chapter, however, a reward function of the traffic environment
was learned firstly by just observing a demonstrated trajectories of the VRUs in the scene. The
learned reward function can be considered a logical encapsulation of the VRUs preferences when
traversing an urban traffic environment. For instance, pedestrians would prefer walking on curbside
(high reward) and avoid hitting obstacles (low reward) such as trees. Then, using the learned
reward function alongside the motion trajectories of VRUs in the environment, another B-LSTM
model is learned. The learned B-LSTM model then infers a long-term trajectory prediction of
VRUs without any prior information about their end goals. The proposed framework has shown
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(a) (b) (c)
Figure 6.6 Qualitative sample predictions of cyclists from the B-LSTM-MDN-Reward framework
(dashed blue) against the ground truth trajectory (solid red) over three scenes of SDD, (a) gates, (b)
“deathCircle”, (c) “bookstore”.
significant improvements over the traditional sequential and planning-based prediction models that
utilise positional information only. Furthermore, the concept of encapsulating different features that
influence VRUs actions was also proved to be effective when evaluated on a real-life dataset.
Chapter 7
Conclusions and Future Work
This chapter concludes the presented work on the intent prediction problem of VRUs for trusted
autonomous vehicles. Autonomous vehicles are around the corner; they are still however challenged
with many obstacles especially in urban traffic environments. One of the major obstacles is the trust
of the vulnerable road users (VRUs) they are interacting with. A number of objective measures of
human trust have been recently discussed in the human robotics interaction literature. One of the key
attributes that were accounted for having a trusted autonomous system was the intent understanding
and prediction of the humans around them.
In Chapter 1, the motivation and the significance of the intent prediction and understanding of
VRUs for trusted autonomous vehicles were laid down. Moreover, the objective of this research
was also presented. In Chapter 2, a thorough review of the methods from the literature related to the
intent prediction problem of VRUs was discussed. Furthermore, since all the proposed methodology
will be based on deep representation learning techniques, an introduction about its underlying
foundations and architectures was presented. At the end of Chapter 2, a critical review of the related
methodologies from the literature was provided. Most of these methods were mainly based on
dynamical motion models which can be only applied in specific traffic scenarios. Other methods
were based on planning-based approaches which require prior knowledge about the end-goal that
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VRUs are trying to reach. Which in return, can not be reliably used with VRUs because of the
difficulty of knowing their end-goal in advance.
Thus, in this research, a modular data-driven framework for intent prediction of VRUs was
proposed. The proposed framework was designed with taking the level of autonomy of the automated
vehicles into consideration. Thus, the framework has two categories of intent prediction models of
VRUs based on two broad levels of autonomy. The first category is more directed towards highly
automated vehicles, where a human driver is occasionally involved in the decision-making loop of
the vehicle, and this category is called “short-term intent prediction” (STIP) models. While the other
category is more oriented towards fully automated vehicles, where the human driver is completely
out of the decision-making loop of the vehicle, and it is called “long-term intent prediction” (LTIP)
models.
7.1 Conclusions
Since in the intent prediction of VRUs problem, it is assumed that a prior reliable VRUs detection
stage has been achieved already. Therefore, in Chapter 3, a data generation pipeline was introduced
to help in providing reliable detection of underrepresented VRUs such as wild animals and bikers.
The reason that these specific VRUs have not got so much attention from the literature is that of the
lack of datasets provided for them. Thus, a synthetic depth data-generation pipeline was utilised to
generate a virtually unlimited amount of labelled depth data for kangaroos and bikers. With the
help of state-of-the-art object detection models based on deep learning methods, robust models for
identifying kangaroo and bikers were achieved. These models were able to accurately detect any
instances of kangaroos or bikers in highway and urban traffic environments. Additionally, these
models have also shown resilient generalisation capabilities when tested on unseen real-depth data
from both 3D depth sensors and LIDARs. Moreover, the results have shown the benefits of using
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the proposed deep learning-based framework in comparison to other conventional object detectors
that rely on hand-crafted features.
In Chapter 4, the first category of intent prediction models was introduced which are short-term
to capture the momentary actions of pedestrians. Two approaches were presented under this category.
The first approach relied on a single detected bounding box of a pedestrian from a monocular RGB
camera to predict the early indented actions of pedestrians. This approach utilised a multi-task
ConvNet model to jointly predict the head orientation and body posture of pedestrians in urban
traffic environments. The choice of head orientation and body posture attributes was because they
were found to be the most effective cues for early prediction of pedestrians’ intention. The head
orientation could have 4 different directions from the camera point-of-view, namely (front, back,
left and right). The body posture attribute could have two possible postures namely standing or
walking. The publicly available PARSE-27K dataset was used to evaluate the performance of the
proposed multi-task ConvNet model. PARSE-27K consists of 8 video sequences with varying
lengths collected in the urban traffic environment. The dataset was preprocessed in order to get
bounding boxes of pedestrians using a robust pedestrian detector and was checked manually for
neglecting false positives. The multi-task ConvNet model was evaluated against single ConvNet
models for each task from the two tasks (head position and body posture) and another baseline
model. The multi-task ConvNet model achieved robust classification scores over the single ConvNet
models for each task. Furthermore, the multi-task ConvNet model showed significant improvement
over the baseline approach, especially on the body posture task.
The second approach introduced under the short-term intent prediction category models was
a real-time framework for the task of intended crossing actions prediction of pedestrians in urban
traffic environments. Unlike the first approach which uses singe bounding box of pedestrians, this
approach utilised the temporal information exist in consecutive frames of short video sequences
from monocular RGB cameras. The proposed unified framework, firstly track all the pedestrians
using a detection-by-tracking paradigm based on YOLOv3 architecture and a modified SORT
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algorithm. Then, all the tracked bounding boxes of pedestrians over the past 16 frames are passed
to a novel spatiotemporal DenseNet model. In return, the spatiotemporal DenseNet model decides
whether the pedestrian would cross or not over the next second. The framework has achieved
remarkable results in comparison to a number of baseline approaches from the literature on the
recently released JAAD dataset. It has scored an average precision score of 84.76% in comparison
to 76.83% reported by the C3D model from the literature. Furthermore, the framework has also
achieved a real-time performance of 20 FPS.
In Chapter 5, the long-term intent prediction models of VRUs were presented. The formulation
of the intent prediction problem was cast as a sequence prediction problem. Where given a number
of observed VRUs’ motion trajectories at time t, the intent of VRUs is considered as forecasting of
the possible sequence of motion trajectory from time t onwards till time t +d . The advantages of
this formulation are that a long-term prediction about VRUs’ intentions, which is essential for fully
and highly automated vehicles, could be effectively inferred. In this respective, two models were
presented based on the famous LSTM architecture of recurrent neural networks. The first model
was introduced for predicting a long-term trajectory of pedestrians in urban traffic environments
based on a unidirectional stack of three LSTM layers. The input to the model was less than 0.5
second of the lateral position of pedestrians, and the model was able to predict until 4 seconds
ahead of the pedestrians’ lateral position. The model was evaluated on two real-life datasets namely,
the Daimler pedestrian path prediction dataset and the context path prediction dataset. The model
has achieved an average mean error of 0.05 meters over all the testing sequences of the datasets.
Moreover, the model provided accurate long-term predictions in comparison to dynamical motion
models which require an explicit model of the pedestrians motion.
The second model was proposed for predicting a long-term trajectory of cyclists based on
a bi-directional stack of three LSTM layers. In bidirectional LSTM, the input sequence data
are processed in both forward and backward directions instead of the only forward direction for
unidirectional LSTM. Which in return, helps in learning more complex temporal dependency in the
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input data. The input sequence data to the model is sequential positional data (lateral, longitudinal)
u of the cyclists as observed from a vehicle-based stereo camera during the period T1:w. Here w is
the windows size of the number of observations of the cyclists’ position. The length of w in seconds
was 1 second. As a result, the bidirectional LSTM model was able to predict up to 3 seconds
ahead of the cyclists’ trajectories. Similar to the pedestrians case, the model was evaluated on a
real-life dataset of cyclists’ trajectories collected from a vehicle-based stereo camera in the urban
traffic environment. The model provided resilient predictions especially in non-linear trajectories in
comparison to dynamical motion models.
In Chapter 6, a data-driven framework based on Inverse Reinforcement Learning (IRL) and
the bidirectional recurrent neural network architecture (B-LSTM) for long-term prediction of
pedestrians’ trajectories was proposed. The main distinction between this proposed framework and
the sequence prediction models introduced in Chapter 5 is the following: in sequence prediction
models, the inherent uncertainty of the VRUs’ actions was not taken into account. Additionally,
the effect of the physical environment on the VRUs’ actions was also neglected. In this framework,
however, it combines between planning-based models and sequence prediction models based on
inverse reinforcement learning and deep recurrent neural networks. Where it firstly learn the reward
function of the traffic environment by just observing a demonstrated trajectories of the pedestrians.
Then, using the learned reward function alongside the motion trajectories of pedestrians in the
environment, it learns another RNN model that infer a long-term trajectory without any prior
information about the end goal of the VRUs. This framework has shown significant improvements
over the sequence prediction models that utilised positional information only with more than
7% improvement in average displacement error over longer prediction horizons. Furthermore,
the framework also achieved improved results in comparison to the traditional planning-based
approaches with more than 4% improvement in average displacement error. Moreover, it is worth
noting that the proposed framework unlike traditional planning-based approaches, did not require
any further prior knowledge about the end-goal of VRUs. Furthermore, the concept of encapsulating
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different features that influence VRUs actions through a learned reward map was also proved to be
effective when evaluated on a real-life dataset.
7.2 Future Work
The future work would be more focused on including and automating the inclusion of more features
other than the contextual physical information to the reward function. This information may include
the social interactions between a group of VRUs; physical kinematic fitness and limitations of VRUs
or the personal attributes of the VRUs themselves such as age or gender.
Additionally, a combination between data-driven approaches from Chapters 5, 6 and traditional
dynamical motion models could be another extension of the work done in Chapter 6 to assess
whether it would affect the overall performance of the final model. The rationale behind that is since
the approaches from Chapters 5, 6 provides pretty accurate predictions in the long-term horizons
and dynamical motion models are more competitive in the short-term, then marrying the two could
lead to more promising results.
Furthermore, observing the kinematic limitations of the observed target allows the machine
learning models to narrow down the search space of the next step the target might take which in
return allows faster prediction. In order to do this for human and animal targets, a machine vision
and deep learning solution should be employed to derive bio-mechanic models of the motion of the
observed target.
Modelling intent in social contexts increases the accuracy of long-term prediction of observed
VRUs. Social contexts, such as crossing the street with a loved one in contrast to crossing alone,
impose different behaviours. Similar discrepancies in behaviour also appear with wild animals and
autonomous vehicles running as part of a group as opposed to running alone. In order to achieve
this, a wide range of crowd and realistic scenario simulations will need to be developed first, which
is considered one of the challenging tasks given the state of this research area nowadays.
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Another potential solution that could help in overcoming some of the challenges in modelling
intent in social contexts is through using techniques based on deep generative adversarial networks
(GANs), which have shown recently some promising results in a number of controlled simulation
generation scenarios. GANs could be helpful in bridging the gap between real-life traffic scenarios
and simulated ones from photo-realistic simulators. It could do so by transforming and re-generating
new large amount of scenarios that mimic the small number of rare scenarios from real-traffic envi-
ronments in simulations such as the social contexts between a group of VRUs or underrepresented
VRUs such as pedestrians on wheelchairs.
Additionally, another direction could be pursued in the future to further enhance the overall
capabilities of the proposed models in this work, is the utilisation of multi-task learning techniques.
In Chapter 4, we utilised multi-task learning only for two tasks within the short-term to jointly train
and learn the short-term intent prediction models. This could be further extended across the two
different categories proposed in this work for the intent prediction problem, namely short-term and
long-term intent prediction models. Multi-task learning will be beneficial in terms of improving
the efficiency of the trained models, hence there are a number of shared features and correlations
between the two categories. Moreover, the real-time performance of the overall models will be more
optimised which will accelerate the process of deploying them in physical self-driving vehicles.
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