This paper presents a distributed particle filter over sensor networks. We propose two major steps to make a particle filter to work in a distributed way. The first step is the estimation of global mean and covariance of weighted particles by using an average consensus filter. Through this consensus filter, each sensor node can gradually diffuse its local mean and covariance of weighted particles over the entire network and asymptotically obtain the estimated global mean and covariance. The second step is the propagation of the estimated global mean and covariance through state transition distribution and likelihood distribution by using an unscented transformation. Through this transformation, partial high order information of the estimated global mean and covariance can be incorporated into the estimates for non-linear models. Simulations of tracking tasks in a sensor network with 100 sensor nodes are given.
Introduction
Sensor networks consist of massively distributed, small devices that have some limited sensing, processing and communication capabilities. They have a broad range of environmental sensing applications, including environment monitoring, vehicle tracking, collaborative processing of information, gathering data from spatially distributed sources, etc. [1] [2].
One of the major goals in sensor networks is to detect and track changes in the monitored environment [3] . Object tracking in sensor networks was implemented by an information driven approach in [4] . Recently it has been conducted by using a distributed Kalman filter [5] . Particle filter is one of the widely used tracking algorithms due to its applicability to non-linear and nonGaussian dynamic systems [6] [7] . It is difficult to transmit particles across the networks due to its large scale. However, the parameter based representation of particle filters can be used in sensor networks. By transmitting the model parameters, a distributed particle filter can be implemented.
The aim is to reduce the energy cost in computation and communication, which can significantly increase the node lifespan [8] .
In a particle filter, moving objects are modeled as a simple Markov process, specified by their state transition probabilities. Observations about states of moving objects are modeled by their likelihood probabilities. The aim of the algorithm is to estimate the posterior probability density function (pdf ). Particle filter is applied as a Monte Carlo approximation to posterior pdf , i.e. the posterior pdf is represented by a set of weighted samples (or particles) [6] [7] . Due to the use of weighted particles to approximate pdf , particle filter is computational expensive. And the cost in a sensor network to exchange weighted particles with neighbors is very significant for large scale networks. Further, the algorithm robustness in sensor networks is also very important. Failure of a sensor node should not cause failure of the entire network.
Currently there are several distributed particle filters (DP F s) that have been developed [9] [10] [11] [12] . In these algorithms, the distributed nature is achieved by either transmitting local statistics of particles to a centralized unit or using the message passing method. Transmitting local statistics of particles to a centralized unit is not an efficient approach. It is also not robust.
Failure of the centralized unit is vital to the entire network. In the message passing method, the algorithms construct a path through the networks, which passes through all nodes. Global statistics of particles are accumulated by adding local statistics in each node through a forward pass. Then there needs a backward pass, which run the important sampling and selection steps in each sensor node by using the accumulated global statistics. In [9] , the factorized likelihood function is used and each partial likelihood function is updated at individual sensors using only local observations and partial likelihood function estimated in the preceding sensors. The partial likelihood function is represented by a parameterized model and the parameters are transmitted through the path. The same strategy to communicate the highly compact distribution is also used in robotics for map building in [13] . In [10] , a set of uncorrelated sensor cliques is used and they are automatically constructed according to moving target trajectories. The algorithm uses a low dimensional Gaussian mixture model (GM M ) to describe the posterior pdf . Model parameters rather than weighted particles are transmitted over the network. Using a GM M to approximate the posteriori pdf is also adopted in [11] where the estimated parameters of GM M are transmitted to a fusion center. In [12] , the particles are distributed in a sensor network, i.e. each sensor node holds part of particles. Local statistics of particles are calculated and transmitted to a centralized unit.
In this paper, we propose to distribute the whole particle set evenly across the entire network and exchange local statistics of particles between neighbor nodes to estimate global statistics of all particles. Because the calculations of global statistics are in the average form, global statistics can be estimated by using an average consensus filter. The consensus filter can diffuse local statistics over the entire network through communication with neighbor nodes [14] [15] [5] and estimate global statistics using local statistics and neighbor's local statistics. By using the estimated global statistics, each node can predict the next step particles, update weights and resample particles. The consensus filter only requires local communication, i.e. each node only needs to communicate with its neighbors and gradually gains global statistics. Failures of any nodes do not affect the algorithm performance given the network is still connected. The estimated results can be accessed from any nodes in the network. In this paper, the mean and covariance are used as statistics of particles. This will limit the proposed DP F to Gaussian dynamic systems.
However, it can handle non-linear models by using the unscented transformation (U T ) as U T incorporates partial high order information of mean and covariance into the estimates for nonlinear models [16] [17] .
In the rest of this paper, a centralized particle filter in sensor network environment is described in Section 2. Section 3 presents the estimates of global statistics by using an average consensus filter. The unscented transformation and the distributed particle filter are given in Section 4.
Section 5 provides simulation results. Finally, conclusions are summarized in Section 6.
Particle Filter Tracking in Sensor Networks
We consider a network of M sensors, which is used to track a moving object. The moving object is modeled by a discrete state equation:
where x k is the n x dimensional state vector and v k is the Gaussian noise with mean zero and covariance Q k . The state is also modeled as a Markov process with initial distribution p(x 0 ) ∼ N (x 0 , Q 0 ) and state transition probability p(x k |x k−1 ). When we consider Gaussian dynamic systems, the state transition probability is a Gaussian function N (f (x k−1 ), P x k ) with mean f (x k−1 ) and covariance P 
where w k is the Gaussian noise with mean zero and covariance R k . The observation equation (2) is also modeled as a likelihood function p(z m,k |x k ). When we consider Gaussian dynamic systems, the likelihood function is a Gaussian function
and covariance P z k . It is assumed that the state noise and observation noise are independent,
We build up a centralized particle filter (CP F ) for the tracking purpose first in this section.
Then, we describe the distributed version in the next section. Let x 0:k denote {x t , t = 0, . . . , k} and z m,1:k denote {z m,t , t = 0, . . . , k}. Then, the tracking purpose of a particle filter is to estimate the posteriori pdf p(
In CP F , observations from all sensors are transmitted to a centralized unit. It is assumed that the centralized unit receives only one observation from one sensor at each k, The centralized unit maintains a set of weighted particles (x
When the centralized unit receives an observation z m,k at k, it uses the CP F to predict particles x (n) k and update weights ω
where N is the number of particles.
Let {x
denote a random measure that characterizes the posterior pdf p(x 0:k |z m,1:k ), where the weights are normalized,
where δ denotes the Dirac delta function. Expectation of a function g(x k ) can be approximated
Since it is often impossible to sample directly from the posterior pdf , it is a normal practice to sample from a known proposal distribution q(
Therefore, the weights in (3) are defined to be
Assume the proposal distribution meets the following condition:
Then, we have
The weight updating equation (5) can be rewritten in a recursive form:
Finally, the filtering posterior pdf p(x k |z m,1:k ) can be approximated as
And expectation of a function g(x k ) can be approximated as follows:
The choice of the proposal distribution is one of the important steps in particle filters. The most popular practice is to choose the state transition probability as the proposal distribution.
This choice minimizes the variance of the importance weights [7] . By this choice, the weights updating equation (7) can be easily implemented:
Estimation of Global Statistics via Consensus Filter
To implement a distributed particle filter (DP F ), each sensor should maintain N particles x (n) m,k and weights ω (n) m,k . Ideally, particles and weights from all sensor nodes should represent the posterior probability to be estimated.
One way to avoid transmitting all particles and weights across the entire network is to transmit the highly compact statistics of weighted particles. The mean, covariance or any other high order moments of the particles can be used as highly compact statistics These statistics are calculated through the average operation. It has been shown that the average operation can be implemented in a distributed way by using an average consensus filter [18] . The average consensus filter does not rely on the message passing approach. It estimates the global average by using local and neighbors' information. Eventually, the local information is diffused into the entire network through consensus protocol. Failures of any sensor nodes do not crash the entire network as long as the network is still connected. Therefore it is more robust than the message passing approach. 
The global mean and covariance of the entire network can be calculated by using the local means and covariances:
From above equations, it can be seen that the global mean and covariance are the averages of the local means and covariances. These averages can be estimated in each sensor node by using an average consensus filter.
In a sensor node m, letx m,k denote the estimate of global meanx k andP An average consensus filter in a sensor node m is designed as follows in the discrete form:
where is the updating rate and should be ≤ 1/d max . This requirement guarantees the stability of the discrete consensus filter according to Gersgorin theorem. y m,k can asymptotically converge to the average of local inputs u m,k : 
The continuous form of the average consensus filter (15) is expressed as follows:
where y m (t) is the estimated global statistics and u m (t) is the local statistics at time t. We can stack all y m (t) and inputs u m (t) into vectors y(t) and u(t), respectively and get a matrix forṁ
Its transfer function is given by
Applying Gersgorin theorem to the square matrix I + L for the connected graph, we have 1 ≤ λ(I +L) ≤ 1+2d max and λ min (I +L) = 1, where λ(I +L) is one of eigenvalues of matrix I +L.
It means that all poles of H(s) are strictly negative and fall within the interval [−1, −(1+2d max )].
Thus H(s) is stable. As lim s→∞ H(s) = 0, it is a low-pass filter. This consensus filter (18) is a stable low-pass filter given the graph is connected.
Distributed Particle Filter
Once the estimated global mean and covariance are obtained, they should be propagated through the state transition probability to generate global mean and covariance of the predicted particles.
Accordingly the predicted particles can be drawn from the Gaussian distribution with the propagated global mean and covariance. With the predicted particles, the weight updating step and resampling step are the same as the steps in the CP F .
The scaled unscented transformation (U T ) can propagate a n a dimensional random variable
In the U T , a set of 2n a +1 points whose sample meanā and covariance P a are generated first.
These points are called sigma points S
, i = 0, . . . , 2n a } and calculated as follows:
where κ, α, and β are the scaling parameters and
is the ith row or column of the matrix square root of (n a + κ)P
is the weight associated with the ith point. More details on the parameter selection can be found in [17] . It has been proved in [16] that the sigma points chosen by (21) have the same sample mean, covariance, and all higher odd-ordered central moments as the distribution of a.
The non-linear function d is then applied to each of these points to yield the transformed points B
(i)
:
The transformed mean and covariance are calculated from the transformed points.
It has been proved in [16] that the errors in transformed mean and covariance are at the forth and higher order in the Taylor series. This approximation is better than the linearized model used by extended Kalman filter.
In DP F , the sigma points of particles at k − 1 are defined as S
Based on the state equation (1), the transformed sigma points are X
The sigma points of the noise
}. As it is the additive noise, the predicted mean and covariance of particles at k are as follows:
Based on the predicted mean and covariance, the predicted particles x m,k can be drawn from the
From the observation equation (2), the predicted observations arez m,k :z
The energy consumed for communicating a bit in a node can be many orders of magnitude greater than the energy required for a single local computation. So the analysis of energy consumed in communication is important in sensor networks. Assume the nodes are distributed over a squared area with nodes on a uniform grid. The scenario where the nodes are distributed randomly over a squared area is equivalent to that with uniform grid. By denoting N b as the number of bytes communicated between two nodes per time step, it can be found that the communication in bytes for the centralized method in which all nodes send their data to the center of the network is:
). The worst case in this method is the centralized unit is not in the center of the network, but is at the end of the area. The communication in bytes for such a case is:
all data, it can run the standard particle filter.
For the message passing method and our proposed method, the communication and computation are executed iteratively. The communication cost is related to the number of loops, i.e.
the accuracy of the estimated results. Generally, both the standard particle and the distributed particle filter using the message passing method converge linearly. As our proposed method is an approximation to the standard particle filter, we can use the same number of loops to represent the same accuracy. By denoting T as the number of loops, the communication in bytes for the
where N a is the average of number of neighbors, for example, N a can be four in the networks with uniform grid.
In summary, the centralized method is not scalable, while both of the message passing method and our proposed method are scalable. Furthermore the message passing method depends on a path which should be planned in advance. Any failures of nodes require to re-plan the path and so does the addition of nodes. Our proposed method is more robust than the message passing method to this end.
Simulations
A sensor network with 100 nodes (M = 100) is used for simulation. The sensors are randomly placed in a square 5 × 5 shown in figure 1 . We take the communication distance in figure 1 as R = 0.9. This results in a connected graph and its maximum degree is d max = 14. The connectivity can be verified by finding that the rank of Laplacian matrix is 99 or (M − 1).
We assume that a moving object has a state equation: For the same true trajectory, the DP F is tested in 100 sensor nodes allocated as shown in figure 1 . Each of sensor nodes contains 10 particles. So the computation time is nearly the same as the previous test. The tracking result in one of the sensor nodes is shown in figure 3 .
Comparing figure 3 with figure 2 , it clearly shows that the DP F outperforms the CP F . It can track the rapid turnings of the true trajectory. The downside is that the estimated result has larger covariance than the result estimated by the CP F . This is due to the use of the consensus filter, which only provides an estimated global distribution for the DP F . We increase the number of particles from 10 to 100 to compare the DP F with the CP F again. The tracking results are shown in figure 4 and 5, respectively. In general, the estimated trajectory by the DP F is comparable to the result by the CDF . The estimated trajectory by the DP F is closer to the true trajectory with larger covariance than the result estimated by the CDF . This means that both algorithms use the same number of particles. The tracking results are shown in figure 6 and 7, respectively. Also for comparison purpose, the estimated trajectory by the CP F with 5 particles is shown in figure 8 . Since the DP F is an approximation to the CP F , its performance is an approximation to the performance of the CP F . Its tracking result is close to the CP F with 500 particles while it uses less computation time in each node. Its tracking result is far better than the result estimated by the CP F with 5 particles while it uses nearly the same computation time. 
Conclusions
This paper proposed a distributed particle filter. The main idea is to use an average consensus filter to estimate global mean and covariance of posterior probability and use a UT to propagate the mean and covariance to generate the predicted statistics. Due to the use of the average consensus filter, this DP F is an approximation to the CP F . When the network connectivity is guaranteed and the updating rate of the consensus filter meets a condition, the estimated global mean and covariance converge to the true values.
This DP F only needs information exchanges between neighbor sensor nodes. The global information can be diffused over the entire network through local information exchanges. It is scalable as the adding of more nodes does not affect the algorithm performance. It is also robust as it can still produce the right results even if failures of some nodes occur.
The use of U T in the DP F can incorporate partial high order information of the mean and Gaussian mixture model, to characterize the posterior probability could make the DP F to be applied to non-Gaussian dynamic systems.
