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Block-Diagonal Solutions to Lyapunov Inequalities
and Generalisations of Diagonal Dominance
Aivar Sootla, Yang Zheng and Antonis Papachristodoulou
Abstract—Diagonally dominant matrices have many applica-
tions in systems and control theory. Linear dynamical systems
with scaled diagonally dominant drift matrices, which include
stable positive systems, allow for scalable stability analysis. For
example, it is known that Lyapunov inequalities for this class
of systems admit diagonal solutions. In this paper, we present
an extension of scaled diagonally dominance to block partitioned
matrices. We show that our definition describes matrices admit-
ting block-diagonal solutions to Lyapunov inequalities and that
these solutions can be computed using linear algebraic tools.
We also show how in some cases the Lyapunov inequalities
can be decoupled into a set of lower dimensional linear matrix
inequalities, thus leading to improved scalability. We conclude by
illustrating some advantages and limitations of our results with
numerical examples.
I. INTRODUCTION
Systems admitting diagonal matrix solutions to Lyapunov
inequalities are of particular interest in control theory, since
they allow for a lower computational complexity of stability
analysis. Necessary and sufficient conditions for the existence
of diagonal solutions were derived in [1], which are, however,
hard to check. On the other hand, it is well-known that stable
linear systems invariant on the positive orthant (or positive
systems) admit diagonal matrix solutions to Lyapunov inequal-
ities [2]. Therefore, generalisations of positivity attracted some
attention as well, e.g. eventual positivity [3], [4], which inherits
some properties of positivity. However, in the context of
Lyapunov inequalities, perhaps, a more relevant generalisation
is based on (scaled) diagonally dominant matrices. These
are defined through constraints on the absolute values of the
individual entries of the matrix. Under some conditions scaled
diagonally dominant drift matrices admit diagonal solutions to
Lyapunov inequalities [5], which can be computed using linear
programming [6].
A block generalisation of diagonal dominance can be ob-
tained by partitioning the matrix into blocks and applying
the diagonal dominance constraints to some norms of these
blocks as in [7]. Although some authors considered block
versions of scaled diagonal dominance [6], [8], [9], construc-
tion of block-diagonal solutions to Lyapunov inequalities was
not fully addressed. In this paper, we present another block
generalisation of scaled diagonal dominance. In comparison
to previous works, our definition appears to be more suitable
for stability analysis, since it includes a control theoretic
concept of the H∞ norm. Our block generalisation of diagonal
dominance is consistent with the network dissipativity results
in [10]. However, the derivation of block diagonal solutions
to Lyapunov inequality was not addressed in [10].
It is fairly computationally cheap to check if a matrix
satisfies our definition of scaled diagonal dominance facil-
itating stability analysis of large-scale systems. We show
that the introduced class of matrices admits block-diagonal
solutions to Lyapunov inequalities, which can be constructed
by solving a set of Riccati equations of smaller dimensions.
This leads to reduced memory requirements and computational
complexity. One can also replace Riccati equations with linear
matrix inequalities of smaller dimensions (with respect to the
Lyapunov inequality) and optimise over possible solutions.
The rest of the paper is organised as follows. We cover
the preliminaries of positive systems theory, scaled diagonal
dominance and some facts from systems theory in Section II.
We introduce our extension of scaled diagonal dominance to
block partitioned matrices in Subsection III-A. We show how
block-diagonal solutions to Lyapunov inequalities are con-
structed in Subsection III-B, and present decoupled stability
tests based on our results in Subsection III-C. We illustrate
our results on numerical examples in Section IV and conclude
in Section V. The proofs of some auxiliary results are found
in the Appendix.
Notation. Let Sk+ (respectively, S
k
++) denote the set of k×k
positive semidefinite (respectively, positive definite) matrices
in Rk×k. We also write A  0 if A ∈ Sk+, and A ≻ 0 if
A ∈ Sk++. We denote the positive orthant Rn>0, that is, the set
of all vectors x with positive entries. The operator ·∗ denotes
a matrix transpose. We denote the maximal singular value of
a matrix A as σ(A), while the minimal as σ(A). The H∞
norm of an asymptotically stable transfer function G(s) is
computed as ‖G‖H∞ = maxw∈R ‖G(ıω)‖2, where ı is the
imaginary unit and ‖A‖2 is the induced matrix norm equal to
σ(A). Finally, let diag {A1, . . . , An} denote a block-diagonal
matrix with matrices Ai on the block-diagonal.
II. PRELIMINARIES AND PROBLEM FORMULATION
Consider the linear time invariant system
x˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t),
(1)
with the transfer function G(s) = C(sI − A)−1B, where
x(0) = x0, x(t) ∈ Rn, u(t) ∈ Rm, y(t) ∈ Rk. It can be
shown [11] that system (1) is stable with u(t) = 0 for all t if
and only if there exists P ≻ 0 such that
PA+A∗P ≺ 0. (2)
The linear matrix inequality (LMI) (2) is called a Lyapunov
inequality, and its solution defines a Lyapunov function of the
form V (x) = x(t)∗Px(t) for system (1) with u(t) = 0. We
will also use the following result from control theory called
the Bounded Real Lemma [11].
Proposition 1: For system (1), there exists γ such that γ >
‖G‖H∞ if and only if there exists P ≻ 0 such that
PA+A∗P + PBB∗P + C∗Cγ−2 ≺ 0. (3)
In some cases, we can guarantee the existence of a diagonal
matrix P satisfying (2). One of such cases is the class of
dynamical systems with Metzler drift matrices (or positive
systems).
Definition 1: A matrix A ∈ Rn×n is said to be Metzler if
all the off-diagonal elements are nonnegative.
Analysis of positive systems is computationally and con-
ceptually simpler than analysis of general types of systems.
For example, the following result (which is a combination of
results in [12], [13], [14]), allows one to replace semidefinite
constraints in analysis and design methods with linear ones,
which leads to scalable algorithms.
Proposition 2: Consider a system x˙ = Ax with a Metzler
matrix A. Then the following statements are equivalent:
i) There exists d ∈ Rn>0 such that −Ad ∈ Rn>0;
ii) There exists e ∈ Rn>0 such that −e∗A ∈ Rn>0;
iii) A is Hurwitz (has eigenvalues with negative real parts).
iv) There exists a diagonal P such that PA+A∗P ≺ 0.
The points (i) and (ii) in Proposition 2 imply that Hurwitz
Metzler matrices belong to another well-known class of ma-
trices.
Definition 2: A matrix A ∈ Rn×n with entries aij is called
strictly row scaled diagonally dominant if there exist positive
scalars d1, . . . , dn such that:
di|aii| >
n∑
j=1,j 6=i
dj |aij | ∀i = 1, . . . , n. (4)
The matrix A is called strictly column scaled diagonally
dominant if there exist positive scalars e1, . . . , en such that:
ei|aii| >
n∑
j=1,j 6=i
ej |aji| ∀i = 1, . . . , n. (5)
The matrix A is strictly row (respectively, column) diagonally
dominant if di = 1 (respectively, ei = 1) for all i.
In order to illustrate the connection between diagonal dom-
inance and positivity we introduce the following concept.
Definition 3: The matrix M(A) is called the comparison
matrix if its entries Mij(A) are defined as
Mij(A) =
{ −max{−aii, 0} if i = j,
|aij | otherwise. (6)
We slightly modified the definition of the comparison matrix
compared to the classic one (cf. [5]) in order to streamline
the stability analysis. For example, if A is Metzler or A is
lower triangular (aij = 0, for all i < j) then A is Hurwitz
if and only if M(A) is Hurwitz. More generally, if M(A) is
Hurwitz, then A is Hurwitz and A admits a diagonal solution
to (2) [5], which can be constructed using linear algebra,
linear or second order cone programming [6]. In the proof
of these results Proposition 2 is applied to a Hurwitz Metzler
matrixM(A), which leads to existence of positive di, ei such
that (4) and (5) hold, that is A is strictly row and column
scaled diagonally dominant. We, finally, note that the matrices
with HurwitzM(A) belong to a well-studied class of matrices
called H matrices. We will not discuss in detail this class of
matrices, but refer the reader to [5], [8] for details.
In this paper, we discuss a generalisation of scaled diagonal
dominance to block partitioned matrices. We say that a matrix
A ∈ RN×N has α = {k1, . . . , kn}-partition with N =
n∑
i=1
ki,
if the matrix A is written as follows
A =


A11 A12 . . . A1n
A21 A22 . . . A2n
...
...
. . .
...
An1 An2 . . . Ann

 ,
where Aij ∈ Rki×kj . We say that A is α-diagonal if it is α-
partitioned and Aij = 0 if i 6= j. We aim at characterising α-
diagonally stable matrices A ∈ RN×N such that there exists
an α-diagonal positive definite X ∈ RN×N satisfying (2).
If the partition is trivial, i.e., α = {1, . . . , 1} = 1, we will
not mention α and say that an α-diagonal (respectively, α-
diagonally stable) matrix A is diagonal (respectively, diago-
nally stable). We will also use a version of the Gershgorin
circle theorem for the α-partitioned matrices.
Proposition 3 ([7]): For an α-partitioned matrix A ∈
R
N×N , where α = {k1, . . . , kn} and N =
∑n
i=1 ki, every
eigenvalue of A satisfies
‖(λI −Aii)−1‖−12 ≤
n∑
j=1,j 6=i
‖Aij‖2
for at least one i where i = 1, . . . , n.
III. GENERALISATIONS OF DIAGONAL DOMINANCE
A. α-Comparison Matrix and its Properties
We start by introducing a novel generalisation of the com-
parison matrix M(A) to the block partitioned case.
Definition 4: Given an α-partitioned matrix A, we define
the matrix Mα(A) as follows
Mαij(A) =
{ −‖(sI −Aii)−1‖−1H∞ if i = j,‖Aij‖2 otherwise. (7)
If Aii is not Hurwitz, then we can continuously extend the
function ‖(sI − Aii)−1‖−1H∞ so that ‖(sI − Aii)−1‖−1H∞ = 0.
Therefore, Definition 4 is well-posed. In [7], [9], a similar
definition ofMα(A) is used, but ‖(sI−Aii)−1‖−1H∞ is replaced
by ‖A−1ii ‖−12 and for stability analysis it is required that Aii are
Metzler and Hurwitz. Since ‖(sI−Aii)−1‖H∞ = ‖A−1ii ‖2 for
Hurwitz Metzler matrices and we do not have any restrictions
on Aii besides stability, our definition appears to be better
suited for stability analysis. It is tempting to call the set of
matrices such that the comparison matrices Mα(A) are Hur-
witz as block scaled diagonally dominant or block-H matrix
similarly to [7], [9]. There are, however, several definitions of
block-H matrices and in order to minimise confusion we will
resist of introducing new nomenclature.
Now we will discuss the properties of our extension. If
Mα(A) is Hurwitz then according to Proposition 2 there exist
positive scalars di, ei such that for all i = 1, . . . , n:
‖(sI −Aii)−1‖−1H∞di >
n∑
j=1,j 6=i
σ(Aij)dj , (8)
‖(sI −Aii)−1‖−1H∞ei >
n∑
j=1,j 6=i
σ(Aji)ej . (9)
In the trivial partition case, i.e., α = {1, . . . , 1} = 1, we
have ‖(sI − aii)−1‖−1H∞ = max{−aii, 0} and aii is Hurwitz
if and only if it is negative. Therefore, the α-partitioned gen-
eralisation of the comparison matrix reduces to our previous
definition. Furthermore, stability of the matrixM1(A) ensures
stability of the matrix A. In the α-partitioned case, a similar
statement can be made.
Proposition 4: An α-partitioned matrix A is Hurwitz, if
Mα(A) is Hurwitz.
The proof can be found in the Appendix. In what follows we
will show that stability ofMα(A) implies a stronger property
of A, namely, α-diagonal stability, a result which carries over
from the case α = 1. However, some of the properties of
scaled diagonally dominant matrices are not preserved in our
generalisation.
Proposition 5: There exists a matrix A and a partition α
such that Mα(A) is a Hurwitz matrix, however, for any α-
diagonal positive definite P the matrix Mα(A∗P + PA) is
not a Hurwitz matrix.
The proof can be found in Appendix. This proposition
seems to add just a minor detail, however, for HurwitzM1(A)
and any diagonal solution to its Lyapunov inequality P we
have thatM1(PA+A∗P ) is Hurwitz. This property was used
to construct a diagonal P , therefore in what follows we need
to find another technique for the α-partitioned case.
B. Computation of α-diagonal Lyapunov Matrices
We start by considering the following auxiliary result.
Proposition 6: Let Mα(A) be a Hurwitz matrix, then there
exist γij ∈ Rn≥0, Wij ∈ Ski+ , Pi ∈ Ski++ such that
PiAii +A
∗
iiPi + γiiIki +Wii  0,(
Wij −PiAij
−A∗ijPi γijIkj
)
 0,
γii >
n∑
j=1,j 6=i
γji, Wii ≻
n∑
j=1,j 6=i
Wij .
(10)
Proof. The proof is constructive and we find explicitly Pi,
Wij and γij satisfying LMIs (10). Let A be α-partitioned and
letMα(A) be a Hurwitz matrix, which implies that there exist
positive scalars di, ei such that (8), (9) hold. Let also
Ai,−i =
(
Ai,1 · · · Ai,i−1 Ai,i+1 · · · Ai,n
)
Γi = diag
{(
γi,1I · · · γi,i−1I γi,i+1I · · · γi,nI
)}
where γij =
{
‖(sI −Aii)−1‖−1H∞ei/di if i = j
σ(Aij)ei/dj otherwise
. (11)
The scalars γij are equal to zero, if Aij is. Therefore, we
introduce matrices Γ˜i and A˜i,−i, which are obtained by
removing all zero blocks from Γi and Ai,−i. Let Ji = {j ∈
[1, . . . , n]|γij 6= 0, j 6= i}. We have that
‖A˜i,−iΓ˜−1/2i ‖22 = σ

∑
j∈Ji
AijA
∗
ij/γij

 ≤
∑
j∈Ji
σ
(
AijA
∗
ij
)
/γij =
∑
j∈Ji
(σ(Aij))
2/γij =
n∑
j=1,j 6=i
σ(Aij)dj/ei < ‖(sI −Aii)−1‖−1H∞di/ei. (12)
Using inequality (12) we can obtain further bounds
‖(sI −Aii)−1A˜i,−iΓ˜−1/2i ‖2H∞ ≤
‖(sI −Aii)−1‖2H∞‖A˜i,−iΓ˜
−1/2
i ‖22 <
‖(sI −Aii)−1‖H∞di/ei = γ−1ii .
This according to Proposition 1 implies that for some Pi ≻ 0
PiAii + A
∗
iiPi + γiiI + PiA˜i,−iΓ˜
−1
i A˜
∗
i,−iPi ≺ 0.
By noticing that γii >
∑n
j=1,j 6=i γji and introducing new
variables Wij  PiAijA∗ijPi/γij , we obtain (10).
There is a certain dimensional asymmetry in the seemingly
related variables Wij (which is a matrix), γij (which is a
scalar) in (10). Actually, if the main goal in mind is stability
analysis, we can relax the conditions (10) and consider the
following LMIs with Pi ∈ Ski++, Wij , Vji ∈ Ski+ .
PiAii +A
∗
iiPi + Vii +Wii  0, (13a)(
Wij −PiAij
−A∗ijPi Vij
)
 0, (13b)
Vii ≻
n∑
j=1,j 6=i
Vji, Wii ≻
n∑
j=1,j 6=i
Wij , (13c)
which leads to the main theoretical result of the paper.
Theorem 1: Let an α-partitioned A satisfy (13) for some
Pi ∈ Ski++, Wij , Vji ∈ Ski+ , then the matrix A is α-
diagonally stable. Furthermore, PA + A∗P ≺ 0 with P =
diag {P1, . . . , Pn} ≻ 0.
Proof. Let Rij =
(
Rii Rjj
)
for i 6= j, where Rii ∈
R
N×ki partitioned into blocks of the size ki × kj for all j =
1, . . . , n. All the blocks are zero matrices, except for the i’s
block entry, which is an identity matrix. We have the following
decomposition:
PA+A∗P =
n∑
i=1
(
Rii(PiAii +A
∗
iiPi + Vii +Wii)R
∗
ii−
−Rii(Vii +Wii −
n∑
j=1,j 6=i
(Wij + Vji))R
∗
ii
)
+
n∑
i=1
n∑
j=1,j 6=i
Rij
(−Wij PiAij
A∗ijPi −Vij
)
R∗ij .
It is straightforward to show that
∑n
i=1Rii(−Vii +∑n
j=1,j 6=i Vji)R
∗
ii,
∑n
i=1Rii(−Wii +
∑n
j=1,j 6=iWij)R
∗
ii are
negative definite, while other sums are negative semidefinite,
therefore PA+A∗P ≺ 0.
This result also implies that a matrix A is α-diagonally
stable provided thatMα(A) is Hurwitz. The class of matrices
satisfying LMIs (13) can be seen as a generalisation of
matrices with a stable M(A) in their own right. Let α = 1
and A = {aij}ni,j=1, then constraints (13) are simplified to
−aii ≥ wii + vii
2pi
, |aij | ≤
√
wijvij
pi
,
wii >
n∑
j=1,j 6=i
wij , vii >
n∑
j=1,j 6=i
vji.
(14)
Proposition 7: The matrix A satisfies (14) if and only if
M(A) is Hurwitz.
Proof. If M(A) is Hurwitz then according to Proposi-
tion 2 it is diagonally stable and as a result aii are negative.
Furthermore, there exist positive ei, di such that −aiidi >∑n
j=1,j 6=i |aij |dj and −aiiei >
∑n
j=1,j 6=i |aji|ej . Now we
can set wij = |aij |eidj/d2i , vij = |aij |ei/dj , pi = ei/di and
verify that A satisfies (14). Now let (14) be fulfilled. Consider
a strictly column diagonally dominant (and hence Hurwitz)
Metzler matrix
V =
{
−vii i = j
vij i 6= j
.
This implies that there exist positive scalars di such that
viid
2
i >
∑n
j=1,j 6=i vijd
2
j according to Proposition 2. For any
positive scalars x, y we have
√
xy ≤ (x + y)/2, therefore
n∑
j=1,j 6=i
|aij |dj/di ≤
n∑
j=1,j 6=i
√
vij(dj/di)2wij
pi
≤
1
2pi
n∑
j=1,j 6=i
vij(dj/di)
2 + wij <
1
2pi
(wii + vii) ≤ −aii,
which shows that M(A) is strictly row scaled diagonally
dominant and hence Hurwitz.
C. Decoupled Stability Tests
According to Theorem 1, we can test stability of an α =
{k1, . . . , kn}-partitioned matrix A using LMIs (13). These
LMIs provide only a sufficient condition for stability, but they
are decentralised in the sense that the semidefinite constraints
are of orders ki, and we do not need to impose a semidefi-
nite constraint of order
∑n
i=1 ki. We can fully decouple the
stability tests by setting, for example, Vij = γijIkj for some
fixed γij , while eliminating Wij using the Schur complement
formula. We get
PiAii +A
∗
iiPi + Pi

 n∑
j=1,j 6=i
AijA
∗
ij/γij

Pi+
Iki (εi +
n∑
j=1,j 6=i
γji) = 0, ∀i = 1, . . . , n. (15)
where εi are positive predefined scalars. The choice of the
gains γij is essential and we present a few ad-hoc choices.
Test A. The equations (15) have solutions Pi ≻ 0 with
γij = σ(Aij).
Test B. The equations (15) have solutions Pi ≻ 0 with
γij =
{
1 σ(Aij) > 0,
0 σ(Aij) = 0.
Test C. The matrix Mα(A) is Hurwitz, that is there exist
positive scalars ei, di such that (8), (9) hold, which implies
that the equations (15) have solutions Pi ≻ 0 with γij =
σ(Aij)ei/dj .
The sets of matrices satisfying these stability tests intersect,
but none of them includes the other. It is possible to find
matrices, which satisfy only one of tests and fail two others.
This cannot be done in the trivial partition case (i.e., α =
{1, . . . , 1}), but in the two block case with α = {2, 2}. we
present such examples in what follows.
IV. NUMERICAL EXAMPLES
Example 1. First, we present an example verifying the result
of Proposition 5. Let δ = 1.63, Q = blkdiag{Q1, Q1}
A =
(
B δI
δI B
)
, B =
(−8 8
5 −8
)
, Q1 =
(
7 7
7 11
)
.
With α = {2, 2}, theMα(A) is Hurwitz, and the matrixQA+
A∗Q is negative definite. We can verify if there exists P =
blkdiag{P1, P2} ≻ 0 such thatMα(PA+A∗P ) is a Hurwitz
matrix using LMIs. In particular, it can be shown that ‖(sI −
PA − A∗P )−1‖−1
H∞
= σ(PA + A∗P ), hence we have the
following matrix inequalities:
PiAii +A
∗
iiPi  −γiiIki , i = 1, 2(
γ12Ik1 P1A12 +A
∗
21P2
P2A21 +A
∗
12P1 γ12Ik2
)
 0,
B =
(−γ11 γ12
γ12 −γ22
)
≺ 0,
where B ≺ 0 is equivalent to B being Hurwitz for symmetric
matrix B. Numerical computations show that there exists no
P = blkdiag{P1, P2} ≻ 0 such that Mα(PA + A∗P ) is
Hurwitz. But if we set δ = 1.6, then it is straightforward
to check that Mα(QA+A∗Q) is Hurwitz.
A =


−67 −30 2 8
20 −27 2 5
14 −10 −57 40
−3 10 50 −27

 B =


−30 30 0 2
50 −61 −6 −8
3 −10 −53 −40
13 13 10 −73

 C =


−60 30 6 6
20 −20 0 7
7 2 −90 20
7 −5 0 −20

 (16)
Example 2. Consider matrices A, B and C in (16). It can be
verified that the matrix A satisfies Test A and fails Tests B,C,
the matrix B satisfies Test B and fails Tests A,C and finally
the matrix C satisfies Test C, while fails Tests A,B.
Test B uses binary information about the interconnections (if
they exist or not), while Test A uses also the information on the
gains of the interconnections. Therefore, it may seem counter-
intuitive that Test A sometimes fails when Test B prevails,
since in Test A we use more information about the system
than in Test B. In our examples, if the gain σ(A12) is larger
than one, then we make the Riccati equation for i = 1 less
conservative by normalising A12. However, we make the other
Riccati equation (with i = 2) more conservative by increasing
the term γ12I , which requires to make the H∞ norm of the
system (sI − A22)−1A21 smaller. Therefore, for large gains
Aij either of the tests can perform better depending on the
drift matrices Aii.
The main conservatism of Test C is in the transition to
the Riccati equations. We use the Cauchy-Schwartz inequality,
which may be conservative if the eigenspaces of the matrices
Aii, Aij are not aligned. In control-theoretic language, this
corresponds to the mode of Aii closest to the imaginary axis
being poorly controllable using the input matrix Aij . On the
other hand, we also scale the gains σ(Aij), which provides
extra freedom.
In our examples, these limitations of the tests are not
apparent, which indicates that even the slightest changes in
the gains σ(Aij) and the eigenspaces of Aij can result in the
failure of one of the completely decoupled tests.
Example 3. We proceed with a rather theoretical observa-
tion. It is well-known that an α-triangular matrix A is Hurwitz
if and only if the blocks on α-diagonal are Hurwitz, which
also implies that it is α-diagonally stable. We will consider this
class of matrices through our generalisation of scaled diagonal
dominance on a specific example. Let
A =


−6 4 0 0 0 0
8 −7 0 0 0 0
4 6 −1 −2 4 0
7 −2 3 −1 6 0
1 2 1 0 −7 0
−1 7 4 6 −5 −2


.
While setting α = {2, 3, 1}, compute the comparison matrix
Mα(A) =

−0.7799 0 08.4427 −0.5282 0
7.0711 8.7750 −2.0000

 ,
which is Hurwitz as long as elements on the diagonal are
negative. It can be verified that the generalisation of the
scaled diagonal dominant matrices from [7], [6] will not yield
conclusive results on stability analysis of the matrix A. Our
definition, however, confirms that stability of the blocks Aii
(and hence stability ofMα(A)) is necessary and sufficient for
α-diagonal stability of an α-triangular matrix A.
Example 4. Now we consider another class of matrices
called border block diagonal [15]. Consider the following α-
partitioned matrix
A =


A11 A12 A13 · · · A1n
A21 A22 0 · · · 0
A31 0
. . .
. . .
...
..
.
..
.
. . .
. . . 0
An1 0 · · · 0 Ann

 .
If the matrix A satisfies (13) then the conditions are simplified
since Aij = 0 unless i = j, i = 1 or j = 1. We can set directly
Vij = 0, Wij = 0 if Aij = 0, furthermore, we sum LMIs
in (13b) containingW1i andWi1 for every i, after rearranging
the LMIs to fit the dimensions. After these operations, it can
be shown that conditions (13) imply the following LMIs
Q1A11 +A
∗
11Q1 +
∑
j>1
Yj ≺ 0
QjAjj +A
∗
jjQj + Zj  0, j > 1(
Yj −Q1A1j −A∗j1Pj
−A∗1jQ1 −QjAj1 Zj
)
≻ 0, j > 1,
(17)
where we set Yj =W1j +Vj1, Zj = Wj1+V1j . These condi-
tions can be obtained directly from the LMI QA+A∗Q ≺ 0
provided that Q = diag {Q1, . . . , Qn} ≻ 0 using standard
decomposition techniques (cf. [16],[17]). Therefore, condi-
tions (17) are necessary and sufficient for α-diagonal stability
of border block diagonal matrices. Conditions (17) are less
restrictive than stability ofMα(A) and conditions (13) applied
to the matrix A, at the same time one can view conditions (17)
as conditions (13) applied to QA+A∗Q with Pi = I .
V. CONCLUSION
In this paper, we presented a generalisation of scaled
diagonal dominance for block partitioned matrices. Our main
goal was to provide conditions on the drift matrix, which
facilitate the stability analysis of large-scale systems, in the
spirit of positive systems theory. In particular, we derived
sufficient conditions for existence of block-diagonal solutions
to Lyapunov inequalities. We have already noted the similarity
of our work to dissipativity theory by pointing out the relation
to [10]. In addition to stability results in [10], we explicitly
constructed Lyapunov inequalities and decoupled the stability
test into a number of LMIs, which can potentially be used
for distributed stability analysis. For example, one can use
decomposition techniques similar to [18], in order to derive
scalable optimisation algorithms. Furthermore, our results can
be applied to decentralised control problems as indicated
in [19].
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APPENDIX
Proof of Proposition 4: We note that the proof of the
following result employs the technique used in [7]. We prove
the result by contradiction. Let A have eigenvalues with a
nonnegative real part and let Mα(A) be Hurwitz, which
implies there exists positive scalars di such that (8) holds
for every i. Since A has eigenvalues with a nonnegative
real part, then so does the matrix D−1AD is with D =
diag {d1Ik1 , . . . , dnIkn}. Let λ be the eigenvalue of D−1AD
with a nonnegative real part. By Proposition 3 there exists an
index i such that
‖(λI −Aii)−1‖−12 ≤
n∑
j=1,j 6=i
∥∥∥∥Aij djdi
∥∥∥∥
2
=
n∑
j=1,j 6=i
‖Aij‖2 dj
di
.
(18)
However, ‖(λI − Aii)−1‖2 ≤ ‖(sI − Aii)−1‖H∞ for any λ
such that Re(λ) ≥ 0. Combining (8) and (18) gives:
n∑
j=1,j 6=i
‖Aij‖2dj
di
≥ ‖(λI −Aii)−1‖−12 ≥
‖(sI −Aii)−1‖−1H∞ >
n∑
j=1,j 6=i
‖Aij‖2 dj
di
.
We arrive at the contradiction and complete the proof.
Proof of Proposition 5: Consider the matrix A with
A =
(
B δI
δI B
)
with δ > 0, Hurwitz matrix B ∈ Rk×k such that
(a) σ(B) ≥ 1
(b) σ(X0)δ ≥ 1/2, where X0 is a solution to X0B∗ +
BX0 + I = 0.
(c) the matrix Mα(A) is Hurwitz with α = {k, k}.
Such a matrix exists if B ∈ Rk×k with k ≥ 2. For example,
let B =
(−8 8
5 −8
)
and δ = 1.63.
We will show that under assumptions (a)-(c) there does
not exist an α-diagonal matrix X ≻ 0 such that the matrix
Mα(A∗X +XA) is Hurwitz. The matrix Mα(A∗X +XA)
is Hurwitz if and only if there exist X1 ≻ 0, X2 ≻ 0, γ such
that
B∗X1 +X1B ≺ 0, σ(B∗X1 +X1B) > σ(X1 +X2)γδ,
B∗X2 +X2B ≺ 0, σ(B∗X2 +X2B)γ > σ(X1 +X2)δ,
which implies that
B∗X1 +X1B + σ(X1 +X2)Iδγ ≺ 0,
B∗X2 +X2B + σ(X1 +X2)Iδ/γ ≺ 0.
It can be verified that P = σ(X1+X2)X0(γ+1/γ)δ satisfies
B∗P + PB + σ(X1 +X2)I(γ + 1/γ)δ = 0,
and X1 +X2 ≻ P . It follows that
σ(X1 +X2) > σ(X0)σ(X1 +X2)(γ + 1/γ)δ,
which cannot be fulfilled since σ(X0)(γ + 1/γ)δ ≥ 1 for all
γ > 0 due to b). Indeed,
γ2 − γ/(δσ(X0)) + 1 ≥ 0⇔
(γ − 1/(2δσ(X0)))2 + 1− 1/(2δσ(X0))2 ≥ 0⇐
1− 1/(2δσ(X0))2 ≥ 0⇔ δσ(X0) ≥ 1/2.
This completes the proof.
Remark 1: The proof of Proposition 5 holds when B ∈
R
k×k with k ≥ 2. Indeed, if b is a positive scalar then
b = σ(b), X0 = −1/(2b) therefore we need to pick δ ≥ b.
However, A =
(−b δ
δ −b
)
has a positive eigenvalue if δ > b
and has an eigenvalue at the origin if δ = b. Hence, no
two by two matrix can satisfy the conditions in the proof of
Proposition 5.
