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Kapitel 1
Einleitung
Wird von Bilderkennung im Zusammenhang mit Computern gesprochen, wird ein Sy-
stem beschrieben, welches digitalisierte Bilder vorgegebenen Klassen zuordnet. Es gibt
zahlreiche Aufgabengebiete fu¨r solche Klassifikationssysteme. Ein Aufgabengebiet ist
beispielsweise die Schrifterkennung. Diese kann zur Sortierung von Briefen anhand der
Adressen oder zur maschinellen Erfassung ausgefu¨llter Vordrucke, wie etwa Banku¨ber-
weisungen, genutzt werden. Ein weiteres Gebiet ist die Gesichtserkennung, z.B. zur
Zugangskontrolle. Ein zusa¨tzliches Beispiel ist die automatische Erkennung des Kenn-
zeichens von Kraftfahrzeugen, beispielsweise zur Kontrolle von Mautgebu¨hren. Diese
Klassifikationssysteme werden speziell fu¨r ihre Aufgaben konzipiert: indem ein solches
System fu¨r die Klassifikation bestimmter Bilder optimiert und ausschließlich eine gege-
bene Menge von mo¨glichen Klassen beru¨cksichtigt wird.
Eine allgemeine Bildklassifikation ko¨nnte eine Bildbeschreibung liefern, z.B. nach
dem MPEG-7 Standard (MPEG=Moving Picture Experts Group). Abbildung 1.1 stellt
ein Bild mit einer mo¨glichen Beschreibung dar. Ein Bilderkennungssystem, welches Bil-
der durch solche Beschreibungen zufrieden stellend klassifiziert, wird es aufgrund der
Komplexita¨t des Problems voraussichtlich in na¨chster Zukunft nicht geben. Diese Di-
plomarbeit beschreibt ein spezialisiertes Klassifikationssystem, das einem zu erkennen-
den Bild eine Klasse aus einer endlichen Menge zuweist, z.B. aus einer Menge von 10
Klassen, die jeweils fu¨r eine Ziffer stehen.
Bei Klassifikationssystemen sind zwei Ziele zu unterscheiden: zum einen die Mini-
mierung der Fehlerrate und zum anderen die Minimierung des Rechenaufwands. Die
Fehlerrate gibt die Anzahl der falsch klassifizierten Bilder, abha¨ngig von den insgesamt
klassifizierten Bildern, in Prozent an. Die Motivation zur Minimierung der Fehlerra-
te liegt in der Aufgabe, die Bilder sinnvoll zu klassifizieren. Die Reduzierung des Re-
chenaufwands zur Einhaltung einer maximalen Rechenzeit ist fu¨r Echtzeitanwendungen
erforderlich. Diese Anwendungen mu¨ssen die zugeho¨rige Klasse in einer vorgegebenen
Zeitspanne bestimmen. Ein Anwendungsbeispiel ist die Klassifikation von Verkehrs-
schildern zur Unterstu¨tzung von Autofahrern. Ausschlaggebend fu¨r die Verwendung
eines Klassifikationssystems ist oft die Fehlerrate, da ein schnelles aber fehleranfa¨lliges
System unerwu¨nscht ist.
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Abbildung 1.1: Beispiel einer mo¨glichen Bildbeschreibung
Das Thema dieser Diplomarbeit ist die Verwendung von nichtlinearen Verformungs-
verfahren zur Bewertung eines Bildvergleichs. Die Bewertung eines Bildvergleichs ba-
siert auf einer Distanzfunktion, die den Unterschied zwischen zwei gegebenen Bildern
bewertet. Solche Distanzfunktionen ko¨nnen fu¨r die Bilderkennung in Klassifikationssy-
stemen verwendet werden.
Im folgenden Kapitel wird ein Klassifikationssystem, das auf einer Distanzfunktion
basiert, beschrieben. Die in Kapitel 3 vorgestellte Distanzfunktion wird durch ein nicht-
lineares Verformungsmodell gestaltet. In diesem Kapitel werden zusa¨tzlich zur Distanz-
funktion auch verschiedene Verformungsmodelle erla¨utert. Das 4. Kapitel beschreibt
Methoden zur Vorverarbeitung der Bilddaten. Das 5. Kapitel nennt Mo¨glichkeiten zur
Reduzierung der Rechenzeit des hier vorgestellten Klassifikationssystems. Im 6. Kapitel
werden verschiedene Bilddatensammlungen und Ergebnisse durch Experimente mit der
in dieser Arbeit vorgestellten Distanzfunktion beschrieben. Das letzte Kapitel fasst die
erreichten Ziele zusammen und beschreibt mo¨gliche Erweiterungen des pra¨sentierten
Klassifikationssystems.
Kapitel 2
Klassifikationssystem
Ein Klassifikationssystem hat die Aufgabe, eine Beobachtung durch die Verwendung von
Klassen zu beschreiben. Das im Folgenden erla¨uterte Klassifikationssystem reduziert die
Beschreibung der Beobachtung auf eine Klasse k aus einer endlichen Menge von Klas-
sen {1, . . . ,K}. In der Bilderkennung ist der Ausgangspunkt in einem solchen System
ein digitalisiertes Bild der Beobachtung. Die Beobachtung wird z.B. mit einer Video-
kamera als elektrisches Signal erfasst und durch eine Signalverarbeitung diskretisiert
[Ney 03]. Ein digitales Einzelbild der Aufnahme wird zu einem Merkmalsvektor x ∈ IRD
weiterverarbeitet. Das eigentliche Klassifikationssystem weist dem Merkmalsvektor x
eine Klasse k ∈ {1, . . . ,K} zu, indem es das Ergebnis einer Entscheidungsfunktion r(x)
liefert.
r : x 7→ r(x) = k (2.1)
Ein Merkmalsvektor kann das unvera¨nderte digitale Bild einer Beobachtung sein. Ist
dies der Fall, wird von einem erscheinungsbasierten Klassifikator gesprochen. Die Men-
ge X = {x ∈ INI×J | 0 ≤ xij ≤ 255} von Merkmalsvektoren beinhaltet alle mo¨glichen
Bilder mit einer Breite von I und einer Ho¨he von J Pixeln. Diese Menge wird Merk-
malsraum genannt. Die Pixel eines Bildes aus dieser Menge X ko¨nnen 256 verschiedene
Werte annehmen, die z.B. die Grauwerte repra¨sentieren. Jedem dieser Bilder der Menge
X ko¨nnte eine Klasse k ∈ {1, . . . ,K} zugewiesen werden, um die Klassifikation eines
unbekannten Bildes aus der Menge X als Suchprozess zu gestalten. Dies ist in der
Praxis schwierig zu realisieren, da schon eine aus 16×16 Pixel und 256 Graustufen be-
stehende Bildmenge 25616·16 mo¨gliche Bilder entha¨lt. Stattdessen wird eine Teilmenge
{µ1, . . . , µN} ⊂ X des Merkmalsraumes klassifiziert. Diese Teilmenge wird Trainings-
bilder oder Referenzdaten genannt. Diese Daten ko¨nnen nach ihrer zugeho¨rigen Klasse
getrennt werden {µ11, . . . , µ1N1} ∪ · · · ∪ {µK1, . . . , µKNK} = {µ1, . . . , µN}. Oft wird die
Diskretheit der Grauwerte in der Modellierung vernachla¨ssigt und der Merkmalsraum
auf den Vektorraum IRD,D = I · J erweitert.
Anhand der Referenzdaten wird die Entscheidungsfunktion r(x) gestaltet, welche
sich durch eine Diskriminantenfunktion g(x, k) beschreiben la¨sst.
r(x) = argmax
k
{g(x, k)} (2.2)
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Abbildung 2.1: Darstellung eines Klassifikationssystems
Abbildung 2.1 stellt ein solches Klassifikationssystem graphisch dar. Dieses erha¨lt ein
digitales Bild einer Beobachtung als Eingabe und kann auf die klassifizierten Trainings-
bilder zugreifen. Als Ausgabe liefert das System die erkannte Klasse, die das Ergeb-
nis einer Entscheidungsfunktion ist. Die Diskriminantenfunktion g(x, k) kann auf einer
Entscheidungsregel und einer Distanzfunktion basieren. Eine popula¨re Entscheidungs-
regel ist die so genannte Na¨chste-Nachbar-Regel (NN-Regel). Eine der bekanntesten
Distanzfunktionen ist die quadrierte euklidische Distanz
D2euk(x, µ) =
D∑
d=1
(xd − µd)2
= ‖ x− µ ‖22. (2.3)
Die NN-Regel entscheidet sich fu¨r die Klasse k, die das Trainingsbild µ ∈ {µ1, . . . , µN}
mit der geringsten Distanz D(x, µ) zum zu klassifizierenden Bild x entha¨lt.
gNN(x, k) =
1, fu¨r k = argmink
{
min
n=1,...,Nk
{D(x, µkn)}
}
0, sonst
(2.4)
Die Menge {µ1, . . . , µN} kann Bilder enthalten, die falsch zu einer der vorgegebenen
Klassen zugeordnet sind oder nicht eindeutig zu einer Klasse geho¨ren. Dies wird in
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der dargestellten Diskriminantenfunktion (2.4) nicht beru¨cksichtigt. Vorteilhafter kann
es sein, die Diskriminantenfunktion durch eine Wahrscheinlichkeitsverteilung u¨ber den
Klassen zu gestalten:
gStat(x, k) = p(k|x). (2.5)
Die a-posteriori-Wahrscheinlichkeit p(k|x) beschreibt die Wahrscheinlichkeit einer Klas-
se k, fu¨r ein gegebenes Testbild x. Die daraus resultierende Entscheidungsregel – die
so genannte Bayes’sche Entscheidungsregel – ist optimal bezu¨glich der Fehlerrate, falls
die Wahrscheinlichkeitsverteilung bekannt ist [Ney 02]. Nach Bayes gilt:
p(k|x) = p(x, k)
p(x)
=
p(x|k)p(k)
p(x)
=
p(x|k)p(k)∑K
k′=1 p(x|k′)p(k′)
. (2.6)
Die a-posteriori-Wahrscheinlichkeit p(k|x) wird durch die klassenbedingte Wahrschein-
lichkeit p(x|k) und die a-priori-Wahrscheinlichkeit p(k) dargestellt. Durch die a-priori-
Wahrscheinlichkeit p(k) wird die Wahrscheinlichkeit fu¨r das Auftreten der Klasse k
beschrieben. Diese Wahrscheinlichkeit kann z.B. durch die relative Ha¨ufigkeit der Klas-
sen definiert werden: p(k) = NkN . Eine weitere Mo¨glichkeit ist die Annahme, dass jede
Klasse gleich ha¨ufig auftritt: p(k) = 1K . Nach der Bayes’schen Entscheidungsregel ergibt
sich die folgende Entscheidungsfunktion:
rStat(x) = argmax
k
{p(k|x)}
= argmax
k
{
p(x, k)
p(x)
}
= argmax
k
{p(x, k)}
= argmax
k
{p(k)p(x|k)}. (2.7)
Die Qualita¨t dieser Entscheidungsfunktion ist abha¨ngig von den verwendeten Wahr-
scheinlichkeitsverteilungen. Die a-posteriori-Wahrscheinlichkeit p(x|k) kann z.B. durch
Kernel Densities (KD) und einer Distanzfunktion modelliert werden:
pKD(x|k) = 1
Nk
Nk∑
n=1
N (x|µkn,Σµkn), Σµkn = σ2kI
=
1
Nk
Nk∑
n=1
[
1√
2piσ2k
exp
[
− 1
2
(
D(x, µkn)
σk
)2]]
. (2.8)
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Dies fu¨hrt zur folgenden Entscheidungsfunktion:
rKD(x) = argmax
k
{p(k)pKD(x|k)}, p(k) = Nk
N
= argmax
k
{
1
σk
Nk∑
n=1
exp
[
− 1
2
(
D(x, µkn)
σk
)2]}
. (2.9)
Es wird deutlich, dass die KD-Wahrscheinlichkeitsverteilung und die Distanzfunktion
voneinander abha¨ngig sind. Diese Abha¨ngigkeit liefert die Motivation fu¨r eine invariante
Distanzfunktion gegenu¨ber klassenerhaltenden Bildtransformationen, da fu¨r die Klas-
sifikation die ideale Verteilung ebenfalls invariant bezu¨glich solcher Transformationen
ist.
Ein Praxisbeispiel fu¨r die Anwendung des beschriebenen Klassifikationssystems
wa¨re eine Maschine, die A¨pfel und Birnen auf einem Fließband sortiert. Dabei wird
eine digitale Videoaufnahme des Fließbands erstellt. Die so gewonnenen Einzelbilder
werden verwendet, um die Fru¨chte zu klassifizieren. Die Einzelbilder werden so in der
Bildvorverarbeitung segmentiert, dass von der zu erkennenden Frucht ein ausgefu¨lltes
Bild entsteht. Dieses zu klassifizierende Bild wird mit Referenzbildern, von denen be-
kannt ist, ob sie einen Apfel oder eine Birne darstellen, verglichen. Hierzu dient die
Distanzfunktion, die die A¨hnlichkeit dieser Bilder durch einen Distanzwert bewertet.
Das System geht nach der NN-Regel davon aus, dass es sich bei den Bildern mit der
geringsten Distanz zueinander um dieselbe Klasse handelt. Somit liefert das Klassifika-
tionssystem eine Klasse als Ausgabe, die die Obstsorte beschreibt. Die Maschine kann
nun einen von der erkannten Frucht abha¨ngigen Arbeitsablauf starten.
Die auftretenden Klassifikationsfehler sind abha¨ngig von der Signalverarbeitung der
Beobachtungen, der Vorverarbeitung der Bilddaten und der Gestaltung der Diskrimi-
nantenfunktion. Damit man verschiedene Klassifikationssysteme (etwa unterschiedli-
cher Forschungseinrichtungen) vergleichen kann, gibt es Bildsammlungen mit zugeho¨ri-
gen Klassifikationsaufgaben. Anhand der Fehlerraten werden die Systeme bewertet.
In Kapitel 6 werden verschiedene Datensammlungen und die Ergebnisse unterschiedli-
cher Forschungseinrichtungen vorgestellt. Einige Datensammlungen unterscheiden die
Bilder in Referenz- und Testdaten. Die Testdaten sind die unter Verwendung der Re-
ferenzdaten zu klassifizierenden Bilder. Andere Datensammlungen haben keine solche
Unterscheidung der Daten. Bei diesen Bildsammlungen sollen alle Bilder klassifiziert
werden. Dazu dienen alle Bilder, ausgenommen das zu erkla¨rende Bild, als Referenzbil-
der. Diese Methode wird ”Leaving One Out“-Verfahren (engl. ”to leave out“: auslassen)
genannt.
In diesem Kapitel wurde die Motivation fu¨r eine invariante Distanzfunktion
bezu¨glich klassenerhaltenden Transformationen erla¨utert. Das folgende Kapitel stellt
Verformungsmodelle fu¨r Distanzfunktionen vor. Das Ziel ist die Gestaltung eines Ver-
formungsmodells, dass die klassenerhaltenden Transformationen beschreibt. Ein solches
Verformungsmodell kann zur Modellierung einer Distanzfunktionen verwendet werden.
Kapitel 3
Verformungsmodelle fu¨r
Distanzfunktionen
3.1 Motivation fu¨r Verformungsmodelle in der
Bilderkennung
Die euklidische Distanzfunktion ist eine der bekanntesten Distanzfunktionen. Sie wird
unter anderem in der Bilderkennung zur Bestimmung der Distanz zwischen zwei Bildern
verwendet. Die Implementierung dieses Verfahrens ist unkompliziert und die Laufzeit
linear abha¨ngig von der Pixelanzahl. Unter Verwendung einer großen Menge von Re-
ferenzbildern und der NN-Regel erzielt man bei vielen Klassifikationsaufgaben bereits
mit dieser einfachen Distanz gute Ergebnisse. Dies hat dazu beigetragen, dass sich viele
Bildklassifikationssysteme an diesen Resultaten messen.
Ein großer Nachteil der euklidischen Distanz ist jedoch die fehlende Invarianz ge-
genu¨ber Bildverformungen, die die Klasse des Bildes erhalten. In Abbildung 3.1 wer-
den Bilder handgeschriebener Ziffern mit den Distanzwerten der euklidischen Distanz
dargestellt. Diese Bilder stammen aus der USPS-Datensammlung, die im Kapitel 6.1
beschrieben wird. Jede Zeile von Bildern ist ein Beispiel fu¨r einen Klassifikationsfehler
durch die NN-Regel aufgrund der euklidischen Distanz. Das jeweils erste Bild von links
in einer Zeile ist ein Testbild. Die folgenden fu¨nf Bilder sind die dem Testbild aufgrund
der niedrigsten Distanzwerte zugeordneten Referenzbilder. Diese sind die fu¨nf na¨chsten
Nachbarn des Testbilds. Diese Klassifikationsfehler treten aufgrund der relativ hohen
Distanzen zwischen Bildern derselben Klasse auf.
Um die Anzahl der Klassifikationsfehler zu verringern, sollte die Distanzfunktion
so vera¨ndert werden, dass sie klassenerhaltende Transformationen fu¨r die Bestimmung
der Distanz beru¨cksichtigt. Eine Mo¨glichkeit ist, bestimmte Verformungen der Refe-
renzbilder zu erlauben, um dadurch die minimale Distanz zu bestimmen. Es werden
beispielsweise affine Verformungen wie Translation, Rotation und Skalierung verwen-
det, um die euklidische Distanzfunktion zu erweitern [Perrey 00]. Eine Mo¨glichkeit ist
die Gestaltung einer Distanzfunktion, die die minimale Distanz von zusa¨tzlich betrach-
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Abbildung 3.1: Beispiele fu¨r die mangelhafte Invarianz der euklidischen Distanz
Abbildung 3.2: Verschiebungsrichtungen der Shift 3×3 Methode
teten Referenzbildern verwendet. Diese ko¨nnen aus den urspru¨nglichen Referenzbil-
dern, durch eine Verschiebung um eine Pixelposition in alle 8 mo¨glichen Richtungen,
erzeugt werden. Abbildung 3.2 stellt die Shift 3×3 Methode dar (engl. ”to shift“: ver-
schieben). Durch diese Erweiterung der euklidischen Distanz wird die Fehlerrate der
USPS-Datensammlung von 5.6% auf 4.8% gesenkt. Eine weitere Distanzfunktion, die
sehr gute Resultate erzielt und auf linearen Verformungen beruht, ist die Tangenten-
distanz [Keysers & Dahmen+ 00]. In der Spracherkennung wird erfolgreich ein nicht-
lineares Verformungsmodell, das Hidden Markov Modell (HMM), zur Gestaltung der
Distanzfunktion verwendet [Rabiner & Juang 93]. Dies gab den Ausschlag fu¨r Experi-
mente mit einer Distanzfunktion, die auf nichtlinearen Verformungsmodellen beruht,
zur Bewertung eines Bildvergleichs.
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3.2 Distanzfunktion basierend auf Verformungsmodellen
Einer Distanzfunktion werden zwei zu vergleichende Bilder A und B u¨bergeben:
A = {aij}, 1 ≤ i ≤ I, 1 ≤ j ≤ J, aij ∈ IRD
B = {bxy}, 1 ≤ x ≤ X, 1 ≤ y ≤ Y, bxy ∈ IRD
(3.1)
Das Bild A hat die Breite von I und die Ho¨he von J Pixel. Das Bild B hat die Breite
von X und die Ho¨he von Y Pixel. Die Pixelwerte aij und bxy ko¨nnen z.B. die RGB-
Farbwerte oder die Grauwerte eines Bildes repra¨sentieren. Jeder Pixelwert ist dabei im
Allgemeinen durch einen Vektor von Pixelmerkmalen gekennzeichnet. Fu¨r ein Klassi-
fikationssystem ist das Bild A ein unbekanntes, zu klassifizierendes Testbild und das
Bild B eines der Referenzbilder. Das Bild A soll vollsta¨ndig erkla¨rt werden, indem jeder
Pixelwert des Bildes A mit einem Pixelwert des Bildes B verglichen wird. Somit darf
nur das Bild B verformt werden. Diese nichtlineare Bildverformung wird durch eine so
genannte Warpingabbildung beschrieben (engl. ”to warp“: verformen, verzerren). Dies
geschieht, indem jeder Pixelkoordinate (i, j) des Bildes A eine Pixelkoordinate (x, y)
des Bildes B zugewiesen wird. Die Warpingabbildung
(xIJ11 , y
IJ
11 ), (i, j)→ (x, y) = (xij , yij) (3.2)
gibt an, welche Pixelwerte miteinander verglichen werden und beschreibt somit das
verformte Bild
B(xIJ11 ,yIJ11 )
= {bxijyij}. (3.3)
Die Warpingabbildung wird durch die Wahl eines Verformungsmodells, das bestimmte
Verformungen ausschließt, eingeschra¨nkt.
Die Distanzfunktion wird durch eine Bildkostenfunktion und eine Strafkostenfunk-
tion gestaltet. Die Bildkostenfunktion
C
(
A,B, (xIJ11 , y
IJ
11 )
)
=
I∑
i=1
J∑
j=1
d(aij , bxijyij ) (3.4)
beschreibt die Kosten, die durch die aufsummierten Pixeldistanzen der Pixelwerte des
Bildes A mit den durch die Warpingabbildung (xIJ11 , y
IJ
11 ) zugeho¨rigen Pixeln des Bildes
B entstehen. Fu¨r die Pixeldistanz kann z.B. die quadrierte euklidische Distanz
d2euk(a, b) =
D∑
d=1
(ad − bd)2 (3.5)
gewa¨hlt werden.
Durch die Berechnung von zusa¨tzlichen Kosten durch eine Strafkostenfunktion
R
(
(xIJ11 , y
IJ
11 )
)
ist es mo¨glich, die erlaubten Bildverformungen weiter einzuschra¨nken.
Beispielsweise verringert die Strafkostenfunktion
Rlen
(
(xIJ11 , y
IJ
11 )
)
=
I∑
i=1
J∑
j=1
√
(xij − i)2 + (yij − j)2 (3.6)
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die Wahrscheinlichkeit fu¨r starke Bildverformungen, da die Strafkosten umso ho¨her
steigen, je weiter ein Pixel von seinem Ursprung verschoben wird. Bei Rlen handelt es
sich um eine absolute Strafkostenfunktion, weil die abgebildete Position des Pixel mit
der urspru¨nglichen verglichen wird. Demgegenu¨ber sind auch relative Strafkostenfunk-
tionen sinnvoll, die den Abstand der abgebildeten Positionen zwischen benachbarten
Pixeln betrachten, wie z.B. die spa¨ter vorgestellte Strafkostenfunktion Rpen (3.11).
Die Gesamtkosten ergeben sich aus den Bildkosten und den gewichteten Strafkosten.
Das Ziel ist die Minimierung der Kosten durch eine Bildverformung. Diese minimalen
Kosten entsprechen dem Distanzwert, der zur Bewertung des Bildunterschiedes dient.
D(A,B) = min
(xIJ11 ,y
IJ
11 )
C
(
A,B, (xIJ11 , y
IJ
11 )
)
+ αR
(
(xIJ11 , y
IJ
11 )
)
(3.7)
Der Aufwand einer solchen Distanzbestimmung ist abha¨ngig von der Wahl des Verfor-
mungsmodells, welches die Einschra¨nkungen der Warpingabbildung festlegt. Erst durch
Abbildungseinschra¨nkungen wird die Distanzfunktion fu¨r Klassifikationssysteme inter-
essant, da sonst jedem Pixelwert aij der Pixelwert bxy mit der geringsten Pixeldistanz
zugewiesen werden wu¨rde. Die Abbildungseinschra¨nkungen fu¨r die Warpingabbildung
dienen zur Erhaltung der fu¨r die Klasse typischen Eigenschaften des verformten Bildes.
Die zula¨ssigen Bildverformungen ko¨nnen zusa¨tzlich abha¨ngig von der Klasse oder dem
Referenzbild modelliert werden.
Im Folgenden werden Verformungsmodelle, die Bedingungen fu¨r die Warpingabbil-
dung einer solchen Distanzfunktion vorgeben, vorgestellt.
3.3 Image Distortion Modell
Das Image Distortion Modell (IDM) zur Gestaltung einer Distanzfunktion unter
Beru¨cksichtigung von Transformationen wurde am Lehrstuhl fu¨r Informatik VI der RW-
TH bereits fru¨her untersucht [Keysers & Dahmen+ 03]. In dieser Arbeit wurde festge-
stellt, dass die Ergebnisse, einer auf diesem Modell basierenden Distanzfunktion, durch
eine Erweiterung der Pixeldistanzfunktion deutlich verbessert werden. Das Verfahren
ist einfach zu implementieren, da das IDM auf einer einzigen Abbildungseinschra¨nkung
basiert, der Warprangebedingung
|xij − i| ≤W
∧ |yij − j| ≤W . (3.8)
Diese Bedingung schra¨nkt das Pixel, das zur Bestimmung der Pixeldistanz zum Testpi-
xel zugeordnet wird, auf einen quadratischen Bildbereich ein und kann durch eine abso-
lute Strafkostenfunktion, die fu¨r nicht zula¨ssige Pixelabbildungen eine unendlich hohe
Strafe angibt, beschrieben werden. Abbildung 3.3 illustriert Abbildungsmo¨glichkeiten
eines Pixel nach diesen Einschra¨nkungen. Diese Abbildungseinschra¨nkungen lassen alle
Bildverformungen zu, bei denen ein Pixelwert maximal um den Warprange W ∈ IN
von seinen Ursprungskoordinaten verschoben wird. Die Warprangebedingung la¨sst sich
3.4. 2D HIDDEN MARKOV MODELL 23
 
 




2W + 1
1
J
1 I
A = {aij} B = {bxy}
Y = J
1
X = I
(i, j)
(xij , yij)
2W + 1
1
(i, j − 1)
(xij−1, yij−1)
Abbildung 3.3: Beispiele fu¨r Pixelabbildungsmo¨glichkeiten nach dem IDM
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Abbildung 3.4: Beispiel fu¨r eine Signalanpassung nach dem HMM
ebenfalls durch eine absolute Strafkostenfunktion beschreiben, indem die Strafe unend-
lich hoch ausfa¨llt, fu¨r absolute Pixelabbildungen um mehr als den Warprange W . Es
gibt bei diesem Modell keine Bedingungen fu¨r die Abbildung eines Pixel, welche von
den Abbildungen der Nachbarpixel abha¨ngen. Deshalb wird dieses Modell auch ”Zero
Order“-Modell genannt.
3.4 2D Hidden Markov Modell
In der Mustererkennung wird zum Vergleich von zwei beobachteten Signalen die zeit-
liche Anpassung eines der Signale vorgenommen. Das Hidden Markov Modell (HMM)
wird in der Spracherkennung zur Anpassung eines diskreten Signals verwendet [Ney 01].
Abbildung 3.4 zeigt zwei Signale und die mo¨glichen Anpassungen nach dem HMM.
Die Abbildungsbedingungen des HMM ko¨nnen in folgender Weise beschrieben werden:
Ein Signal darf durch die Werte des anderen Signals so erkla¨rt werden, dass
– ein Wert beliebig oft wiederholt wird,
– maximal ein Wert zwischen zwei Werten ausgelassen wird
– und die zeitliche Reihenfolge der Werte eingehalten wird.
Als weitere Bedingung kann die Erhaltung des Startwertes und des Endwertes des
angepassten Signals gefordert werden.
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Das HMM zur Anpassung eines 1D-Signals kann auf das 2DHMM zur Anpassung
eines 2D-Signals erweitert werden. Abbildung 3.5 stellt ein nach dem HMM angepasstes
1D-Signal sowie ein angepasstes 2D-Signal dar. Bei der hier vorgestellten Distanzfunk-
tion kann das 2DHMM fu¨r die Modellierung der Warpingabbildung verwendet werden,
wodurch die zula¨ssigen Bildverformungen festgelegt werden. Das 2DHMM la¨sst sich
durch die Monotonie- und Stetigkeitsbedingungen
0 ≤ (xij − xi−1j) ≤ 2
∧ |xij − xij−1| ≤ 1
∧ 0 ≤ (yij − yij−1) ≤ 2
∧ |yij − yi−1j | ≤ 1
(3.9)
fu¨r die Warpingabbildung beschreiben. Die Monotoniebedingungen verhindern Verfor-
mungen, bei denen Bildbereiche gespiegelt werden wu¨rden. Die Stetigkeitsbedingungen
verhindern, dass gro¨ßere Bildblo¨cke bei der Pixelzuordnung ausgelassen werden. Zusa¨tz-
lich ko¨nnen folgende Randbedingungen festgelegt werden:
x1j = 1
∧ xIj = X
∧ yi1 = 1
∧ xiJ = Y
(3.10)
Diese lassen nur Bildverformungen zu, bei denen die Randpixel auf die zugeho¨rigen
Ra¨nder abgebildet werden. Dieses Verformungsmodell orientiert sich an einer Arbeit
von Uchida und Sakoe [Uchida & Sakoe 98].
Die Auswahl einer distanzminimierenden Verformung kann durch eine Strafkosten-
funktion beeinflusst werden. Fu¨r Verformungen, die auf dem 2DHMM basieren, ko¨nnen
die Abha¨ngigkeiten der Nachbarpixel zur Gestaltung einer relativen Strafkostenfunkti-
on verwendet werden. Die Strafkostenfunktion
Rpen2
(
(xIJ11 , y
IJ
11 )
)
=
I∑
i=1
J∑
j=1
(|xi−1j + 1− xij |+ |yi−1j − yij |
+ |xij−1 − xij |+ |yij−1 + 1− yij |
)
(3.11)
1 1 1
J Y
A = {aj} B = {by} A = {aij}
1 I 1 X
B = {bxy}
J
1
Y
Abbildung 3.5: Beispiel fu¨r ein nach dem 2DHMM angepasstes Signal
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Abbildung 3.6: Pixelabbildungsstrafe fu¨r ein 2DHMM
betrachtet, im Gegensatz zu der vorgestellten Strafkostenfunktion Rlen, nicht die Ur-
sprungskoordinaten der Pixel, sondern ausschließlich die Warpingabbildung. Die Be-
stimmung der Strafkosten wird in Abbildung 3.6 veranschaulicht. Die Strafkosten er-
geben sich durch Aufsummieren der Kosten der Pixelpositionen. Die Kosten einer Pi-
xelposition sind abha¨ngig von seiner Pixelabbildung und von der Pixelabbildung des
linken und des unteren Nachbarn. Die von den Nachbarn abha¨ngigen Kosten werden in
der Abbildung durch die 3×3 Pixel großen Quadrate dargestellt. Eine Pixelabbildung
darf nach den Monotonie- und Stetigkeitsbedingungen nur auf die Schnittfla¨che der 3×3
Pixel großen Quadrate erfolgen. Die Summe der Kosten, die durch die Quadrate vorge-
geben ist, entspricht den Kosten der Pixelposition. Somit verursacht ein unverformtes
Bild durch die identische Warpingabbildung keine Strafkosten.
3.4.1 Warped Wake 2DHM-Verfahren
Das Warped Wake 2DHM (WW2DHM)-Verfahren ist eine Implementierungsmo¨glich-
keit fu¨r eine Distanzfunktion, die als Verformungsmodell das 2DHM-Modell verwendet.
Dieses auf dynamischer Programmierung basierende Verfahren wurde von Uchida und
Sakoe vorgestellt [Uchida & Sakoe 98]. Das WW2DHM-Verfahren findet wie ein HM-
Verfahren die Verformung, die die Kosten minimiert. Die Vorgehensweise basiert auf
den Monotonie- und Stetigkeitsbedingungen (3.10). Diese schra¨nken eine Pixelabbil-
dung aufgrund der Abbildungen der Nachbarpixel ein.
Das Verfahren arbeitet das Bild A in Pixelschritten durch, indem jedes Pixel einer
Spalte von unten nach oben und die Spalten von links nach rechts bearbeitet wer-
den. Es werden alle mo¨glichen Pixelabbildungen, die abha¨ngig von den Abbildungen
des unteren und des linken Pixel sind (3.10), betrachtet. Damit die beno¨tigten In-
formationen der Nachbarpixel effizient bearbeitet werden, werden so genannte Wakes
und Warped Wakes verwendet. Ein wake(i, j) = ((i, j), (i, j − 1), (i, j − 2), · · · ) be-
schreibt genau eine der Bildho¨he J entsprechende Anzahl von Pixelkoordinaten des
Bildes A. Der wake(i, j) besteht aus der ersten Koordinate (i, j), die restlichen J − 1
Pixelpositionen des wake(i, j) sind die vorangegangenen Positionen der im Verfah-
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Abbildung 3.7: Wakes und zugeho¨rige Warped Wakes
ren bearbeiteten Pixel. Somit ist ein wake(i, j) durch den Index (i, j), der fu¨r die
erste Pixelposition steht, eindeutig beschrieben. Der erste Wake des Verfahrens ist
der wake(1, J). Der zweite Wake, wake(2, 1) = ((2, 1), (1, J), (1, J − 1), · · · , (1, 2)), ist
durch den na¨chsten Pixelschritt vorgegeben. Insgesamt gibt es (I − 1)J +1 Wakes, die
durch das Verfahren bearbeitet werden. Die nach dem 2DHMM zula¨ssigen Verformun-
gen eines Wakes werden durch Warped Wakes beschrieben. Ein solcher Warped Wake
xy(i, j) = ((xij , yij), (xij−1, yij−1), (xij−2, yij−2), · · · ) ist eine mo¨gliche Verformung des
wake(i, j) und beschreibt die zu den Koordinaten des Wake zugeho¨rigen Pixelpositio-
nen des Referenzbildes. Die Menge XY (i, j) beinhaltet alle Warped Wakes xy(i, j) und
beschreibt somit alle mo¨glichen Verformungen des Wakes wake(i, j).
XY (i′, j′) =
{{
xij , yij
}
: (i = i′ ∧ j ∈ {1, . . . , j′}) ∨
(i = i′ − 1 ∧ j ∈ {j′ + 1, . . . , J})
}
(3.12)
Abbildung 3.7 stellt zwei aufeinander folgende Wakes und dazugeho¨rige Warped
Wakes dar. Zu jeder Menge XY (i, j) von Warped Wakes kann die nachfolgende Menge
XY (i, j + 1) generiert werden, indem zu jedem Warped Wake xy ∈ XY (i, j) seine
mo¨glichen nachfolgenden Warped Wakes bestimmt werden. Die Menge xy ⊂ XY (i, j+
1) beinhaltet die Nachfolger des Warped Wakes xy. Ein nachfolgender Warped Wake
xy′ ∈ xy wird aus dem zugeho¨rigen Vorga¨nger xy durch die Abbildungsbedingungen
(3.10) eingeschra¨nkt generiert. Dazu muss der Pixelposition (i, j + 1) eine mo¨gliche
Pixelposition des Referenzbildes zugewiesen werden. Die Abbildungsmo¨glichkeiten des
Pixel an der Position (i, j+1) wird durch das erste und das letzte Koordinatenpaar des
Warped Wake xy eingeschra¨nkt. Diese Koordinatenpaare beschreiben die Abbildungen
des linken und unteren Nachbarn des Pixel an der Position (i, j).
Durch die Abbildungsbedingungen (3.10) ist eine Menge xy auf maximal 9 Warped
Wakes begrenzt. Anders betrachtet hat jeder Warped Wake xy ∈ XY (i, j + 1) eine
Menge xy ⊂ XY (i, j) von maximal 9 Vorga¨ngern, aus denen dieser entstanden sein
3.4. 2D HIDDEN MARKOV MODELL 27
      
      
      
      
      
    
    
    
    
    
1
1
I 1 X
(xij , yij)
A = {aij} B = {bxy}
1
YJ
(xi−1j , yi−1j)
(i, j)
(xij−1, yij−1)
(i− 1, j)
(i, j − 1)
Abbildung 3.8: Darstellung der Abbildungsbedingungen
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Abbildung 3.9: Darstellung des WW2DHM-Verfahrens
ko¨nnte. Abbildung 3.8 stellt die Abbildungsbedingungen (3.10) graphisch dar. Die Ab-
bildung des linken und des unteren Pixel schra¨nken jeweils die gesuchte Pixelabbildung
auf einen 3×3 Pixel großen Bildbereich ein. Die Schnittfla¨che dieser Bildbereiche stellt
die mo¨glichen Pixelabbildungen dar. Somit kann es fu¨r einen Warped Wake xy maximal
9 Nachfolger xy und maximal 9 Vorga¨nger xy geben.
Das WW2DHM-Verfahren sucht die kostenminimierende Verformung des Referenz-
bildes. Dafu¨r wird zu jedem Wake wake(i, j) die Menge XY (i, j), die die zugeho¨rigen
Warped Wakes beschreibt, betrachtet. Abbildung 3.9 stellt diesen Ablauf, von links
nach rechts betrachtet, graphisch dar. Ein Warped Wake xy ∈ XY (i, j) beschreibt
durch seine Vorga¨nger eine bis zur Position (i, j) mo¨gliche Abbildung des Testbildes
auf das Referenzbild. Jeder Warped Wake beinhaltet die Kosten, die aus den nach
seiner Abbildung zugeho¨rigen Pixeldistanzen berechnet werden. Wird in dem Pixel-
schritt (i, j) die na¨chste Menge XY (i, j) aus der Menge XY (i, j − 1) erzeugt, kann
ein erzeugter Warped Wake xy ∈ XY (i, j) maximal 9 Vorga¨nger xy ⊂ XY (i, j − 1)
haben. Aus der Menge xy werden alle Warped Wakes bis auf den mit den niedrigsten
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Abbildung 3.10: Darstellung des SA2DHM-Verfahrens
Kosten verworfen, da dieser die kostenminimale Abbildung bis zur Position (i, j) be-
schreibt, mit der Einschra¨nkung, dass die letzten J Pixel, wie durch den Warped Wake
beschrieben, abgebildet werden. Somit beschreibt der Warped Wake xy(I, J) mit den
geringsten Kosten zu den restlichen Warped Wakes der Menge XY (I, J) eine kostenmi-
nimierende Warpingabbildung nach dem 2DHMM, indem durch Traceback (engl. ”to
traceback“: zuru¨ckverfolgen) jeweils der vorhergegangene Warped Wake mit seinen Pi-
xelabbildungen betrachtet wird. Die Kosten dieses Warped Wake xy(I, J) entsprechen
der gesuchten Distanz zwischen dem Testbild A und dem nach dieser Warpingabbildung
verformten Referenzbild B.
3.4.2 Simulated Annealing 2DHM-Verfahren
Das 2DHM-Distanzverfahren ist in der hier beschriebenen Form ein NP -Vollsta¨ndiges
Problem [Keysers & Unger 03]. Solche Probleme werden oft durch heuristische Verfah-
ren wie etwa Simulated Annealing (SA) Verfahren na¨herungsweise gelo¨st. Eine Imple-
mentierung der 2DHM-Distanzfunktion, die auf diesem Ansatz beruht, wird in dieser
Diplomarbeit Simulated Annealing 2DHM (SA2DHM)-Verfahren genannt. Dieses Ver-
fahren ist in der Laufzeit durch die T Iterationsschritte begrenzt. In jedem Iterations-
schritt wird zufa¨llig ein Bildblock des Referenzbildes bestimmt und dieser wird zufa¨llig
in eine von 8 mo¨glichen Richtungen um eine Pixelposition verschoben. Abbildung
3.10 stellt die ersten zwei mo¨glichen Verschiebungen von Bildblo¨cken dar. Die durch
die Verschiebung resultierenden Pixelabbildungen mu¨ssen die Abbildungsbedingungen
erfu¨llen, sonst wird die entstandene Verformung verworfen. Desweiteren werden Ver-
formungen verworfen, wenn ein von dem Iterationsschritt abha¨ngiger Schwellwert fu¨r
die Bildkosten u¨berschritten wird. Dadurch kann dieses Verfahren so gestaltet wer-
den, dass bis zur ersten Ha¨lfte der gesamten Iterationsschritte T eine Verschlechterung
der Bildkosten erlaubt wird und danach nur noch Bildkosten verringernde Verformun-
gen beachtet werden. Ein Nachteil dieses Verfahrens kann die schwankende Distanz
fu¨r denselben Bildvergleich sein, da eine optimale Verformung zufa¨llig bestimmt wird.
Dies ko¨nnte behoben werden, indem abha¨ngig von dem Referenzbild eine Abfolge von
Bildblockverschiebungen vorgegeben werden.
Einen detaillierten U¨berblick u¨ber SA-Verfahren gibt z.B. [Hromkovic 03].
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Abbildung 3.11: Darstellung von Spaltenabbildungen nach dem P2DHMM
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Abbildung 3.12: Darstellung von P2DHM-Pixelabbildungen
3.5 Pseudo-2DHM-Modell
Das 2DHM-Modell wurde unter anderem von Agazzi und Kuo [Agazzi & Kuo 93] ver-
einfacht. Das resultierende Pseudo-2DHM-Modell (P2DHM-Modell) erfu¨llt nicht al-
le Abbildungseinschra¨nkungen und beachtet nicht alle mo¨glichen Verformungen des
vollsta¨ndigen 2DHMM. Die Vorteile sind ein geringerer Implementierungsaufwand und
eine geringere Laufzeit gegenu¨ber anderen 2DHM-Verfahren. Die Abbildungsbedingun-
gen
0 ≤ (xij − xi−1j) ≤ 2
∧ |xij − xij−1| = 0
∧ 0 ≤ (yij − yij−1) ≤ 2
(3.13)
schra¨nken eine Abbildung so ein, dass Bildspalten des Testbildes nur auf Bildspal-
ten des Referenzbildes abgebildet werden. Diese Spaltenabbildungen werden nach dem
HM-Modell modelliert. Abbildung 3.11 stellt eine solche Spaltenabbildung dar. Alle
Pixelabbildungen einer Spalte sind durch die Spaltenabbildungen auf eine Spalte des
Referenzbildes festgelegt. Auf welche Bildzeile ein Pixel abgebildet wird, wird ebenfalls
nach dem HM-Modell modelliert.
Abbildung 3.12 zeigt mo¨gliche Pixelabbildungen fu¨r eine Spaltenabbildung nach
dem P2DHM-Modell.
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Abbildung 3.13: Darstellung mo¨glicher P2DHMD-Pixelabbildungen
3.6 Pseudo-2DHM Distortion Modell
Das Pseudo-2DHM Distortion Modell (P2DHMD-Modell) ist ein Vorschlag fu¨r eine
Erweiterung des P2DHM-Modells. Es stellte sich in dieser Arbeit heraus, dass eine auf
nichtlinearen Verformungen basierende Distanzfunktion, die nach diesem erweiterten
Modell modelliert wird und eine spa¨ter vorgestellte Pixeldistanzfunktion verwendet,
bessere Ergebnisse erzielt.
Die Abbildungseinschra¨nkungen des P2DHMM werden nach dem Vorbild des IDM
angepasst, indem Spaltenabbildungen nach dem P2DHMM als Ausgangspunkte dienen
und Pixelabbildungen nicht nur auf diese Spalten, sondern auch auf die unmittelbaren
Nachbarspalten erlaubt werden. Dieses Modell la¨sst sich durch folgende Abbildungsbe-
dingungen beschreiben:
0 ≤ (x˜i − x˜i−1) ≤ 2
∧ |xij − x˜i| ≤ 1
∧ 0 ≤ (yij − yij−1) ≤ 2
(3.14)
Durch die, nach dem HMM modellierte, Abbildung x˜I1 werden die mo¨glichen Pixelab-
bildungen auf einen Spaltenbereich festgelegt.
Die Einschra¨nkung des P2DHMM, ganze Spalten aufeinander abzubilden, erwie-
sen sich fu¨r die Modellierung einer Distanzfunktion als hinderlich oder unno¨tig, da die
Verwendung des IDM mit einer erweiterten Pixeldistanzfunktion zu vergleichbaren oder
besseren Ergebnissen fu¨hrt. Dies motivierte die Einfu¨hrung des P2DHMD-Modells, wel-
ches sich bei den getesteten Klassifikationsaufgaben bewa¨hrt. Abbildung 3.13 stellt ei-
ne mo¨gliche Warpingabbildung nach dem P2DHMD-Modell (P2DHMDM) dar. In dem
Modell werden kreuzende Pixelabbildungen geduldet, da eine Anpassung des Modells,
die dies verhindert, die Bestimmung einer optimalen Warpingabbildung erschwert.
Kapitel 4
Erweiterungen fu¨r
Distanzfunktionen
Im Verlauf dieser Arbeit stellt sich heraus, dass die Abbildungseinschra¨nkungen der
vorgestellten Verformungsmodelle fu¨r untersuchte Klassifikationsaufgaben nicht ausrei-
chen, um gute Ergebnisse zu erzielen. Durch Anpassung und Erweiterung eines Verfor-
mungsmodells wird eine auf ihm basierende Distanzfunktion gestaltet. Das Ziel ist die
Gestaltung einer Distanzfunktion, die Vergleiche mit Bildern derselben Klasse durch
kleine Distanzen und Bilder verschiedener Klassen durch große Distanzen bewertet.
In diesem idealen Fall ko¨nnte die Distanzfunktion als Diskriminantenfunktion in ei-
nem Klassifikationssystem verwendet werden und es wu¨rde ein Referenzbild pro Klasse
genu¨gen.
In diesem Kapitel werden Anpassungen und Erweiterungen fu¨r auf Verformungs-
modellen basierende Distanzfunktionen vorgestellt.
4.1 Bildvorverarbeitung
Eine Vorverarbeitung der Bilddaten beeinflusst die Ergebnisse einer Distanzfunktion.
Das Ziel einer solchen Bildvorverarbeitung sind Distanzwerte, die Bildvergleiche zu-
verla¨ssiger bewerten, um die Fehlerrate einer Klassifikation zu senken. Eine Vorverar-
beitung, die Bilddaten reduziert, kann zur Verringerung der Rechenzeit eines Klassifi-
kationssystems verwendet werden.
In den folgenden Abschnitten werden verschiedene Bildvorverarbeitungsverfahren
vorgestellt.
4.1.1 Segmentierung und Padding
Segmentierung bezeichnet die Extraktion eines Bildausschnitts. Dieser Bildausschnitt
kann durch das Auslassen von Spalten und Zeilen des Bildrandes gewonnen werden.
Fu¨r die Bestimmung dieses Ausschnitts gibt es verschiedene Methoden, z.B. die Ver-
wendung der a¨ußersten Kante des zugeho¨rigen Kantenbildes [Ja¨hne 02, S. 449–462].
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Abbildung 4.1: Umgehung der urspru¨nglichen Randbedingung
Im Gegensatz zur Segmentierung bezeichnet Padding das Hinzufu¨gen von Spalten und
Zeilen zum Bildrand. Die Vera¨nderung der Bilddaten durch Segmentierung oder Pad-
ding beeinflusst die mo¨glichen Pixelabbildungen der vorgestellten Verformungsmodelle.
Durch Padding zweier zu vergleichender Bilder mit jeweils einem Pixelrahmen, wird
die Einschra¨nkung der Randbedingung fu¨r die urspru¨nglichen Bildra¨nder umgangen.
Abbildung 4.1 stellt eine gewonnene Verformung von urspru¨nglichen Bildern und die
resultierende Verformung durch das Hinzufu¨gen von Rahmen mit der Breite von 3 Pixel
dar. Die Pixelwerte der Rahmen wurden auf den Hintergrundwert der Bilder gesetzt.
In diesem Beispiel ergibt sich durch die auf diese Weise erweiterte Distanzfunktion, die
zusa¨tzlich mo¨gliche Bildverformungen beru¨cksichtigt, eine geringere Distanz.
4.1.2 Rotation und Spiegelung
Das WW2DHM-Verfahren unter Anwendung von Beamsearch und das P2DHM-Verfah-
ren ko¨nnen abha¨ngig von der Implementierung zu unterschiedlichen Ergebnissen fu¨hren.
Das P2DHM-Verfahren kann anstelle von Spaltenabbildungen die Zeilenabbildungen
zuerst beru¨cksichtigen. Die Ergebnisse des WW2DHM-Verfahrens unter Verwendung
von Beamsearch sind abha¨ngig von der Startposition und der Richtung der Pixelschrit-
te, die in der Implementierung festgelegt werden. Werden die Warped Wake Mengen
vollsta¨ndig betrachtet, wird unabha¨ngig von der Implementierung eine distanzminimie-
rende Verformung berechnet. Anstatt die verschiedenen Implementierungsmo¨glichkei-
ten umzusetzen, ko¨nnen dieselben Ergebnisse durch Rotation in 90° Schritten und durch
vertikale oder horizontale Spiegelung der Bilder erzielt werden. Abbildung 4.2 zeigt die
von der Implementierung abha¨ngigen Ergebnisse des P2DHM-Verfahrens. Die in die-
sem Beispiel dargestellte Verformung, die auf Zeilenabbildungen beruht, wird durch eine
Rotation der Bilder um 90° und dem P2DHM-Verfahren, das auf Spaltenabbildungen
beruht, berechnet.
4.1.3 Skalierung
Durch Skalierung eines Bildes wird die Pixelauflo¨sung und somit die Bildgro¨ße des ur-
spru¨nglichen Bildes vera¨ndert. Die Pixelwerte des skalierten Bildes werden dazu aus den
urspru¨nglichen Bilddaten interpoliert. Es gibt verschiedene Verfahren fu¨r eine solche In-
terpolation, z.B. die lineare Interpolation oder die Interpolation durch Verwendung von
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Rotation 90°, DP2DHM(A,B) = 8.84 Rahmen 3, Rotation 90°, DP2DHM(A,B) = 3.71
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Abbildung 4.2: Rotation um 90° gegenu¨ber Abbildung 4.1
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Abbildung 4.3: Beispielbild mit verschiedenen Filtern
Splines [Ja¨hne 02, S. 282–295].
Die Bildauflo¨sung kann die durch ein HMM berechnete Distanz beeinflussen. Bein-
haltet z.B. ein 1D-Signal einen Wert, der nach dem HMM nicht zugeordnet werden
kann, kann dieser Wert ausgelassen werden. Wird hingegen dasselbe Signal in der dop-
pelten Auflo¨sung betrachtet, muss in der Anpassung durch das HMM einer der zwei
Werte beru¨cksichtigt werden.
4.1.4 Filteroperationen
Die Pixelwerte eines Bildes ko¨nnen durch die Anwendung eines Filters transformiert
werden. Diese Transformation ist abha¨ngig von dem verwendeten Filter und seiner
Gro¨ße [Ja¨hne 02, S. 103–130]. Der Sobelfilter wird z.B. zur Berechnung des vertikalen
und des horizontalen Gradientenbildes verwendet [Ja¨hne 02, S. 350–351]. Der Recht-
eckfilter sowie der Binomialfilter ko¨nnen zur Gla¨ttung eines Bildes verwendet werden
[Ja¨hne 02, S. 302–311]. Abbildung 4.3 stellt die in den Experimenten verwendeten Filter
und Beispiele fu¨r derart transformierte Bilder dar.
4.1.5 Gradientenbilder
Im Abschnitt 4.1.4 wird durch den Sobelfilter eine Mo¨glichkeit zur Bestimmung des
horizontalen und vertikalen Gradienten eines Bildes angegeben. Die durch diese Filte-
34 KAPITEL 4. ERWEITERUNGEN FU¨R DISTANZFUNKTIONEN
Gradientenbilder Gradientenbilder gegla¨ttet
Abbildung 4.4: Beispiel fu¨r Gradientenbilder durch Splinekoeffizienten
roperation gewonnenen Gradientenbilder sind relativ unscharf [Ja¨hne 02, S. 350–351].
Eine Methode, die auf der Verwendung von Splinekoeffizienten beruht, erzeugt weni-
ger fehlerhafte (visuell scha¨rfere) Gradientenbilder [Ja¨hne 02, S. 344]. In Abbildung 4.4
werden Gradientenbilder, die auf Splinekoeffizienten beruhen, und zusa¨tzlich die durch
den vorgestellten Binomialfilter gegla¨tteten Gradientenbilder dargestellt.
Die Verwendung der durch den Sobelfilter bestimmten Gradientenbilder fu¨hrt in den
durchgefu¨hrten Experimenten zu besseren Ergebnissen, als die durch Splinekoeffizienten
bestimmten Gradientenbilder. Werden diese durch den 3×3 Binomialfilter gegla¨ttet,
passen sich die Ergebnisse an.
4.2 Erweiterung der Pixeldistanzfunktion
Durch die Bildvorverarbeitung kann eine distanzminimierende Verformung beeinflusst
werden. Die Verwendung der Gradientenbilder zur Bestimmung der Distanz mit den
vorgestellten Verfahren verbessert die Klassifikationsergebnisse deutlich. Dies motiviert
die Untersuchung von Pixeldistanzfunktionen, die Kontextinformationen beru¨cksichti-
gen, da die Gradientenbilder diese Informationen zum Teil in den Pixelwerten enthalten.
Die Pixeldistanzfunktion wurde zur Bestimmung der Distanz zwischen zwei Bild-
ausschnitten erweitert. Das Zentrum dieser Bildausschnitte sind die zu vergleichenden
Pixelwerte. Die Pixeldistanzfunktion drec5×5(aij , bxy) berechnet die quadrierte euklidi-
sche Distanz zwischen den zwei 5×5 Pixel großen Bildausschnitten, deren Positionen
durch die Koordinaten der Pixel (i, j) und (x, y) vorgegeben sind. Allgemein kann ei-
ne solche Pixeldistanzfunktion, die die Distanz anhand quadratischer Bildausschnitte
bestimmt, wie folgt angegeben werden:
dV×V (aij , bxy) =
V∑
v=1
V∑
w=1
zvw · (ai+v−M,j+w−M − bx+v−M,y+w−M )2 (4.1)
mit z ∈ RV×V ,M = V − 1
2
, V = 1, 3, 5, 7 . . .
Die Gewichtung der in dieser Funktion berechneten Distanzen erfolgt u¨ber den Gewich-
tungsparameter z. Dieser kann in einem Trainingsprozess durch die Beru¨cksichtigung
der beobachteten Varianzen bestimmt werden. Ein Beispiel fu¨r eine in dieser Arbeit
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verwendete Pixeldistanzfunktion ist:
dbin3×3(aij , bxy) =
3∑
v=1
3∑
w=1
zvw · (ai+v−1,j+w−1 − bx+v−1,y+w−1)2 (4.2)
mit z =
1
4
(1, 2, 1) · 1
4
(1, 2, 1)T .
Durch Verwendung der drec3×3 Pixeldistanzfunktion konnten mit dem einfachen ID-
Verfahren gute Ergebnisse erzielt werden.
Die Verwendung dieser Pixeldistanzfunktion ist vergleichbar mit einer Klassifika-
tionsmethode, die lokale Merkmale verwendet [Paredes & Pe´rez+ 01], indem die Ab-
bildungseinschra¨nkungen aufgehoben werden und die kostenminimierenden Pixelabbil-
dungen eines Testbildes zusa¨tzlich auf verschiedene Referenzbilder erfolgen darf.
Die Pixeldistanzfunktion kann durch einen Threshold-Parameter erweitert werden,
der den maximalen Distanzwert einer Pixeldistanzfunktion beschra¨nkt (engl. ”thres-
hold“: Schwellwert).
4.3 Anpassung der Verformungsmodelle
Die vorgestellten Erweiterungen beeinflussen die berechnete ideale Verformung nicht
ausreichend genug, um eine Anpassung an ein Bild einer anderen Klasse zu verhindern.
Durch die Verwendung von erweiterten Strafkostenfunktionen ko¨nnen die Verformungs-
modelle zusa¨tzlich gestaltet werden. Es ko¨nnen verschiedene Strafkostenfunktionen mit-
einander kombiniert und abha¨ngig von der Klasse des Bildes modelliert werden. Diese
Modellierung kann anhand der Trainingsdaten erfolgen. In einem Trainingsprozess kann
eine Strafkostenfunktion abha¨ngig von der Klasse, dem Referenzbild oder sogar von je-
dem Pixel modelliert werden.
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Kapitel 5
Reduzierung der Rechenzeit
5.1 Motivation
Neben dem Ziel, ein Klassifikationssystem fu¨r eine minimale Fehlerrate zu optimie-
ren, gibt es das Ziel, die Rechenzeit auf ein Maximum zu begrenzen. Die Texteingabe
durch einen Stift geho¨rt beispielsweise bei einem Personal Digital Assistant (PDA)
mittlerweile zum Standard. Die ersten PDAs hatten fu¨r rechenintensive und speicher-
intensive Verfahren nicht genu¨gend Leistung. Diese PDAs verwendeten so genannte
”Graffiti“-Schriftzeichen, um die Fehlerrate bei einer fu¨r den Anwender vertretbaren
Rechenzeit gering zu halten. Die Schreibweise dieser Schriftzeichen erleichtert die Klas-
sifikationsaufgabe fu¨r einfache Verfahren. Durch die wachsende Leistung der PDAs wer-
den aufwa¨ndigere Verfahren, die geringere Fehlerraten bei gewo¨hnlichen Schriftzeichen
erzielen, mo¨glich. Wenn ein Verfahren die durch die begrenzte Leistung der Hardware
maximale Rechenzeit oder den maximalen Speicherverbrauch nicht einha¨lt, muss dieses
Verfahren zur Einhaltung der Leistungsgrenzen modifiziert werden oder es kann erst bei
leistungssta¨rkeren Systemen verwendet werden. In dem folgenden Unterkapitel werden
die Laufzeiten, der Speicherbedarf und die Rechenzeiten der hier vorgestellten Ver-
fahren beschrieben. Die weiteren Abschnitte dieses Kapitels beschreiben verschiedene
Ansa¨tze zur Reduzierung der Rechenzeit und des Speicherbedarfes des hier vorgestellten
Klassifikationssystems.
5.2 Laufzeit
Tabelle 5.1 stellt die Laufzeiten und den Speicherbedarf verschiedener Verfahren zur
Bestimmung der Distanz zweier Bilder abha¨ngig von ihrer Bildgro¨ße dar. Die Angaben
beziehen sich auf quadratische Bilder gleicher Gro¨ße, die I×I vielen Pixeln entspricht.
Der Speicherbedarf wird als der zusa¨tzlich zu den Bilddaten no¨tige Bedarf von
Speicher verstanden, der zur Berechnung der Distanz und der zugeho¨rigen Verformung
verwendet wird. Der Speicherbedarf fu¨r die Bilddaten ist bei jedem Verfahren gleich
und ist linear abha¨ngig von der Bildgro¨ße O(I2).
Der beno¨tigte Speicherbedarf fu¨r die euklidische Distanz sowie fu¨r das ID-Verfahren
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Tabelle 5.1: Laufzeiten der Verformungsverfahren
eukl. Distanz ID P2DHM WW2DHM SA2DHM
Speicherbedarf ∗ O(1) O(1) O(I2) O(I3 9I) O(I2B) O(I2)
Laufzeit O(I2) O(I2) O(I4) O(I3 9I) O(I2B) O(I2 T )
I = J = X = Y, Beamsize B, Iterationen T
∗zusa¨tzlicher Bedarf zu den Bilddaten
ist konstant. Die Laufzeit beider Verfahren ist linear abha¨ngig von der Bildgro¨ße des
Testbildes, die der Pixelanzahl entspricht, da jedes Pixel des Testbildes in einer kon-
stanten Zeitspanne abgearbeitet wird. Da von quadratischen Bildern ausgegangen wird,
ko¨nnen die Laufzeiten dieser Verfahren auch quadratisch abha¨ngig von der Bildho¨he
oder der Bildbreite angegeben werden.
Die Laufzeit des P2DHM-Verfahrens ist quadratisch abha¨ngig von der Bildgro¨ße,
da die Anzahl der nach dem HMM zu vergleichenden Spalten quadratisch abha¨ngig von
der Bildbreite wa¨chst. Die Pixelvergleiche, die ebenfalls nach dem HMMmodelliert wer-
den und fu¨r jeden Spaltenvergleich no¨tig sind, wachsen ebenfalls quadratisch und sind
abha¨ngig von der Bildho¨he. Aus Abbildung 3.4 ist diese quadratische Abha¨ngigkeit von
den La¨ngen der nach dem HMM anzupassenden Signale ersichtlich. Der Speicherbedarf
des P2DHM-Verfahrens ist quadratisch abha¨ngig von der Bildho¨he oder der Bildbreite,
da der HM-Graph der Spaltenverformung vollsta¨ndig beno¨tigt wird, um die minimie-
rende Abbildung zu bestimmen. Anstatt alle Pixelabbildungen einer Spaltenabbildung
zu speichern, ko¨nnen diese Pixelabbildungen fu¨r die minimale Spaltenabbildung ein
weiteres Mal berechnet werden.
Die Laufzeit und der Speicherbedarf des WW2DHM-Verfahrens sind abha¨ngig von
der Anzahl der betrachteten Warped Wakes in einem Pixelschritt, da dieses Verfah-
ren in jedem Pixelschritt die Menge der Warped Wakes abarbeitet. Die Anzahl der
Warped Wakes einer solchen Menge ist abha¨ngig von der Bildho¨he und der Bildbreite.
Da zu jeder Position eines Warped Wakes maximal 9 Vorga¨nger existieren, dieser eine
La¨nge von I Pixel hat und sich Warped Wakes durch unterschiedlich weit auseinan-
derliegende Bru¨che an der Bildkante unterscheiden, gibt es maximal I 9I viele Warped
Wakes pro Pixelposition [Uchida & Sakoe 98]. Die Laufzeit und der Speicherbedarf des
WW2DHM-Verfahrens sind somit exponentiell abha¨ngig von der Bildho¨he. Durch die
Begrenzung der beachteten Warped Wakes in einem Pixelschritt auf die Beamsize B
Besten, die Warped Wakes, die bisher die niedrigsten Bildkosten verursachen, ist die
Laufzeit scheinbar linear abha¨ngig von der Bildgro¨ße. Der Beamsize B muss jedoch
fu¨r gro¨ßere Bilder ebenso vergro¨ßert werden, um vergleichbar gute Verformungen zu
berechnen.
Die Laufzeit des SA2DHM-Verfahrens ist linear abha¨ngig von der Bildgro¨ße und der
Anzahl der Iterationsschritte T . Die Zahl der Iterationsschritte T muss vergleichbar mit
dem Beamsize B des WW2DHM-Verfahrens an die Bildgro¨ße angepasst werden. Der
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Speicherbedarf ist linear abha¨ngig von der Bildgro¨ße, da in jedem Iterationsschritt die
derzeitig beste Warpingabbildung betrachtet wird.
5.3 Implementierung
Die Rechenzeit dieser Verfahren ist abha¨ngig von ihrer Implementierung. Der Imple-
mentierung des WW2DHM-Verfahrens wurde besondere Aufmerksamkeit geschenkt,
da dieses Verfahren im Verha¨ltnis zu den anderen hier vorgestellten Verfahren sehr
aufwa¨ndig ist. Dieses Verfahren wurde mittels dynamischer Programmierung imple-
mentiert, indem die erste Warped Wake Menge XY (1, J) initialisiert wird und jede
weitere Menge aus der vorherigen Menge generiert wird. Die Menge der Warped Wakes
eines Pixelschrittes werden in einem Array gespeichert. Auf dieses Array wird u¨ber
eine Hashfunktion, die von den Pixelpositionen eines Warped Wakes abha¨ngig ist, zu-
gegriffen, um effizient den Warped Wake von maximal 9 Gleichen zu finden, der den
geringsten Kosten entspricht. Ein Warped Wake wird in diesem Array durch seine Pi-
xelpositionen, den Abstand des Bruches am Bildrand und die bisherigen Bildkosten
beschrieben. Dabei wird die erste Pixelposition eines Warped Wakes gespeichert und
die restlichen Pixelpositionen werden durch die Differenzen der Positionen zu dem vor-
herigen Pixel beschrieben. Diese Darstellung wurde fu¨r eine effiziente Speichernutzung
gewa¨hlt. Die Initialisierung der ersten Menge von Warped Wakes gleicht durch die
Randeinschra¨nkung einem HM Modell. Der A∗-Algorithmus wird hier verwendet, um
diese Menge auf die Beamsize B besten Warped Wakes zu begrenzen. Die folgenden
Mengen von Warped Wakes werden durch die Histogramm Pruning Methode auf Be-
amsize B viele begrenzt. Ebenso gibt es die Mo¨glichkeit, die Warped Wake Mengen
von mehreren Referenzbildern gleichzeitig zu betrachten und einen Schwellwert (engl.
Threshold), der abha¨ngig von dem vorher besten Warped Wake der betrachteten Re-
ferenzbilder ist, fu¨r die Begrenzung der Anzahl der Warped Wakes zu verwenden.
Diese Beamsearch-Methode wird ebenso in der Spracherkennung zur Reduzierung
des Rechenaufwandes angewandt [Ney 01]. Implementiert wurden beide Beamsearch-
Methoden: die Begrenzung der beachteten Warped Wakes in einem Pixelschritt auf
einen fixen Beamsize B und die Variabilita¨t durch einen Threshold zum vorherigen
minimalen Warped Wake unter Beachtung mehrerer Referenzbilder.
5.4 Rechenzeit
Die Rechenzeit und die Ergebnisse der Verfahren werden an einem Beispiel dargestellt.
Abbildung 5.1 zeigt die resultierende Verformung, den erzielten Distanzwert und die
beno¨tigte Rechenzeit der Verfahren fu¨r einen Bildvergleich. Die Rechenzeit wurde so
normiert, dass der Bildvergleich durch die euklidische Distanz einer Zeiteinheit ent-
spricht.
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DP2DHM(A,B) = 12.50
Rechenzeit: 180
DWW2DHM(A,B) = 11.40
Beamsize: 5 000
Rechenzeit: 460 000
Deuk(A,B) = 26.87
Rechenzeit: 1
DID(A,B) = 5.90
Rechenzeit: 7
DSA2DHM(A,B) ≈ 6.84
Rechenzeit: 480 000
Iterationen: 3 000 000
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Abbildung 5.1: Verformungsbeispiele verschiedener Distanzverfahren
5.5 Begrenzung der Referenzdaten
Die implementierten Verformungsverfahren beno¨tigen fu¨r die Bestimmung der Distanz
zwischen zwei Bildern eine relativ hohe Rechenzeit. Die Klassifikation durch die Be-
rechnung dieser Distanzen fu¨r jedes Testbild mit allen Referenzbildern einer Daten-
sammlung kann a¨ußerst zeitintensiv sein. Eine Mo¨glichkeit, die Rechenzeit eines solchen
Klassifikationsverfahrens zu verku¨rzen, ist die Reduzierung der zur Klassifikation ver-
wendeten Referenzbilder. Durch diese einfache Methode ko¨nnen Experimente an einer
Datensammlung auf einen Bruchteil der eigentlichen Rechenzeit verku¨rzt werden. Ver-
gleicht man die so erzielten Ergebnisse, muss die verwendete Methode zur Begrenzung
der Menge der Referenzbilder beru¨cksichtigt werden.
5.5.1 Vorauswahl der Referenzbilder
Durch Verwendung einer relativ schnellen Distanzfunktion kann zu jedem Testbild eine
Vorauswahl der Referenzbilder erfolgen. Anhand dieser kann die eigentliche Klassifika-
tion durch die Anwendung eines rechenintensiveren Verfahrens erfolgen. Wird dabei die
NN-Regel verwendet, ko¨nnen die durchzufu¨hrenden Vergleiche unter Umsta¨nden wei-
ter reduziert werden, indem die Vergleiche der bis dahin besten Klasse zuru¨ckgestellt
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werden. Denkbar ist auch, die Referenzdaten in einer Baumstruktur zu verwalten und
abha¨ngig von den Distanzergebnissen der Bilder eines Vaterknotens die zugeho¨rigen
Bilder seiner So¨hne fu¨r Vergleiche zu verwenden oder auszulassen [Seidl 02].
5.5.2 Reduzierung der Referenzdaten durch Verwendung von
Prototypen
Die no¨tigen Distanzberechnungen fu¨r die Klassifikation eines Bildes ko¨nnen ebenso
durch die Verwendung von Prototypen reduziert werden, indem die Trainingsdaten auf
einen oder wenige Prototypen pro Klasse reduziert werden. Eine einfache Methode zur
Bestimmung eines Prototyps pro Klasse ist die Berechnung des Durchschnittsbildes an-
hand der Referenzbilder dieser Klasse. Diese Prototypen sind visuell a¨ußerst unscharf,
da sie keine Bildanpassungen beru¨cksichtigen und aus der U¨berlagerung vieler Referenz-
bilder entstehen. Durch die Anwendung der Verformungsmodelle zur Bestimmung der
Durchschnittsbilder werden visuell deutlich scha¨rfere Prototypen erzeugt. Die Methode
zur Bestimmung der Prototypen erfolgt nach dem in der Spracherkennung angewandten
Verfahren [Ney 01].
Durch den Expectation Maximization (EM)-Algorithmus im Cluster-Verfahren und
die Verwendung dieser scha¨rferen Durchschnittsbilder als Mittelwerte, ko¨nnen mehrere
Prototypen fu¨r eine Klasse bestimmt werden, indem die Bilder einer Klasse unterschied-
lichen Clustern zugeordnet werden und als Ergebnis jeweils ein Prototyp pro Cluster
ausgegeben wird [Ney 01].
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Kapitel 6
Datensammlungen und
Experimente
6.1 US Postal Service Datensammlung
Die US Postal Service Datensammlung (USPS-Datensammlung) besteht aus Bil-
dern handgeschriebener arabischer Ziffern. Dieser Korpus ist aus bina¨ren Bildern
der CEDAR-Datensammlung (CEDAR=Center of Excellence for Document Ana-
lysis and Recognition) entstanden [Wang & Srihari 88]. Die USPS-Daten wurden
aus diesen bina¨ren Bildern durch eine lineare Transformation der Gro¨ße erzeugt
[LeCun & Boser+ 89]. Jedes Bild stellt eine von 10 Ziffern dar und ist einer von 10
Klassen zugeordnet. Die 9 298 Bilder der Datensammlung sind in 7 291 Trainingsbil-
der und 2 007 Testbilder unterteilt. Jedes Bild ist segmentiert und hat eine Gro¨ße von
16×16 Pixel. Die Pixelwerte repra¨sentieren Grauwerte, die nach der Vorverarbeitung
der bina¨ren Bilder verwendet werden.
Die Daten entstanden durch Digitalisierung handgeschriebener Postleitzahlen von
amerikanischen Briefumschla¨gen. Fehler, die bei der Segmentierung der Ziffern gemacht
wurden, wurden u¨bernommen, da solche Fehler ebenso in der Praxis auftreten. Die
Aufgabe ist die Klassifikation der Testbilder unter Verwendung der Trainingsbilder.
Die USPS-Datensammlung ist frei erha¨ltlich1 und wird von vielen Forschungsgruppen
zum Vergleich ihrer Klassifikationssysteme verwendet.
1http://www-stat-class.stanford.edu/∼tibs/ElemStatLearn/data.html
ftp://ftp.kyb.tuebingen.mpg.de/pub/bs/data
http://www.kernel-machines.org/data.html
Abbildung 6.1: Je ein Beispielbild fu¨r jede Klasse der USPS-Datensammlung
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Tabelle 6.1: Ergebnisse fu¨r die USPS-Datensammlung
Verfahren Fehler[%]
menschliche Fehlerrate [Simard & LeCun+ 93] 2.5
[Dong & Krzyzak+ 01] 1.5
euklidische Distanz, NN-Regel 5.6
Relevanz Vektoren [Tipping 00] 5.1
Neuronales Netz (LeNet1) [LeCun & Boser+ 90] ∗3.4
invariante Support Vektoren [Scho¨lkopf & Simard+ 98] 3.0
(1) lokale Merkmale, k-NN-Regel [Keysers & Paredes+ 02] 3.0
Neuronales Netz, Boosting [Drucker & Schapire+ 93] ∗2.6
Tangentendistanz [Simard & LeCun+ 94] ∗2.5
(2) erweiterte Tangentendistanz [Keysers & Dahmen+ 00] 2.4
erweiterte Support Vektoren [Dong & Krzyzak+ 02b] 2.2
Kombination von (1) und (2) [Keysers & Paredes+ 02] 2.0
nichtlineare Verformungsmodelle diese Arbeit 2.1
∗Trainingsdaten erweitert mit maschinell erstellten Zahlen
6.1.1 Stand der Technik
Die leichte Verfu¨gbarkeit der Datensammlung und die im Verha¨ltnis zu vergleichba-
ren Datensammlungen, z.B. NIST-Korpus (NIST=National Institute of Standards and
Technology), schwierige Aufgabe, welche sich durch die ho¨heren Fehlerraten widerspie-
gelt, hat vermutlich zur Popularita¨t der USPS-Datensammlung gefu¨hrt. Unter Ver-
wendung der euklidischen Distanz und der NN-Regel wird eine Fehlerrate von 5.6%
erzielt. Bessere Ergebnisse werden durch die unterschiedlichsten Ansa¨tze fu¨r Klassifi-
kationsverfahren erreicht. Das erweiterte Tangentendistanz Verfahren erzielt eines der
besten Ergebnisse mit einer Fehlerrate von 2.4%. Die Ergebnisse werden oft mit der von
Simard [Simard & LeCun+ 93] angegebenen menschlichen Fehlerrate von 2.5% vergli-
chen. Diese ist jedoch subjektiv vom Betrachter abha¨ngig und kann daher stark variie-
ren. In dem Bericht [Dong & Krzyzak+ 01] wird eine menschliche Fehlerrate von 2.5%
angezweifelt und in Tests wurde eine durchschnittliche menschliche Fehlerrate von 1.5%
festgestellt. In Tabelle 6.1 werden weitere Ergebnisse, die durch unterschiedliche Klas-
sifikationssysteme erzielt werden, aufgefu¨hrt. Das in dieser Diplomarbeit vorgestellte
Klassifikationssystem erzielt eine Fehlerrate von 2.1%.
6.1.2 Experimente und Ergebnisse
Der Graph der Abbildung 6.2 stellt die Fehlerrate der USPS-Datensammlung abha¨ngig
von der Gewichtung einer Strafkostenfunktion dar. Diese Fehlerraten resultieren aus
der Klassifikation anhand der NN-Regel, der P2DHM-Distanz, der quadrierten euklidi-
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Abbildung 6.2: Ergebnisse mit unterschiedlichen Strafkostenfunktionen fu¨r die USPS-
Datensammlung und das P2DHM-Verfahren
Abbildung 6.3: Beispiel einer unerwu¨nschten Verformung durch das P2DHM-Verfahren
schen Pixeldistanz und den auf den Wertebereich von [0, 1] normierten Bildwerten. Die
Referenzbilder wurden durch die Shift 3×3 Methode vervielfacht. Es werden durch die
euklidische Distanz Deuk pro Testbild 100 Referenzbilder nach geringsten Distanzwer-
ten ausgewa¨hlt. Die P2DHM-Distanzwerte werden durch Verwendung der Rlen, Rlen2
und Rpen2 Strafkostenfunktionen, inklusive sowie exklusive der Strafkosten berechnet.
Die niedrigste Fehlerrate, die bei diesen Versuchen erzielt wurde, betra¨gt 3.9%. Die
relativ hohe Fehlerrate von 6.6%, die ohne zusa¨tzliche Verformungseinschra¨nkungen
einer Strafkostenfunktion erzielt wird, la¨sst sich durch zu extreme, ungewollte Bildver-
formungen erkla¨ren.
Abbildung 6.3 stellt einen Klassifikationsfehler aufgrund einer unerwu¨nschten Ver-
formung dar. Unerwu¨nscht sind Verformungen die den Distanzwert zwischen Bildern
unterschiedlicher Klassen verringern.
Fu¨r die USPS-Klassifikationsaufgabe sind die Verformungseinschra¨nkungen der vor-
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gestellten Modelle alleine unzureichend, da bessere Ergebnisse erzielt werden, wenn
keine Verformungen ermo¨glicht werden, was der euklidischen Distanz entspricht.
Durch Strafkostenfunktionen werden die mo¨glichen Verformungen zusa¨tzlich zu den
Einschra¨nkungen des Verformungsmodells beschra¨nkt. Unter Verwendung verschiede-
ner Strafkostenfunktionen konnten die Klassifikationsergebnisse verbessert werden. Bei
diesen Versuchen wurde durch die absolute StrafkostenfunktionRlen2 das beste Ergebnis
erzielt. Die Fehlerrate von 3.9% wird durch die Gewichtung α = 0.6 dieser Strafkosten-
funktion Rlen2 erzielt. Mit diesen Einstellungen wa¨chst die Strafe fu¨r die Verschiebung
eines Pixel quadratisch abha¨ngig von der Weite der Pixelverschiebungen. Abha¨ngig von
der Gewichtung der Strafkostenfunktion wird die Anzahl der mo¨glichen Verformungen
reduziert.
Die Funktionen Rlen und Rlen2 schra¨nken die Weite, die ein Pixel von seinem Ur-
sprung verschoben wird, ein. Die relative Strafkostenfunktion Rpen2 beru¨cksichtigt aus-
schließlich die Pixelnachbarn und ignoriert die absolute Weite einer Pixelverschiebung.
Im Gegensatz zu den absoluten Strafkostenfunktionen wird die Anzahl der lokalen Ver-
formungen abha¨ngig von den Abbildungen der Pixelnachbarn bestraft.
Es wurde ebenfalls eine Kombination aus den StrafkostenfunktionenRlen2 und Rpen2
untersucht. Hierfu¨r wurden die Strafkosten der Funktionen, nachdem sie einzeln ge-
wichtet worden waren, aufsummiert und die Distanzwerte inklusive der Strafkosten
berechnet. Durch diese Kombination der Strafkostenfunktionen konnte keine weitere
Reduzierung der Fehlerrate erreicht werden.
Unerwu¨nschte Verformungen ko¨nnen abha¨ngig von der Klasse des verformten Bil-
des sein. Um dies zu beru¨cksichtigen, kann eine Strafkostenfunktion abha¨ngig von der
Klasse oder dem Referenzbild gestaltet werden. Uchida und Sakoe arbeiten mit diesem
Ansatz [Uchida & Sakoe 03b].
Eine andere Mo¨glichkeit, unerwu¨nschte Verformungen zu verhindern, sind erwei-
terte Pixelmerkmale. Um solche zu erhalten, wurde das horizontale und das vertikale
Gradientenbild verwendet und ein Pixelwert als Tupel dieser Bildwerte aufgefasst. Die-
se Pixelwerte sind differenzierter als die Grauwerte, da Gradientenpixelwerte, die Werte
an benachbarten Positionen im Bild beru¨cksichtigen. Im Gegensatz zu den Grauwerten
unterscheiden sich z.B. die linken und rechten Randpixel einer dargestellten Ziffer durch
die Verwendung der Gradientenbilder sehr deutlich.
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Tabelle 6.2: USPS-Ergebnisse der Verformungsverfahren
Verfahren Fehler[%]
euklidische Distanz, NN-Regel
+ Grauwerte 5.6
+ Rahmen 3, Shift 3×3 4.8
+ Rahmen 3, SobelV, SobelH 6.3
+ Shift 3×3 5.0
WW2DHM, SobelV, SobelH, Rlen, Rahmen 3, NN-Regel
+ B=200, Beste 50 Deuk 3.8
+ drec3×3 3.2
+ B=1000 3.0
+ Beste 100 Deuk 2.7
P2DHM, Beste 100 Deuk, Rahmen 3, NN-Regel
+ Shift 3×3, Grauwerte 6.6
+ Rlen2 3.9
+ SobelV, SobelH 2.5
+ Grauwerte 2.9
+ Rotation 90° 3.1
+ SplineGradientV, SplineGradientH 3.4
+ drec3×3 4.0
+ Binomialfilter 3×3 2.7
+ Grauwerte, drec3×3 2.9
+ Grauwerte, dbin3×3 2.9
+ Grauwerte, drec5×5 2.8
+ SobelV, SobelH, drec3×3 2.7
P2DHM, Rahmen 3, SobelV, SobelH, NN-Regel 2.4
ID, Beste 100 Deuk, NN-Regel
+ Grauwerte, W=1 9.0
+ SobelV, SobelH, W=1 3.3
+ drec3×3, W=2 2.7
+ Grauwerte, drec3×3, W=2 3.6
+ Grauwerte, dbin3×3, W=2 3.7
+ Grauwerte, drec5×5, W=2 3.4
ID, SobelV, SobelH, drec3×3, NN-Regel, W=1 2.4
P2DHMD, Beste 200 Deuk, Rahmen 3
+ SobelV, SobelH, drec3×3, NN-Regel 2.3
+ Beste 500 Deuk 2.2
+ 3-NN-Regel 2.1
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Abbildung 6.4: Fehlerraten der USPS-Datensammlung durch das P2DHM-Verfahren
abha¨ngig von der Gewichtung der Gradienten- gegenu¨ber den Grauwerten
Die Fehlerrate wird durch Verwendung der Gradientenbilder deutlich verringert, oh-
ne dass die Verformungsmodelle durch Strafkostenfunktionen angepasst werden. Durch
die Verwendung von Gradientenbildern, die durch den Sobelfilter erzeugt wurden, und
des P2DHM-Verfahrens wird eine Fehlerrate von 2.4% erzielt. Es wurde untersucht, ob
die Hinzunahme der Grauwerte zu diesen Gradientenbildern eine weitere Verbesserung
der Fehlerrate mit sich bringt. Hierfu¨r wurden die Grauwerte und die Gradienten-
werte unterschiedlich gewichtet. Abbildung 6.4 stellt die Ergebnisse dieses Versuches
graphisch dar. Der Gewichtungsfaktor von 0 entspricht der alleinigen Verwendung der
Gradientenbilder und der Faktor 1 entspricht dem anderen Extrem, der alleinigen Ver-
wendung der Grauwerte. Es konnte keine Verbesserung durch die Hinzunahme der
Grauwerte erzielt werden. Durch die Gradientenbilder und die dadurch differenzierte-
ren Pixeldistanzen ist die Distanz zwischen Bildern, die nach einem Verformungsmodell
angepasst wurden, aussagekra¨ftiger.
Die durch den Sobelfilter erzeugten Gradientenbilder sind durch die Filteroperation
visuell unscharf. Genauere Gradientenbilder werden durch die Verwendung von Spline-
koeffizienten erzeugt [Ja¨hne 02, S. 344]. Diese erzielen unerwartet schlechte Fehlerraten,
ko¨nnen aber durch Filteroperationen gegla¨ttet werden. Werden diese gegla¨tteten Gra-
dientenbilder verwendet, sind die Ergebnisse vergleichbar mit denen, die auf den durch
den Sobelfilter erzeugten Gradientenbildern beruhen. Tabelle 6.2 stellt die erzielten
Fehlerraten unter Verwendung der Gradientenbilder dar.
Die Ergebnisse, die unter Verwendung der Gradientenbilder erzielt wurden, moti-
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Tabelle 6.3: Beamsearch-Ergebnisse des WW2DHM-Verfahrens fu¨r die USPS-Daten-
sammlung
Durchschnitt der aktiven
Threshold Warped Wakes Referenzen Fehler[%]
0.1 119 2 7.3
0.2 159 4 5.1
0.5 247 12 3.9
0.8 303 20 3.7
Beste 50 Deuk, Rahmen 3, SobelV, SobelH, Rpen, NN-Regel
vieren Experimente mit Bildausschnitten der Graubilder als Pixelwerten zur Bestim-
mung der Pixeldistanz, da diese die lokale Information beinhalten, die zum Teil in den
Pixelwerten der verwendeten Gradientenbilder enthalten sind. Die Pixelwerte der Bild-
ausschnitte werden einzeln gewichtet. Beispielsweise kann dies unter Beru¨cksichtigung
der in einer Trainingsphase beobachteten Varianzen geschehen.
Durch die Anwendung ungewichteter Pixeldistanzen der Grauwerte ko¨nnen mit dem
relativ einfachen ID-Verfahren gute Ergebnisse erzielt werden. Durch die zusa¨tzliche
Verwendung der Gradientenbilder und der NN-Regel wird mit dem ID-Distanzverfahren
die Fehlerrate von 2.4% erzielt.
Das WW2DHM-Verfahren hat im Vergleich zu anderen Distanzverfahren eine rela-
tiv hohe Rechenzeit. Diese wird durch die Verwendung von Beamsearch mit den Para-
metern Beamsize und Threshold begrenzt. Die Berechnung der distanzminimierenden
Verformung ist dadurch nicht mehr garantiert.
Tabelle 6.3 stellt die resultierenden Fehlerraten fu¨r verschiedene Einstellungen der
Beamsearch-Methode dar. Durch die Begrenzung der betrachteten Warped Wakes pro
Pixelschritt werden die lokal schlechtenWarpedWakes verworfen. Dabei ko¨nnen absolut
beste Warped Wakes verloren gehen.
Die Anzahl der Menge von Warped Wakes, die in einem Pixelschritt bei voller Suche
betrachtet werden mu¨ssen, ist exponentiell abha¨ngig von der Bildho¨he.
Abbildung 6.5 stellt Verformungen des WW2DHM-Verfahrens bei Anwendung ei-
nes generierten Test- und Trainingsbildes dar. Bei diesen Bildern mu¨ssen die gekreuzten
weißen Linien aufeinander abgebildet werden, damit die Distanz minimiert wird. Die
Bilder haben eine Gro¨ße von 16×16 Pixel. Die gekreuzten Linien liegen um 2 Pixelposi-
tionen nach rechts verschoben und das gesamte Testbild ist gegenu¨ber dem Referenzbild
um eine Pixelposition nach unten verschoben. Die obere der beiden dargestellten Ver-
formungen wird durch einen Beamsize von B=5000 gewonnen und das untere Verfor-
mungsergebnis wird mit einem Beamsize von B=10 000 erzielt. Zwischen diesen beiden
Einstellungen liegt der Schwellwert des Verfahrens, der eine optimale Verformung dieser
Bilder ermo¨glicht. Bei Bildern der gleiche Gro¨ße ist dieser Schwellwert von der Kom-
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Abbildung 6.5: Beispiel-Verformungen durch WW2DHMM
plexita¨t der gesuchten distanzreduzierenden Verformung abha¨ngig. Interessant ko¨nnten
Versuche mit Distanzverfahren sein, die auf anderen Na¨herungsverfahren des 2DHM-
Modells basieren, wie dem Turbo-2DHM-Verfahren [Perronnin & Dugelay+ 03].
Mit dem SA2DHM-Verfahren wurden wenige Experimente durchgefu¨hrt. Dieses
Verfahren hat den Nachteil, dass ein Distanzwert zweier Bilder nicht eindeutig von den
gewa¨hlten Iterationsschritten T abha¨ngig ist, sondern aufgrund der zufa¨llig bestimmten
Verformung um einen Wert schwankt. Somit ko¨nnen diesem Verfahren keine eindeuti-
gen Fehlerraten angegeben werden. Die schlechteste Fehlerrate, die in Experimenten mit
dem SA2DHM-Verfahren und T=10 000 Iterationsschritten erzielt wurde, betra¨gt 3.0%.
Die durch dieses Verfahren gefundene Bildverformung ist bei gleicher Rechenzeit (siehe
Abbildung 5.1) meistens kostenminimierender, als die durch das WW2DHM-Verfahren
bestimmte Verformung. Interessant ko¨nnte eine Erweiterung dieses Verfahrens sein,
das die Verschiebung von Bildblo¨cken statistisch abha¨ngig von den letzten erfolgrei-
chen Verformungen durchfu¨hrt und somit konstant einen Distanzwert fu¨r denselben
Bildvergleich berechnet.
In dieser Diplomarbeit wurden verschiedene Experimente mit erlernten Prototy-
pen durchgefu¨hrt. Abbildung 6.6 stellt jeweils ein Durchschnittsbild einer Klasse der
USPS-Trainingsbilder dar. Abbildung 6.7 stellt die nach dem IDM erlernten Prototypen
dar. Diese wurden durch die Verwendung der Durchschnittsbilder erzeugt, indem ein
Durchschnittsbild zu den der Klasse nach zugeho¨rigen Trainingsbildern angepasst wur-
de. Dann wurde die Summe, der nach den Warpingabbildungen zugeho¨rigen Pixelwerte
der Trainingsbilder, durch die Anzahl der im Durchschnittsbild verwendeten Positionen
gemittelt. Dieser Ablauf kann mit den erstellten Prototypen wiederholt werden, bis die-
se sich nicht mehr vera¨ndern oder eine maximale Anzahl von Durchla¨ufen erreicht wird.
In Abbildung 6.8 werden die nach dem IDM erlernten Prototypen der Gradientenbilder
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Abbildung 6.6: Durchschnittsbilder der USPS-Trainingsdaten
Abbildung 6.7: Beispiel fu¨r nach dem IDM bestimmte USPS-Prototypen
Abbildung 6.8: Beispiel fu¨r nach dem IDM bestimmte USPS-Prototypen von Gradien-
tenbildern
Abbildung 6.9: Bildresultate des EM-Cluster-Algorithmus durch Verwendung des IDM
dargestellt. Die nach diesem Verfahren erstellten Prototypen wurden als Mittelwerte
fu¨r das Cluster-Verfahren durch Mischverteilungen verwendet [Gu¨ld 00]. Abbildung 6.9
stellt eine erzielte Menge von Prototypen dar. Diese verschiedenen Prototypen wurden
fu¨r Experimente verwendet, deren Ergebnisse in Tabelle 6.5 dargestellt sind.
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Tabelle 6.5: USPS-Ergebnisse unter Verwendung von Prototypen
Fehler[%]
Verfahren Grauwerte Gradienten
Durchschnitt 1-Prototyp EM-Prototypen 1-Prototyp
eukl. Distanz, NN-Regel 18.6 26.1 12.8 30.6
ID, NN-Regel 25.8 7.6 4.5 7.3
HM, NN-Regel 27.0 6.8 4.6 7.2
HM, drec3×3, NN-Regel 21.9 7.6 4.8 7.6
HMD, NN-Regel 37.4 7.7 3.9 6.8
HMD, drec3×3, NN-Regel 25.3 4.9 3.1 4.4
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6.2 UCI-Datensammlung
Die University of California, Irvine Datensammlung (UCI-Datensammlung) handge-
schriebener arabischer Ziffern beinhaltet Bilder, die jeweils eine von 10 Ziffern darstellen
und einer von 10 Klassen zugeordnet sind. Die Bilder haben eine Gro¨ße von 8×8 Pixel
und ein Pixelwert steht fu¨r einen von 16 Grauwerten. Der Korpus, der frei erha¨ltlich
ist 2, wird in 1 797 Test- und 3 823 Trainingsbilder unterteilt.
6.2.1 Stand der Technik
Ein Klassifikationssystem, das auf der euklidischen Distanz und der NN-Regel be-
ruht, erzielt eine Fehlerrate von 2.0%. In einer aktuellen Vero¨ffentlichung wird eine
Fehlerrate von 1.5% durch die Anwendung eines PCA-Mixture Modells angegeben
[Kim & Kim+ 02]. Die niedrigste Fehlerrate, die in Experimenten mit den vorgestellten
nichtlinearen Verformungsmodellen erzielt wurde, betra¨gt 0.8%.
6.2.2 Experimente und Ergebnisse
Die Experimente mit der UCI-Datensammlung handgeschriebener Ziffern orientierten
sich an den Erfahrungen, die mit der USPS-Datensammlung gemacht wurden. Es zeigte
sich, dass die Ergebnisse von der Auflo¨sung der Bilder abha¨ngig sind. Der Graph in
Abbildung 6.12 stellt die erzielten Fehlerraten des P2DHM-Verfahrens abha¨ngig von der
Auflo¨sung der Bilder dar. Die starke Abha¨ngigkeit der Fehlerrate von der Bildauflo¨sung
verdeutlicht, dass die Parameter der beschriebenen Verfahren an diese angepasst werden
mu¨ssen.
Fu¨r die Interpolation der Pixelzwischenwerte zur Erho¨hung der Auflo¨sung wur-
de das lineare Interpolationsverfahren und die Interpolation durch Splines verwendet.
Diese Berechnung von Zwischenwerten fu¨hrte zu einer deutlichen Verbesserung der Er-
gebnisse, wobei sich die Interpolation durch Splines, im Vergleich zur linearen Interpo-
lation, besonders bewa¨hrte. Abbildung 6.11 stellt ein Beispielbild in unterschiedlichen
Auflo¨sungen, die anhand dieser beiden Verfahren berechnet wurden, dar. Tabelle 6.7
beschreibt die erzielten Fehlerraten mit den verwendeten Einstellungen des Klassifika-
tionssystems.
Die Fehlerrate von 0.8% wird durch das ID-Verfahren erzielt, wenn die Auflo¨sung,
der UCI-Bilder nach Anwendung einer Interpolation durch Splines, verdoppelt wird.
2ftp://ftp.ics.uci.edu/pub/machine-learning-databases/optdigits
Abbildung 6.10: Je ein Beispielbild fu¨r jede Klasse der UCI-Datensammlung
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Abbildung 6.11: UCI-Ergebnisse mit unterschiedlichen Auflo¨sungen fu¨r das P2DHM-
Verfahren
lineare Interpolation
10×10 14×14 18×1816×1612×128×8
Interpolation durch Splines
Abbildung 6.12: Beispiel fu¨r Ergebnisse von Interpolationsverfahren
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Tabelle 6.7: Ergebnisse fu¨r die UCI-Datensammlung
Verfahren Fehler[%]
PCA-Mixture Modells [Kim & Kim+ 02] 1.5
euklidische Distanz, NN-Regel diese Arbeit
+ Grauwerte 2.0
+ Rahmen 3, Shift 3×3 1.8
+ SobelV, SobelH, Rahmen 3 1.8
+ Shift 3×3 1.4
P2DHM, Beste 100 Deuk, NN-Regel
+ Rahmen 3, Grauwerte 8.0
+ drec3×3 1.6
+ dbin3×3 2.0
+ Rahmen 3, SobelV, SobelH 3.0
+ drec3×3 1.7
+ dbin3×3 1.6
ID, Beste 100 Deuk, NN-Regel
+ Rahmen 3, Grauwerte, W=1 13.2
+ drec3×3, W=1 1.5
+ dbin3×3, W=1 1.5
+ Rahmen 3, SobelV, SobelH, W=1 2.1
+ drec3×3, W=1 1.3
+ dbin3×3, W=1 1.5
Auflo¨sung 16×16 durch Splines interpoliert
+ Rahmen 3, SobelV, SobelH, NN-Regel
+ Beste 100 Deuk
+ P2DHM 1.2
+ drec3×3 1.1
+ P2DHMD 1.1
+ ID, drec3×3, W=2 1.0
+ ID, drec3×3, W=2 0.8
+ P2DHMD, Beste 100 Deuk, drec3×3 0.8
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6.3 CEDAR-Datensammlung
Die Center of Excellence for Document Analysis and Recognition Datensammlung
(CEDAR-Datensammlung) handgeschriebener arabischer Ziffern beinhaltet Bilder, die
jeweils eine von 10 Ziffern darstellen und einer von 10 Klassen zugeordnet sind. Der
CEDAR-Korpus wurde modifiziert [Hinton & Dayan+ 97]. Diese Modified CEDAR-
Datensammlung (MCEDAR-Datensammlung) beinhaltet 13 711 Bilder mit der Gro¨ße
von 8×8 Pixel. Diese Bilder sind in 11 000 Trainingsbilder und 2 711 Testbilder unter-
teilt. Abbildung 6.13 stellt jeweils ein Bild pro Klasse des MCEDAR-Korpus dar.
6.3.1 Stand der Technik
Tabelle 6.8 stellt die Fehlerraten unterschiedlicher Klassifikationssysteme unter Ver-
wendung der MCEDAR-Datensammlung dar. Die niedrigste Fehlerrate, die von einer
externen Forschungseinrichtung bekannt ist, betra¨gt 4.6%.
6.3.2 Experimente und Ergebnisse
Nach den Erfahrungen durch Experimente mit unterschiedlicher Bildauflo¨sungen am
UCI-Korpus wurde die Auflo¨sung der Bilder dieses Korpus verdoppelt. Die durch-
gefu¨hrten Versuche und die resultierenden Ergebnisse sind in Tabelle 6.9 aufgefu¨hrt.
Die Ergebnisse besta¨tigen die bei der UCI-Datensammlung gemachten Erfahrungen,
dass die Fehlerrate und damit die Gu¨te der vorgestellten Distanzverfahren, abha¨ngig
von der Detailauflo¨sung eines Bildes im Verha¨ltnis zur Gro¨ße des fu¨r die Pixeldistanz-
berechnung verwendeten Bildausschnitts ist.
Abbildung 6.13: Je ein Beispielbild fu¨r jede Klasse der MCEDAR-Datensammlung
Tabelle 6.8: Ergebnisse der MCEDAR-Datensammlung
Verfahren Fehler[%]
PCA [Hinton & Dayan+ 97] 4.9
Factor analysis [Hinton & Dayan+ 97] 4.7
Bayes’sches PCA Modell [Bishop & Winn 00] 4.8
Probabilistic PCA [Tipping & Bishop 99] 4.6
lokale Merkmale RWTH i6 4.3
nichtlineare Verformungsmodelle diese Arbeit 3.6
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Tabelle 6.9: MCEDAR-Ergebnisse der Verformungsverfahren
Verfahren Fehler[%]
euklidische Distanz, NN-Regel
+ Grauwerte 5.7
+ Rahmen 3, Shift 3×3 5.4
+ Rahmen 3, SobelV, SobelH 5.9
+ Shift 3×3 5.5
Auflo¨sung 16×16 durch Splines interpoliert
+ Rahmen 3, SobelV, SobelH, NN-Regel
+ Beste 100 Deuk
+ P2DHM 4.0
+ ID, drec3×3, W = 2 3.9
+ P2DHMD 3.8
+ ID, drec3×3, W = 2 3.6
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6.4 MNIST-Datensammlung
Die National Institute of Standards and Technology Datensammlung (NIST-Daten-
sammlung) handgeschriebener arabischer Ziffern ist der Ursprung fu¨r die Modified
NIST-Datensammlung (MNIST-Datensammlung). Ein Auszug der Test- und Trainings-
bilder wurde neu in Test- und Trainingsdaten unterteilt. Die MNIST-Datensammlung
beinhaltet Bilder, die eine von 10 Ziffern darstellen und die einer von 10 Klassen zu-
geordnet sind. Die Bilder sind auf eine Gro¨ße von 20×20 Pixel segmentiert. Durch das
gewa¨hlte Verfahren zur Normalisierung der Bildgro¨ße nehmen die urspru¨nglich bina¨ren
Pixelwerte einen Grauwert an. Die Bilder wurden durch einen Rahmen auf 28×28 Pixel
vergro¨ßert und jedes Bild wurde so verschoben, dass der Massepunkt der Pixel in der
Mitte des Bildes liegt [LeCun & Bottou+ 98]. Die MNIST-Datensammlung besteht aus
60 000 Trainingsbildern und 10 000 Testbildern.
Die Trainingsdaten fu¨r NIST wurden von ca. 500 Bu¨roangestellten gewonnen, wo-
hingegen die Testbilder von Schu¨lern stammen. Die Test- und Trainingsdaten sind
unterschiedlich schwierig zu klassifizierende Daten. Dadurch wird das Training fu¨r ein
Klassifikationssystem erschwert. Die MNIST-Datensammlung wurde konstruiert, um
dieses Problem zu beheben und ist frei erha¨ltlich3.
6.4.1 Stand der Technik
Ein Klassifikationssystem, das auf der euklidischen Distanz und der NN-Regel beruht,
erzielt auf den weiterverarbeiteten 28×28 Pixel goßen Bildern eine Fehlerrate von 3.1%.
Eines der besten Ergebnisse ist die Fehlerrate von 0.6%, die durch ein Verfahren,
welches die Umrisse der Ziffern verwendet, erzielt wird. Dieses Verfahren verwendet
die k-NN-Regel mit den k=3 na¨chsten Nachbarn und klassifiziert so 63 Bilder falsch
[Belongie & Malik+ 02]. Das in dieser Arbeit pra¨sentierte Klassifikationsystem macht
unter Verwendung der 3-NN-Regel 58 Fehler. In der Tabelle sind weitere Ergebnisse
unterschiedlicher Klassifikationsverfahren dargestellt.
6.4.2 Experimente und Ergebnisse
Tabelle 6.11 stellt die Fehlerraten, die in den durchgefu¨hrten Versuchen erzielt wur-
den, dar. Obwohl die Gro¨ßen der MNIST-Bilder sich von den Bildgro¨ßen der vorher
verwendeten Datensammlungen unterscheiden, konnten mit denselben Parametern, fu¨r
die verwendeten Distanzverfahren, diese guten Ergebnisse erzielt werden.
3http://yann.lecun.com/exdb/mnist
Abbildung 6.14: Je ein Beispielbild fu¨r jede Klasse der MNIST-Datensammlung
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Tabelle 6.10: Ergebnisse fu¨r die MNIST-Datensammlung
Verfahren Fehler[%]
menschliche Fehlerrate [Simard & LeCun+ 93] 0.2
Vorverarbeitung, eukl. Distanz, k-NN-Regel [LeCun & Bottou+ 98] 2.4
Neuronales Netz (LeNet1) 16×16 [LeCun & Bottou+ 98] 1.7
mod. quadr. Diskriminantenfunktion [Dong & Krzyzak+ 99] 1.5
Tangentendistanz [Simard & LeCun+ 93] 1.1
erweiterte Tangentendistanz [Keysers & Dahmen+ 00] 1.0
invariante Support-Vektoren [Scho¨lkopf & Simard+ 98] 0.8
Boosting, Neuronales Netz (LeNet4) [LeCun & Bottou+ 98] 0.7
Shape Matching, 3-NN-Regel [Belongie & Malik+ 02] 0.6
nichtlineare Verformungsmodelle diese Arbeit 0.6
Tabelle 6.11: MNIST-Ergebnisse der Verformungsverfahren
Verfahren Fehler[%]
20×20 28×28
euklidische Distanz, NN-Regel 3.5 3.1
Beste 100 Deuk, NN-Regel
+ ID, drec3×3, W = 2/3 1.5 1.2
+ SobelV, SobelH, W=2 0.9 0.9
ID, Beste 500 Deuk, SobelV, SobelH, drec3×3, W=2 0.8 0.7
+ 3-NN-Regel 0.7 0.6
ID, Beste 1000 Deuk, SobelV, SobelH, drec3×3, W=2 – 0.7
+ 3-NN-Regel – 0.6
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6.5 Siemens-Datensammlung
Die Siemens-Daten wurde dem Lehrstuhl fu¨r Informatik VI der RWTH von der Siemens
Dematic AG zur Verfu¨gung gestellt. Es handelt sich um zwei Datensammlungen. Die
SiOI-Datensammlung besteht aus Bildern, die jeweils eine von zehn arabischen hand-
geschriebenen Ziffern darstellen. Die Bilder werden in 13 Klassen unterteilt, da Bilder,
die die Ziffern ”1“, ”7“ und ”0“ darstellen, jeweils in zwei Klassen unterteilt werden, die
fu¨r unterschiedliche Schreibformen der Ziffern stehen. Die Bilder sind nicht quadratisch
und unterschiedlich groß. Das Bild mit der geringsten Dimension aus den Daten hat
eine Gro¨ße von 3×11 Pixel. Die ho¨chste Bilddimension in diesem Korpus besitzt ein
Bild der Gro¨ße von 110×127 Pixel. Die Pixelwerte der Bilder sind bina¨r. Die Daten
werden in 26 000 Trainings- und 6 500 Testbilder unterteilt. Die SiFF-Datensammlung
ist aus der SiOI-Datensammlung entstanden. Die Bilder wurden weiterverarbeitet, seg-
mentiert und normalisiert. Diese Bilder sind quadratisch und haben eine Bildgro¨ße von
16×16 Pixel. Es werden 256 Pixelwerte, die Grauwerte repra¨sentieren, unterschieden.
Die Abbildungen 6.15 und 6.16 stellen zugeho¨rige Bilder aus der SiOI- und der SiFF-
Datensammlung dar.
6.5.1 Stand der Technik
Fu¨r diese Datensammlungen gibt es keine vero¨ffentlichten Fehlerraten. Tabelle 6.12
stellt neben den durch das vorgestellte Klassifikationsystem erzielten Ergebnisse auch
Resultate durch die Verwendung der Tangentendistanz dar. Die niedrigste Fehlerrate,
die beim 13-Klassen-Problem erzielt werden konnte, betra¨gt 1.2% und die zugeho¨rige
Fehlerrate bei einer Reduzierung auf 10 Klassen, eine Klasse pro Ziffer, betra¨gt 1.0%.
6.5.2 Experimente und Ergebnisse
Tabelle 6.12 stellt die Ergebnisse der durchgefu¨hrten Experimente dar. Die angegebenen
Fehlerraten sind fu¨r das13-Klassen-Problem berechnet worden.
Abbildung 6.15: Je ein Beispielbild fu¨r jede Klasse der SiOI-Datensammlung
Abbildung 6.16: Je ein Beispielbild fu¨r jede Klasse der SiFF-Datensammlung
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Tabelle 6.12: SiOI- und SiFF-Ergebnisse der Verformungsverfahren
Verfahren Fehler[%]
SiOI SiFF
euklidische Distanz, NN-Regel 11.2 2.5
Tangentendistanz RWTH i6 6.6 1.8
P2DHM, Rahmen 3, Beste 100 Deuk, NN-Regel 7.7 4.1
+ Rpen2 4.8 2.3
+ SobelV, SobelH 2.7 1.5
+ drec3×3 – 1.6
ID, Rahmen 3, Beste 100 Deuk, NN-Regel, W=1 – 4.5
+ drec3×3, W=1 – 1.4
+ SobelV, SobelH, W=2 – 1.7
+ drec3×3, W=2 – 1.3
ID, Rahmen 3, Beste 500 Deuk, NN-Regel, W=2 – 1.2
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6.6 ETL6A-Datensammlung
Die Electrotechnical Laboratory Datensammlung (ETL-Datensammlung) von Zeichen
wurde vom National Institute of Advanced Industrial Science and Technology, Japan
erstellt. Die Datensammlung beinhaltet ca. 1.2 Millionen Bilder von handgeschriebenen
und maschinell erstellten Zeichen. Es sind japanische, chinesische, lateinischen Zeichen
und arabische Ziffern. Die ETL-Datensammlung, die zu Forschungszwecken frei erha¨lt-
lich ist4, ist in weitere Datensammlungen unterteilt. Eine dieser Datensammlungen ist
der ETL6-Korpus.
Die erfassten Zeichen dieses Korpus werden in Abbildung 6.17 dargestellt. Der
ETL6A-Korpus ist eine weitere Teilmenge und beinhaltet ausschließlich die lateinischen
Zeichen. Dieser Korpus besteht aus 35 958 Bildern, die eines von 26 groß geschriebenen
lateinischen Zeichen darstellen und einer von 26 Klassen angeho¨ren. Diese Bilder haben
eine Gro¨ße von 64×63 Pixel und die 16 Pixelwerte repra¨sentieren Grauwerte. Nach den
in [Uchida & Sakoe 03b] gemachten Angaben werden die ersten 600 Bilder einer Klasse
des Korpus als Trainingsdaten verwendet und die weiteren 500 Bilder einer Klasse als
Testdaten. Somit besteht die fu¨r die Experimente verwendete ETL6A-Datensammlung
aus 13 000 Test- und 15 600 Trainingsbildern.
4http://www.is.aist.go.jp/etlcdb
Abbildung 6.17: Je ein Beispielbild fu¨r jede Klasse der ETL6-Datensammlung
Abbildung 6.18: Je ein Beispielbild fu¨r jede Klasse der ETL6A-Datensammlung
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Tabelle 6.14: Ergebnisse fu¨r die ETL6A-Datensammlung
Verfahren Fehler[%]
Vorverarbeitung, eukl. Distanz, NN-Regel [Uchida & Sakoe 03b] 1.9
abschnittsweise lineares WW2DHM 0.9
Eigen-Deformationen 0.8
ID, W=2 [Uchida & Sakoe 02] 0.9
ID, W=5, Eigen-Deformationen 0.6
Eigen-Deformationen [Uchida & Sakoe 03a] 0.5
eukl. Distanz, NN-Regel diese Arbeit 4.5
Beste 100 Deuk, SobelV, SobelH, NN-Regel
+ P2DHM 1.2
+ P2DHMD, drec3×3 0.8
+ ID, drec3×3, W=2 0.8
+ Beste 1000 Deuk, W=2 0.6
+ 3-NN-Regel 0.5
Bilder linear auf 16×16 Pixel skaliert
6.6.1 Stand der Technik
Fu¨r diese ETL6A-Datensammlung sind externe Vergleichsergebnisse anderer Distanz-
verformungsverfahren bekannt[Uchida & Sakoe 02, Uchida & Sakoe 03b]. Diese Ergeb-
nisse motivierten die Versuche mit dieser Datensammlung, um die unterschiedlichen
Klassifikationssysteme, die auf Verformungsverfahren beruhen, zu vergleichen. Das ex-
terne Klassifikationssystem verwendet die Trainingsdaten zur Erzeugung der fu¨r die
Klassifikation verwendeten Referenzdaten mit gelernten Verformungseinschra¨nkungen
und erzielt so die Fehlerrate von 0.5%. Diese Fehlerrate konnte mit dem in dieser Arbeit
pra¨sentierten Klassifikationssystem ebenfalls erzielt werden.
6.6.2 Experimente und Ergebnisse
Die Bilder des ETL6A-Korpus wurden mit dem linearen Interpolationsverfahren auf
16×16 Pixel große Bilder skaliert. Das Ergebnis nach [Uchida & Sakoe 02] wurde
ebenso mit kleiner skalierten und zusa¨tzlich weiter verarbeiteten Bildern erzielt. In
[Uchida & Sakoe 03b] wird auf [Mori & Yamamoto 84] referenziert, fu¨r die Beschrei-
bung zur Gewinnung der verwendeten 4-dimensionalen Pixelmerkmale, die eine Rich-
tung angeben.
Es wurde in den Versuchen durch die euklidische Distanz eine Vorauswahl der Trai-
ningsbilder pro Testbild getroffen und die so bestimmten Referenzbilder fu¨r die ei-
gentlichen Distanzberechnungen verwendet. Tabelle 6.14 stellt die erzielten Ergebnisse
unterschiedlicher Verformungsverfahren dar.
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6.7 IRMA-Datensammlung
Die Image Retrieval in Medical Applications Datensammlung (IRMA-Datensammlung)
besteht aus digitalisierten Ro¨ntgenbildern. Die Bilder stammen aus einem Projekt der
RWTH Aachen. Das Projektziel ist eine inhaltsbasierte Suche fu¨r medizinische Daten.
Die IRMA-Datensammlung wird in die sechs Klassen Abdomen, Gliedmaßen, weibliche
Brust, Scha¨del, Thorax und Wirbelsa¨ule unterteilt. Abbildung 6.19 zeigt Beispielbilder
des Korpus. In Abbildung 6.20 sind 6 Beispielbilder der Klasse ”Thorax“dargestellt, die
die Schwierigkeit der Klassifikationsaufgabe verdeutlichen sollen. Die Daten entstanden
aus Ro¨ntgenbildern, die nachtra¨glich digitalisiert wurden. Das Bild mit der geringsten
Dimension aus den Daten hat eine Gro¨ße von 142×233 Pixel. Die ho¨chste Bilddimension
in diesem Korpus hat ein Bild der Gro¨ße von 4 928×4 008 Pixel. Die 256 Pixelwerte der
Bilder repra¨sentieren die Grauwerte. Die Datensammlung besteht aus 1 617 Bildern,
welche nicht in Test- und Trainingsbilder unterschieden werden. Die Ergebnisse werden
durch das ”Leaving One Out“-Verfahren erzielt.
6.7.1 Stand der Technik
Die Klassifikationsaufgabe der IRMA-Datensammlung ist zur Zeit ein schwieriges Pro-
blem. Dies verdeutlichen die in Tabelle 6.15 dargestellten Klassifikationsergebnisse. Das
beste Ergebnis, die Fehlerrate von 8.0%, wird am Lehrstuhl fu¨r Informatik VI der RW-
TH erzielt. Durch die Verwendung des P2DHMD-Modells zur Gestaltung der vorge-
stellten Distanzfunktion wird die Fehlerrate von 5.9% erzielt.
Abbildung 6.19: Beispielbild fu¨r jede Klasse der IRMA-Datensammlung
Abbildung 6.20: IRMA-Beispielbilder der Klasse ”Thorax“
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6.7.2 Experimente und Ergebnisse
Die Bilder der IRMA-Datensammlung wurden alle auf eine Bildho¨he von 32 Pixel
skaliert, wobei das Seitenverha¨ltnis der Bilder erhalten wurde. Desweiteren wurde je-
des Bild auf den maximalen Grauwertbereich normiert. Tabelle 6.16 stellt die erziel-
ten Fehlerraten der Verformungsverfahren dar. Durch die Anwendung des Threshold-
Parameters fu¨r die Pixeldistanzen konnten die Ergebnisse deutlich verbessert wer-
den [Keysers 00]. Abbildung 6.21 stellt die erzielten Fehlerraten abha¨ngig von dem
Threshold-Parameter dar.
Tabelle 6.15: Ergebnisse fu¨r die IRMA-Datensammlung
Verfahren Fehler[%]
Aktive Konturmodelle [Bredno & Brandt+ 00] 51.1
Cooccurrence Matrizen [Theiner 00] 29.0
Lokale Merkmale, Thresholding [Paredes & Keysers+ 02] 9.7
RWTH i6: eukl. Distanz, NN-Regel, nicht quadratisch 15.8
Kernel Densities 14.0
+ Thresholding 11.2
+ IDM 9.0
+ Tangentenvektoren 8.0
nichtlineare Verformungsmodelle diese Arbeit 5.9
Tabelle 6.16: IRMA-Ergebnisse der Verformungsverfahren
Verfahren Fehler[%]
Bildgro¨ße auf 32×32 Pixel skaliert
+ euklidische Distanz, NN-Regel 18.3
+ P2DHM, Rpen2 , NN-Regel 13.8
+ SobelV, SobelH 12.0
Bildgro¨ße auf x×32 Pixel skaliert
+ P2DHM, Rpen2 , NN Regel 9.2
+ P2DHMD, Beste 100 Deuk, SobelV, SobelH, NN-Regel, Thresholding 5.9
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Abbildung 6.21: Fehlerraten der IRMA-Datensammlung durch nichtlineare Verfor-
mungsverfahren abha¨ngig von dem Threshhold-Parameter
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6.8 WANG-Datensammlung
Die WANG-Datensammlung ist nach ihrem Ersteller benannt, dieser forscht auf dem
Gebiet der automatischen Bildsuche [Li & Wang 03]. Der WANG-Korpus ist frei erha¨lt-
lich5 und ist eine Teilmenge der COREL-Datensammlung. Die WANG-Datensammlung
besteht aus Fotografien verschiedener Szenen, welche in 10 Klassen unterteilt werden.
Abbildung 6.22 stellt jeweils ein Beispielbild einer Klasse dar. Die 1 000 Bilder der Da-
tensammlung haben eine Gro¨ße von 256×384 oder 384×256 Pixel. Die Bilder sind nicht
in Trainings- und Testdaten unterteilt.
6.8.1 Stand der Technik
In dem Bericht [Wang & Li+ 01] wird die Datensammlung als Eingabe eines Bild-
suchsystems verwendet, welches zu jeweils einem Bild 100 Bilder aus der COREL-
Datensammlung heraussucht. Die Bewertung der erzielten Resultate unterscheidet
sich von einer Bewertung durch die Fehlerrate. Aufgrund der Gro¨ße der COREL-
Datensammlung (200 000 Bilder) und dem damit verbundenen Zeitaufwand zur Be-
stimmung vergleichbarer Ergebnisse wurden keine vergleichbaren Experimente durch-
gefu¨hrt. Stattdessen wurden fu¨r einige der vorgestellten Distanzverfahren die Fehlerra-
5http://wang.ist.psu.edu/
Abbildung 6.22: Je ein Beispielbild fu¨r jede Klasse der WANG-Datensammlung
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Tabelle 6.17: Ergebnisse fu¨r die WANG-Datensammlung
Verfahren Fehler[%]
verschiedene Bildmerkmale RWTH i6, [Deselaers 03] 21.8
linear auf 64×64 Pixel skaliert diese Arbeit
+ P2DHM, NN-Regel 26.8
linear auf 32×32 Pixel skaliert
+ euklidische Distanz, NN-Regel 50.0
+ ID, drec5×5, W=4 29.9
+ ID, drec3×3, W=4 26.2
+ Pixelthreshold 22.1
ten nach der ”Leaving One Out“-Methode bestimmt. Werden die RGB-Werte, der auf
64×64 Pixel skalierten Bilder, als Merkmale verwendet, erzielt die euklidische Distanz
nach der NN-Regel eine Fehlerrate von 50%. Diese Fehlerrate konnte durch Anwendung
einer P2DHM-Distanzfunktion im ersten Versuch auf 26.8% gesenkt werden.
6.8.2 Experimente und Ergebnisse
Einige Versuche wurden mit 64×64 Pixel großen Graubildern anstatt der Farbbilder
durchgefu¨hrt, die so erzielten Ergebnisse fielen jedoch schlechter aus. Danach wurden
ausschließlich die RGB-Werte fu¨r weitere Experimente verwendet. In diesen Versuchen
wurden Bilder mit einer Gro¨ße von 32×32 Pixel verwendet. Tabelle 6.17 stellt die
gewonnenen Ergebnisse dar.
Kapitel 7
Zusammenfassung und Ausblick
In dieser Arbeit wurde eine auf nichtlinearen Verformungen basierende Distanzfunktion
vorgestellt und untersucht. Das Ziel war die Modellierung einer Distanzfunktion, die
invariant gegenu¨ber klassenerhaltenden Transformationen eines Bildes ist und somit
die Gestaltung einer geeigneten Entscheidungsfunktion fu¨r ein Klassifikationssystem
ermo¨glicht. Es wurde eine allgemeine Definition fu¨r eine auf nichtlinearen Verformun-
gen basierende Distanzfunktion gegeben. Diese ist abha¨ngig von der Modellierung der
zula¨ssigen Verformungen. Es wurden verschiedene nichtlineare Verformungsmodelle mit
ihren Verformungseinschra¨nkungen vorgestellt und zur Durchfu¨hrung von Experimen-
ten implementiert. Bis auf das IDM beruhen die pra¨sentierten Modelle auf dem HMM.
Dieses nichtlineare Verformungsmodell wird unter anderem erfolgreich in der Spracher-
kennung zur Anpassung eines Signals verwendet.
Die gewonnenen Fehlerraten auf den zur Klassifikation benutzten Datensammlungen
ru¨ckten durch die Verwendung der durch den Sobelfilter erzeugten vertikalen und hori-
zontalen Gradientenbildern in den Bereich der besten, von anderen Forschungsgruppen
erzeilten Ergebnisse. Hierdurch wurden Experimente mit weniger Fehlerhaften Gradi-
entenbildern durch Splinekoeffizienten motiviert. Die durchgefu¨hrten Versuche zeigten,
dass diese Gradientenbilder erst durch eine Gla¨ttung zu vergleichbar guten Ergebnis-
sen, wie die durch den Sobelfilter erzeugten Merkmale, fu¨hren. Die Verwendung der
Gradientenbilder la¨sst sich als Beru¨cksichtigung der lokalen Kontextinformationen ei-
nes Pixels zur Pixeldistanzbestimmung verstehen. Dies motivierte Experimente mit
Pixeldistanzen, die auf Bildausschnitten, deren Zentrum die zu vergleichenden Pixel
sind, beruhen. Solche Pixeldistanzen schra¨nken eine kostenminimierende Bildverfor-
mung zusa¨tzlich ein und es wurden daher Versuche mit dem IDM gemacht, um zu te-
sten, ob diese Pixeldistanzen sich positiv auf die Resultate dieses einfachen Verfahrens
auswirken. Auf diesem Weg wurden mittels des ID-Verfahrens mit sehr gute Ergebnis-
se auf den vorgestellten Datensammlungen erzielt. Es wird ein erweitertes P2DHMM
eingefu¨hrt, das Pseudo-2DHM Distortion Modell (P2DHMD-Modell), mit dem sich die
Ergebnisse, im Vergleich zum IDM oder dem P2DHMM, weiter verbessern liessen.
Die Ergebnisse des vorgestellten Klassifikationssystems, das auf der pra¨sentierten
Distanzfunktion beruht, geho¨ren zu den niedrigsten Fehlerraten, die auf den vorge-
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Tabelle 7.1: Niedrigste vero¨ffentlichte Fehlerraten vorgestellter Datensammlungen
Korpus USPS UCI MCEDAR MNIST SiOI SiFF ETL6A IRMA WANG
Andere 2.0 1.5 4.3 0.6 6.6 1.8 0.5 8.0 21.8
diese Arbeit 2.1 0.8 3.6 0.6 2.7 1.2 0.5 5.9 22.1
stellten Datensammlungen, erzielt wurden. Tabelle 7.1 stellt die besten vero¨ffentlichten
Ergebnisse den in dieser Arbeit erzielten Fehlerraten gegenu¨ber. Genaue Angaben zu
den verwendeten Verfahren finden sich in den entsprechenden Abschnitten des Kapitels
6.
Es stehen weitere Experimente mit Verformungseinschra¨nkungen aus, die abha¨ngig
von der Klasse oder dem Referenzdatum modelliert werden. Desweiteren wa¨re eine
Erweiterung der Distanzfunktion interessant, die zur Bestimmung der idealen Pixe-
labbildungen, welche durch die Warpingabbildung beschrieben werden, mehrere Refe-
renzdaten derselben Klasse verwendet. Dadurch ko¨nnte die Mannigfaltigkeit handge-
schriebener Zeichen mo¨glicherweise besser modelliert werden. Ein mo¨glicher Wechsel
zu einem weiteren Referenzdatum zur Erkla¨rung eines Testbildes ko¨nnte in einem sol-
chen Verfahren abha¨ngig von lokalen Kontextinformationen der Referenzbilder gestal-
tet werden. Diese Warpingabbildung, die fu¨r die Erkla¨rung eines Testbildes mehrere
Referenzbilder beru¨cksichtigt, ko¨nnte das Klassifikationssystem fu¨r die Erkennung ge-
schriebener Wo¨rter erweitern, indem ein Referenzdatum ein Wort und die zugeho¨ri-
gen Buchstabengrenzen dieses Wortes beschreibt. An den Buchstabengrenzen wu¨rden
Abbildungswechselkosten fu¨r Referenzbildwechsel geringer ausfallen und das Klassifi-
kationsergebnis wa¨re die kostenminimale Warpingabbildung, die das Testbild durch
Buchstabenabschnitte der Referenzbilder erkla¨rt. Diese wortbeschreibende Abbildung
ko¨nnte zusa¨tzlich durch eine linguistische Wortwahrscheinlichkeit, die eine weitere Ko-
stenfunktion modelliert, eingeschra¨nkt werden.
Die nach der Bildvorverarbeitung verwendeten erweiterten Pixelmerkmale und die
resultierende erweiterte Pixeldistanz sind abha¨ngig von der Auflo¨sung der betrachte-
ten Bilder. Dies motiviert Experimente mit Pixeldistanzfunktionen, die sich an die
Auflo¨sung der Bilder anpassen, anstatt die Auflo¨sung der Bilder anzupassen, da durch
eine Reduzierung der Bildauflo¨sung mo¨glicherweise wichtige Merkmalsinformationen
nicht beru¨cksichtigt werden.
Diese Arbeit zeigt auf, dass das vorgestellte Bilderkennungssystem die vorgestellten
Klassifikationsprobleme im Vergleich zu anderen Verfahren erfolgreich lo¨st. Mit den
untersuchten Verfahren konnte auf allen betrachteten Datensammlungen eine zu ande-
ren Verfahren konkurrenzfa¨hige, auf einigen sogar die beste bekannte Fehlerrate erzielt
werden.
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Anhang A
Verwendete Software
Die Software, die fu¨r diese Arbeit verwendet wurde, beruht auf dem freien Betriebs-
system Linux1. Der Quelltext und die Diplomarbeit wurden mit dem GNU Emacs2
Editor erstellt und bearbeitet. Diese Diplomarbeit ist mit LATEX3 gesetzt worden und
die dargestellten Abbildungen wurden mit Xfig4 erzeugt. Die Bearbeitung der Bei-
spielbilder erfolgte durch die Programme XV5 und GIMP6. Die Graphen wurden mit
Gnuplot7 erstellt. Fu¨r kleinere Texta¨nderungen sowie die Erstellung von Skripten wur-
de der Vim8 Editor verwendet. Es wurden BASH9, Perl10, awk11 und sed12 Skripte fu¨r
sich oft wiederholende Aufgaben erstellt. Die Versionskontrolle der Quelltexte erfolgte
mittels CVS13.
Fu¨r die Implementierung der fu¨r die Experimente no¨tigen Programme wurden die
GNU Enwicklungstools14 verwendet. Die erstellte Software ist in C geschrieben und
verwendet neben den notwendigen Standardbibliotheken folgende aufgefu¨hrte Biblio-
theken fu¨r optionale Features der implementierten Programme:
– zlib15, Leseroutinen gzip-komprimierter Dateien
– GD library16, Lese- und Schreibroutinen fu¨r Bilder
– pnglib17, Unterstu¨tzung fu¨r Bilder im PNG-Format
– jpeg library18, Unterstu¨tzung fu¨r Bilder im JPEG-Format
– spline code19, Spline Interpolation von Bildwerten
– X11 library20, Darstellung der Bilddaten
1http://www.kernel.org/ 13http://www.cvshome.org/
2http://www.gnu.org/software/emacs/ 14http://gcc.gnu.org/
3http://www.latex-project.org/ 14http://www.gnu.org/software/gdb/
4http://www.xfig.org/ 14http://www.gnu.org/software/autoconf/
5http://www.trilon.com/xv/ 14http://www.gnu.org/software/automake/
6http://www.gimp.org/ 15http://www.gzip.org/zlib/
7http://www.gnuplot.info/ 16http://www.boutell.com/gd/
8http://www.vim.org/ 17http://www.libpng.org/pub/png/
9http://www.gnu.org/software/bash/ 18http://www.ijg.org/
10http://www.perl.org/ 19http://bigwww.epfl.ch/thevenaz/interpolation/
11http://www.gnu.org/software/gawk/ 20http://www.xfree86.org/
12http://www.gnu.org/software/sed/
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Anhang B
Erstellte Software
Durch die Verwendung der GNU Autotools wurde von der erstellten Software ein auf
UNIX Systemen kompilierbares Softwarepaket erzeugt. Es ist geplant, dieses Software-
paket fu¨r nicht kommerzielle Zwecke o¨ffentlich zur Verfu¨gung zu stellen. Es beinhaltet
Programme, die fu¨r die in dieser Diplomarbeit beschriebenen Experimente implemen-
tiert wurden. Im Folgenden werden die Verwendungsmo¨glichkeiten dieser Programme
und die verwendeten Datenformate beschrieben.
B.1 Datenformate
Die Bilddaten werden im i6-ASCII-File-Format gespeichert, welches hier erla¨utert
wird. Dieses Format wird am Lehrstuhl VI verwendet um mehrere Bilder und ihre
zugeho¨rige Klasse zu beschreiben. Eine Datei dieses Formats kann als Textdatei bear-
beitet werden und besteht im Textformat aus ganzen sowie reellen Zahlen. Der Header
beinhaltet die Klassenanzahl und die Dimension der Bilder. Jede weitere Zeile die-
ser Textdatei beschreibt ein Bild durch die Angabe der Klasse und der reellen Bildwerte.
<Klassenanzahl> <Bilddimension D>
<Klasse> <Bildwert 1> ... <Bildwert D>
...
Eine Erweiterung dieses Dateiformats ist das Extended-i6-ASCII-File-Format. Dieses
Format beru¨cksichtigt Bilder unterschiedlicher Gro¨ßen, indem die Bildbreite und die
Bildho¨he fu¨r jedes Bild einzeln angegeben wird.
<Klassenanzahl>
<Klasse> <Bildbreite> <Bildho¨he> <Bildwert 1> ... <Bildwert D>
...
Indem mehrere solcher Bildlisten im Extended-i6-ASCII-File-Format hintereinander
geschrieben werden, kann eine auf diese Weise erstellte Datei Bilder mit Pixelvektoren
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repra¨sentieren.
Ein weiteres Dateiformat, welches zur Gruppe der Textdateien geza¨hlt werden
kann, beinhaltet Distanzwerte von Bildern. Eine solche Distanzdatei ermo¨glicht die
Trennung der Distanzberechnung von der Entscheidungsregel. Dadurch ko¨nnen ohne
wiederholende Distanzberechnungen verschiedene Entscheidungsregeln mit unter-
schiedlichen Einstellungen erprobt werden. Die Datei beschreibt die Bildnummern
und Klassen der verglichenen Bilder gefolgt von mehreren Distanzwerten. Diese
Distanzwerte stehen z.B. fu¨r eine berechnete Distanz inklusive der Strafkosten oder
exklusive dieser Kosten. Dabei darf die Anzahl der Distanzwerte pro Bildvergleich und
somit pro Zeile der Distanzdatei nicht variieren.
# Dies ist ein Kommentar
$ Dies ist ebenso ein Kommentar
<Test Nr.> <Ref. Nr.> <Test Kl.> <Ref. Kl.> <Distanz 1> ...
...
Diese Dateiformate ermo¨glichen einfache Lesemethoden der Daten unabha¨ngig von
der Rechnerarchitektur und der damit verbundenen Byte-Ordnung. Der Nachteil
dieses Formats ist der ineffiziente Verbrauch von Speicher. Dieser kann durch die
Verwendung des gzip Programms zur Komprimierung der Daten umgangen werden.
Mit den Lesefunktionen der zlib Bibliothek ko¨nnen die derart komprimierten Daten
von den im folgenden Abschnitt vorgestellten Programmen gelesen werden.
B.2 Programme
Das images2jf Programm kann verwendet werden um aus Bildern im PNG- oder
JPEG-Format eine Liste von Bildern im i6-ASCII-File-Format zu erzeugen, indem dem
Programm eine Textdatei mit den Dateinamen der zu verwendenden Bilder u¨bergeben
wird. Diese werden so benannt, dass der Dateiname mit der Klasse des Bildes beginnt.
Usage: images2jf [OPTION...] [FILE1] [FILE2]
images2jf -- The program reads FILE1 which contains the imagefilenames,
and writes the FILE2 in jf-format.
-B, --blue Use blue image values
-E, --grey Use grey image values
-G, --green Use green image values
-R, --red Use red image values
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Das idx2jf Programm wird verwendet, um aus Bildsammlungen, die im idx-Format
(MNIST-Datensammlung) vorliegen, Bildsammlungen im i6-ASCII-File-Format zu
erzeugen.
Usage: idx2jf [OPTION...] [FILE1] [FILE2] [FILE3]
idx2jf -- A program to convert MNIST idx files.
FILE1 is the idx3 data file, FILE2 is the idx1 label file and FILE3
will be created in jf-format.
Das etlm2jf Programm wird verwendet, um aus Bildsammlungen, die im ETLM-
Format vorliegen, Bildsammlungen im i6-ASCII-File-Format zu erzeugen.
Usage: etlm2jf [OPTION...] [FILE1] [FILE2]
-d, --downscale Downscale Images to
16x16 Pixel
-v, --verbose Produce verbose output
etlm2jf -- A program to convert ETLM files.
FILE1 is the ETLM data file and FILE2 will be created in jf-format.
Das jf2jf Programm wird verwendet, um Bildsammlungen, die im i6-ASCII-File-
Format vorliegen, in eine neue Bildsammlung im i6-ASCII-File-Format umzuwandeln.
Eine weitere Anwendungsmo¨glichkeit des Programms ist die Anzeige der Bilder der
Datensammlung.
Usage: jf2jf [OPTION...] [OPTION...] [FILE1] <[FILE2]>
jf2jf -- The program reads the FILE1 in jf-format and if given creates
a new FILE2 in jf-format.
-C, --class=N Class to seperate
-I, --imglist=[FILE] Textfile with image numbers
-K, --classlist=[FILE] Textfile with class numbers
-p, --pause Wait after each image
-v, --verbose Verbose output
-x, --show Show images on X11
80 ANHANG B. ERSTELLTE SOFTWARE
Das jfpad Programm kann verwendet werden, um Padding an Bildern durch-
zufu¨hren. Dadurch ko¨nnen z.B. nicht quadratische Bilder zu quadratischen Bildern
umgeformt werden.
Usage: jfpad [OPTION...] [FILE1] [FILE2]
jfpad -- The program reads FILE1, and pads the images to write FILE2.
-b, --border=N Add border to images
-p, --value=R Paddingvalue for added pixels
-q, --quadratic Pad to quadratic images
-s, --samesize Pad each image to same size
Fu¨r die Skalierung von Bildern kann das Programm jfscale verwendet werden.
Zur Bestimmung der neuen Bildwerte kann zwischen der Interpolation durch Splines
oder der linearen Interpolation gewa¨hlt werden.
Usage: jfscale [OPTION...] [FILE1] [FILE2]
jfscale -- The program reads FILE1, scales the images and writes FILE2.
-d, --degree=N Splinedegree 2-5
-h, --height=N Destination image height
-M, --mode=bresenham|spline Choose the scale algorithm
-w, --width=N Destination image width
Das Programm jfnorm kann verwendet werden, um Bildwerte von Bildern einer
Datensammlung zu normieren.
Usage: jfnorm [OPTION...] [FILE1] [FILE2]
jfnorm -- The program reads FILE1, and norms the images to write FILE2.
-a, --all Norm all images (include imagedepth)
-e, --end=R New endgreyvalue
-g, --gamma=R Value for gammatransformation after
greyvaluenorm
-s, --start=R New startgreyvalue
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Das Programm jffilter kann verwendet werden, um Filteroperationen an Bildern
einer Datensammlung auszufu¨hren.
Usage: jffilter [OPTION...] [FILE1] [FILE2]
jffilter -- The program reads FILE1, filters the images and writes FILE2.
-F, --filter=<type> Choose the filter
-I, --filterfile=[FILE] Load filterfile
-v, --verbose Verbose output
-w, --warparound Warparound
The default filter-file is ’filterlist.fildat’
Example:
filterA 2x2
+0 -1
-1 +0
filterB 3x1
0 -1.0 0
Die Bestimmung der Splinegradienten einer Bildsammlung kann durch das Pro-
gramm jfgradient erfolgen.
Usage: jfgradient [OPTION...] [FILE1] [FILE2]
jfgradient -- The program reads FILE1, and writes gradient FILE2.
-d, --degree=N Splinedegree 2-5
Die Extraktion einzelner Bilder einer Datensammlung im i6-ASCII-File-Format
kann durch das Programm jf2png erfolgen.
Usage: jf2png [OPTION...] [FILE]
jf2png -- The program reads a jf FILE, and writes png images.
-C, --class=N Class to seperate
-E, --total=N Total number of images to save
-i, --inverse Inverse image data output
-O, --outname=[FILE... Name PNG files start with
-S, --start=N Image number to start output
-v, --verbose Verbose output
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Die Distanzberechnung durch unterschiedliche Verformungsverfahren kann durch
das Programm W2D erfolgen.
Usage: W2D [OPTION...] [FILE1] [FILE2]
W2D -- The program reads train FILE1 and test FILE2, the output are
distances.
-A, --trainstart=N First train image
-B, --beamsize=N Beamsize for distance algorithm
-C, --clustermode=N Clustermode
-D, --data=(file/image/
nullimg/sobelv/sobelh/
penalty):(abs/euc2/
euc2rec3x3/euc2rec5x5/
euc2bin3x3/euc2bin5x5/
warpsum:0.0/pen/pen2/
len/len2/penborder/
penwarp/
pixelthreshold):R
Image data type, mode and scale
factor
-E, --testtotal=N Number of test images to load
-F, --trainsave=[FILE] Save modified train data
-G, --testclass=N Class for test images
-h, --hflip Flip all images horizontal
-H, --trainclass=N Class for train images
-K, --threshold=R Threshold for distance algorithm
-L, --disdat=[FILE] Read disdat-file
-M, --modell=(WW2DHM/P2DHM/
P2DHMD/SA2DHM/IDM/NO)
Warping modell
-N, --nearest=N Nearest neighbor list size
-O, --addborder=N Add border to the images
-p, --pause Wait after each image
-Q, --normmode=N Normmode(0=all images / 1=seperate
train and test / 2=no)
-r, --rotate Rotate all images 90° right
-R, --traintotal=N Number of train images to load
-s, --shift Shift 3x3 train data
-S, --teststart=N First test image
-v, --vflip Flip all images vertical
-V, --nearestmode=N Nearest neighbor mode
-w, --write Write PNG files from images
-W, --warprange=N Set warprange
-x, --show Show images on X11
-y, --symmdis Symmetric distance
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Example:
W2D train.ejf.gz test.jf -MIDM -W2 -Dimage:euc2:1,penalty:len:0.5
Die Klassifizierung anhand von Distanzwerten erfolgt durch das Programm
classifier.
Usage: classifier [OPTION...] [FILE]
classifier -- The program read a disdat file and print the errorrate
for each column of distances.
-a, --alpha=R:R:R:... Scalefactor for variancefactor
-c, --calc Calculate average and variance for
each class
-f, --disfield=N Select the N’th distance column,
counted from 0
-k N Select the N best distances for
kNN, default 1
-m, --matrix Classified matrix
-M, --mode=kNN|KD Choose the classifier
-v, --verbose Verbose output
-V, --variance=R Variancefactor
When FILE is -, read standard input.
Example:
W2D train.jf test.jf | classifier - -f1
