Abstract: Enoyl-acyl carrier protein reductase (ENR) is a crucial enzyme in the type II fatty acid synthesis pathway of many pathogens such as Plasmodium falciparum, the etiological agent of the most severe form of malaria. Because of its essential function of fatty acid double bond reduction and the absence of a human homologue, PfENR is an interesting drug target. Although extensive knowledge of the protein structure has been gathered over the last decade, comparatively little remains known about the dynamics of this crucial enzyme. Here, we perform extensive molecular dynamics simulations of tetrameric PfENR in different states of cofactor and ligand binding, and with a variety of different ligands bound. A pocket-volume analysis is also performed, and virtual screening is used to identify potential druggable hotspots. The implications of the results for future drug-discovery projects are discussed.
Introduction
The synthesis of fatty acids is an essential process for all living organisms. Many species rely on converting energy derived from sugars into fats for storage. Fatty acid synthesis, a process conducted through the fatty acid synthase (FAS) system, involves using acetylCoA, an intermediate in the metabolism of simple sugars, into fatty acids that are subsequently esterified with glycerol to form lipids. There are two types of FAS pathways in nature. 1 Humans, vertebrates, and some bacteria utilize type I FAS. In this associated pathway, all reactions are catalyzed by different domains of a single, multifunctional protein. In contrast, type II FAS, utilized by plants and most prokaryotes, is a dissociated pathway, where each reaction is catalyzed by a different enzyme. The product of each reaction is carried around by a highly acidic small protein called acyl carrier protein (ACP). The proteins of the fatty acid synthesis pathway are interesting drug targets for several reasons. First, FAS is essential for the survival of mammals, plants, fungi, and bacteria. 2 Second, though fatty acids are essential for bacterial growth, they cannot be scavenged from the host and must be synthesized de novo. 3 Third, the pathway in most pathogenic prokaryotes is different from that in humans; consequently, drugs targeting the prokaryotic FAS pathway would be less likely to cause side effects by interacting with homologous human proteins. A detailed understanding of the structures and processes involved in type II FAS may therefore offer insight that will be helpful in future drug-discovery projects.
In this study, we focus on the enoyl-ACP reductase (ENR) of Plasmodium falciparum, a protozoan parasite that causes a severe form of malaria in humans. 4 ENR catalyzes the final step of the fatty acid elongation cycle, NADH-dependent reduction of the double bond of ACP-bound fatty acids (between C2 and C3 of enoyl-ACP ). This reduction converts a trans-2-enoyl-ACP to acyl-ACP, with NADH serving as the reductant (sometimes also referred to as a coenzyme or cofactor). 2 In the process of elongation, a growing fatty acid generally cycles the pathway multiple times until it reaches its final length. Because ENR has been shown to be the ratedetermining step of type II FAS, 6 ENR plays a crucial role in regulating the catalysis of fatty acids 7 and the synthesis of bacterial cell walls. 8 By inhibiting the synthesis of fatty acid by ENR, we envision shutting down Plasmodium falciparum's ability for survival. ENRs are tetrameric a-b proteins with a classic Rossmann fold. They bind the NADH cofactor in an elongated binding pocket reaching from the center of the tetramer back to Trp36. The active site of ENR (with its signature residues tyrosine and lysine) is located in a cleft between the protein core and a protruding helical subdomain. 9 Substrate specificity, which varies by species, is determined by the flexible ''substrate-binding loop. '' 9,10 The catalytic reduction mechanism of ENR is depicted in Figure 2 of Ref. 9 .
Conjugate addition of a NADH hydride ion to the C3 substrate atom causes reduction of the trans-2-acyl C2-C3 double bond, thus completing the synthesis of the acyl chain. An intermediate enolate anion on the substrate C1 carbonyl oxygen atom is formed in the process; the proton is accepted by the key Tyr182 residue.
One of the most studied inhibitors of PfENR is a drug called triclosan (TCL). 11 Triclosan is an antibacterial and antifungal compound used in many consumer products such as mouthwashes, soaps, toothpastes, cosmetics, plastics, and textiles. 12 Although extensive research has elucidated the structures of ENR in its cofactor and drug bound states, much less is known on the dynamics of this system. 8, [15] [16] [17] Molecular dynamics (MD) simulations can be used to investigate the dynamics of proteinligand complexes. 18 In this study, we describe extensive MD simulations performed on a tetramer complex of PfENR in different states of cofactor and drug binding. Simulations with TCL and two of its variants are performed. In addition to a general analysis of the fluctuations of the system, the evolution of TCL interactions with the protein and cofactor over time is investigated. Additionally, a pocketvolume analysis is performed of each simulation, giving valuable insight into the time evolution of active-site size and PfENR geometry. Finally, an extensive search for alternative druggable ENR sites is performed. These simulations will be helpful for those pursuing further pharmacological studies. Additionally, the structures and active sites of ENR from different species are similar; thus, knowledge gained by studying PfENR may be applicable to the ENR enzymes and its homologues.
Results and Discussion
MD simulations show fluctuations in the substrate-binding loop A total of 100 ns MD simulations were performed for each of the three structures under investigation (1UH5, 3LSY, and 3LT0), in apo (no ligand, no NAD cofactor), NAD-bound (no ligand, with NAD cofactor), and ligand-NAD-bound (with ligand and NAD cofactor) states. When monomers are considered separately, this amounts to a total of 3.6 ls of MD simulation on a single ENR subunit. Heavy atom RMSD versus time plots (Supporting Information Figure 1 ) show that the simulations equilibrated after 10-20 ns. General RMSD values of 2.5-3.5 Å with respect to the starting structures are low given the large size of the protein (1316 residues, 329 residues per subunit) and suggest that the crystal structures represent stable, low-energy structures. Furthermore, the fluctuations over the course of the simulations are not distributed evenly over all residues. A root mean square fluctuation analysis (see Fig. 2 ) demonstrates that the vast majority of the residues (between 85 and 89%) stay well below 2 Å of fluctuations. By far the largest fluctuations are observed for the residues that were originally missing from the crystal structures (325-366). Indeed, it may well be that these residues could not be resolved in the crystal structures because they are so mobile.
The following residues are known to interact with the cofactor: W131, D168, S170, S215, L216, N218, L265, S317, and A319. These residues have been labeled blue in the RMSF plots. Similarly, residues Y267, Y277, K285, and I323 (Fig. 2, in red) interact with the ligand. It is clear from Figure 2 that these residues are among the least flexible residues of the protein, suggesting that tight interactions between the protein and its bound substituents persist throughout the simulations and that the residues in contact with the ligand and cofactor are substantially stabilized. Since these residues are relatively stable even in the apo and cofactor-bound simulations one may speculate that low general fluctuations of binding residues support ligand binding. Another interesting observation evident in the RMSF analysis is that the individual subunits behave independently of each other. While the overall fluctuations are similar across subunits, there are distinct differences (particularly with respect to the amplitude of the fluctuations) between the different subunits. This is particularly important for drug-discovery studies, as it shows that each subunit is independent. Consequently each monomer can provide independent conformations all of which are valid drug targets.
The results of the PCA analysis (see Supporting Information Figure 2 ) were less conclusive. When projected into the PC1-PC2 space, all the simulations sampled roughly the same area, close to the projections of the crystal structures. There are no obvious differences in terms of principal-component space sampled between the different proteins or ligand binding states.
Pocket-volume analysis
Binding-pocket volumes were monitored over the course of the nine simulations. The volumes of the ligand-NAD-bound pockets were calculated after removal of both the cofactor and ligand. The pocket volumes extracted from the NAD-bound simulations were calculated in the presence of the cofactor. Thus these values describe the volume accessible to the ligand only. Figure 3 displays the calculated pocket volumes as a function of simulation time for all simulations.
The most obvious finding is that the binding pocket is highly dynamic and flexible. In some cases, significant differences in the volumes of the pockets of the same tetramer are even observed. This suggests that there is no unique static protein conformation that defines the ENR binding pocket.
Binding pockets can open and close completely within a fraction of the simulation time. This is important as it suggests that docking procedures that account for receptor flexibility, like the relaxed complex scheme, may be a crucial part of drug-discovery studies on the molecule. While a multitude of pocket shapes are seen in the simulations, the bulk of the opening in the widest observed pockets is due to a widening of the part of the pocket accommodating the adenine part of the cofactor. Naturally, the values for the ligand-NAD-bound simulations are slightly larger than those observed in the apo simulations because the presence of the ligands and cofactors prevent the pocket from collapsing beyond a certain point. Large pocket conformations are observed in both the apo (up to $800 Å 3 in the 3LT0 simulation) and ligand-cofactor-bound (up to $1000 Å 3 in the 1UH5 simulation) trajectories. Picking conformations based on pocket volume may be an interesting approach to structure-based drug discovery, as has been previously shown by demonstrating better correlation between ligand binding affinities and docking scores for certain wide open pockets. 19 In summary, these results suggest that the protein adapts rapidly to accommodate different ligands. We thus speculate that accounting for receptor flexibility is crucial in drug-discovery studies focusing on PfENR.
Role of fluctuations in the substrate-binding loop
The substrate-binding loop is comprised of residues L315 through Y375. 20 In crystal structures of the protein, residues 325 through 366 are generally not resolved. 1, 21 Although partly unresolved, these residues are critical because residues in the N-and C-terminal ten-residue fragments of the loop are known to interact with drugs in the substrate-binding site. Additionally, a conserved salt bridge between K316 and D370 stabilizes the PfENR fold. 20 We monitored this conserved salt bridge over the course of the simulations (Fig. 4) . Since distances were measured between the nitrogen atom of the lysine ammonium ion and the carbon atom of the aspartate carboxylate ion, values up to about 5 Å are representative of salt bridges. Driven by the large fluctuations in residues 325 through 366, this critical salt bridge is continually broken and reformed. These dynamics not only allow substrate/ inhibitor access to the binding site; they also correlate with fluctuations in the pocket volume. A comparison between the pocket volumes in Figure 3 and the salt bridge distances in Figure 4 reveals that many of the largest pocket volumes coincide with large K316-D370 distances. The simulations also demonstrate that the missing crystallographic residues of the substrate-binding loop in fact serve an important function, acting as a gate to open and close access to the active site. This is particularly evident in the 3LSY ligand-and cofactor-bound simulation (Fig. 5) , where a flexibleloop conformation that allows access to the active site [ Fig. 5(A) ] is eventually replaced by a closed conformation that locks FT0 into the active site [ Fig.  5(B) ]. Knowledge of this gating mechanism has important implications on drug design studies as it allows selecting structures for docking where the binding site is accessible to ligands.
Stabilizing interactions between the ligand, cofactor, and protein TCL and its variants, FT0 and FT1, are characterized by high binding affinities (K i ¼ 100-200 nM against PfENR), suggesting strong noncovalent interactions between these drugs and the proteincofactor complex. 21 Based on the ligand-NAD-bound simulations, the time evolution of some of the wellknown interactions can be elucidated. A double hydrogen bond between the phenolic ligand hydroxyl group and the phenolic oxygen atom of Tyr182 (Tyr156 in FabI), as well as the 2 0 -hydroxyl group of the nucleotide nicotinamide ribose, is widely considered to be the major contributor to the high affinity of triclosan. 2, 6 These two distances were monitored over the course of the relevant simulations and are displayed in Figure 6 . Distances between 2.0 and 3.5 Å are representative of hydrogen bonds. 22 Interestingly, the results were highly ligand specific. FT1 (3LT0) maintains the double hydrogen bond with the protein and cofactor more or less throughout the course of the simulation in three of four binding pockets. TCL maintains the Tyr hydrogen bond in one pocket over the entire simulation, while in other pockets the bond transiently reforms and breaks. In the case of FT0, however, none of the hydrogen bonds remain unbroken over the course of the simulation, in any of the pockets. The most stable bonding occurs in Pocket 1, where the double hydrogen bond is reformed for about 5 ns after $70 ns of simulation. In the other three pockets, the hydrogen bonds typically break within the first 15 ns of simulation. Of particular interest is the behavior in Pocket 2, where the ligand transiently reforms the hydrogen bond with the Tyr182 side chain multiple times (between 25 and 40 ns of simulation time), but does not reform the H-bond with the cofactor during that time period. This suggests that the two hydrogen bonds can exist independently even though they are often formed in concert (Fig. 6) .
Despite the fact that the hydrogen bonds in one to four of the subunits are broken during the course of the simulation, the ligands remained tightly in the binding pocket. This suggests that other potentially pharmaceutically relevant interactions stabilize the ligand even in the absence of the double hydrogen bond. Close inspection of the trajectory yielded the following previously unreported hydrogen-bond interactions: a hydrogen bond between the phenolic ligand hydroxyl group and the carbonyl oxygen atom of the NAD amide [ Fig. 7(A) ], a hydrogen bond between the phenolic ligand hydroxyl group and the amine of the NAD amide [ Fig. 7(B) ], and a hydrogen bond between the phenolic ligand hydroxyl group and a NAD phosphate oxygen atom [ Fig.  7(C) ]. Computer-aided drug-discovery studies could directly target these interactions by computationally restraining the ligand to form specific hydrogen bonds with the cofactor.
Other known stabilizing interactions in the ligand-bound complex include p-stacking interactions between the ligand phenol ring and the NAD nicotinamide ring. 2 This interaction in the crystal structures is best characterized as being in the parallel-displaced configuration. 23 The evolution of the same stacking interaction over the course of the MD simulations was analyzed by calculating the centerof-mass distances between the rings (see Supporting Information Figure 3 ). Here again FT1 maintains the stacking interaction with NAD most of the time. TCL is stable in one pocket over the course of the simulation. However, FT0 rapidly breaks the stacking interactions in most pockets. In the absence of the stabilizing p-stacking interaction between the ligand and the cofactor, aromatic active-site residues can provide p-stacking interactions with the ligand, thereby stabilizing it within the binding pocket. Pocket 2 of the 3LT0 ligand-cofactor-bound simulation illustrates this well [see Fig.  6 (C,D) and Supporting Information Figure 3B ]. After about 25 ns of simulation, the two hydrogen bonds are broken and the p-stacking rings move apart. The ensuing conformation is stabilized by a hydrogen bond between the phenolic ligand hydroxyl group and the carbonyl oxygen atom of the NAD þ amide
[such as in Fig. 7(A) ]. Additionally, a hydrogen bond forms between the phenolic oxygen atom of Tyr182 and one of the hydroxyl groups of the cofactor. After about 90 ns, these hydrogen bonds break, and the ligand separates from the cofactor while being stabilized by a p-stacking interaction with the Tyr182 ring (see Supporting Information Figure 4) . The ligand forms a p-stacking interaction for 10 ns leading up to 
Binding-pocket mapping (FTMAP)
The FTMAP server 24 was used to perform a fragment-based search for druggable ENR hotspots. Representative structures from all the simulations (members of the respective ensembles) were stripped of any ligands and cofactors and submitted to the server. By using representative conformations from the individual simulations, this approach constitutes a comparative analysis of conformational dynamics of ENR in different states of ligand and cofactor binding. Different dynamics will lead to different identified hotspots. FTMAP identified only two druggable hotspots. The first can be described as the known active site. Depending on the structure submitted, FTMAP recognized between one and three of the four ENR active-site binding pockets. Probes were exclusively placed to occupy space generally filled by the ligands (TCL, FT0, and FT1) or the 1,4-dihydropyridine-3-carboxamide end of the cofactor. We hypothesize that the reason that not every pocket was recognized all the time is that much of the tight interactions contributing to the ligands' high binding affinity are between the ligand and cofactor. The ligand only has modest binding affinity to the binding pocket in the absence of the cofactor. However, more interestingly, FTMAP identified the central cavity of the tetramer as a second hotspot. Dozens of probes were placed in this region, in every representative structure from the simulations. While probes were found in virtually all parts of the cavity, there were two dominant regions wherein the vast majority of the probes interacted. The first was a pocket created by a short helical turn about six residues from the C-terminus of the subunit and a strand from the neighboring subunit comprised of residues 314-318. Supporting Information Figure 5 shows a representative structure of 10 fragments placed in this region of the central cavity. The second notable hot-spot region of the central cavity is the large central helix (approximately residues 185-207). When comparing the number of central cavity hotspots in dependence on the presence of ligand and cofactor, we observe a higher number of identified hotspots in the C-terminal regions for the ligand-bound simulations. Thus it seems that the presence of the ligand modifies the dynamics of the molecule to predispose the C-terminal region for binding of small molecules. This phenomenon will be investigated in much greater detail in the future and may prove very interesting in the search for alternative druggable sites of ENR. Given the predicted proclivity of these hot spots for fragment binding, it may be interesting to look for novel ligands that target the central cavity in hopes of modifying ENR function allosterically. The two central regions exhibit low fluctuations in the RMSF plots, further supporting druggability; ligand binding could further stabilize and influence both the structure and dynamics of the enzyme. Allosteric modulation of these hot spots might also interrupt or alter inter-subunit signals, given the proximity of these regions to subunit boundaries. 
Implications for drug discovery
In the current work, extensive MD simulations of pfENR have been performed. Tetrameric systems from three different ligand-bound structures were simulated in three different states of ligand binding. In total, the simulations add up to more than 3.6 ls of monomer dynamics. To our knowledge, this is the most comprehensive computational study of pfENR dynamics to date. The results further our understanding of the dynamics of pfENR and its interactions with bound inhibitors and cofactors.
The current work also provides valuable information for future drug-discovery studies. There are three areas where we believe these results may be beneficial. First, the pocket-volume analysis suggested that the active-site binding pocket is far from static. Considering receptor flexibility in docking studies has been shown to be valuable in countless cases, one outstanding example being the discovery of a novel binding trench in HIV integrase that eventually lead to the FDA approval of the drug raltegravir. 25 Representative structures extracted from these simulations can be used in conjunction with the relaxed complex scheme, a docking technique that accounts for receptor flexibility. [26] [27] [28] Alternatively, the pocket-volume analysis makes it possible to extract snapshots from the simulations that exhibit particularly open pocket conformations. Many of these pockets are wider in general, allowing the ligand to assume conformations different from those seen in the crystal structures utilizing many more possible alternative stabilizing interaction. In at least one example, this approach has yielded better structures for virtual screening than a simple cluster analysis. 19 Second, the dynamics of the ligand inside the binding pocket suggest several stabilizing interactions in addition to the ones known from crystallography. Designing drugs that exploit these additional, critical interactions will certainly be the target of future drug-discovery efforts. Furthermore, MD simulations demonstrate that the ligand can occupy parts of the binding pocket that are not occupied in the crystal structures; indeed, the ligand can even change its entire orientation when binding as seen in Pocket 2 of the 3LSY simulation. The region of the pocket that should be targeted in future virtual screening efforts is therefore larger than what one would expect by examining the crystal structures alone.
Finally, a fragment-based docking scheme identified druggable ENR hotspots in the region of the central cavity at the interface of the subunit C-termini. Despite the fact that this area is far removed from the active site, it may be interesting to screen the region for ligands and to test for allosteric effects on ENR function.
Materials and Methods

System preparation
Systems based on three different crystal structures were prepared for simulations: PDB entries 1UH5, 1 3LSY, and 3LT0. 21 These structures contain triclosan [TCL; Fig. 1(A) ] and two triclosan variants [FT0 and FT1; Fig. 1 stages: 1000 steps of minimization of solvent and ions with the protein, ligand, and cofactor restrained using a force constant of 500 kcal/mol/Å 2 , followed by a 2500 step minimization of the entire system. A short initial 20 ps MD simulation with weak restraints (10 kcal/mol/Å 2 ) on the protein, ligand, and cofactor residues was used to heat the system to a temperature of 300 K. Subsequently, 100 ns of MD simulations were performed on each of the nine systems under investigation.
MD simulations
All MD simulations were performed under the NPT ensemble at 300 K using AMBER 33 and the ff99SB force field. 34 Periodic boundary conditions were used, along with a nonbonded interaction cutoff of 10 Å . Bonds involving hydrogen atoms were constrained using the SHAKE algorithm, 35 allowing for a time step of 2 fs. For each system, 100 ns MD trajectories were generated totaling a simulation time of 900 ns.
Principal component analysis
The principal component analysis was performed using the bio3D package in R. 36 The PC space was built up using known structures from the protein data bank. A blast profile of the 3LSY sequence revealed 626 hits. The 44 most similar hits were chosen and their experimentally determined structures were obtained from the protein data bank. The 44 structures underwent iterative rounds of structural superposition to determine the invariant core of the protein, a region that exhibits the least structural variance between the protein structures. This core consists of residues 98-151, 159, 161-176, 186-187, and 190-317. Subsequently the experimental structures were superimposed onto this core, and a principal component analysis was employed. 37, 38 In this process, a covariance matrix from the coordinates of the superimposed structures is diagonalized. The eigenvectors of this matrix represent the principal components of the system (parts of the structure within which there is the most variety among the set of superimposed experimental structures), while the eigenvalues are a measure of the variance within the distribution along the respective eigenvectors. All the experimental structures have been projected into the space spanned by principal components one and two, along which there is the most variance among the structures. The first two principal components account for over 53% of all the variance observed. The principal-component space generated from the experimental structures served as basis for the projection of the MD trajectories.
Pocket-volume calculations
To analyze the geometry of the binding pocket over time, its volume was calculated from the MD trajectories. Snapshots were extracted every 100 frames (200 ps of simulation time) from all nine trajectories. POVME 39 was used for pocket-volume calculations.
The coordinates of the following atoms were used as centers for POVME inclusion spheres: C1 and C7 of the respective ligands (TCL, FT0, and FT1), and C2, C10, C14, C17, and P2 of the NAD cofactor. Every extracted frame of the apo and NAD-bound simulations was superimposed onto the starting coordinates of the ligand-NAD-bound simulation from which the atom positions were extracted. In the case of the ligand-NAD-bound simulation, the atom coordinates were directly extracted from each individual frame. Points were generated in POVME with a grid spacing of 1 Å using inclusion spheres of 9 Å radius around the atom positions. The volume was calculated using the contiguous option (with contiguous seed spheres of radius 4 Å centered at the same coordinates as the inclusion spheres).
Distance measurements
Several key interactions have been reported to stabilize the binding of TCL and its variants. Among these are hydrogen bonds between the ligand, cofactor, and protein side chains. 2 Additionally, the conserved salt bridge between K316 and D370 stabilizes the PfENR fold. 20 To elucidate the time evolution of these interactions, distance measurements between key atoms were performed. The double hydrogen bond was investigated by measuring two distances. To monitor the hydrogen bond between the ligand hydroxyl group and the Tyr182, the distance between the ligand O2 (1UH5) or O3 (3LSY and 3LT0) atom and the Tyr182 HH atom was measured. To monitor the hydrogen bond between the ligand hydroxyl group and the cofactor, the distance between the ligand O2 (1UH5) or O3 (3LSY and 3LT0) atom and the cofactor H64 atom was measured. Distances were measured in all four binding pockets individually. To analyze the stacking interaction between the ligand phenol ring and the cofactor nicotinamide ring, the center of mass of each of the rings was calculated (atoms in ligand ring: C1, C2, C3, C4, C5, and C6; atoms in cofactor ring: C16, C17, C19, C20, C21, and N6). The distance between these two centers of mass as a function of simulation time was subsequently measured. Finally, to monitor the salt bridge, the distance between the nitrogen atom of the lysine ammonium ion (NZ) and the carbon atom of the aspartate carboxylate ion (CG) was measured. This approximates the salt-bridge distance, since the exact side chain atoms between which the interaction occurs change over the course of the simulation. All distance measurements were carried out at 200 ps intervals.
Cluster analysis and binding-pocket mapping
Frames were extracted from the MD trajectories every 10 ps, aligned using all protein C a atoms, and clustered by RMSD using GROMOSþþ conformational clustering. 40 RMSD cutoffs of 2.0 Å (3LSY-ligand-NAD, 3LT0-apo), 1.9 Å (1UH5-ligand-NAD, 3LT0-NAD), 1.8 Å (3LT0-ligand-NAD, 1UH5-NAD, 3LSY-NAD), and 1.7 Å (1UH5-apo, 3LSY-apo) were chosen, respectively. These cutoffs resulted in three clusters that represented at least 90% of the respective trajectories for all but the 3LT0 NAD-bound simulation, where four clusters were generated. The central members of each of these clusters were chosen as representative. The set of all these representative structures is said to constitute an ensemble. Ligands and cofactors were removed from each ensemble structure when present. A total of 28 structures were submitted to the FTMAP server 24 for fragment-based identification of ENR druggable hotspots, areas of the protein that are likely to bind small molecules. Particular focus was given to hits that were not located within the ligand and cofactor binding pockets.
