Over the last few years there has been a signiÿcant growth in the use of adaptive grid methods for the numerical solution of di erential equations with steep solutions. Little has been done, however, on the error analysis of adaptive methods. In this paper, we present an analysis for an upwind ÿnite di erence solution of a singular perturbation problem on a grid that is generated adaptively by equidistributing a monitor function based on the exact solution. It is shown that the discrete solutions converge uniformly with respect to the perturbation parameter, epsilon. This epsilon-uniform convergence is illustrated by numerical computations.
Introduction
There has been a great deal of work done recently on the use of adaptive ÿnite-di erence methods for steady and unsteady solutions of partial di erential equations. An overview of some of this work may be obtained, for example, in Refs. [3, 6, 7, 14, 24] . A review of the literature on adaptive methods will show that signiÿcant progress is being made on the construction of methods, but contributions to the analysis of adaptive methods are virtually nonexistent. The aim here is to make a contribution in this area by analysing an upwind ÿnite-di erence solution of a simple model di erential equation on a grid that approximates an adaptively generated grid. In particular, we consider the model problem (Lu)(x) ≡ − u (x) − p(x)u (x) = 0; x∈ (0; 1); u(0) = 0; u(1) = 1; (1.1) where is a constant satisfying 0 ¡ 6 1. It is assumed furthermore that p ∈ C 2 [0; 1] and that there are constants a; b and P * such that For 1 the model problem has a boundary layer of thickness O( ) near the boundary x = 0. It is well known that a centred or upwind di erence scheme on a uniform mesh will not give a satisfactory numerical solution to a problem such as (1.1) if
1. To obtain a reliable numerical solution in a computationally e cient manner it is essential to use a mesh that concentrates nodes in regions where the solution gradient is large [4] . Ideally, the mesh should be adapted to the features of the solution using an adaptive grid generation technique. This approach is now widely used for numerical solution of di erential equations with steep, continuous solutions. A common theme in adaptive ÿnite di erence methods is the concept of equidistribution, which seeks to distribute some nonnegative monitor function evenly over the domain of the problem. This monitor function is normally some measure of computational error or solution variation, but the ideal choice of monitor function is still an open question (see, for example, [2, 7, 13, 20, 24] and references therein). The paper by Mulholland et al. [13] shows that extremely accurate computational solutions of singular perturbation problems have been obtained on adapted meshes. Here we give some insight into the nature of the convergence of these solutions by considering the approximate solution of (1.1) using a ÿrst-order upwind method on an adaptively graded mesh. Numerical computations show that the pointwise errors are bounded by a quantity that tends to zero at a rate that is independent of . The numerical method, comprising the di erence scheme and the mesh, is convergent uniformly with respect to the singular perturbation parameter, .
Discrete methods whose solutions converge independently of are said to be -uniform. In particular, a method of solving (1.1) is -uniform convergent on the mesh N ≡ {x j : x j = x j−1 +h j ; j = 1; 2; : : : ; N : x 0 = 0; x N = 1} (1.4) if there exists a positive integer N 0 , and positive numbers C and q, with N 0 ; C and q independent of N and , such that for N ¿ N 0 , max 06j6N |u(x j )−u j | 6 CN −q : (1.5)
Here u is the solution of (1.1), {u j } N j=0 is the numerical approximation to u, and q is the -uniform rate of convergence. If a method is -uniform, mesh reÿnement causes the error bound to decrease in a manner that is independent of the perturbation parameter.
Kellogg and Tsan [9] have analysed the error behaviour of three di erence schemes for solving a general linear, singular perturbation problem on a uniform mesh. They show that the standard ÿrst order upwind scheme is not -uniform. Two schemes are considered in [9] that have truncation errors O(N −2 ) for ¿ 0, with a loss of accuracy to O(N −1 ) as → 0. Miller et al. [11] have analysed the performance of the standard upwind scheme on a piecewise uniform mesh proposed by Shishkin [18] -ÿne in the boundary layer and coarse in the rest of the domain. They have demonstrated -uniform convergence on the Shishkin mesh (see also the texts [12, 17] , and the review [16] ). Stynes and Roos [19] consider an upwind scheme for an inhomogeneous form of (1.1) on a Shishkin mesh. Their interesting paper establishes that convergence is -uniform of 'almost' ÿrst order, with |u(x j )−u j | 6 CN −1 ln N; ∀j = 0; 1; : : : ; N:
A hybrid scheme is also presented in [19] that is -uniform convergent of 'almost' second order. The ÿrst attempt to solve singular perturbation problems on an exponentially graded mesh was that presented by Bakhvalov [1] in 1969. The name Bakhvalov is now used to describe a mesh that is exponentially graded within the boundary layer and equidistant outside the layer. VulanoviÃ c [22] has investigated uniform convergence on Bakhvalov-type meshes in which the exponential grading function is approximated by a more convenient function. VulanoviÃ c [23] has also considered Bakhvalov-type meshes for singularly perturbed boundary value problems with turning points (interior layers). Finally, on this theme, the work by Gartland [5] on exponentially graded meshes is of interest. He shows how to construct schemes that have arbitrarily high uniform order of convergence. For a problem on [0; 1] with a boundary layer at x = 0, Gartland has an inner region [0; x * ] in which the mesh is exponentially graded, an outer region [x ; 1] in which the grid is uniform and a transition region [x * ; x ] in which the mesh is geometrically graded.
The objective of this paper is to show that adaptivity may be used to generate a mesh for which -uniform convergence is readily achieved. The mesh is produced by equidistributing a monitor function that is based on the exact solution of (1.1). The mesh is an approximation to that which is produced by a fully adaptive scheme based on the equidistribution of a computed approximation to the monitor function. For the monitor function that we have selected in this work, the equidistribution process gives rise to an exponentially graded mesh. This mesh is related to the Bakhvalov-type meshes presented in [1, 22] , within the boundary layer region. However, the grid generation by means of equidistribution is a novel feature that adds signiÿcantly to the potential of this mode of analysis. Adaptive methods are also e ective in approximating solutions of problems with interior layers [13] , so the analysis presented here might give a possible route to the treatment of a wider class of near-singular problems.
In Section 2 we present the di erence scheme -including the choice of grid -and we discuss some properties of the solution of (1.1) that are required in the analysis. Section 3 describes the analysis of the -uniform convergence for the standard ÿrst-order upwind scheme on a logarithmically graded mesh that is generated by equidistribution. A similar analysis is outlined in Section 4 for a second-order upwind scheme. Section 5 deals with discretisations in a computational space that is related to physical space by means of an adaptively generated logarithmic map: it is shown that -uniform convergence is readily obtained using discretisation on an even grid in this mapped space. Concluding comments are given in Section 6, and illustrative numerical results are presented throughout the paper.
It should be emphasised that the analysis presented in this paper deals only with semi-discretisation of the adaptive method. We use the term semi-discretisation to indicate that the exact solution of (1.1) is used in the equidistribution principle to generate the mesh, and the solution {u j } N j=0
is then computed on this generated mesh. A fully discretised scheme is one in which a discrete approximation of the equidistribution principle is combined with the ÿnite di erence equation to give a nonlinear algebraic system for the set of unknowns {x j ; u j } N −1 j=1 . Our objective is to study the convergence behaviour of the semi-discretised system and thereby gain some insight into the convergence of the fully discretised system.
2. Di erence scheme and properties of solution of (1.1)
Di erence scheme
To obtain an appreciation of the nature of an uneven mesh that may be appropriate for the computational solution of (1.1) we initially consider the simpliÿed model given by setting the coe cient p equal to unity. For this model, the exact solution is
Here, u is a strictly monotonic increasing function of x and we may construct a mesh by equidistributing the monitor function M (u(x); x) = du=dx over the domain [0; 1] (see, for example [7] ). This gives rise to a mapping, x = x( ), relating the computational coordinate ∈ [0; 1] to the physical coordinate x ∈ [0; 1], deÿned by The upwind di erence approximation to (1.1) that we wish to analyse on a mesh such as that deÿned by (2.5) is where p j = p(x j ) and u is the mesh function with (u )(j) denoting the approximation, u j , to u(x j ). The operators D + ; D − and D + D − are the familiar divided di erence operators, given by
Scheme (2.7) is conveniently expressed as −C j u j−1 + A j u j − B j u j+1 = 0; j = 1; 2; : : : ; N − 1;
where
Note that
for j = 1; 2; : : : ; N − 1. If (1.1) with p(x) ≡ 1 is solved on mesh (2.5) by means of scheme (2.8) the numerical results show that the method is -uniform of order 1, provided is su ciently small. Table 1 shows the maximum pointwise (L ∞ ) error at various values of N and .
It is readily seen that for N ¿40 and for the range of values used, the error behaviour satisÿes an inequality of form (1.5) with q = 1.
A weakness in mesh (2.5) that we have constructed for the simpliÿed version of (1.1) is that the nodes {x j } N −1 j=1 are contained in a narrow region close to x = 0. For example, with N = 20 and =0:01, the ÿnal grid spacing is h 20 =0:97. We ÿnd that the analysis of the di erence approximations is more tractable if the nodes are distributed more smoothly over the interval [0; 1]. Accordingly, a mesh that is more convenient -both theoretically and computationally -may be obtained from (2.2) if the monitor function, M , is given by
; m = 2; 3; : : : :
With M as in (2.10) and u given by (2.1), the map from [0; 1] to [0; 1] is
A mesh is now generated by assigning := j = j=N for j = 0; 1; : : : ; N . On this mesh, the computed solution of the constant coe cient form of (1.1) is again found to be -uniform of order 1. At this preliminary stage it is of interest to compare the semi-discretised and the fully discretised adaptive strategies in terms of convergence behaviour. One should recall that we hope to use the former to gain some insight into the latter. As shown in [7] , the equidistribution equation (2.2) is approximated by
where M j+1=2 denotes an approximation to M at 1 2 (x j + x j+1 ). The approximation is obtained by solving (2.8) and (2.12) simultaneously for {x j ; u j } N −1 j=1 . Table 2 (A) shows the maximum pointwise error in the computed solution of (1.1) with p(x) = 1, based on the fully discretised adaptive method with monitor function (du=dx) 1=2 . Table 2 (B) shows the corresponding results obtained by solving the di erence equations (2.8) on the mesh given by (2.11).
The results in Tables 2(A) and (B) show an error behaviour that satisÿes inequality (1.5) with q = 1. Furthermore, the convergence patterns in the tables are very similar.
We infer from the computational results with p(x) ≡ 1 that an obvious scheme for the variable coe cient problem (1.1) is an adaptive one based on the monitor function (2.10). To simplify the treatment of the variable coe cient case we construct the monitor function (2.10) in terms of the exact solution of (1.1) with p(x) set to the constant lower bound, a. This yields the mesh
based on the monotonic map
where L = 1 − exp(−a=m ). If the variation of p is small on the interval [0; 1], the nodes (2.13) are likely to be close to those given by simultaneous solution of (2.8) and (2.12) with M = (du=dx) 1=m . The convergence behaviour of the semi-discretised scheme on the mesh (2.13) is likely to be close to that of the fully discretised adaptive scheme. Henceforth we shall be concerned with the approximate solution of (1.1) by means of scheme (2.8) on the mesh (2.13).
Properties of solution of (1.1)
The exact solution of (1.1) is
In the subsequent analysis we shall require bounds on the local truncation errors of the di erence scheme. Here we obtain bounds on those derivatives of u that occur in the local truncation errors. It is clear that G (x) ¿ 0 ∀x ∈ [0; 1], so u(x) is strictly monotonic increasing and it follows that
From (2.15) we obtain
it follows that P(x) ¿ ax, and hence
Furthermore, since p(s)6b ∀s ∈ [0; 1], it follows that
For 61 we may write G(1)¿ =c 1 , where
The second derivative of u is
which yields
Finally,
indicates that
and this may be written as
The key results of this section are conveniently summarised as 06u(x)61;
, where c k (k = 1; 2; 3) are constants that are independent of .
3. Analysis of scheme (2.8) and (2.13)
Local truncation error
The local truncation error of (2.8) at node x j in (2.13) is
where u in the ÿrst term denotes the set of exact solution values at the nodes. It is readily shown that this reduces to
from which we obtain the bound
If we invoke the derivative bounds given in (2.20) this may be simpliÿed to
where c is constant that is independent of . We shall use the symbol c to denote a generic constant throughout the analysis that follows.
To initiate the construction of an appropriate bound for the local truncation error we replace |u (s)| by the bound given in (2.20) to obtain
If the range of integration is bisected we obtain
and L=N ¡ 1 − Lj=N for j = 1; 2; : : : ; N − 1:
, and it follows that
We ÿnd that (3.4) is acceptable for j = 1; 2; : : : ; N − 2, but, owing to the proximity of x N −1 to x 0 , the subsequent error analysis dictates that we require a stronger result for the bound on | N −1 |. To this end, suppose is the smallest positive integer that satisÿes 10 − 6 1, and select m such that m¿ + 2. Now write
and ensure that N is chosen such that the term [·] does not exceed unity. The required condition is
61;
and it may be shown that this condition is satisÿed for ¡ 0 provided N ¿2 −1= , where 0 is some number in the range 0 ¡ 0 61. We require
and, for N ¿2 −1= this reduces to
Now,
Hence,
provided ¡ 1 and ¡ a 2 =2m 2 . The result follows if we deÿne 0 = min(1; a=m; a 2 =2m 2 ): The restrictions 10 − 6 and m¿ + 2 have now been removed by Mackenzie [10] . We may identify 2
−1=
with N 0 , as deÿned in (1.5) and conclude that The required bounds on the local truncation errors are given by (3.5) and
; j= 1; 2; : : : ; N − 2: (3.6)
Bound on maximum point-wise error
If the di erence scheme (2.7) is combined with expression (3.1) for the local truncation error, we obtain the equation where e is the mesh function of nodal errors, with e(j) = u(x j ) − u j . Eq. (3.7) is row j of the linear algebraic system
is a tridiagonal matrix with elements given by {−C j ; A j ; −B j }, as deÿned in (2.8), and = [ 1 ; 2 ; : : : ; N −1 ]
T . In the subsequent analysis we make use of properties of L that are given in the following lemma. The analysis is akin to that used be Kellogg and Tsan for an evenly spaced mesh [9] . Proof. The matrix L is diagonally dominant and has non-positive o diagonal terms, as shown in (2.9). Hence the matrix is an irreducible M matrix [21] , and so it has a positive inverse. Hence the solution u(j); 16j6N − 1 exists and u(j) ¡ v(j); 16j6N .
The following two lemmas are also used in the subsequent analysis. Proof. For j = 1; 2; : : : ; N − 1,
Similarly,
; Á j+1 ∈ ( j ; j+1 );
and since
it follows that h j ¡ h j+1 ; j = 1; 2; : : : ; N − 1:
Also,
Thus where r k = 1 + dh k = ; with d = a=m.
Proof. Noting that x j may be written as j k=1 h k , Eq. (3.6) is written alternatively as
Since e − ¡ 1=(1 + ) for all real, positive , this becomes
The result for j = N − 1 is obtained similarly.
We are now able to proceed with the construction of a bound on the solution of the error equation (3.7) using an approach related to that adopted in [19] . It is convenient to introduce the quantities and it is readily shown that 
S j+1 ; using (3.10):
Noting that S j+1 = S j =r j+1 , we may write
Clearly,
and it follows that
If dh j+1 ¿ then F j ¿ c=2h j+1 and if dh j+1 ¡ then F j ¿ d c=2 . Lemma 3.2 shows that max{dh j+1 ; } = ; j = 1; 2; : : : ; N − 2;
For notational convenience we denote (L S)(j) by L {S j } and obtain the inequality The generic constant c is independent of and N , and (3.12) therefore establishes that scheme (2.8) and (2.13) is ÿrst-order -uniform convergent. Table 3 shows the maximum pointwise error in the computed solution of (1.1), with p(x) = 1 and p(x) = 1=(1 + x), by means of (2.8) on mesh (2.13).
The results illustrate an -uniform convergence of order 1.
The value m = 6 was used in the computation of the results in Table 3 in order to satisfy the constraint m¿v + 2 for 10 −v 6 1 that is required in our analysis. It should be made clear that convergence is achieved even if this condition is not satisÿed. The results displayed in Table 2 , for example, illustrate the -uniform convergence with a value m that fails to satisfy this condition. The value m = 2 appears to be an ideal value in terms of accuracy. The accuracy diminishes if the smoothing is increased by raising m above 2. The grids corresponding to m = 2 and m = 6 are shown in Fig. 1 , with N = 40 and = 0:001. Each node is moved to the right as m is increased from 2 to 6, and there is not such a strong concentration of nodes in the boundary layer at the larger value of m. Note, in particular, that h N is signiÿcantly reduced when m is increased from 2 to 6.
An -uniform scheme of second order
The preceding sections have dealt with the attainment of -uniform convergence by virtue of a specially adapted mesh. An alternative approach is to use a di erence scheme that re ects the singularly perturbed nature of the di erential operator: such ÿnite-di erence operators are referred to as ÿtted ÿnite-di erence operators (see, for example, [12, p. 15] ). In this section we consider the use of the ÿtted di erence operator proposed by Il'in [8] on the mesh (2.13). We shall demonstrate -theoretically and computationally -that this scheme is second-order -uniform convergent. In fully discretised adaptive computations, a possible strategy would be to generate the adaptive mesh by combining the equidistribution principle with a simple (coe cients easily computed) ÿrst-order upwind scheme to produce {x j ; u j } N −1 j=1 . The higher-order ÿtted scheme could then be applied as a post-processor on the generated grid.
We consider (L (2) u )(j) = 0, given by Here, D 0 is the di erence operator
This scheme was considered by Kellogg and Tsan [9] for the approximate solution of a singular perturbation problem on an evenly spaced mesh.
At node x j , the local truncation error of (4.1) as an approximation of (1.1) is
which enables us to write, in the obvious notation, | j | 6 A + B + p j C; j = 1; 2; : : : ; N − 1:
A form of this bound analogous to the bounds (3.5) and (3.6) that were used in the error analysis of scheme (2.8) is given by Eqs. (A.9) and (A.10) in the appendix. For convenience, we display the bounds here as For the error analysis of scheme (4.1) we also require conditions that are analogous to inequalities (3.11) . To this end we note that (4.1) may be written as (2.8), where A j , B j and C j are now given by 
Here z j denotes coth (q j ) and it is clear that A j ¿ 0; B j ¿ 0; C j ¿ 0 and A j = B j + C j for j = 1; 2; : : : ; N − 1:
We now introduce the quantities {S j } N j=0 as deÿned by (3.9) . In the appendix we prove (see (A.12) and (A.13)) that L (2) {S j } ¿ c S j ; j = 1; 2; : : : ; N − 2; (4.5)
From the error equation, L (2) e = , it is readily shown using (4.3)-(4.6) and the analysis leading to (3.12) that for scheme (4.1) the pointwise error bound is |e j | ¡ c N 2 ; j = 0; 1; : : : ; N:
This establishes that scheme (4.1) with mesh (2.13) is second-order -uniform convergent. Table 4 shows the maximum pointwise error in the computed solution of (1.1), with p(x) = 1 and p(x) = 1=(1 + x), by means of (4.1) on mesh (2.13). The results illustrate an -uniform convergence of order 2.
Discretisation in computational space
This section is somewhat out of line with the work described in the earlier sections. Here we suppose that the physical coordinate x ∈ [0; 1] is related to a computational coordinate ∈ [0; 1] by a monotonic map x = x( ). Rather than use the map to generate the mesh {x j } N j=0 as in (2.13), we use it to express the di erential equation in terms of the independent variable . The transformed equation is then discretised on an even grid in the coordinate . In practical computations, the map x = x( ) will be generated by an adaptive algorithm, and the process of solving the transformed equation will then be regarded as an accurate post-processing step. The e cacy of this approach is demonstrated by the pseudospectral post-processing work of Mulholland et al. [13] . The aim of this section is to show that the discrete solutions converge at a rate that matches the formal order of accuracy of the post-processing scheme, provided the map x = x( ) is su ciently smooth. In the work presented here, we make the analysis tractable by using the map (2.14) that arises from the equidistribution of the exact solution of (1.1). If the map is speciÿed, and v( ) denotes u(x( )), we may transform (1.1) to
where the subscript denotes di erentiation with respect to . It is of interest to compare the discretisations on a graded mesh described in the preceding sections with that which arises when (5.1) is discretised on an even grid in the computational coordinate. If we use the same logarithmic map (2.14), Eq. (5.1) is readily transformed to
where w( ) = (mp(x( )) − a)=a.
The standard ÿrst-order upwind scheme for (5.2) on the even grid where v j is an approximation to v( j ), w j denotes w( j ) and h is N −1 . We now give an outline of the convergence analysis of scheme (5.3): the approach is analogous to that described fully in Section 3.
The local truncation error of (5.3) at node j is
where Á
j ∈ ( j−1 ; j+1 ) and Á
j ∈ ( j ; j+1 ). To obtain a bound on | j | it is convenient to express the second and fourth derivatives of v in terms that involve derivatives of u with respect to x and derivatives of x with respect to . Map (2.14) yields the essential derivatives of x as
where W is a constant upper bound on w( whereF,Ê and C are constants that are independent of and N . To obtain a bound on the pointwise error we make use of Lemma 3.1. It is readily shown that the tridiagonal system associated with scheme (5.3) is an irreducible M matrix. Furthermore, if this
where This inequality is the analogue of condition (3.11) that arose in the analysis of the graded grid case. As in the earlier case, we combine this with the error equation
(L e)(j) = j ; j = 1; 2; : : : ; N − 1; (5.11) to obtain the required error bound. In the obvious notation we see that where c is a generic constant that is independent of and N . Eq. (5.12) establishes that the scheme (5.3) -constructed by means of the map (2.14) -is ÿrst-order -uniform convergent. It is clear from the above that the analysis is more tractable when the discretisation is e ected on an even grid in the transformed space. If the map is chosen properly the solution is well behaved in this space and this leads to the simpler treatment. On the evenly spaced grid in the coordinate it is fairly straightforward to construct schemes that are -uniform of order q, where q ¿ 1. For example, if g( ) denotes w( )L=(1 − L ), the scheme is readily shown to be a second-order approximation of (5.2) provided hg( j ) ¡ 2 for j=1; 2; : : : ; N − 1. Furthermore, the di erence operator deÿned by (5.13) is an irreducible M matrix that satisÿes inequality (5.10 ). An analysis similar to that given above readily establishes that |e j | ¡ ch 2 ; j = 0; 1; : : : ; N; (5.14)
if m¿6, where c is independent of and N . Hence (5.13) is second-order -uniform convergent. Table 5 shows the maximum pointwise error in the computed solution of (1.1) with p(x)=1=(1+x), by means of (5.3) and (5.13) on mesh (2.13) with a = 1 3 and m = 4 in (A) and m = 6 in (B). The results below conÿrm that schemes (5.3) and (5.13) are -uniform convergent of orders 1 and 2, respectively. As in previous cases, -uniform convergence is achieved in practical computation, even if we remove the restriction on m that we required in the analysis.
Schemes (5.3) and (5.13) are related to the adaptive pseudospectral scheme developed by Mulholland et al. [13] . There, a numerically generated map is used to transform the di erential Table 5 L∞ errors of solution of (1.1) by schemes (5.3) and (5.13) on mesh (2.13) with p(x) = 1=(1 + x) and a = equation and the reconditioned problem is then solved on the coordinate using a pseudospectral discretisation. The computed solutions exhibit spectral accuracy.
Concluding remarks
We have presented a convergence analysis for the ÿnite di erence solution of a singularly perturbed two-point boundary value problem without turning points. The solution is obtained on a mesh that arises from the exact equidistribution of the monitor function deÿned by (2.10). The analysis shows that if the mesh is generated adaptively, it is possible to obtain di erence solutions that converge uniformly with respect to the perturbation parameter.
The work presented here gives some insight into the nature of the convergence of adaptive difference schemes as the mesh is reÿned. It is, however, limited in several respects: for example, the monitor function should ideally be bounded below by a constant that is positive rather than zero. This limitation has been partially removed in a subsequent paper that deals with the solution of (1.1) on a mesh that is based on an arc-length monitor function [15] . Work is also being carried out on extending the arc-length treatment to deal with more general two-point boundary value problems than those represented by (1.1). The ultimate goal, of course, is to gain insight into the nature of the convergence of schemes in which the mesh and the physical solution are generated together using a fully adaptive scheme.
Appendix A

A.1. Local truncation error
Here we construct a bound on the local truncation error (4.2) using method (4.1) on mesh (2.13) for the second-order method that is considered in Section 4.
Referring to (4.2), it is readily seen that
where c again denotes a generic constant and u denotes the exact solution of (1.1).
Since q j = p j h j =2 6ch j = , we obtain, using (2.20),
To obtain a bound for B we note that
j ∈ (x j ; x j+1 ) and Á
j ∈ (x j−1 ; x j ). For j = 1; 2; : : : ; N − 2,
j | ¡ h j+1 + h j . It follows that for this range of values of j, 
To proceed with the analysis j = N − 1 we introduce a convenient lemma.
Lemma A.1. Furthermore, since h N −1 ¿c , we may write
and the statement of the lemma is now a consequence of (i) and (ii). Lemma A.1 permits us to recast (A.4) in the form To obtain a bound for p j C we note that
where (1) j ∈ (x j ; x j+1 ) and (2) j ∈ (x j−1 ; x j ). For j = 1; 2; : : : ; N − 2, where Ä = m=(m − 2). We shall assume m ¿ 2 so that Ä is positive and bounded. Since Ä6m we may write the local truncation error bound in the relaxed form
−axj=m (A.8) that proves to be more convenient for the subsequent error analysis. Result (A.8) is analogous to the bound given by (3.4) for the scheme considered in Section 3 of the paper. In a manner similar to that used in the consideration of (3.5) and (3.6) we obtain the bounds 
A.2. Bound on maximum point-wise error
Here we establish inequalities (4.5) and (4.6) that are required in the error analysis of scheme (4.1). Using (4.1), we see that for j = 1; 2; : : : ; N − 1, (h j+1 + h j )(L (2) S)(j) = −p j (S j+1 − S j−1 ) + 2 q j z j h j (S j − S j−1 ) − 2 q j z j h j+1 (S j+1 − S j ) = −p j (S j+1 − S j−1 ) − 2dq j z j S j + 2dq j z j S j+1 ;
on making use of (3.10). Further applications of (3.10), together with the relation S j+1 = S j =r j+1 = S j 1 + dh j+1 = ;
enable us to write (h j+1 + h j )(L (2) S)(j) = F j S j ; (A.11)
If we denote h j d= by j , and assume that m ¿ 2, then p j h j =2 ¿ ah j =m = j , and it follows that z j = coth(p j h j =2 ) ¡ coth( j ).
where G( ) = (1 − coth( )). As in the analysis of scheme (2.8) leading to inequalities (3.11), we consider the cases j = 1; 2; : : : ; N − 2 and j = N − 1 separately. For j = 1; 2; : : : ; N − 2 we know from Lemma 3.2 that dh j+1 ¡ , and since G( ) is strictly monotonic increasing for ¿ 0 we have G( j ) ¿ − 1. These conditions enable us to write
Furthermore, an analysis akin to that used in Lemma 3.2 readily shows that h j ¿ 1 6 (h j+1 + h j );
and it follows that 
