Given an ordered triple of positive integers (n, r, b), where 1 ≤ b ≤ n r , does there exist a matrix of size r × n with exactly b invertible submatrices of size r × r? Such a matrix is called an (n, r, b)-matrix. This question is a stronger version of an open problem in matroid theory raised by Dominic Welsh. In this paper, we prove that an (n, r, b)-matrix exists when the corank satisfies n − r ≤ 3, unless (n, r, b) = (6, 3, 11). Furthermore, we show that an (n, r, b)-matrix exists when the rank r is large relative to the corank n − r. MSC: 15A03, 05B35, 05A05 Definition 1.1. A matroid M = (X, I) is a combinatorial structure defined on a finite ground set X of n elements, together with a family I of subsets of X called independent sets, satisfying the following three properties.
Introduction
Throughout the paper, let n and r denote two positive integers such that r ≤ n. Let A be a matrix of size r × n over a field F with full row rank. Let b be the number of invertible r × r submatrices of A. What are the possible values of b? From basic linear algebra and simple counting, we know that b must be between 1 and n r inclusively. Here is a more interesting question: is every such b attainable? In other words, if we are given an ordered triple of positive integers (n, r, b) such that 1 ≤ b ≤ n r , which implicitly implies r ≤ n, can we always build a matrix A of size r × n over a field, such that the number of invertible r × r submatrices is exactly b? We denote such a matrix as an (n, r, b)-matrix.
It turns out that the answer to the aforementioned question is known to be negative, thanks to the work by Anna de Mier on matroid theory. Here is a brief introduction on matroids.
perform elementary row operations on A or permute the columns of A, so we can always assume that A = (I r M ), where I r is the identity matrix of order r and M is an r × k matrix. Furthermore, we only need to consider the existence of an (n, r, b)-matrix for k ≤ r, due to the following simple observation. Proof. If an (n, r, b)-matrix exists, then an (n, r, b)-matroid exists. By duality, an (n, k, b)matriod also exists. Since duality preserves representability, an (n, k, b)-matrix exists. The converse can be proved in a similar manner.
In the rest of the paper, we are going to assume that r is a positive integer such that 0 ≤ k ≤ r, or equivalently, r ≤ n ≤ 2r. We will also assume that b is a positive integer such that 1 ≤ b ≤ n r = r+k k . To construct an (n, r, b)-matrix A = (I r M ), it is more convenient to consider the number of invertible square submatrices of M . A submatrix of M is a matrix formed by selecting a subset of the rows and a subset of the columns from M and arranging those entries from both the selected rows and columns in the same relative positions. A square submatrix of M is formed if the subset of the rows and the subset of the columns selected share the same cardinality. The "empty submatrix", formed by selecting an empty set of the rows and an empty set of the columns, is also considered as a square submatrix of M , and it is defined to be invertible.
It is worth noting that the number of square submatrices of M is
which is precisely the number of r×r submatrices of A = (I r M ). In the following proposition, we are going to prove that there is a bijection between the set of invertible r × r submatrices of A = (I r M ) and the set of invertible square submatrices of M .
Next, we observe that the naïve "extension by zero" construction exhibits a useful relationship between the existence of various (r, k, b) * -matrices. Lemma 1.7. If there exists an (r 0 , k 0 , b) * -matrix, then for all integers r and k such that k 0 ≤ k, r 0 ≤ r, an (r, k, b) * -matrix exists.
Proof. Let M 0 be an (r 0 , k 0 , b) * -matrix. Let M be an r×k matrix such that M 0 is a submatrix and all the extra entries are 0's. Then M is an (r, k, b) * -matrix.
A similar statement is true for matroids as well. If there exists an (n 0 , r 0 , b)-matroid, then for all integers r ≥ r 0 and n ≥ n 0 + (r − r 0 ), an (n, r, b)-matroid exists by adding r − r 0 coloops and (n − n 0 ) − (r − r 0 ) loops.
There are three main results in this paper. The first one is Theorem 3.4, which states that Conjecture 1.6 holds when r and b are large compared to k. With this tool, we are able to prove our second main result, namely Theorem 4.4, which states that Conjecture 1.6 holds under the additional condition that b ≤ r+3
3 . Finally, we strengthen these results into the following theorem, which is our third main result. Theorem 1.8. For each fixed integer k ≥ 3, there exists R ∈ N such that for all integers r ≥ R and 1 ≤ b ≤ r+k k , an (r, k, b) * -matrix, and hence an (r + k, r, b)-matrix, exists. To our knowledge, this paper gives the best answer to Welsh's problem thus far, and it provides a plausible reason for the existence of a counterexample for small values of r. Our techniques are mainly induction with algebraic constructions and analytic estimations, with the aid of computer programming only to verify the base cases.
2 Existence of (n, r, b)-matrices with corank at most 2
In this section, we will prove that (r, k, b) * -matrices always exist if k ≤ 2. The cases k = 0 and k = 1 are very straightforward, and the case k = 2 is the only nontrivial one. The following lemma in number theory will help us show the existence of (r, 2, b) * -matrices. Lemma 2.1. Let s ≥ 5 be a positive integer, and let c ≤ s 2 −5s 4 be a nonnegative integer. Then there exist nonnegative integers a 1 , a 2 , . . . , a s such that a 1 +a 2 +⋯+a s = s and a 2 1 +a 2 2 +⋯+a 2 s = s + 2c.
Proof. For 5 ≤ s ≤ 32, we verified the lemma with the following Mathematica code. For s ≥ 33, we proceed with strong induction on s. Suppose the statement is true for all integers u such that 5 ≤ u < s for some s ≥ 33, i.e., for all nonnegative integers c ′ ≤ u 2 −5u 4 , there exist nonnegative integers a 1 , a 2 , . . . , a u such that a 1 +a 2 ⋯+a u = u and a 2 1 +a 2 2 +⋯+a 2 u = u+2c ′ . Let t and c be integers such that 0 < t ≤ s − 5 and 0 ≤ c − t 2 −t 2 ≤ (s−t) 2 −5(s−t)
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. Then u ∶= s − t falls in the range 5 ≤ u < s, and c ′ ∶= c − t 2 −t 2 ≤ u 2 −5u 4 . By the induction hypothesis, there exist nonnegative integers a 1 , a 2 , . . . , a s−t such that a 1 + a 2 + ⋯ + a s−t = s − t and a 2 1 + a 2
If we set a s−t+1 = t and a s−t+2 = ⋯ = a s = 0, then a 1 + ⋯ + a s = s and a 2 1 + ⋯ + a 2 s = s + 2c, implying that the statement holds true for all integer c satisfying
It now suffices to show that the union of the intervals
Proof of Claim 1. This inequality holds if and only if 3t 2 − 2st + 3t ≥ 0, which is equivalent to t ≥ 2 3 s − 1 since t is positive. We finish by noticing that when s ≥ 12, s − 5 ≥ 2 3 s − 1.
Proof of Claim 2. The first inequality holds since α(t) is an increasing function for t ≥ 1. The second inequality holds if and only if (s − t) 2 ≥ 5(s − t), which is always true since 0 < t ≤ s − 5. 
Proof. It is trivial for k = 0. If k = 1, then let M be a column vector with the first b − 1 entries 1's and the rest 0's.
If k = 2, let the first s entries in the first column of M be all 1's, the first s entries in the second column be nonzero, and the rest of the entries be all 0's. Furthermore, assume that there are a i i's in the second column, 1 ≤ i ≤ s, where a 1 + a 2 + ⋯ + a s = s. Then the number of invertible square submatrices of M is
, and we would like to set it to be b, which gives s + 2( s+2 3 Existence of (n, r, b)-matrices with large b
In Section 2, we used induction together with computational exhaustion to show the existence of (n, r, b)-matrices with 1 ≤ b ≤ min n r , r+2 2 . The main tool was Lemma 2.1, a number theoretic argument to count the number of invertible square submatrices of M . In this section, we count the number of singular square submatrices of M instead. This is mostly done by choosing hyperplanes from a k-dimensional vector space and picking row vectors on the hyperplanes carefully.
Definition 3.1. Let be a nonnegative integer, and let n 0 , n 1 , n 2 , . . . , n be nonnegative integers such that n 1 , n 2 , . . . , n ≥ k and n 0 + n 1 + ⋯ + n = r. Let {1, 2, . . . , r} be partitioned into I 0 , I 1 , I 2 , . . . , I such that
2. a k × k submatrix is singular if and only if all rows of this submatrix come from the same I i for some 1 ≤ i ≤ .
Proposition 3.2. Given a nonnegative integer and nonnegative integers n 0 , n 1 , n 2 , . . . , n such that n 1 , n 2 , . . . , n ≥ k and n 0 + n 1 + ⋯ + n = r, an (n 0 , n 1 , . . . , n )-regular matrix M exists.
Proof. Treat the set of r × k matrices with complex entries as the affine space
In other words, we treat M as a matrix (m αβ ) r×k of functions, where every entry m αβ is a variable for all 1 ≤ α ≤ r and 1 ≤ β ≤ k. Then every determinant of square submatrices of M is naturally a polynomial function on X.
is the ring of regular functions on X, we can naturally define
For any j × j submatrix B of M , let B come from rows α 1 , α 2 , . . . , α j and columns
When calculating the determinant ofB, we can add the first j − 1 rows to the last, so
Let M be the r × k matrix such that its j × j submatrix with rows α 1 , α 2 , . . . , α j and columns β 1 , β 2 , . . . , β j isB, and all its other entries are zero. Note that M lies on W , since the α t -th row vector is orthogonal to the vector (c it1 , c it2 , . . . , c itk ). Also, when det B is evaluated at M , the result is a nonzero value detB. Thus, (det B) W is a nonzero function in Q.
If i 1 = i j and j < k, then let β 0 ≤ k be a positive integer distinct from β 1 , β 2 , . . . , β j . Let M be the r × k matrix such that its j × j submatrix with rows α 1 , α 2 , . . . , α j and columns β 1 , β 2 , . . . , β j is the j × j identity matrix, its (α t , β 0 )-entry takes the value −i βt−β 0 1 for all 1 ≤ t ≤ j, and all its other entries are zero. Then we have a similar conclusion that M lies on W , and that when det B is evaluated at M , the result is 1. Thus, (det B) W is again a nonzero function in Q.
In conclusion, the complement of the zero locus of each such (det B) W defines a nonempty Zariski open subset of W . It is well-known that all nonempty Zariski open subsets of W are dense in W , so any finite intersection of such is still nonempty. Therefore, the common intersection U of the complements of the zero loci of (det B) W , where B runs through all j × j submatrices of M for 1 ≤ j < k and all k × k submatrices of M whose rows do not come from the same I i for some 1 ≤ i ≤ , is nonempty.
Finally, from our construction, every matrix from W satisfies the condition that all k × k submatrices whose rows come from the same I i are singular, since the k row vectors lie on the same hyperplane H i and must be linearly dependent. As a result, any point on U forms an (n 0 , n 1 , . . . , n )-regular matrix.
Given an ordered triple (r, k, b), if we want to construct an (r, k, b) * -matrix, we first try to look for nonnegative integers a k , a k+1 , . . . , a r such that 
there exists r 0 ∈ N such that for all integers r ≥ r 0 , r ≥m k and f k−1 (x) = x k−1 be functions on the real line. Note that they are both strictly increasing functions when x ≥ k, so the function f k has an inverse f −1 k when x ≥ k, and the composition f −1 k ○ f k−1 is also a strictly increasing function.
When x > 2k,
By the definition of r and s i , we have r + k − 1 ≥ K > 2k and s i ≥ K > 2k for all 1 ≤ i ≤ m. Thus, combining inequalities (1) and (2), we have
Assume that m >m. By inequality (3),
, which is less than or equal to K by the definition ofm. This implies that sm k−1 < K k . Since bm +1 < sm k−1 , we have bm +1 < K k . However, m is by definition the least nonnegative integer such that b m+1 < K k , which is a contradiction. Therefore, m ≤m, and
which does not exceed r when r ≥ r 0 . In other words, condition (ii ) is also satisfied.
This immediately gives the following asymptotic result on the existence of (n, r, b)matrices. 4 Existence of (n, r, b)-matrices with corank at most 3
In this section, we will prove that apart from (r, k, b) = (3, 3, 11), (r, k, b) * -matrices always exist if k = 3. To do so, we first refine Proposition 3.3 for the case k = 3 by finding an explicit value for r 0 . Proof. Let the statement of the proposition be denoted by P(r) for r ≥ 49. We checked computationally with Mathematica that P(r) holds for 49 ≤ r ≤ 203 (see Appendix A for the program code). Suppose that P(r ′ ) is true for all 49 ≤ r ′ ≤ r for some r ≥ 203. We now check the validity of P(r + 1).
Let b be an integer such that 0 ≤ b ≤ r+3 2 . If b ≤ r+2 2 , we can apply P(r) to b to obtain nonnegative integers a 3 , a 4 , . . . , a r and a r+1 = 0 such that
Clearly, s 0 ≤ r + 2, so we can apply the induction hypothesis P(s 0 − 2) to b ′ as long as s 0 ≥ 51.
This allows us to obtain nonnegative integers a 3 , a 4 , . . . , a s 0 −2 such that (i )
By setting a s 0 −1 = 0, a s 0 = 1, and a s 0 +1 = ⋯ = a r+1 = 0, we have
It suffices to show that s 0 ≥ 51 and 2s 0 − 2 ≤ r + 1. First, observe that when r ≥ 203, we have Next, for any integer x ≥ 1,
if and only if x 2 − 24x − 49 ≥ 0. By solving the quadratic inequality, it is easy to see that it holds for all integers x ≥ 26. Since r ≥ 203, we have
3 . This implies r+3 2 ≥ s 0 , or equivalently, 2s 0 − 2 ≤ r + 1, since x 3 is a strictly increasing function for x ≥ 3.
To complete the case for k = 3, we still need to consider 3 ≤ r ≤ 48. We have to slightly modify the construction of M based on the one introduced before Proposition 3.3.
Let M be partitioned into + 1 submatrices M 0 , M 1 , . . . , M , where M i denotes the submatrix of M with all rows in I i . Recall from the proof of Proposition 3.2 that all the rows in M i , 1 ≤ i ≤ , form a plane H i of dimension 2. Let the normal vector of H i be (c i1 , c i2 , c i3 ).
Here are three types of modifications on M i .
1. For some 1 ≤ i ≤ , take c i3 = 0, but c i1 and c i2 are nonzero. Let the row vectors in M i be (m i1 , m i2 , m α3 ) for all α ∈ I i such that c i1 m i1 + c i2 m i2 = 0, m α3 are all distinct, and all entries in M i are nonzero. In this M i , every 2 × 2 submatrix obtained from the first two columns is singular. Hence, the number of singular submatrices in M i increases from n i 3 to n i 3 + n i 2 = n i +1
3
. In other words, we save one row every time we use such a modified M i .
2. For at most three different values of i between 1 and inclusively, take exactly two of c i1 , c i2 , c i3 to be zero. For example, we can take c i1 = c i2 = 0. Let the row vectors in M i be (m α1 , m α2 , 0) for all α ∈ I i such that they are pairwisely linearly independent, and all m α1 and m α2 are nonzero. In this M i , there are n i singular 1 × 1 submatrices and 2 n i 2 singular 2 × 2 submatrices. Hence, the number of singular submatrices in M i increases from n i 3 to n i 3 + 2 n i 2 + n i = n i +2
. In other words, we save two rows for up to three times if we use such a modified M i .
3. In M 0 , replace t distinct rows by t identical copies of the same row. Then every 3 × 3 and 2×2 submatrix among these identical vectors is singular, and every 3×3 submatrix formed by picking two rows from these t identical vectors and one row outside these vectors is also singular. Hence, b increases by t 3 + t 2 (r − t + 3). We present the following example to illustrate all three modifications of M i . instance, the greedy algorithm gives 9 3 + 6 3 + 5 3 + 3 3 3 = 117, but 9 + 6 + 5 + 3 ⋅ 3 = 29 > 15. Here, we present a construction of M with all three modifications used.
Note that 4 3 + 4 2 (15 − 4 + 3) = 88 and 2 3 + 2 2 (15 − 2 + 3) = 16, so we are going to use type 3 modification twice: once with t = 4 and once with t = 2. Hence, we can take the two type 3 modifications as 3 , we are going to use type 2 modification three times and type 1 modification once to finish the construction. We can take the three type 2 modifications and type 1 modification as 2 1 0 3 1 0 4 1 0 , 5 0 1 , 0 6 1 , and 2 3 7 2 3 10 respectively. Finally, note that we have only used 4 + 2 + 3 + 1 + 1 + 2 = 13 rows, we need to take two more rows in M 0 , say Proof. Let r and b be integers such that 11 ≤ r ≤ 48 and 0
. We repeat this process until b j < 2 3 + 2 2 (r − 2 + 3) = r + 1 for some j ≥ 0. In this process, we are building a (t 0 + t 1 + ⋯ + t j−1 ) × 3 matrix using only rows from a type 3 modification.
After using only rows from a type 3 modification, we still need to pick appropriate rows to give an additional b j singular submatrices if b j > 0. Note that b j ≤ r ≤ 48. The following is a list of partitions of integers from 1 to 48. Each summand s+2 3 corresponds to s rows from a type 2 modification, and each summand s+1 3 corresponds to s rows from a type 1 modification. The bold digit in each of the following binomial coefficients gives the value of s.
From this table, we can deduce the number of rows from type 1 and type 2 modifications by summing up the bold digits. For example, if b j = 23, then the number of additional rows is 4 + 1 + 1 + 2 = 8. To obtain b singular square submatrices in M , we combine type 1 and type 2 modifications with the t 0 + t 1 + ⋯ + t j−1 rows from a type 3 modification. It remains to verify that the total number of rows we have used is at most r. Once again, we employ Mathematica to finish the verification, and the program code is provided in Appendix B for reference.
Theorem 4.4. Conjecture 1.3 holds under the additional condition that b ≤ r+3 3 , except when (n, r, b) = (6, 3, 11).
Proof. When 3 ≤ r ≤ 10, we verify through explicit constructions that (r, 3, b) * -matrices exist for all integers 1 ≤ b ≤ r+3 3 except when (r, 3, b) = (3, 3, 11) (see Appendix C). By Lemma 1.7, for all integers r ≥ 11, (r, 3, b) * -matrices exist for all integers 1 ≤ b ≤ 10+3 3 . When r ≥ 11, Propositions 4.1 and 4.3 imply that (r, 3, b) * -matrices exist for all integers
. By Lemma 1.7, for all integers r ≥ 11 and 1 ≤ b ≤ r+3 3 , (r, 3, b) * -matrices exist. Therefore, (n, r, b)-matrices exist for all integers 1 ≤ b ≤ min r+3 3 , n r , except when (n, r, b) = (6, 3, 11). Now, we have all the tools for proving Theorem 1.8.
Proof of Theorem 1.8. For each i = 0, 1, 2, . . . , k − 3, let r 0 (k − i) ∈ N be the constant obtained by applying Proposition 3.3 to k − i. Without loss of generality, assume that r 0 (3) ≤ r 0 (4) ≤ ⋯ ≤ r 0 (k). Let R 0 = r 0 (k), and let integers R 1 , R 2 , . . . , R k−3 be such that
for all i = 0, 1, 2, . . . , k − 4.
Let R = R k−3 , and fix r ≥ R. By Theorem 3.4, an (r, k, b) * -matrix exists for all integers
. By Lemma 1.7, for each i = 1, 2, . . . , k − 3, an (r, k, b) * -matrix exists for all integers R i +k−i−1
Finally, we are done by Theorem 4.4, which says an (r, k, b) * -matrix exists for all integers 1 ≤ b ≤ R+3 3 .
Conclusion and remarks
Throughout this paper, the base field is C, but the same argument works for any algebraically closed field. Moreover, if we consider the algebraic closure F p for some prime p, the constructed (r, k, b) * -matrix naturally descends to some finite extension of F p . However, we cannot ensure that there is a fixed finite extension which captures all of them. In any case, the matroid structure arising from these matrices will not be affected. All our current results focus on the situation when n−r is small comparing with r. Recall from Proposition 1.4 that we only need to consider r ≤ n ≤ 2r. Hence, our next goal is to investigate the case when n is close to 2r. In view of the non-existence of (6, 3, 11)-matroids, this latter goal should be much harder. Nevertheless, we believe that the general direction towards a complete solution to Conjecture 1.3 will be another asymptotic result concerning the existence of (r, k, b) * -matrices for k closer to r, which should isolate a finite number of cases for direct checking. , 4, 5, 6, 8, 6, 7, 9, 11, 8, 10, 7, 8, 10, 12, 9, 5, 6, 7, 9, 7, 8, 10, 12, 9, 11, 8, 9, 11 Here is the Mathematica code for counting the number of invertible submatrices of M . The technique is to count the number of invertible r × r submatrices of A ⊺ , which is obtained by stacking the identity matrix I r on top of M ⊺ . 
