In the past few years, intelligent structural damage identification algorithms based on machine learning techniques have been developed and obtained considerable attentions worldwide, due to the advantages of reliable analysis and high efficiency. However, the performances of existing machine learning-based damage identification methods are heavily dependent on the selected signatures from raw signals. This will cause the fact that the damage identification method, which is the optimal solution for a specific application, may fail to provide the similar performance on other cases. Besides, the feature extraction is a time-consuming task, which may affect the real-time performance in practical applications. To address these problems, this article proposes a novel method based on deep convolutional neural networks to identify and localise damages of building structures equipped with smart control devices. The proposed deep convolutional neural network is capable of automatically extracting high-level features from raw signals or low-level features and optimally selecting the combination of extracted features via a multi-layer fusion to satisfy any damage identification objective. To evaluate the performance of the proposed deep convolutional neural network method, a five-level benchmark building equipped with adaptive smart isolators subjected to the seismic loading is investigated. The result shows that the proposed method has outstanding generalisation capacity and higher identification accuracy than other commonly used machine learning methods. Accordingly, it is deemed as an ideal and effective method for damage identification of smart structures.
Introduction
Damage identification (DI) has played a significant part in assessing the structural integrity and maintaining high performance because civil infrastructure is liable to deterioration and damage during the service life. Generally, the structural DI is segmented into four levels: damage judgement, damage localisation, damage severity identification and residual lifetime estimation. 1 Typical DI approaches, proposed via analysing dynamic responses of the structure, is divided into two categories: non-destructive testing (NDT)-based approaches and vibration-based approaches. 2 As an active branch of DI, the vibration-based approaches have attracted a large number of interests and attentions from the researchers worldwide in the past few years. The procedure of existing vibrationbased DI methods can be summarised into three steps: feature extraction, feature selection and feature classification. In general, the vibration responses captured from the structures are time-series signals containing helpful information and unnecessary noises. As a consequence, it is of great necessity to explore the method to extract beneficial characteristics that can portray inherent and representative information of the structure. Conventional signal processing methods for feature extraction of vibration signals include continuous and discrete wavelet transforms (WT), [3] [4] [5] empirical mode decomposition (EMD), 6, 7 power spectrum analysis, 8 self-organising mapping 9 and so on. After extracting the signal feature, we need to select features sensitive to damage patterns and remove the features with useless information, thus decreasing the dimension of features for the purpose of calculation efficiency. The featureselection methods for structural DI include local linear embedding (LLE), [10] [11] [12] independent component analysis (ICA), [13] [14] [15] principal component analysis (PCA), [16] [17] [18] isometric mapping algorithm 19 and so on. With optimal features chosen from vibration signals, the final step is to identify the signal patterns via machine learning (ML) methods, such as artificial neural networks (ANNs), [20] [21] [22] support vector machine (SVM), [23] [24] [25] extreme learning machine (ELM), 26 adaptive neuro-fuzzy inference system (ANFIS) 27 and so on. However, in practice, signal feature extraction, selection and classification are challenging tasks. Current methods are usually developed for the particular applications. The method, which is the best solution to one case, may generate worse results for other cases. 28 So far, which method is the best one for feature extraction, selection and classification has not been well answered yet. Moreover, feature extraction from captured vibration signals have been proved as a complicated procedure that requires a large amount of computational costs, which may impede the practical application of such a method in a real-time monitoring system. 29 Furthermore, current models or classifiers for DI of civil infrastructure, such as ANNs, adopt the shallow architecture, which indicates that the model performance may heavily depend on manually selected feature parameters because of lack of data and overfitting problem. 30 Hence, it is definitely necessary to develop a reliable and robust method in the field of DI of civil structures to solve above problems.
Recently, with the advances of ML techniques and computer hardware, a novel ML method, called deep learning, has been developed and employed in various application fields. Compared with traditional ML methods, the deep learning has the critical benefit of feature-learning capacity, which is able to voluntarily sniff out the sophisticated configuration and extract beneficial high-level features from original signals or low-level features layer-by-layer. 31 In a deep learning model, the original inputs are fused, and basic information is extracted at the lower layer, the basic information are fused into representative feature and decision in the middle layer, and representative feature and decision are fused to make up final result in the higher layer. Accordingly, based on a single-learning body, the deep learning not only can automatically extract signal features but also adaptively combine these features via a multi-layer frame. As one of commonly used deep learning methods, deep convolutional neural networks (DCNNs) have been widely applied in various fields including speech recognition, 32, 33 face identification, 34, 35 electrocardiogram signal classification 36 and mechanical fault diagnosis. [37] [38] [39] However, the application of DCNN in DI of civil structures is rarely reported. Cha et al. 40 developed a vision-based approach based on DCNN to detect crack of the concrete structure. Tong et al. 41 utilised DCNN to localise the concealed cracks in asphalt pavement. Both studies have demonstrated better performance of DCNN in terms of crack identification than other traditional methods. It is noticeable that existing DCNN-based methods for structural DI are based on image processing. Whether it is still effective in processing vibration signals for the purpose of DI requires further investigation.
On the other hand, the control technologies can also be utilised in DI of civil infrastructure subjected to external dynamic excitations, that is, strong winds, earthquakes and destructive shocks and waves. Recently, with the rapid development of magnetorheological (MR) materials with rate-dependent properties, the MR-based devices, such as MR damper, 42, 43 MR absorber 44 and magnetorheological elastomer (MRE) isolator, [45] [46] [47] [48] have been developed as semi-active control devices used in the structure. Accordingly, the intelligent structures, consisting of structures themselves and installed MR devices, have obtained great interests from the engineers due to their unique feature of combining benefits of both active and passive control systems. Nevertheless, the performances of the intelligent structure systems will be seriously affected when the structures or actuators are out of order. Current research on DI of large-scale civil structures incorporated with smart control devices is limited. Karami and Amini 49 introduced a method based on identified system Markov parameters for alleviating responses and induced damages in the earthquakeexcited structures equipped with MR dampers. Yun and Masri 50, 51 proposed a practical solution to the monitoring of MR devices based on restoring force method (RFM), in which the orthogonal coefficients are adopted as damage-sensitive feature for DI of MR dampers. Nevertheless, so far, the systematic methods for detecting damages of smart structures with MR devices under ambient loadings are limited. Especially, there is no comprehensive study using deep learning for DI of building structures incorporated with MRE isolators. As a result, this work will focus on designing an innovative DCNN model for DI of the building structures utilising smart devices under ambient loadings.
The rest of the article is organised as follows: section 'Brief description of DCNN' gives the brief introduction of DCNN. In section 'DCNN-based method for DI of smart structures', the DCNN-based algorithm for DI of smart building structures is described in detail. Section 'Numerical validation' analyses and discusses the performance of the proposed method via an earthquake-excited five-storey benchmark building model equipped with MRE isolators under various health conditions. Finally, a conclusion is drawn in the last section.
Brief description of DCNN
DCNN is one kind of deep learning models for processing data that has grid-like topology. For example, timeseries data can be considered as a one-dimensional (1D) grid taking samples at regular time intervals and image data corresponds to a two-dimensional (2D) grid of pixel. Since the great capability of extracting features from the raw data, DCNNs have been tremendously successful in many real-world applications. Typically, the DCNN is made up of three types of layers: convolutional layers, sub-sampling layers and classification (or fully connected) layers, as shown in Figure 1 . The convolutional and sub-sampling layers are stacked layerby-layer for extracting features from the input data while the classification layers are employed for making the final decision (e.g. classification) according to the learned features. In the following part, the role of each layer will be introduced in detail.
Convolutional layer
The name of 'convolutional networks' indicates that the DCNN utilise the mathematical operation, convolution, to process the input data. Specifically, the convolutional layer consists of a group of trainable filtres (or kernels). Then, we simply slide the filtres over the each element of the input data, multiply the corresponding entries of the filtre and data, and then add them up. Each filtre will generate one frame (or channel) of the feature map in the next sub-sampling layer, and depth of the convolutional layer equals to the number of the frames (i.e. the number of kernels). Suppose w i k and b i k are weights and bias of kth kernel at ith layer and the convolutional operation can be expressed as follows
where y i + 1 k ( j) represents the inputs of jth neuron of kth frame at (i + 1)th layer; x i ( j) is the jth region at ith layer; symbol * denotes the operation of scalar product between local region and filtre kernel. With the introduction of the activation function, rectified linear unit (ReLU), 52 the output of the convolutional layer can be described by equation (2)
where g denotes the ReLU function, which can also be selected as sigmoid function or hyperbolic tangent function in conventional DCNN models.
Sub-sampling layer
In DCNN, the sub-sampling layers are usually connected after the convolutional layers, which are used to lower the dimension of input data and enhance the effectiveness of extracted features. The conventional sub-sampling layer is max-sub-sampling, which carries out maximum operation on input data to reduce the revolution of feature map from pervious convolutional layer. The output of sub-sampling layer is shown as
where SS i + 1 k represents neuron outputs at (i + 1)th layer after sub-sampling operation; d denotes the width of the sub-sampling layer; H i k (t) is the value of tth neuron of kth frame at ith layer.
Classification layer
As the last component in DCNN, the classification layer is a fully connected layer, following the combination of convolutional and sub-sampling layers, to classify high-level features transformed from previous convolutional and sub-sampling layers. Actually, the classification layer is similar to classical neural networks of multi-perception structure, with the output model of softmax regression. Suppose that the DCNN are used to solve the l-label classification problem, the outputs of the classification layer of DCNN can be expressed as
. . .
where u
,., u (l) denotes the model parameters, and OP denotes the classification result of DCNN.
DCNN training approach
In the DCNN model, the parameters w i k , b i k and u (i) are variables and should be optimised during the training procedure using some gradient descent optimisation algorithms, which devote to enhance the parameter optimisation efficiency and avoid the local optimum. These optimisation techniques include, but not limit to, cross-validation, stochastic gradient decent algorithm and self-adaptive learning rate. The cross-validation strategy is able to prevent the trained model from overfitting via alternatively choosing a group of validation samples from training samples to evaluate the capacity of model parameters. The stochastic gradient decent algorithm is used to improve the reliability of the model training and accelerate the training process. Besides, learning rate is a significant factor that is in connection with training performance. A low learning rate will lead to a slow convergence while a high rate value may cause convergence fluctuation. Consequently, the value of learning rate should be appropriately set in advance to get a quick convergence and a reliable result.
DCNN-based method for DI of smart structures
This article is aimed to develop a new DI method for smart structures, which are generally under various external disturbances, including the unknown ambient excitations from vehicles or earthquakes as well as control current signals applied to the control devices in the smart structures. On the basis of two types of excitation inputs, the dynamic responses of the smart structures can be measured, which are used to characterise the variations of structural mechanical properties (such as stiffness or damping) caused by damage. Figure 2 portrays the architecture of the proposed smart structure under external excitations and control signals. In this work, the DCNN is used to develop the DI algorithm via processing the dynamic responses (signals). Here, we assume that at each level of the structure, a sensor is deployed to capture the dynamic response of the corresponding level in real-time, so the sensing system with n sensors is required to fit for an n-level building. In this case, the system output should be a q 3 n matrix of time-sequence signals, denoted by S q3n , in which q denotes the signal length, and n denotes the sensor or level number. Generally, the signal length is much bigger than the sensor number, so the 2D vibration signal matrix is different from the 2D image, which has similar dimension lengths. For the wood image with 640 3 480 pixels, the small convolutional kernels with 5 3 5 size can work very well to extract the local feature of the image. Nevertheless, for a 4096 3 5 (five sensors) signal matrix, it is unrealistic to construct a network using the small kernels with 5 3 5 size in all the convolutional layers, which will cause the network complicated and difficult to train. The main reason contributing to this phenomenon is that the vibration signals in the time domain always have intensive periodicities and deep relations between different time points in a large range, and it is difficult to directly find valued information concealing behind signal periodicities and relations using small-size kernels. Besides, the captured vibration signals in industry are always polluted with highfrequency background noises, which is easy to affect function of the small kernel in the first convolutional layer. As a result, to effectively extract the helpful information of the signal in low and medium frequencies, the proposed model adopts a big kernel initially, and then the small kernels are utilised to obtain better characteristic representation.
On the other hand, to better obtain structure characteristics and improve the accuracy of DI, a data preprocessing procedure for raw vibration signals is necessary before the data are used for model training. Generally, signal characteristics in the frequency domain are more exiguous and more easily represented than that in the time domain. After the data pre-processing, the signal feature will be much more obvious, and the signal length will be significantly decreased as well, which is beneficial to the design of DCNN-based DI model. In this part, the fast Fourier transform (FFT) is chosen to transform time-sequence signals into frequency-domain features. The main objectives of this operation are to extract useful signal information which is sensitive to the damage and to reduce the dimension of raw signals which is beneficial to model training for the next step.
Then, the estimated components in the main frequency bands from different sensors are selected to build a 2D feature matrix, which is designed as the inputs of the DCNN. The output of the network is a vector consisting of health condition of each floor, represented by the reduction of structural mechanical properties. Hence, the framework of the proposed DCNN-based structural DI is described in Figure 3 . It is noticeable that the proposed model has a 10-layer configuration, which consists of an input layer, three convolutional layers and the sub-sampling layers intersected, two fully connected layers and an output layer. In the model, the convolutional kernel is utilised to extract learnable patterns from the input representation. As mentioned before, a relatively large kernel size is able to help to better understand the network inputs. However, an extremely large kernel will affect the calculation efficiency and cost more memory. In addition, the sub-sampling layers are employed to reduce the size of the learned representations. The small sub-sampling size is generally used because the larger size may lead to the loss of much useful information. Accordingly, based on above analysis, a set of kernels with big kernel size (1000 3 1) are utilised in the first convolutional layer (CL1), followed by a sub-sampling layer (SSL1) with the size of 3 3 1, as shown in Figure 3 . This will result in a wider feature map in CL1 with reduced spatial resolution. Next, a convolutional layer with kernel size of 30 3 3 and a sub-sampling layer with size of 3 3 1 are added in CL2 and SSL2, respectively. Similarly, a convolutional layer with the size of 10 3 3 and a subsampling layer with size of 3 3 1 are applied in CL3 and SSL3, respectively. Then, two fully connected layers are added, denoted by FCL1 and FCL2. FCL1 is used to transform the outputs of the last sub-sampling layer (SSL3) into 1D feature map, and the outputs of the layer F8 are then employed as the inputs of the layer FCL2, which is designed as a hidden layer to densify the feature map and decrease the feature dimension. Since the number of the neurons in FCL1 and FCL2 is obviously reduced in a layer-by-layer manner, they can be considered as feature-selection layers during the mapping procedure. As a result, most useless or redundant feature information will be eliminated when the feature is used as inputs for final DI. Moreover, batch normalisation is conducted after convolutional and fully connected layers to stabilise the training procedure, and the drop-out strategy is also operated in convolutional and fully connected layers to decrease the possibility of overfitting.
The training of the DCNN can be considered as an optimisation procedure and the optimisation targets of the DCNN are the connection weights and bias, which are trained via minimising the difference between network outputs and practical values for optimal identification accuracy. In the proposed model, the activation function is defined as the leaky rectified linear unit (LReLU) function, which has faster training than traditional hyperbolic tangent and sigmoid functions due to the gradient descent algorithm. The mathematical expression of the LReLU function is given as follows
where l denotes a constant between 0 and 1. Then, the DCNN is trained using gradient-based back propagation (BP) algorithm via the connection weight learning.
In accordance with the activation function of LReLU, the loss function of the proposed model is defined as the cross-entropy between real values and model predictions, shown in equation (6) 
where W (p)
i, j denotes the connection weight between jth neuron at pth layer and ith neuron at (p + 1)th layer; s p denotes the neuron number at pth layer. In equation (6) , the first term is the sum of square error between model softmax outputs and target values, while the second term is a regularisation part, in which g denotes the attenuation coefficient of the connect weights. On basis of equation (6), the gradient term of pth layer can be expressed as
where the symbol 3 denotes the inner product operation. Then, the connection weight W and bias b can be updated using stochastic optimisation method. Here, we suppose DW 
where Db p k + 1 and DW p k + 1 , respectively, denote the values of Db p and DW p in kth iteration. The connection weight and bias are updated until the following termination conditions are achieved
where r denotes the learning rate, and b p k + 1 and W p k + 1 , respectively, denote the values of b p and W p in kth iteration. Accordingly, the connection weights and bias can be computed using the BP algorithm.
In short, the procedure of DI based on the proposed DCNN model is graphically illustrated in Figure 4 . Initially, captured raw time-sequence signals together with corresponding health conditions are randomly separated into two data settings: training and validation. In both settings, the frequency components of the raw time-sequence signals are estimated merged into a 2D feature matrix as the inputs of the DCNN. Then, the DCNN is constructed layer-by-layer, where the convolutional calculation and maximum-based sub-sampling operation are conducted to realise outstanding features. In this step, the local field and weight duplication will be involved to reduce the training parameter number and enhance the computation efficiency in the convolutional layer. Next, the gradient-based BP algorithm is employed to slightly adjust connection weights and bias via minimising the loss between real values and model outputs. The training of the DCNN is finished when the error is close to a pre-set small value. Eventually, the trained model is utilised to predict the health condition of the smart structures.
Numerical validation
In this part, a numerical study is conducted to evaluate the performance of the proposed DCNN-based DI method. Generally, a typical numerical model of smart building structure is composed of n-level building equipped with l c adaptive smart control devices, the system sketch of which is shown in Figure 5 . Since the control devices are strictly deployed under the first floor to act as the base level, the enhanced building model can be simplified as a system with n + 1 degrees of freedom (DOFs). Suppose the motion of the structure is sufficiently soft that nonlinear influences can be ignored, the kinematic equation of smart building structure can be summarised as
where l c is the number of control device employed in the smart structure; z b denotes the displacement of the base level corresponding to the inertial coordinate system; y g denotes the ground movement which is excited by the ambient ground acceleration € y g . Suppose x i = z i 2 y g , (i = b, 1, 2,., n) which is used to denote the relative displacement responses between each level (including base level) and the ground. Hence, the kinematic equation of smart building structure can be rewritten as
The kinematic equation of this dynamic system with (n + 1) DOFs can be summarised as a matrix form, given as follows
where K, C and M denote stiffness, damping and mass matrices, respectively, of the structure system with the following matrix expressions X, _ X and € X denote the relative displacement, velocity and acceleration vectors, respectively; G denotes the location vector, determined by the deployment of the control devices in the smart building; F t denotes the control force vector applied by the control device; Y is the unit vector (1,., 1) T . Equation (14) can be rewritten in the form of state space model due to the nonsingular feature of the mass matrix, shown in equation (15)
where Z = ½x Á _ x T denotes the state vector of the structure system; A is a 2(n + 1) 3 2(n + 1) matrix in relation to the stiffness and damping of the smart structure; B and H are matrices to determine the locations of control devices and ambient excitations. Their matrix expressions are given as follows
Hence, the kinematic equation of (n + 1) DOFs smart building can be expressed as follows
In this study, a five-level benchmark building model, designed by Wu and Samali, 53 is employed for numerical investigation. The structural properties of the benchmark model, including mass, stiffness and damping coefficients, are shown in Table 1 . Besides, smart MRE isolators with field-dependent features are selected as control devices due to the advantages of fast response time, reliable operation and low power requirement. The relevant photos and design of the building model and MRE isolator are given in Figures 6 and 7 , respectively. To make full use of the unique characteristics of this smart device, Yang et al. 54 developed a Bouc-Wen-based phenomenal model, the structure of which is depicted in Figure 8 . As shown in the figure, the model is comprised of a Bouc-Wen hysteresis element connected with a liner spring and a viscous dashpot in parallel, which is used to characterise field-dependent stiffness and damping properties of the device. The shear force generated by the isolator can be expressed using the following equations
a(I) = a a + a b I ð20Þ
where k 0 and c 0 denote the stiffness and damping coefficients of the isolator; a is a parameter to indicate the linearity level of hysteresis, with the value between 0 and 1; z denotes the intermediate variable; A, b, g and n are three non-dimensional parameters that regulate the size and shape of the hysteresis loop. Among these parameters, k 0 , c 0 , a and A are field dependent. Table 2 provides the value of each parameter for MRE isolator model. As mentioned in section 'DCNN-based method for DI of smart structures', two excitation sources are necessary to drive the smart building structure, that is, seismic inputs and control signals. In this study, the El Centro earthquake records, the N-S component recorded at the Imperial Valley Irrigation District substation in El Centro, California during the earthquake on 19 May 1940, are employed as seismic inputs to load the smart building. Also, a series of pseudo random binary currents are applied to the MRE isolator as the control signals. The simulation of the smart building structure under earthquake and current inputs is implemented via Simulink, which is shown in Figure 9 . In this study, the stiffness degradation is taken into account as the damage simulation in the smart structure. Other damage factors, such as damping coefficient degradation, and sensor and control devices faults, will be considered and investigated in the future work. Here, a total of 19 numerical scenarios are used to train and validate the proposed DCNN-based method, including undamaged, single damaged and multiple damaged cases. The detail of each scenario is given in Table 3 . Case 1 corresponds to the undamaged scenario. In cases 2-14, the single damages with different degradation coefficients are applied to different levels of the smart building. Cases 15-20 are associated with multiple damages, in which two or three damages simultaneously occur at different levels of the building.
Based on El Centro earthquake excitation and pseudo random binary current signals, the acceleration responses of the five-level smart building with various condition scenarios are captured. For each condition scenario, 100 seismic and current excitations are repeated to drive the structure to generate data set with sufficient samples. Accordingly, a total of 1900 groups of data samples are collected for all the scenarios. In addition, in practice, the captured signals are unavoidably polluted with external noises, it is of great necessity to evaluate the proposed DCNN-based DI method with noisy measurement data. In this work, the white Gaussian noises are utilised as external distributions that are added into raw vibration signals of each level in the smart building. Here, three different levels of noises, with 10, 5 and 2.5 dB signal-to-noise (S/N) ratios, are considered to assess the effectiveness of the proposed method. Figure 10(a) gives an example of noisy time-series acceleration signals of the building of a damaged case (Scenario No.1) with 10 dB S/N ratio. It is clearly seen that feasible damage mode in the timeseries acceleration signals is dissimulated by strong background noises and unrelated disturbances.
Then, the FFT method is used to transform timeseries acceleration signals to frequency-domain features, shown in Figure 10(b) . Obviously, the main energies of the vibration signals are distributed in the lower frequency bands. However, the current frequency data dimension is still very high, which is unfavourable to model training. As a consequence, the dimension of feature data should be further decreased to achieve high-accuracy predictive model. A noticeable phenomenon in Figure 10 (b) shows that extracted frequency data are still sparse in the amplitude-frequency representation. Here, an additional process to determine optimal dimension number is introduced: the first nm highest discrete power spectral densities (PSDs) are selected, the summation of which is more than 70% of summation of all the frequency energies, shown in Figure 11 . Finally, the minimum value of mn for different levels and condition scenarios is employed as optimal dimension parameters. Hence, after the data compression, the dimension of feature matrix is decreased from 5 3 11317 to 5 3 2832. The extracted feature data together with corresponding conditions are sent to the DCNN for model training and validation. In this study, 10-fold cross-validation is employed to evaluate the effectiveness of the proposed DCNN model, the procedure of which can be summarised as follows. First, all the data samples are Figure 9 . Schematic of Simulink iconic programming for smart building structure. randomly divided into 10 subgroups with the same size. Of 10 subgroups, each time one subgroup of data is used as the testing data for model validation, and the rest nine subgroups of data are used to train the network. Then, the whole procedure is repeated 10 times, with each of 10 subgroups utilised exactly once as the testing samples. Finally, 10 results are averaged to obtain a single prediction. The main benefit of this strategy is that all the data samples with different condition scenarios are considered for both model training and validation, and each sample is utilised to validate the trained model exactly once. The algorithm implementation of DCNN is under Python on a desktop with Nvidia graphics processing unit (GPU). Before the model training, several important parameters, including numbers of hidden units in convolutional, sub-sampling and fully connected layers, batch size and learning rate, should be determined in advance. In this work, the configuration is set as CL1 (128) Figure 12 gives the averaged root-mean-square (RMS) error of DCNN model validation for different levels of noise. It is noticeable that small values of batch size and learning rate will lead to poor performance (big error) of the trained model for three cases. With the increase of batch size and learning rate, the validation RMS error of the DCNN model will be gradually decreased and then tends to be stable or will be increased a little bit after the error arrives at its minimum value. According to the results in the figures, the optimal batch size is between 40 and 60, while the best learning rate is in the range of 0.003-0.004. Therefore, mean values of two ranges are adopted as the optimal batch size and learning rate for DCNN training, that is, 50 and 0.0035. Then, the DCNN are trained based on optimal model parameters using training samples in 10-fold cross-validation, and a total of 10 DCNN models are obtained. For each model, the validation samples are used to evaluate its performance. Figure 13 gives the comparison of mean prediction results of each damaged condition scenario using proposed DCNN method for different noise levels. It is clearly observed that the proposed method is capable of accurately forecasting the damage severities for most cases, even though the results seem to be better using the data with low S/N ratio Gaussian white noises. For the singledamage cases except cases 1, 7 and 10, the DCNN can correctly point out the damage location with perfect damage serveries, and assign low severity values to other (undamaged) levels in the smart building. For cases 2 (a), 8 (g) and 11 (j), the models also assign obvious damage information to the levels where there are not damages at all. There are two potential reasons contributing to this phenomenon: (1) the stiffness losses in cases 2 and 8 are not obvious, which can cause the unobvious change of extracted signal features and results in the fact that the model is unable to distinguish the damaged and undamaged levels and (2) high S/N noises may submerge the signal variations caused by minor stiffness reduction and cause wrong predictions of other levels. For the multi-damage cases, the proposed DCNN models, however, have good performance in predicting damage severities at different levels. Especially for cases 18 (q) and 19 (r), three damages are synchronously forecasted without wrong identifications at other levels. Figure 14 shows the distribution of relative errors between real values and validation predations from the DCNN models with different levels of noises. It is apparent that the relative errors exhibit distinct Gaussian distributions for three models. The error scales are (-0.016, 0.016) for the model of 10 dB S/N noise, (-0.02, 0.04) for the model of 5 dB S/N noise and (-0.03, 0.03) for the model with 2.5 dB S/N noise. Although the relative error ranges will be extended with the increase of noise level, the proposed method is still proved to be robust and reliable in DI of smart structures in real noisy environment. Figure 15 gives the correlation analysis results of three DCNN models based on validation samples, in which the squared correlation coefficient (SCC) between real values and model predictions is employed as the evaluation index, with the following mathematical expression
where DSI r and DSI p denote real and predicted damage severities at jth level in ith sample; m and n denote the sample and level numbers, respectively. As shown in the figures, most points are uniformly distributed in both sides of the regression line for three models. The specific accuracy of the model can be evaluated according to the distance between regression line and points. The closer the distance, the higher the model accuracy. Compared with other models, the model developed based on the data with 10 dB S/N noise has the optimal SCC with the value of 0.9983. The increase of noise level will generate reverse effect on model accuracy. The SCC of the model designed using data with 5 dB S/N noise is decreased to 0.9945, and obvious errors exist in the levels where the damage severity is less than 0.1. For the model of 2.5 dB S/N noise, the prediction results are generally higher than real values, and more errors occur at the cases of 0.25 and 0.3 damage severities. Overall, the proposed DCNN-based DI method is still able to keep high performance in predicting damage severity under high noise disturbance, which satisfies the robustness requirement in the engineering practice.
To further demonstrate the superiority of the proposed DI method, a comparative study is conducted to compare the DCNN-based method with other commonly used ML-based DI methods using the same data with 2.5 dB S/N noise. In this study, two types of network-based methods are considered: general regression neural networks (GRNNs) and adaptive fuzzyneuro inference system (ANFIS), which have been widely applied in DI of building structures. The inputs and outputs of GRNN model are completely same as that of the proposed DCNN model. Since the traditional ANFIS just can generate one output, we set up five ANFIS sub-models to predict the damage severity of each level of the smart building, respectively. The inputs of ANFIS-based sub-models are also same as the inputs of DCNN and GRNN models. Apart from the inputs and outputs, the configuration of the GRNN model includes a hidden layer and a summation layer. The neurons in the hidden layer correspond to training samples and two neurons exist in the summation layers for arithmetic and weighted summations, respectively. In the GRNN, the smooth factor is a key parameter that directly affects the generalisation capacity of the developed model. Therefore, the particle swarm optimisation (PSO) algorithm is used to obtain optimal parameter value during the model training. For the ANFIS models, five fuzzy labels are utilised to decompose the input space and the membership function is selected as the Gaussian function. A total of 200 epochs are set to train each model to keep the RMS error smaller. The training and validation of the GRNN and ANFIS models are also based on 10-fold cross-validation strategy. Figure 16 shows mean prediction results of each case from three models. The comparison indicates that the proposed DCNN method has better predictions of damage severities than other two methods for most cases, even though the GRNN and ANFIS can still provide acceptable results. In case 13 ( Figure 16(l) ), the prediction accuracies of damage levels from the GRNN and ANFIS are higher than that of the proposed DCNN method, the results of other undamaged levels from conventional methods, however, have more errors which may cause wrong operation warning. Figures 17 and 18 show the correlation analysis and distribution of relative error between real values and predicted results from GRNN and ANFIS models, respectively. Apparently, GRNN and ANFIS models have larger error ranges, in which the relative errors concentrate on the scale of (0, 0.02). In the same way, the SCC values of both models are significantly smaller than the value of the proposed DCNN model, which are 0.9692 and 0.9672, respectively.
Except from the root-mean-square error (RMSE), relative error distribution and SCC, several other important indices have been utilised to assess the prediction capacities of ML models. These evaluation indices include index of agreement (IA), average absolute deviation (AAD) and error-to-signal ratio (ESR). The corresponding mathematical expressions are given in equations (25)- (27) 
Among three indices, IA is a standard indicator to quantify the degree of the regression model error and its value ranges between 0 and 1. Thereby, 0 denotes no match at all while 1 denotes the best agreement. AAD represents the mean value of the absolute errors from the central value and is a good indicator to describe the statistical variability. ESR indicates the upper bound of error between real and predicted values via averaging the distribution of estimates. The lower the value of ESR is, the more accurate the model is. Table 4 exemplifies the results of using five evaluation indices to assess three predictive models based on the data with 2.5 dB S/N ratio noise. The comparison results show that the proposed DCNN model outperforms GRNN and ANFIS models in terms of RMSE, IA, SCC, AAD and ESR, and the corresponding values of DCNN models are 0.0098, 0.9978, 0.9927, 0.0065 and 0.0088, respectively. For other models, the relative deviation percentages of five indices between the GRNN and the proposed DCNN are 116.33%, -0.72%, -1.81%, 147.69% and 305.68%, while the relative deviation percentages of indices between ANFIS and DCNN are 147.96%, -0.99%, -2.37%, 186.15% and 414.77%, respectively. Although the GRNN and ANFIS models have satisfactory results of IA and SCC which are similar to the DCNN's, the other indices are obviously worse than that of the DCNN model. Generally, any single index is not capable of comprehensively estimating the generalisation capacity of the developed model. Accordingly, it is significantly essential to consider all the index values together to make a synthetic model evaluation. In this study, to summarise the results in Table 4 , the DCNN model has demonstrated its effectiveness and feasibility in DI of the smart structures encountered with seismic loadings.
In the practical applications, the ambient excitations are always unknown and the damage scenarios may not be included in the training cases. Hence, it is absolutely essential to appraise the performance of the developed DCNN model for DI of smart structures with uncertain excitations and damage scenarios. In this evaluation, four new testing scenarios, which are different from training and validation cases, are employed, including (1) 20% stiffness degradation at the first floor, (2) 15% stiffness degradation at the second floor, (3) 10% and 15% stiffness degradations at the first and second floors, respectively and (4) 10%, 20% and 15% stiffness degradations at the first, second and fourth floors, respectively. The detailed information on testing scenarios are shown in Table 5 . In addition, the random excitation, the amplitude of which follows the Gaussian distribution, is adopted to horizontally load this smart building. Similarly, 100 repeated trials are conducted to generate the testing data set. Furthermore, both GRNN and ANFIS models are developed for the performance comparison with the proposed model. Here, the data from 19 scenarios are used as training samples, and the data from four new testing scenarios are employed as the testing samples. Figure 19 shows the comparison of mean identification result of each testing scenario among three learning models, and Table 6 gives the corresponding performance evaluation index values of each model based on testing data. Although the prediction accuracy of the proposed DCNN-based model for testing data is a little bit worse than that for training and validation data, it can be still acceptable because the loading condition in the testing scenarios is totally different and these scenarios are not included in the training cases. This promising result sufficiently proves that the proposed DCNN-based method can be used for DI of smart structures in the real world T1  1st  20  T2  2nd  15  T3  1st and 2nd  10 and 15  T4 1st, 2nd and 4th 10, 20 and 15 because the practical conditions are always unknown and may be different from the scenarios in the training cases. However, there is an obvious prediction abnormity that happens in the case of Scenario T4, where the practical damage severity at 1st floor should be 0.1 (10% stiffness degradation) and the prediction result from the proposed model is around 0.06. The main reason resulting in the problem of big prediction error is that the random excitations rather than seismic excitations are employed in four testing scenarios which may cause different distributions of input data between training and testing cases. In this case, the transferlearning technique should be adopted to transfer the testing data, before they are directly used for the testing based on the predictive model developed by the training data. This is also one of the main tasks in the future. Finally, the analysis of the calculation cost of the proposed DCNN-based model is also necessary because it is very important for real-time monitoring of civil structures in practice. As mentioned before, the programme of the DCNN model is realised using Python while the programmes of the GRNN and ANFIS models are realised using Matlab. In this study, the GPU acceleration technique is utilised to improve the calculation efficiency. Meanwhile, all the programmes are run using CPU for the comparison, which indicates that the DCNN programme is run using both GPU (NVIDIA Quadro K600) and (CPU i7-4790), while the GRNN and ANFIS programmes are run only using CPU (i7-4790). Table 7 shows the training and testing time of three different models. It can be seen from the results that the GPU acceleration technique has a satisfactory performance and the training process can be accelerated by the ratio of 4.96. Even though the training time of the proposed DCNN model is longer than that of the GRNN and ANFIS models, all the models have similar testing time. Since the predictive model can be trained in advance via the off-line mode, the testing time is important to check the realtime requirement. Apparently, the wonderful results in Table 7 further validate that the proposed DCNNbased method is a promising candidate for DI of smart building structures in practice.
Conclusion
This article puts forward a novel DCNN-based method to assess and localise damages of smart building structures exposed to external harmful excitations. Different from traditional DI algorithms, the proposed method directly runs on vibration signals captured from detected structures, avoiding extra time-consuming, denoising and handcrafted feature-selection procedure. First, a big-size kernel is utilised in the first convolutional layer to mitigate the high-frequency noise influence. Then, several small-size kernels are employed to characterise signal representations via multi-layer nonlinear mapping. Besides, LReLU and drop-out technology are used to promote model generalisation capacity and prevent the overfitting. Finally, the performance of the proposed method is evaluated on a smart structure consisting of a five-level benchmark building and six adaptive MRE isolators installed underneath, which is driven by both El Centro seismic loading and pseudo random binary currents in the meantime. The evaluation result indicates that the proposed DCNN method not only can achieve high-accuracy damage detection on raw noisy signals but also outperform other commonly used ML-based methods in terms of RMSE, IA, SCC, AAD and ESR. Since only numerical investigations are done in this work, experimental and field studies should be considered and conducted for the method verification in the future. First, a five-storey-scaled building model equipped with adaptive smart isolation system with various condition scenarios will be designed and then tested using a shaking table that can generate horizontal random and seismic excitations. The vibration responses captured from the accelerometers will be used to further validate the performance of the proposed DCNN-based method. Furthermore, in the practical application, due to scarce damage information in real in-service structures, the proposed DCNN-based model should be developed using data from numerical model and then the trained model will be used to predict the health condition of real smart structures. There will be a problem that the distributions of the training data from numerical model are totally different from the distributions of testing data from real structure. In this case, the identification accuracy of the proposed method will be affected. Accordingly, in the future work, the transfer-learning technique will be also investigated to fix this problem for applying the proposed DCNN method in DI of smart structures in the real world.
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