We study Maker/Breaker games on the edges of the complete graph, as introduced by Chvátal and Erdős. We show that in the (m : b) game played on K N , the complete graph on N vertices, Maker can achieve a K q for q = m log 2 (b+1) − o(1) · log 2 N , which partially solves an open problem by Beck. Moreover, we show that in the (1 : 1) game played on K N for a sufficiently large N , Maker can achieve a K q in only 2 2q 3 poly(q) moves, which improves the previous best bound and answers a question of Beck. Finally, we consider the so called tournament game. A tournament is a directed graph where every pair of vertices is connected by a single directed edge. The tournament game is played on K N . At the beginning Breaker fixes an arbitrary tournament T q on q vertices. Maker and Breaker then alternately take turns in claiming one unclaimed edge e and selecting one of the two possible orientations. Maker wins if his graph contains a copy of the goal tournament T q ; otherwise Breaker wins. We show that Maker wins the tournament game on K N with q = (1 − o(1)) log 2 N . This supports the random graph intuition, which suggests that the threshold for q is asymptotically the same for the game played by two "clever" players and the game played by two "random" players.
Introduction
In this paper we study games played by two opponents on edges of the complete graph K N on N vertices. The two players, called Maker and Breaker, alternately take turns in claiming some number of unclaimed edges until all edges are claimed. In an (m : b) game Maker claims m edges and Breaker claims b edges per turn, with Maker going first. Maker aims to create a graph which possesses some fixed (usually monotone) property P and Breaker aims to prevent Maker from achieving his goal: Breaker wins if, after all N 2 edges were claimed, Maker's graph does not posses P . A widely studied game of this kind is the q-clique game (sometimes abbreviated by clique game) where P is the property that the clique number is at least q. An immediate question is how large q can be (in terms of N ) such that Maker can achieve a K q in the game on K N . Remarkably, for the ordinary (1 : 1) game the exact solution to this question is known! The following theorem is due to Beck. (Throughout this paper log stands for the binary logarithm.) Theorem 1.1. (Theorem 6.4, [7] ) For some r = r(N ) with r ∈ o(1) we have the following. If q ≤ ⌊2 log N − 2 log log N + 2 log e − 3 + r⌋, then Maker has a winning strategy in the (1 : 1) q-clique game. Otherwise Breaker has a winning strategy.
Random Graph Intuition An interesting paradigm, which was pointed out first by Chvátal and Erdős [11] , and was later investigated further in many papers of Beck [2, 3, 4, 5] and Bednarska and Luczak [8] , is the random graph intuition: Let G denote an (m : b) game and let P denote the corresponding graph property Maker aims to achieve. In the random game the players are replaced with "random players" which select their edges in each round completely at random; i.e., RandomMaker claims m random unclaimed edges per move and RandomBreaker claims b random unclaimed edges per move. So, by the end of the game RandomMaker's graph looks like a random graph G(N, M ) with M = ⌈ m m+b N 2 ⌉ edges. The random graph intuition basically says that if G(N, M ) contains P with high probability, then this indicates that Maker has a winning strategy in G, and, conversely, if G(N, M ) with high probability does not contain P , then this indicates that Breaker has a winning strategy in G.
It is well-known that with high probability the size of the largest clique in G(N,
N
2 ) is (2− o(1)) log N , thus the threshold where the random q-clique game turns from a RandomMaker's win to a RandomBreaker's win is around q = (2 − o(1)) log N : like in the ordinary (1 : 1) q-clique game, as shown by Theorem 1.1. So far, for various games it has been proved that they support the random graph intuition, see, e.g., [4, 8, 12, 15] .
For a small number of games it has been established that the random graph intuition fails: In the (1 : 1) diameter game the graph property Maker aims to achieve is that the diameter (of his graph) is at least two (i.e., every pair of vertices has distance at most two). It is known (and not very difficult to show) that in the random graph G(N, 1 2 N 2 ) with high probability every pair of vertices has distance at most two. Hence, RandomMaker wins the random (1 : 1) diameter game with high probability. However, Balogh, Martin and Pluhár [1] proved that actually Breaker has a strategy to win the (1 : 1) diameter game, which yields that the probabilistic intuition fails in this case. Second, for a given b, let G NP (b) denote the (1 : b) non-planarity game, where the graph property Maker aims to achieve is non-planarity. That is, Maker wins if at the end of the game his graph has no planar embedding. (1))N , RandomMaker wins the random version of G NP (b) with high probability. On the other hand, Hefetz, Krivelevich, Stojaković and Szabó [13] showed, applying a result of Bednarska and Pikhurko [9] , that Breaker has a strategy to win G NP (b) for b ≥ N 2 . This means that the random graph intuition fails for every b with
It is an interesting open problem to determine suitable criteria which guarantee that for a given game the random graph intuition (or maybe some weaker version of it) holds.
We call an (m : b) game biased if m = 1 or b = 1. For the biased clique game not so much is known.
Let f N (m, b) denote the largest q such that Maker can occupy a K q in the (m : b) game. The random graph intuition suggests that f N (m, b) is roughly 2 log(m+b)−log m log N (see, e.g., [10] [7] 
log(m+b)−log m · log N − 2 log c log c N + 2 log c e − 2 log c 2 − 1 + 
Is it true that
The definition of g N (m, b) is motivated by the so called Biased Meta-Conjecture by Beck: an adaptation of the random graph intuition which also considers some particular criteria guaran-teeing a Maker's win. Note that by Theorem 1.1 we have f N (1, 1) = g N (1, 1) for N large enough. Moreover, Beck [7] proved that f N (m, 1) ≥ g N (m, 1) for every m and every large enough N . We will show that for infinitely many m, b the values f N (m, b) and g N (m, b) are substantially different. In particular, for constant m ≥ 6 and large enough N , 
Open Problem 1.4 is still unsolved but (1) points out that in the (6 : 6) game Maker has a strategy to occupy a K q with q = 2.13 log N . So, if in Open Problem 1.4 "(2 : 2)" was replaced with "(6 : 6)", then the answer to (a) would be "yes" whereas the answer to (b) would be "no". Hence, it is plausible that the answers are similar in Open Problem 1.4 as well. Let s(q) denote the minimum number of moves Maker needs to build a K q . Theorem 1.1 implies the following.
Hence, s(q) ≤ 1 2 N 2 ≤ q 2 2 q for large enough q. The best known upper bound on s(q) is s(q) ≤ 2 q+2 , which has been discovered by Beck [6] and, independently, by Pekeč [14] . From the other side, Breaker can prevent Maker from building a K q in 2 q 2 moves, provided q is large enough [6] ; thus s(q) ≥ 2 q 2 . Beck asks whether the bound O(2 q ) can be improved. We will show that s(q) ≤ 2 2q 3 poly(q) where poly(q) is some polynomial in q. Another variation of the q-clique game is the so called q-tournament game (sometimes abbreviated by tournament game). A tournament is a directed graph where every pair of vertices is connected by a single directed edge. The q-tournament game is played on K N . At the beginning Breaker fixes an arbitrary tournament T q on q vertices. Maker and Breaker then alternately take turns in claiming one unclaimed edge e and selecting one of the two possible orientations. Maker wins if his graph contains a copy of the goal tournament T q ; otherwise Breaker wins 1 . Note that a winning strategy for Breaker in the q-clique game allows him to prevent Maker from achieving any tournament T q on q vertices. Hence, Theorem 1.1 yields that for q = (2 − o(1)) log N Breaker has a winning strategy in the q-tournament game. From the other side, Beck [7] showed that Maker has a winning strategy for q = ( 1 2 − o(1)) log N . Actually, he even proved the stronger statement that Maker has a strategy to achieve that his graph contains a copy of all possible T q .
The random graph intuition suggests that Maker already has a winning strategy if q = (1 − o (1)) log N . Beck [7] included the following open problem in his list of the seven most humiliating open problems of the field of positional games.
Open Problem 1.8. Is it true that Maker has a winning strategy in the q-tournament game for
We prove that the answer to Open Problem 1.8 is "yes".
Maker has a winning strategy in the q-tournament game.
Notation Let G be a graph and let V (G) and E(G) denote the set of vertices and the set of edges of G, respectively. For U ⊆ V (G), E(U ) denotes the set of edges spanned by U and, similarly, for disjoint subsets U, W ⊆ V (G), E(U, W ) denotes the set of edges with one endpoint in U and the other in W . For a subset S ⊆ V (G), the subgraph induced by S denotes the graph obtained from deleting all vertices of V (G)\S in G.
Suppose that we consider a game played on the edge set of a graph G. Then, for every vertex v ∈ V (G) we let d B (v) denote the degree of v in Breaker's graph. We will sometimes refer to the edge set of G as the board.
Ceiling and floor signs are routinely omitted whenever they are not crucial for clarity.
Organization of this paper In Section 2 we describe a natural strategy for Maker in the (1 : 1) clique game and sketch how this strategy can be adapted to prove Theorems 1.3, 1.7 and 1.9. In Section 3 we consider the biased clique game and prove Theorem 1.3, in Section 4 we show how to build a clique fast by proving Theorem 1.7, and, finally, in Section 5 we prove Theorem 1.9, which supports the random graph intuition.
S looks as follows. Maker first selects an arbitrary vertex v 1 of the vertex set of K N . As his ith move Maker claims a free edge (v 1 , w i ) until all edges incident to v 1 are occupied. We refer to this sequence of moves as processing v 1 . Note that by processing v 1 Maker achieves that at least r := N −1 2 vertices w 1 , w 2 , . . . , w r are connected to v 1 in his graph. So he can restrict himself to building a (q − 1)-clique in the subgraph induced by {w 1 , . . . , w r }, which has roughly N 2 vertices. This suggests that by proceeding recursively Maker can, for q ≈ log N , build a q-clique. We note that, actually, there is an obstacle which has to be taken into account: It is possible that before Maker finishes processing v 1 , Breaker already claimed some edges in the subgraph induced by {w 1 , w 2 , . . . , w r }, which might be a handicap for Maker. However, this can be resolved by ignoring all vertices whose degree in Breaker's graph is larger than some carefully chosen threshold t, and setting up a more involved recurrence. (A detailed description will be given in the sequel.)
We now sketch three modifications of S which can be applied to some variations of the clique game.
The Biased Game For the biased clique game, we consider the following modification of S: At the beginning, instead of selecting one vertex v 1 , Maker occupies an m-clique on some vertex set {v 1 , v 2 . . . , v m }. (In the more detailed analysis in Section 3 we will show how this can be achieved.) As long as there are vertices v for which (v, v 1 ), (v, v 2 ), . . . , (v, v m ) are all unclaimed, as his move, Maker fixes such a v and connects v to v 1 , . . . , v m . In this way Maker can achieve that in his graph roughly A handwaving analysis (neglecting again the fact that Breaker might have claimed edges of
This is close to the bound we will prove in Section 1.3. such that every w j is connected with every v i in his graph. This will take him roughly The Tournament Game Finally, for the tournament game Maker can adapt his strategy S as follows. Let T be the goal-tournament of Maker on the vertex set {u 1 , . . . , u q }. During the game Maker will maintain so called candidate sets V 1 , . . . , V q such that every v i ∈ V i is still suitable for the part of vertex u i . In the first round Maker selects a vertex v 1 ∈ V 1 and then responds to each Breaker's move as follows: If Breaker claims an edge connecting v 1 with a vertex in V i with i ≥ 2, then Maker claims another, free edge e connecting v 1 with V i (if there is no such edge e, Maker just claims an arbitrary edge). Otherwise, he claims any free edge e = (v 1 , v i ) with v i ∈ V i for some i ≥ 2. In either case Maker orients e in such a way that v 1 is the sink of e if and only if u 1 is the sink of (u 1 , u i ).
Building a Clique Fast
In this way Maker can restrict himself to occupying a copy of T \{u 1 } in the subgraph induced by W 2 ∪ W 3 ∪ . . . ∪ W q where W j ⊆ V j is the set of vertices in V j which are in Maker's graph adjacent to v 1 . By Maker's strategy, the size of W j is at least 
The Biased Game
The next statement is a well known fact in graph theory. . This can be seen by considering the following greedy algorithm for building an independent set: Start with an empty set S and then, as long as G contains at least one vertex, iteratively select an arbitrary vertex v, add it to S and remove v and all its neighbors from G. Finally, at most (d + 1)|S| vertices were deleted and therefore, |S| ≥ n d+1 . In this paper we will use the following observation several times. This can be seen as follows. In Breaker's graph, the sum of vertex-degrees in S is increased by at most 2e. Let W ⊆ S denote the set of vertices w ∈ S where d B (w) is increased by more than
, then the sum of vertex-degrees in S (in Breaker's graph) is increased by at least |W |d crit > 2e, which leads to a contradiction. Hence, |W | ≤
Before proving Theorem 1.3 we formulate some more auxiliary facts. Observation 3.1 directly implies the next corollary. We proceed by induction on q. Clearly, Maker can always build a K 1 . Suppose now that q > 1 and letñ = n(q − 1, 1, b) .
Let V denote the vertex set of a K n (n is to be determined later). Maker uses the following strategy. He first selects an arbitrary vertex v ∈ V . In each of his moves he claims an edge incident to v until all such edges are occupied. In this way, at least The next lemma shows how Maker can reduce the task of occupying a K q to the task of occupying a K q−m . To this end we consider complete graphs where some of the edges are already occupied by either Maker or Breaker. 
If n ′ ≥ 1, then Maker can achieve that there are disjoint sets {v 1 , . . . , v m }, {w 1 , . . . , w n ′ } ⊆ V (G) where (i) all edges in E({v 1 , . . . , v m }) ∪ E({v 1 , . . . , v m }, {w 1 , . . . , w n ′ }) belong to Maker's graph, and . . .
Since C, m, b are constants, (3) is equivalent to 
We apply Corollary 3.8 for i = q m (for simplicity, we assume that q is divisible by m). Using that q ≤ m log N , we get
Hence, Maker can occupy a K q in the game on K N , which concludes the proof of Theorem 1.3.
It remains to show Lemma 3.5.
Proof of Lemma 3.5:
We assume that no edge of G belongs to Maker's graph. Otherwise, Maker can follow his strategy and, whenever this strategy calls for an edge he already possesses, then he takes an arbitrary free edge: no extra move is disadvantageous for him.
Maker proceeds in two phases. 
Building a Clique Fast
Proof of Theorem 1.7: Throughout this section we consider the (1 : 1) game. We will describe a strategy which allows Maker to occupy a K q fast. Maker proceeds in two phases. The next lemma describes the first phase. 
If n ′ ≥ 1, then Maker can achieve in at most n moves that for some 
Building a Tournament
We will consider a modification of the tournament game which is advantageous for Breaker. The advanced q-clique game is played on K N . At the beginning Breaker fixes a partition V 1 , V 2 , . . . , V q of the vertex set with
(For simplicity we assume here that N is divisible by q. The case where N is not divisible by q could be handled by fixing q disjoint vertex sets V 1 , V 2 , . . . , V q with |V i | = ⌊ N q ⌋ for every i, 1 ≤ i ≤ q.) Maker's goal is to build a K q on some vertex set {v 1 , v 2 , . . . , v q } with v i ∈ V i for every i, 1 ≤ i ≤ q; and Breaker's goal is to prevent this. This can be seen as follows. Let {u 1 , . . . , u q } denote the vertex set of T . Suppose that Maker has a strategy S to win the advanced q-clique game on K N . To occupy a copy of T , he first fixes an arbitrary partition V 1 , V 2 , . . . , V q of the vertex set of K N with |V i | = N q for every i ∈ {1, . . . , q}, and then, in each of his moves, he applies S together with the following rule for directing the currently claimed edge e: If e = (v i , v j ) for some v i ∈ V i , v j ∈ V j with i = j, then he orients e in such a way that e is directed from v i to v j if and only if the edge between u i and u j is directed from u i to u j . Otherwise, e is spanned by some set V i , in which case Maker chooses an arbitrary orientation.
Since S is a winning strategy for the advanced q-clique game, Maker manages to occupy a copy of T in this way.
Proof of Theorem 1.9: By Observation 5.1, it suffices to show that Maker has a strategy to win the advanced q-clique game, abbreviated by q-clique game in the following, on K N . Let d crit be an integer to be determined later. The next lemma shows how a winning strategy for the (q − 1)-clique game yields a winning strategy for the q-clique game. As in the proof of Theorem 1.3 we let G(n, d) denote the set of complete graphs G on n vertices where 
If n ′ ≥ 1, then Maker can achieve that for some
(ii) all edges in E({v 1 }, W i ) belong to Maker's graph, for every i, 2 ≤ i ≤ q, and
Before proving Lemma 5.2 we first consider its consequences. Suppose that d crit > 4q and let n ′ be defined as in Lemma 5.2. Then,
Let s(q) = 2 + Recall that we assumed that d crit > 4q. Hence, s(q) ≥ 2 and for every 1 ≤ i ≤ j ≤ q, s(i) = 
for large enough N . This concludes our proof of Theorem 1.9
Proof of Lemma 5.2: As in the proof of Lemma 3.5 we can assume, without loss of generality, that no edge of G belongs to Maker's graph. Since d B (v 1 ) ≤ d, for every i ∈ {2, . . . , q} there are at most d vertices v ∈ V i where (v 1 , v) belongs to Breaker's graph. As long as there are unclaimed edges incident to v 1 Maker responds to each Breaker's move as follows. If Breaker claims an edge of the form (v 1 , v i ) with v i ∈ V i for some i ≥ 2 and there are still unclaimed edges in E({v 1 }, V i ), then Maker occupies an arbitrary free edge in E({v 1 }, V i ). Otherwise, Maker claims any free edge incident to v 1 . He stops as soon as all edges incident to v 1 have been claimed. Hence, Maker and Breaker each made at most qn moves. Note that due to his strategy, for every i ∈ {2, . . . , q} Maker occupied at least half of those edges in E({v 1 }, V i ) which were initially unclaimed; hence, there is a V ′ i ⊆ V i with |V ′ i | = n−d 2 such that all edges in E({v 1 }, V ′ i ) belong to Maker's graph. Since Breaker made at most qn moves he claimed at most qn edges; thus, by Observation 3.2, for every i ∈ {2, . . . , q} there is a
