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Sequential Innovation involves the serial commercialization of improv-
ing products based on technologies that improve over time. In many industries
such as semiconductors, electronics and computers, fundamental advances have
presented rms with opportunities to substantially improve their product's ca-
pabilities in very short periods of time. Customers who invest in these products
may, however, react adversely to rapid improvements that obsolete their pre-
viously purchased products. In the case of breakthrough products that create
categories of their own, potential consumers might even be unaware of their
own valuation for new products. In this dissertation, I identify and analyze
some means by which a rm can engage in sequential innovation in the face of
such apprehensions. In particular, I focus on three aspects of product develop-
ment that have important implications for its eventual success in the market:
product design, sourcing of components and distribution channels.
vii
In the rst essay, motivated by an emerging trend in industrial markets,
I analyze the role of modular upgradable designs in managing the introduction
of rapidly improving products. I show that modular upgradability can reduce
the need for slowing the pace of innovation or foregoing upgrade pricing. In
the second essay, I study a dual set of challenges that arise for the modular
innovator in the presence of strategic consumers and suppliers. The rm's
ability to credibly signal its future design strategy could be adversely aected
under various sourcing arrangements for peripheral components of the modular
product. Even when consumers strategically plan their purchases while taking
into account the rm's incentives, they often have limited understanding of
their own valuation of a product before they buy it. In the third essay, I
consider the role played by channels of distribution that play an educational
role when selling sequentially improving products to such consumers who are
uncertain about their preferences. The contribution of this dissertation is
to formalize the sequential innovation problem and propose solutions that can
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Sequential product introductions are regarded as the primary source of
sustainable growth and protability in many industries where production and
distribution of goods have become decentralized and commoditized. These
are often powered by improvements in underlying technologies that unravel
in time in a dynamic manner and present a unique set of challenges. Yet,
much of the product development literature has focused on the level of sin-
gle projects or a product line at a given point in time. The ramications of
constant technological ux are felt at all levels of a rm's operations - from
cultivating a nimble research environment to designing adaptable products to
creating agile and reliable distribution mechanisms. While the number and
complexity of problems confronting a product manager has exploded with the
rapidity of innovation in various industries, there is a dearth of research and
discussion focusing on intertemporal innovation. Insights based on analysis
of cross-sectional innovation models are limited, and often turn out to be
inapplicable, in understanding and managing sequential innovation. In this
dissertation, I take a longitudinal perspective of products based on improving
technologies, and investigate the importance of coordination between various
organizational functions in determining the ultimate success of these prod-
1
ucts. In particular, I focus on joint decision-making with respect to product
design and development, sourcing strategies for components and selection of
distribution channels for products that improve over time.
Sequential introduction of improved versions are routine for several
product categories, particularly electronics and software (PC Magazine, 2003).
This serial commercialization of improving technologies, whose performance
improves over time not only in absolute terms but also in customer-discounted
terms, is referred to as Rapid Sequential Innovation (RSI). We know, both
from our own experiences as consumers of technology products and from prior
research, that consumers will nd unpalatable the speed of upgrades necessary
to follow the trajectory of such rapidly improving technologies. What can an
innovator do to bring valuable consumers along the technology path as the
product itself improves? In my rst essay, I show that contrary to suggestions
in the marketing literature, addressing this reluctance is not a matter of re-
straining the pace of innovation, but rather an issue of coordinated product
design and pricing. In particular, the key to ensure that consumers upgrade
products at the natural rate of improvement is to oer modular upgradability
through product design. The approach in this essay is to view the commercial-
ization of rapidly improving technologies as a combination of three separate,
but related steps: product design, introduction timing, and pricing (going be-
yond the last pricing step considered in the prior literature). Based on an
industry example, I also distinguish between two design and sourcing options
that rms employ. Modules that do not change over time may be provided
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directly to the customers as an o-the-shelf open-market commodity (Modu-
lar Non-Proprietary design), or by the focal rm (Modular Proprietary). The
result that modularity can be an important vehicle for value under sequen-
tial innovation underscores the importance of taking design and introduction
timing into consideration and linking them with pricing while launching an im-
proving product family. Another interesting nding is that in many instances
optimal launch times are advanced under a modular architecture; this also
highlights a previously ignored demand side advantage to modularity.
However, such a modular product design approach poses a dual set
of challenges to the rm in the presence of forward-looking consumers and
strategic suppliers. A time-inconsistency problem is created for the rm when
consumers with foresight question if the future versions of the product design
would continue to be modular upgradable. This is particularly damning be-
cause the additional value created by modular upgradability is not preserved
unless future versions of a product are also modular. Suppliers of stable sub-
systems may also take advantage of such a modular approach and seek to
appropriate more of the gains from product improvement. These pressures
create a two-pronged design inconsistency problem for a monopolist selling im-
proving subsystems, which I formalize and oer an integrated product-design
and module-pricing based solution. First, I identify product introduction and
market segmentation decisions that help a rm mitigate the time inconsis-
tency with consumers, and derive the optimal development investment made
by the seller under these circumstances. Next, I examine how the seller of an
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improving subsystem must deal with strategic suppliers of stable subsystems.
Specically, the rm must coordinate its design and pricing decisions and inno-
vate at a faster pace to ensure that a strategic supplier's incentives do not cause
consumer regret. This interaction between strategic suppliers and consumers
oers a potential explanation for why many technological rms engage in rapid
sequential innovation despite the possibility of creating consumer regret. These
results lead a more nuanced understanding of the development decisions made
by rms who serve strategic consumers in the presence of strategic suppliers
of components.
Much of the literature on product development, and particularly re-
cent works on sequential innovation, typically ignore an important facet of
new products that improve rapidly over time. When new product categories
burgeon and improve rapidly, uninformed consumers might not have the op-
portunity to experience a sample and discover their valuations for the perfor-
mance attributes of the product. This lack of complete preference awareness
by consumers could have profound implications for how sequentially improving
products. Faced with this problem, innovators in several industries depend on
channels of distribution that specialize in communicating the salient aspects of
a product without forcing consumers to purchase a unit. For example, a prod-
uct manager at a printer manufacturer uses QVC and trade shows as eective
avenues for demonstrating and distributing products to uncertain consumers.
We refer to these channels of inference as Infermediaries. In spite of the op-
portunity infermediaries create by providing a product-information bundle for
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the uncertain segment, they are not always used by manufacturers. This gives
rise to some important questions about channel selection: Are infermediaries
valuable channel partners under all circumstances? What rm, product and
market characteristics are most favorable for employing infermediary distrib-
utors? To answer these questions, I consider a market segmented along two
dimensions: true preference for product quality and certainty of preference.
The analysis shows that revealing true valuations to consumers before they
purchase a product could be counterproductive to the manufacturer's cause
depending on the pace of innovation and composition of the market. Most
importantly, the analysis gives rise to a rst-order understanding of the exact
role of an infermediary channel in distributing new and improving products.
The rest of this dissertation is organized as follows. The literature
related to the product design, sourcing and pricing issues is summarized in
Chapter 2. Coordinated product design and pricing for rapidly improving
products is discussed in Chapter 3, followed by the discussion of commitment
issues and sourcing options in Chapter 4. In Chapter 5, we discuss the channel
selection problem for the innovator facing uncertain consumers. We conclude




New Product Development (NPD) is an indispensable, fundamental
activity for all organizations involved in the production of goods and services.
Deservedly, product development has attracted signicant attention in the
academic and practitioner literature. NPD eorts are increasingly focused on
sequential product introductions, which are regarded as the primary driver of
growth and sustainability in many industries. Rapid advances in basic sciences,
technologies for coordination and decentralization of design and development
have quickened the pace of sequential innovation in categories ranging from
automobiles to electronics to services (Business Week, 2006). The vast body of
research on NPD, however, has paid limited attention to the new managerial
challenges created in developing sequentially improving new products.
In this dissertation, I broach, formalize and analyze some of these is-
sues in detail, with particular emphasis on the coordination between various
organizational functions. In doing so, I take a the view of NPD as the trans-
formation of a market opportunity into a product available for sale (Krishnan
and Ulrich, 2001). In this chapter, I review three dierent areas in the liter-
ature that are related to the ideas presented: Sequential innovation, Product
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Architecture, and Channel Design.
2.1. Sequential Innovation
Since an improved version of a product competes with previously ver-
sions of itself that are available in a market, it is instructive to begin with
a brief synopsis of such intertemporal competition. Durable goods manufac-
turers have been a subject of long-standing interest in the economics litera-
ture1. Coase (1972) argued that rational expectations of suciently patient
customers will eliminate the opportunity to sell the good at dierent prices to
customers who value it dierently. This competition from goods sold earlier
makes leasing a preferable alternative to selling durable goods (Bulow, 1982),
and a selling rm also has an incentive to reduce the physical life of an old
product compared to a leasing rm (Waldman, 1996). Interference from early
sales may be controlled by using mechanisms such as buybacks, planned ob-
solescence or trade-ins (Fudenberg and Tirole, 1998). These tactics are often
not feasible leading to excessively slow product introductions (Fishman and
Rob, 2000). This work proposes product design as an essential ingredient in
the sustenance fast new product introduction.
When customer valuations of a product are not uniform, a durable
product may be priced dynamically to achieve intertemporal price discrimina-
tion (Stokey, 1979). A rm can also use a product line to discriminate in such
1Dhebar (1994) provides a more detailed review of this literature.
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a market, but low end customers exert a negative externality on the rm's
ability do so (Mussa and Rosen, 1978). The eects of cannibalization on new
product introduction have been studied for static and improving technologies
by Moorthy and Png (1992) and Bhattacharya et al. (2003) respectively, and
later in the context of development intensive products by Krishnan and Zhu
(2006). This research adds to this literature by studying the tradeos in timing
product launch when the core technology available is improving rapidly.
Although I discuss sequential innovations in general, Chapter 3 is moti-
vated by critical problems faced by rapidly-improving products in the market,
which have not received sucient attention. Dhebar (1994) highlighted the
problems faced by a monopolist rm in intertemporally discriminating among
its customers in the context of rapid sequential innovation. Innovators have to
be mindful of customers' distaste for rapid improvements that would make an
earlier purchase obsolete. Unfortunately, in most industries, especially those
that involve nascent technological standards, delaying commercialization of
advanced technologies is not an option due to a number of reasons. First,
product quality in relatively new industries is closely tied to the underlying
technology's properties, knowledge about which could be public. A second
characteristic of such technologies is the opportunity for smaller businesses to
enter the market if a monopolistic rm fails to oer the best possible quality.
Third, selling a durable product with little or no improvement over time can
expose the monopolist rm to competition from second hand markets in later
periods (Coase, 1972; Bulow, 1982).
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Kornish (2001) showed that by foregoing its ability to oer its preferred
or installed base customers a special upgrade price for the improved product,
the rm will be able to signal to its customers that their purchase decisions in
the rst period will not be unduly used to the rm's advantage. However, it is
not clear if either rapid innovation or intertemporal price discrimination should
belong to the set of objectives of a prot maximizing rm. To address these
issues, I allow the rm to decide the number of products to launch and rate
of improvement in addition to determining the optimal product architecture.
It should be noted that while Chapter 3 deals with industrial consumers
who are concerned about installation costs and learning issues, Chapter 4 fo-
cuses on consumers who derive value by using these products at a personal
level. For a recent overview of adoption decisions of organizations that buy
improving technologies used in production of other goods and services, see
Hoppe (2002). Optimal pricing policies for a rm selling improving technolo-
gies to competing manufacturers have been developed by Erat and Kavadias
(2006). The focus in this literature has been to capture decisions made by
prot maximizing agents who adopt (industrial) technologies and potentially
compete among themselves, while I concentrate on rational utility maximizing
customers. In Chapter 4, and to a lesser extent in Chapter 5, I also consider
strategic interactions of the manufacturer-retailer supply chain form. In a
related paper, Villas-Boas (1998) has discussed how such interactions might
inuence the structure of the product line (Villas-Boas, 1998).
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2.2. Product Design and Architecture
There exists a growing body of literature on the design of new products.
Product architecture specically is the scheme by which the performance qual-
ity (function) of a product is allocated to physical components (Ulrich, 1995),
and has important implications yet to be uncovered in the literature. In a
modular product, the mapping from performance quality to components is one
to one. Modularization adds to the real option value of any product's design;
while integral products have to be redesigned for each application, modular ar-
chitectures can be used as platforms in several variations of the basic product
(Langlois and Robertson, 1992; Baldwin and Clark, 2000). Product modu-
larity also induces economies of scale due to component commonality, and
these production eciencies have to be factored into product line decisions
(Kim and Chhajed, 2000; Desai et al., 2001). Other advantages of modular-
ity arise from the ability to reuse previously designed components, save costs
in logistics, and make product variety protable (Fisher et al., 1999; Kekre
and Srinivasan, 1990). A more recent and detailed survey of the literature of
modularity can be found in Mikkola and Gassmann (2003). In spite of the
advantages of modular systems, an integral product architecture is preferable
under certain circumstances due to the adverse impact of modularization on
product design (Ulrich and Ellison, 1999) .
Modular architecture has been embraced by the industry for two main
reasons (The Wall Street Journal, 1991). First, modular innovation can be
more eective than systemic innovation because of the ability of the orga-
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nization to transfer accumulated knowledge across successive generations of
new products, resulting in longevity of the platform and wider variety of
models (Sanderson and Uzumeri, 1995). Second, customers nd the task of
adjusting to modular innovations easier than coping with radical systemic
changes(Sanchez, 1999).
Modular upgradability is a specic form of modularity, in which the
product is designed to be upgradable in modules, thereby allowing for longi-
tudinal component reuse. Upon deciding to make its product upgradable in
modules, a rm must still choose between proprietary and industry-standard
alternatives to source its modules (Morris and Ferguson, 1993). This choice
becomes relevant when industry-standard subsystems can become substitutes
for a rm's components. Garud and Kumaraswamy (1993) investigate Sun Mi-
crosystems' architectural strategy and conclude that an open (non-proprietary)
architecture encourages manufacturers of complementary products and even
rivals to make and support compatible products. Chapter 3 identies the value
from a market and operational perspective of using non-proprietary industry-
standard components in conjunction with rm-proprietary improving modules.
2.3. Channel Design and Product Valuation
One of the central assumptions in all of the research that have been
discussed above is that as long as a rm's products are superior to others
that are available (or will become available in the future), the better product
will be judged fairly and accurately in the marketplace. In Chapter 5 of this
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dissertation, I consider the case of new-to-the-world products that consumers
are unable to evaluate their preferences for.
This type of valuation uncertainty has been considered by researchers in
economics, who explain its presence in dierent ways. In his seminal work, Nel-
son (1970) describes how experience goods are quite dierent from search goods
because of the fact that consumers will unable to judge their own marginal util-
ities for the service they provide sans a rst-hand experience of its attributes.
Interactions with a product manager at a major printer manufacturer suggests
that, in this aspect, a new dimension printer may not be too dierent from a
new model of running shoes. As an alternative explanation for why consumers
may not be able to thoroughly evaluate a product before buying it, Milgrom
(1981) postulates that it is perhaps a result of the limited information con-
sumers may have about certain liabilities of a product; these hidden factors,
referred to as shrouded attributes, are commonplace in several goods as well as
services. A third explanation for this phenomenon - found in 'advance selling'
literature - is that the lead-time between the time at which an object or a ser-
vice is purchased and the point of time at which it is used creates signicant
uncertainty about its value at the time of purchase (Xie and Shugan, 2001).
While I do not delve into the details of the origin of such uncertainty, Chapter
5's focus is on the challenge faced by a sequential innovator managing a new
product-category that is evolving over time.
Prior researchers have also considered the eects of such uncertainty on
the decisions made by producers and consumers alike. A couple of recent works
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that extend the above concepts highlight the importance of considering this
issue. First, Gabaix and Laibson (2006) discuss the importance of strategi-
cally considering whether or not shrouded attributes should be revealed under
competition. Second, Lariviere and Alexandrov (2007) show why restaurants
might oer reservations when consumers are uncertain about their future valu-
ations. Both, as do other papers that consider this issue, consider how the rm
might exploit (or react to) value uncertainty. The analysis in this dissertation
extends this research in several ways. First, I take truly intertemporal view
of the phenomenon in considering the decision-making of a rm that sequen-
tially innovates, and that of consumers who repeated evaluate these product.
Second, I incorporate how consumers' learning from prior purchase decisions
might aect their condence in making subsequent decisions. I also consider
the role certain channels may play in distributing new-to-the-world products
to uncertain consumers.
The only prior work that has meaningfully considered the repeat pur-
chase behavior in a context quite similar to this dissertation was by Cremer
(1984), who evaluated the benet of oering introductory purchase benets
when consumers are unsure if the product is valuable or not. However, Cre-
mer too considers only one vintage of a product that is being sold over several
periods. As we will see in Chapter 5, the sequential innovation problem is
quite richer. In that chapter, I propose that certain channels are very eective
in allowing consumers to infer their valuations for the product without forcing
a purchase, and identify conditions under which they are valuable as distrib-
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utors. This line of comparing modes of distributions is also related - albeit
tenuously - to the emerging literature that studies simultaneous distribution




Design Architecture and Introduction Timing
for Rapidly Improving Industrial Products
3.1. Introduction
Major technological advances in the physical and biological sciences and
an increasingly digitally networked world-wide R&D community drive rapid
quality improvements in many product categories. It is well known that speeds
of microprocessors have increased substantially over the last decade, and Intel
has emerged as the dominant rm by maintaining a rapid pace of innovation
according to Moore's Law (Newsweek, 2002). Sequential introduction of
improved versions are also routine for many other electronics and software
products (PC Magazine, 2003). The serial commercialization of improving
technologies, whose performance improves over time not only in absolute terms
but also in customer-discounted terms, Rapid Sequential Innovation (RSI).
Firms engaging in RSI face certain unique challenges in persuading
their customers to purchase their current product rather than wait for an im-
proved version. Dhebar (1994) showed in a two-period setting that under RSI
when rational customers anticipate a monopolist seller's opportunistic pricing
behavior, the rm's prot-maximizing pricing scheme results in no sales of
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one of the versions of products. Facing rapid improvements, prior customers
may regret their buying decision and prospective customers could delay their
purchase timing. This forces a monopolist - who primarily uses prices to seg-
ment markets under rapid sequential innovation - to consider restraining the
pace of innovation. In a subsequent paper, Kornish (2001) showed that the
rm can partly address this issue of customer balking by committing to not
oering special upgrade prices for the improved second-period product. While
a rm may avoid articial introduction delays by placing restrictions on the
way products are priced, prior customers have come to expect special upgrade
prices in many product categories (such as application software and other tech-
nology products). With customer relationship management (CRM) systems
in place, rms also increasingly use this data and special upgrade discounts to
attract existing customers. Under these circumstances, a monopolist rm may
not be able to credibly commit upfront that it will not oer special upgrade
prices in the future.
In this chapter, I study a product architecture based approach that
expands the rm's degrees of freedom to include product design decisions for
managing the special challenges associated with rapid sequential innovation.
Specically, I study the case when a rm considers partitioning rapidly advanc-
ing products into improving and stable (industry-standard) modules, enabling
itself to focus on its core skills and convince customers that their investments
in products won't be totally obsoleted in short periods of time. Products thus
designed, whose performance can be improved by replacing a minimal set of
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components are termed Modular Upgradable (MU).
The modular upgradable approach is gaining popularity with many
industrial products such as rackable computer systems, semiconductor photo-
lithography equipment, and optical inspection systems. In each of these cat-
egories, customers are able to assimilate sequentially improving technologies
by buying specic modules, without obsoleting their entire system purchased
earlier. In the computer industry, rms such as IBM and Rackable systems
have been advancing the trend of modular upgradability, which allows their
customers to selectively and incrementally upgrade their system. In the optical
inspection market, for example, the rm ViTechnology designed and launched
its new series of products so that the camera modules can be easily upgraded
to meet future accuracy requirements for inspections. Similarly, in the semi-
conductor photo-lithography equipment segment, industrial customers such as
Intel and AMD are able to upgrade their systems in a modular fashion by
buying from rms such as ASM Lithography, Canon, and Nikon. Given the
escalating cost of such equipment and the commoditization of end markets,
customers prefer the productivity gains and cost savings achieved by upgrading
in modules even while incurring the eort involved in installation and modular
upgrades.
The approach in this chapter is to view the commercialization of rapidly
improving technologies as a combination of three separate, but related steps:
product design, introduction timing, and pricing (going beyond the last pric-
ing step considered in the prior literature). Specically, I focus on the impact
17
of selecting dierent product architectures and component sourcing options
on optimal introduction timing and pricing. Customers who purchase these
products do so for productivity improvements, but may incur both costs of ini-
tially integrating and subsequently upgrading the modules. In many instances,
it is found the rm may gainfully introduce the new product earlier without
adhering to constraining price commitments by using a modular product archi-
tecture. A central nding of this work is that combining a modular upgradable
product architecture with pricing can alleviate the eects of adverse customer
reaction to rapid obsolescence and improve rm prots in a wide range of sit-
uations. While such an approach might also apply to consumer markets, there
are some additional issues which limit the use of modular upgradability that
I discuss in the nal section.
Based on the industry example, it is also possible to distinguish between
two design and sourcing options that rms oering modular upgradable prod-
ucts employ. Modules that do not change over time may be provided directly
to the customers as an o-the-shelf open-market commodity (Modular Non-
Proprietary design), or by the focal rm (Modular Proprietary). Both these
approaches are prevalent - for example in the semiconductor photo-lithography
equipment market, while rms such as Nikon and Canon largely develop the
various component modules in-house, the European rm ASML increasingly
oers non-proprietary modular systems, in which customers can obtain com-
ponents from other manufacturers1. Similarly, Intel processors - which are
1One of ASML's stated business strategies is to oer continuing improvements in produc-
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Figure 3.1: Semiconductor Wafer Stepper with an Upgradeable Projection
Lens Module
known to improve rapidly - can be used in combination with motherboards
manufactured by several other rms. I formalize and analyze each of these
proprietary choices, identify optimal prices for the sequence of products, and
derive conditions under which either product introduction approach is appro-
priate.
The results underscore the importance of taking design and introduc-
tion timing into consideration and linking them with pricing while launching
a product family. The nding that in many instances optimal launch times
are advanced under a modular architecture also highlights a previously ig-
nored demand side advantage to modularity. The analysis proceeds in two
parts. Initially, the timing decision are ignored to obtain optimal prices for
dierent design choices, where the concept of Sub-Game-Perfect equilibrium is
tivity... by introducing advanced technology, based on the modular, upgradeable design of
ASML products (ASML, 2001). ASML's newly introduced stepper system TWINSCANTM,
is also a modular upgradable system comprised of components from several other manufac-
turers (ASML, 2005).
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invoked. Later, the introduction timing decision for the dierent scenarios is
endogenized. The rest of this chapter is organized as follows. The constructs
and formal model are presented in Section 3.2. The analysis and main results
are presented in Section 3.3 and Section 3.4. I conclude with a discussion of
analytical results and managerial implications in Section 3.5.
3.2. Model Setting and Description
In this section I describe the sequential introduction problem faced by
a monopolist rm that has developed an early version of the product P1, and
is in possession of an advanced technology which could be transformed into a
new product P2 with improved performance quality. I rst discuss the specic
assumptions and their implications before providing a timeline for interaction
between the rm and its customers in closing. I use the word customer to
refer to an industrial customer that purchases the product, and rm to refer
to the developer who sells these products.
3.2.1 Modeling Assumptions
The products under consideration (both hardware or software) are pur-
chased by the industrial customers for productivity improvement. The value a
customer derives from the productivity improvement of a particular version of
the product depends on the version's basic performance quality, the duration
for which it is used, the benets of learning that accrues by using, the rate
at which future benets are discounted, and the eectiveness with which the
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customer uses the product.
• Productivity Benets and Learning by Customers. The product of qual-
ity q provides an instantaneous productivity, or output per unit of time,
given by z (q, t). In addition, customers realize productivity improve-
ments over time as they familiarize themselves with the product's capa-
bilities and gain expertise in applying them. Specically, they experience
an instantaneous rate of learning, which is represented as L. When a
customer uses a product with a productivity of z per unit time for a du-
ration of t, learning-by-doing increases the per unit productivity to zeLt.
For notational simplicity, customer learning that occurs over a period of
length t is captured through the parameter γ (t) = eLt. Let the output
over a period of duration t of a product of quality q is given by xq (t).
• The rm and customers may borrow at an interest rate of r. Productiv-
ity benets and payments that are delayed by a period of length t are
discounted by a factor of δ(t) = e−rt. xq (t)is related to the the maxi-
mum lifetime utility of the product f (q), the learning and discount rates
through Equation 3.1.
xq (t) = (1− γ (t) δ (t)) f (q) (3.1)
To ensure that customers who buy the rst version do not trivially reject
the second version, attention is restricted to product categories where
the learning rate does not exceed the rate of innovation. Specically, I
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assume that γf (q1) < f (q2). Further, to ensure that f (q) is bounded, I
assume that r > L.
• Industrial customers that may buy the product dier in their ability to
assimilate and apply the product's oerings to improve their productiv-
ity. This ability, measured by index v, is uniformly distributed between
0 and 1 2. The lifetime value a type v customer derives by using the
product depends on the quality of the product qt. W (q, v), the reserva-
tion price of customer v for a product of quality q, is given in Equation
3.2 below. When the improved product is launched, given that v has
P1, v(f(q2)− f(q1)) is customer willingness to pay for P2. The function
f(qt) represents the benet of a unit of product quality3.
W (qt, v) = vf(qt) (3.2)
• Customers incur an installation cost of CI when a product is installed
and an an upgrading cost CU when upgrading the product. In indus-
trial contexts, product installation requires assembling various modules
together at the site of installation, re-calibration of sensitive equipment,
and customization. However, while customers are required to assemble
the modules for each installation in some product categories, other manu-
2While the most important results are valid under general customer distributions and
valuation functions, the uniform distribution is used to simplify the presentation.
3In a more general multi-period setting, if at time t, customer v owns a product launched
at t̃, the willingness to pay is only v(f(qt)− f(qt̃)).
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facturers also oer installation services for new buyers4. These two cases
are modeled separately. In Section 3.3.4, I consider the eect of these
cost parameters CI and CU on the optimal design and pricing decisions
for the various modules.
• It is assumed that the marginal production costs are negligible compared
to the xed costs of product development, which is increasingly the case
in knowledge-intensive industries. Product development costs depend on
td, and the relationship is presented in Section 3.4.2.
Consumption and pricing decisions depend on the rate of sequential improve-
ment. Rapid sequential innovations are dierent from more gradual improve-
ments since performance quality of P2 exceeds that of P1 even in present value
(Equation 3.3). Second hand markets are unknown for industrial products
that motivate this work. Rapid sequential innovation, by rendering older ver-
sions obsolete, further reduces the viability of markets for used goods. This
assumption that second hand markets do not exist is useful to keep the focus
on the architecture-innovation interaction.
Rapid Improvement δf(q2) > f(q1)
Gradual Improvement δf(q2) ≤ f(q1) (3.3)
The rm does not condition prices on previous purchases. Therefore, no as-
sumptions are made on the level of anonymity involved in repeat purchases.
4Firms commonly oer both product packages and separate modules simultaneously.
Customers can avoid incurring the installation cost by purchasing packaged products.
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Fudenberg and Tirole (1998) analyze the eect of anonymity on the sequential
pricing strategies of the rm, but unlike this work, they (i) do not consider the
impact of product architecture on consumption, and (ii) restrict themselves to
gradual rates of product improvement.
The sequence of the customer's and rm's actions is shown in Figure
3.2. The rm rst makes its decisions about the inter-generational product
architecture (integral or modular architecture) and launches the rst period
product P1. Customers then make their rst-period purchase or wait de-
cisions based on the price, quality, and the architecture of the rst-period
product and the expected price and quality of the improved (second-period)
product. In accordance with the prior work on rapid sequential innovation,
I assume all customers have the same expectations for price and quality of
the second-period product. In the second period, the improved product P2 is
released based on the architectural decision made earlier at a price that the
rm nds optimal. Customers base their second-period purchase decisions on
the announced prices and qualities of the improved product. Prior research
on this topic did not include the architectural decision that I consider for the
rm at the beginning. The interaction between architecture and pricing oers
an additional degree of freedom, which forms the point of departure for this
research.
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Figure 3.2: Timeline of decisions
3.2.2 Architectural Choice and Modular Upgradability
The literature on rapid sequential innovation assumes that each version
of the product is an integral unit. Further, the impact of not launching the
inferior version is also not considered. Here both assumptions are explicitly
relaxed to capture demand-side forces that shape a product's evolution and its
architecture over time. The salient characteristics of sequentially improving
modular products are two-fold.
(a) Product Partitioning : The product consists of physically and func-
tionally separable component subsystems. A modular design approach in-
volving a one-to-one mapping from functions to components allows for such
product partitioning (Henderson and Clark, 1990; Ulrich, 1995).
(b) Localized Improvements : Quality improvement is localized in only
some of the component subsystems. By this I imply that the older version of
the product/system can be upgraded by replacing only a subset of components.
Each product Pt of the sequence is an aggregation of components; the
relationship between functionalities of the dierent components and perfor-
mance qualities is captured by the operator Q(Pt). Property 3.2.1 is satised
by this sequence of products when it is Modular Upgradable.
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Property 3.2.1. Modular Upgradability
The sequence of products Pt is modular upgradable if there are non-empty par-
titions It and St such that:
1. Modularity: It ∪ St ≡ Pt and It ∩ St ≡ ∅, ∀ t = 1..T
2. Localization: Q (Pt+1) = Q (It+1 ∪ St), ∀ t = 1..T − 1
Instead of considering quality enhancements at the component level,
I take a consolidated view of the product and assume that each version is
separated into a Stable Module (St) and an Improving Module (It). I consider
modular product systems in which all the signicant improvement is localized
on a subsystem It produced by the monopolist rm. As mentioned earlier, a
two period model is considered (T = 2). Note that localization implies that
the stable module does not undergo major functional changes and will be
represented by S (S ≡ S1 ≡ S2). The dierent modules are produced at
constant marginal costs (c1, c2 and cs for I1, I2 and S respectively). Though
the general model is suited for multiple dimensions of quality, I focus on a
one-dimensional measure q, which can either be a weighted measure of the
constituents or the most dominant element of Q.
Modularization also has the potential to aect the quality of the prod-
uct. Technologically, the product may become bulkier and creation of addi-
tional interfaces may lower product quality (Baldwin and Clark, 1997; Ulrich
and Ellison, 1999). Also, a customer choosing to upgrade the improving mod-
ule may experience a loss of quality due to additional assembly. These negative
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eects of modularity by explicitly considered through a loss of quality param-
eter, α ∈ [0, 1).
Suppose the products introduced in the two period model are of quali-
ties q1 and q2 when designed as an integral system. But in a modular system,




The impact of this quality loss is analyzed in following sections. To consider
RSI products alone, in the discussion of modularity, attention is limited to
combinations of α and δc such that:
δf (qα2 ) > f(q1)
A simple form is used in the numerical analysis in section 3.4.
f(qα2 ) = (1− α)f(q2)
The rm decides whether the product sequence would be modular as described
above, or if a quality-optimized integral product will be independently devel-
oped in each period. If the modular architecture is selected, there are two
fundamentally dierent design alternatives for the modular product described
above. It can be designed to work with a stable module S manufactured by
other rms or only with that made by the focal monopolist rm. To investi-
gate the inuence of modular upgradability in these two cases, I distinguish
between Proprietary and Non-proprietary modular upgradable products. In
the rest of the section, the pricing possibilities and cost side eects for each of
these product architectures are described.
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3.2.2.1 Proprietary Modular Upgradable Systems (MP)
When customers must purchase both the improving and stable modules
from the same rm, the rm is said to follow a proprietary modular upgradable
approach. The improving modules, It, are uniquely designed for each product,
Pt. Both versions of It are designed to be compatible with the rm's own
stable module, S.
The two versions of the improving modules, I1 and I2 are priced at p1
and p2 respectively. S, which can be used in conjunction with any improving
module, is sold at the same price ps (at margin ps− cs) in both periods. If the
price of S is allowed to change, the rm holds the ability to price the whole
product opportunistically in the second period and hence continues to face
the same problem associated with selling a sequence of integral products. The
primary interest, therefore, is in situations in which ps is unchanging between
periods.
While modularity allows customers to retain the stable module, replac-
ing the improving module often involves tedious and costly procedures. I model
this upgrading eort as a cost CU incurred by a customer who buys the rst
version and upgrades in a modular fashion later. Since several manufacturers
oer packaged products for new buyers and improving modules for upgraders,
I assume that the upgrading cost is not applicable to customers who buy either
the rst or the second version exclusively. The results presented, however, can
be easily extended to a more general case.
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Let D0, D1, D2 and Du be the set of customers who do not buy any
product, buy only the rst version, buy only the second version, and those who
buy both versions respectively. Let D0, D1, D2, and Du be the corresponding
number of customers. In a proprietary system, the rm gets revenues from
sales of improving and stable modules, but delayed benets are discounted.
The rm's problem in the second period is:
R∗2(ps) = max
p2
(((p2 − c2) + (ps − cs)) D2 + (p2 − c2)Du) (3.4)
While launching the early version, the rm should be mindful of the eect ps
will have on the later sales as well. The rm's rst period problem is:
Π∗MP = max
p1,ps
(((p1 − c1) + (ps − cs))(D1 + Du) + δR∗2(ps)) (3.5)
To make the results comparable to the existing literature on RSI and to
achieve compact analytical expressions, cost savings and inter-product-line
substitutability are ignored in the formulation.
A commitment issue still challenges the rm designing MP systems. In
an attempt to sell a higher volume of non-improving components when the
advanced version is launched, the rm can willfully renege from its previous
commitment to make future improving modules compatible with old stable
modules. Firms with a weak or insucient record of credibly upholding these
compatibility commitments may use the following architectural approach.
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3.2.2.2 Non-Proprietary Modular Upgradable Systems (MN)
When the product is designed so that the stable module is a commodity
that can be purchased from the open market, the rm is said to follow a non-
proprietary modular upgradable approach. I consider the case of the general
purpose module that will be produced and supplied competitively by many
rms (at price ps); this is characteristic of the desktop computer industry where
several competitors supply some basic components with standard interfaces
and minimal dierentiation, and some components that improve with time
are produced by a few manufacturers. An industry structure of this type
could also be formed when a manufacturer of a modular system opens up the
architecture of its system and/or certain functional, spatial, and compatibility
specications to rivals and partners. The rm sets prices p1 and p2 by solving
the following problems in the two periods. It foregoes not only the ability
to price the stable module but also revenues from selling the stable module.
Optimal solutions for the problem 3.6 are found in Section 3.3.3.
Second Period : R∗2(ps) = maxp2 ((p2 − c2) (D2 + Du))
First Period : Π∗MN(ps) = maxp1 ((p1 − c1)(D1 + Du) + δR∗2(ps)) (3.6)
The external rms, by virtue of experience gained by manufacturing S as a
commodity, may be able to deliver a higher overall product quality through
its stable module. For example, customers who purchase ASML's micro-
lithography equipment for semiconductor manufacturing are able to upgrade
the optical elements by purchasing image-sensing components from Carl Zeiss.
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I represent the technological inferiority of completely proprietary systems us-
ing the parameter β (β ∈ (0, 1]). When the non-proprietary choice delivers
product qualities qt, the proprietary solutions, irrespective of the architecture,
are capable of delivering only customer perceived quality βqt.
Often proprietary modular products deliver higher quality than non-
proprietary alternatives (β > 1). In this context, the non-proprietary designs
have no value in these cases for rms which have commitment credibility.
This uninteresting case is ignored in the rest of the chapter. Though it is
quite possible that β is endogenous to technological and market specications,
but reserve its determination for future work.
Selecting, procuring and installing an o-the-shelf stable module entails
signicant eort and cost for a customer in the non-proprietary case. Each
installation of a system results in costs associated with interfacing the open-
sourced Stable module with a new Improving module. This cost is denoted
by CI . Note that this installation cost is expended twice by an upgrading
customer whereas the upgrading cost CU is incurred only during the upgrading
step.
3.2.2.3 Proprietary Integral Systems
The default option for the rm is to provide an integral product where
the stable and improving module are not separable. The advantage is the lack
of any quality loss arising from modularity (α = 0), and this is the approach
that has been studied by prior papers. Specically, Kornish has shown that
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the optimal approach is for the rm to not oer special upgrade prices to early
buyers. The pricing problem for the rm, which is obtained by adding the
constraint ps = 0 in problem (3.5,3.4) above, is shown below.
Second Period : R∗2 = maxp2 ((p2 − c2) (D2 + Du))
First Period : Π∗I = maxp1 ((p1 − c1)(D1 + Du) + δR∗2)
s.t. ps = 0
(3.7)
If the advanced technology represents a signicant improvement over the early
version and if the costs of accelerated development are not overwhelming, it
might be in the rm's best interest to avoid launching the early version. This is
simply obtained by setting D1 = Du = 0 in (3.7). Note that it is not necessary
to modularize the product when only the advanced product is released.
3.3. Model Analysis
The analysis proceeds in two steps. First I identify the optimal prices
for proprietary and non-proprietary modular architectures for xed t1and t2.
Here, the development time (td .= t2 − t1) is taken as constant and the cor-
responding discount and learning factors (δ (td) , γ (td)) as given. Later we
backtrack and nd the optimal launch interval, td, available for developing
a new product from the improved technology for the dierent architectures.
Reducing a signicant part of the analysis to a two-period model allows closer
comparison of prots with other strategies suggested in the literature (Dhebar,
1994; Kornish, 2001), while also making the presentation linear.
The rm rst derives the demand pattern that will be generated by its
prices. Customers anticipate the pricing reactions of the rm in the second
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period based on their consumption decisions in the rst period. To obtain a
consistent set of prices, beliefs and consumption decisions, sub-game-perfect
solutions are sought. In Sections 3.3.2 and 3.3.3, the focus is on the role of
architecture and normalize the installation costs CI to zero. Subsequently, the
analysis is extended to include installation cost in Section 3.3.4.
3.3.1 Modular Design and Market Segmentation5
The marginal customer who is indierent between actions i and j is
denoted by vij. Here, i and j represent the decision pairs described above:
i, j ∈ 0, 1, 2, u ≡ {do not buy any version, buy in rst period only, buy im-
proved version only, buy in both periods}. Note that a customer can be in-
dierent between actions i and j, but perform neither. Marginal customers'
indices for the modular system are shown in Table 3.1. (vij and vji are used
interchangeably throughout the chapter.)
Actions No purchase Buy P1 Buy P2
Buy P1 v01 = ps+p1f(q1) - -










Table 3.1: Marginal Customers
Buyers of the early version do not reinvest in the stable module if
5The results from this section are applicable to both proprietary and non-proprietary
systems. To make the presentation simpler, I set the proprietariness penalty parameterβ = 1
in this section.
While conditions are derived for products with installation costs, the analogous expressions
for products with upgrade cost are derived similarly.
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they decide to upgrade their systems when I2 is launched. Consequently, the
market segment for which the option of buying P1 alone is ideal diminishes
as the portion of investment in S relative to It grows. Segmentation patterns
(SP) and corresponding participation constraints for dierent values of ps are
summarized in properties 3.3.1 and 3.3.2.
Property 3.3.1. Segmentation for Rapid Improvement δf (qα2 ) > f (q1)
Dene
P1 =
p2f (q1) (1− γδ)− p1 (f (qα2 )− γf (q1))− CIFI
(1− δ) (f (q2)− γf (q1))
P2 =
p2f (q1)− p1f (qα2 )− CI (f (qα2 )− f (q1))
f (q2)− f (q1)
where FI = (f (qα2 )− f (q1) (1 + γ (1− δ))).
For all non-negative prices (p1, p2, ps), the market is divided according to one
of the following segmentation patterns (SP) when the product is improving
rapidly.
SP 1. If ps ≤ P1, then D0 = [0, v01]; D1 = [v01, v1u]; D2 = ∅; Du = [v1u, 1]
SP 2. If P1 ≤ ps ≤ P2 and p1 +(1− δ) ps ≤ (1− γδ) f (q1), then D0 = [0, v01];
D1 = [v01, v12]; D2 = [v12, v2u]; Du = [v2u, 1]
SP 3. If P1 ≤ ps ≤ P2 and p1 + (1− δ) ps > (1− γδ) f (q1), then D0 = [0, v01];
D1 = [v01, v12]; D2 = [v12, 1]; Du = ∅
SP 4. If P2 ≤ ps, then D0 = [0, v02]; D1 = [v02, v2u]; D2 = ∅; Du = [v2u, 1]
Proof. The proof is provided in the Appendix
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Property 3.3.2. Segmentation for Gradual Improvement δf (qα2 ) ≤
f (q1)
For all non-negative prices (p1, p2, ps), the market is divided according to one
of the following segmentation patterns (SP) when the product is improving
rapidly.
SP 1. If ps ≤ P2, then D0 = [0, v01]; D1 = [v01, v1u]; D2 = ∅; Du = [v1u, 1]
SP 2. If P2 ≤ ps ≤ P1 and p2 ≤ f (qα2 ) − γf (q1), then D0 = [0, v01]; D1 =
[v01, v12]; D2 = [v12, v2u]; Du = [v2u, 1]
SP 3. If P1 ≤ ps ≤ P2 and p2 > f (qα2 ) − γf (q1), then D0 = [0, v01]; D1 =
[v01, v12]; D2 = [v12, 1]; Du = ∅
SP 4. If P2 ≤ ps, then D0 = [0, v02]; D1 = [v02, v2u]; D2 = ∅; Du = [v2u, 1]
Proof. Similar to proof of Property 3.3.1.
Property 3.3.1 provides some intuition about the eect of product mod-
ularity when the improvement is deemed rapid. Consider the eect of varying
ps for a given pair improving module prices p1 and p2, and suppose that p1
and p2 are within reasonable bounds6. When ps ≤ P1, only a fraction of rst
period customers upgrade when I2 is available. However, if ps is raised such
that ps ≥ P2, all rst period customers upgrade their products. If the rm
commits to an architecture with a higher stable module price relative to the
overall costs of P1 and P2, customers can retain a signicant part of their initial
investment when they upgrade. This enables easier retention of the customer
6Note that when p1 and p2 are small, SP3 never obtains.
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base as the rm moves along a path of rapid innovation. Firms involved in
RSI face the problem of balking by customers, who temporarily or perma-
nently stop upgrading their products till technological improvements become
less turbulent. Dhebar (1996) suggests that producers should pace innovation
to match customer ability to adopt; but it is clear that architectural choice
can result in the same without slowing down the innovative eort.
3.3.2 Optimal Pricing for Modular Proprietary System (MP)
Special upgrade prices cannot be oered for integral products in mar-
kets where rst period customers cannot distinguish themselves, but modular
upgradability can be used in lieu of upgrade pricing even in these circum-
stances. Proposition 3.3.3 gives optimal prices when the rm has the ability
to commit to a constant price, ps. In proving it (Appendix), it is assumed
that c1 = c2 = cs = 0, but the validity of the main results has been tested
numerically for several combinations of costs.
Proposition 3.3.3. Optimal Pricing for Modular Proprietary Systems
The optimal set of prices for the modules that result in a SP 1 sub-game perfect




















The optimal set of prices for the modules that result in a SP 4 sub-game perfect
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These equilibriums are unique in pure-strategies.
Proof. The proof is in the Appendix.
The optimal price for the stable module (p∗s) is higher than that of the
improving module. Higher ps makes customer purchase decision easier since it
leaves a smaller margin in the second period for the rm to price opportunis-
tically. Further, when ps is larger, customers are able to protect more of their
prior investment when the product is upgraded. For all rates of innovation (td)
and the product qualities, the prot maximizing strategy for the rm is to set
the price of S at the upper bound dictated by the market participation con-
straint. Therefore, to induce the maximum number of customers to upgrade
their products in a modular fashion, the rm subsidizes the rst version of its
improving module completely through sales of the stable module7.
The stable module prices are non-increasing in γ, and therefore in learn-
ing rate rL. To understand this, rst note that all of the equilibriums identied
in Proposition 3.3.3 are intertemporally discriminating, in which high-end cus-
tomers buy P1 and upgrade to P2. These customers, whose preferences are
critical in determining the optimal prices, view the rst version mainly as a
7This result obtains even when nominal, non-zero production costs are included in the
model.
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non-durable good that will be used only for a single period. When learning-by-
using contributes signicantly to the perceived lifetime quality of a product,
a larger portion of the benets are delayed. Recall that the per period pro-
ductivity of the product (of quality q) is given by (1− γδ) f (q). As a result,
the price high-end customers are willing to pay for the rst version is lower,
resulting in the inverse relationship between p∗s and rL for a given f (q).
The relationship between second period price p∗2 and rL, however, de-
pends on the segmentation pattern chosen by the rm. In SP 1, the second
version is sold exclusively to high-end upgraders who not only own the previ-
ous version, but have also accumulated expertise in using it. To induce them
to overcome this acquired attachment to the old product, the rm is forced to
discount the second version further. Therefore, p∗2 in non-increasing in rL. To
further understand the role of rL, let us consider the special case where rL = 0
(γ = 1).
Corollary 3.3.4. When customers do not realize productivity gains by using




, p∗1 = 0, p
∗
2 =
f (βqα2 )− f (βq1)
2
First, the optimal prices are independent of the rate of improvement
when learning eects are absent. This indicates that unlike the manufacturer
of an integral product, the producer of such a modular upgradable system
need not regulate the pace of innovation or place additional pricing constraints.
However, the pricing policy shown above is not intertemporally discriminating.
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By targeting the same set of customers with either version, the rm optimally
skims the market at the same level in both periods. This result is consistent
with previous observations on intertemporal discrimination (without innova-
tion or customer learning). The price cuts necessary to attract a wider market
induce too many buyers to delay their purchases, making price discrimination
unprotable (Stokey, 1979). Additionally, an attempt to be aggressive with
the rst product (in a proprietary architecture) results in turning away too
many higher end customers of the improved product.
3.3.3 Optimal Pricing for Modular Non-proprietary Design (MN)
The point of modular upgradability is easy upgrading and investment
protection; it removes the shadow of obsolescence from the users mind and,
from a cost standpoint, it extends the depreciation time for the purchased
equipment. But this point may not be conveyed successfully to customers
unless they are convinced that the stable module price ps will not be lowered
later to take advantage of their rst period purchase decisions. Making the
stable module widely available as a separate retail item or an industry standard
commodity could help address customer concerns. In this section, I focus
on the use of non-proprietary modular product architectures as a vehicle to
facilitate adoption of rapidly improving products.
Suppose a competitively supplied version of S is available. The rm
sets prices p1 and p2, while the standard module is available in the market at
a competitive price of ps. Customers' investment in the stable module S is
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taken into consideration by the rm when prices for It are xed. The optimal
pricing policies for RSI are described in Proposition 3.3.5.
Proposition 3.3.5. Optimal Pricing for Non-Proprietary Systems un-
der RSI
Under Rapid Sequential Innovation, the feasibility of any segmentation pattern
and optimal prices depend on the price of the stable module ps, as follows.
A SP 1 sub-game perfect equilibrium can be achieved when ps < (1−γδ)f(q1)2(1−δ) .







A SP 4 sub-game perfect equilibrium can be achieved can be achieved under
the following conditions. For each γ, δ and α, there exist φ1, φ2, φ3 such that







if φ3 ≥ ps ≥ φ2
f(q1)(f(qα2 )+ps)−2psf(qα2 )
2δf(qα2 )
if φ2 ≥ ps ≥ φ1




Proof. The proof, along with expressions for φ1, φ2 and φ3, is provided in the
Appendix.
As discussed in Section 3.3.1, the SP 1 purchase pattern corresponds
to the case when the high-end customers buy in the rst and second periods,
while customers in the middle purchase only in the rst period. When the
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cost of procuring the o-the-shelf module is suciently high, the rst period
oering is expensive, thus pushing the market toward delayed adoption (ps >
(1− γδ) f (q1) /2 (1− δ)). Therefore, it is not protable to introduce the rst
version as the basic product intended for a wider customer base.
Only customers at the higher end of market are interested in the rst
period version in SP 4. They are motivated by not having to invest in S again
at the point of upgrade. Therefore, a low ps implies that the rm has to select
a lower p1 to launch I1 successfully. As a result, when ps ≤ φ1, the low price
of the stable module makes launching I1 unprotable. Therefore, the prices
of the improving modules are non-increasing in ps, indicating that adopting
a costlier stable module results in reduced revenue per unit produced for the
focal rm.
3.3.4 Pricing with Installation Costs
In this section, I extend the results from Sections 3.3.2 and 3.3.3 above
to more general settings where customers incur either (i) a xed cost CI for
installing each purchase under non-proprietary design, and (ii) a xed CU for
disassembling and assembling when a modular proprietary system is upgraded.
While CI reduces the customer's net benet from each version, CU aects only
customers that upgrade. These costs also increases the customer's resistance
to upgrade when the better product is available. In Proposition 3.3.6 below,
the equilibrium prices charged by the rm when costs incurred by customers
are considered.
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Proposition 3.3.6. Modular Proprietary Systems with Upgrade Cost
The SP1 equilibrium is achievable when CU ≤ ωU1 . The optimal prices that













The SP4 equilibrium is achievable when CU ≤ ωU4 . The optimal prices that









where ωU1 = (1−γδ)f(βq1)2δf(βqα2 )−(1+γδ)f(βq1) and ω
U
4 = (1− γδ) f (βq1) /δ.
Proof. Similar to the proof of Proposition 3.3.3
Note that it is protable to oer modular upgradability only when
the upgrading cost CU is less than ωUi . Naturally, prohibitively high costs of
upgrading dissuade customers from exercising this option provided through
product design, even when the producer packages the modules together for
new buyers. When the stable module is non-proprietary, rms seldom oer
packaged products to consumers. In Proposition 3.3.7 below, optimal prices
when installation is performed by customers in each period are derived. While
third-party providers may oer the service of integration, a cost is incurred in
obtaining this service. Therefore, I do not consider upgrading costs separately.
Proposition 3.3.7. Modular Non-Proprietary Systems with Installa-
tion Costs.
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2 )−f(q1)(1+γ(2−δ)) , p∗2 =
f(qα2 )−γf(q1)−CI
2
A SP 4 sub-game perfect equilibrium can be achieved when CI ≤ ωI4. For each









if φI3 ≥ ps ≥ φI2
f(q1)(f(qα2 )+ps)−2psf(qα2 )−CI(2f(qα2 )−f(q1))
2δf(qα2 )
if φI2 ≥ ps ≥ φI1




where ωI1 = f(q1)(1−γδ)−2ps(1−δ)2(f(qα2 )−f(q1)(1+γ(1−δ))) , ω
I
4 = (2δγ − 1) f (qα2 )






Proof. Similar to the proof of Proposition 3.3.5
The prices charged by the rm for either product, and therefore the
prots, decrease with CI and CU . Further the prots vanish when installa-
tion and upgrade costs exceed certain thresholds. This is due to the natural
downward pressure that installation costs exert on a customer's willingness to
buy or upgrade a product. Industrial customers typically enjoy the services
of maintenance crews for testing and calibrating new machines, which lowers
the installation cost relative to product quality. However, consumers who buy
gadgets for personal use often nd the eort and frustration associated with
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installation and upgrading costly relative to the utility derived. Firms that
cater consumer markets might prefer to side-step complication installation in-
structions by assembling the gadgets before selling them. In that regard, the
results from Propositions 3.3.6 and 3.3.7 oer an explanation for the skewed
prevalence of modular upgradability primarily in industrial products.
While the results in this Section are derived assuming that the same
cost is incurred equally by new and upgrading customers, the results easily
extend to the case in which new installations and modular upgrades require
dierent eort levels. This case is not presented since the more complicated
expressions add little value to the discussion.
3.4. Optimal Architectures and Innovation Rate
In this section, the protabilities of the dierent product design ap-
proaches are compared to determine the conditions under which the modular
architectures yield higher prot. The innovation rate is then treated as a deci-
sion variable to examine how the optimal innovation rates compare under the
modular and integral architectures.
3.4.1 Appropriateness of Dierent Architectures
A comparison of the protability of the dierent product design ap-
proaches indicates that under fairly general conditions, the modular design
and pricing approaches yield prots superior to the integral design choices.
Here dierent architectures are compared for a pre-specied launch time td.
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Let the optimal prots from the integral architecture, the modular pro-
prietary architecture, and the modular non-proprietary architecture be πIN ,
πMP , and πMN(ps) respectively. It is assumed that the integral product can
be sold in the RSI case with a guarantee that special upgrade prices will not
be oered later (which is optimal for the integral architecture). The archi-
tectural choices can be ordered with respect to the eciency they allow in
price discrimination when there are no adverse eects of modularity (α = 0)
and when there are no technological disadvantages in adopting proprietary
solutions (β = 1).
Proposition 3.4.1. When α = 0 and β = 1, the prots are ordered as follows:
1. The modular proprietary architecture results in a higher prot than the
integral architecture
πMP > πIN ∀ δ < 1, γ ≥ 1, γδ < 1
2. For all levels of stable module prices, the modular proprietary approach is
more protable than the non-proprietary approach
πMP > πMN (ps) ∀ ps > 0
Proof. The proof is in the Appendix.
The rst part of the proposition, which presents the dominance of mod-
ular proprietary architecture over the integral architecture, is driven by the
additional pricing exibility of setting ps in the modular proprietary solution
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(πMP ). Also, when product quality is not impacted due to proprietary archi-
tecture, the rm's prot with the non-proprietary architecture (πMN(ps)) is
lower than that of the proprietary modular architecture (πMP ) because the
rm does not earn revenues from the stable module (ps goes to the rm man-
ufacturing S).
Now, the design choices for dierent levels of r and α, which capture the
customer patience (δ) and any adverse impact of modularization on product
quality, are compared. Fig 3.3 shows the dominant architectural choice for
dierent combinations of α and δ. In region INT, the integral design solution
is most protable, while in regions MP and MN, the proprietary and non-
proprietary modular solutions are optimal.
Since α is a direct measure of the loss of product quality that occurs
due to modularization, a high α represents a greater implicit cost of designing
a modular product. Therefore, for any customer discounting factor δ, modular
solutions, proprietary and non-proprietary, are more attractive than the no-
upgrade pricing approach for lower levels of α. Since our primary interest is in
the ecacy of modular upgradability in managing rapid sequential innovation,
combinations of α and δ that lead to an articial throttling of innovation are
excluded8.
When the rm has the option of selecting between a proprietary and
non-proprietary approach, customers' ability to leverage any investment in the
8In other words, Figures 3.3 and 3.4 are restricted to parameters that satisfy the condition
δf (βqα2 ) > f (βq1).
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Figure 3.3: Dominant Architectures for q1 = 1, q2 = 3, ps = 0.1, β = 0.85 and
γ = 1
stable module S becomes more important. When the inter-version duration
td is longer, the present value of the improved version is reduced. This makes
customers less willing to plan for upgrades when the new product is launched.
The rm can overcome this resistance by allowing the customers to transfer a
larger portion of their earlier investment. Recall that the stable module prices
oered through the modular proprietary architecture allow the customers to
transfer all of their investment to future upgrades. Further, when td is higher,
the rm's discounted valuation of its own second period revenues is lower; this
lowers the real cost of oering larger upgrade discounts (implicitly, through ps)
in the second period. As a result of these two forces, the rm nds it optimal
to oer the proprietary modular architecture for smaller values of δ.
47
The inuence of β can be understood using the example in Figure 3.4,
which shows the variation of architectural decisions between two levels of β. A
higher value of β denotes a lower disparity between the rm's ability and the
industry standard in producing S or a greater level of acceptance of proprietary
products. When the rm is more competitive, i.e. when β = 0.875, the
non-proprietary solution is dominant in region MN, the proprietary modular
solution should be adopted in regions MP and B, and a non-modular product
should be sold in all other regions. When β falls to 0.85, the non-proprietary
modular architecture is the best alternative for the rm in regions MN, A and
B. The integral system is protable only in region INT. As β approaches 1, the
non-proprietary solution is not used under any condition. The non-proprietary
approach becomes the ideal choice as β approaches 0.
Figure 3.4: Dominant Architectures for q1 = 1, q2 = 3, δf = 0.6, ps = 0.1,
β = 0.85 or 0.875, γ = 1
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As discussed in Section 3.3.4, the additional benets customers derive
from modular upgradability come at the loss of installation and upgrading
services previously performed by the rm itself. Naturally, if the interfaces
connecting the modules are complex, these costs are larger and customers are
more willing to select one of the versions. In Figure 3.5, as CI increases, the
non-proprietary solution is less protable than both modular proprietary and
integrated designs. Similarly, a larger CU decreases the attractiveness of the
modular proprietary alternative. While these results suggest that modular
architectures are perhaps more conducive to certain market and technological
environments than others, they also reveal the importance of designing for
easy upgradability.
Figure 3.5: Dominant Architectures for q1 = 1, q2 = 3, δf = .6, ps = .1,
β = .85, γ = 1, CI = .05, CU = .01
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These results show that the rm might have strong reasons to pursue a
non-proprietary architecture (outsourced stable module) in spite of the reduced
revenues it obtains from the sales of each stable module unit. The intuition
that the non-proprietary solution is more preferable when customers are wary
of proprietary approaches or the rm is less capable in designing the stable
module (low β) is indeed conrmed. However, the inuence of the customer's
discount factor on the choice of the type of modular architecture is quite subtle,
and goes to the very core of the benets of modular upgradability for rapidly
improving products. Whereas these results hold when the discount factors
of the rm and its customers are correlated through td in industrial markets,
the results can be dierent in consumer markets where the rm and individual
consumers could dier in their relative patience to receive future benets. This
is discussed in Appendix A.1.
3.4.2 Optimal Innovation Rates
In the previous sections, the optimal design architecture and pricing at a
given rate of innovation were identied (with δ(td) representing the innovation
rate). I now endogenize the innovation rate and treat the inter-version time td
as a decision variable to study the impact of architecture on the optimal rate
of innovation (while addressing customer regret and maximizing rm prot).
Specically, the demand-driven optimal innovation rate t∗d for the modular
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proprietary, non-proprietary and integral architectures are compared9.
Deriving optimal innovation rates requires a model of development cost,
and ours is based on the assumption that a specic set of resources will be
dedicated to the product development eort. Prior studies have shown that
there are diminishing returns to resource investment in product development
(Graves, 1989). To develop a product that delivers performance f(q2) from
the technology with potential q2, I model that the rm incurs a cost that de-
pends on the development time td, and the qualities of the early and improved
versions, q1 and q2. The prot expressions in earlier sections are expressed in
terms of δ, which is bounded between 0 and 1; so it is convenient to express
the functional form with respect to δ(td). The development cost is modeled to
be:
C (td, q1, q2)
.
= Cd (q1, q2) g (δ (td))
where g(0) = ∞, g(1) = 0, g′(.) > 0 and g′′(.) > 0.
Integral and Modular Proprietary Architectures
First, I compare the optimal rates of innovation under Modular Pro-
prietary and Integral architectures. For any given inter-version time td, the
optimal prices set by the rm for each design choice is given by Propositions
9To make the presentation simpler, I assume that the per-period learning rate γ (td) is
independent of td and ignore costs incurred by customers. Incorporating L > 0, subject to
the assumption that L < r does not change the main results of this section.
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3.3.3 and 3.3.5 above. The corresponding prots can be derived from Equa-
tions 3.5 and 3.7 in Section 3.2.2. The rm's total prot using the proprietary







− Cd(q1, q2)g(δ(td)) (3.8)





+ δ (td) R2 − C (td, q1, q2) if δ(td)f(βq2) ≤ f(βq1)
(1−δ(td)2)f(βq1)
4
+ δ (td) R2 − C (td, q1, q2) if δ(td)f(βq2) > f(βq1)
where R2 = (f(βq2)−f(βq1))4 .To obtain some basic insights, I compare the innova-
tion rates for the proprietary modular and integral architectures when β = 1
and α = 0. No specic functional forms are required for comparing innovation
rates under the two alternatives. When the rm's own modules are not infe-
rior to the industry standards, and when there are no negative consequences of
modularity, the rm has an incentive to innovate faster if it adopts a modular
architecture for the system.
Proposition 3.4.2. Innovation under Modular and Integral Architec-
tures
When there are no quality losses due to modularization (α = 0), modular pro-
prietary architecture allows for a faster rate of innovation than an integral
architecture without causing customer regret.
tMP∗d ≤ tIN∗d
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The above result that a modular design choice allows for faster optimal
demand-driven innovation (even when any supply-side eciencies involved in
modular design are not considered) is, to the best of my knowledge a new
insight not found in the existing literature. The reason for faster optimal
innovation rate under the modular architecture can again be traced back to
the additional degree of freedom in pricing this design provides. More pricing
freedom results in an increased ability to leverage investments in innovation,
thus tilting the tradeo in the favor of increased development eort.
Modular Proprietary and Non-Proprietary Architectures
When the price of the market-sourced stable module ps is low (close
to 0), the Modular Non-proprietary approach is similar to having an integral
architecture because the role of the stable module is insignicant. Therefore,
the Modular Proprietary architecture results in faster innovation. On the
other extreme, if the stable module is a valuable component of the product
(high ps), the rm again does not benet much from innovation as a signicant
portion of the sales goes to the vendor of the stable module. This again leads
to faster innovation under Modular Proprietary approach. These observations
are captured in the following Proposition.
Proposition 3.4.3. Innovation Rates under Proprietary and Non-
Proprietary Architectures
The optimal rate of innovation under the Modular Proprietary Design exceeds
the rate of innovation under the Non-Proprietary design both for high and low
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prices of the stable module.
Proof. The proof (in the Appendix) oers bounds for the stable module prices
above and below which the Proprietary approach leads to faster innovation.
Interestingly, for intermediate values of ps, the optimal innovation rate
under Modular Non-proprietary approach could exceed the innovation rate
for the Proprietary architecture. Note that a higher price ps restricts the
protability of both rst and second period sales. When the stable module is
moderately expensive, under the non-proprietary approach, ps has a stronger
constraining eect on rst period prices. The rm, which is now relatively less
sensitive to rst period prots, makes an unencumbered decision to maximize
discounted second period prots resulting in higher innovation rate under the
non-proprietary architecture.
3.5. Conclusions
Driven by feedback from their investment-conscious customers, rms
have begun oering an easier upgrading path using upgradable modules, a
trend increasingly seen in industrial markets. I have attempted to formalize
and analyze modular upgradability for sequentially improving products that
yield customer productivity improvements. The results provide a nuanced un-
derstanding of the role of a product's modular design in segmenting customers
54
in a heterogeneous market when costs may be incurred in installing and up-
grading modular products. Localizing product improvements and developing
the product to be upgradable in modules ensures that initial investment by
customers is not completely obsoleted by subsequent introduction of superior
products, often outweighing any additional costs associated with modularity.
Consequently, the seller prots more by leveraging the increased pricing free-
dom to segment customers without restraining the pace of innovation. Further-
more, modular designs are also more conducive to a faster launch of improved
versions - while prior research in Operations oers a resource-based motiva-
tion for modularity, this research oers an alternative explanation for faster
innovation in modular products from a market-adoption perspective (Section
3.4.2).
One of the central contributions in this research are the rst order in-
sights that were derived about the connection between product architecture
and market segmentation, which are typically analyzed in mutual isolation.
With respect to the existing literature, two additional degrees of freedom have
been added, which include product architecture and introduction timing to
help rms manage sequential innovation. Contrary to the suggestion that us-
ing industry standard components can be debilitating to the product line in
the long run (Morris and Ferguson, 1993), using non-proprietary components
might indeed be an attractive option to realize the modular approach. In fact,
there is a strong incentive to use standard subsystems when cost-side advan-
tages of standard components are factored in. Whereas the understanding
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in previous research is that rms might indulge in open-sourcing to encour-
age other rms to participate in innovation (Garud and Kumaraswamy, 1993),
adopting standard solutions for some modules can help rms achieve inter-
temporal discrimination (section 3.3.3). Further, this analysis conrmed that
the incentive for modularization and maintenance of proprietary control are
dependent on design eects, product characteristics like the learning rate and
market characteristics such as rm discount rates. When the direct or oppor-
tunity costs of modularization and proprietariness are high, non-proprietary
or integral architectures may indeed be preferable.
The implication of this work for innovating rms going forward is that
modular upgradable product design, introduction timing, and coordinated
pricing can be valuable instruments for rms to manage the market launch
of rapidly improving products. By identifying regions of appropriateness of
the dierent approaches to upgrading the product in modules, it is possible
to identify factors that a rm must recognize and inuence in designing im-
proving products. We learned exactly how installation and upgrade costs (CI ,
CU) make modular designs less valuable for the customers as well as the rm.
In consumer products, even more than industrial products, these costs tend
to be larger relative to the utilities derived from the products. While this
result is consistent with the observation that modular designs are currently
more prevalent in industrial sectors, it provides some basic guidance on pair-
ing technologies and markets through product design. An emphasis on per-
formance attributes alone often leads to complex product designs, and dense
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and intricate interfaces between functional modules (Simon, 1969). In order to
commercialize rapidly improving sequences of products, a rm should consider
designing its products for upgradability. In addition to functional modularity
and localization of improvements, products designed for upgradability will
also enable customers to disassemble and quickly re-install the constituents of
a product in an eortless manner.
In these rst steps in understanding how architecture inuences mar-
ket segmentation, some stylized assumptions were necessary. The long-run
viability of product architectures needs to be addressed in the future by going
beyond a two-period model. Selling a proprietary modular product results
in an equilibrium with the same set of buyers in all periods; although it is
successful in a 2-period model, this can lead to a stationary customer base,
performance saturation (Krishnan and Zhu, 2006), and increased competition.
The single product, replacement model considered in this chapter is in accor-
dance with the body of work on rapid sequential innovation. In a more general
replacement setup, Stokey (1988) suggests that periodic addition (deletion) of
high (low) quality products results from industry-wide spillovers of learning
experiences. It has also been assumed that there is no resale market for such
rapidly improving products. Although this can be enforced by the manufac-
turer for some goods, presence of second hand markets can moderate the eects
of monopolistic opportunism considered in this chapter.
The results presented here are derived under the stylized supposition
that production costs are negligible, however, numerical analysis shows that
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the fundamental results indeed continue to hold when production costs are
considered. When marginal costs are negligible, and when modularization de-
grades product quality, oering trade-ins and buy-backs may, in fact, be more
protable than opting for modular upgradeable designs. However, trade-in
alternatives entail distribution, reverse logistics and disposal costs that could
make them expensive for some products. Further, the customer's lower in-
centive to maintain stable modules that will be returned through the trade-in
creates undesirable moral hazard issues. The discussion is focused on durable
products such as industrial assembly systems which cannot be bought back
without considerable risk for the rm and expense for the customer.
The insights generated here oer a new and previously unknown ra-
tionale for modularizing the architecture in the context of rapid sequential
innovation. The results also help decide when to use a proprietary modu-
lar architecture versus using an open systems approach. The application of
these ideas can help ensure that rapid improvements can be realized without
discouraging customers from purchasing these products, thereby stimulating
market growth and prots for rms.
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Chapter 4
Sequential Innovation with Strategic Consumers
and Suppliers: Time Inconsistency with
Integrated Product Design and Pricing
4.1. Introduction
Advances in sciences and engineering result in signicant increases in
technological capabilities of products. These improvements often lead to rapid
obsolescence of earlier products purchased by consumers. One approach to
induce apprehensive consumers to buy improving products is for the seller to
design the product in a modular upgradable fashion. By partitioning these
products into subsystems, which is termed as modular sequential innovation,
the seller allows customers to upgrade only the improving modules and pre-
serve some of their investments in the stabler modules over an extended pe-
riod of time (Ramachandran and Krishnan, 2007). Modular sequential in-
novation has been embraced by many rms recently: In the semiconductor
photo-lithography equipment segment, industrial customers such as Intel and
AMD are able to upgrade their systems in a modular fashion by buying from
rms such as ASM Lithography (Chuma and Aoshima, 2003; Dutch News Di-
gest, 2003). Firms such as IBM and Rackable systems in the computer server
industry, and Vi-Technology in the optical inspection market, have also de-
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signed their products in a modular upgradable fashion (The News & Observer,
2006).
However, modular sequential innovation - though increasingly common
in industrial products - is relatively less common in consumer technology mar-
kets. Sellers in consumer markets cannot commit to specic architectures and
pricing policies for products that would become available in the future. Con-
sequently, strategic consumers might be able to predict the seller's incentive to
integrate the improved product or price the modules such that the advantages
of modular upgradability are diminished. This creates a time-inconsistency
problem for the seller with respect to the design and pricing of improved ver-
sions. In this chapter, I consider the impact of strategic consumers on how
sequentially improving products are designed, sourced and priced. Although
several papers have previously considered the role of strategic consumers in
determining operating policies (see Su, 2006 for a recent review), the impact
of such foresightedness on product design itself has not been studied.
In addition to the design architecture (modular or integrated), the fash-
ion in which the stable module is sourced also aects the interactions between
the consumer and the seller. I consider three sourcing strategies in the chap-
ter: (i) Internal sourcing with in-house production, (ii) Open sourcing from a
consortium, and (iii) Specialist sourcing from a predetermined supplier. Each
of these strategies - in addition to the dierent pricing freedoms they aord
the seller - also engenders a unique set of constraints for the seller. These pric-
ing constraints are necessary for the seller to overcome the time-inconsistency
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problem created by consumer foresight into its design incentives. Further-
more, under specialist-sourcing, the supplier of the stable module might be-
have strategically to appropriate some of the surplus created by the seller's
innovation. This further exacerbates the time-inconsistency problem faced by
the seller.
One of the central ndings of this work is that inconsistency in the
seller's incentives might make it impossible to pursue certain approaches to
inter-temporal market segmentation for products that are sequentially obso-
lesced by technological innovations. I formally characterize the coordinated
decision approach to product design, sourcing and pricing that is required to
introduce modularly improving products. The results in this work show that
it is possible to commit to future product designs even in when the rm's de-
sign incentives are temporally inconsistent, but this takes integrated product
design, pricing, and market segmentation.
The consideration of investments made by the seller in developing the
improving module adds further nuance to our understanding of sequential in-
novation. While the issue of product obsolescence weighs more heavily on
the minds of consumers when the product improves rapidly, rapid sequential
innovation might turn out to be quite valuable for the seller. In particular,
when the seller depends on a strategic supplier of the stable module, a greater
improvement of the improving module limits the supplier's room to behave op-
portunistically. Therefore, in contrast to open-sourcing, the seller's investment
in the improving-module under specialist-sourcing is higher when the stable
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module is of a higher quality. This subtle dierence, heretofore unknown to
the best of my knowledge, underscores how sourcing, design and development
strategies are intertwined in the case of modular sequential innovations.
The rest of the chapter is organized as follows. I dene some key con-
structs and formalize the problems associated with the commercialization of
modular, sequentially improving technologies § 4.2. The proposed solutions
are discussed in § 4.3, followed by the analysis of interactions with a specialist
stable module provider in § 4.4.
4.2. Modular Sequential Innovation: Model Formulation
Amodel of sequentially improving products, each one of which is launched
by a seller as a combination of modular subsystems, is developed in this sec-
tion. The model assumptions are stated rst, followed by a discussion of the
timing of nature and decisions made by the seller and the consumers in the
market, and dene key constructs regarding the consistency of the seller's
product design incentives over time.
4.2.1 Model: Assumptions, Decisions and Timing
Technology and Product Design. Consider the sequential two-
period product introduction problem faced by the seller whose product is based
on an improving core technology, which the seller has exclusive access to. The
product oered in each period may be designed as one integral unit or ar-
chitected as a system of two functional modules: an improving module into
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which the core technology of quality qtc (t ∈ {1, 2}) is incorporated, and a
stable module of quality qs that does not undergo substantial quality changes
over time1.
The maximum attainable quality, qt, of version t, of the product de-
pends on the qualities of the individual modules and the product design
architecture. The seller makes the architecture selection independently for
each version of the product, which is denoted by At, where t ∈ {1, 2} and
At ∈ {I, M}, the integral (I) and modular (M) design architecture choices. It
has been documented in the literature that modularizing a product's archi-
tecture can compromise its functional quality (for instance Ulrich and Ellison
(1999)). This quality loss associated with modularization is captured through
the parameter m (0 ≤ m ≤ 1). Here, a higher value of m indicates that the
product can be designed as separable modules without aecting the quality to
a large extent. This is reected in the dierence between corresponding qual-





/∂m < 0, where the superscript (I or M) refers to the selected
product architecture.
The relative contribution of the improving module towards overall prod-
uct performance is indicated by the parameter α. To ensure non-trivial solu-
tions, it is assumed that ∂qt/∂qtc is positive and increasing in parameter α. In
this chapter, a linear, additive functional form is used to capture the impact
1I initially focus on the seller's role in commercializing the core technology. The seller's
role in developing the technology itself is considered subsequently.
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of these dierent variables on product quality. The quality of the modular
product is given by Equation 4.1.
qMt
.
= αqtc + m (1− α) qs (4.1)
When m is higher, the product is inherently more integrated (less modular)
and the modularization aects the product's quality to a lesser extent. For a
completely integral product, quality is given by
qIt
.
= αqtc + (1− α) qs (4.2)
Such an additive relationship between product quality and component qualities
is similar to models used by other researchers like Ulku and Schmidt (2005) in
operations and several others in marketing (see Carroll and Green (1995)). The
robustness of this functional form has been tested for other model specications
as well, and almost all of the results and insights generalize to all where settings
where the improvement in total quality is monotone decreasing in m.
The qualities of the improving modules depend on the underlying tech-
nology's improvement as well as on the investment made by the rm in devel-
opment. I initially assume that the improving module's evolution is exogenous,
but consider the rm's investment in product development in § 4.5. The tech-
nology behind the stable module does not improve over time, and the rm is
capable of designing a stable module internally, if it needs to.
Sourcing and Pricing Decisions. The rm's design choice determines not
only the qualities of the products oered, but also the dierent ways in which
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the rm could allow consumers to obtain the stable module - referred to as the
sourcing decision. The sourcing decision in turn determines how the dierent
modules are priced in each period and what external strategic interactions the
rm must deal with. When the product is sold as an integrated unit, the
rm produces both modules of the product in-house and makes the improving
parts of the product incompatible with outside stable modules. However, the
rm has several options with respect to sourcing the stable subsystem for a
modular architecture. I consider three dierent sourcing options for the sta-
ble subsystem: (i) Internal sourcing, wherein the rm itself manufactures and
sells the stable module, (ii) Open-sourcing, in which the rm makes architec-
tural details publicly available for several other rms to develop compatible
stable modules, and (iii) Specialist-sourcing, where the rm selects a specialist
supplier as the sole provider of the stable module.
To cover the various sourcing and pricing decisions, let us consider the
most general of the three cases above: specialist-sourcing for modular design
(Figure 4.1). The seller sets prices pt for version t of the improving module.
Improvement in the core technology provides the seller the opportunity to
oer dierent products (or combinations of products) to dierent consumers
depending on their willingness to pay for product performance. As the seller
cannot identify individual consumers' preferences for quality, it must select a
price schedule {p1, p2} such that in each of the two periods consumers self-
select the product(s) intended for each of their types. The seller may also
oer a discounted upgrade price pu2 for consumers who upgrade their existing
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products. The specialist provider sets prices, ps1 and ps2, for the stable module.
Since the option of using an internally developed stable module is available,
the improving module manufacturer might be able to inuence the prices at
which the stable module is oered. This inuence of the strategic supplier
is characterized using a simple Nash-Bargaining framework (Fudenberg and
Tirole, 1991).
Figure 4.1: Timing of Seller's Decisions under Specialist-Sourcing
In open-sourcing, the manufacturer focuses on developing the improv-
ing module, and allows consumers to purchase any compatible stable module
o-the-shelf, which will be competitively and directly supplied to consumers
at a price ps in the rst period. Prices of such commoditized components may
drop over time because of learning eects and improvements in production
processes. Further, entry of more sellers in the market for the stable module
may also lead to a reduction in the module's price over time. These reductions
are predictable, and that the stable module's price falls to θps in the second
period (0 < θ ≤ 1). The production cost of the stable module depends on the
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complexity of the module, and this is reected in the market price as ps = kqs
(k > 0). The open-sourcing case is a simplied form of the specialist-sourcing
case in which ps1 = ps and ps2 = θps.
Internal sourcing might lead to lower product quality, but allows the
rm to price both modules individually and independently, i.e. the rm sets
pst in addition to pt. However, this additional pricing freedom also implies that
the rm can fully price discriminate between new consumers and upgraders.
Consequently, the pricing problem of the rm that internally sources the stable
module is not unlike that of a rm that can individually identify new and
repeat buyers. Since internal sourcing - by allowing the rm to vary the price
of the stable module over time - leads to consumer regret (Dhebar, 1994),
open- or specialist-sourcing serve as valuable alternative design strategies.
When the product is integrated in design, the stable module - designed
by the rm - does not exist as a separate entity in the market. This situation
is captured as a special instance of the specialist-sourcing scenario with ps1 =
ps2 = 0 and α = 1. Since the focus is on the potential deciencies of modular
sequential innovation, this design choice is summarily analyzed in Appendix
B.0.2.
The Market. The market consists of customers distributed uniformly be-
tween 0 and 1 in v, their willingness to pay for performance. The utility that
a consumer of type v derives from a product of quality q is given by a simple
linear utility function in Equation 4.3. If the customer already has a product
of quality q̂ , then the willingness to pay is assumed to be v (q − q̂). Further,
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the seller and consumers discount future benets from consumption and rev-
enue by the per period discount factor δ. For clarity of exposition, a perfect
capital market is considered, but the results generally hold when the seller and
consumers discount future benets at dierent rates.
W (q, v) = vq (4.3)
Rapid innovation involves signicant sequential improvement in product qual-
ity not only in absolute terms, but also in discounted terms (δq2 > q1). As a
result, early versions are inadequate surrogates for advanced products launched
later. While the model and results are general to both rapid and moderately
paced sequential innovations, design-based market segmentation is particularly
eective in rapidly advancing product categories. Under sequential innovation
of technology-driven products, the eects of adverse attribute selection on the
seller's prots far outweigh the eects of competition from used goods. In or-
der to focus on the interaction between product architecture and commitment
related issues in sequential innovation in-depth, the eect of second-hand mar-
kets are not included in this chapter. This assumption is also similar to those
made in other papers on the intertemporal eects of sequential innovation
(Dhebar, 1994; Kornish, 2001).
Consumption Decisions . Consumers have four choices in the model - they
can buy either the rst or second version, both versions or neither. Note that
when the product is available in a modular upgradable form, a consumer who
purchases both versions will continue to use the stable module bought in the
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rst period with the new and improved module in the second period. The
net utility obtained by a consumer of type v from each of the four actions is
represented in the decision tree in Figure 4.2 - only the specialist-sourcing case
is presented since other utilities are obtained through suitable simplications.
Each consumer selects the option that maximizes his or her net utility.
Figure 4.2: Consumer's Decision Tree under Specialist-Sourcing
4.2.2 Problem Formulation
Sub-game perfect equilibrium (SPE) outcomes are sought for the in-
teraction between the seller and consumers. The backward induction method
(to identify SPEs) ensures that consumer beliefs are consistent with the actual
incentives for the seller. Further, this allows the seller to internalize the im-
pact of strategic decisions made by its supplier and consumers. In the second
period, the rm has an opportunity to revisit the pricing and architecture de-
cisions - p2 and A2. The seller's optimization problem in the second period and
its revenue under specialist-sourcing is presented in Equation 4.4. The seller
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sets its rst period price p1 and architecture A1 to maximize the net present
value of its revenue stream from the two periods (Equation 4.5). Here D1, D2
and Du represent the number of consumers who buy the rst version only, the
second version only, and both versions, respectively. The formulations under
other sourcing strategies are derived by making appropriate changes.
R∗2 (p1, θ, ps1) =
{





2Du) with upgrade pricing
(4.4)
R∗1 (ps1) = max
p1,A1
(p1 (D1 + Du) + δR
∗
2 (p1, ps)) (4.5)
Sequential introductions may be introduced using the following two types of
market segmentation2: (a) Penetration pricing or Price Skimming. In skim-
ming, the rst version is marketed exclusively to high-end consumers and the
second version is sold to more low-end consumers. In penetration pricing, the
rst product is priced more aggressively to appeal to a wider consumer base
than the second product is.
To derive the specic demands Di (p1, p2; α,m, qtc, qs, ps1, ps2) for the
two demand proles, it is useful to dene marginal consumers who are in-
dierent between any of consumption related actions The marginal consumer
indierent between actions a and b, vab is dened in Table 4.1.
2In general, it is also possible to obtain some other patterns that are known to be irrel-
evant in the equilibrium analysis (Ramachandran and Krishnan, 2007).
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Actions No purchase Buy First version Buy Second version
Version 1 v01 = pS1+p1q1 - -
Version 2 v02 = ps2+p2q2 v12 =
δ(p2+ps2)−(p1+ps1)
δq2−q1 -





Table 4.1: Marginal Consumers for Dierent Prices and Product Qualities
Result 4.2.1 below shows the pricing conditions that are required for
penetration and skimming segmentation strategies under various rates of in-
novation.
Result 4.2.1. Market Segmentation and Design Sourcing
Let P1 = q1p2q2−q1 −
p1+ps1−ps2
1−δ and P2 =
p2q1−q2(p1+ps1−ps2)
q2−q1 .
Consider rst the case of specialist sourcing. Under Rapid Improvement
(δq2 > q1), Penetration can be achieved if ps2 ≤ P1 and Skimming occurs if
ps2 ≥ P2.
Under Moderate Improvement (δq2 ≤ q1), Penetration can be achieved if ps2 ≤
P2 and Skimming occurs if ps2 ≥ P1.
The demands under Penetration and Skimming are given by
Penetration. D0 = [0, v01); D1 = [v01, v1u); D2 = ∅; Du = [v1u, 1].
Skimming. D0 = [0, v02); D1 = ∅; D2 = [v02, vu2); Du = [vu2, 1].
The corresponding conditions for open-sourcing are obtained by setting
ps1 = ps and ps2 = θps.
Proof. All proofs, unless mentioned otherwise, are provided in the Appendix.
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4.2.3 Timing Inconsistency with Design Architecture and Pricing
Sequential innovations in the core technology allow the seller to revisit the pric-
ing and architectural decisions that were made earlier. The seller is said to
make Architecturally Consistent (AC) design decisions if the product's archi-
tecture does not change over time, i.e. product architecture A1 (At ∈ {I, M})
in the rst period will not change as the core technology improves (i. e.,
A2
.
= A1). To understand the importance of architectural consistency, con-
sider a product that is integrated as the product improves, A1 = M and
A2 = I. Consumers who purchase the rst version with the intention of up-
grading their products will be unable to reuse their stable modules since the
improved version is not amenable to modular upgrades. Consequently, chang-
ing the product's architecture negates the purpose of modular upgradability.
While rms that serve industrial clients may have the ability to explicitly make
such a design commitment, rms that operate in consumer markets must rely
on signaling mechanisms to achieve the same end.
Consumers often buy early versions of modular upgradable products
with the intention of replacing the improving module alone, which gives them
a substantial implicit discount on the new product's price. However, it is
not uncommon for rms to oer introductory discounts for newcomers to the
market. Such practices allow rms to discriminate between repeat and new
consumers in the second period. This lack of consistency in second-period
pricing policies counteracts the benet of purchasing early for the consumer.
Therefore, the rm's commitment that preferential policies will not condition
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prices on a consumer's prior purchase decisions constitutes a certain kind of
Pricing Consistency (PC), which is inevitable for modular sequential innova-
tions. Often, PC is derived from the historical pricing policies followed by
the seller or from market characteristics; for example, when isolating upgrad-
ing consumers is dicult. However, with the massive investments that have
been made in customer tracking, the pressure might squarely be on the rm
to convince consumers that consistent pricing can be expected in the second
period.
Prot Maximization and Time Inconsistency
Modular upgradability under internal sourcing poses serious irresolv-
able time inconsistency issues. In the second period, the rm will set prices
p2 and ps2 such that new and repeat buyers can be perfectly distinguished.
Strategic consumers foresee that the price they pay for the new product will
thus depend on their prior decisions, early buyers do not expect to realize any
savings due to modular upgradability. Therefore, the stable module pricing
freedom (ps2) under internal sourcing makes modular upgradability itself in-
feasible. Due to this reason, attention is restricted only to open- and specialist-
sourcing as the rm's alternatives.
It is useful to consider, as the base case, an open-sourcing seller who
can credibly announce that the second version will be similar in architecture
to the rst, and that in the second period preferential pricing will not be used
to discriminate new and existing consumers. The optimal pricing decisions
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for such a seller are obtained by adding the constraints A2 .= A1 and pu2 =
pn2 = p2 to Problem 4.4 above. The optimal prices and revenues are presented
in Appendix B.0.3. However, making such commitments to future product
design and pricing policies is no easy task.
The seller who is unable to commit that architecture A2 will be equiv-
alent to A1 might make inconsistent decisions for two reasons. Under open-
sourcing, some of the surplus extracted from new consumers who purchase in
the second period is channeled towards the stable module. By moving to an
integrated architecture for the advanced version, the seller could extract more
of the surplus from new consumers. Consumers are aware of this potential in-
centive for the seller to switch to an integrated architecture after improvements
are realized in the core technology. Consequently, sellers without credibility
cannot always pursue segmentation tactics that lead to the highest possible
prots in a sub-game perfect equilibrium3.
The second-period opportunism under open-sourcing is replaced with
defensive pressures of appropriation under specialist-sourcing. When the ad-
vanced version is introduced, the stable module manufacturer sets a price ps2
that would maximize his share of the surplus extracted from consumers. The
focal rm, in spite of its best intentions in the rst period, would benet by
avoiding this pricing game for surplus appropriation in the second period. To
eliminate the specialist's participation, the rm could make the new version of
3The case in which A1 .=INT is discussed in § 4.3.3.
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the improving module incompatible with the specialist's stable module. This
action, which is tantamount to integrating the product, leads to design in-
consistency and causes regret for consumers who intended to upgrade their
products.
Now let us turn our attention to the impact of pricing consistency.
First consider a rm that has invested heavily in acquiring customer data,
as consumers increasingly buy products online. Suppose that in the second
period, the seller sets the price of the improving module at pn2 and pu2 for
new and repeat buyers respectively. Consumers could be justiably fearful
that their purchase decision might be used to condition the price of improved
versions. Therefore, if the rm can oer special introductory prices to new
consumers, rst period consumers will denitely regret their purchase. When
consumers can conceal their prior decisions however, such rst-degree price
discrimination is infeasible. While new consumers may not be able to imitate
repeat buyers, repeat buyers may simply choose not to reveal their previous
purchase history. This imposes the natural constraint that the second period
prices for new customers must be greater than that for upgrading customers,
pn2 ≥ pu2 .
At the end of the rst period, the market consists of some consumers
who own the rst version and the rest who don't. In many cases, the seller
sets a low price for the rst version to attract one-time buyers of the rst
version, thus hinting that the improved version as an exclusive high-end prod-
uct subsequently. However, the seller may be able to drop the price pn2 and
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attract new buyers for the improved product. When the seller low-balls pn2
to a point where even rst-period abstainers are enticed, consumers who did
purchase early will regret their decision to commit to a relatively expensive
rst version. Anticipating the seller's incentive to drop its prices, consumers
may not purchase the rst version in spite of the low prices.
Due to these reasons, a seller who cannot adhere to consistent design
and pricing policies will be unable to segment the market in a fashion that
maximizes its prot. This is formally stated and discussed this in Proposition
4.2.2 below.
Proposition 4.2.2. a) Architectural Inconsistency
Modular upgradability does not result in a sub-game-perfect equilibrium so-
lution, irrespective of whether the stable module is internally-sourced, open-
sourced or specialist-sourced without additional pricing constraints. A modular
upgradable architecture is not time-consistent under certain pricing regimes.
Specically, A2 6= A1.
b) Pricing Inconsistency
Modular upgradable architecture is not guaranteed to lead to a prot-maximizing
sub-game-perfect equilibrium solution without (additional constraints for) pric-
ing consistency.
Interestingly, there are common threats among the specic reasons that
lead to time-inconsistencies in product design and pricing policies for the var-
ious sourcing mechanisms. Under open-sourcing, the incentive to integrate
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the improved version arises from the fact that new buyers are indierent to
product design (and upgraders' regret is irrelevant). For example, suppose the
qualities of the various modules are q1c = 4.8, q2c = 12.8, and qs = 2. Let
m = 0.8, α = 0.75 and δ = 0.5. Then, the overall qualities of the two modular
versions are q1 = 4 and q2 = 10. When the open-sourced stable module costs
ps = 1 in the rst period and falls to 0.5 later, the optimal prices are p1 = 0.875
and p2 = 4.75 (see analysis in Appendix B.0.3). At these prices, consumers
in v ∈ (.8125, 1] buy in the rst period and those in v ∈ (.525, .8125] wait for
the second version. In the second period alone, however, by integrating the
improved version the seller can force repeat consumers to abandon their older
stable modules and pay a higher price to upgrade. This would increase its
second period revenue to 2.493, which exceeds the revenue from the modular
version by 10%.
In specialist-sourcing, the stable module manufacturer's opportunistic
behavior in appropriating more of the surplus new buyers receive forces the
focal rm to defensively integrate the improved product. Consider the second-
period situation described above: q2 = 10, q1 = 4 and consumers in v ∈
(.8125, 1] own the rst version. Now, if the product remains modular, the
equilibrium prices set by the rm and the supplier are p2 = 3.96 and ps2 =
2.08 respectively. Whereas the rm's prot from this approach is 1.57, this
can be improved by at least 37% if it eliminates the supplier by integrating
the product. As a result, the strategic incentives of the supplier become a
major contributor to architectural inconsistency when new buyers intend to
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participate in the second period market.
4.3. Segmentation and Sourcing Solutions
The analysis in § 4.2.3 shows that a seller might face challenges in
selling modular upgradable products in a way that would maximize its prot.
This gives rise to the following question: Can the seller ever oer modular
upgradability to its consumers when the product is improving? This question
is answered in two parts - In this section, a market segmentation and pricing
approach is proposed, which can help sustain a modular upgradable product
architecture in a sub-game-perfect equilibrium even without AC or PC. In §
4.4, I consider how these insights might be aected if the stable module is not
open-sourced, but is oered by a specialist provider.
4.3.1 Guaranteeing Backward Compatibility
The key to achieving sub-game-perfect equilibrium under modular upgrad-
ability is guaranteeing that improved version will continue to be modular and
backward compatible with the rst version. In this section, I show that a seller
without AC can signal its intent to adhere to modularity under penetration
pricing. In particular, the seller should introduce the rst version aggressively
and implicitly commit to a backward compatible, modular upgradable archi-
tecture for the new version.
Proposition 4.3.1. Pricing Constraint for deriving Architectural Con-
sistency
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Sub-game-perfect equilibrium prices exist for a modular upgradable sequence of
products even when the seller lacks the ability to commit to product architecture





if δq2 > q1
(q2−q1)q1−2(q2−θq1)ps
2q2
if δq2 ≤ q1 (4.6)
Proof. The proof is provided for rapid sequential innovation (δq2 > q1). The
proof for moderate sequential innovation is analogous.
Suppose the seller sets p1 ≤ p̄1. Looking forward, from the analysis
in § B.0.3 that the seller's second period price p2 is either (q2 − θps) /2 (for
Skimming) or (q2 − q1) /2 (for Penetration). For p1 ≤ p̄1, it can be shown that
P2−θps≥(δq2 (q1 − 2θps) + θq1ps) /2 (q2 − q1)> 0. Since θps < P2, skimming is
not an equilibrium if p1 ≤ p̄1. However, it can also be shown that θps−P1 ≥ 0.
Therefore, the penetration pricing equilibrium is realized with second period








Since this prot does not increase by integrating the product in the second
period, keeping the architecture modular is an equilibrium solution. Therefore,
the seller obtains pricing credibility by setting p1 according to Equation 4.6.
By limiting the price of the rst improving module (p1 ≤ p̄1), the seller
attracts a wide installed base in the rst period. As the proof of Proposition
4.3.1 shows, such constrained pricing conveys to the consumers the seller's
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intent to pursue a penetration pricing scheme, where all second period buyers
upgrade their older versions. Consumers are also aware the seller does not
benet by oering an integrated product to upgrading consumers alone. This
gives the seller the derived ability to commit to modular upgradable architec-
tures in the future.
The price p̄1 reects the extent to which the focal rm should restrain
itself to derive AC - a closer look at p̄1 provides some insights about the
impact of various factors at work. As expected, the seller is able to set a
higher price if the quality of the rst improving module or the stable module
improves. In addition, since the seller's focus here is to position the rst version
relative to the improved version, p̄1 is also non-decreasing in the quality of the
improved module (q2c). However, for higher values of discounting parameter
δ, consumers are more willing to wait for the improved product - this makes
achieving market penetration in the rst period harder. As a result, p̄1 is non-
increasing in δ. Finally, as expected p̄1 is decreasing in ps, which is due to the
fact that the stable module's price cuts into the consumer surplus the seller
can receive. However, it is also interesting to note that p̄1 increases with θ.
This is due to the fact that the seller nds it easier to penetrate the market in
the rst period if the price consumers pay for the stable module is expected
to be high in the second period.
While Proposition 4.3.1 does not guarantee that the seller will mod-
ularize its product line, it gives us an important insight into how a modular
upgradable family will be priced and positioned. From here on out, the dis-
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cussion of modular upgradability will be restricted to the case in which the
seller uses penetration pricing as described by Equation 4.6.
4.3.2 The Eect of Upgrade Pricing
From Proposition 4.2.2, there are instances in which an inability to
commit to second period prices could aect the adoption of the early version.
How can the seller derive pricing consistency to commit to a single price for the
improved version? I show below that the seller may do so by constraining the
rst period price p1 such that there will be no incentive to price discriminate
in the second period.
Recall that the optimal second period price and prot for the seller
when it does price discriminate in the second period are given by Equation
4.7. At this price of p∗2 = (q2 − q1) /2, note that previously inactive low-end
consumers do not nd the improved product attractive. The seller may nd it
attractive to target these low-end consumers in the second period by setting pn2
at a suciently low level. However, as Proposition 4.3.2 shows, it is possible
to eliminate this incentive in advance through penetration pricing.
Proposition 4.3.2. Upgrade Pricing Constraint for Pricing Consis-
tency
Sub-game-perfect equilibrium combination of prices exist for a modular upgrad-
able sequence of products even in the absence of pricing consistency if the seller
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Proof. The proof is provided for rapid sequential innovation (δq2 > q1). The
proof for moderate sequential innovation is analogous.
When p1 = p∗1 and p2 = (q2 − θps) /2, θps < P2. Therefore, skimming
is not achieved. When p1 = p∗1 and p2 = (q2 − q1) /2, θps ≤ P1. Therefore,
penetration is achieved in the rst period. Let v̂ represent the lowest valuation
customer who bought the rst period product. Let the new optimal pricing
strategy be pn2 = pu2 (= p2) such that some consumers with v < v̂ nd the
improved version attractive. The optimal second period price and prot are
p∗2 (v̂) =
(q2 − q1) ((1 + v̂) q2 − θps)
2 (2q2 − q1) ; R
∗
2 (v̂) =
(q2 − q1) ((1 + v̂) q2 − θps)2
4q2 (2q2 − q1)
(4.9)




. By setting the previously committed
p2c = (q2 − q1) /2, second period revenue R∗2c = (q2 − q1) /4. When p1 ≤ p̃1,
it can be shown that R∗2 (v̂) ≤ R∗2c. Therefore, the seller does not have an
incentive to set p2 dierent from (q2 − q1) /2.
The intuition behind this result is as follows. If the rst period price set
by the seller for the improving module is suciently low, a wider segment of the
market base is covered by the rst version. This ensures that only consumers
very close to the low end of the market are left out. In the second period,
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marketing the improved improving model to these consumers would entail
price reduction for the lucrative segment also, thus placing a large negative
externality on the pricing capabilities. As a result, such low-balling in the rst
period eliminates any interest the seller may have in seeking new consumers
for the improved improving module.
4.3.3 Product Architecture and Market Segmentation
The results in § 4.3.1 and § 4.3.2 show that a seller without architec-
tural or pricing consistency can achieve sub-game perfect price discrimination
outcomes by positioning the early version as a mass-market product. Now,
let us investigate if the seller would modularize the second version when it
designs the rst version as an integrated package. Does the seller face issues
of architectural inconsistency in this case?
By modularizing the second version after using an integral architecture
in the rst period, the seller forces each second period buyer to spend θps of his
or her reservation utility on the stable module. This is because the modular
sequel is incompatible with an integrated predecessor. Further, the seller has
already incurred the xed cost of developing the capabilities for a functional
stable module. Therefore, irrespective of whether penetration or skimming is
used, modularization in the second period results in lower prots for the seller
when A1= INT. Since shifting to a modular architecture in the second period
is sub-optimal, selecting the integrated architecture in the rst period creates
AC to guarantee an integrated second version. This result, in combination
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with the results in § 4.3.1 and § 4.3.2 above, shows that the seller can generate
an inertial commitment to product architecture through its own design and
positioning choices in the rst period.
Proposition 4.3.3. Architectural Consistency
The seller can guarantee that the architecture of the product will not vary as
the core technology improves over time by using penetration pricing in the rst
period.
Proof. Suppose the seller develops both modules of the integrated rst ver-
sion in-house. From § B.0.2 above, it is evident that switching to a modular
architecture in the second period would lower his revenue from the improved
version. Suppose the rst version is modular. From Proposition 4.3.1, a seller
without AC has no incentive to switch to an integrated architecture for the
second version under penetration pricing. Therefore, the seller can commit to
invariant product architecture in the rst period through penetration.
Proposition 4.3.3 proves an interesting and strong connection between
product design and marketing in the context of improving products. Although
there may be several ways to design and market improving products, this result
suggests that fundamental design attributes such as product architecture play
a critical role in determining how the product should be marketed.
This proposition also establishes that selling the rst version as a basic
product and creating a wide installed base is necessary for rapidly improving
technologies. It is interesting to note that this result is driven by a requirement
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to commit to product architecture rather than conventional reasons such as
word-of-mouth eects or network externalities.
4.4. Strategic Interactions with Specialist Supplier
The analysis thus far is pertinent to markets where all the pricing power
is concentrated in the hands of the manufacturer of the improving modules.
This is applicable in situations where a generic stable module might have
emerged, leading to its commoditization. However, in several industries, this
power is shared between the producer of the improving modules as well the
maker(s) of the stable modules. Such a distribution of pricing power can
emerge when a dominant manufacturer can provide a stable module of rela-
tively higher quality compared to his rivals, as in the case of examples such
as noise-canceling headphones. Do the architectural and pricing consistency
issues identied in § 4.2.3 continue to aect the IM even when the pricing
power is shared? If so, are they exacerbated or weakened? In order to an-
swer these questions, in this section, the interactions of the improving module
manufacturer (IM) with the specialist stable module manufacturer (SM) are
considered.
Let the quality of the specialist's stable module be φqs, whereas the
integrated stable module's quality is qs. To focus on the case in which the
IM will at least consider modularizing the product, the attention is restricted
to the non-trivial case in which the specialist's quality exceeds the quality of
an internally developed stable module, i.e. φ ≥ 1. To clarify that the overall
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qualities of integrated and modular products can be dierent, these are denoted
by qIt and qMt respectively (in period t). Specically, qIt
.
= αqtc +(1− α) qs and
qMt
.
= αqtc+m (1− α) φqs. The SM sets prices ps1 and ps2 for the stable module
in the two periods; this forces the IM to take into account the SM's incentives
in making its own pricing and development decisions. In order to continue the
focus on product architecture itself, it is assumed that the marginal cost of
producing the stable module is negligible.
The improving module manufacturer (IM), as seen in Proposition 4.3.1
above, might have an incentive to design the improved product in an integrated
fashion in order to maximize its prot in the second period. Consequently,
skimming the market is not feasible when the manufacturer cannot commit to
product architecture. This result from the previous section also extends to the
case in which the stable module is manufactured by a specialist. As a result,
the IM uses the market penetration strategy in introducing the rst version.
However, the IM's pricing decisions in the penetration strategy are aected
the changing incentives of the SM.
Recall that, in the penetration pricing equilibrium, all second period
consumers merely upgrade their products by purchasing the improved module.
In order to attract some of the low-end consumers (who did not purchase in the
rst period) to buy the improved product, the SM is willing to drop his second
period prices severely. However, if the manufacturer of the improving module
allows the SM to lower ps2 to the point of attracting new customers, some
consumers who purchased earlier will regret their decision to do so. Therefore,
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to ensure that a penetration pricing strategy is successful in spite of the SM's
incentives to work against it, further restrictions must be placed on the price
of the improving modules. These conditions are derived in Proposition 4.4.1
below.
Proposition 4.4.1. Pricing Constraint to Manage Specialist Stable
Module Provider
The emergence of a specialist provider of the stable module restricts the price
of the rst version of the improving module as p1 ≤ p̂1








where ps is the price of the stable module in the rst period.
Further, in any penetration pricing equilibrium, ps2 = 0.
This implicit price limit p̂1 decreases with the price of the stable module
ps. In essence, the IM's task here is to ensure that the market is suciently
penetrated when the rst product is launched so that consumers at the low-end
will not participate in the second period even if the SM oers deep reductions
in the stable module's price. Since attracting these consumers is easier when
the product is better, the bound increases with the quality of the rst version,
qM1 . These results show that improving module manufacturer who is hindered
by two constraints - architectural inconsistency and dependence on a SM -
must introduce the products through penetration pricing, and further restrict
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the price of the improving module in order to manage the temptations of the
SM.
This constraint does not aect the pricing decision of the IM under
all circumstances. In particular, when the product is improving rapidly, the
optimal prices under penetration pricing are unaected by the presence of
the SM. However, when the product's improvement is slower, the necessity
to control the SM imposes an additional pricing constraint on the IM. In
Proposition 4.4.2 below, the impact of this constraint on the optimal price of
the rst version when the stable module is manufactured by an SM is discussed.
Proposition 4.4.2. Pricing Rapidly Improving Modules in the pres-
ence of a Specialist Stable Module Provider
For an improving module manufacturer, under rapid sequential innovation, the
pricing constraint for architecture consistency dominates the pricing constraint
required to manage the specialist manufacturer in the second period.
In other words, under RSI, interactions with the stable module provider do not
constrain the improving module manufacturer in pricing the improving module
in making architecturally consistent decisions.
p̂1 > p̄1|θ=0 if δqM2 > qM1 (4.11)
It is quite interesting to note that rapid sequential innovation - in spite
of the potential regret it creates for consumers - acts as a protective shield for
the IM in its interactions with the SM. The IM's strategy to commit to modular
upgradability and to control the SM are the same, i.e. appealing to a wide set
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of early consumers through penetration pricing of the rst version. When the
product is improving rapidly, the IM ensures that p1 is lower than p̄1 in order
to commit to modular product architecture (Proposition 4.3.1). Encouraging
consumers to consider the rst version when the product improves rapidly
itself is harder to accomplish. Therefore, the bound p̄1 places such a stringent
restriction on p1 that the SM's strategic incentives to lower ps have no eect
on the IM's decision.
4.4.1 Pricing the Stable Module with a Strategic Supplier
If the IM designs the product as an integrated product, the prot it
obtains could be lower than that obtained with a modular design, but the IM
gets to keep all the prot itself. If the product is modular, the SM obtains a
share of the additional prot by selling the stable module. To derive the price
of the stable module which both the IM and the SM agree as a fair price, Nash
Bargaining solutions are found for the interaction between the two (Fudenberg
and Tirole, 1991). It is worth noting in deriving this price that the improving
module prices p1 and p2 clearly depend on the prices of the stable module ps1
and ps2. Further, the IM's choice for product architecture will itself depend
on these prices.
Since many bilateral decisions of this kind are made after extensive de-
liberations, I focus on the bargaining prices for the stable module as a function
of core component qualities qtc, the internal stable module quality qs and the
SM's quality φqs. Alternatively, the SM can be a price-setter, in which case the
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SM would raise ps to a level that makes the rm indierent between modular
and integrated architectures.
Proposition 4.4.3. Equilibrium Stable Module Price and Prots
Let qMt and qIt represent the qualities of the modular product with specialized
stable module and the integrated product that can be oered, respectively, in
period t.
The equilibrium price of the stable module agreed upon by the IM and SM in








under Moderate Improvement (4.12)
where A = α2 (q2c − q1c)2, B = αq2c (2q1c + q2c) + (1− α) qs (q1c + 2q2c), C =
mφqs (α (q1c + 2q2c) + (1− α) qs) and
D =(αq2c + (1− α) qs)2(α (q1c + q2c) + 2 (1− α) mφqs)(αq2c + (1− α) mφqs).
In equilibrium, the additional prot obtained by modularization obtained by the
IM, ∆ΠI , is given by
∆ΠI = qs (1− α) (mφ− 1)
(
1− δ2) /8 (4.13)
when δqM2 > qM1 and δqI2 > qI1.
Further, if the SM is a price-setter, the stable module price in the rst period
is given by 2p∗s.
The price of the stable module depends on the stable module's contri-
bution to the overall performance of the product. When the module qualities
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are such that the product improves rapidly over time, it is easy to observe
from Equation 4.12 that p∗s increases both with the quality of the generic sta-
ble qs as well as the stable manufacturer's ability φ. Even when the product
is not evolving rapidly, numerical results show that the stable module prices
are higher when the product's overall quality is derived to a larger extent from
the stable (larger qs or φ). When the product is evolving rapidly, the IM's
additional prot from modularity (∆ΠI) is also increasing with qs, φ and m
because of the increased attractiveness of seeking a specialized stable. In-
terestingly, the additional prot due to modularity is also higher when the
value of δ is lower. To understand this, note that when δ is lower, the IM
places a greater emphasis on obtaining revenue earlier. Modular upgradabil-
ity, combined with penetration pricing, encourages more consumers to commit
upfront, and allows the IM to charge higher prices for the improving module.
The consequent increase in rst period revenue makes modular upgradability
even more attractive when δ is lower.
Further, it is clear that ∆ΠI is positive only if the performance im-
provements attained by inviting the SM to produce the stable module exceeds
the cost of ceding a portion of the prots to the SM as well as the quality
lost due to modularity. Based on this observation, a necessary condition for
modularization to be attractive can be established (Corollary 4.4.4). Recall
that the quality of the modular product is aected by the product's inherent
modularity m. Therefore, if the specialist is unable to oer a minimal im-
provement in the quality of the stable module that overcomes the quality loss,
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modularization is fruitless.
Corollary 4.4.4. Necessary Condition for Modularization
Modularization of an improving product with a stable module manufactured by
a specialist will lead to a sub-game perfect equilibrium only if the specialist's
component quality is suciently superior to generic stable modules
∆ΠI > 0 only if φ > 1/m (4.14)
The modular architecture is not attractive unless φmqs is at least as
high as qs. In other words, the IM is interested in interacting with the SM only
if the quality premium oered by the SM's stable module overcomes the quality
loss due to the intrinsic non-modularity of the product. It is worth noting,




might have to be modied
under two circumstances: First, if development costs would be incurred when
the IM internally develops the stable module, a manufacturer could consider
a specialist even if φ < 1/m. Second, a modular architecture can be protable
if an o-the-shelf stable module is available at a price lower than p∗s even if
φ < 1/m.
4.5. Development Investment under Modular Innovation
From the analysis thus far, it is clear that in order to sell improving
versions of a product, the earlier generation should be broadly marketed and
improvements should target only high-end consumers. Under this restriction,
what is the incentive for a manufacturer to invest in product improvements?
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Further, dependence on a specialist supplier of the stable module places tighter
constraints on module pricing and design architecture, which further restricts
the protability of innovation. How would a strategic supplier's participa-
tion in completing the product aect the improving module manufacturer's
incentive to innovate?
To understand a rm's incentives to innovate and the extent of in-
vestment, consider a situation where the rate of improvement depends on the
amount of development investment made by the improving module manufac-
turer. Specically, the IM incurs a development cost of CD (q2c − q1c)2 to
develop the improved version. Such quadratic cost functions are typical of the
way development investments are modeled in the literature. Note that the
overall rate of sequential innovation, q2/q1, depends on the development cost
CD, as well as sourcing strategy used for the stable module (open- or specialist-
provided). Therefore, depending on the development cost CD, the optimal q∗2c
could lead to either rapid (δ > q1/q2) or moderate (δ ≤ q1/q2) rates of product
improvement. Naturally, the optimal rate of innovation q∗2c/q1c also depends
on the prices of the stable module: in open-sourcing, ps1 = kqs and ps2 = θkqs
(k > 0 and 0 < θ < 1); the prices of the stable module in specialist-sourcing
is given by Equation 4.12 above.
When the eective contribution from the stable module ((1− α) qs) is
low, the seller is able to achieve a high overall rate of performance improve-
ment by advancing the improving module alone. In Proposition 4.5.1 below, a
basic insight is derived regarding the rate of innovation (or q∗2c) when the stable
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module is obtained from competitive or strategic supplier(s), and its relation-
ship with the quality of the stable module: if the stable module's contribution
to performance is low, the innovation investment is independent of the stable
module's quality, and the investment is at a level conducive to achieving rapid
improvements in the overall quality. Specically, the investment made yields
rapid improvement when the eective contribution from the improving module
is substantially higher than the contribution from the stable module.
Proposition 4.5.1. Optimal Innovation Rate and qs
For any development cost CD, there exists a q̄s (CD) such that for all qs < q̄s
a) The optimal second period quality q∗2c is independent of qs







When the development cost CD is low, the above condition on qsis more
easily met (q̄s is larger), and the IM's investment in the improving module
results in rapid sequential improvement in qtc. In addition, under specialist-
sourcing, we know from the previous section that when the innovation is rapid,
the IM's pricing is unrestricted by the SM's presence. Consequently, rapid
sequential innovation gives the IM decision-making independence from the
strategic supplier of stable module. This is in addition to the fact that rapid
innovation insulates the IM from the kind of pricing constraints that it must
otherwise undertake in order to control the SM's behavior in the second period
(Proposition 4.4.2). However, if the development cost CD is higher, the IM
will have to take into account φqs, and the investment might lead only to a
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moderate improvement in the product and the q2c itself depends on the stable
module's contribution.
Investment with Strategic Supplier
To further understand how the rate of innovation depends on qs, con-
sider the numerical example in Figure 4.3. The dependence of the investment
(or q∗2c) on the stable module's contribution (1− α) qs is remarkably dier-
ent between open- and specialist-sourcing situations (Figures 4.3.a and 4.3.b
respectively). For small values of qs, even moderate investments may lead
to rapid overall rates of improvement (δqM2 > qM1 in region A of both g-
ures). However, while the investment made by the IM is non-increasing with
qs under open-sourcing, it is monotonically non-increasing under specialist-
sourcing. Let us examine the fundamental dierence between the two external
sourcing strategies that drives such diametrically opposite investment strate-
gies for the IM. First, recall the modeling assumption that the quality of the
two modules are substitutable in terms of their contribution to product quality
(Equation 4.1). As a result, under open-sourcing (Fig 4.3.a), the improving
module manufacturer is able to throttle the investment made in development
as the contribution from the stable module becomes stronger. As qs continues
to increase, in region B, qs becomes an important contributor to the product.
The IM takes advantage of this contribution by reducing the investment it
must make in order to make the products attractive to consumers.
However, there appears to be additional subtleties in explaining the
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a. Open Sourcing b. Specialist Sourcing
Figure 4.3: Optimal Rate of Innovation
IM's incentives under specialist-sourcing (Fig 4.3.b). The fraction of total
prots obtained by the each rm in the bargaining process is in proportion to
the fraction of overall product quality that is directly derived from the rm's
module. Therefore, as the quality of the stable module increases, strategic
considerations lead the IM to expend more in improving q2c, not less. This is
in sharp contrast to the open-sourcing setting. As a result, as qs continues to
increase, at about qs = 1/ (1− α), the product's overall rate of improvement






. In region B, the IM elevates q∗2c just enough
to keep the product improving at a rate at which its pricing decisions are
not constrained by the SM's incentives. Finally, as qs becomes the dominant
contributor to the product (region C), it becomes prohibitively expensive for
the IM to maintain this torrid pace of innovation in the improving module.
Yet, the IM continues to invest more in the improving module if qs is larger.
The analysis in this section has helped identify some important dif-
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ferences in strategic considerations for a sequential innovator among various
modes of externally sourcing non-improving components of an improving prod-
uct. While it may be possible to leverage the advanced capabilities of the SM
in designing the stable module, the IM also exposes consumers to opportunistic
pricing by the SM. Further, the SM also demands a portion of the additional
prot that is in proportion to the SM's contribution to the overall product. An
important implication of this analysis is that specialist-sourcing may lead to
rapid sequential innovation while open-sourcing of stable modules will result
in a moderate pace of innovation under similar circumstances.
4.6. Discussion and Implications
Managing sequential innovation is a challenging task for rms especially
when faced with demanding consumers and suppliers. In addition to the con-
stant training and mobilization of launch, sales, and service teams, rms must
also manage the purchase timing decisions of consumers who might decide
to wait for improved products to become available in later periods. Mod-
ular upgradable product designs have been adopted by several rms selling
improving products to industrial consumers, as in the case of semiconductor
equipment, rackable servers, modular storage, and other examples.
However, modular upgradable consumer products continue to be few
and far between. A key barrier that has been formalized in this chapter is the
timing inconsistency the seller faces with respect to the design architecture
and product pricing. Consumers who foresee the possible integration of future
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products refuse to consider modular upgradability for an earlier version. The
seller's incentive to integrate an improved version might be amplied by the
presence of a supplier of non-improving components who can appropriate some
of the innovative fruits of the seller's labors. A forward-looking consumer might
also predict the strategic supplier's role in driving the seller towards product
integration.
I go beyond a negative result (the lack of subgame perfect outcomes)
and show that carefully coordinating pricing and design decisions can enable
the seller to make a commitment to future product design. When the seller
attempts to skim the market by targeting the high-end consumers with an early
version, there is a huge incentive to oer only an integrated advanced version.
However, when the rst version penetrates the market by following the pricing
guidelines presented for the rst period oering, only higher-end consumers
upgrade later, and commitment to design becomes possible. This establishes
an interesting link between a seller's product commercialization approach and
decisions made in the design stages, which is a novel phenomenon.
In markets where the stable module of the product might be supplied
by a strategic supplier, the focal rm would benet by attracting new buyers
when the advanced version of the improving module is launched. To employ
the market penetration strategy, sellers in such markets have to be even more
aggressive in pricing introductory versions. In addition to the design issues,
the sellers ability to condition future prices on purchase decisions made by
consumers in earlier periods is not desirable in modular sequential innovation
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when customer segments do not change over time. It was also shown that
an aggressive penetration strategy can derive pricing consistency without the
need to oer upgrade discounts in later periods.
These results - design inconsistency and the pricing-design coordina-
tion that is required to overcome this - have important implications for sellers
in several classes of technology based improving products. For niche mar-
kets where consumer composition is not varying over time, the results in this
chapter outline the importance of penetrating such markets with modular
upgradable early versions, particularly when signicant improvements are ex-
pected. While there are several reasons to create a large consumer base such as
word-of-mouth eects, accelerating the learning experience, economies of scale
and strengthening barriers to entry, these results clearly indicate that without
a signicant installed base it becomes dicult for the seller to extract any
surplus created by ecient, modular design. These results also speak to the
appropriateness of modular designs in dynamic marketplaces where the com-
position of consumers is in constant ux: in these marketplaces, the incentive
to sell optimized integrated units to new consumers might exceed the prof-
itability of oering modular upgrades to early adopters. This makes modular
upgradability of earlier versions unattractive. However, when markets eventu-
ally reach saturation and the technology continues to improve (as in the case
of many consumer electronic products such as digital cameras and audio play-
ers), a rm might consider applying the modular upgradable approach with
coordinated pricing for revenue growth and protability.
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The analysis of the seller's interactions with a specialist provider of the
stable module led to an interesting insight regarding the fundamental nature
of such relationships in environments of technological change. Although it is
assumed that the stable and improving modules contribute in an interchange-
able (or substitutable) fashion to product performance, it was found that the
improving module manufacturer escalates the pace of innovation if the stable
module's contribution is higher. This counter-intuitive result originates from
the fact that the two parties are engaged in constant competition for the con-
sumer surplus that is generated by the products. Consequently, rapid sequen-
tial innovation becomes necessary for the improving module manufacturer to
ensure favorable bargaining terms with a strategic supplier of complementary
subsystems.
The analysis also suggests a dual-pronged strategy for innovators in in-
dustries certain dominant suppliers provide stabler components to consumers.
First, with respect to pricing the modules, the innovator should penetrate the
market aggressively with the earlier version in order to minimize the supplier's
role in the second period. Skimming the market will only allow the supplier
to play an active role in later periods and compete for the additional surplus
generated by the innovation. Second, in order to insulate its own operations
from the supplier's inuence, the innovator would benet by investing heavily
and improving the product rapidly.
This is one of the rst eorts to formalize modular design architecture
and pricing in the context of sequential innovation. The results and insights
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from this chapter suggest that operational benets and cost savings should
not be the sole driving factor in adopting a modular approach, and a tightly
coordinated design and pricing approach is needed to pursue modular sequen-
tial innovation. A number of stylized assumptions can be addressed in future
work. Development-intensive products for which variable costs are insigni-
cant compared to xed design costs were considered in this work. For the sake
of analytical tractability, the analysis was restricted to a two-period setting
and assumed that the rst period product is irrelevant in the second period
due to the improvements in technology. The solutions provided are based on
externally sourcing stable modules exclusively - it would be interesting to in-
vestigate in future work if partners who launch sequentially improving modules
also face similar issues. Future work should also consider strategic roles played
by vertical partners in a supply chain in jointly developing and marketing com-
ponents of a modular system. Experimental and empirical testing of the results
from this analysis are fundamental to obtain a clearer understanding of the
phenomena described and the solutions suggested.
101
Chapter 5
Channels for Sequential Innovation: The Role of
Infermediaries
5.1. Introduction
In the previous chapters of this dissertation, I discussed the importance
of integrating decisions regarding product design, pricing and sourcing to suc-
cessfully manage certain unique issues that confront a sequentially innovating
rm. One of the central assumptions in these chapters, as in much of the litera-
ture on new product development - and sequential innovation in particular - is
that consumers are completely aware of a product's value and are able to make
perfect judgments at the time of purchase. However, little to no attention has
been paid to the problem faced by a rm whose innovation leads to entirely
new kinds of products that consumers may be ambivalent about. Consumers
are often unsure of their valuation for a product's performance capabilities
until they actually purchase and use it. In this chapter, I investigate the im-
pact this uncertainty about valuations has on a sequential innovator's product
strategy, and how he could enlist the participation of value-chain partners in
addressing this issue.
All rms - small and large, entrepreneurial and established - depend on
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informative advertising to communicate the merits of their new products, but
some aspects of a new product might need to be experienced by the end-user
before the salient ways in which it addresses a segment's needs are claried.
When new kinds of products are introduced, intermediaries could play a vital,
yet under-researched, role in retailing not just the physical goods themselves,
but also in disseminating valuable information regarding the strengths of these
goods. Some intermediaries specialize in performing this task specically. For
example, QVC and Home Shopping Network, which are television channels
dedicated to demonstrating and retailing products to viewers. Our interac-
tions with a product manager at a major manufacturer of printers in southern
California shows the eectiveness of these channels in elucidating the vari-
ous capabilities of a particular product: (Our consumers) absolutely love the
product once they realize it is designed for them. If they do not understand
this, our product is just another printer. This rm also uses internal resources
to channel this combination of products and demonstrations to consumers at
specic forums like trade-shows. This observation is also supported by us-
age data, which shows that consumers who purchase the product through this
channel understand the various capabilities of the product at a much deeper
level compared to users that buy through traditional outlets such as retail
stores (electronic and physical).
Since such intermediaries allow consumers to draw clear inferences
about product characteristics without actually purchasing the product, we
refer to them as Infermediaries. When a product is distributed through con-
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ventional channels, consumers are forced to buy a product in order to discover
their valuations. An infermediary, however, typically demonstrates how the
product might be used by the consumer and allows the consumer to ascertain
their valuations in advance. While a rm can continue to provide the product
to consumers who are sure of their valuations, infermediary channels provide
an additional avenue to create a product-information bundle for the segment of
a market that is uncertain about its valuation. Yet, infermediaries are not as
commonly employed in distributing new products as one would expect. This
gives rise to the following questions, which I investigate in this chapter:
1. What are the options available for a rm in dealing with uncertain con-
sumers without the aid of an infermediary?
2. What is the specic role of an infermediary, if one is used for new product
distribution?
3. Are infermediaries valuable channel partners under all circumstances?
4. What rm, product and market characteristics are most favorable for
employing infermediary distributors?
To answer these questions, I consider a monopolist sequential innovator facing
an improving technology curve. The market is segmented along two dimen-
sions: a consumer is identied by her true preference for product quality and
also by whether or not she is certain of her preference. Note that this is an
important departure from current research on sequential innovation. One of
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the critical decisions made by the manufacturer in this model is determining
whether an infermediary channel should be used to distribute the product to
these uncertain consumers, and if so, which version of the product to distribute
through the infermediary.
Whereas the infermediary performs an important function in leading
hidden high-value consumers to buying the products, this channel is bound
to be less ecient because of the additional eort involved. Subtler still, the
analysis shows that even revealing true valuations to consumers before they
purchase a product could be counterproductive to the manufacturer's cause.
Most importantly, the analysis gives rise to a rst-order understanding of the
exact role of an infermediary channel in distributing new and improving prod-
ucts: The infermediary not only aids consumers in discovering their valuations,
but helps the innovator in targeting high-value consumers without worrying
lowering prices excessively.
The rest of the chapter is organized as follows. Section 5.2 outlines the
modeling assumptions regarding the distribution of consumers along the two
dimensions of dierentiation, the infermediary and direct channels, and the
hierarchy of decisions made by the innovator1. The main results are presented
in Section 5.3, where conditions for using the infermediary are identied. An
extension with the impact of complementary services or products is discussed
1We use the words innovator and manufacturer interchangeably in this chapter. We
also use uncertain segment or unaware segment to indicate consumers who are unsure
of their valuations.
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in Section 5.4, followed by concluding remarks in Section 5.5.
5.2. Modeling Elements
We are concerned with the problem faced by a manufacturer who has
two opportunities to launch new products. The qualities of products launched
by the manufacturer in the two periods are q and γq (γ > 1), where γ represents
the absolute improvement in product quality over time. The duration between
the launch of the two products is measured indirectly by the amount by which
prots, costs and benets from the second period are discounted in the early
period. Let this discount parameter be δ (0 < δ < 1). I focus on the product
positioning, pricing and channel selection decisions faced by the manufacturer
for given levels of q and γ.
The market that the product caters to is comprised of both high- and
low-end customers. Low-end customers obtain a life time service value of vq
from a product of quality q, while high-end consumers obtain βvq, where β >
1 represents the marginal premium quality-conscious consumers are willing
to pay for performance. Our focus in this work on a new class of products
that consumers might not have experienced before: freshly conceptualized
electronic goods and software applications often t this category, particularly
when their performance is focused on niche applications. Consequently, not all
consumers in the market are aware of their preference (or individual valuation)
for the product. Only a fraction α of all consumers in the market are aware of
their valuation for product quality. Without loss of generality, the size of the
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market will be normalized to 1. Among the remaining (1− α) consumers who
are uncertain about their valuation, consumers have either high valuation with
probability αu or low valuation with probability 1 − αu. In order to simplify
the presentation in this chapter, it is further assumed that all consumers who
are certain about their valuation value the product highly2.
Note that consumers in our model - while they may be inconclusive
about their valuation for a product - are perfectly rational and foresightful in
decision-making. I also assume that all consumers are aware of market com-
position parameters such as α and αu. While this may seem far-fetched, it is
not unrealistic to assume that consumers have access to a general demographic
data that are strongly indicative of consumer segmentation3 or that publicly
available industry analyst reports are able to project market composition with
reasonable accuracy. Also, almost all papers on market segmentation issues
have assumed that consumers have a high level of understanding regarding the
composition of the markets they are a part of. Furthermore, any consideration
of information asymmetry between the manufacturer and consumers hampers
our attempt to obtain some rst-order insights about the role of infermediaries.
2This is consistent with the idea that these consumers are sure of their interest in this
novel product concept. Further, considering the presence of low-end consumers who are
certain of their preferences only obfuscates the discussion without adding much insight.
3This also seems to bear true in the case of our motivating example.
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5.2.1 Consumer Valuation Inference
Experiential Inference. Upon purchasing a unit of the product, a
consumer who is previously unsure of his valuation for its services will be able
to infer the same by using it. This inference usually comes only from experi-
encing the product when the product is sold through conventional distribution
channels of the manufacturer. If an uncertain consumer purchases the lower
quality product in the rst period, he can use the experiential inference to
gauge his value of upgrading to the improved version when it is launched.
Infermediary. Often, the manufacturer has the option to sell some
units of a product through channels that specialize in communicating the
salient value of a product to consumers by demonstrating their use before the
point of purchase. Intermediaries who specialize in this mode of advertising in-
clude Home Shopping Network, QVC and ShopNBC. The manufacturer might
also be able to demonstrate the product and take orders at trade shows and
in-store demonstrations (in venues such as Costco). I focus on one particular
attribute of such sales channels, namely, their ability to allow would-be users
of the product to infer their valuations without forcing them to purchase the
product itself. Since this medium allows this non-experiential inference before
purchasing the product, it will be referred to as the Infermediary channel.
Distributing through the infermediary channel may entail either addi-
tional eort to demonstrate the product (when the manufacturer owns it) or
a retailing margin might be levied by the infermediary (if it is an independent
entity). This additional cost of using the infermediary is modeled through a
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simple parameter m (0 < m < 1), which represents the per unit margin in-
curred on products sold through the infermediary. Since our focus on the
valuation-discovery aspect of the infermediary, issues such as contracting with
and competing against the infermediary are set aside for future extensions.
Therefore, production costs are normalized to 0 for both product versions.
The manufacturer's decisions are dictated by the rate of product im-
provement and the ratio of valuations between the dierent segments, rather
than the absolute levels of product qualities and valuations. Therefore, with-
out loss of generality, parameters v and q are normalized and set to 1 in the
rest of the chapter.
5.2.2 Channel Selection, Pricing and Consumption Decisions
Let us consider the decisions made by the manufacturer when the basic
product has been designed and ready for production. In parallel, the manu-
facturer is designing the advanced product that will be launched in the second
period. As mentioned before, the duration between these periods may be de-
termined by any number of exogenous and endogenous factors such as: the
development of the underlying technology, industry upgrade cycles, limited
launch opportunities, etc. This duration - and consequently, the discounting
over this duration δ - is predetermined.
The rst decision for the manufacturer is deciding whether or not the
infermediary should be utilized as a vehicle for educating consumers of their
own valuation for product quality. If the intermediary will indeed be used, the
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manufacturer also needs to decide which of the products will be sold through
this channel. While the infermediary allows customers to discover their valua-
tions without forcing consumers to purchase a unit, there are two drawbacks in
this approach: rst, and obviously, distributing the product-information com-
bination is more expensive (as reected by parameter m); secondly, discovery
before purchasing might alienate low-end consumers who might have bought
the product otherwise. As the discussion below shows in detail, the decision
to employ an infermediary depends on a number of technological and market
variables.
The sequence of decisions made by the manufacturer and consumers
are represented in Figure 5.1. First consider the case in which the manufac-
turer decides against using the infermediary. In the rst period, he might sell
the lower quality basic product exclusively to high-end consumers or to all
consumers. If the product is sold exclusively, consumers who were previously
uncertain about their valuations continue to be so when the manufacturer is
ready to launch the improved product in the second period. On the other
hand, if all consumers purchase, the market in the second period is divided
into high- and low-end consumers who are both aware of their preferences.
Note that the earlier division in the market was between consumers who knew
their preferences and those who did not. In the second period, the manufac-
turer again decides whether or not the improved product should be priced to
attract only high-end upgraders (if valuations were revealed) and if it should
priced to appeal only to valuation-conscious consumers (if valuations were not
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revealed in the rst period).
Figure 5.1: Decision Timeline
Suppose the manufacturer had chosen to engage the infermediary chan-
nel for distribution. The manufacturer and infermediary agree on the pricing
and segmentation strategy they would pursue. In our model, the manufacturer
easily controls the infermediary's behavior (if it is an external rm) - both di-
rectly, because he is the leader in their interactions, and also implicitly by
controlling the supply of produced goods. If the basic version is sold through
the infermediary, consumers immediately become aware of their valuations for
the products. At this point, all valuations are revealed and the problem be-
comes one of managing revenues from the dierent segments of the market (á
la (Ramachandran and Krishnan, 2007; Moorthy and Png, 1992)).
The prices of the basic and improved products are denoted by pl and
ph respectively. In the particular case in which only high-end consumers pur-
chased the basic product in the rst period, it is assumed that the manufac-
turer will be able to oer a product upgrade at a special price pu. It is clear
in our model that the manufacturer would always prefer to sell products at
the same retail price in both the infermediary and direct channels. Price dif-
ferences between dierent channels (such as traditional and electronic) have
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been observed to be insignicant in a variety of product categories (Cattani
et al., 2006; Young, 2001). Therefore, the prices at which products are oered
in the two channels are the same at any point of time.
Each consumer has an opportunity to buy either one or both of the
products. As rational agents, consumers are able to predict the price(s) at
which the advanced product will be launched. Consumers self-select which
product(s) they want to buy, and try to maximize their discounted net (ex-
pected) utility in the process. Naturally, all consumers with similar informa-
tion (regarding their valuations) and common purchase history make identical
purchase decisions.
5.3. Prices and Segmentation with Uncertain Consumers
5.3.1 Consumer Choices and Utilities
It is useful to rst understand how consumers make purchase decisions
before delving into the merits of using an infermediary. Figure 5.2 below shows
the possible decisions an uncertain consumer can make in the two periods
when the manufacturer does not employ an infermediary, and the (expected)
net utility from each of those options4. If a consumer abstains from buying in
the basic product, he also misses an opportunity to discover his preference for
quality. Once a rst period consumer discovers his valuation, he makes the
4Note that from an informed consumer's point of view, there is no uncertainty about
the net value of dierent alternatives. Therefore, her decision tree is obtained merely by
substituting βu = β or αu = 1 in the decision tree above.
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decision that maximizes his utility from the second period.
Figure 5.2: Decision Tree for Uncertain Consumer
The expected lifetime value of a product of quality q for an uninformed
consumer is βuq, where βu represents a notional expected marginal valuation
for such products. It may be formally dened as in Equation 5.1.
βu
.
= αuβ + (1− αu) (5.1)
If valuations are discovered in the rst period itself, there are no un-
certain consumers when the improved product is launched, and consumers are
willing to pay up to (γ − 1) or β (γ − 1) depending on their type. It is im-
portant to note that, unlike models in which consumers are perfectly aware of
their preferences, even perfectly rational consumers might come to regret their
purchase decisions in our model's equilibrium. For instance, an uninformed
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low-end consumer might purchase the basic product because his expected net
utility of doing so justies the action at price pl; but realizing her true valuation
for the product subsequently would lead to regret.
5.3.2 Pricing without Infermediaries
First, consider the case in which the manufacturer exclusively uses his
traditional distribution channel. The rm's options in selling the product are
as follows: In the rst period, the rm may allow the consumers to infer their
preference by lowering the price of the basic product. When the advanced
product is launched, this would allow the rm to target only the high-value
consumers without having to reduce the product's price. The rm may also
choose to not reveal the valuations when the basic product is launched by
catering exclusively to consumers who are sure that their valuation is high.
Depending on the type of customers that participate in each period, there are
four options for market segmentation: (i) All consumers buy both products
(AA)5, (ii) All consumers buy the basic product, but only high-end consumers
upgrade (AH), (iii) Only high-end consumers buy in the rst period with
everyone buying the improved product (HA), and (iv) Uncertain consumers
do not purchase either version (HH).
The manufacturer sets prices such that the participation constraints
of consumers in the targeted segments are met in each period. Further, the
5The notation x1x2 with xt ∈ {A, H} denotes whether all consumers (A) or only high-end
consumers (H) purchase in period t.
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participation constraint for the purchase (and upgrade) paths of each segment
should also be satised. Result 5.3.1 below gives the optimal prices for the
manufacturer in each of these approaches. The net prots in each case are
derived as
πxy = nlpl + δ (nhph + nupu) (5.2)
where x, y ∈ {A,H} and nl, nh and nu represent the number of consumers
who buy in the rst period, number that buys in the second period only, and
number of consumers who buy both versions. For instance, in the AH case,
nl = 1 and nh = α + (1− α) αu.
Result 5.3.1. Pricing Improving Products without an Infermediary
The optimal prices for the manufacturer who does not employ an infermediary
are as follows:
AA. pl = βu (1 + γ (1− δ))− δ (γ − 1); ph = γ − 1.
AH. pl = βu; ph = β (γ − 1).
HA. If special upgrade prices are oered pl = β − δγ (β − βu); ph = βuγ;
pu = β (γ − 1). If upgrade prices are not oered pl = (1− δ) β and ph = βuγ.
HH. pl = (1− δ) β; ph = β (γ − 1).
The HH approach, where only high-end consumers who are aware of
their valuations purchase products, does not involve any price discrimination
is straightforward to understand. In AA, all consumers buy both versions of
the product, and represents a case where the manufacturer is able to take
advantage of consumers' uncertainty about their preferences. In this case, the
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utility of purchasing both products for a low-end consumer is clearly exceeded
by the total amount of money she parts with (pl + δph). Yet, as the improved
product is priced at ph = γ − 1, she nds it appealing to upgrade also. The
manufacturer might discriminate between low-end and high-end consumers
after revealing their valuations by lowering the price of the basic product.
In AH, all second period consumers belong to the high-end type, but their
number is greater than the original α that were aware of their high liking for
the product. In this case, the manufacturer uses the basic product as a tool
of valuation discovery and charges a premium price for the advanced version.
Discrimination need not be based on preferences alone, it may be also
be based on consumers' knowledge about their preferences. This occurs in HA
when the manufacturer uses special upgrade prices. Here, consumers in the
second period continue to be unsure of their preferences, and pay the higher
price ph, compared to the lower upgrade price pu paid by consumers who are
sure of their valuation. In HA, the manufacturer decides whether or not to
oer a special upgrade by comparing the prots. Naturally, for these upgrade
prices to be viable, it is required that β (γ − 1)< βuγ. Corollary 5.3.2 below
summarizes the prots from each of these market segmentation approaches.
Corollary 5.3.2. Prots without an Infermediary
The prots for the manufacturer who does not em ply an infermediary in each
of the market segmentation approaches are as follows:
AA. πAA = βu (1 + δ (γ − 1)).
AH. πAH = βu + (α + αu (1− α)) βδ (γ − 1).
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HA. πHA = αβ (1− δ) + δβuγ.
HH. πHH = αβ (1 + δ (γ − 2)).
When the manufacturer reveals uncertain consumers' preferences only
when the advanced version is launched (HA), he has the option of oering a
special upgrade price, if indeed that is optimal. Yet, his prots from delayed
discovery of identity is unaected by the decision to oer an upgrade. To
understand this, note that the revenue obtained from the uncertain group of
consumers is independent of this decision. At the same time, depending on
whether or not an upgrade will be oered for the improved product, the man-
ufacturer adjusts pl for the high-end consumers such that the overall revenue
from this segment remains the same.
The segmentation approach that leads to the highest prots will be
selected by the manufacturer. It is clear that this choice will depend on how
fast the product improves, how the high- and low-end segments compare in
terms of their marginal preference for quality, and the composition of dierent
segments. Unlike other models that purely discuss the best ways to segment
a given market over time, the manufacturer in our model also implicitly at-
tributes a role for the basic product depending on which approach he pursues.
More specically, by choosing either AA or AH (as opposed to HA or HH),
the manufacturer also uses the basic product as a tool of valuation discovery.
This valuation discovery aids the manufacturer in distilling the market into
segments of consumers who are completely aware of their preferences - partic-
ularly in AH, where early discovery of valuations aids in broadening the reach
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of the advanced product without forcing the manufacturer to lower its price.
Proposition 5.3.3 below characterizes the conditions under which each of these
approaches become optimal.
Proposition 5.3.3. Market Segmentation
There exist thresholds α̂u, αu1, αu2, α1, α2, α3, α4 and α5 such that
1. If γδ > 1 and αu < α̂u, then
a. If αu < αu1: AA is used for α ∈ [0, α5), HA is used for α ∈ [α5, α3)
and HH is used for α ∈ [α3, 1]
b. If αu > αu1: AA is used for α ∈ [0, α5), HA is used for α ∈ [α5, 1].
2. If γδ < 1 or αu > α̂u, then
a. If αu < αu2: AA is used for α ∈ [0, α1), AH is used for α ∈ [α1, α4)
and HH is used for α ∈ [α4, 1]
b. If αu > αu2: AA is used for α ∈ [0, α1), AH is used for α ∈ [α1, 1].
Proof. The proof and expressions for the thresholds are available in the Ap-
pendix.
Proposition 5.3.3 gives several intuitions about how the rate of product
development and distribution of consumer valuations inuence how the man-
ufacturer segments the market. Irrespective of the rate at which the product
improves (γ or δ) and the proportion of high-end consumers in the unaware
segment of the market (αu), the manufacturer is overwhelmingly dependent
on the high-end (or unaware) segment if α is closer to 1 (or 0). Therefore,
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he sells both products to all consumers if α is quite small, and sells both
products exclusively to high-end consumers when α is high. Of course, if the
unaware segment consists primarily of high-end consumers (high αu: αu > αu1
or αu > αu2), the rm benets by allowing them to purchase at least one of
the versions.
The interpretation is more nuanced for intermediate values of α, that
is when both the unaware segment and the high-end segment are signicant
pools of potential consumers. To understand this, consider the impact of re-
vealing consumers' valuations through experiential discovery in the rst period
(AH) when the unaware segment is comprised mainly of low-end consumers
(αu < α̂u). Since low-end consumers are unwilling to pay a premium for prod-
uct quality once their valuations have been revealed, the manufacturer would
have access only to a small consumer pool when he launches the improved
product. Consequently, when the performance improves rapidly (δγ > 1), the
manufacturer would rather keep uncertain consumers in the dark in the rst
period, in order to maximize revenues through the advanced product. How-
ever, if high-end consumers constitute the majority of the unaware segment,
allowing them to remain oblivious of their high valuations is counterproductive
because the manufacturer will be forced to lower the price for the premium
product in order to attract them, while also sacricing the opportunity to sell
the basic version to these high-value consumers. Therefore, when αu > α̂u,
price pl is set low enough to encourage experiential discovery by all consumers.
While it is already clear that the rate of innovation (represented by γ or
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δ) plays an important role in determining the manufacturer's strategy, a more
rened picture emerges when one focuses on the thresholds in Proposition 5.3.3
above. The variation of these thresholds with respect to innovation variables
γ and δ, and valuation dierence between high- and low-end consumers β, is
represented in Table 5.1 below. The threshold α̂u increases with both γ and
δ - indicating that faster rate of innovation increasingly favors delayed revela-
tion of valuations. This, of course, is in accordance with the logic described
above. Secondly, when the innovation is slow (smaller γ or δ), the rm nds
it dicult to depend exclusively on high-end consumers who are conscious of
their valuations in both periods.
α̂u αu1 αu2 α1 α3 α4 α5
γ ↑ ↑ - - ↓ - -
δ ↑ - ↓ - - - -
β - ↑ ↑ ↓ ↓ ↓ ↓
Table 5.1: Sensitivity of Thresholds with respect to γ, δ and β
↑ (and ↓) = non-decreasing (and non-increasing)
The fact that gradual innovation forces the manufacturer to appeal to
the unaware segment is reected in the fact that the thresholds αu1 increases
with γ. If the duration between the advanced and basic product launches is
short, however, the manufacturer does not lose signicant rst period revenues
by encouraging experiential discovery, but benets by increasing the pool of
high-end upgraders for the improved version. Therefore, for higher values of δ
(shorter inter-version times), the exclusive HH strategy is less likely to occur
(αu2 is larger). However, the manufacturer would nd it cumbersome to do
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so if the expected valuation of the unaware segment is signicantly lower than
that of high-end consumers. Because the manufacturer would be more inclined
to ignore the unaware segment for larger values of α if β is higher, αu1 and
αu2 increase with β. The thresholds α1 through α5 determine whether or
not the uncertain segment is targeted with at least one of the products: the
higher the αi, the more likely that the uncertain segment will buy at least one
product. Naturally, as β, the premium high-end consumers place on product
quality, becomes larger, the uncertain segment becomes less relevant for the
manufacturer. This is reected in the negative correlations between these
thresholds and β.
5.3.3 Using Infermediaries for Uncertain Consumers
The discussion thus far has centered on the comparison of options avail-
able to the manufacturer when the only way in which consumers gain an under-
standing of the products is by purchasing one. The presence of an infermediary
channel creates additional options for the manufacturer by virtue of its ability
to reveal valuations for consumers without forcing them to buy a product.
At the same time this education would entail higher operating costs for the
medium.
The manufacturer can either use the infermediary to distribute the basic
version in the rst period, the improved product in the second period, or both.
Note that the infermediary will not be employed to distribute the improved
product if uncertain consumers have already purchased the basic version and
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discovered their valuations. Also, the infermediary will not be employed to
distribute the basic version in the rst period unless the manufacturer intends
to sell the product only to high-end consumers - both who were aware of their
valuations (α), and those who were alerted by the infermediary ((1− α) αu).
In fact, there is a unique situation in which using the infermediary channel
could be justiable.
Proposition 5.3.4. Product Introduction with Infermediary
If the manufacturer uses an infermediary channel, the infermediary distributes
only the rst version.
Further, the infermediary sells the basic product only to high-end consumers.
The prices, depending on which consumers purchase the improved product, are
given by
HA. If special upgrade prices are oered pl = β − δγ (β − 1); ph = γ; pu =
β (γ − 1). If upgrade prices are not oered pl = (1− δ) β and ph = γ.
HH. pl = (1− δ) β; ph = β (γ − 1).
Proof. The proof is in the Appendix.
It is interesting that the infermediary is never used to distribute the
second product. First consider the case in which the basic version was dis-
tributed through the infermediary and consumers are already aware of their
valuations. Using the infermediary any longer would only result in reducing
the manufacturer's unit margins without adding any value through the distri-
bution of information. Now suppose that the infermediary was not used for the
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basic product, but is used only for the improved version. The manufacturer
is making poor use of the infermediary because by deferring his role to the
second period, the rm would miss the opportunity to obtain revenues from
high-end consumers in the uncertain segment in the rst period itself. The
fact that the infermediary is never used to distribute the advanced product
underscores the role of the basic version itself. The basic product, as a medium
of demonstrating the valuation consumers have for this product category, acts
as a vehicle of value communication instead of merely being another possible
source of revenue for the rm.
With the specic part played by the infermediary in launching sequen-
tial innovations established by this result, it is now possible to identify condi-
tions under which using this channel is indeed benecial for the manufacturer.
To keep the presentation simple, it is assumed in deriving Proposition 5.3.5
that the additional cost of using the infermediary m is not so high such that
distribution through the infermediary is not viable for any value of α. The
role of m itself can be understood by observing the thresholds below.
Proposition 5.3.5. Market Segmentation with Infermediary
There exist thresholds αu3, and αi1, αi2 and αi4 such that
1. If γδ > 1 and αu < α̂u: AA without the infermediary is used for α ∈
[0, αi1), HH with the infermediary is used for α ∈ [αi1, αi4), and HH without
the infermediary is used for α ∈ [αi4, 1].
2. If γδ < 1 or αu > α̂u: AA without the infermediary is used for α ∈
[0, α1), AH without the infermediary is used for α ∈ [α1, αi2), HH with the
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infermediary is used for α ∈ [αi2, αi4), and HH without the infermediary is
used for α ∈ [αi4, 1].
Further, if αu > αu3, αi4 > 1 and the infermediary is used all high values of
α.
Proof. The proof and expressions for the thresholds are available in the Ap-
pendix.
Without the benet of the above result, one might imagine that the role
of the infermediary - as a channel for educating the uncertain consumer - would
be more prominent when the number of consumers who are unsure about their
valuations is quite high. However this intuition, as the above result shows, is
not quite true. Proposition 5.3.5 shows that the infermediary's contribution
is limited, and its use is counterproductive when the majority of consumers in
the market are uninformed (low α).
Note that revelation of valuations is still an important priority for the
manufacturer in the rst period when α is low, but the infermediary is not the
best vehicle to achieve it. However, as α, the proportion of informed consumers
increases in the market, using the infermediary for revealing valuations in the
rst period becomes a more attractive option. If consumers who are uncertain
about their preferences is quite small in number (α > αi3) and if the uncer-
tain segment comprises primarily of low-end consumers (α < α̂u), naturally,
revealing valuations is not a priority for the rm.
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An Illustration. To get a better understanding of why using the infermediary
channel becomes more valuable for the manufacturer as the number of informed
consumers increases, consider a simple situation where the manufacturer sells
only one version of the product, i.e. the product does not sequentially improve
over time. Let the value of using the product be equivalent to $50 and $150 for
the low- and high-end type of consumers, respectively. First consider a market
of 20 consumers with α = 0 and αu = .5, i.e. all consumers are uninformed
and there is an equal chance of a consumer's valuation being 50 or 100. The
price at which the product can be sold without the infermediary, pwo = 100,
the expected value of the product, giving the manufacturer a prot of $ 2,000.
Once the infermediary is used, consumers realize their true valuations before
purchasing the product. The manufacturer may either opt to sell the products
to all consumers (at $ 50 per unit) for a prot of $ 1000, or sell only to
high-end consumers (at $ 150 per unit) for a prot of $ 1500. Clearly, the
manufacturer would avoid using the infermediary in this scenario, even before
the ineciencies of reduced margins are included.
Now consider the same market with the following dierence: high-end
consumers who are aware of their valuations constitute 50% of the market,
i.e. α = .5. Of the 20 consumers, 10 are aware of their higher willingness
to pay for quality, and 5 of the remaining 10 who are unaware are high-end
consumers also. If the infermediary is not used, the manufacturer may either
price the product at $ 150 per unit for the high-valuation consumers alone for
a prot of $ 1500, or set the price at $ 100 per unit and garner a prot of $
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2000. However, introducing the product through the infermediary would allow
him to do even better. Suppose the cost of distributing products through the
infermediary is $ 15 per unit (with m = 0.1). If the manufacturer uses the
infermediary to sell 5 units to the previously uncertain high-end consumers
at $ 150 per unit (with a margin of $ 135 per unit), and sells 10 units to
the other high-end consumers at $ 150 apiece, his total prots are $ 2175,
which substantially exceeds both options for selling the product without the
infermediary.
In illustrating how the infermediary becomes an important value-chain
partner when the informed section of the market is larger, it also crisply illu-
minates the exact manner in which the infermediary adds value to the man-
ufacturer's operations. Specically, the important role of the pre-purchase
education provided by the infermediary is not to increase the revenue ob-
tained from the uncertain segment itself; in fact, the infermediary's activity
in this regard is counterproductive. The real benet of using the infermediary
is that informing low- and high-end consumers of the uncertain segment obvi-
ates the need for the manufacturer to sacrice prots from informed high-end
consumers. It is in this protective role that the infermediary becomes a useful
agent when the size of the informed high-end market segment is sizable.
5.4. Extension: Complements and Services
As shown in prior chapters, consumers of improving durable products
often need to purchase peripherals or complementary goods and services to
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successfully use the product they obtained. The necessity of these comple-
ments is true of a broad class of products - from automobiles to software to
consumer electronics. In fact, in certain product categories, including the mo-
tivating photo-printer market, these complements are not only necessary for
consumers, but an important driver of revenue for the manufacturer. In this
section, I attempt to develop a rudimentary model of complements consump-
tion, and obtain basic insights regarding the inuence of complements in the
channel selection decision.
5.4.1 Model
As before, the fundamental utilities derived from the basic and ad-
vanced products are v and γv for a consumer of type v ∈ {1, β} - and these
determine their reservation prices for a product or upgrade. In each period,
consumers directly buy complements for the product they own from the manu-
facturer, even if they had obtained the product itself through the infermediary.
The amount of complements necessary for a consumer to fully derive the ben-
ets of the product depends both on the quality of the product and on the
consumer's type6.
I make certain assumptions about the prot accrued from complements
based on the models and results of prior researchers who have confronted the
issue of joint consumption of durable goods with complements (Bhaskaran and
6It is assumed that even a previously uncertain consumer recognizes his valuation imme-
diately or shortly after purchasing her rst unit.
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Gilbert, 2005; Kühn and Padilla, 1996). First the quantity of complements
consumed by a consumer in any duration of time - and therefore, the prots
accrued - increases with both with product quality q and consumer valuation
v. Second, there could be diminishing returns from increasing the amount
of complements consumed when the product quality improves. The following
model of margins from complements captures these facets in a succinct manner.
rc (q, v) = kqv
rc (γq, v) = kθγqv (5.3)
The revenue per period from complements, rc, increases with qv. The
parameter θ (0 < θ < 1), captures the diminishing marginal increase in com-
plement consumption with product quality. While the model does not detail
the entire gamut of pricing and consumption decisions by the manufacturer
and consumers, it does serve as a simple, yet useful, framework for our analysis.
5.4.2 Analysis
Since pricing decisions for complements are not considered, the optimal
prices for the products continue to be dictated by their qualities and market
segments alone. Based on prices from Result 5.3.1 and Proposition 5.3.4, the
prots from various market segmentation approaches with complements can
be derived (similar to Corollary 5.3.2).
Result 5.4.1. Prots with Complements
Without Infermediary:
128



















HH. πcHH = πHH + αkβ (1 + δθγ).
With Infermediary:





HHI. πcHHI = πHHI + αhkβ (1 + δθγ).
where αh = α + (1− α) αu and αl = 1−αh represent the overall proportion of
high- and low-end consumers in the market.
The manufacturer determines whether to use the infermediary, and
which introduction approach to pursue, by comparing the prots above. It is
possible to derive thresholds that determine the optimality of various policies
and show that they are indeed structurally quite similar to those identied in
Propositions 5.3.3 and 5.3.5. However, in order to obtain some preliminary
insights on how the manufacturer's increased reliance on complements aects
the role of the infermediary, I consider some numerical examples.
Recall from Proposition 5.3.5 earlier that the value of introducing the
basic product through the infermediary increases when the proportion of high-
end consumers who are aware of their valuation increases. This is conrmed by
the example in Figure 5.3 below. The number of consumers who are unaware of
their high valuations, however, has the opposite eect on the channel selection
decision. If the uncertain segment is dominated by high-end consumers, their
expected valuation for product quality is high (because βu increases with αu).
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In this case, the manufacturer would be able to entice these consumers to
purchase the basic version of the product without needing to reduce its price
signicantly. As a result, the infermediary's role in aiding valuation discovery
is exceeded by the additional expenditure for the manufacturer. Therefore,
for high values of αu, the manufacturer prefers to sell the product through his
direct channels.
Figure 5.3: Channel Selection for dierent α and αu
There is another important advantage of selling through the direct
channel: although some consumers may nd, after purchasing the product,
that their valuations are too low to justify the price they have paid for it, they
will still continue to use the product they purchase. This activity contributes
to the complements-driven component of the manufacturer's revenue. This,
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however, would not occur if the infermediary distributes the product. These
low-end consumers would use the demonstrative information provided by the
infermediary to avoid buying the product, shutting o a line of revenue for the
manufacturer. Consequently, as Figure 5.4 shows, an increase in reliance on
complements for prots would result in limiting the role of the infermediary7.
Figure 5.4: Channel Selection for dierent α and αu with eect of k
Figure 5.5 shows this impact of complements more explicitly. As com-
plements become more important to the manufacturer's prot (higher k), he
7This result may be tempered, or even reversed, in the context of several products. For
example, if demonstrations by infermediaries also converts consumers into prolic users of
the product, consumption of complements would be higher for consumers who buy through
the infermediary. This facet of the problem deserves greater attention, which I intend to
devote in the near future.
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considers the infermediary only for substantially larger values of α. In other
words, unless the market is saturated with a great number of high-end con-
sumers, the infermediary's help in extracting product-related surplus from
them is far outweighed by the alienation of low-end buyers of complements
that the infermediary causes.
Figure 5.5: Channel Selection for dierent α and k
It is also interesting to see the interaction between the importance of
complements and the constitution of the uncertain segment also. While it
continues to be true that the infermediary channel is useful only when the
product-revenues are much greater than the complements, the manufacturer
prefers to use the infermediary even for large values of k if the uncertain seg-
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ment consists of a larger number of low-end consumers. In eect, the decision
to use this channel hinges on whether the manufacturer would nd it attrac-
tive to exploit the uncertainty of consumers to generate complement sales or if
isolating (and not catering to) low-end consumers improves the product prices
for high-end consumers. When αu is lower, appealing to the uncertain segment
requires greater price drops; these are avoided by using the infermediary, even
if that results in lower consumption of complements.
Figure 5.6: Channel Selection for dierent αu and k
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5.5. Conclusion
Often, when breakthrough innovations in technology lead to entirely
new product categories, information regarding the functional attributes of
these products are not widely available. As a result, consumers - including
those whose concerns the product directly addresses - might remain unsure
of their valuations for the product. Some information channels and modes of
distribution specialize in educating consumers in a targeted fashion about the
utility they would derive from these new products. Motivated by the experi-
ences of a product manager trying to establish a new line of printing solutions,
I have attempted to identify and derive some rst-order insights regarding this
specic role of distributors as infermediaries in this chapter. While this ap-
pears to be an attractive channel for distribution, one nds that they are used
by only a few manufacturers for only a limited set of products.
The results in this chapter show that the infermediary is not always a
useful ally in pursuing consumers who are uncertain about their valuations.
In outlining situations under which the infermediary may or may not be de-
sirable to have, this chapter also claries the underlying purpose served by
such channels. By helping only high-value consumers identify themselves,
the infermediary insulates the manufacturer from the cannibalizing inuence
of consumers who are less demanding of product performance. The demon-
strative activities of the infermediary are unlike the demand-enhancing role
of retailers (Lal, 1990; Xia and Gilbert, 2007). I also extend this insight to
situations where the manufacturer also provides complementary services and
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products after consumers purchase the product.
Managers of new product categories in many sectors could benet from
this analysis. When a new product category emerges, infermediaries might
seem to be ecient mediums to educate consumers who are uncertain of their
values. But the analysis suggests that it can be counterproductive, particularly
when the awareness about the product is quite low in the market. In these
circumstances, which are more typical of entrepreneurial innovators whose
products are publicized or used to a lesser extent, it is best for the manufac-
turer to use available pricing levers to popularize the product instead of using
infermediary channels.
There are many ways to extend this research. First, the analysis could
be advanced to understand the product design and pipeline management im-
plications in the presence of infermediaries. The role of production and de-
velopment costs have been ignored in order to focus on other aspects of the
problem, but can be brought into the fold of a more evolved model. However,
numerical examples and intuition suggest that the eect of production costs
would be to favor the espousal of infermediaries as a serious value-chain part-
ner. Finally, and perhaps most importantly, the role of infermediaries should
be broadened - for example, there is evidence (both anecdotal and empirical)
to suggest that the demonstrations conducted by infermediaries not only lead
to a greater understanding of the product's capabilities, but also contribute to




Sequential innovation, while becoming increasingly important for sus-
tainable protability, also presents rms with a unique blend of challenges. In
this dissertation, I identify and focus a trifecta of these issues and investigate
how coordinating decisions design, sourcing and distribution decisions with
downstream pricing decisions helps an innovator in managing these problems.
To understand the specic challenges of sequential innovation, three longitu-
dinal models of innovation, which capture facets of the business environment
that are typically under-represented in the more popular cross-sectional anal-
yses found in the literature. The results in these chapters show that in order
to reap the rewards of sequential innovation, a rm must perceptively con-
sider the following decisions much in advance of the arrival of the innovation
itself: architectural elements of the product's design, managing developers and
suppliers of critical components, and selecting eective channels for product
distribution. Occurring at various conceptual stages of product development,
each of these decisions play an important role in determining whether or not
a rm is able to reward itself for constantly oering better products to its
consumers. These results have important implications not only for established
rms that are dominant in their areas, but also for entrepreneurial ventures
136
that are trying to legitimize their product concepts.
In this rst step at formalizing managerial issues in sequential innova-
tion, I have focused on three important questions. Chapter 3 demonstrates
that localizing performance improvements and developing the product to be
upgradable in modules oers consumers the opportunity to buy into the tech-
nology instead of apprehensively rejecting it in the face of rapid obsolescence.
As the list of rms that struggle to juggle improving products and balking
consumers continues to grow, this research identies a fundamental decision
variable that could unlock the puzzle for many of these companies. In Chapter
4, I consider how the product design decision evolves over time when the rm
is under constant scrutiny from consumers and pressure from suppliers. The
inability of the rm to commit to a backward compatible, modular upgrad-
able path of sequential innovation is framed as a time-inconsistency issue. This
makes the case for an even tighter coordination between design and sourcing
strategies on the one hand and pricing and segmentation strategies on the
other. These results underscore the importance of a long-term perspective in
viewing the evolution of the underlying technology in nding product designs
and supply partners. Finally, in Chapter 5, I focus on revolutionary products
that end-users might not have had the opportunity to sample earlier. Faced
with consumers who are unsure of their own valuations for the product, an
innovator might be able to use special channels of education to distribute the
products. Analysis of the model shows that an innovator needs to be extremely
careful in committing to these channels because of their potential to alienate
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some segments. Understanding the exact fashion in which a value-chain part-
ner operates, and assimilating the precise implications of these operations for
an innovator's own objectives, are shown to be central to this channel selection
decision.
The analysis in this dissertation and the models used to derive them
can be extended, varied and improved in a number of ways that would en-
hance our understanding of sequential innovation. One of the most important
considerations that needs to be a part of any future discussion on the topic
is Competition. The nature and impact of competitive forces - at the level of
the innovator, sources of production or distribution - represent an enticing and
valuable set of potential discoveries. Another challenging extension of these
results could come from expanding the time horizon under consideration. Fi-
nally, this dissertation only broaches some broad aspects of the managerial
issues faced by a sequential innovator. Delving deeper into operational issues
such as capacity planning (under constant technological change) and supply
chain contracts (for products and components under threat of technological
obsolescence) represent a core of future extensions that would bring normative





Design Architecture and Introduction Timing
for Rapidly Improving Industrial Products
A.0.1 Proof of Property 3.3.1: Segmentation Patterns for RSI
SP-1. ps ≤ P1
Under these conditions on prices, we know that v01 ≤ min(v0u, v02) ⇔The
lowest end marginal customer buys in the rst period alone. And v01 ≤ vu1 ≤
v12 ⇔The next marginal customer buys in both periods. Also, from Lemma
A, we know that vu1 is the nal marginal customer. Therefore, customers in
v ∈ [0, v01) do not participate; v ∈ [v01, vu1) buy in the rst period; v ∈ (v1u, 1]
buy in the rst period and upgrade when the improved product is available.
SP-2. P1 ≤ ps ≤ P2 and p1 + (1− δ)ps ≤ (1− γδ)f(q1)
In this pattern, v01 ≤ min(v0u, v02) ⇔The lowest end marginal customer buys
the rst product only. v01 ≤ v12 ≤ min(vu2, vu1) ⇔The next marginal customer
buys in the second period only. The nal marginal customer is indierent
between buying in the second period and buying in both periods. Hence,
v ∈ [0, v01) do not buy; v ∈ [v01, v12) buy in the rst period; v ∈ [v12, vu2) buy
in the second period; v ∈ [vu2, 1] buy in the rst period and upgrade.
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SP-3. P1 ≤ ps ≤ P1 and p1 + (1− δ)ps ≥ (1− γδ)f(q1)
In this SP, v01 ≤ min(v0u, v02) ⇔the lowest end marginal customer buys in rst
period alone. v01 ≤ v12 ≤ min(vu2, vu1) ⇔the next marginal customer buys
in the second period only. The customer with the lowest valuation for quality
who is indierent between buying in period 2 and buying in both periods is
vu2.
p1+(1−δ)ps ≥ (1−γδ)f(q1) ⇔ vu2 ≥ 1. There is no customer who nds
buying in both periods optimal. This results in a consumption pattern in which
v ∈ [0, v01) do not buy; v ∈ [v01, v12) buy in the rst period; v ∈ [v12, 1]buy in
the second period.
SP-4. ps ≥ P2
When second period prices are expected to be suciently low, v02 ≤ v0u and
v02 ≤ v01 ⇔ the lowest end marginal customer buys in the second period
alone. Also, v01 ≤ vu1 ≤ v12⇔The next marginal customer buys in both
periods. From Lemmas A and B, we know that vu2 and v02 are the only
marginal customers in this range of prices. Therefore, v ∈ [0, v02), do not buy
in either period; v ∈ [v02, vu2) buy in the second period; v ∈ [vu2, 1] buy in the
rst period and upgrade.
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A.0.2 Proof of Proposition 3.3.3: Proprietary Modular Architec-
ture
We present the proof for the Rapid Improvement case below. The proof
for Gradual Improvement is similar and straightforward.












turn our attention to the rst period problem, while constraining the solution
to satisfy the conditions for SP 1.
Π∗ = max
ps,p1
{(ps + p1) (1− v01) + δR∗2}
s.t. p∗s ≤ P1
The unconstrained solution for this problem satises p∗s + p∗1 = f (βq1) /2. As
shown below, any solution of this type violates the constraint p∗s ≤ P1.
p∗s ≤ P1 ⇔ p∗s ≤
f (βq1) (1− γδ)




















Pricing in SP 2. In the second period, the rm tries to sell to v ∈ [v12, 1].
To ensure that it is able to sell to the available segment of the market while
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maximizing its revenue, the rm will solve the following problem.




2 ) ≥ ps + p2
vu2 (f (βq
α
2 )− γf (βq1)) ≥ p2
These constraints are equivalent to the condition P1 ≤ ps ≤ P2. The optimal





. At this p∗2,
v12 = vu2. The segment of customers who bought in the second period alone
vanishes in this instance, and the resulting scenario belongs to SP 1.
Pricing in SP 3. There is no equilibrium in this SP; Dhebar (1994)
proved that when no customer buys in both periods, the rm always behaves
opportunistically, causing regret.
Pricing in SP 4. The second period problem and the optimal second
period price can be found as follows.
















{(ps + p1) (1− v2u) + δR∗2}





The unconstrained solution for the problem satises
pus =
f (βq1) (1− γδ)− 2pu1
2 (1− δ) ; p
u
1 =
f (βq1) (1− γδ)− 2pus (1− δ)
2
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A.0.3 Proof of Proposition 3.3.5: Non-Proprietary Architecture
We provide the expressions for the RSI case alone. The expressions for
GSI are obtained analogously.






. The rst period optimization problem is
Π∗ = max
ps,p1
{(ps + p1) (1− v01) + δR∗2}
s.t. ps ≤ P1
The unconstrained solution for this problem is pu1 = (f (q1)− ps) /2. When
p1 = p
u
1 , to satisfy ps ≤ P1 with p1 ≤ f (q1), we need δ (2− γ) ≥ 1. This is
not satised for any δ < 1 and γ > 1. Therefore, ps = P1 in equilibrium. The












Pricing in SP 2 and SP 3. Arguments in A.0.2 hold. No sub game perfect
equilibrium exists in these patterns.
Pricing in SP 4. The optimal price and prot from the second period
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. The rst period problem is
Π∗ = max
p1
{p1 (1− vu2) + δR∗2}
s.t. ps ≥ P2
pu1 = ((1− γδ) f (q1)− (1− δ) ps) /2 is the unconstrained solution to this prob-






and φ3 := f(q1)(1−γδ)(1−δ) .
Price pu1 is feasible if φ3 ≥ ps ≥ φ2. When φ2 ≥ ps ≥ φ1, the constraint is
active and pc1 = (f (q1) (f (qα2 ) + ps)− 2psf (qα2 )) / (2f (qα2 )).
For ps such that φ1 ≥ ps ≥ 0, it is impossible to select a price p1 that
satises the timing constraint. That is because, for these values of ps, we
can see that vu2 = (1−δc)ps+p1(1−δc)f(q1) > 1 for all permissible values of p1. The prot







if f (q1) ≥ ps ≥ φ2
f(q1)(f(qα2 )+ps)−2psf(qα2 )
2f(qα2 )
if φ2 ≥ ps ≥ φ1





1 + (1− δ) ps
(1− γδ) f (q1)
)
+ δR∗2
A.0.4 Proof of Proposition 3.4.1: Comparison of Architectures
Assumptions: α = 0; β = 1.
1. First, note that the pricing problem for the no-special-upgrade prices
solution is same as Problem (3.4,3.5) with the additional constraint that
ps = 0. It is now easily veried that πMP > πIN .
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2. Finally, note that the non-proprietary solution is a lower bound to the
proprietary solution since (a) ps is xed at a predetermined value and (b)
Revenue from unit sale may be higher by ps for the proprietary product.
Therefore, πMP > πMN(ps) ∀ ps > 0
A.0.5 Proof of Proposition 3.4.2: Integrated and Modular Archi-
tectures
The rst order optimality for optimality of inter-version times (td) the
MP and IN cases can be written in terms of δ.
∂ΠMP (δ)
∂δ
= 0 ⇒ f(βq2)− f(βq1)
4







− Cd(q1, q2)g′(δ) = 0 if δf(βq2) ≤ f(βq1)
f(βq2)−(1+2δ)f(βq1)
4
− Cd(q1, q2)g′(δ) = 0 if δf(βq2) > f(βq1)
Since g′′(δ) > 0, the second order conditions are satised. Further, it fol-





< 0. This implies δ∗MP > δ∗IN ⇒ tMP∗d < tIN∗d . Therefore, it is
optimal to delay introduction of the advanced product more in the integral
system.
A.0.6 Proof of Proposition 3.4.3: Proprietary and Non-Proprietary
Architectures
We use Cd to represent Cd(q1, q2) in this proof. The expressions below
are derived for β = 1 and α = 0, but can be extended to these cases without
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loss of generality. We have established before that the optimal innovation rate
under the MP choice is given by
δMP∗ = δ(tMP∗d ) =
f(q2)− f(q1)
4Cd











8p2s + 2psf(q1) + f
2(q1)− f(q1)f(q2)









c2d − 6Cd(f(q2)− f(q1)) + (f(q2)− f(q1))2
















SP-4. Since the expressions under SP-4 are hard to interpret, we nd a
weak bound on pUB4s above which δMP∗ is greater and argue that a








+ δR∗2 , if f(q1) ≥ ps ≥ φ2
Rx∗1 + δR
∗
2 , if φ2 ≥ ps ≥ φ1
δR∗2 , if φ1 ≥ ps ≥ 0
where Rx∗1 =







2f(qα2 )−f(q1) . First, note that if ps ≥
f(qα2 )f(q1)
2f(qα2 )−f(q1) , then ps ≥














If φ1 ≥ ps ≥ 0, comparison of innovation rates depends on the relative
magnitudes of f(q1), f(q2) and ps.
But limps→0
(
ΠMN1∗ − ΠMN4∗) = (1−δ)(f(q2)−f(q1)+δ2f(q1)
4
> 0, the rm
will prefer SP1 over SP4 segmentation for any δ at this limit. Therefore,
as ps → 0, MP results in faster innovation than MN. Therefore, we know










A.1. A Note on the Appropriateness of Product Archi-
tectures
While the thrust of this paper is to model and explain the modular
upgradable features present found in products in several industrial categories,
we also believe that our model easily lends itself to application in consumer
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markets. However, in evaluating the appropriateness of various product design
alternatives to the two situations, some crucial dierences must be acknowl-
edged. While discounting rates in industrial markets are derived by consider-
ations of interest rates, individual consumers dier both from the seller and
from each other in their temporal preferences. As a result, it may not be
reasonable to assume that δ for the rm and its consumers are similar or cor-
related. Using the following examples, we show the impact of this assumption
on our results in Section 3.4.1.
Let δc and δf denote the per period discount rates for consumers and
the rm respectively. In Figure A.1 below, we show the regions in which it is
optimal to oer a modular proprietary architecture (MP), a non-proprietary
modular design (MN) and an integrated architecture (INT) for the case in
which δc = δf and δc varies independently from δf . In Section 3.4.1, we pre-
sented the former case and found that MP is optimal when δ and α are lower.
However, when δc and δf are not correlated, we nd that MN could be opti-
mal when δc and α are small. In consumer markets, a rm may be able to
inuence δc by tweaking consumer patience through marketing levers such as
advertisement campaigns. If consumers become relatively more patient for the
new product than the rm, the rm can aord to oer large implicit discounts
(high ps) through the proprietary modular system without signicantly aect-
ing the net present cost of these discounts. As a result, the proprietary strategy
could become more optimal when customers are relatively more patient than
the rm.
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δc ≡ δf δc 6= δf = 0.6
Figure A.1: Comparing Correlated and Independent Discount Factors
Further, users of consumer products - unlike businesses - also vary
widely in their ability to learn by using a product. However, we believe that
segmenting consumers based on their ability to learn deserves dedicated at-
tention in a separate work.
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Appendix B
Sequential Innovation with Strategic Consumers
and Suppliers: Time Inconsistency with
Integrated Product Design and Pricing
B.0.1 Proof of Result 4.2.1: Market Segmentation
Proof. Let P1 = q1p2q2−q1 −
p1+ps1−ps2
1−δ and P2 =
p2q1−(p1+ps1−ps2)q2
q2−q1 . First consider
rapid sequential innovation, where thetaδq2 > q1.
Penetration Pricing. When ps2 ≤ P1, we can show the following relationships
regarding the relative location of marginal consumers: v01 ≤ min(v0u, v02),
and v01 ≤ vu1 ≤ v12. Therefore, the low-end marginal customer buys in the
rst period alone. The next marginal customer buys in both periods. Further,
we know that vu1 is the nal marginal customer. Therefore, customers in
v ∈ [0, v01) do not participate; v ∈ [v01, vu1) buy in the rst period; v ∈ (v1u, 1]
buy in the rst period and upgrade when the improved product is available.
Skimming. When ps2 ≥ P2, second period prices are suciently low, v02 ≤
min(v0u, v01)⇔ the low-end marginal customer waits till the second period and
buys in the improved version only. Also, v01 ≤ vu1 ≤ v12⇔The next marginal
customer buys in both periods. Further, we know that vu2 and v02 are the
only marginal customers in this range of prices. Therefore, v ∈ [0, v02), do not
151
buy in either period; v ∈ [v02, vu2) buy in the second period; v ∈ [vu2, 1] buy
in the rst period and upgrade.
The conditions for achieving Penetration and Skimming patterns when
the product improves at a moderate pace (δq2 ≤ q1) can be derived analogously.
The demands for the two versions - dened in terms of locations of marginal
consumers - do not depend on the depend on the rate of sequential innovation.
B.0.2 Market Segmentation for Integrated Products
The maximum revenue for the integrated products (R∗Int) is given by




represents the maximum revenue that can be
obtained if market segmentation is achieved by aggressive introduction (exclu-
sive introduction) in the rst period. These revenues, shown in Equations B.2
and B.3, are obtained by setting ps = 0 and m = 1 in the revenue expressions











(q1 (1− δ2) + δ (q2 − q1)) /4 if δq2 > q1
((q22 − q21) q1 + δ (q2 − q1) q22) / (4q22) if δq2 ≤ q1 (B.2)
RSInt =
{
(q1 (1− 2δ) + δ (1− δ) q2) / (4 (1− δ)) if δq2 > q1
q2 (δq
2
2 + (3δ − 2) q21 + (1− 3δ) q1q2) /
(
4 (q2 − q1)2
)
if δq2 ≤ q1
(B.3)
By observation, it is clear that RPInt > RSInt. Therefore, the seller uses Pene-
tration pricing to segment the market with integrated products.
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B.0.3 Optimal Prices with AC and PC
Result B.0.1. Equilibrium prices with Consistency in Architectural
and Pricing Policies
A seller with architectural and pricing credibility can charge optimal prices p1
and p2 that lead to Sub-Game-Perfect equilibrium segmentation of the market
if the price of the stable module is limited as below.
For penetration, q1 ≥ 2ps ≥ 0
For skimming, under rapid innovation,
q1 ≥ ps ≥ (2δ − 1) q1q2/ (2q2 (1− θ + δθ)− θq1)
For skimming, under moderate innovation, q1 ≥ ps ≥ (2q1 − q2) /θ
Proof. Optimal prices and prots are derived below for both segmentation
schemes for the modular architecture. These may be derived for the integrated
products by setting ps = 0 and m = 1. Since the seller enjoys AC and PC here,
the constraints under which we nd these prices are A1 .= A2 and pu2 = pn2 = p2.
Penetration Pricing
In the following proof, Rt represents the revenue in period t, and RP
and RS represent net present value of revenue streams from Penetration and
Skimming respectively. An asterisk (∗), as usual, denotes optimal values.
Pricing under Rapid Innovation, δq2 > q1. The second period problem for the
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We now try to solve the rst period problem for the seller enforcing the con-












s.t. θps ≤ P1
The unconstrained solution for this problem is given by p∗1 = q1−ps2 . When ps >
q1, production in the rst period is unprotable. But this solution satises the
constraint only when (2δθ − 1) ps ≥ δq1. Combining these conditions, we re-
quire that (2δθ − 1) q1 ≥ δq1. This cannot be satised unless θ = δ = 1. There-
fore, the optimal rst period price is p∗1 = ((1− δ) q1 − 2ps (1− θδ)) /2. For
the rst period price to non-negative, we now need 2 (1− δθ) ps ≤ q1 (1− δ).
Note that the condition becomes stronger for higher values of θ; in particular,





(1− δ2 − δ)q1 + δq2 − 2(1 + δ − 2θδ2)ps
4
(B.4)
Pricing under Moderate Innovation, δq2 ≤ q1. The second period problem for




















s.t. ps ≤ P2
The unconstrained solution for this problem is given by p∗u1 = q1−ps2 . When
p1 = p
∗u
1 , we need ps (q2 − θq1) + q1 (q1 − θps) ≤ 0, which is never satised.
Therefore, the optimal p∗1 is given by p∗1 = (q2−q1)(q1−2ps)−2(1−θ)q1ps2 q2 . Obviously,
we need ps ≤ q1/2.
RP∗ =




Pricing under Rapid Innovation, δq2 > q1. The second period pricing problem
is formulated and solved below.
max
p2

























The rst period pricing problem is
max
p1
{p1(1− vu2) + δR∗2}
s.t. θps ≥ P2
The unconstrained solution to this problem is p∗u1 = (1−δ)(q1−ps)+δ(1−θ)ps2 . It
is feasible if q1 ≥ ps ≥ γ4, where γ4 := δq2q1(2−θ)((1+δ)q2−q1)+(1−θ)q@ . Let γ3 :=
(2δ−1)q2q1
2q2(1−θ+θδ)−θq1 . When γ4 ≥ ps ≥ γ3, the constraint is active and p∗c1 =
q1q2−ps(2−θ)(2q2−q1)
2q2
. Note that p∗c1 is always non-negative when ps ≤ γ4. If
γ3 ≥ ps ≥ 0, vu2 ≥ 1 even for the constrained optimal value of p∗c1 . Therefore,
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the prot maximizing solution in this case is to avoid launching the early ver-
sion. In summary, the prots are as follows, where γ3, γ4 are dened above,








2 , if q1 ≥ ps ≥ γ4
[(2−θ)ps(2q2−q1)−q1q2]FS
4(1−δ)q1q22
+ δR∗2 , if γ4 ≥ ps ≥ γ3
δR∗2 , if γ3 ≥ ps ≥ 0
(B.7)
wehre FS = [(2δ − 1) q1q2 − ps (2q2 (1− θ + θδ)− (2− θ) q1)]
Pricing under Moderate Innovation, δq2 ≤ q1. As before, the second period




and R∗2 = p∗2(1− v02) =
(q2 − θps)2
4q2
The rst period pricing problem is
max
p1
{p1(1− vu2) + δR∗2}
s.t. θps ≥ P1
The unconstrained solution to this problem is p∗u1 = (1−δ)(q1−ps)+δ(1−θ)ps2 . The
unconstrained optimum is feasible if q1 ≥ ps ≥ γ5, where
γ5 =
(1−δ)q21




2(q2−q1) is such that vu2 ≥ 1 . Therefore, the rst












2 , if γ5 ≥ ps ≥ γ6
δR∗2 , if γ6 ≥ ps ≥ 0
(B.8)
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B.0.4 Proof of Proposition 4.2.2
Proof. a) Architectural Inconsistency
We prove part this part of the result by contradiction. Consider settings in
which prot of a seller (with AC) is maximized through Skimming.
Open-Sourcing. In the second period, both repeat and new buyers buy the
improved product. While new buyers expend θps of their budget toward the
stable module, repeat buyers purchase only the improving module. By re-
taining the product's modularity, the seller makes (q2 − θps)2 /4q2 through the
improving module alone in the second period. However, switching to an in-
tegrated design would increase the revenue to q2/4. As a result, the seller is
unable to credibly commit to modular upgradability of the advanced version
under skimming.
Specialist-Sourcing. The demand for the improving and stable module sellers
in the second period are given, respectively, by 1 − (p2 + ps2) /qM2 and v2u −
(p2 + ps2) /q
M
2 , where v2u is the marginal consumer who purchased the rst
version. The Nash equilibrium prices of the two rms are p∗2 = qM2 (2− v2u) /3
and p∗s2 = qM2 (2v2u − 1) /3. Note that we need v2u > .5 for feasibility. The
corresponding prots for the seller is R∗2 = qM2 (2− v2u)2 /9. However, if the
seller integrates the product in the second period, the seller would obtain qI2/4,
where qI2 is the integrated advanced version's quality (For φ > 1, qM2 > qI2).
Since v2u < .5, we know that R∗2 ≤ q2 (2− .5)2 /9 = q2(2.25/9) = q2/4. There-
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fore, for reasonable values of φ, the seller prefers to switch to an integrated
version in the second period.
b) Pricing Inconsistency
Suppose customers in (v̂, 1] purchase in the rst period, and those in (ṽ, 1]
do so with the intention of upgrading under the prot maximizing price-
discrimination approach (v̂ ≤ ṽ). First period marginal consumers in [v̂, v̂ + ε)
prefer to purchase a product of quality q1 instead of waiting for the improved
product (v̂ + ε ≤ ṽ). In the second period, the seller may elect to sell the
improved version at price pn2 to some or all consumers in [v, v̂). In order to
market the improved product to consumers in [v, v̂), the maximum price pn2
is less than vq2 − ps. This anticipated lowering of second period price makes
purchasing in the rst period irrational for consumers in [v̂, v̂ + ε). Oering
special upgrade prices, therefore, is an infeasible strategy under penetration
pricing.
B.0.5 Proof of Proposition 4.4.1
We rst state and prove Lemma B.0.2 below.
Lemma B.0.2. In any penetration pricing demand prole, the equilibrium
second period price of the stable module, ps2, is zero.
Proof. If the products are launched to create a penetration demand prole,
no new consumers enter the market in the second period. Setting a positive
price ps2 in the second period is sub-optimal for the stable module manufac-
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turer when demand for stable modules is 0. Therefore, to entice the marginal
consumer v01 to enter the market, he drops his price ps2 to 0.
Due to Lemma B.0.2 above, we set ps2 = 0 for penetration pricing.
We know that the optimal improving module price in penetration pricing in
the second period is given by p∗2 = (q2 − q1) /2. To ensure that the marginal
consumer v01 does not consider entering the market even when the stable
module manufacturer sets ps2 = 0, we need v01q2 ≤ p2 + ps2. Equation 4.10
is obtained by setting p2 = p∗2 and pS2 = 0 in this inequality. The result does
not depend on the rate of innovation q2/q1.
B.0.6 Proof of Proposition 4.4.2
Proof. For δqM2 > qM1 , by setting θ = 0 in Equation 4.6, we obtain
p̄1|θ=0 =
(1− δ) qM1 − 2ps
2
Clearly, the the right hand side in Equation B.9 below is positive under rapid
innovation.







B.0.7 Proof of Proposition 4.4.3
Proof. Let ΠAx represent the prot for the party x under architecture archi-
tecture A, where A ∈ {I,M} and x ∈ {IM, SM}. By denition, a Nash-
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(Fudenberg and Tirole, 1991).
For any ps, ΠMIM is obtained by setting p1 = max {p̂1, p∗1} in Equations
B.4 and B.5 above. The prot ΠIIM is obtained by setting ps = 0 in the same
equations. For a given ps, the stable module manufacturer's prot ΠMSM =
ps (1− v01).
The equilibrium p∗s and additional prot ∆ΠI are now obtained in a
straightforward manner.
B.0.8 Proof of Proposition 4.5.1
Proof. Here, we prove the existence of q̃s for specialist-sourcing. The proof for
open-sourcing is analogous.
First we characterize the optimal development investment and q∗2c under
rapid and moderate rates of sequential innovation. The optimal q∗2c is given
by qr2c (or qm2c) in Equation B.10 below if δq∗M2 > qM1 (or δq∗M2 ≤ qM1 ).
qr2c = q1c +
αδ
8CD







where ΠMmM is obtained by setting ps = p∗s in Equation B.5.
Clearly, qr2c is independent of qs. While we are unable to derive a closed










Since qm2c is dened by ∂q2c
{
ΠMmIM − CD (q22c − q21c)
}
= 0, we know that qm2c is




0 if δ (αqm2c + (1− α) mφqs) > Fφ
α(δqm2c−q1c)
(1−δ)(1−α)mφ if δ (αqm2c + (1− α) mφqs) ≤ Fφ
(B.12)
where Fφ = αq1c + (1− α) mφqs. When qs < q̄s, it follows from the denitions
above that δqM2 > qM1 , and we also know from Equation B.10 that q∗2c is
independent of qs. Otherwise, q∗2c = qm2c, which we know is increasing in qs for
small values of qs.
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Appendix C
Channels for Sequential Innovation: The Role of
Infermediaries
C.0.9 Proof of Result 5.3.1: Pricing without Infermediary
Proof. Let βu = αuβ + (1− αu). We will nd prices by backward induction
beginning in the second period.
AA. All consumers upgrade their products in the second period. To ensure
low-end consumers upgrade, the manufacturer sets ph = γ−1. The rst period
price pl should meet the following two conditions.
β ((1− δ) + δγ)− (pl + δph) ≥ max {δ (βγ − ph) , 0}
βu ((1− δ) + δγ)− (pl + δph) ≥ max {δ (βuγ − ph) , 0}
Although βuγ > ph, if uncertain consumers do not buy in the rst period, the
manufacturer could charge βuγ in the second period. Therefore, the price of
the low-end product is pl = βu (1 + γ (δ − 1))− δ (γ − 1).
AH. As all high-end consumers upgrade in the second period, ph = β (γ − 1).
In the rst period, the manufacturer sets pl to entice uncertain consumers.
The participation constraint for these consumers may be written as
βu (1− δ) + δ (αu (βγ − ph) + (1− αu)) ≥ pl
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Substituting for ph, it can be shown that pl = βu.
HA. Suppose upgrade prices are oered. In the second period, uncertain con-
sumers are willing to pay ph = βuγ, while upgrading high-end consumers pay
pu = β (γ − 1). Naturally, this can occur only if β (γ − 1) < βuγ, which occurs
only if αu > 1− βγ(β−1) . In the rst period, the participation constraint for the
high-end segment is
β (1− δ + δγ)− pl − δpu ≥ δβγ − δph
This gives pl = β − δγ (β − βu).
Suppose, upgrade prices cannot be oered. In the second period, both up-
graders and new buyers pay ph = βuγ. Applying a similar participation con-
straint in the rst period for the high-end consumers, ph = (1− δ) β.
HH. Upgrade price in second period ph = β (γ − 1) since these high-end
consumers already own the product. Note that the manufacturer would set
ph = βγ if they do not buy in the rst period. The participation constraint
for the consumer is
β (1− δ + δγ)− pl − δβ (γ − 1) ≥ 0
leading to a rst period price of pl = β.
C.0.10 Proof of Corollary 5.3.2: Prots without Infermediary
Proof. Without an infermediary, the prots are simply obtained as πxy =
nlpl +δ (nhph + nupu) (Equation 5.2). The prices in each approach are derived
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above. The number of consumers nl, nh and nu for each approach is given
below.
AA. nl = nu = 1 and nh = 0
AH. nl = 1 and nu = α + (1− α) αu; nh = 0
HA. nl = nu = α and nh = 1− α
HH. nl = nh = 1 and nu = 0
The prot expressions obtain by substitution.
C.0.11 Thresholds for Discussion withouth Infermediary























Table C.1: Thresholds on α and αu without the infermediary
Lemma C.0.3 outlines the basic logic of the thresholds in Table C.1.
Lemma C.0.3. Thresholds without Infermediary
1. AA is preferred over AH i α > α1
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2. HA is preferred over AH i α > α2
3. HH is preferred over HA i α > α3
4. HH is preferred over AH i α > α4
5. HA is preferred over AA i α > α5
Proof. The proof is obtained by simply comparing the prots from Corollary
5.3.2.
C.0.12 Proof of Proposition 5.3.3: Prots without Infermediary
Proof. The following relationships between the thresholds can be established.
1. If γδ > 1 and αu < α̂u, then α2 < α1 and α5 < α1. Futhermore, if αu > αu1,
α5 > 1. Therefore
a. If αu < αu1: AA is used for α ∈ [0, α5), HA is used for α ∈ [α5, α3)
and HH is used for α ∈ [α3, 1]
b. If αu > αu1: AA is used for α ∈ [0, α5), HA is used for α ∈ [α5, 1].
2. If γδ < 1 or αu < α̂u, then α5 > α1 and α4 < α2. Futhermore, if αu > αu2,
α4 > 1. Therefore
a. If αu < αu2: AA is used for α ∈ [0, α1), AH is used for α ∈ [α1, α4)
and HH is used for α ∈ [α4, 1]
b. If αu > αu2: AA is used for α ∈ [0, α1), AH is used for α ∈ [α1, 1].
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C.0.13 Proof of Proposition 5.3.4: Product Introduction Through
Infermediary
Proof. Suppose the infermediary is used but only to reveal preferences to con-
sumers in the second period. Clearly, this occurs only if the manufacturer
has sold the basic product only to high-end consumers. The segment of high-
end consumers who are unaware of their valuations, αu (1− α), purchase the
product in the second period only. Since it is optimal to sell both products
to high-end consumers who are previously aware of their valuations, it is also
optimal to sell both versions to the unware high-end segment also. Therefore
using the infermediary in the second period alone is inecient.
Suppose the infermediary is used in the rst period to sell the basic
product to low-end consumers also. Their valuation based on which the man-
ufacturer can set pl is only 1, whereas by using the regular channel the price
pl could be as high as βu (> 1). Therefore, the infermediary never sells to the
low-end consumer.
HA. The optimal second period price ph = γ and upgrade price, if oered, is
pu = β (γ − 1). Backtracking to the high-end segment's rst period participa-
tion constraint, we obtain pl =(1− δ) β (or β − δγ (β − 1) if upgrade price is
oered).
HH. This derivation is similar to Result 5.3.1.
C.0.14 Thresholds for Discussion with Infermediary





























Table C.2: Thresholds on α with infermediary
Lemma C.0.4 outlines the basic logic of the thresholds in Table C.2.
Lemma C.0.4. Thresholds without Infermediary
1. HH with infermediary is preferred over AA, AH, HA and HH without
infermediary i α >αi1, αi2, αi3 and αi4 respectively.
2. AH with infermediary is preferred over AA, AH, HA and HH without
infermediary i α >αia1, αia2, αia3 and αia4 respectively.
Proof. The proof is obtained by simply comparing the prots derived from
Proposition 5.3.4 with corresponding prots from Corollary 5.3.2.
C.0.15 Proof of Proposition 5.3.5: Prots with Infermediary
Proof. The following relationships between the thresholds can be established.
1. If γδ > 1 and αu < α̂u, then αi1 < α5 and αi1 < α1a1. Also αi3 < αi1.
Therefore, AA is used for α ∈ [0, αi1), HH with infermediary is used for α ∈
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[αi1, αi4) and HH is used for α ∈ [αi4, 1].
2. If γδ < 1 or αu < α̂u, then α1 < αi1, αia1 and αi2 < α4. Therefore, AA is
used for α ∈ [0, α1), AH is used for α ∈ [α1, αi2), HH with the infermediary
for α ∈ [αi2, αi4) and HH is used for α ∈ [αi4, 1].
Futhermore, if αu > αu3, αi4 > 1. Therefore, if αu > αu3, HH with the
direct channel is never suitable.
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