In this paper it will be shown that an on-line APSC has been realized through the computation of the positive gradients, (for a desiredperformance function) with respect to the plant control inputs. These gradients are used to drive the plant set points in a closed loop fashion. When this optimal operating condition is reached the gradients of the performance function with respect to the control inputs will all be zero, and the control will stop driving the process set points any further. In this work, the combined effect of PGC and FMRLC with its ability to perform nonlinear control, with fast on-line learning of the control law, will be exploited.
During the past several years, fuzzy control has emerged as one of the most active and promising control areas, especially because of the ability of fuzzy control in controlling highly nonlinear, time variant, and ill-defined systems. The works of Mamdani and his colleagues on fuzzy control (12) (13) (14) (15) was motivated by Zadeh's work on the theory of fuzzy sets, (16) (17) (18) (19) and its application to learning capabilities and differs conceptually from adaptive control primarily by its ability to memorize learned experiences.
The FMRLC algorithm will be utilized here for nonlinear, multivariable feedback control, and some guidelines will be generated for the effective tuning of the FMRLC controller. In this paper the PGC and FMRLC controllers will be combined to form the new on-line APSC structure shown in Fig. 1 .
Adaptive Performance Seeking Control
The APSC structure proposed in this paper is shown in Fig. 1 . The feedback control of the state variables is performed by the FMRLC in a nonlinear multivariable control structure shown in more detail in NASA TM-107455
updated by theAPSC. It should benoted thatin this operating mode theremote portion ofthesetpoints can stillbeupdated asin atrimcontrol fashion. TheAPSC remains continuously activeevenwhen themaximum performance has been reached bypreventing thegradient fromfallingexactly tozero. Thisis shown bythelimit bands builtaround zeroin Fig.1 .Thelimitband ofthe control derivatives ischosen larger thanthecorrespondinglimitbandof theperformance function in order to prevent large gradient excursions forverysmall changes in thecontrol inputs. Inaddition, thelimitbands around zerowill prevent themaximum pointdueto a certain gradient direction frombeingapproached in thelimit sense. Thiswill provide fortheestablishment of anew gradient direction towards themaximum performance point. Thedashed lineblocksin Fig.1 arederivative approximations.
Plant Description
To facilitate the development of this control methodology the following nonlinear system is presented and analyzed:
where (Xl,X2), (Ul,U a) are the states of the system and the control inputs respectively.
The process in (1) is chosen to be nonlinear, stable, with stror_g cross coupling of the control inputs to the controlled variables. Further, a performance function is selected to demonstrate this control structure which is a function of the states and with the properties of continuity, convexity, and quadratic, where:
This function describes an elliptic paraboloid, with a maximum easily determined by inspection to be equal to Section 3 will cover the development of the APSC control structure shown in Fig. 1 , with the derivation of the PGC and the discussion of the FMRLC control approach. In section 4 the simulation results for the APSC structure will be presented. Section 5 will cover the conclusion.
Positive Gradient Control
Based on the process in Eq.
(1) and the performance function in Eq. (2): letf be a function of two variables x I and x 2. Also, for simplicity let x 1 be a function of an independent variable u 1 and x 2 be a function of an independent variable u 2. It is desired to find the point (x_', x2*), wherefassumes its maximum value,f(x_', x2*). A necessary condition for (x_', x2*) to be a point wheref has a relative maximum is that the differential off vanish at (x_', x2*), that is, g Of dxl l * ,,1
3flOu is the gradient off with repect to u. Since u 1 and u 2 are independent, the components of Au are independently arbitrary and (3) implies
In Fig. 1 (5) can be expanded in the limit sense as:
After some cancellation of terms Eq. (6) reduces to:
Similarly the gradient of f with respect to U 1 can be expressed as:
Inspection of Eqs. (7) and (8) shows that the two differ by the second term in Eq. (7) which is absent in Eq. (8). Now lets examine how the control is expected to behave with the substitution of (7) When the first term of Eq. (7) is much greater than its second term, Eq. (7) reduces to Eq. (8). In the worst case, when the second term in Eq. (7) is much larger than its first term, the state x 1 is adjusted primarily due to the change off relative to the control input u 2 instead of u 1. If the second term in Eq. (7) is positive greater than the first term, and the state x I still needs to move in a positive direction in order to maximize the functionfi then the state x 1is commanded to move in the right direction. If the state xlis already at or past the point that would maximize the function f, then a positive second term in Eq. (7) would move the state in the wrong direction. However, moving the state in the wrong direction relative to maximizing the functionf will cause the numerator sign of the second term in Eq. (7) to become negative, thereby forcing the state to move back in the right direction.
The gradient vector is normal to the elevation contours and at each point it has the direction of maximum increase of the function f. The vector representing the derivative approximation to the gradient will not be exactly normal to the elevation contours off, nevertheless, the derivative vector establishes a certain positive ascending direction towards maximizing f. This approximate PGC methodology can also be thought as providing a series of excitations to the control system, with each excitation forcing the states closer to the optimum performance point.
Based on the above, controlling the process in the positive gradient direction will essentially follow an ascending path on the performance surface described by the performance function in (2), much like a hill climbing problem. When a positive direction path is established the control will follow this trajectory to the point where climbing stops. At this point a new positive gradient direction is established and climbing towards the maximum point resumes. This process is repeated until finally the maximum performance point is reached. When this maximum performance point is reached the gradient Of/Ou in (4) will be zero and the control will cease to update the process set point, thereby allowing the process to settle on this operating point. With the limit bands built around the zero points shown in Fig. 1 , the control will be making small excursions around this maximum performance point in order to continuously hunt for this maximum. In this proposed control structure the plant model is not needed for the actual control of the process. However, for the fuzzy controller, a rather simple fuzzy model of the plant is constructed. This will be discussed in the next section.
Fuzzy Model Reference Learning Control
Fuzzy control theory will not be covered in depth in this paper. For more detail discussions in these areas see to match the reference model output ym(kt). In this section the basic design procedure of the FMRLC for the process in Eq. (I) will be discussed.
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FortheMIMOsystem discussed in thispaper two decoupled FMRLC controllers are constructed. Acoupled FMRLC controller could beutilized instead, however, the dimensions oftheknowledge bases would have increased equivalent to thenumber of theinputsto the fuzzy The defuzzification approach used in this simulation is the so called "Center of Gravity." Figure 5 shows the response of the decoupled FMRLC controller with simultaneous step set point changes. This response shows the tracking capabilities of the FMRLC. The set point tracking response was used to tune the controller as was discussed in section 3.3. The knowledge base of the fuzzy controller started with all zero entries, reflecting that initially there was no knowledge of how to control the system. The learning rate is quite fast as is evident from the responses of the states and control inputs in Fig. 5 . The resulting knowledge base of the decoupled controller corresponding to the state x 2 (that was learned from the simulation in Fig. 5 ) is shown in Fig. 6 . The zero elements associated with this knowledge base is an indication that the controller, for this particular simulation, has not had the opportunity to venture into these areas of its knowledge space. •000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
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APSC Control Simulation

5.0
The objective of this control simulation is to drive the states in (1) to the operating point that will maximize the 4. 
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Sincea mathematical model of theplantwasnot used in the control structure described in this paper, and since relative to the plant only its natural frequency information was utilized to tune the controller, it would be expected that this control structure would be adaptive to changes in the plant dynamics to the extent that there are no large variations to the plant natural frequency. In addition, since the APSC controller continuously hunts for the operating condition that generates maximum performance, it may become feasible to perform engine control without the need of extensive testing to derive engine control schedules.
For future work it would be important to study adaptiveness of this control methodology to plant model variations, stability, convergence, and robustness in more detail. Further, experimental validation of this method would be needed, with processes that exhibit more complex system dynamics.
