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Résumé
Modélisation des interactions entre solides déformables et films fluides
pour la simulation médicale temps-réel
Résumé : Cette thèse apporte une solution pour permettre de couplage entre fluide
et solide déformable dans le cadre d’applications médicales en temps-réel. Le modèle de
couplage concerne le cas d’un film de fluide compris entre deux solides déformables. La
première contribution de ce document concerne une méthode de fluide semi-lagrangienne.
Nous proposons une modification d’une méthode existante pour pouvoir l’utiliser en tant
que modèle de fluide 2.5D. La seconde contribution se concentre sur le modèle de couplage
en lui-même où nous avons choisi de prédire le comportement de l’interface fluide-solide
pendant le calcul du fluide. La troisième contribution repose sur des applications médicales
basées sur cette approche. Elles contribuent dans les domaines de la chirurgie ophtalmo-
logique et reconstruction chirurgicale.
Mots clés : Simulation médicale, Fluide semi-lagrangien, Couplage fluide-structure.
Modelling interactions between deformable solids and fluid films
for real-time medical simulations
Abstract : This thesis provides a solution to the coupling of a fluid with a deformable
solid in the context of real-time medical applications. This work focuses on the special
case of a fluid film embedded within two layers of soft tissues. The first contribution of
this document is related to a semi-Lagrangian fluid method. We propose a modification
of an existant method to use it as a 2.5D fluid model. The second contribution concerns
the coupling model, where the behavior of the fluid-solid interface is predicted during the
fluid computation. The third contribution highlights 2 medical applications which rely on
this approach, in the fields of eye surgery and reconstructive surgery.
Keywords : Medical simulation, Semi-Lagrangian fluid, fluid-structure coupling, real-
time soft tissue modeling.
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Celles de Jerémie Allard et Christian Duriez.
Le dernier membre du jury sera cité
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φ fonction de déplacement.
Ψ fonction de test.
Ψi fonction de forme.
q position d’une particule.
q̄ position initiale d’une particule.
dq distance entre deux points infiniment proches.
dq̄ distance initiale entre deux points infiniment proches.
u déplacement du point q par rapport à sa position initiale q̄.
v vecteur vitesse d’une particule.
a vecteur accélération d’une particule.
p pression.
δx taille des éléments.
fext forces extérieures (forces de contacts et forces de volumes).
W (ε) énergie de déformation.
F gradient de déformation.
D taux de déformations.
U gradient de déplacement.
U gradient de distorsion.
εc tenseur de Cauchy-Green.
εg tenseur de déformation de Green-Lagrange.
σc la contrainte normale.
σp le tenseur de contrainte de Piola-Kirchhoff.
σs le deuxième tenseur de Piola-Kirchhoff.
ρ densité du matériau.
E module de Young.
ν coefficient de Poisson.
µ et λ premier et second coefficient de viscosité caractéristique du fluide (dites de Lamé).
µ est la viscosité dynamique encore nommée module de cisaillement. λ sert à simplifier la
matrice de raideur.
γ coefficient de viscosité cinématique.
co conditions de Courant, Friedrichs et Lewy.
B matrice d’amortissement.
M matrice de masse.
K matrice de rigidité.
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3.2 Mécanique des fluides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3 Simulation de fluide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
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1.2 La simulation en médecine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 La plateforme SOFA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 La simulation médicale relative aux fluides . . . . . . . . . . . . . . . . . . . . . . . . 10
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Le premier chapitre de ce document cherche à donner une description générale du
contexte de cette thèse. Ainsi, il sera présenté les besoins grandissants de la simulation
numérique dans le domaine de la médecine.
Le chemin de l’exploitation d’un simulateur dans le domaine médical est jonché de
nombreux défis. Le premier d’entre eux est explicitement lié au patient : la simulation
doit être une aide à l’amélioration des performances chirurgicales et in fine à la réduction
de la mortalité. Par exemple, le rapport de Kohn et al. (2000) publié par l’institut de
médecine des États-Unis décrit les statistiques liées aux erreurs médicales. Ainsi en 1997,
le nombre de décès aux États-Unis liés à ces erreurs (44000) est similaire à celui des
accidents de la route (43458) ou encore à celui des cancers du sein (42297). Un nombre
important qu’il convient de chercher à diminuer. Une des recommandations du rapport
concerne justement l’utilisation de la simulation pour l’entrâınement des chirurgiens.
De manière générale, la formation médicale se fait par compagnonnage. Dans cette
approche, l’étudiant assiste un chirurgien expert et effectue une portion de l’opération.
L’apprentissage se fait donc sur une longue durée avant que le chirurgien puisse effectuer
l’opération seul. De plus, il y a les problèmes de la diffusion de techniques pour lesquelles
le nombre de chirurgiens experts est insuffisant par rapport à la demande ou encore
du traitement de cas pathologiques trop rares pour que l’étudiant puisse atteindre une
expertise jugée suffisante.
De manière primitive, la formation de chirurgiens peut s’effectuer sur des animaux
vivants. Que ce soient des chiens, porcs, chèvres ou moutons, ils permettent d’éviter
d’agir sur des sujets humains vivants. Cela dit, les blessures causées par l’opération et
les souffrances engendrées chez l’animal posent un problème éthique. De plus, l’utilisa-
tion d’animaux coûte cher. Pour pouvoir se passer d’animaux, il faut tout d’abord avoir
des modèles d’organes et de pathologie, des représentations sur lesquelles travailler. Les
premiers modèles ont été réalisés, en pierre, argile ou céramique, on en retrouve sur tous
les continents (Lopez-Serna et al. (2012); Lesk Blomerus (1999); Landsberger et Tadmor
(1964)). Mais ceux-ci servaient le plus souvent dans un but religieux ou divinatoire. Un des
premiers simulateurs existant a été conçu par Angélique Marguerite de Coudray au XVIIIe
siècle. Il s’agissait d’un mannequin destiné à l’apprentissage de l’accouchement. Celui-ci
est une poupée de tissu où les organes génitaux et les ligaments étaient représentés, une
radiographie du mannequin a montré qu’il était aussi constitué du bassin d’une jeune
femme. Ensuite, pour obtenir des modèles anatomiques plus réalistes, il faut attendre le
XIXeme siècle que le médecin Louis Auzoux conçoit des écorchés en papier mâché, grâce
à un système de moulage. Ces modèles ont été réalisés pour pallier le manque de cadavre
pour l’enseignement de la médecine humaine ainsi que l’enseignement vétérinaire (Ruiz
(2010)). Ces modèles clastiques (dit en morceaux) permettent à l’utilisateur d’observer
indépendamment chaque pièce anatomique du corps en les démontant selon les habitudes
de la dissection de cadavre. Dans un contexte plus récent, Cooper (2008) relate l’histoire
des mannequins pour l’entrâınement clinique. Le premier d’entre eux a été conçu dans le
début des années 1960 par Asmund Laerdal et il est connu sous le nom de Resusci R©-Anne.
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Ce simulateur, purement mécanique, permet l’entrainement de l’ABC (airway, breathing,
circulation) de la réanimation cardio-pulmonaire. Ensuite vers la fin des années 1960, un
autre simulateur a été le premier à utiliser l’informatique. Nommé SimOne, il a été conçu
pour simuler la respiration, le clignement des yeux, la dilatation de la pupille et les mou-
vements de la mâchoire. Ce simulateur n’a néanmoins pas été commercialisé à cause du
prix trop élevé de la technologie. Aujourd’hui, les mannequins ont été largement améliorés
et sont intégrés principalement pour recréer l’environnement des salles d’opérations pour
entrâıner l’équipe médicale à communiquer. Ils permettent de simuler de nombreux pa-
ramètres du système cardiovasculaire, appareil respiratoire, système nerveux, échanges
chimiques.
Les simulateurs médicaux ne se limitent pas aux mannequins, qui servent avant tout à
créer un environnement crédible pour les étudiants. Aujourd’hui, un nombre grandissant
d’opérations chirurgicales se font par l’intermédiaire d’écrans ou d’outils (caméras endo-
scopiques, images IRM, microscopes pour microchirurgie, robot médical). Le chirurgien ne
voit donc pas directement la zone à traiter et l’avancée de l’opération. Il est donc possible
d’utiliser les écrans pour y afficher des images d’un patient via la réalité virtuelle.
Pour produire un simulateur numérique utile au chirurgien, il est nécessaire d’une part
de connâıtre l’anatomie et son comportement d’autre part, puis que la simulation soit
suffisamment précise et réaliste. Cela dit, les puissances de calcul des ordinateurs sont
limitées, il convient donc de juger pour une application donnée, le bon compromis entre
vitesse de calcul, choix de modèle et réalisme.
Enfin, comme le corps humain est un milieu hétérogène, composé de nombreux
matériaux et organes différents, il est nécessaire en plus de l’utilisation des modèles des
organes, de faire interagir ces éléments entre eux, mais aussi avec les outils des chirurgiens
et matières associées aux procédés chirurgicaux. De cette constatation, nous en déduirons
notre problématique, et nous présenterons notre solution pour y répondre.
1.2 La simulation en médecine
Les premières utilisations auxquelles on pense quand on parle de simulation
mécanique sont certainement celles qui font intervenir la conception d’un produit comme
l’aéronautique et l’automobile, où l’on cherche à tester les propriétés de déformations et
l’optimisation de certains paramètres, ou encore pour la construction d’infrastructures et
de bâtiments, pour vérifier leur résistance au poids, au temps ou encore aux tremblements
de terre. Plus rarement, la simulation mécanique est associée au domaine médical.
On dissocie quatre possibles utilisations de la simulation numérique en médecine. En
premier lieu, la simulation permet de former les étudiants à tout type de scénarios et
les préparer à différentes éventualités. La seconde utilisation permet l’assistance pré-
opératoire, c’est-à-dire la planification. Il s’agit pour le chirurgien de tester à partir de
données patients, différentes stratégies pour effectuer l’opération. Celui-ci peut ainsi trou-
ver la meilleure solution au problème posé par la pathologie. Ensuite, la troisième utili-
sation concerne l’assistance per-opératoire. Durant l’opération chirurgicale, la simulation
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peut permettre de donner des indications aux chirurgiens, en superposant à l’image la-
paroscopique des structures internes telles que les tumeurs ou le réseau vasculaire. Dans
le contexte de la radiologie interventionnelle, la modélisation des interactions entre le
cathéter (ou le guide) et les vaisseaux peut permettre une navigation en 3D tout en
réduisant l’exposition du patient aux rayons X. La dernière utilisation est celle post-
opératoire et consiste à prédire l’évolution d’une pathologie ou d’un traitement.
Dans la communauté d’informatique graphique, la modélisation mécanique de tissus
biologiques date de plus de deux décennies. Bien qu’au début, elle concernait plutôt le
domaine de l’animation des expressions faciales Terzopoulos et Waters (1990), elle a vite
servi dans le cadre de la chirurgie, notamment celle reconstructive et esthétique Pieper
et al. (1992); Keeve et al. (1998) où l’intérêt est de prévoir le résultat de l’opération. Ainsi,
des prothèses virtuelles sont intégrées au modèle patient pour permettre au chirurgien de
valider le choix de la prothèse.
Il s’est ensuite posé la question de l’intérêt de la réalité virtuelle lors de la simulation
d’opérations chirurgicales. Celui-ci fut engendré par la conception de systèmes haptiques
Suzuki et al. (1998). En effet, ceux-ci ajoutent à l’interface une reconstitution des efforts
relatifs à l’action simulée. L’utilisateur peut ainsi ressentir la force exercée par les tissus
virtuels sur l’outil de manipulation et augmenter l’effet d’immersion dans la scène virtuelle.
On retrouve à ce sujet Marescaux et al. (1998) qui manipulent un foie virtuel pour préparer
une opération avec laparoscopie, Wang et al. (2006) qui s’intéressent quant à eux à la
découpe en neurochirurgie.
Ainsi, la réalité virtuelle peut devenir un auxiliaire pour la formation des chirur-
giens. Elle permet à l’étudiant d’effectuer toutes les étapes de l’opération sans préjudice
au patient et d’analyser le geste comme par exemple, Janse et al. (2013), dans le cas
gynécologique de la stérilisation par ligature des trompes. De plus, il a été démontré que
ces simulateurs permettent de fournir une évaluation objective de la compétence technique
(Seymour et al. (2002)) et que cette dernière peut être transférée en salle d’opération
(Grantcharov et al. (2004)).
Les opérations chirurgicales complexes nécessitent une planification préopératoire per-
mettant de mieux appréhender la stratégie optimale. Pour cela le chirurgien se repose
essentiellement sur les informations de l’imagerie médicale. Néanmoins, si l’opération
engendre des déformations importantes des tissus, le chirurgien se retrouve en cours
d’opération avec des données faussées. Pour palier ce problème, on peut faire appel à
la simulation, c’est le cas, par exemple de la neurochirurgie où l’ouverture du crâne en-
gendre une perte du fluide cérébro-spinal entrâınant une déformation et un déplacement
du cerveau (phénomène de brain shift). Dans le cas du placement d’électrodes pour le
traitement de Parkinson (Bilger et al. (2014a,b)), deux problèmes se posent : d’une part
la cible et les vaisseaux sanguins qui parcourent le cerveau se déplacent, rendant la plani-
fication per-opératoire caduque, mais aussi, dans les jours suivant l’opération, le cerveau
retrouve sa configuration normale (brain shift inverse) et induit un mouvement relatif
des électrodes par rapport à la cible, rendant la stimulation beaucoup moins efficace. Ces
deux phénomènes doivent être pris en compte par le chirurgien afin que la planification
ne soit pas invalidée et la simulation peut y aider.
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Figure 1.1– Visualisation des zones de risques pour la planification de l’insertion d’une
électrode dans le cerceau.
Avec les progrès de la chirurgie laparoscopique et la possibilité de reconstruire l’ana-
tomie 3D à partir d’images médicales pré-opératoires, la réalité augmentée est considéreé
comme une des approches principales du domaine de l’assistance per-opératoire. La réalité
Augmentée est la synthèse de l’imagerie réelle et virtuelle. Au contraire de la réalité
virtuelle, pour laquelle l’utilisateur est immergé dans un monde entièrement artificiel,
l’objectif de la réalité augmentée est de superposer des informations supplémentaires
(synthétiques) sur des scènes réelles. Il peut s’agir simplement de repères anatomiques,
de texte, ou d’informations plus complexes comme des modèles 3D ou des animations
(Klein (2006)). Une des premières études sur la réalité augmentée pour la laparoscopie a
été proposée par Fuchs et al. (1998). Ce travail a porté sur la visualisation pour la chi-
rurgie laparoscopique. Marescaux et al. (2004) ont présenté un des premiers résultats de
réalité augmentée temps-réel pour la surrénalectomie laparoscopique, travail dans lequel
un modèle pré-opératoire est recalé semi-automatiquement. Pourtant, de nombreux défis
restent non résolus afin d’obtenir en temps réel le recalage et le suivi des données pré-
opératoires sur l’organe cible, sans avoir recours à des marqueurs. De premiers résultats
encourageants (Haouchine et al. (2014)), combinant vision par ordinateur et simulation
biomécanique temps-réel, ont permis de recaler et suivre un modèle virtuel du foie durant
une manipulation chirurgicale (fig.1.2).
1.3 La plateforme SOFA
Cette thèse a été effectuée au sein de SHACRA 1, une des trois équipes d’Inria qui
ont initié la conception de la plateforme SOFA 2 (Simulation Open Framework Architec-
ture). Il s’agit d’un projet libre de simulateur physique temps réel spécialement orienté
vers l’application médicale. Conçue par plusieurs équipes d’Inria (SHACRA, IMAGINE,
ASCLEPIOS) SOFA a pour objectif de devenir une référence dans le domaine de la simula-
tion interactive biomécanique sur laquelle travaillent aujourd’hui plusieurs équipes dans le
monde. SOFA est au coeur de nombreux projets de recherche, dont la modélisation cardio-
1. https://team.inria.fr/shacra/
2. http://www.sofa-framework.org/
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Figure 1.2– À partir d’images issues d’une caméra laparoscopique, il est possible de superposer
à celles-ci un modèle simulé afin de représenter des éléments invisibles au chirurgien, comme
les vaisseaux sanguins ou la position d’une tumeur afin d’aider celui-ci dans sa tâche.
vasculaire, la planification de la radiologie interventionnelle, planification pour cryochi-
rurgie, robotique, chirurgie laparoscopique, etc (SHACRA (2014)).
Une start-up InSimo 3 a été créée par d’anciens membres de l’équipe pour fournir
des outils basés sur SOFA. Sa stratégie est de concevoir et vendre des composants pour
accélérer la mise en place de simulateurs ainsi que le transfert de technologies sur le
marché de la simulation médicale. La startup est l’un des partenaires de HelpMeSee 4, une
campagne dont le but est d’éliminer la cécité liée à la cataracte dans les pays pauvres. Elle
cherche donc à former des chirurgiens rapidement et à moindre coût par l’intermédiaire
de la simulation pour pourvoir aux besoins de ces pays.
Le principal but de SOFA est de permettre la collaboration entre des spécialistes
de divers domaines en décomposant un simulateur complexe en briques conçues
indépendamment et de faciliter ainsi la conception de simulateur. Chaque composant
participe à des aspects très différents les uns des autres : on retrouve aussi bien des com-
posants relatifs à la topologie, certains implémentant les modèles physiques, d’autres sur
la boucle de simulation, les solveurs mathématiques, la détection de collision, ou encore la
gestion des interfaces haptiques. Toutes ces briques vont ainsi être assemblées pour créer
un simulateur dont les performances pourront être optimisées par le simple remplacement
d’éléments. De plus, contrairement à la plupart des simulateurs, SOFA cherche à simuler
les aspects biomécaniques de manière précise, ce qui permet aux étudiants d’effectuer des
erreurs et de poursuivre néanmoins l’opération. En effet, les simulateurs actuels sont si-
milaires aux jeux vidéo et sont décomposés en niveaux : ainsi à chaque étape, les modèles
s’initialisent sur une base propre quelque soient les erreurs de l’étudiant. Cela dit, avec un
simulateur basé sur la physique, l’étudiant peut être amené à adapter son mode opératoire
selon les conséquences de chacun de ses gestes.
Des simulateurs de diverses opérations ont été réalisés sur SOFA : entre autres un simu-
lateur pour l’entrâınement de l’opération de la cataracte, un simulateur pour la chirurgie
cardiaque, oreille moyenne et neurochirurgie. Nous avons choisi de montrer ici quelques
3. http://www.insimo.fr/
4. https://www.helpmesee.org/
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exemples pour mettre en évidence la ”versatilité” de la plateforme.
Simulateur laparoscopique La chirurgie mini-invasive consiste à limiter le traumatisme
opératoire en évitant d’effectuer de larges incisions. Ainsi le chirurgien insère un laparo-
scope (fin tube flexible avec caméra et lumière) dans la cavité abdominale ainsi que deux
instruments creux. Le chirurgien opère en ayant effectué trois incisions de moins de 1 cm.
Dans la simulation, le laparoscope ainsi que les deux outils sont manipulables via des
systèmes haptiques et la visualisation s’effectue sur écrans.
Figure 1.3– Simulateur laparoscopique : navigation dans la cavité abdo-
minale.
Simulateur de chirurgie ophtalmique La cataracte est une pathologie qui conduit le cris-
tallin à s’opacifier jusqu’à rendre aveugle le patient. La seule solution consiste à remplacer
le cristallin par un implant, une lentille artificielle qui permettra au patient de recouvrer
la vue. Conçu dans l’optique d’entrâıner les chirurgiens à l’opération, le simulateur est
composé du matériel utilisé dans l’opération réelle (Microscope ophtalmique, pédales) et
de réplique d’outils chirurgicaux qui sont traqués par des caméras (fig.1.4). La plupart
des étapes sont simulées, de l’entaille qui permet le passage des outils (fig.1.5) au rempla-
cement du cristallin (Comas (2010); Courtecuisse (2011)).
Simulateur de chirurgie cardiaque Le coeur est parcouru par un signal électrique qui se
propage sur sa surface et provoque la contraction des muscles. Ce mécanisme permet de
pomper le sang au travers l’organisme, mais le signal peut ne pas se propager correcte-
ment à cause de tissus nécrotiques et provoquer au final un infarctus. Ainsi le chirurgien
va chercher à modifier l’onde électrique en effectuant une ablation du myocardium. Le
simulateur de cette opération a l’intérêt de permettre la planification à partir de données
patients (fig.1.7). Il permet au chirurgien de tester différentes ablations et d’éviter de
produire une fibrillation cardiaque (Talbot (2014)).
Simulateur de l’oreille moyenne L’otospongiose est une maladie osseuse qui réduit la
mobilité de la châıne ossiculaire (marteau, enclume, étrier). Il s’agit d’une surdité de
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Figure 1.4– Simulateur ophtalmologique, le
chirurgien manipule un outil qui agit sur la si-
mulation.
Figure 1.5– Réalisation du tunnel pour
introduire les instruments et enlever le
cristallin.
Figure 1.6– Manipulation d’un cathéter uti-
lisant le système VIST (conçu par Mentice
Corp.) pour obtenir la position virtuelle du
cathéter dans la simulation.
Figure 1.7– Simulation où l’on retrouve
la visualisation par rayon-X, la simulation
du parcours de l’onde électrique et de
l’électrocardiogramme.
transmission, c’est-à-dire que le signal sonore est affaibli et ne permet plus d’atteindre
les capteurs neurosensoriels. La simulation (Kazmitcheff (2014)) permet de reproduire
la transmission de l’onde au travers la châıne ossiculaire et tester différents types de
prothèses (fig.1.8). Elle permet de former des chirurgiens au remplacement de l’étrier par
une prothèse (fig.1.9) et aussi de tester de nouvelles méthodes chirurgicales sans risque de
dommage pour le patient.
Simulateur neuro-chirurgie Certaines pathologies du système nerveux comme la mala-
die de Parkinson nécessitent l’implantation de deux électrodes dans une région précise du
cerveau (noyau sous-thalamique) pour stimuler ce dernier et ainsi atténuer les troubles
de la maladie. Cette opération nécessite d’effectuer une ouverture dans le crâne par la-
quelle s’écoule le fluide cérébro-spinal (CSF). Le cerveau qui n’est plus complètement dans
l’élément liquide se retrouve privé de la poussée d’Archimède et s’affaisse (fig.1.10). Ce fait
entrâıne deux difficultés pour le chirurgien (Bilger et al. (2014a,b)) : lors de l’opération, il
doit éviter les vaisseaux sanguins qui parcourent le cerveau et ensuite lorsque le cerveau
reconstitué recouvre sa forme initiale, les électrodes peuvent avoir quitté la zone à stimuler
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Figure 1.8– Modèle FEM qui permet de vérifier la reconstitution
des déplacements des osselets de l’oreille moyenne en fonction d’une
pression acoustique.
Figure 1.9– Mise en place de la prothèse ossiculaire. Celle-ci est
placée à travers la platine de l’étrier préalablement perforée, puis
fixée à l’enclume.
(fig.1.11).
1.4 La simulation médicale relative aux fluides
Le corps humain est composé de 60% d’eau qui est répartie dans les différents organes.
On peut ainsi s’attendre à ce que les fluides parcourent le corps humain. Ces liquides
peuvent être, entre autres, le sang pour le transport des nutriments, des liquides pour
réduire la friction entre organes. De plus pour que le corps puisse absorber de l’oxygène,
nous avons aussi un contact vital avec l’air, un fluide gazeux. Dans l’intérêt de la simulation
médicale, les mécanismes derrière ces fluides ont autant besoin d’être modélisés.
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Figure 1.10– La perte de CFS lors de l’opération entrâıne un affaissement du cerveau dans
la boite crânienne.
Figure 1.11– La déformation liée au recouvrement du CSF (à droite) modifie le positionne-
ment de l’électrode par rapport à celui per-opératoire.
1.4.1 Écoulements sanguins
La partie des fluides corporels qui présente le plus de publications est certainement celle
qui traite du sang et du système sanguin en général. Le sang est un fluide non newtonien,
c’est-à-dire que sa viscosité est en rapport avec sa vitesse, ce qui induit une difficulté
supplémentaire pour le modéliser (Gijsen et al. (1999)).
Ensuite, le sang se déplace dans les vaisseaux sanguins et il est pompé par le coeur.
La pression exercée par le coeur sur le fluide provoque des déformations des canaux, ce
qui induit le besoin de simuler l’interaction fluide-structure. C’est une piste de recherche
pour mieux comprendre la formation des anévrismes. Le sang à chaque pulsation du coeur
déforme les parois. Ainsi avec le temps, sur le vaisseau sanguin, une poche de sang peut
apparâıtre et lorsque les tissus sont trop dilatés, ils peuvent se rompre et provoquer une
hémorragie qui est souvent fatale (Gerbeau et al. (2005)).
La seconde utilité de la modélisation du circuit sanguin se trouve au niveau du coeur :
soit pour le modéliser et vérifier les propriétés du coeur d’un patient spécifique (Smith
et al. (2011)), soit pour tester le fonctionnement de prothèse de valves cardiaques avant
que celles-ci ne soient utilisées sur un patient (Nobili et al. (2008)).
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Enfin une utilisation interactive du sang permet d’envisager de simuler, non pas le
fonctionnement du système sanguin, mais les hémorragies lors d’opérations chirurgicales.
Ainsi Müller et al. (2004) donnent la possibilité d’utiliser un fluide à particule qui soit à
la fois interactif et qui permet la prise en compte des contacts.
1.4.2 Fluides volumiques
Dans un grand nombre de cas, les fluides seront en interaction avec des structures
complexes. Ainsi, en rhino-chirurgie, la simulation de l’air permet de comprendre les
problèmes liés à une cavité nasale obstruée et ainsi planifier les opérations nécessaires
pour permettre au patient d’avoir une ventilation normale (Weinhold et Mlynski (2004)).
Le chirurgien peut aussi avoir besoin d’injecter un gaz inerte dans la paroi abdominale
pour gonfler le corps et faciliter le passage des instruments lors d’une laparoscopie (Bano
et al. (2012)). Dans ce cas, le fluide sera en contact avec de nombreux organes.
La simulation des interactions entre fluides et solides a permis d’améliorer le réalisme
de certains modèles. Dans l’exemple des déformations liées à l’extraction de tumeurs dans
le cerveau, les modèles antérieurs à Hagemann et al. (2002) considéraient le fluide cérébro-
spinal comme un solide élastique. L’ensemble du crâne et de son contenu était modélisé
par un solide dont les paramètres variaient selon la nature de l’organe. Ce choix entrâınait
des déformations improbables. Dans la même nature, Bilger et al. (2014b) travaillent sur
la modélisation du CSF pour traiter du problème de brain-shift (déformations liées à la
perte de CSF).
D’autres travaux se concentrent sur le comportement des fluides d’un point de vue
microscopique. Ainsi Yao et al. (2013) parlent de la simulation de fluide en milieu poreux
et plus précisément au travers d’ouvertures de taille cellulaire dans les ligaments.
1.4.3 Film fluides
Certains fluides vont être contraints dans des poches, c’est le cas de certains fluides qui
apparaissent comme un aspect d’une pathologie. C’est le cas des œdèmes qui sont une
accumulation de liquide dans les organes. Il peut être intéressant dans le cas du cerveau
d’en prévoir les évolutions Li et al. (2010).
Les fluides peuvent ainsi être enfermé dans des espaces de faibles épaisseurs, comme le
liquide synovial (articulation Xu et al. (2013)) ou liquide pleural (au niveau des poumons
Moghani et al. (2007)) qui servent de lubrifiant.
D’autres liquides sont insérés dans le corps humain comme les gels microbicides (Karri
(2011)). Il existe aussi le cas d’infiltration épidurale (Dang et al. (2001)) : le but est
d’injecter un corticöıde entre deux vertèbres pour traiter des affections de la colonne
lombaire.
On retrouve ainsi de nombreux exemples de diverses natures. C’est ainsi que l’interac-
tion fluides-structures va se retrouver au cœur de cette thèse.
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1.5 Contributions
Cette thèse a pour but d’apporter une nouvelle solution pour la simulation de l’interac-
tion entre fluide et structure dans le contexte du médical. Plus précisément, elle s’articule
autour du cas particulier où le fluide est compris entre deux surfaces. Le fluide forme ainsi
un film entre deux couches de tissu dont l’épaisseur est relativement faible par rapport à
la surface. La thèse a pour but de permettre l’utilisation d’un tel fluide au sein de simula-
tions médicales. Ces applications peuvent avoir un intérêt dans l’apprentissage des gestes
chirurgicaux ou dans la planification des opérations. Il est aussi nécessaire que la simula-
tion soit en temps-réel ou proche du temps-réel pour favoriser l’interaction du chirurgien
avec la simulation. De plus, le domaine d’application de cette thèse peut être vaste par
le fait que des fluides de natures variées sont contraints entre des tissus et peuvent être
susceptibles d’être simulés de cette manière : œdèmes, liquides lubrifiants et amortissants,
médicaments, produits chirurgicaux.
Dans le chapitre 2, il est question d’une description des principes mathématiques et des
lois physiques appliquées à la théorie des solides déformables. Pour pouvoir appréhender
l’interaction fluide-structure, il faut en plus connâıtre les moyens d’appliquer une force
externe sur le solide.
Le chapitre 3 est consacré à la simulation de fluide. De manière similaire au chapitre sur
les solides, il décrit la théorie qui se trouve derrière la mécanique des fluides numériques.
Les choix qui ont été faits lors de l’élaboration du modèle de fluide y seront exposés.
Ensuite, le chapitre 4 va quant à lui être le ciment entre les deux précédents chapitres.
Il va décrire la méthode qui a été utilisée pour associer les forces d’interactions entre fluide
et solide. Ce chapitre prendra aussi en compte l’implémentation de cette méthode et des
résultats sous forme d’analyse de sensibilité.
Après, le chapitre 5 va fournir deux applications médicales pour le modèle de fluide
implémenté qui a été utilisé.
– L’opération de la cataracte pour l’étape de l’hydrodissection.
– La prise en considération de la graisse comme un fluide dans le cadre du fat-filling
pour la chirurgie reconstructive.
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Intégration explicite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
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La simulation d’un fluide entre deux éléments solides déformables nécessite de
s’intéresser à la modélisation de ces derniers. Néanmoins, il existe de nombreuses méthodes
qui permettent de décrire et simuler les structures déformables qui vont du comportement
phénoménologique à la modélisation des mécanismes au niveau atomique.
Ici, les contributions seront d’avantage axées sur l’interaction fluide-structure, il n’y
aura donc pas de contribution sur la simulation des déformations à proprement par-
ler. Cependant, il a semblé important de poser les bases des équations et de permettre
leur compréhension. Il n’est pas question de fournir une démonstration rigoureuse des
équations, l’objectif est plutôt de définir les raisons des choix de modèle et de méthode
dans le cadre de la simulation. Ainsi, nous avons fait le choix de la mécanique des milieux
continus avec l’élasticité et de la méthode des éléments finis.
Dans ce chapitre, nous commencerons par présenter les équations qui gouvernent le
comportement de la matière constituant les objets déformables. Or, ces équations doivent
être appliquées à des objets de formes arbitraires. Nous présenterons donc la méthode des
éléments finis qui transforment les équations de telle manière à permettre leur résolution
sur les objets déformables par la discrétisation de ces derniers. Enfin, nous présenterons
l’intégration du problème dans le temps pour permettre l’animation des solides en dyna-
mique (au cours du temps.).
2.2 Mécanique des milieux continus
La matière qui constitue notre environnement n’est pas telle que nous l’apercevons.
Tout comme une étendue de sable, de loin, elle nous semble lisse et continue, mais de près,
on peut apercevoir les grains qui constituent la matière. C’est à partir de cette observation
qu’en 450 avant JC, les philosophes Leucippe et Démocrite ont été les premiers à émettre
l’hypothèse que la matière est composée de particules élémentaires nommées atomes. Mais
ce n’est qu’en 1808 que cette hypothèse a été remise au goût du jour par le chimiste Joseph
Dalton. Depuis, nous savons que la matière est constituée principalement de vide, où les
atomes jouent à un ballet à l’échelle du microscopique.
Néanmoins, pour étudier les caractéristiques des matériaux, il n’est pas nécessaire de
travailler à l’échelle de l’atome : une branche de la physique nommée mécanique des
milieux continus permet d’éviter de prendre en compte la composition moléculaire de la
matière et se concentrer sur les phénomènes observables à un niveau macroscopique. Ces
théories s’appliquent aussi bien à la mécanique des fluides qu’à la mécanique des solides
déformables.
Ainsi les déformations des matériaux sont décomposées en classes de comportements
qui servent de base à la définition des modèles.
L’élasticité correspond à une déformation qui alors qu’elle est produite par une charge
est entièrement réversible : lorsque l’on arrête de solliciter les matériaux, ils reviennent à
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leur forme initiale. Les déformations liées à l’élasticité sont découplées du temps et ainsi
la réversibilité est instantanée. De ce fait, il y a entre les paramètres de charge et de
déformations une relation biunivoque. C’est-à-dire que pour chaque charge possible, il n’y
a qu’une seule déformation et vice-versa.
La viscosité induit une relation entre la vitesse de déformation et la tension liée à une
charge. La viscosité est dite pure si cette relation est biunivoque. Si en plus cette relation
est linéaire, le modèle répond à la loi de Newton.
Pour modéliser l’apparition de déformations permanentes ou dislocations, il faut faire
appel à la plasticité. Ces déformations sont effectives une fois qu’un seuil de charge est
atteint. Dans le cas où le seuil n’évolue pas avec le chargement, le comportement est
dit plastique. Deux phénomènes y sont liés : l’écrouissage qui contrecarre les dislocations
par un effet de durcissement du matériau et la restauration qui par activation thermique
permet une recristallisation des dislocations.
2.2.1 Description du mouvement
Avant de décrire le comportement d’un solide, il faut définir les bases sur lesquelles
se fondent les descriptions. Ainsi, la déformation d’un objet se traduit par un mouve-
ment d’une partie de l’objet par rapport à une autre. Les deux parties de l’objet étant
solidaires, la forme de l’objet se trouve ainsi altérée. De manière plus conventionnelle, la
déformation est une grandeur qui définit la variation de dimension relative d’une portion
de matière. Il existe deux descriptions majeures pour définir cette grandeur physique,
nommé mouvement : les descriptions lagrangienne et eulérienne.
Description Lagrangienne
La description lagrangienne est la plus facile à appréhender. Elle décompose le vo-
lume en particules pour lesquelles sont associées leurs positions dans l’espace ainsi que
leurs propriétés physiques. Le déplacement de chaque particule peut être ainsi suivi
indépendamment. Le déplacement relatif des particules d’un même objet donne lieu
à des déformations. La position d’une particule q sera représentée en fonction du temps t
et de sa configuration initiale q̄ (fig.2.1).
q = φ(q̄, t) (2.1)
Description Eulérienne
Dans le cas d’une description eulérienne, le point de vue de l’observateur n’est pas le
même. On décrit en chaque point de l’espace, les variations des propriétés mécaniques.
Un point est fixé dans l’espace, et donc sa position ne varie pas au cours du temps. Par
contre, on obtient les grandeurs physiques des différentes particules qui passent par celui-
ci. Il s’agit pour la description eulérienne de décrire la vitesse v de l’objet à l’instant t au
niveau du point référant r.
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Figure 2.1– Champ de déformation qui associe à tout point de l’espace de départ, un point
dans l’espace déformé.
v = ϑ(r, t) (2.2)
Bien que ce ne soit pas une règle absolue, la description lagrangienne est principalement
utilisée pour les solides élastiques vu qu’ils sont structurés de manière ordonnée, tandis
que la description eulérienne est essentiellement utilisée pour les fluides où l’on cherche à
définir les flux de matière.
2.2.2 Les tenseurs de déformations
À partir de la description lagrangienne, on peut mesurer la déformation entre deux
points infiniment proches qui se trouvent initialement à proximité du point q̄. Le vecteur
constitué de ces deux points dq est à comparer avec celui de la configuration initiale dq̄.
Ainsi le gradient de déformation F décrit la variation du vecteur dq entre ces deux points
par rapport à leur configuration initiale dq̄.
dq = Fdq̄ (2.3)
Le tenseur gradient
Le tenseur gradient est une matrice dont l’ordre correspond au nombre de dimensions
du domaine. Il est obtenu en dérivant la fonction φ dans toutes les directions.







Autrement dit, on compare pour chaque direction la variation du point q par rapport à
celle que l’on fait subir au point q̄.





Le tenseur gradient est néanmoins insuffisant pour représenter exactement l’état de
déformation. En effet, il existe des cas de déplacements où le tenseur gradient est différent
de l’identité mais où l’on se retrouve dans la configuration des solides indéformables,
notamment le cas de la rotation autour d’un axe.
À partir de là, des tenseurs plus élaborés permettent de définir de manière plus précise
la déformation. La liste de ces tenseurs est longue et on retrouve dans Müller et al. (2002)
un comparatif de certaines de ces méthodes et leur implication sur le comportement de
l’objet.
Le tenseur de déformation de Cauchy-Green
Le tenseur de Cauchy-Green noté εc se calcule en prenant comme base le carré du
vecteur dq.
(dq)2 = dq · dq (2.6)
= (Fdq̄) · (Fdq̄) (2.7)
= dq̄ · (FTFdq̄) (2.8)
Le tenseur de Cauchy-Green, aussi nommé tenseur dilatation, est défini en posant
εc = FTF. On obtient donc une configuration où la variation de la distance n’est pas
influencée par la rotation. Dans le cas où il n’y a pas de variation de la distance on
obtient εc = I.
Le tenseur de Green-Lagrange
Le tenseur de déformation de Green-Lagrange quand à lui est calculé à partir de la
différence entre les carrés de sa configuration initiale et déformée.
(dq)2 − (dq̄)2 = dq̄ · (εcdq̄)− (d̄q · d̄q) (2.9)
= dq̄ · (εc − I)dq̄ (2.10)
= 2dq̄ · (1
2
(εc − I)dq̄) (2.11)
Ainsi le tenseur correspond à εg =
1
2
(εc− I). Si la variation est nulle, on obtient alors que
le tenseur εg est nul.
Maintenant, il s’agit de définir le déplacement du point lié à la déformation u et son
gradient U issue de la dérivée dans les directions.
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U = F− I (2.14)





















(UT + U)︸ ︷︷ ︸
lineaire
(2.18)
De cette manière, il est possible de séparer une composante linéaire et une autre non
linéaire. Et grâce à l’hypothèse où il n’y aurait que des petites perturbations, c’est-à-
dire que les déformations restent petites face à la taille de l’objet, la composante non
linéaire est négligeable face à la composante linéaire. On peut donc simplifier le tenseur




(UT + U) (2.19)
Cependant, il faut faire attention que l’on reste dans l’hypothèse des petits
déplacements si l’on souhaite éviter d’obtenir un comportement faussé.
Les tenseurs dans un environnement 3D sont représentés par des matrices symétriques
d’ordre 3. Les formules qui les utilisent, manipulent des produits tensoriels qui conduisent
à l’utilisation de matrices à 4 dimensions et complexifient la notation. Pour simplifier cela,
on passe par la notation de Voigt qui consiste à obtenir à partir d’une matrice symétrique,
un vecteur où chaque élément de la matrice est représenté en supprimant les doublons
issus de la symétrie. Ainsi, le tenseur de Green-Lagrange passe d’une matrice à deux
dimensions à un vecteur :
ε =
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Le tenseur de contrainte de Cauchy
Le tenseur de déformation ne prend en compte que des aspects géométriques en faisant
fi des aspects mécaniques, c’est-à-dire de la cause du déplacement.
Le postulat de Cauchy est l’hypothèse fondatrice de la mécanique des milieux conti-
nus. Ainsi les forces exercées sur un objet sont partagées en deux catégories : les forces
externes et les forces internes. Les efforts externes correspondent aux forces exercées par
les systèmes extérieurs, elles sont notées fext : on peut y voir les exemples de la gravité,
les forces électromagnétiques et les forces d’inertie. Ces efforts, dit volumiques, sont dus à
des actions à distance et leur modélisation ne pose en général pas de problème. Les efforts
internes quand à eux permettent de maintenir la cohérence de la structure.
En ce qui concerne les forces internes, le postulat de Cauchy fait l’hypothèse que les
efforts exercés sur une partie du milieu par le reste de l’objet peuvent être représentés par
une répartition surfacique des forces. Ainsi au niveau d’un point m, on peut considérer une
surface ds (aussi nommée facette) de normale ~n. On obtient un vecteur ~T (m,~n) appelé
vecteur contrainte qui correspond à la force exercée par le voisinage du point m.
Figure 2.2– Evaluation du vecteur contrainte ~T pour définir les forces internes au point m.
Les composantes du vecteur contrainte sont homogènes à une pression. À partir de
là on définit, la contrainte normale σc comme la projection de ~T sur la normal ~n et la
contrainte de cisaillement τc la projection sur la facette du point m.
Les tenseurs de contraintes de Piola-Kirchhoff Un autre tenseur de contrainte peut-
être utilisé, celui de Piola-Kirchhoff, noté σp, qui exprime les contraintes en fonction des
positions de références, contrairement à celui de Cauchy qui exprime les contraintes en
fonction de données de la configuration courante.
σp = det(F) · σc · F−T (2.21)
Ce tenseur est non-symétrique et utilise la configuration déformée, ce qui fait qu’il est
principalement utilisé pour la prise de mesure de contraintes, plutôt que pour la simulation
numérique. Le deuxième tenseur de Piola-Kirchhoff, noté σs , permet quand à lui de définir
les contraintes dans la configuration de référence. Ce dernier tenseur est symétrique et il
est fréquemment exploité dans la simulation.
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σs = det(F) · F · σc · F−T (2.22)
De la même manière que les tenseurs de déformation, le tenseur de contrainte peut être
exprimé sous la notation de Voigt 1 .
σ =











2.2.3 Loi de comportement
Modèle non-linéaire
La description de la déformation ε et la contrainte σ vont permettre de définir la loi
de comportement. Ainsi la déformation appliquée à un point va générer des forces qui
vont contraindre le déplacement. La loi de comportement va créer une relation entre la





W (ε) correspond alors à l’énergie de déformation. La fonction peut alors être très
complexe, notamment dans les cas de matériaux hyper-élastiques (élasticité non linéaire).
Modèle linéaire
La loi de Hooke, ainsi que les lois de matériaux néo-Hookéens permettent de linéariser
la fonction W en ne considérant que la partie linéaire de la déformation. La loi de Hooke
a été initialement formulée en latin ”ut tensio sic vis”, ce qui signifie ’telle extension, telle
force’. Ainsi, on n’utilise plus l’énergie de déformation, mais on garde une simple relation
entre déformation et contrainte.
Dans le cas simple d’une déformation par traction (étirement) ou compression d’une
pièce dans une seule direction, la loi de Hooke s’écrit :
σ = Eε (2.25)
Avec E, le module de Young qui correspond à la raideur du matériau. Le coefficient est
directement obtenu par des expérimentations sur les matériaux. Dans le cas d’un matériau
1. Pour rester cohérent avec la formulation 2.25, le tenseur de déformation 2.20 selon Voigt posséde un coefficient de 2
par rapport au tenseur de contrainte 2.23.
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((1 + ν)σ − νTr(σ)I) (2.26)
Avec ν qui correspond au coefficient de Poisson qui indique la relation entre la déformation
longitudinale et latérale.
Modèle corotationnel
Des approximations ont été faites d’une part du coté cinétique par la loi de Hooke,
d’autre part du côté géométrique par le tenseur de Green-Lagrange linéarisé. Cela dit,
la linéarisation de cette dernière provoque des artefacts géométriques qui apparaissent
notamment lors des rotations. Deux différentes approches existent, la première qui évalue
la rotation de l’objet entier, la seconde qui effectue la rotation pour chaque élément de
l’objet.
Le modèle global du co-rotationnel consiste à séparer la partie déplacement de l’objet
de la partie déformation. Cela s’effectue en utilisant pour l’objet un repère local. De ce
fait, les forces conduisant à un déplacement modifient la position de l’objet de manière
rigide, tandis que les déformations agissent sur l’objet par le modèle local. Ce modèle
permet d’effectuer de grands mouvements de l’espace, mais les déformations au niveau
de l’objet doivent rester petites. Cette approche permet d’obtenir un résultat similaire à
l’utilisation du tenseur de Cauchy-Green, c’est-à-dire une invariance par rotation.
Le modèle local quant à lui, permet de gérer les non-linéarités géométriques en
considérant la rotation sur chaque élément. Le gradient de la fonction de déplacement
φ est décomposé pour chaque point de telle manière à faire apparâıtre une matrice pour
les rotations et déplacements R d’une part, ainsi qu’une matrice pour les distorsions S.
grad(φ) = RS (2.27)
2.2.4 Relations entre forces et contraintes
Précédemment, la notion de contrainte a été liée avec la notion de déformation. La
contrainte correspond aux efforts engendrés par la déformation. Dans le cas où il n’y a
aucune force extérieure au système, les efforts engendrés par une déformation permettent
à l’objet à revenir sous sa forme initiale s’il est élastique. Ainsi les efforts internes, mais
aussi les efforts externes engendrent le déplacement de la matière. L’équilibre de ces forces
sur le domaine est donné par l’équation suivante qui est aussi appelé comme formulation
forte du problème.
div(σ) + fext = ρü (2.28)
où ρ est la masse volumique et fext les forces externes. Elle permet de relier ces forces à
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la position de chaque point du domaine u. Cette formulation a le désavantage de rendre
difficile la distinction des différents types de forces externes. En effet, elles regroupent aussi
bien les forces à la frontière du domaine (contacts, pression) que les forces de volumes
(gravité, termes inertiels). Pour pallier cela, on passe par la formulation variationnelle, ou
formulation faible, qui permet de supprimer l’opérateur de divergence. Le but est d’alors
d’intégrer sur le domaine Ω la précédente équation multipliée par la fonction de test Ψ(m).∫
Ω
Ψ(m) · div(σ) · dV +
∫
Ω
Ψ(m) · fext · dV =
∫
Ω
Ψ(m) · ρü · dV (2.29)
Cette équation correspond à l’équation 2.28, sous la condition qu’elle soit vérifié pour
l’ensemble des points m du champ vectoriel Ψ(m). À partir de là, on peut exprimer
l’opérateur de divergence en utilisant le théorème de Green-Ostrogradski. Ce qui permet
de placer l’opérateur de divergence vers la fonction de test.∫
Ω
Ψ(m) · div(σ) · dV =
∫
Ω
σ · grad(Ψ(m)) · dV +
∫
∂Ω
Ψ(m) · ρ · ~n · dS (2.30)
On obtient une formulation où les conditions aux limites sont représentées par l’intégrale
surfacique et la rigidité du matériau par l’intégrale volumique.
2.3 Méthode des éléments finis
Dans la section précédente, les équations régissant la physique ont été décrites. Il
faut maintenant intégrer ces équations sur l’ensemble du domaine. Il n’est pas possible
de représenter chaque point de la matière, il faut donc une méthode pour réduire le
nombre d’équations. La méthode des éléments finis permet de calculer une approximation
numérique dans le cadre des objets déformables et permet le calcul à partir d’équations
aux dérivées partielles.
2.3.1 Discrétisation spatiale
La première étape consiste à découper le domaine en formes géométriques simples
comme le tétraèdre ou l’hexaèdre que l’on nomme éléments. À partir de là, on obtient un
nombre fini de points de contrôle reliés entre eux. Le but est de poser les équations aux
niveaux des points, puis de déduire par interpolation la solution sur le reste du domaine.
Cette méthode permet de réduire le nombre de calculs et d’obtenir une approximation
de la solution du problème en tout point du domaine. Plus les éléments qui composent
l’objet seront petits, meilleure sera la solution : par une meilleure couverture du domaine,
les erreurs seront moindres. Cela dit, plus le nombre d’éléments est important, plus il y
aura de calculs à résoudre et donc le temps passé pour résoudre le système sera long. En
pratique, il faut rechercher le meilleur compromis entre la précision du résultat et le temps
de calcul. Un autre élément intervenant sur la précision de la solution est le choix de la
fonction de forme, c’est à dire la fonction d’interpolation entre les nœuds du domaine.
26 CHAPITRE 2. SIMULATION DES TISSUS MOUS
2.3.2 Fonction de forme
Une fois que le domaine de l’objet a été discrétisé, il est possible de définir des points de
contrôle au niveau des nœuds du maillage pour que les équations de la mécanique y soient
intégrées. Sur ces points, des grandeurs physiques, aussi nommées degrés de libertés y sont
associées pour définir les différents états de la matière (position, rotation, température).
Pour connâıtre ces valeurs en tout point du domaine, on interpole les valeurs entre les
points grâce à une fonction de forme. Ainsi, une de ces grandeurs physique peut être




Ψi(m) · u(i) (2.31)
Avec i les nœuds du maillage et Ψi la fonction de forme qui permet de définir quelle
est l’influence du point i sur le point m. Pour rester cohérent, il faut que la somme des
influences Ψi sur un point m soit égale à 1. Pour simplifier les relations, seuls les nœuds de
l’élément où se trouve le point m sont considérés, la fonction de forme des autres points est
donc nulle. De plus, les fonctions de forme sont souvent des polynômes, faciles à dériver
et offrant une précision généralement suffisante.
2.3.3 Intégration des équations
Après avoir défini le maillage et une méthode permettant la continuité des grandeurs
physiques dans le domaine, il faut intégrer au niveau de chaque nœud les équations de la
mécanique des milieux continus. Pour cela, la fonction de test Ψ(m) doit être remplacée
par la fonction de forme Ψi(m). Ainsi on obtient l’équation principale de la méthode des
éléments finis, locale pour chaque élément e :
∫
Ve















Ψi(m) · ρ · ü · dV︸ ︷︷ ︸
Forces d’inertie
(2.32)
Pour pouvoir utiliser cette équation, il est nécessaire de la ré-écrire en faisant ap-
parâıtre les déplacements. Ainsi de ces équations, on obtient un ensemble de matrices qui
permettent de résoudre le problème et trouver les forces agissant au sein des éléments.
Matrice de masse
À partir des forces d’inertie et des fonctions de forme, il est possible d’exprimer la
masse sur les nœuds de l’élément e :
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∫
Ve
Ψi(m) · ρ(m) · ü(m) · dV =
∫
Ve
N · ρ ·N · ü(i,m) · dV (2.33)
= Me · üe (2.34)
On obtient une matrice de masse qui repartit la masse de l’élément e entre chaque chaque
nœud de l’élément.
Matrice de rigidité
Dans le cas général, il n’est pas possible d’écrire la rigidité d’une structure par une
matrice constante. En effet, les forces internes créées par cette rigidité ne sont pas
nécessairement en relation linéaire avec les déplacements. En revanche, dans le cas des
petits déplacements, on peut obtenir une matrice de rigidité Ke = Ke(u) constante. Si on
sort de ce cadre, il faut linéariser localement les forces internes pour obtenir une matrice
de rigidité tangente avec comme contrainte de recalculer la matrice à chaque pas de temps
ou itération du calcul.
Matrice d’amortissement
Lorsque l’on regarde les équations de Cook (1981), il manque la transformation d’une
partie de l’énergie mécanique sous forme thermique. On peut alors exprimer une matrice
d’amortissement qui permet de simuler ce phénomène. On emploie alors l’amortissement
de Rayleigh.
Be = αMe + βKe (2.35)
où α et β correspondent aux coefficients de Rayleigh, où α (resp. β) correspond au coef-
ficient de Rayleigh pour la masse (resp. pour l’amortissement).
Conditions limites
Les conditions limites traduisent les relations qu’a l’objet à la limite de son enveloppe.
Il s’agit de forces de contact qui agissent sur l’objet. Chaque type de contact possède ses
propres caractéristiques. On peut par exemple, fixer des noeuds de l’objet dans l’espace
en forçant la relation u(q̄) = 0. Les forces de contact relatives au fluide seront détaillées
plus tard dans le chapitre 4.
Ainsi, à partir des relations données par 2.32, on obtient la relation matricielle suivante :
Meüe +Beu̇e +Keue = fe (2.36)
La relation ci-dessus ne présente qu’un seul élément du maillage. Pour représenter
tout l’objet, il convient donc d’assembler les matrices locales entre elles. Pour cela, il
suffit d’additionner les composantes locales entre elles, c’est-à-dire d’effectuer la somme
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de chaque élément adjacent au nœud considéré. Après cette étape, une force appliquée
sur un point se propage aux points voisins.
L’ensemble des éléments doit être assemblé en fonction de la topologie de l’objet pour
pouvoir être calculé globalement. En effet, on ne peut pas résoudre chaque opération
séparément étant donné qu’une force appliquée sur un élément va avoir un effet sur les
noeuds qui dépendent aussi d’autres éléments. Il convient donc d’assembler les différentes







Avec Ge matrice de globalisation qui permet de transformer les indicess de l’élément e,
en indice dans le modèle global. Chaque point va être associé à une numérotation globale
unique qui permettra de connâıtre les noeuds sur lesquels la matrice élémentaire va agir.
2.3.4 Choix de modélisation
Le corps humain est composé de diverses structures anatomiques. En général les tissus
anatomiques sont anisotropes et parfois hétérogènes (plusieurs structures coexistent dans
le même organe, comme les organes vascularisés). Pour se rapprocher du comportement de
l’organe, il faut être capable d’utiliser des modèles adaptés, tout en cherchant le meilleur
compromis entre précision et temps de calcul.
Ainsi, nous aborderons deux manières de simuler les tissus (fig.2.3). Tout d’abord
il s’agira de représenter des structures pleines, des organes dont le volume n’est pas
négligeable. Ce type de modèle permet non seulement de simuler des organes dont la
topologie est complexe, mais aussi des objets de faible épaisseur mais dont la composition
n’est pas homogène (la peau, dont nous parlerons dans le cas de la chirurgie reconstruc-
tive, en est un bon exemple). Dans le cas où le matériau présente moins d’hétérogénéités
(muqueuses ou membranes par exemple), une approche surfacique peut se révéler appro-
priée.
Figure 2.3– Fluide (bleu) en contact avec des solides déformables (jaune). À gauche, un cas
où les solides sont volumiques. À droite, un solide plat à faible épaisseur.
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Modélisation volumique
Les modèles volumiques concernent les structures pleines. C’est à dire les organes
comme le foie, le cerveau, les muscles. Cette modélisation n’est pas forcément fidèle,
étant donné que les organes sont généralement vascularisés, mais elle est suffisante pour
la plupart des simulations.
Dans le cadre de simulations temps réel, deux ”lois de comportements” sont
fréquemment utilisées : le modèle linéaire (petites déformations, petits déplacements)
et le modèle corotationnel (petites déformations, grands déplacements).
Le modèle linéaire basé sur les éléments finis permet de garder la matrice de rigidité
constante sur le temps de la simulation. Il est construit avec la loi de Hooke sur le ten-
seur de Green-Lagrange linéarisé. Ainsi, à partir de 2.19, on obtient une relation entre























Que l’on peut réécrire :
εe = Fe · ue (2.39)
En appliquant, le principe des travaux virtuels, on obtient l’équation qui met en avant
la matrice de rigidité Ke qui est indépendante du déplacement.
uT · fe =
∫
V e
εT · σ (2.40)
uT · fe =
∫
V e
(Fe · ue)T · (Ee · Fe · ue) · dV (2.41)
fe = F
T
e · Ee · Fe · ue · Ve (2.42)
fe = Ke · ue (2.43)
Où Ve est le volume de l’élément. À noter aussi que cette formulation ne concerne que les
petits déplacements. De ce fait, de trop grandes déformations apparaissent, ce qui invalide
l’utilisation de ce modèle lorsque l’on cherche à avoir un comportement réaliste.
Lors de l’utilisation du modèle corotationnel, une rotation rigide Re s’effectue sur
chaque élément, ce qui permet d’éliminer la composante de rotation dans le calcul du
déplacement. Cela induit que le déplacement des points est plus adapté au calcul des
déformations vu que ces dernières sont calculées dans un repère local. On obtient donc
les forces fe qui sont appliquées aux sommets des éléments :
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fe = Re · F Te · Ee · Fe ·RTe · (qe − q̄e) (2.44)
Modélisation surfacique
Les modèles surfaciques sont des structures de faible épaisseur. Ils sont utilisés lors
de la modélisation de structures, comme le tube digestif, les vaisseaux sanguins ou les
membranes de tissus autour des organes, tels que la capsule de Glisson qui recouvre le
foie.
Les modèles surfaciques doivent être capables de reproduire certains comportements.
Les modèles sont ainsi décomposés en deux catégories : la théorie des plaques et la théorie
des coques minces.
La théorie des plaques s’inspire de la théorie des poutres et repose sur le fait que les
forces qui agissent sur les éléments sont transversales à la surface, ainsi la charge à l’effet
d’une pression sur l’objet. Cette pression provoque une flexion de l’objet qui est une
déformation qui se traduit par une courbure. Dans le cas de la théorie des coques minces,
la charge peut être orientée dans toutes les directions. De ce fait, en plus de la flexion,
le modèle permet la torsion des éléments, donc une déformation issue de la sollicitation
d’une rotation, ainsi que la compression de l’objet.
Modèles à coque et méthodes à éléments finis.
Pour calculer la matrice de rigidité, il faut commencer par considérer la déflexion uz.
Cette déflexion est mesurée sur l’élément considéré. On a ainsi un élément surfacique qui
n’est pas planaire. La formulation donnée par Przemieniecki (1985) permet de calculer la
déflexion, c’est-à-dire le déplacement normal au plan formé par les nœuds de l’élément.
uz = c1 + c2x+ c3y + c4x





Cette formulation fait apparâıtre un ensemble de constantes ci en fonction des coordonnées
(x, y) dans le plan de l’élément. Ainsi ces constantes peuvent être évaluées en terme de
déplacement et de pente au niveau des nœuds de la surface en considérant :
u = Cc (2.46)
À partir des déplacements placés dans la matrice C et des coefficients c on obtient le vec-
teur flexion u. Cette formule donne l’interpolation du déplacement normal en tout point
de l’élément en fonction des déplacements en translation et orientation des noeuds de
l’élément. À partir de cette interpolation, et en appliquant les équations de l’élasticité
linéaire, on obtient la matrice de rigidité de l’élément correspondant à la flexion de
l’élément. Ce dernier correspond à la flexion liée à chaque noeud qi et à leur dérivée
dans l’espace. Dans ce cas, la déformation s’écrit en fonction de la flexion.






































 = D · c = DC−1u (2.48)
Avec D matrice dépendant de la position. La déformation est alors donc corrélée avec la
flexion agissant sur l’élément. On obtient donc avec la formulation variationnelle :
uT · fe =
∫
V e
εT · σ (2.49)
uT · fe =
∫
V e
C−T ·DT · Ee ·D · C−1 · dV · uz (2.50)
fe = Ke · uz (2.51)
En pratique le calcul de l’intégrale doit se faire en utilisant la quadrature de Gauss.
Cette dernière dit que dans le cas d’une surface triangulaire, il est possible d’évaluer








Où wi est la pondération et fi est le résultat de la fonction f au point i. De manière
classique dans ce genre de problème, les points d’intégration sont choisis au centre des











Où Ci et Di sont les matrices évaluées à chaque point de Gauss i, A se trouve être l’aire
du triangle et t son épaisseur.
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2.4 Intégration temporelle.
2.4.1 Intégration du problème
Maintenant que les systèmes d’équations ont été établis, nous allons examiner les tech-
niques habituellement utilisées pour les résoudre. Tout d’abord, il faut différencier les
problèmes statiques et dynamiques. Dans le premier cas, on cherche à atteindre l’équilibre
du système. C’est-à-dire qu’une fois que les paramètres d’entrée sont fixés, on obtient
un système qui n’évolue plus au cours du temps et dont le comportement respecte les
contraintes sur le domaine. A contrario, un système dynamique permet de représenter
l’ensemble des états transitoires au cours le temps. Ainsi, dans le cas de la simulation des
déformations, il est possible de connâıtre les différentes étapes du mouvement.
L’étude de l’équilibre des déformations se fait à vitesse nulle et sans que la notion de
temps n’intervienne . Les résultats équivalents en dynamique correspondent au moment
où les différents éléments de la simulation ne sont plus en mouvement. Au niveau des
équations (2.54), cela revient à considérer les termes inertiels comme nuls. Or dans le cas
dynamique, il convient de connâıtre ces termes, c’est-à-dire la masse M et l’accélération
a.
f(u, u′) + fext =
{
Ma si problème dynamique
0 si problème statique
(2.54)
Modèles statiques
Les problèmes statiques permettent de modéliser des systèmes dont les états transitoires
ne sont pas intéressants. Ils sont utilisés, par exemple, dans l’étude de déformation de
ponts, à la répartition de la température dans une pièce en fonction des points chauds et
froids. Ces problèmes nécessitent généralement une grande précision de la solution. Dans
le cas des solides déformables, on commence par écrire un développement de Taylor pour
exprimer la force en fonction du déplacement :
0 = fext + f(u+ ∂u) (2.55)




Ainsi la composante des forces extérieures fext est connue, et la méthode des éléments
finis permet de calculer les forces internes f(u). ∂u, quand à lui, correspond à l’erreur
de déplacement qui aurait permit d’obtenir l’équilibre des forces. La seule correction du
déplacement u en fonction de l’erreur ∂u n’est néanmoins pas suffisante. Il faut vérifier
que les forces engendrées par le déplacement corrigé soient à l’équilibre. L’utilisation de
la méthode de Newton-Raphson permet d’effectuer des corrections de manière itérative
jusqu’à converger vers une configuration où la somme des forces est annulée (Crisfield
(1997)). Cette technique rend nécessaire de résoudre les équations de déformation à chaque
modification des déplacements.
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Modèles dynamiques
Les systèmes dynamiques présentent, de plus, la contrainte que la répartition des forces
doit évoluer au cours du temps. La résolution du problème est similaire au cas statique,
auquel il faut ajouter les termes d’inertie. Dans les faits, une seule itération de l’algo-
rithme de Newton-Raphson peut être suffisante quand il existe des contraintes en temps
de calculs comme les cas de simulation temps-réel. En effet, le résidu dû à l’approximation
par linéarisation sur le pas de temps est négligé. Dans les faits, lorsque le mouvement est
relativement lent par rapport au pas de temps choisi, l’erreur est négligeable. Avec un
système dynamique, on cherche à représenter l’évolution de l’objet au cours du temps.
Il faut définir un pas d’échantillonnage temporel ∆t pour itérer les différents états tran-
sitoires qu’il convient de simuler. Ce pas de temps correspond au temps virtuel simulé
entre les calculs de deux états de solide. Lorsqu’il y a des contraintes de temps réel, il est
nécessaire que les calculs se fassent suffisamment rapidement pour que l’évolution tempo-
relle de la simulation soit la même que celui du monde réel afin que l’utilisateur ne puisse
percevoir de différence entre l’objet simulé et l’objet réel. Une fois que l’intervalle de
temps est fixé, il manque la définition du schéma d’intégration pour calculer les nouvelles
positions à partir des anciennes.
Intégration explicite
La méthode d’intégration la plus simple est l’utilisation d’un schéma explicite. Dans
le cas du schéma d’Euler explicite, l’accélération est déduite à partir des forces de l’état
précédent, de là on en déduit les nouvelles positions et vitesses :

Mat = f(qt, vt)
vt+∆t = vt + ∆tat
qt+∆t = qt + ∆tvt
(2.57)
L’avantage de ce processus est de permettre le découplage des équations du mouvement
qui rend le calcul indépendant des degrés de liberté. Cependant, ces méthodes souffrent
d’instabilité étant donné que l’on considère que la position et la vitesse sont connues
au début du pas de temps. Une autre contrainte correspond au fait qu’il existe dans le
matériau la propagation d’une onde mécanique et que pour obtenir un résultat réaliste, il
est nécessaire de choisir une discrétisation temporelle et spatiale qui permettent de garder
ce comportement. En effet, il existe au niveau de la simulation, la propagation d’une onde
numérique. Cette dernière est liée au fait que si à un instant donné, on applique une force
sur un point, la force affecte les points voisins pendant le pas de temps suivant. De ce fait,
plus l’objet est discrétisé finement, plus les forces engendrées nécessitent d’itérations pour
agir sur l’ensemble de la structure. Si les discrétisations sont mal choisies, la propagation de
l’onde numérique sera plus lente que l’onde mécanique, ce qui entrâınera des incohérences
dans le comportement du matériau. De plus, avec un matériau rigide, l’onde mécanique
se propagera plus rapidement. La taille des éléments numériques de la structure et la
nature du matériau doivent être corrélées à la durée du pas de temps pour éviter que
la simulation soit instable. Il est donc nécessaire de choisir un pas de temps adapté. De
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manière générale, on se base sur les conditions de Courant, Friedrichs et Lewy, notés c0




Dans notre cas, les conditions de CFL, correspondent à l’onde de propagation c0 =
K
M
avec K la raideur et M la masse. Cette contrainte est difficile à garantir dans les cas où le
matériau est rigide, les méthodes explicites sont donc préférées dans les cas de simulation
d’objets mous. Ainsi, elles ont été utilisées, par example, dans le cas de la simulation des
déformations du cerveau durant la chirurgie Joldes et al. (2009).
Intégration implicite
Pour contourner les problèmes liés aux méthodes explicites, il est possible d’utiliser un
schéma d’intégration implicite qui met à jour les vitesses en fonction de l’accélération à
la fin du pas de temps, c’est le cas par exemple du schéma d’Euler implicite :
Mat+∆t = f(qt + ∆t, vt + ∆t)
vt+∆t = vt + ∆tat+1
qt+∆t = qt + ∆tvt+1
(2.59)
La difficulté dans ces équations est l’utilisation des positions et vitesses de la fin du pas
de temps. En effet, les forces sont dépendantes des données que l’on cherche à calculer.
Pour résoudre ce problème non-linéaire, on utilise une approximation de premier ordre de
l’équation 2.36.
Mat+∆t ≈ f(qt, vt) +K · (qt+∆t − qt) +B · (vt+∆t − vt) (2.60)
Ainsi on remplace les vitesses et positions de fin de pas de temps par leur expression
en fonction de l’accélération.
Mat+∆t ≈ f(qt, vt) +K · (∆tvt + h2at+∆t) +B · (∆tat+∆t) (2.61)
Ensuite, il convient d’égaliser les deux membres de cette équation. Pour résoudre le
problème, il est possible d’utiliser l’algorithme de Newton-Raphson, et d’effectuer plu-
sieurs itérations pour évaluer le résidu. On peut aussi choisir de linéariser le problème et
de choisir de n’effectuer qu’une seule itération. C’est-à-dire que les matrices de rigidité
K et d’amortissement B ne sont pas réévaluées au cours du pas de temps. Cela offre
une solution acceptable dans le cas de simulation interactive où l’on cherche à résoudre
rapidement les calculs.
Il convient ensuite de regrouper les termes en fonction de l’accélération, cette dernière
correspond à la donnée que l’on cherche à obtenir.
(M − hB − h2K)at+∆t = f(qt, vt) + ∆tK · vt (2.62)
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De manière générale, l’accélération de ce système est exprimée en vitesse ∂v = ha. Ce
qui donne le système linéaire suivant :




= hf(qt, vt) + h∆tK · vt︸ ︷︷ ︸
b
(2.63)
Ce système linéaire est résolu pour chaque pas de temps pour mettre à jour les nouvelles
positions et vitesses. En raison de l’assemblage avec la matrice de masse, on peut montrer
que la matrice A est inversible, étant donné que le système est défini positif. De ce fait, il
est possible de résoudre cette équation et de trouver les valeurs du vecteur x.
L’avantage d’une intégration implicite est de pouvoir utiliser des pas de temps plus
grands puisque le système est inconditionnellement stable. En effet, on prend en compte
l’ensemble des paramètres mécaniques de l’objet lors de l’application d’une force. Par
contre, l’inversion de la matrice est lourde à calculer. Cette contrainte a été une
problématique de la thèse de Courtecuisse (2011) qui préconisa l’utilisation du calcul
parallèle sur GPU.
2.4.2 Choix du solveur
Précédemment, nous avons vu comment les équations mécaniques étaient réécrites pour
permettre le calcul de l’évolution de l’objet simulé au cours du temps. Dans le cas de
l’intégrateur implicite, nous avons obtenu un système matriciel linéaire (eq : 2.63) où x
correspondait à l’inconnue du problème et peut être écrit sous une forme générale :
Ax = b (2.64)
De nombreuses communautés se sont penchées sur la résolution de ce type de système
que ce soit dans les domaines des mathématiques, de la physique, de l’informatique ou de
la simulation. Ainsi de nombreuses méthodes ont été développées pour résoudre efficace-
ment les problèmes en fonction des propriétés des matrices. Dans le cadre de simulations
interactives, il convient de résoudre le plus rapidement possible les équations. Ainsi nous
présenterons différentes techniques de résolution de systèmes linéaires.
En simulation mécanique, on remarque que beaucoup de coefficients des matrices sont
nuls. En effet, le taux de remplissage dépend de l’association des éléments par les noeux
du maillage. Chaque ligne et colonne de la matrice correspond à un nœud du maillage.
Chaque élément non-nul pour une ligne donnée signifie qu’il existe une relation entre
les nœuds correspondants. Ainsi même pour un maillage détaillé, le nombre de nœuds
connecté est limité. De ce fait ces matrices sont dites creuses.
Une implémentation näıve des opérations sur matrice induit des calculs avec un nombre
important d’éléments nuls. De plus, le nombre d’éléments contenu dans une matrice cor-
respond au carré du nombre de nœuds alors que la majorité de ces données sont inutiles. Il
est nécessaire d’utiliser des structures de stockage informatiques adaptées pour maximiser
les performances de calcul et éviter ces éléments inutiles.
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Le format de stockage de données couramment utilisé pour gérer la mémoire des ma-
trices creuses est nommée CRS (Compressed Row Sparse) ou sa transposée le CCS (Com-
pressed Column Storage). Ces formats permettent de stocker n’importe quelle matrice
creuse et consiste à définir trois vecteurs. Tout d’abord, il y a le pointeur de ligne qui
contient les indices de début de chaque colonne, puis le pointeur de colonne qui contient
les indices-colonnes des éléments non-nuls, et enfin le vecteur qui contient les valeurs de
chaque élément non-nul. Ainsi dans le cas d’une matrice de taille n contenant k valeurs
non-null, ce format permet de stocker 2k+ n+ 1 au lieu des n2 nécessaires à une matrice
complète. De plus ce format offre la possibilité de lire les valeurs contiguës en mémoire.
Les méthodes de résolution directe
Les méthodes directes consistent à calculer de manière exacte l’inverse du système pour
ensuite obtenir la solution du problème. Ces méthodes sont robustes puisqu’elles sont peu
sensibles aux problèmes numériques, tels que le mauvais conditionnement des matrices.
Ainsi, il est possible à partir d’une matrice A de calculer explicitement son inverse A−1.
Cela impose de trouver la comatrice qui est très complexe et très coûteuse à réaliser : un
algorithme récursif est nécessaire, ce qui induit un coût de stockage qui devient rapidement
prohibitif.
Méthode LU Une autre possibilité est d’effectuer une factorisation du système. Ainsi, A
va être exprimé sous la forme d’un produit matriciel plus simple. Les matrices inversibles
peuvent être exprimées sous la forme d’une décomposition A = LU où L est une matrice
triangulaire inférieure et U une matrice triangulaire supérieure. Ce type de méthode tire
partie du fait que les matrices mécaniques sont très creuses, et permettent de garder des
matrices à faible taux de remplissage.
L’algorithme qui permet de calculer les matrices L et U est simple à mettre en place
et on obtient un effet de remplissage des triangulaires par accumulation des valeurs en
fonction de la ligne précédente des matrices. La matrice qui résulte de l’opération est
dense. Il est possible de diminuer le taux de remplissage par l’utilisation d’une matrice de
permutation P qui permet de factoriser PAP−1. Cette permutation a pour avantage de
réorganiser la matrice A de telle manière à calculer les parties creuses en prime abord.
Une fois la factorisation LU connue, il est possible de calculer la valeur de x. Cette
opération est effectuée en deux étapes, dites respectivement de substitution descendante
et montante. Cela consiste à calculer y = L−1b et x = U−1y par pivot de Gauss.
Méthode LL Certaines matrices ont pour particularité d’être symétriques définies posi-
tives. Dans ce cas, il est possible d’effectuer une factorisation de Cholesky de forme LLT .
Celle-ci permet d’améliorer les performances ainsi que le coût de stockage étant donné
que pour la matrice A on utilise deux fois la même matrice L. En revanche, cette méthode
repose sur l’utilisation des racines carrées, ce qui implique que la méthode est sensible
aux instabilités numériques.
Méthode LDL Pour contourner ce problème il est possible d’utiliser une factorisation
alternative qui est de forme LDLT . Les valeurs de la diagonale sont stockées dans la
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matrice D ce qui permet à la matrice L de ne contenir en diagonale que la valeur 1. Cette
méthode est préférée à la factorisation de Cholesky, par le fait que la matrice est de même
complexité à construire.
Les méthodes de résolution itératives
Les méthodes directes permettent de calculer précisément le résultat du problème.
Cependant, avec des matrices de grande taille, le coût de la factorisation devient très
élevé. Pour palier cette contrainte, il existe une famille de méthodes de résolution, dites
itératives, qui permet la résolution de système linéaire. Selon Barrett et al. (1994), les
méthodes itératives sont plus faciles à mettre en oeuvre, plus rapides et nécessitent moins
de mémoire.
Ces méthodes considèrent une valeur initiale à x(0). Le produit de Ax(0) annonce un
vecteur b(0) qui est différent du b. En prenant en compte la différence entre ces deux
vecteurs, il est possible de choisir une nouvelle valeur x(1) pour obtenir un vecteur b(1)
plus proche de la valeur b. Ensuite, il convient de calculer de manière itérative les valeurs
x(k) jusqu’à ce que le système converge, c’est-à-dire que l’approximation calculée engendre
une erreur négligeable et bornée.
L’avantage de telles méthodes est de pouvoir arrêter les calculs si le résultat nous parâıt
acceptable. En effet, dès que la variation de l’erreur devient négligeable face aux grandeurs
du modèle, cela signifie que les calculs ont convergé suffisamment pour que l’on ne puisse
espérer une meilleure approximation sans un coût supplémentaire important. Ainsi, il est
possible à l’utilisateur de fixer un seuil qui arrêtera l’algorithme.
En contrepartie, les algorithmes itératifs ne sont pas aussi robustes que les méthodes
directes. Ces algorithmes sont en particulier sensibles au conditionnement de la matrice du
système à résoudre. Ce phénomène peut être limité par l’utilisation de préconditionneurs,
mais dans ce cas, le coût total se rapproche de celui des solveurs directs. En pratique, dans
le cas de simulations temps réel, il est possible de limiter le temps de calcul en bornant
le nombre d’itérations. Le comportement mécanique de l’objet est alors incorrect, mais
la poursuite de la simulation peut permettre aux objets de se stabiliser pendant les pas
de temps suivants. Les algorithmes les plus fiables assurent la convergence de la solution,
sous certaines conditions et après un nombre élevé d’itérations, ce qui engendre un coût
qui peut devenir supérieur aux méthodes directes et fournir des résultats de moins bonne
qualité.
Les méthodes itératives stationnaires Pour chaque composante du vecteur solution, il
est possible de trouver une solution avec une précision satisfaisante. Il y a par exemple,


















Chacune des inconnues est calculée de telle manière que les autres composantes sont
38 CHAPITRE 2. SIMULATION DES TISSUS MOUS
considérées fixées. La méthode de Gauss-Seidel, va quant à elle considérer les modifications
effectuées pendant le calcul des précédentes composantes. Ce qui permet à cet algorithme

















Enfin, une variation de la méthode de Gauss-Seidel, nommée méthode de surrelaxation
successive (SOR) qui permet de pondérer les termes du calcul avec un paramètre w afin
d’accélérer la convergence de la méthode.
Les méthodes stationnaires sont peu utilisées dans les cas de simulation mécanique
parce que leur convergence n’est pas assurée. En effet, il faut que la valeur sur la diagonale
de la matrice soit supérieure à la somme des termes non-diagonaux de la ligne ou de la
colonne. Cependant, sur un système mécanique on ne trouve cette condition que très
rarement, lorsque le système est extrêmement massique par exemple (mais dans ce cas,
une intégration explicite sera plus adaptée).
La méthode du gradient conjugué Deux vecteurs u et v sont dits conjugués par rapport à
la matrice A si uTAv est nul. En d’autres termes u et v sont orthogonaux dans la base A.
La méthode du gradient conjugué se base sur l’utilisation de projection dans des espaces
particuliers. La direction de recherche p(k+1) est déduite du résidu r(k+1) = b − Ax(k+1),
auquel on ajoute sa projection orthogonale sur l’ancienne direction p(k) dans la base A.
p(k+1) = r(k+1) + βp(k) (2.67)
La matrice A est nécessairement symétrique définie positive. Initialement, cette méthode
était considérée en tant que solveur direct, parce qu’elle permet de trouver la solution
exacte si le nombre total d’itérations correspond à la taille de la matrice.
Conditionnement Dans certains cas, l’algorithme itératif ne parvient pas à converger en
un nombre acceptable d’itérations. Ceci peut être dû à un mauvais conditionnement de la
matrice. Ce conditionnement peut être mesuré pour donner une mesure sur la difficulté
numérique de la résolution du problème :
κ(A) = ‖A−1‖ · ‖A‖ (2.68)
Plus ce nombre est élevé, plus le système est difficile à résoudre. Ce qui entrâıne un nombre
d’itérations importante afin de résoudre le problème.
Préconditionnement Dans un cas de mauvais conditionnement, il est possible d’uti-
liser un préconditionneur pour pouvoir améliorer l’efficacité des solveurs itératifs. Un
préconditionneur P−1 est une approximation de l’inverse de la matrice A. Il convient






L’application d’un préconditionneur laisse selon Shewchuk (1994) la solution du système
initiale inchangée quelle que soit la matrice inversible P utilisée. L’application d’un
préconditionneur bien choisi permet de diminuer le nombre d’itérations nécessaire à la
convergence du système. En revanche, il est nécessaire de calculer la matrice P−1, ce qui
correspond à un surcoût dans la simulation. Le meilleur préconditionneur serait l’inverse
de la matrice A, pour lequel le résultat serait obtenu à la première itération du solveur
choisit, mais son coût de construction rendrait inutile les gains générés. Il existe un nombre
important de préconditionneurs et choisir le meilleur dépend du rapport entre la qualité
de l’approximation et son coût d’utilisation. Le Jacobi, par exemple, prend seulement la
diagonale de la matrice, mais un préconditionneur aussi simple requiert un nombre encore
important d’itérations. D’autres préconditionneurs sont plus précis, comme la factorisa-
tion incomplète de Cholesky. En ignorant les plus faibles valeurs, il est possible d’accélérer
la factorisation et de garder une bonne approximation.
2.5 Conclusion
Dans ce chapitre, les fondements théoriques relatifs aux solides déformables ont été
présentés. Ces théories viennent de la description de la mécanique des milieux continus.
Ensuite, il a été question de l’intégration numérique du comportement des solides via
la méthode des éléments finis. Enfin, nous avons abordé la question de l’évolution d’un
modèle numérique au travers le temps. À partir de cela, il est possible d’animer virtuelle-
ment des objets de telle manière à ce que leur comportement soit similaire à celui d’une
expérimentation.
Les différentes applications envisagées pour les problèmes fluide-structure nous amènent
à privilégier les options suivantes :
– Des lois de comportements linéaires puisque les déformations induites par le fluide
sont principalement de faible amplitude.
– Les tissus et organes à modéliser sont complexes, hétérogènes et anisotropes, ainsi
des éléments finis volumiques sont plus adaptés que des éléments surfaciques.
– Le choix d’un modèle dynamique ou statique se fait sur la base de l’utilisation de la
simulation, dans le cadre de l’apprentissage, il convient de faire interagir en temps
réel l’étudiant avec le simulateur, ainsi un modèle dynamique est privilégié, tandis
que dans le cas de la planification un modèle statique peut être suffisant si l’intérêt
du chirurgien se limite à l’aspect final de l’opération.
– Dans le cadre d’une simulation dynamique, nous choisirons un modèle d’intégration
implicite qui, quoique plus lourd à calculer, permet d’utiliser des pas de temps plus
grands qu’une intégration explicite. Cette approche permet également d’assurer une
meilleure stabilité de la simulation.
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La principale contrainte que nous avons pour effectuer le couplage entre fluide et so-
lide est l’obtention de la matrice de compliance (inverse de la matrice de rigidité K).
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Taux de déformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Contraintes dans un fluide compressible . . . . . . . . . . . . . . . . . . . . . 45
Contraintes dans un fluide incompressible . . . . . . . . . . . . . . . . . . . . 45
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Ce chapitre est dédié à la simulation de fluide. Tout comme les solides déformables,
les fluides sont soumis aux lois définies par la mécanique des milieux continus. Une des
premières différences qui existe entre les fluides et les solides est que ces derniers sont
composés de molécules qui sont ordonnées alors que les molécules du fluide vont être
libres de mouvement. De ce fait, une portion du solide va à chaque instant être en contact
avec les mêmes autres portions du solide contrairement au fluide pour lequel le voisinage
changera.
La formulation du comportement du fluide sera différente de celui du solide, même
s’il existe quelques similitudes. Dans ce chapitre, nous détaillerons les lois qui régissent
le fluide. Puis il sera question des choix que nous avons effectués lors de l’intégration du
fluide dans la simulation.
Dans cette thèse, nous cherchons à modéliser un fluide de faible épaisseur compris
entre deux surfaces. Ce fluide est un liquide plus ou moins visqueux dont les interactions
avec les solides ont de l’importance. De plus, comme l’on cherche à obtenir une simulation
interactive, le choix du modèle sera restreint. La première simplification qui y est apportée
est la nature incompressible du fluide qui permet de garantir la non-perte de volume
au cours du temps. La seconde simplification concernera la topologie. Puis enfin, nous
aborderons le choix numérique qui permet la résolution du système d’équations du fluide.
3.2 Mécanique des fluides
La matière qui nous entoure peut se trouver sous plusieurs formes. La première que
nous avons abordée est le solide et dans ce cas, chaque atome d’un solide est relié à ses
voisins. Ainsi, même si l’objet peut se déformer, il tend à reprendre sa forme initiale.
Le fluide a un comportement différent, dans le sens où les atomes peuvent glisser
les uns par rapport aux autres. Un fluide se décline en deux états, liquide et gaz. La
différence principale entre ces deux phases vient de la cohésion entre les atomes dans le
cas liquide. Les atomes du liquide, sont ainsi proches les uns des autres ce qui rend le
liquide difficilement compressible.
Le fluide déformé, libéré des contraintes, ne peut pas reprendre sa forme initiale. En
effet, le voisinage d’un atome change et ce dernier perd les relations qu’il avait avec ses
anciens voisins. Le fluide est donc un objet très déformable qui n’a pas de forme propre.
Parmi les termes relatifs au fluide, certains d’entre eux peuvent poser problème ayant
une définition proche. Pour lever tout malentendu, nous définissons ci-dessous les termes
de vélocité, de débit et de flux.
La vélocité correspond à un vecteur-vitesse, c’est-à-dire la variation de la position d’un
point dans l’espace. Elle est notée v et son unité est [m.s−1].
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Le débit est la quantité de matière traversant une surface par unité de temps. Dans le
cadre des fluides, le débit massique est utilisé dans le cas où le volume est influencé par la
température ou la pression [kg.s−1]. Dans le cas des fluides incompressibles, où la masse
volumique est invariante, il est possible de se contenter d’un débit volumique [m3.s−1]
Le flux est une quantité par unité de temps et de surface ou encore un débit par unité
de surface. Tout comme le débit, il peut être volumique [m.s−1] ou massique [kg.s−1.m−2].
Ce qui correspond respectivement à la vélocité v et à ρv.
3.2.1 Loi de comportement
Tout comme le cas du solide déformable, les différents fluides peuvent avoir des com-
portements très variés : de la modélisation Newtonienne suffisante pour l’eau et les gaz,
à des modèles plus complexes pour les fluides visco-élastiques ou pâteux.
Un fluide ne comporte pas de configuration de référence, ce qui ne permet pas une
mesure directe de la déformation. En revanche, il est possible de connâıtre la vitesse de
déformation à partir du tenseur des taux des déformations D. Ensuite, il est possible
d’établir une relation avec les contraintes internes au fluide.
Taux de déformation
Le taux de déformation correspond à la dérivé du tenseur de Cauchi-Green par rapport










· (F · dq̄) + (F · dq̄) · ∂(F · dq̄)
∂t
(3.2)






= Ḟdq̄ = ḞF−1dq. (3.3)
On finit par obtenir :
∂
∂t
(dq2) = ḞF−1dq2 + dqḞF−1dq (3.4)
= dq · ((ḞF−1)T + ḞF−1) · dq (3.5)
= dq · (2D) · dq (3.6)
Ainsi le taux de déformation est donné par D = (ḞF−1)T + ḞF−1. ḞF−1 correspond aussi
au tenseur gradient des vitesses L = grad(v).
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Contraintes dans un fluide compressible
Pour un fluide newtonien isotrope, la relation entre contrainte et déformation est affine.
Elle s’écrit de la manière suivante :
σ = 2µD + (λTr(D)− p) · I (3.7)
Où p est la pression absolue, µ et λ sont les coefficients de viscosité caractéristiques
du fluide. Il est possible de simplifier la relation entre les coefficients en recourant à
l’hypothèse de Stokes qui suppose que les forces de viscosité sont dues uniquement au
cisaillement λ = −2
3
µ.
σ = 2µD− (2
3
µTr(D) + p) · I (3.8)
Dans le cas des fluides non-newtoniens, le problème devient plus complexe étant donné
que la relation entre σ et D est gouvernée par des équations différentielles.
Contraintes dans un fluide incompressible
Les fluides newtoniens incompressibles permettent de modéliser les liquides. Dans ce
cas, un sous-domaine du fluide va conserver son volume au cours du temps ce qui implique





dV = 0 (3.9)











∇ · v · dV = 0 (3.10)
Comme cette propriété est vraie pour chaque sous-domaine de fluide, le principe d’incom-
pressibilité peut être exprimé de la manière suivante :
∇ · v = 0 (3.11)
Ensuite, comme Tr(D) = ∇ · u on obtient la loi de comportement des fluides incompres-
sibles :
σ = 2µD− pI (3.12)
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3.2.2 Équation de Navier-Stokes
Fluides compressibles Comme dans le cas du solide déformable (2.32), on doit utiliser






ρ · v(x, t) · dx =
∫
V (t)
ρ · f(x, t) · dx+
∫
∂V (t)
σ · n · ds (3.13)





ρ · v(x, t) · dx =
∫
V (t)
(ρ · f(x, t) +∇ · σ(x, t)·)dx (3.14)












(x, t) +∇ · (ρv · v)(x, t))dx (3.15)
Ainsi, on obtient la forme intégrale de la conservation de quantité de mouvement, ce qui





(x, t) +∇ · (ρv · v)(x, t))dx =
∫
V (t)
ρf(x, t) +∇ · σ(x, t)dx (3.16)
∂v
∂t
+∇ · (ρv · v) = ρf +∇σ (3.17)




+∇ · (ρv · v) = ρf +∇ · (2µD + (λTr(D)− p)I) (3.18)
∂ρv
∂t
+∇ · (ρv · v) = ρf + µ∇v + (λ+ µ)∇2 · v −∇p+ ρf (3.19)





+ (v · ∇)v) = ρf + µδv + (λ+ µ)∇2 · v −∇p+ ρf
∂ρ
∂t
+∇ · (ρv) = 0
(3.20)
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Fluides incompressibles Pour que le fluide soit incompressible, il faut que ∇ · v = 0, ce




+ (v · ∇)v] = µδv −∇p+ ρf (3.21)
La forme utilisée des équations de Navier-Stokes incompressible considère que la viscosité
est homogène et utilise la viscosité cinématique γ = µ
ρ
.
∇ · v = 0
∂v
∂t
+ (v · ∇)v︸ ︷︷ ︸
termes d’accélération









Outre la première équation qui traduit la relation d’incompressibilité, la seconde équation
est divisée en termes qui ont chacun leur propre signification. Les termes d’accélération,
aussi appelés termes d’advection, correspondent à l’effet de l’inertie qui s’effectue dans le
fluide. Plus précisément, le second terme d’accélération correspond aux effets de turbu-
lences, c’est-à-dire que les forces d’inertie l’emportent sur la viscosité et provoquent des
tourbillons. La viscosité correspond aux forces de friction au sein du fluide.
Adaptation de modèles
À partir des équations de Navier-Stokes, il est possible d’effectuer quelques simplifi-
cations du modèle. Ces simplifications ont pour but de prendre des cas particuliers qui
évitent d’utiliser une formulation complète quand cela n’est pas nécessaire et ainsi gagner
en temps de calcul.
Équations d’Euler Les équations d’Euler ont été la base des études sur l’écoulement
des fluides, au moment de leur formulation, la viscosité n’avait pas été considérée, ainsi
λ = γ = µ = 0.
Équations de Navier-Stockes incompressibles stationnaires Dans ce cas, il s’agit de
considérer le fluide dans le régime stationnaire, c’est-à-dire un état où les vitesses sur
le domaine sont constantes avec ∂v
∂t
= 0. Cette formulation est plus simple et permet au
fluide de garder l’ensemble de ses propriétés.
Équations d’Oseen Cette simplification linéarise le terme d’advection autour d’une vi-
tesse particulière. Elle est utilisée dans le cas d’un fluide de nature laminaire (sans tur-
bulence).
Équations de Stokes Elles sont une version plus sévère de la simplification précédente.
En effet, les équations de Stockes supposent que la linéarisation de l’advection se fait
autour de la vitesse nulle. Le terme est alors complètement éliminé.
Formulation en vorticité La formulation en vorticité consiste à utiliser le vecteur tour-
billon w au lieu du vecteur vitesse u. Elle permet d’éliminer le gradient de pression et de
prendre en compte implicitement l’équation de continuité ∇ · v = 0.
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{
w = ∇ · v
∂w
∂t
= −(v · ∇)w + γ∇w +∇f
(3.23)
L’intérêt d’une formulation en vorticité est de renforcer l’aspect d’inertie qui peut être
mis à mal par certains choix numériques comme l’expliquent Elcott et al. (2007) au sujet
de la méthode de Stam (1999). En effet, cette méthode provoque une diffusion excessive
de la vorticité et induit une perte importante de l’énergie.
3.3 Simulation de fluide
Cette section a pour but d’effectuer un état de l’art au sujet des méthodes numériques
pour la simulation de fluide. On peut remarquer que dans le cas des solides déformables,
une description lagrangienne était préférée à la description eulérienne par le fait que la
forme de l’objet sera délimitée par un maillage composé de points, alors que pour le cas des
fluides, le choix est plus discutable. En effet, le fluide se meut plus dans son domaine que
le solide : du point de vue structure, une portion du solide a toujours le même voisinage,
contrairement à un fluide où l’emplacement de chaque molécule est ”indépendant” des
autres.
Il est ainsi possible de choisir de discrétiser le fluide en particules à l’image des
molécules : libres de se déplacer en fonction des interactions avec les autres particules
de fluide ainsi que le reste de l’environnement.
Ensuite, pour un fluide qui se trouve dans un domaine limité, une approche eulérienne
permet de considérer les flux à des points précis de l’espace. Ce formalisme réclame des
conditions d’utilisation plus restrictives et doit être adapté au cas par cas. En effet, si
les frontières du domaine varient, il faut discretiser de nouveau l’espace pour garder des
propriétés numériques correctes, ce qui engendre des coûts de calculs supplémentaires. Il
faut donc être particulièrement vigilant aux conditions limites.
Enfin, le modèle d’interaction fluide-structure qui a été développé durant cette thèse
utilise un fluide qui possède des caractéristiques particulières, il est contenu dans un
domaine fermé et il se trouve entre deux surfaces et de relative faible épaisseur.
3.3.1 Les fluides lagrangiens
Un certain nombre de techniques particulaires permettent de produire des anima-
tions de fluide convaincantes qui n’utilisent pas la physique des milieux continus dans
les équations. C’est-à-dire que les différents paramètres ne correspondent pas à des quan-
tités physiques. Parmi celles-ci, Miller et Pearce (1989) ont proposé une méthode où les
particules de fluide sont connectées entre elles. Ainsi, selon la distance entre les particules,
des forces d’attraction, de répulsion et de viscosité sont engendrées. De plus, il est possible
de simuler aussi bien des solides que des fluides. Bien que cette méthode ne puisse être
considérée comme une simulation réaliste physiquement, elle pose les bases des relations
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entre particules voisines.
Méthodes SPH Lucy (1977); Gingold et Monaghan (1977) ont développé une méthode
pour décrire le comportement des astres les uns aux autres qui a été nommée Smoothed
Particle Hydrodynamics. La méthode SPH, bien qu’utilisé initialement pour l’astrophy-
sique, a été détournée par Desbrun et Cani (1996) pour simuler des objets déformables et
des matériaux quasi-liquides.
Le but de la modélisation SPH est de donner un schéma d’interpolation pour que
chaque particule puisse être considérée comme un échantillon d’un champ continu. Ainsi
chaque particule possède une influence spatiale qui décrôıt avec la distance. En tout point























∇2Wh(q − qi) (3.27)
Ainsi ρ, la densité à une position donnée, va être calculée en additionnant les contributions
des particules i par leurs masses respectives mi. Le principe est similaire au calcul d’un
paramètre physique z par rapport aux valeurs zi liées à chaque particule. Dans les deux
cas Wh représente les noyaux d’influence contrôlant l’interpolation. Ce noyau va pondérer
l’influence des particules en fonction de la distance q−qi entre les deux particules voisines
considérée. Le choix du noyau se fait de façon arbitraire avec deux autres conditions : sa
normalisation et le fait que le raffinement de la discrétisation h de ce noyau doit tendre
vers une fonction de Dirac.
∫
Wh(q) = 1 (3.28)
lim
h→∞
Wh(q) = δ(q) (3.29)
On obtient à partir de ces équations et des équations de Navier-Stockes la formulation







∇Wh(qj − qi) (3.30)






∇2Wh(qj − qi) (3.31)
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Avec l’utilisation de la vitesse des particules vi pour le calcul des forces de viscosité
f viscosite et l’utilisation de la pression pi pour le calcul de celles lié à la pression f
presssion.
Müller et al. (2005) complètent cette formulation en ajoutant les effets de tension super-
ficielle du fluide et donnent des informations sur la manière de représenter le principe
d’Archimède, la diffusion de la température, les bulles d’air et autres.
Le principal souci de la méthode SPH est qu’elle ne permet pas d’obtenir un fluide
incompressible. En effet, le calcul de la pression est corrélé à la densité des particules
dans la sphère d’influence. Ainsi des méthodes comme les Weakly Compressible SPH de
Becker et Teschner (2007) ou Predictive-Corrective Incompressible SPH de Solenthaler et
Pajarola (2009) permettent d’éviter le fait que le fluide soit compressible. La première
méthode modifie la façon de calculer la pression, pour rendre celle-ci virtuellement plus
importante et obliger les particules voisines à s’éloigner. La seconde méthode va effectuer
des tests en modifiant la valeur de la pression, jusqu’à obtenir une pression suffisante pour
éviter la superposition des particules.
Méthode PBF Récemment, Macklin et Müller (2013) ont développé la méthode Position
Based Fluids qui permet de faire face à quelques défauts de la méthode SPH. En effet
cette dernière est sensible aux fluctuations de la densité et l’incompressibilité du fluide est
coûteuse à corriger. Ceci est dû au fait que le modèle n’est pas structuré. Elle nécessite
aussi un faible pas de temps pour éviter d’être instable. La méthode ajoute une pression
artificielle pour améliorer la distribution des particules pour diminuer les contraintes de
voisinage. La méthode permet d’obtenir des résultats similaires à ceux du PCISPH, mais
avec un plus grand pas de temps.
3.3.2 Les fluides eulériens
Contrairement aux méthodes Lagrangiennes qui décrivent le comportement du fluide
au niveau de points mobiles au cours du temps, les méthodes eulériennes suivent le fluide
en des points fixes. Ainsi, elles modélisent directement le caractère continu des fluides :
une simple interpolation entre les points permet de connâıtre l’état du fluide en tout
point. La position des points fixes est obtenue après discrétisation du domaine. Le choix
du domaine et de sa discrétisation introduit des contraintes sur la simulation. En effet, le
fluide devient restreint dans sa configuration spatiale parce que le domaine du fluide est
défini indépendamment du domaine de simulation.
Parmi les méthodes de fluide eulérien, certains sont simplifiés dans leur représentation,
et découlent ou non des équations de Navier-Stockes. Une simplification apporte des res-
trictions dans l’usage de la méthode.
Il est rare dans la simulation de fluide eulérien de ne pas employer les équations
de Navier-Stockes. En effet, les méthodes issues de modèles empiriques comme celle
présentée par Bashforth et Yang (2001) n’apporte pas entièrement satisfaction. La
méthode décompose le domaine en cellules entre lesquelles elle fait mouvoir des parti-
cules de fluide virtuel. La méthode est ajustée pour obtenir le résultat souhaité, limitant
sa fidélité lors de situations arbitraires.
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Les méthodes issues de Navier-Stockes dans le cas de l’incompressibilité du fluide en-
trâınent des résolutions complexes. En effet, ces derniers utilisent des relations fortes
entre chaque élément du fluide. Witting (1999) propose un modèle de fluide inspiré de la
météorologie. Le fluide artificiellement compressible, permet de s’affranchir de la résolution
des équations sur l’ensemble du domaine et ainsi elles peuvent s’effectuer localement.
Dans le cadre de la simulation de grandes étendues de liquide, telle que les mers ou les
lacs, on considère que le fluide est en contact avec le sol et que la profondeur du fluide
est définie par un champ de hauteur. Cette approche est limitée par le fait que les vagues
ne peuvent être brisantes et que l’on ne peut pas considérer les projections d’eau. Pour
faire mouvoir le fluide, il est possible d’employer les équations de propagations d’ondes
comme l’a défini Kass et Miller (1990) au lieu des équations de Navier-Stockes. Ce type
d’approche est intéressante étant donnée qu’elle est stable, mais nécessite une correction
pour éviter les pertes de volume. Les méthodes avec champs de hauteur basées sur les
équations de Navier-Stockes du fluide sont nommées couramment shallow water. Randall
(2006) considère qu’à chaque hauteur est associée une vitesse, une énergie et une pression.
L’ensemble de ces paramètres vont faire mouvoir le fluide d’une colonne à l’autre.
La simulation eulérienne de fluides décrits par les équations de Navier-Stockes a pris
son envol dans la communauté graphique grâce à Foster et Metaxas (1996) qui a permis de
définir une surface au fluide par l’introduction de marqueurs lagrangiens qui la définissent.
Le domaine est constitué d’une grille où les vélocités sont calculées selon la présence de
marqueurs. Ensuite ceux-ci sont déplacés dans le fluide selon le champ de vitesses du fluide
pour atteindre d’autres cellules de la grille. Le modèle employé est coûteux, le choix du
pas de temps est corrélé à la vitesse maximale et à la résolution de la grille afin d’obtenir
une simulation stable.
Pour pallier ce problème, Stam (1999) a élaboré un algorithme inconditionnellement
stable basé sur la décomposition des équations de Navier-Stockes, de telle manière à rendre
chaque terme indépendant des autres. Cette méthode constitue la base du modèle de
fluide qui a été utilisée durant cette thèse.
Des méthodes hybrides ont aussi été employées comme celle de Chentanez et Müller
(2011), qui utilise en partie la simulation de fluide par colonne pour simuler l’eau présente
en contact avec le sol, puis utilise une grille pour la simulation de l’eau en contact avec
la surface et une méthode basée sur les particules pour représenter les gouttelettes. Ainsi,
il est possible de simuler les phénomènes de projection d’eau et de vagues brisées. Elle
permet aussi d’effectuer des simulations plus complexes que des cas de grande étendue
comme celle de l’eau qui dévale une pente.
Un autre ensemble de méthodes remarquables est celui qui utilise les lattices de Boltz-
mann. Ces méthodes sont dites stochastiques, c’est-à-dire qu’elles utilisent une approche
statistique pour décrire le comportement du fluide. Cette méthode est issue des équations
de Boltzmann qui considère qu’un gaz est composé d’atomes et cherche à évaluer sa dis-
tribution dans l’espace. Des atomes virtuels se déplacent le long de treillis (eng : lattices)
dans lesquelles on cherche à évaluer les collisions entre particules. Le lecteur intéressé
peut avoir une description des bases de cette catégorie de méthode en plein essor dans le
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domaine de la mécanique des fluides dans l’article de Chen et Doolen (1998).
3.3.3 Les fluides 2.5D ou quasi-3D
Nous avons précédemment évoqué la simulation de fluide de grande étendue d’eau.
Les modèles choisis pour ces cas utilisent l’hypothèse que la gravité attire l’eau vers une
surface solide. Ainsi, le fluide va être délimité par cette surface ainsi que par une surface
libre qui en repos est parallèle au champ de gravité donc verticale. Une surface libre
délimite le fluide vis-à-vis du vide ou d’un autre fluide (comme l’air).
Les fluides peuvent être représentés selon différents nombres de dimensions. Utiliser un
modèle 1D ou 2D permet d’effectuer un certain nombre de simplifications dans les cal-
culs. Ces modèles sont souvent basés sur les équations de Saint-Venant qui permettent de
considérer les équations de Navier-Stokes 3D sur lesquelles a été effectuée une intégration
sur une colonne d’eau 2D. De nombreux modèles similaires ont été mis au point pour l’hy-
drodynamique fluviale (Stoker (1958); Vreugdenhil (1994); Graf et Altinakar (2000)). Le
problème de ses méthodes est qu’elles considèrent des simplifications au niveau des cours
d’eau. Ces méthodes ne prennent en compte la friction que par des formules empiriques
de type Manning-Stricker ou Chézy et donc les cas où le lit des cours d’eau présente des
fortes irrégularités mal prise en compte.
Certains travaux récents ont permis de combler ces lacunes en cherchant à dériver les
équations de Saint-Venant à partir du système de Navier-Stokes. Les travaux de Gerbeau
et Perthame (2001) établissent un modèle 1D en incluant frottement et viscosité dans
une géométrie simplifiée. Puis Marche (2007) propose un modèle de fluide visqueux 2D
pour une topographie irrégulière et Ferrari et Saleri (2004) ont développé un modèle qui
prend en compte la pression atmosphérique ainsi que la topologie. L’approche décrite par
Audusse (2005) permet d’atteindre la précision d’un modèle de Navier-Stokes tout en
gardant la simplification des modèles de Saint-Venant.
Le calcul direct de Navier-Stokes 3D à surface libre est jugé coûteux numériquement,
ce qui entrâıne l’utilisation de modèles simplifiés (Causin et al. (2002); Fontana et al.
(1999); Miglio et al. (1999)). Les modèles sont décris sous une forme 2D+1D qui dépend
de la discrétisation verticale. Ces modèles permettent de donner un profil vertical à la
vitesse que ne permettent pas les modèles 2D de Saint-Venant.
3.4 Modèle de fluide
Précédemment, nous avons défini les équations de la mécanique des fluides et nous
avons présenté différentes méthodes qui ont été développées pour répondre au problème
de la simulation de fluide. Les équations permettent de comprendre le cheminement qui
a permis l’élaboration de notre simulation.
Dans cette section, nous présenterons la méthode que nous avons développée pour
répondre au problème du fluide le long d’une surface non plane. Le fluide que l’on cherche
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à simuler est compris entre deux couches de tissu, il voit ainsi son domaine limité en
épaisseur.
Un modèle lagrangien comme la méthode des SPH ne serait pas adapté à notre cas.
D’une part comme le domaine du fluide est limité, la liberté des particules est réduite
et leur taille sera choisie proportionnellement à l’écartement entre les deux couches. Cela
conduirait à simuler un nombre important de petites particules pour obtenir un résultat
correct. D’autre part, il convient d’utiliser un fluide incompressible, ce qui entrâıne des
contraintes supplémentaires notamment en relation avec l’interaction avec le solide. Les
particules étant indépendantes les unes des autres, il est difficile d’obtenir l’équilibre au
niveau de l’interface. En effet, ces méthodes ont en général un couplage faible, le fluide
et le solide sont calculés indépendamment. Dans le chapitre 4 il sera fait mention de la
raison pour laquelle un couplage faible est déconseillé dans nos cas d’application.
Dans l’hypothèse de l’utilisation d’un modèle eulérien 3D, un remaillage de la zone de
fluide à chaque pas de temps serait nécessaire. En effet, si on considère que la position des
vitesses est fixe dans le référentiel, le fluide subit l’ensemble des mouvements du solide,
ce qui demande à minima un recalage du fluide. Et si la position des vitesses se situe en
rapport avec un maillage, il convient de remailler pour optimiser leur placement. Or la
zone de fluide a une forme simple délimitée par deux surfaces. Ainsi un modèle 2.5D, va
à chaque point du maillage de la surface considérer la distance avec le point équivalent de
l’autre surface. Le maillage des surfaces étant immuable, on se retrouve avec l’utilisation
de l’épaisseur de fluide.
Ensuite, un fluide qui se déplace près des parois est ralenti par les frictions avec le
solide, de sorte que l’on se retrouve dans le cas d’un écoulement de Poiseuille où le fluide
est à vitesse nulle au niveau des interfaces et à vitesse maximale au centre. Dans notre
cas, nous avons choisi de ne pas prendre en compte ce phénomène et considérer la vitesse
constante sur une section. L’information que nous cherchons à faire ressortir par notre
méthode concerne les mouvements de quantité de matière.
3.4.1 Choix du modèle de fluide
Le Stable-Fluids est une méthode de simulation de fluide décrite par Stam (1999), Elle
utilise une grille eulérienne : un espace composé exclusivement de fluide où le mouvement
du fluide est décrit par un champ de vecteurs vitesse (aussi nommé vélocité). Son intérêt
est de proposer un algorithme de simulation inconditionnellement stable. Cette méthode
constitue la base du simulateur qui a été développé durant cette thèse.
Staggered-Grid
La méthode du Stable-Fluids utilise une grille qui discrétise le domaine de simulation.
De base, les vélocités du fluide, tout comme les pressions, sont positionnées au centre de
chaque cellule de la grille. Toutefois, les vélocités et pressions ne sont pas localisées de
manière optimale, ce qui induit une forte dissipation numérique.
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La staggered-grid, connue aussi sous le nom de Marker and Cell Method a été utilisée
par Harlow et Welch (1965); Foster et Metaxas (1996); Fedkiw et al. (2001) dans le cadre
de la simulation de fluide. Il s’agit d’une méthode de représentation du fluide qui place
les vélocités au centre de chaque face de la cellule et la pression au centre de la cellule.
De plus, les vélocités sont orientées normales à la face de la cellule (3.1). Bien que cette
disposition soit visuellement plus disgracieuse, cette méthode permet une discrétisation
plus précise des équations en divisant de moitié les distances de la grille, valeur utilisée
lors de la dérivation.
Cela permet d’éviter un découplage pair-impair entre pressions et vélocités. Cela cor-
respond à une erreur de discrétisation qui peut provoquer des motifs en damier dans les
solutions. En effet, avec une grille où pression et vélocité sont colocalisées, il n’est pas
possible d’effectuer les calculs de manière réversible aux vues de la perte d’information.
Ainsi, la staggered-grid permet de connâıtre précisément les quantités de fluide se
mouvant d’une cellule à l’autre et d’améliorer la précision de l’incompressibilité du fluide.
Figure 3.1– À droite une simple grille avec la vélocité et la pression co-localisées. à gauche
une staggered-grid qui comprend la vélocité placée entre les cellules et la pression qui reste au
centre des cellules.
Topologies Arbitraires
Pour adapter ce modèle à la problématique d’un fluide compressé entre deux surfaces,
c’est-à-dire d’un fluide évoluant sur une surface de géométrie arbitraire, Stam (2003) a
proposé une méthode qui permet de faire évoluer un fluide 2D sur une surface courbe.
Pour cela, il reporte dans un environnement 2D, les informations de distorsions relatives
à chaque cellule dans l’environnement 3D. Ainsi une matrice de déformation permet de
passer de l’environnement 2D à l’environnement 3D de topologie arbitraire. Les calculs se
déroulent donc sur une grille 2D aux propriétés anisotropiques.












i, j = 1, 2 (3.33)
Dans ce cas, la matrice G est de dimension 2, elle est fonction de la dérivée de la position
du point dans l’environnement 3D y par rapport à sa position dans l’environnement 2D
x.
À partir de G, le déterminant g va aussi avoir sa place parmi les différents opérateurs que
l’on retrouve dans les équations du stable-fluids.





















De plus, comme la surface est arbitraire, dans l’environnement 2D, chaque cellule doit
avoir ses propres paramètres locaux (fig. 3.2). En effet, il faut gérer la topologie complexe
de la surface 3D et chaque élément doit connâıtre les voisins et les distorsions qui y sont
associés. D’où la notion de patch, qui permet de lier les cellules de manière à ce que chaque
paramètre (tel que la pression et la vélocité) dépende des distorsions et de l’orientation
locale des cellules.
3.4.2 Projection
Le modèle du Stable-Fluid utilise les équations de Navier-Stokes dans le cas des fluides
incompressibles.
∇ · v = 0 (3.37)
∂v
∂t
= − (v · ∇) v − 1
ρ
∇p+ γ∇2v + fext (3.38)
À partir de là, Stam fait référence aux travaux de Chorin (1968) qui cherche à
décomposer la résolution des équations de Navier-Stokes en deux étapes. La première
consiste à faire évoluer le champ de vitesses en fonction de l’équation de quantité de mou-
vement 3.38, et la seconde cherche à faire respecter l’incompressibilité du fluide 3.37 en
projetant le résultat de la première étape dans l’espace des fonctions solénöıdes.
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Figure 3.2– Exemple de topologie arbitraire dans le cas du cube. À gauche un cube dans
l’environnement 3D, À droite un patron de cube dans l’environnement 2D. Les repères en noir
sont les repères relatifs à chaque cellule. Pour le passage d’une cellule à l’autre, il faut prendre
en compte les changements de repères ainsi que les déformations.
v(t)
∇ · v(t) = 0
accélération−−−−−−−→ v
∗
∇ · v∗ 6= 0
projection−−−−−−→ v(t+ δt)∇ · v(t+ δt) = 0 (3.39)
Pour arriver à ce résultat, est utilisé le théorème de décomposition de Helmholtz-
Hodge, aussi nommé théorème fondamental du calcul vectoriel. Celui-ci assure qu’un
champ vectoriel se décompose en composante irrotationnelle et solénöıde.
v = vsol + virrot = vsol +∇ · φ (3.40)
La partie solénöıde correspond à un champ de vecteurs avec une divergence nulle en tout
point ∇ · v = 0. Ce qui fait écho à l’équation d’incompressibilité 3.37 du fluide.
Cette constatation permet de dire que la composante solénöıde que l’on cherche à obtenir
correspond au vecteur v∗ auquel on cherche à éliminer la partie irrotationnelle.
vsol = v − virrot (3.41)
v(t+ ∆t) = v∗ −∇ · φ (3.42)
Ainsi à partir de l’équation de bilan de mouvement de Navier-Stoke 3.38 pour arriver à la
formulation décrite par Chorin, on passe par une intégration eulérienne, puis l’on cherche
à faire apparâıtre dans les calculs le champ de vitesses v(t), v(t + ∆t), et le champ de
vitesses intermédiaires v∗.
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v(t+ ∆t)− v(t)
∆t








= −(v(t) · ∇)v(t) + γ∇2v(t)− 1
ρ
∇p (3.44)










Ainsi l’équation 3.46 peut se réécrire de telle manière à correspondre à l’équation 3.42.
v(t+ ∆t) = v∗ − ∆t
ρ
∇p(t+ ∆t) (3.47)
Il convient maintenant d’obtenir la pression en un point par le calcul de la divergence.
La divergence correspond à la variation de volume sous l’effet du flux et correspond à
∇ · v. Dans le cas de la méthode de Stam, cette divergence correspond à l’erreur qu’il
existe avec le cas incompressible. Dans ce cas, la divergence devrait être nulle. La pression
se calcule donc à partir de l’équation de Poisson suivante :
∇2p(t+ ∆t) = ρ
∆t
∇ · v∗ (3.48)
Une fois la pression calculée, l’équation 3.47 permet de calculer le nouveau champ de
vitesse respectant la contrainte d’incompressibilité.
Au niveau algorithmique, les calculs se font en trois temps. La première concerne le
calcul de la divergence. Elle s’effectue dans le cas d’une staggered grid au niveau des
cellules de la grille. Il convient alors d’effectuer la somme des flux passant par les surfaces





Où a correspond à l’aire d’une surface de la cellule considérée et v la vélocité du fluide
au centre de cette surface. La seconde étape concerne le calcul de la pression. La valeur







asurf (pcellule − padjacente) (3.50)
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Ce calcul peut être condensé sous une forme matricielle :
d = Jp (3.51)
Où d correspond au vecteur contenant l’ensemble des valeurs de divergence, p au vecteur
des pressions et J la matrice d’assemblage, regroupant les coefficients des aires entre
cellules a, la densité du fluide ρ et le pas de temps ∆t. Enfin, la dernière étape concerne






(padjacente2 − padjacente1) (3.52)
La nouvelle vitesse se calcule à partir de la différence de pression entre les deux cellules
voisines.
3.4.3 Décomposition d’opérateur
La projection s’effectue en dernière étape du pas de temps de la simulation du fluide : après
les calculs relatifs aux forces extérieures, aux forces d’inerties et aux forces de frictions
liées à la viscosité. En reprenant l’équation de bilan de quantité de mouvement, l’opérateur
de projection P permet de simplifier cette dernière. Ainsi en sachant que les projections
des gradients de la vitesse et de la pression sont nulles P(∇v) = P(∇p) = 0, on obtient






− (v · ∇) v − 1
ρ







− (v · ∇) v + γ∇2v + fext
)
(3.54)
Pour le calcul de la partie accélération, Stam propose d’utiliser une méthode de
décomposition d’opérateur, ce qui permet de résoudre chaque opération successivement,
de manière indépendante. En reprenant la même notation que pour l’opérateur projection,
on obtient un opérateur d’advection A pour le cas de la partie inertie, un opérateur de







= P ◦ D ◦ A ◦ F(v) (3.56)
Ce qui peut aussi s’écrire de manière à faire apparâıtre les différents champs de vélocités
calculés :




diffusion−−−−→ v∗(p) projection−−−−−→ v(p, t+ ∆t) (3.57)
Opérateur des forces
L’opérateur des forces se fait simplement en ajoutant à la vitesse, la force durant le pas
de temps :
v1(p) = v(p, t) + ∆tf(p, t) (3.58)
Pour obtenir cette relation, on utilise les équations de Navier-Stockes et on ne garde que





L’advection correspond au transport d’une quantité par un champ vectoriel, le
déplacement des propriétés du fluide dans le flux. Ainsi une particule de fluide donnée qui
va subir un déplacement va garder ses propriétés. Les propriétés peuvent faire référence
à une quantité d’énergie, une quantité de chaleur, ou encore la composition du fluide. On
comprend intuitivement que si l’on ajoute de l’encre dans un flux d’eau, les particules
d’encre se déplaceront dans le sens du flux, comme l’illustre la figure 3.3.
Figure 3.3– Déplacement par un champ vectoriel uniforme d’une région du fluide.
Dans les équations de Navier-Stockes, l’opération d’advection s’effectue sur le vecteur
vitesse qui se trouve dans le terme d’inertie (v ·∇)v. En effet, la masse d’une particule de
fluide, va résister à une variation de sa vitesse. Le terme d’inertie insiste sur ce phénomène
de transport d’énergie. Stam résout ce terme en utilisant une méthode semi-lagrangienne
basée sur la méthode des caractéristiques.
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La méthode des caractéristiques permet de résoudre les équations aux dérivées partielles
dans le cas des problèmes de transport. Elle réduit la recherche de la solution le long d’une
courbe. Pour cela, on prend le terme d’advection à part dans les équations de Navier-
Stockes. En effet, l’approche numérique que nous suivons demande de décomposer les
équations en différents opérateurs indépendants les uns des autres (3.56).
∂v
∂t
= (v · ∇)v (3.60)





















Maintenant on choisit dq
ds
= v et dt
ds












= 0, indique que la vitesse est constante le long de la ligne de caractéristique.
À partir de là on obtient trois équations qui nous permettent de résoudre le problème.
dt
ds
= 1 avec t(0) = 0 on obtient : t(s) = s
dq
ds
= v avec q(0) = q0 on obtient : q(s) = q0 + vs = q0 + vt
dv
ds
= 0 avec v(q0, 0) on obtient : v(q(t), t) = v(q0, 0) = v(q − ut, 0)
(3.64)
Ainsi, la vitesse à une position q et à un instant t donné correspond à la vitesse d’un point
situé à la position q − vt à l’instant 0. Ce modèle d’approximation de premier ordre est
valable si on effectue les calculs par rapport au pas de temps précédent :
v(q, t) = v(q − v∆t, t−∆t) (3.65)
Cette opération est aussi appelé backtraking. Dans les faits, elle est mise en œuvre, non
par rapport à la vitesse du pas de temps précédent, mais à celle calculée par l’opérateur
des forces F.
v2(x) = v1(x−∆tv1(x)) (3.66)
Dans le cas présenté, l’advection s’effectue de manière linéaire, alors que le flux, dans un
champ non uniforme va suivre une courbe et non pas une droite. Certains chercheurs,
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comme Kim et al. (2005); Selle et al. (2008), ont élaboré des méthodes pour rendre plus
précise l’advection. Celles-ci permettent d’effectuer une correction afin de se positionner
de manière plus précise sur la ligne des caractéristiques.
Opérateur de diffusion
La troisième étape de la méthode de Stam consiste à y ajouter la notion de viscosité par




Pour résoudre ces équations, une méthode implicite est utilisée. En effet, la formulation
explicite 3.68 est instable si la viscosité est importante et qu’un large pas de temps est
utilisé. Ainsi, Stam privilégie une formulation implicite 3.69.
v(x, t+ ∆t) = v(x, t) + γ∆t∇2u(x, t) (3.68)
v(x, t+ ∆t) = v(x, t) + γ∆t∇2v(x, t+ ∆t) (3.69)
L’opérateur laplacien correspond à la divergence du gradient de v dans Rn.






Où xi correspond à chacun axes du référentiel. Or la dérivée seconde par rapport à l’un




v(q + h) + v(q − h)− 2v(x)
h2
(3.71)







Le laplacien ∇2 peut ainsi se représenter sous une forme matricielle couplée à v. En
reprenant l’équation de la formulation implicite de la diffusion 3.69 on cherche à résoudre :
(I− γ∆t∇2)v(x, t+ ∆t) = v(x, t) (3.73)
Dans le contexte de la décomposition en opérateur la formule attendue est :
(I− γ∆t∇2)v∗ = v2 (3.74)
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Dans le cas de l’étape de diffusion et de projection, Stam (1999) propose d’utiliser un
solveur itératif qui lui permet d’éviter d’avoir à gérer explicitement une matrice. En effet,
la matrice à manipuler est creuse : chaque ligne comporte un nombre de termes équivalent
au nombre de voisins auquel on ajoute la diagonale. Dans notre cas, au vu de l’éventuelle
complexité topologique abordée durant la thèse, il est préférable de garder cette équation
sous forme matricielle.
3.5 Conclusion
Dans ce chapitre, nous avons présenté les bases de la mécanique des fluides. Ensuite,
il a été fait un récapitulatif des méthodes numériques liées à la simulation de fluide.
Enfin, nous avons présenté le modèle de fluide que nous avons choisi pour les applications
médicales. À partir de cela, il est possible de simuler un fluide qui se trouve entre deux
plaques rigides et irrégulières.
Le choix du modèle de fluide est basé sur le mécanisme de calcul des pressions. Ainsi
les pressions agiront sur les surfaces déformables et les déplacements induits conduiront
au déplacement des interfaces fluide-solide. Il convient encore d’établir la manière dont le
couplage doit s’effectuer pour prendre en compte le mouvement des fluides au sein de de
chaque élément. Comme nous utilisons un modèle 2.5D, chaque élément est délimité par
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Dans le chapitre 2, il était question de la modélisation des solides par la méthode
des éléments finis et le chapitre 3 était dédié à la simulation de fluide par un modèle
semi-lagrangien. Ici, nous aborderons le problème du couplage entre ces deux états de la
matière. En effet, tissus et liquides interagissent entre eux et il convient de rassembler les
équations qui régissent les solides et les fluides pour permettre leur cohabitation au sein
de la simulation.
Ainsi, dans ce chapitre, nous allons décrire la principale contribution réalisée dans le
cadre de cette thèse : il s’agit du modèle d’interaction entre solide et fluide que nous
avons élaboré pour des applications chirurgicales où un film de fluide est compris entre
des couches de tissus. Ainsi, un modèle 2.5D est utilisé pour le fluide alors que celui du
solide sera 3D.
Ensuite nous présenterons quelques analyses des systèmes fluide-solide qui permettent
de vérifier le fonctionnement du modèle. Cela nous permettra d’effectuer une synthèse sur
des particularités de ce modèle de couplage et nous fournir des axes d’améliorations.
Enfin, les choix précédents ainsi que l’approche proposés dans ce chapitre doivent aussi
répondre aux contraintes temps réels pour permettre aux chirurgiens d’interagir efficace-
ment avec les applications.
4.2 Modélisation des interactions
4.2.1 Objectifs de travail
Le monde de la simulation médicale se retrouve confronté à de nombreux défis : les
chirurgiens souhaitent la création d’outils pour la formation, ainsi que d’autres pour les
aider dans leurs tâches. Mais leur création nécessite de concevoir de nouveaux modèles.
Dans cette thèse, nous nous sommes concentré sur le cas d’un fluide compris entre deux
couches de tissus. De tels modèles ont permis par exemple de tester la bonne répartition de
gels microbicides en gynécologie (Karri (2011)). Nous cherchons quant à nous d’obtenir
un modèle qui puisse être compatible avec la simulation temps-réel. Nous avons ainsi
sélectionné deux applications qui ont des points similaires. Il s’agit dans tout les cas de
l’injection d’un fluide par le chirurgien entre des couches de tissus.
La première application se retrouve en ophtalmologie, il s’agit de séparer le cristallin
de la membrane qui l’entoure par hydrodissection. La seconde, quant à elle, trouve son
intérêt en chirurgie reconstructive où le chirurgien effectue une auto-greffe de graisse. cette
opération nommée lipo-filling permet l’injection de graisse sous la peau pour boucher des
cavités et pour remodeler les formes du corps. En dehors de celles-ci, il existe d’autres
applications nécessitant ce genre de simulation comme le traitement contre les cancers du
tube digestif par une approche ESD (Endoscopic Submucosal Dissection).
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4.2.2 Types de couplages
La simulation d’un milieu aussi hétérogène que le corps humain, nécessite la
modélisation d’éléments de nature différente qui interagissent entre eux. Cette interac-
tion correspond à des transferts d’énergie mécanique ou thermique d’un organe à l’autre.
Les types de couplages dépendent de la manière dont sont reliés les différents composants
du système. Ainsi dans la littérature, on retrouve les termes de couplage faible et de cou-
plage fort pour différencier la manière dont on couple les modèles qui représentent les
éléments simulés. On différencie alors un schéma partitionné d’un schéma monolithique,
une formulation explicite d’une formulation implicite, ou encore on cherche à qualifier le
respect du principe d’action-réaction.
Schéma partitionné et monolithique
Comme le rappellent Felippa et al. (2001), un schéma partitionné consiste à décomposer
l’ensemble du problème en sous-éléments indépendants les uns des autres auxquels on
ajoute une composante de couplage. Ainsi les équations de chaque élément sont résolues
séparément, puis les calculs des forces d’interaction sont effectués puis incorporés aux sous-
éléments. Ceci permet de faire réagir les éléments les uns aux autres. À contrario, l’autre
type de schéma est celui dit monolithique, c’est-à-dire que l’ensemble des équations qui
régissent la simulation est calculé en même temps. Les méthodes monolithiques permettent
d’obtenir des résultats plus précis et plus stables, en revanche, elles deviennent très chères
en temps de calcul pour des problèmes à grandes échelles et nécessitent la réécriture du
code dans le cas où l’on souhaite modifier le comportement du fluide ou du solide.
L’approche partitionnée est la méthode la plus généralement utilisée : le système couplé
est résolu par sous-ensembles, de manière successive ou itérative et ensuite, des variables
(forces d’action et de réaction) sont échangées au niveau de l’interface fluide-structure.
Ces méthodes présentent un certain nombre d’avantages. Il est ainsi possible d’adapter
la discrétisation spatiale et temporelle en fonction des spécificités de chaque milieu et des
modèles. De plus l’indépendance de la modélisation permet de moduler différents solveurs
physiques pour créer de nouvelles interactions, non-prévues au départ.
Néanmoins, le gain en efficacité numérique par rapport à une approche monolithique
n’est pas garanti. En effet, il faut accorder une attention particulière dans la formulation
et l’implémentation pour éviter la dégradation en stabilité. De plus, la stabilité du système
dépend de la stabilité de chaque sous-ensemble, mais ce n’est pas une condition suffisante :
même si le le couplage converge, il n’est pas garanti que le résultat obtenu soit comparable
à la solution du problème continu.
Schémas séquentiels et itératifs
Pour réaliser un couplage de solveurs séparés, l’algorithme de couplage doit organiser
l’échange d’informations dans le temps. Il existe deux manières pour atteindre ce but. La
première consiste à effectuer les opérations les unes après les autres, la seconde impose en
plus une vérification du résultat afin de renforcer le couplage.
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Schémas séquentiels la procédure générale Conventional Partitioned Procedure pour
résoudre un système qui couple deux milieux, respectivement A et B, est décomposée
en quatre étapes. Tout d’abord, il s’agit de calculer l’état du milieu A à l’instant t+ ∆t,
ensuite de transférer les quantités calculée à l’interface du milieu A vers le milieu B. Puis
les mêmes étapes sont effectuées dans le cas du milieu B : c’est-à-dire le calcul de l’état du
milieu puis le transfert vers A des données à l’interface. Dans le cas d’un calcul en parallèle
des différents milieux, la Inter-field Partitioned Procedure synchronise simultanément les
les données à l’interface. La principale différence en terme de résultats est que dans le
premier cas, le calcul sur B utilise les variables mises à jour de A à l’instant t+ ∆t tandis
que dans le second l’échange de variables s’effectue au même moment. La figure 4.1 montre
les interactions des deux milieux en fonction du temps. La seconde méthode permet un
traitement homogène des deux milieux en interaction et a l’avantage d’être parallélisable.
Pour la première méthode, le traitement est non-homogène mais permet de prendre en
compte les spécificités des deux milieux, surtout en cas d’interactions inégales entre les
milieux. Ce schéma est particulièrement utile lorsque le milieu A influence fortement le
milieu B alors que l’influence en B sur A est plus faible.
Figure 4.1– Deux algorithmes de couplage explicite :Conventional Partitioned Procedure et
Inter-field Partitioned Procedure. On retrouve l’ordonnancement des actions avec en pointillé,
les transferts de valeurs au niveau de l’interface.
Selon Piperno et al. (1995); Farhat et Lesoinne (2000), ces schémas explicites peuvent
être associés à une partie prédictive qui permet, lors des calculs d’estimer les effets d’un
milieu sur l’autre. La qualité des prédictions permet de rendre plus stable et plus précis
le couplage fluide-structure. Ces schémas sont nommés Conventional Serial Staggered
et Conventional Parallel Staggered selon l’ordonnancement des calculs. Utiliser le se-
cond schéma se fait au détriment de la stabilité et de la précision étant donné que deux
prédictions sont faites.
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Afin de renforcer la précision, les algorithmes Improved Serial Staggered et Improved
Parallel Staggered désynchronisent les échanges en introduisant un décalage d’un demi pas
de temps entre la résolution des calculs des deux milieux. D’autres techniques permettent
de prendre en compte les effets des interactions entre milieux, comme celles basées sur la
correction, la substitution ou encore la synchronisation Felippa et al. (2001).
Cela dit, Le Tallec et Mouro (1996) expliquent que la stabilité et la précision à long
terme dépendent du respect de la conservation d’énergie et que ce principe peut être
mis à mal par un schéma d’intégrations décalées inapproprié. De plus, Badia et al. (2008)
mettent en garde contre les non-linéarités lors des interactions de fluide avec les structures
à parois minces où un couplage faible ne satisfait pas les conditions de continuité de vitesse
et de contraintes. Enfin, Causin et al. (2004); Förster et al. (2007) posent le problème de
la masse ajoutée qui consiste à considérer l’effet de l’inertie du fluide avec la masse du
solide. Dans le cas où les masses sont de même grandeur, le comportement dynamique
vient à en être affecté. Ce qui induit des problèmes de stabilité qui doivent être résolus
par l’utilisation de schémas plus complexes.
Schémas itératifs Les schémas séquentiels induisent une erreur liée au fait que la
prédiction ne donne pas une représentation suffisamment précise du comportement de
l’interaction des milieux. Il convient donc de modifier les prédictions en fonction de
l’erreur pour obtenir l’équilibre des champs de surfaces à la fin du pas de temps. Il
convient d’effectuer plusieurs corrections successives pour obtenir la convergence des
critères préalablement définis. Ainsi le schéma se stabilise par le processus itératif. A
chaque étape, il est nécessaire de recalculer les comportements du fluide et de la structure
ce qui augmente considérablement les temps de calculs.
Le coût de calcul peut être réduit en prenant en compte des processus de relaxation où
de préconditionnement pour le traitement des non-linéarités afin d’améliorer la vitesse de
convergence. Par contre, l’optimisation du taux de convergence par des méthodes itératives
plus complexes (Badia et al. (2008); Gerbeau et Vidrascu (2010); Matthies et Steindorf
(2003); Fernández et Moubachir (2005)), nécessite la construction du Jacobien qui ne peut
pas être formulée explicitement pour le couplage.
On remarque que pour la majorité de ces travaux, la stratégie consiste à faire un pre-
mier calcul sur le modèle de fluide, puis à appliquer le résultat obtenu sur le modèle
de déformation. Cette stratégie peut avoir tendance à sous-estimer l’influence de la
déformation sur le comportement du fluide. Dans notre problématique, le modèle de
fluide est fortement contraint par les solides en contacts, ce qui implique le besoin d’une
connexion forte au niveau du couplage. Ainsi, cette stratégie n’est pas forcement valide
dans notre cas.
4.2.3 Notre proposition
Dans le cadre de cette thèse, nous nous intéressons aux films de fluide compris entre
deux couches de tissus déformables. Ce fluide, visqueux, est compris dans un domaine
fermé, où la modification de la quantité de fluide se fait artificiellement. En d’autres
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termes, le fluide ne peut entrer ou quitter le domaine sans une intervention directe sur les
données qui représentent les volumes.
Dans la section précédente, nous avons vu les difficultés issues du couplage du fluide en
utilisant un schéma séquentiel. Le but de notre travail est alors de chercher une méthode
qui permet de renforcer l’aspect prédictif de l’estimation des paramètres des solides.
Un modèle eulérien est utilisé pour simuler le fluide. Le champ de vecteurs vitesse de
celui-ci est positionné entre les deux surfaces de tissus. Le fluide est discrétisé en cellules
parallélépipédiques où les vecteurs du champ de vitesse sont positionnés à l’interface des
cellules selon la méthode des staggered-grids (Cf : 3.4.1). La formulation du fluide se fait
en vitesse v et en pression p selon la méthode de Stam (1999) décrite en 3.4.
Figure 4.2– Modèle fluide-structure où un film de fluide se trouve entre deux couches de solide
déformable. Sur l’image de doite est représentée une section de l’aspect fluide où les équations
sont dominées par la pression et le champ de vitesse
Les tissus mous, quant à eux, suivent une loi de comportement élastique et la résolution
des équations est faite selon la méthode des éléments finis (FEM). Que ce soit en approche
volumique ou surfacique, l’intérêt est d’obtenir à l’interface une formulation qui allie
les efforts au niveau de l’interface avec le déplacement de celle-ci. Ceci est permis par
l’intermédiaire de la matrice de rigidité K selon l’équation 2.43. Cette matrice, telle quelle,
permet d’associer les efforts exercés f sur les points du solide avec le déplacement résultant
u comme réécrite ci-dessous.
f = K(u) · u (4.1)
Cette formulation permet de connâıtre les efforts provoqués par la déformation. Dans
le cas général, la matrice K(u) change à chaque pas de temps et donc, dans le cadre
d’un modèle linéaire avec petites déformations et petits déplacements, la matrice K(u)
est constante. Pour simplifier les notations on décrira par K aussi bien les cas linéaires et
non linéaires.
Ce qui nous intéresse plus particulièrement est de connâıtre les déplacements causés
par la pression appliquée par le fluide sur l’interface du solide. Pour atteindre ce but, il
faut tout d’abord inverser les relations de l’équation 4.1 pour obtenir une équation qui
permet de trouver la vitesse en fonction de la force appliquée sur les points. Ainsi, l’inverse
de la matrice de rigidité se nomme matrice de compliance K−1. À nouveau, dans le cas
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général où K n’est pas constant, K−1 dois être calculé à chaque pas de temps, ce qui est
coûteux. Dans certaines des applications décrites dans les chapitres 4 et 5, il est possible
de faire l’hypothèse d’un comportement linéaire et éviter de recalculer la matrice K−1 à
chaque pas de temps. Et dans ce cas, il en résulte une accélération sur les temps de calcul
importante.
u = K−1 · f (4.2)
Cette équation n’est pas encore suffisante, étant donné qu’elle concerne l’ensemble des
vitesses et forces appliquées à tous les points du solide alors que seule interface nous
intéresse. Il convient d’appliquer à K−1 une matrice H qui a pour but de condenser les
relations sur la surface.
δ = H ·K−1 ·H−T · λ (4.3)
Avec λ les forces appliquées à l’interface et δ un vecteur représentant les déplacements
à l’interface comme illustré en 4.3. H est une matrice de correspondance qui permet de
passer de l’espace des contraintes vers l’espace de la mécanique. En d’autres termes, elle
permet de représenter les relations entre tous les points du solide vers un domaine qui a
été restreint à une surface. La matrice permet aussi le changement de topologie, couplant
la topologie du solide avec la topologie du fluide.
Formellement, H est nommée Jacobienne des contraintes et correspond selon Murty
(1997) au gradient de la contrainte issue d’un point q, H(q) = ∂A(q)
∂q
avec A(q) la fonction
d’interpolation qui permet de répartir par pondération barycentrique les forces sur les
points de l’objet soumit à la contrainte qui sont voisins de q. Pour respecter le principe
physique des travaux virtuels (Faure et al. (2012)), la matrice HT permet de répartir
sur les nœuds du maillage, les forces λ calculées sur les contraintes. Par exemple, si la
contrainte est positionnée exactement sur un point du maillage, la ligne de la matrice
correspondant à la contrainte ne contiendra qu’un vecteur unitaire (normal au contact)
au niveau de la colonne correspondant au point du maillage.
Or dans le cadre des interactions fluide-structure, les forces appliquées sur le solide
ont comme origine le contact du fluide pour lequel une formulation en pression est plus
adaptée : p = λ/s, où s est la surface de contact.
Un déplacement de l’interface du solide produit aussi une variation locale du volume
à l’extérieur du solide. Cette variation doit être prise en compte lorsque l’on souhaite
obtenir l’incompressibilité du fluide : Si localement le volume du fluide est modifié, les
relations au sein du modèle de fluide doivent contrer ce changement. Ainsi la variation de
volume est relative au déplacement de l’interface selon dV = s · δ.
Ces deux relations appliquées à l’équation 4.3 permettent de donner une relation entre
la pression appliquée sur le solide et la variation de volume du fluide où une matrice S
est insérée pour représenter les relations de superficie à l’interface de contact.
dV = S ·H ·K−1 ·H−T · S−T · p (4.4)
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Figure 4.3– Deux exemples d’objets déformables en contact avec une surface rigide. Une force
λ appliquée sur la structure produit un déplacement δ des points de l’interface. La matrice de
compliance indique la relation entre les forces appliquées sur l’interface et le déplacement des
points voisins. Dans l’exemple du haut, l’objet est fortement déformable. Ainsi la réponse au
contact fait intervenir l’ensemble des points 3, 4, 5, 6 et 7 de manière indépendante (compliance
forte, peu de couplage mécanique entre les points de contact). Dans l’exemple du bas, l’objet
est beaucoup plus rigide. Sa compliance est donc plus faible et le couplage entre les points plus
importants.
Les matrices S et H sont semblables dans le sens où elles effectuent des transformations
relatives à la topologie. Le passage de la pression du fluide vers une force sur le domaine
du solide est illustré en 4.4. La pression est multipliée par le vecteur d = ns où n vecteur
normal à la surface et s, l’aire de la primitive géométrique. La force est ensuite répartie au
niveau des quatre nœuds du quadrilatère. Enfin les forces sont transmises à la topologie
du solide par des pondérations barycentriques. Ce choix traduit les relations linéaires
entre les nœuds des éléments puisque l’on a des éléments de type P1 (linéaires) et donc
l’interpolation se base sur les fonctions de forme, elles mêmes linéaires.
L’équation 4.4 peut alors être utilisée pour prédire le comportement du solide au ni-
veau des équations de Navier-Stokes 3.22. L’équation de l’incompressibilité indique que
la quantité de matière entrante dans un point équivaut à la quantité de matière sortante.
Ainsi cette équation peut être vue dans le domaine discret, de telle manière que la somme
des variations des volumes locaux soit nulle. Ces variations de volume sont liées soit aux
déplacements de l’interface, soit aux transferts de matière entre les éléments du domaine
du fluide.
Ce modèle est un mélange entre un modèle partitionné, par la séparation des différents
modèles physique, et un modèle monolithique par le fait que les paramètres du solide sont
utilisés par le fluide. La résolution des problèmes de solide et fluide se fait successivement
et la prédiction du déplacement du solide est renforcée.
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Figure 4.4– Au niveau du domaine du fluide, la pression du liquide sur un élément de la
surface est transformée par la matrice S en un ensemble de forces aux nœuds qui délimitent
la surface. Ensuite, chaque force est appliquée sur les nœuds du domaine du solide grâce à la
matrice H.
Dans les méthodes couramment utilisées, c’est directement la vitesse du solide qui est
utilisée pour déterminer le déplacement de l’interface. L’hypothèse est que l’inertie du
solide est suffisamment grande par rapport aux forces exercées par le fluide pour ne pas
avoir de changement brutal du comportement du solide, induit par le fluide, sur un pas
de temps. On peut donc se contenter de rendre explicites les forces du fluide quand on
intègre le solide.
Dans notre cas, le solide et le fluide sont de grandeurs équivalentes. En effet, le
déplacement du solide impose une pression sur le fluide que ce dernier n’est pas en me-
sure de contrer. De ce fait, il est possible que le mouvement de l’objet obstrue la cavité
(dans laquelle se déplace le film de fluide). Il n’est donc pas possible d’expliciter les forces
du fluides. Ainsi, l’innovation du modèle proposé concerne l’utilisation des paramètres
mécaniques du solide déformable lors de son étape de prédiction.
4.3 Couplage fluide-solide déformable
La simulation de couplage a été effectuée de deux manières différentes. La première
concerne un couplage monodirectionnel où le fluide utilise les informations mécaniques
du solide sans pour autant renvoyer l’information de pression. Puis, en second lieu, il sera
question de la simulation complète du couplage, où le solide se meut en fonction du fluide
et vice-versa.
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La première a été faite pour les applications où les déformations du solide sont mi-
nimales et ne justifient pas de devoir effectuer la déformation mécanique complète du
système. Dans ces cas, il était intéressant de voir l’évolution de la propagation du fluide.
L’avantage de cette méthode est de négliger une part contraignante des calculs en coût
de simulation.
La seconde est destinée au cas général où la déformation du solide est un aspect im-
portant de la simulation. Dans ces cas les interactions sont effectuées dans les deux sens
et donc la pression du fluide agit sur le solide et les déplacements du solide engendrent
des variations de la hauteur du fluide.
L’unique différence entre les deux concerne le fait que la pression n’a pas d’influence
sur le solide. Ainsi, la présentation de l’algorithme ne s’effectuera que dans le second cas.
4.3.1 Étapes de simulation
Initialisation
Lors de l’initialisation de la simulation, la première étape consiste à gérer les maillages
des solides et du fluide. Ces maillages ont été construits auparavant et positionnés dans
la scène. Dans le cas général, l’objet à simuler est constitué de deux couches de solide
déformable situées de part et d’autre du domaine fluide. Ces régions peuvent être quel-
conques aussi bien géométriquement que mécaniquement (géométrie régulière ou maillage
tétraèdrique, matériaux non homogènes, non isotropes, etc).
À ce maillage est associé le modèle de solide déformable choisi avec les paramètres
mécaniques ainsi que les différentes relations et contraintes dépendantes de l’application
à simuler. Le choix du modèle et de la topologie du solide n’a pas d’incidence sur le
fonctionnement du couplage. À notre connaissance, il n’y a pas d’obstacle à l’utilisation
d’autres modèles même si cela n’a pas pu être démontré de manière formelle durant cette
thèse.
Pour la partie fluide, on désigne les deux interfaces fluide-solide comme des surfaces
dont la topologie est similaire. Les surfaces sont mises en correspondance avec leur solide
respectif par un mapping barycentrique. Les surfaces doivent être composées de quadri-
latère pour correspondre avec le modèle de fluide. Une fois le modèle apposé aux topolo-
gies, il faut initialiser les contraintes qu’il existe au sein du fluide (distorsions, limites du
domaine, cloisonnements, porosités).
Déroulement du pas-de-temps
À chaque pas de temps, nous simulons d’une part les solides, d’autre part le fluide.
Dans un premier lieu, la matrice de compliance est calculée et projetée sur l’interface de
telle manière à obtenir la variation de volume de fluide en fonction de la pression exercée
sur le solide telle que notée dans l’équation 4.4. Ainsi pour chaque élément du modèle
de fluide, la relation entre le volume de l’élément et la pression locale est connue et nous
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obtenons un modèle de prédiction du déplacement de l’interface fluide-solide qui dépend
de la pression calculée durant la résolution de la partie fluide.
Figure 4.5– La matrice de compliance permet de connâıtre le déplacement de l’interface en
fonction de la pression p donc de déduire la variation de volume dV .
Il convient ensuite de mettre à jour les différents éléments qui dépendent de la distance
entre les deux interfaces, c’est-à-dire ce qui concerne les aires des surfaces entre deux
cellules de fluide (comme la matrice de projection, de diffusion) et le volume de ces cellules.
À propos du calcul du volume du fluide, il existe deux méthodes qui cohabitent : le
volume vu par le modèle du fluide et le volume de la cavité entre les deux couches de
tissus. En effet, le modèle de fluide permet de connâıtre le volume sans avoir de perte de
fluide durant la simulation tandis que la cavité n’est pas garante de la quantité de fluide.
Connâıtre ces deux volumes donne la possibilité de corriger l’erreur qui existe entre eux.
Dans le premier cas, il s’agit du calcul du volume Vcell-fluid selon les équations du fluide et
du couplage : l’équation 4.5 permet de donner la variation de fluide dV liée au déplacement
de l’interface en fonction de la pression. Ensuite il y a les variations liées aux mouvements
de fluide entre les cellules de fluide et aux modifications de volume lié aux manipulations
de l’utilisateur (injection, voire retrait de fluide).
dV = C · p (4.5)
Le deuxième calcul Vcell-interf de fluide quant à lui, correspond au volume entre les deux









La différence de volume entre les deux calculs permet d’obtenir la divergence Dcell qui





(Vcell-interf − Vcell-fluid) (4.7)
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En ce qui concerne le solveur de fluide, les étapes de diffusion 3.4.3 et d’advection 3.4.3
sont réalisées avant celle la projection 3.4.2. Une fois l’ensemble des pressions calculées,
le déplacement du solide est mis à jour en fonction de la pression que le fluide applique
sur l’interface.
La projection
Puis vient le moment où l’on cherche à rétablir l’incompressibilité du fluide par le calcul
des pressions. Cette étape de projection fournit l’équation générale 3.51. Or l’équation 3.50
dont elle est issue, donne une formulation de la divergence d relative à un flux.
Ainsi, pour rendre homogène les équations de projection et de compliance, il faut soit
parler en flux soit en volume. Nous préférons utiliser comme référence le flux, ce qui
permet d’obtenir les jeux d’équations suivants :





La première équation représente la divergence de flux au sein du fluide en fonction de
la pression, tandis que la seconde correspond au flux normal à la surface, provenant du
déplacement de l’interface, en fonction de la pression. Dans le cas de notre modèle de
fluide, nous prenons en compte ces deux phénomènes et sa formulation se traduit par
l’équation :




On peut remarquer que la matrice J est creuse tandis que C est une matrice dense.
La somme des deux matrices produit donc une matrice dense. Cette dernière ne permet
pas l’utilisation d’un solveur adapté aux matrices creuses. Dans tous les cas, l’équation
4.10 peut être difficile à résoudre et faire apparâıtre des instabilités. De plus, comme
le fluide est un domaine fermé, d’autres instabilités peuvent apparâıtre lorsque le solide
déformable est assez rigide. Dans ce dernier cas, le problème est simplement mal posé (on
tente d’augmenter le volume de fluide dans une région à volume constant). En pratique,
les matériaux que l’on va considérer dans nos applications sont suffisamment déformables
pour ne pas faire apparâıtre ce problème.
Pour gérer l’instabilité numérique, nous avons proposé une relaxation de la matrice
afin de la rendre creuse. La matrice R a ainsi été introduite dans le but d’aider à la
convergence du système pour stabiliser le résultat. Il s’agit d’une matrice qui renforce la
diagonale de la matrice en remplaçant C. La diagonale de la matrice R est la somme
des contributions de déplacement de volume du domaine (N cellules). Ce qui permet de
garder l’information d’un volume constant au sein de la matrice résultante.
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Figure 4.6– Dans le cas d’un
fluide compris entre deux sur-
faces indéformables, la formula-
tion d = Jp est utilisée. For-
cer un flux dans ce système
(1) conduit à l’apparition d’une
pression relative positive au ni-
veau de la cellule à laquelle
on ajoute du fluide et négative
pour celle où on en enlève (2).
Le calcul des nouvelles vitesses
en fonction des pressions cal-
culées permet de rétablir l’in-
compressibilité du fluide (3).
Figure 4.7– Ensuite, dans
le cas où on néglige les
déplacements de fluide le long
des surfaces et où ces dernières
peuvent se déformer selon la
pression exercée, la formulation
d = 1∆tCp permet d’exprimer
la relation entre la pression du
fluide (2) et le flux engendré par
le déplacement des interfaces,
puis de permettre au fluide de
rétablir son incompressibilité
(3).
Figure 4.8– Enfin, le modèle
qui a été conçu lors de cette
thèse permet l’association des
phénomènes que l’on retrouve
en fig 4.6 et fig 4.7. En effet,
l’utilisation de d = (J + 1∆tC)p
prend en compte les flux au
sein d’un fluide 2D et ceux liés
au déplacement de l’interface











Le modèle proposé permet d’utiliser les paramètres mécaniques pour fournir une
prédiction du déplacement de l’interface fluide-solide. Les prédictions sont en rapport avec
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la pression qui est l’inconnue à trouver. Lors du calcul de la pression pour assurer l’in-
compressibilité du fluide, on insère cette prédiction dans l’équation. De manière implicite,
on trouve à la fois la pression, mais aussi le déplacement qu’engendre cette pression. Au
final, les flux du fluide et le déplacement des interfaces garantissent de manière numérique
l’incompressibilité du fluide. Ainsi dans le cas où l’on ne souhaite pas appliquer la pression
sur l’interface, le volume de fluide calculé par le solveur de fluide est toujours constant.
4.4 Analyses de sensibilité
Les simulations pour tester la sensibilité du modèle ont été effectuées dans le cadre
de couches de tissus rectangulaires et planaires. Les tests permettent de définir des pa-
ramètres idéaux pour optimiser la simulation en précision et en temps de calcul.
Ces différentes simulations ont été réalisées en statique et en dynamique. L’analyse
statique a pour but de comparer la précision de nos simulations par rapport à des résultats
analytiques alors que la simulation dynamique nous permet d’évaluer la réactivité de la
simulation pour des applications temps-réel.
4.4.1 Pression constante sur le solide seul
Pour vérifier le bon comportement du solide face à une pression p, il convient de
comparer des cas dont les valeurs théoriques sont connues avec la réponse de la simulation.
Ainsi, Imrak et Gerdemeli (2007) ont calculé la déflexion d’une plaque sous une charge
uniforme. L’hypothèse concerne une plaque rectangulaire contrainte sur le pourtour (fig :
4.9). La plaque a comme largeur 2a et comme longueur 2b (b ≥ a).
Figure 4.9– Effet d’une pression homogène sur une plaque contrainte sur le pourtour.
Pour connâıtre la déflexion, ils utilisent le terme de rigidité à la flexion D qui dépend du






La déflexion au centre de la plaque w est calculée par la formule suivante :





Le terme α a été calculé par les auteurs et a été mis à disposition sous forme de tableau.
Ils ont utilisé un coefficient de poisson de ν = 0.3 pour différents rapports de la longueur









Il existe deux expérimentations à effectuer. Tout d’abord il s’agit de montrer le compor-
tements en fonction de différentes résolutions spatiales et temporelles, puis de vérifier que
le modèle simulé reste cohérent avec le modèle analytique en modifiant des paramètres.
Comportement du solide en fonction des résolutions spatiales et temporelles.
Pour les premiers tests, nous avons choisi de simuler une plaque carrée de dimension a =
b = 10m et d’épaisseur h = 0.1m, un matériau ayant un module de Young E = 1.092MPa
et un coefficient de poisson ν = 0.3. On obtient ainsi D = 130 et w = p · 6.093 · 10−3. En
choisissant une pression p = 100Pa, on obtient une déflexion théorique de 0.6093m.
De règle générale, les éléments hexaèdraux cubiques permettent d’obtenir de meilleurs
résultats. Le fait qu’il n’y ait pas de distorsion initiale des éléments (leur longueur soit
égale à leur largeur et à leur hauteur) rend les résultats plus fiables. Dans l’exemple
présenté, on décompose la plaque en hexaèdre selon une résolution choisie. Une résolution
de 100 sur 100 avec une seule couche d’éléments permet d’obtenir des éléments cubiques.
Mais selon les géométries des objets à simuler, il n’est pas forcément possible d’utiliser des
éléments hexaédriques. Ce qui implique des choix topologiques en fonction de la géométrie
de l’organe à simuler et des performances attendues.
La figure 4.10 montre que les courbes issues de modèles hexaèdriques et tetraèdriques
convergent vers une même solution. Les éléments hexaédriques donnent un résultat
supérieur à 95% de sa convergence à partir d’une résolution de 20 sur 20 et le nombre
de couches n’est pas un paramètre déterminant. Ainsi utiliser des éléments dont le ra-
tio longueur-épaisseur est de 3 permet de simuler de manière efficace la surface soumise
à une pression constante. Dans le cas des éléments tétraédriques, il faut atteindre une
résolution de 60x60 avant d’obtenir une simulation de précision équivalente. Le placement
des tétraèdres a besoin d’être optimisé, ce qui n’est pas évident dans le cas d’une surface
de faible épaisseur où les distorsions initiales des éléments sont importantes.























Figure 4.10– Déflexion de la plaque soumise à une pression constante. Différentes résolutions
d’éléments hexaèdriques, tetraèdriques et surfaciques sont utilisées (grille de 10x10 à 100x100
éléments), au niveau de l’épaisseur est utilisé 1 ou 2 couches (s1 et s2) et la résolution temporelle
utilisée est 0.01s. Ces mêmes tests ont été effectués avec un pas de temps de 0.001s, mais les
résultats obtenus sont similaire à ceux du graphique. Les valeurs se trouvent en annexe .1.1.
Le modèle membrane, concerne un modèle composé de triangles, il est à différencier
des modèles à coques par le fait que l’épaisseur agit sur le principe des contraintes planes,
c’est-à-dire que les forces externes sont divisées par l’épaisseur pour donner une rigidité
normale à l’épaisseur. Ce modèle donne des résultats similaires quelle que soit la résolution
spatiale utilisée. Cela dit, le comportement des éléments volumiques est différent. En effet,
le modèle membrane est beaucoup plus long à se stabiliser et ainsi malgré la pression
constante, la membrane oscille et il est nécessaire d’attendre plus de vingt milles pas de
temps de simulation avant que les phénomènes ondulatoires cessent. Par contre, à partir
d’un pas de temps supérieur à 5ms, des vibrations apparaissent et empêchent le système
de se stabiliser. En effet, le modèle membrane est un modèle simplifié qui ne génère
aucune force si il est sollicité en flexion ou en cisaillement. Numériquement, cela crée une
indétermination sur le modèle d’où la création d’oscillations artificielles, particulièrement
quand le modèle est mal conditionné (dt > 5ms).
Comportement du solide en fonction de ses paramètres.
Les seconds tests permettent de comparer le comportement du solide en modifiant les
paramètres de la forme de l’objet ainsi que la nature du matériau. Tout d’abord, on choisit
de modifier l’épaisseur de la plaque. Les paramètres restent pour une plaque carrée de
10m sur 10m et un coefficient de poisson ν = 0.3. La figure 4.11 utilise un module de
Young E = 1.092MPa et la figure 4.12 un module de Young de E = 1.092GPa. Les
résultats sont comparés aux valeurs issues du modèle analytique.
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Figure 4.11– Déflexion finale de la plaque soumise à une pression constante selon l’épaisseur
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Figure 4.12– Déflexion finale de la plaque soumise à une pression constante selon l’épaisseur
de la plaque. La rigidité de la plaque est définie par un module de Young de E = 1.092GPa.
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Dans les deux tests, la formule analytique ne correspond pas aux résultats obtenus par
simulation. L’erreur constatée entre les éléments hexaèdriques et tétraédriques peut s’ex-
pliquer par le fait qu’on cherche à simuler des surfaces de faible épaisseur avec des éléments
volumiques. En effet, les conditions aux limites sont compliquées à reproduire : il faudrait
faire une étude plus approfondie sur le domaine de validité du modèle corotationnel.
Comportement du solide face à la gravité
Les résultats précédents n’étant pas satisfaisants, il a fallu se tourner vers d’autres tests.
Ainsi la Société Française des Mécaniciens (SFM (1990)) a publié un Guide de validation
des progiciels de calcul de structures qui a pour vocation de servir de base de données pour
la mise en place de tests qui permettent la qualification et la certification de progiciels.
Le test qui nous intéresse plus particulièrement a comme référence SSLS02 (fig.4.13).
Dans ce test, une plaque carrée de largeur 1m et d’épaisseur 1cm est supportée sur le
contour (mais non fixée). Le matériau utilisé (de l’acier) a comme paramètres un module
de Young E = 211GPa, un coefficient de Poisson ν = 0.3 et une densité de 7950kg.m−3.
Seul le champ de gravité (g = 9.81m.s−2) agit sur la plaque. Ainsi selon l’hypothèse de
Love-Kirchhoff, la déflexion au centre de la plaque serait de 0.158mm.
Figure 4.13– Schéma du test SSLS02 présenté dans le Guide
de validation des progiciels de calcul de structures.
La simulation en elle-même est difficilement stable : le pourtour de la plaque ne doit pas
être complètement contraint et doit pouvoir se déplacer selon le plan. Les conditions aux
limites définies par le guide de validation sont difficiles à implémenter dans SOFA. Pour
un maillage de 20x20, la déflexion obtenue est de 0.22mm ce qui n’est pas incohérent.
4.4.2 Injection de fluide entre deux plaques
Il convient ensuite de pouvoir vérifier la stabilité du couplage entre le fluide et le solide.
Pour les tests suivants, on cherche à simuler un fluide entre deux plaques. On choisit de
modéliser chaque solide avec une couche d’hexaèdres, étant donné que les tests précédents
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montrent que l’utilisation de ce modèle assure de bon résultats. Chaque solide est une
plaque de dimension a = b = 1m et d’épaisseur h = 0.025m. Le matériau utilisé corres-
pond à un module de Young E = 1.092MPa et le coefficient de poisson ν = 0.3, la plaque
est contrainte sur le pourtour en contact avec le fluide (fig : 4.14). Aussi, le fluide, compris
entre les deux plaques, est de même dimension que les plaques. On considère un fluide
non-visqueux en écoulement laminaire. Pour créer une dynamique dans la simulation, on
injecte en continu un fluide à raison de 0.005m3s−1 au centre du domaine et on mesure
la hauteur de fluide à cette position. À titre indicatif, la hauteur moyenne théorique du
fluide sur le domaine est de 0.045m au bout de quatre secondes.
Figure 4.14– Simulation de l’injection de fluide entre deux plaques. L’image de gauche montre
les plaques déformées par le fluide. Elles sont composées d’hexaèdres et sont contraintes sur le
pourtour. L’image de droite montre l’état de la pression entre les deux plaques : la poussée (en
rouge) s’effectue autour de la zone d’injection (au centre).
Deux types d’analyse sont présentées. La première consiste à vérifier le comportement
de la simulation en fonction de la résolution spatiale et la seconde est en fonction de la
résolution temporelle.
Résolution spatiale
Pour pouvoir simuler le solide déformable, il faut le décomposer en éléments. On choisit
pour ces tests des éléments hexaèdraux. De plus, la résolution de 40x40 implique l’utili-
sation d’éléments héxaèdraux cubiques qui permettent une meilleure précision.
La figure 4.15 correspond à la hauteur de fluide au centre du domaine. De hauteur
initiale 0.025m, elle atteint près de 0.075m après quatre secondes de simulation avec un
pas de temps de 0.001s. On remarque que quelle que soit la résolution spatiale, le fluide se
comporte de la même manière et que le graphe montre des courbes quasi-linéaires. Pour
avoir un aperçu plus précis du comportement du fluide, la figure 4.16 est similaire à la
précédente mais la composante linéaire est soustraite.
























Figure 4.15– Distance entre les deux solides (au centre du domaine) au cours du temps selon





























Figure 4.16– Déflexion au cours du temps selon la résolution spatiale du maillage auquel
est soustrait la composante linéaire. À gauche, un changement d’échelle du graphe permet
de visualiser une composante ondulatoire. Ces courbes sont obtenues à partir des courbes
di(t) de la figure 4.15 auquel on supprime la composante linéaire. Ainsi les courbes présentées
correspondent à la formule di(t)− (ax+ b) avec a = 0.025 et b = 0.075010−0.0254
Ce graphe permet de visualiser l’impact de la résolution sur la déflexion. Ainsi, les
courbes se resserrent plus si la résolution est importante, ce qui implique une convergence.
Ensuite, utiliser une résolution grossière donne au solide une rigidité plus importante.
Enfin on retrouve une composante ondulatoire qui correspond à l’effet de va-et-vient
d’une vague qui se forme au niveau du fluide. La fréquence de cette ondulation dépend
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de la rigidité du matériau.
Résolution temporelle
La seconde série de simulation est fonction du pas de temps pour laquelle on vérifie la






















Figure 4.17– Déflexion au cours du temps selon le choix du pas de temps. Les valeurs se
trouvent en annexe .1.3.
À l’image de la première série, les résultats obtenus dans la figure 4.17 sont similaires
avec un faible écart de comportement. Pour un pas de temps grossier (dt = 10ms), on
obtient néanmoins une instabilité trop grande qui entrâıne une forte divergence.
La figure 4.18 montre les mêmes résultats sans la composante linéaire. On peut ainsi
voir qu’avec un pas de temps plus grossier, l’élasticité semble augmenter à contrario des
tests sur la résolution spatiale. On met aussi en évidence une oscillation de type odd-even
qui est certainement due à un problème numérique lors du couplage. Cette oscilation est
d’autant plus visible lorsque l’on visualise la dérivée des courbes où chacune d’elle est
atteinte de manière plus ou moins importante.
Le comportement proche des simulations, d’un point de vue macroscopique est lié aux
aspects d’incompressibilité du fluide.
Effet de la rigidité
Les ondulations visibles dans la figure précédente correspondent à l’effet de vague. Il
convient néanmoins de montrer l’effet de la rigidité sur le solide. Pour cette série de tests,
les dimensions de la plaque sont de 1m sur 1m et d’épaisseur 1cm, une grille de 10 sur 10
et un pas de temps de 1ms sont utilisés.























Figure 4.18– Déflexion au cours du temps selon la résolution spatiale du maillage auquel
est soustrait la composante linéaire. À gauche, un changement d’échelle du graphe permet de
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Figure 4.19– Deflexion au cours du temps selon le choix de la rigidité du matériau. Les
valeurs se trouvent en annexe .1.4.
Avec une faible rigidité on s’aperçoit que le fluide s’accumule au niveau de la zone
d’injection avant d’être expulsé vers le reste du domaine. Ce phénomène est moindre avec
des rigidités plus importantes. Ainsi à chaque coefficient de 10, la fréquence de l’ondulation
est 2.5 fois supérieure et l’amplitude est moindre. Pour des rigidités supérieures à 1GPa
l’aspect incompressibilité du fluide fait lacunes.
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Tests qualitatifs
Parmi les différentes simulation qui ont été réalisées au cours de la thèse, trois d’entre
elles se démarquent et proposent des relations entre les modèles qui ont un intérêt pour
nos applications.
La première d’entre elle concerne le choix de gérer non pas un fluide entre deux surfaces,
mais une succession de zones de fluide et de solides déformables. Ainsi le test en question
est composé de trois couches de tissus et deux zones de fluide. Une injection de fluide
est effectuée dans les deux zones à la fois. Ainsi, la figure 4.20 montre que ce genre
d’assemblage est possible et peut être stable.
Figure 4.20– Deux zones de fluide pour trois solides déformables. Les couches de solide et
de fluide sont placés alternativement. Seuls les solides sont visibles. Les images montrent le
déplacement de la membrane au cours du temps en fonction de la pression exercée par le
fluide. On voit ainsi sur la première image, l’effet du fluide qui vient juste d’être injecté ; puis
en seconde image, le fluide s’étendant formant une vague ; et enfin en dernière image le retour
de la vague.
Le second test concerne la segmentation de la partie fluide en différentes zones. Chaque
zone de fluide est étanche vis à vis des autres. Cette disposition permet de remplir les
zones de fluide séparément. Il en résulte la possibilité de modifier la surface extérieure en
fonction des quantités de fluide injectés comme le montre la figure 4.21.
La dernière simulation concerne l’ajout de contraintes élastiques de type ressort entre
les deux solides sur l’ensemble de la surface. Ceci permet de simuler les tissus conjonctifs
qui permettent d’attacher les couches de tissus entre elles. Ces liens entre les solides sont
non-homogène sur la surface. Et dans le test présenté en figure 4.22, le fluide préfère se
déplacer vers les zones les moins contraintes.
Figure 4.21– La couche de
fluide est décomposée en plu-
sieurs poches qui peuvent être
remplies séparément afin de
donner en surface une certaine
forme.
Figure 4.22– Entre les deux solides sont répartis des ressorts
de raideurs différentes : Au centre se trouve les ressorts les
plus rigides. La première image montre le fluide dont on a ini-
tialement forcé la position au centre de la scène. En seconde
image, on voit que le fluide préfère se déplacer vers l’endroit
qui résiste le moins, c’est-à-dire sur les cotés où les ressorts
sont plus élastiques.
4.4. ANALYSES DE SENSIBILITÉ 87
4.4.3 Synthèse du modèle
Le choix du domaine à simuler
Le principal problème qui a été rencontré lors de la mise au point de ce modèle concerne
les limites du domaine. Le fluide est contraint entre deux couches de solide et dans les
applications, ces couches sont des formes que l’on peut considérer comme fermées. La
structure biologique des organes simulés demande des topologies larges alors que l’aspect
simulé est localisé.
Il convient alors de délimiter le domaine à simuler de manière à éviter d’utiliser la
topologie entière des organes. Or nous nous sommes peu occupés de la manière dont
se comportait le modèle à la limite du domaine. Pour simuler une zone donnée, nous
découpons la zone souhaitée et, une condition pour obtenir une simulation stable est de
faire en sorte que le domaine de simulation du fluide soit plus petit que le domaine du
solide.
Le contour du domaine simulé est attaché de manière rigide dans l’espace de référence.
Autrement dit, on considère que la simulation de l’injection de fluide n’a pas d’impact
sur les éléments proches du bord. Or malgré les précautions prises (création de cloisons
au sein du domaine de fluide), des instabilités apparaissent sur les bords. La solution est
donc d’éloigner les points rigides du domaine du fluide en réduisant la taille de ce dernier.
Les problèmes apparaissent particulièrement dans les cas où la géométrie n’est pas
planaire. Ainsi, les simulations de couches de solides parallélépipédiques sont exemptés
d’une grande partie de ces instabilités.
Modèle des forces incomplet
Dans les interactions entre le solide et fluide, la partie simulée concerne l’effet de la
pression du fluide sur le solide. Or il existe d’autres interactions qui n’ont pas été simulées.
La première d’entre elle est la friction du fluide sur le solide. En effet, le fluide se
déplace entre les couches et il est en contact avec les solides. Par effet de friction, le fluide
et le solide échangent de l’énergie : le fluide est ralenti par ce contact et engendre une
force qui entrâıne la portion du solide en contact à se déplacer de manière tangente à la
surface.
Selon l’approximation liée à la loi de Stockes, on devrait se retrouver avec un écoulement
où au niveau de l’interface, il existe une condition de non-glissement, donc une vitesse
du fluide nulle. Cette constatation n’est validée d’aucune sorte par la nature même du
modèle de fluide : il s’agit d’un modèle 2.5D où la vitesse du fluide est considérée comme
constante sur la hauteur. L’approximation de la nullité de la vitesse à l’interface doit tout
de même être contrebalancée par le fait que dans le cas de Stockes, le matériau du solide
est rigide. Cette hypothèse n’est pas valable dans notre cas, vu que les tissus simulées
sont déformables et que l’ordre de grandeur de leur densité est similaire à celui du fluide.
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De plus, dans certaines applications, le fluide fait partie des lubrifiants et peut contri-
buer à réduire les frottements. Ainsi le fluide aura un impact tangentiel sur les tissus
difficile à définir. Dans les applications de notre modèle, cet aspect a été négligé mais
pourrait être une étude à lui seul.
La seconde interaction qui n’est pas incluse dans le modèle concerne les forces exercées
sur les cloisons internes du fluide. Dans certaines applications, il existe des cloisons qui
servent aussi à relier mécaniquement les deux couches de tissus. L’effet de la pression
sur ces cloisons, et par ce fait sur les couches de tissus n’est pas prise en compte. Enfin,
l’influence de cette pression reste encore à définir et complexe à modéliser.
Le temps de calcul
Le framework Sofa dans lequel à été conçu le modèle est destiné en priorité à la simu-
lation interactive et temps réel. Les problématiques temps réels nécessitent que le temps
de calcul d’un pas de temps soit inférieur à la valeur de ce pas de temps. Dans l’idéal,
un utilisateur qui utilise le simulateur doit croire manipuler de véritables instruments
médicaux et ne doit souffrir d’aucun ralentissement.
Or il s’avère que le temps de calcul reste trop long pour la simulation temps-réel. Il
est possible d’effectuer les calculs pour un maillage de 10 sur 10 à 27fps, un maillage de
20 sur 20 hexaèdres à 1.4fps et un maillage de 30 sur 30 à 0.3fps (Processeur Intel Core
i7-3820QM 2.7GHz).
Une solution existante consiste à passer les calculs sur GPU, pour profiter de l’archi-
tecture parallèle des cartes graphiques. La thèse de Courtecuisse (2011) concernait la mise
en place de mécanisme sur GPU pour la simulation de solides déformables, tandis que
l’article Harris (2004) concerne la parallélisation de l’algorithme Stable Fluids sur carte
NVidia. Il s’avère qu’avec quelques adaptations, il serait possible d’obtenir des gains de
temps de calcul.
4.5 Conclusion
Dans cette section, nous nous sommes intéressés à la conception d’un modèle de cou-
plage entre un film de fluide et deux solides déformables. Ce modèle est basé sur l’utili-
sation de la matrice de compliance pour renforcer le couplage lors du calcul des pressions
internes du fluide. Cette technique permet d’utiliser une prédiction du comportement de
l’interface du solide en terme de résistance à la pression exercée par le fluide.
L’intérêt de coupler le solide avec un modèle réduit de fluide est de diminuer la com-
plexité des opérations de la simulation et d’augmenter la vitesse de la résolution des
équations. Dans le chapitre suivant seront présentées les applications médicales d’un tel
modèle. On considère à chaque fois un fluide entre deux régions de solides déformables.
La méthode que nous avons décrite dans ce chapitre reste très générique quant à la
modélisation de ces zones déformables. Même si nous avons privilégié une loi de com-
portement simple (linéaire, élastique, isotrope, homogène), notre approche est tout à fait
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compatible avec d’autres types de matériaux. Cela est également vrai pour le nombre de
couches et leur géométrie.
En ce qui concerne la simulation du fluide, nous avons été amenés à faire des choix
pour garantir des simulations temps réels ou tout du moins rapides. En particulier nous
reposons sur une séparation des équations permettant de simplifier les calculs de pression
et de déplacement du fluide. Pour l’instant, il semble difficile d’adapter ce modèle de
couplage à des méthodes de simulation de fluide plus complexes.
En ce qui concerne le couplage fluide-structure, notre méthode présente encore des
lacunes au niveau de la stabilité et des temps de calculs. L’une des raisons possibles de
ces instabilités concerne le mécanisme de réinjection de la variation de fluide. En effet,
on utilise la différence du volume de fluide calculée par le déplacement du fluide avec
le volume du fluide calculé par le déplacement du solide. Ainsi, le couplage solide vers
fluide est actuellement le maillon faible de la méthode. Une piste possible d’amélioration
serait d’exploiter le fait que l’on fait une simulation dynamique du solide pour calculer les
vitesses des points à l’interface avec le fluide et utiliser cette information pour le couplage.
En ce qui concerne les temps de calculs, une approche naturelle serait de paralléliser le
calcul de fluide et le calcul de solide déformable sur GPU : des approches ont déjà été
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Dans ce chapitre, nous aborderons deux exemples d’applications où le modèle de cou-
plage décrit précédemment peut être utilisé. Chacune d’entre elles possède les mêmes ca-
ractéristiques de base. Il s’agit d’une zone anatomique composée d’au moins deux couches
de tissus entre lesquelles un fluide est injecté.
La première application concerne le domaine ophtalmologique pour le traitement de la
cataracte où l’on cherche à décoller le cristallin de la membrane qui l’entoure. Elle est à
l’origine de la publication Majorczyk et al. (2014).
La seconde application, quant à elle, correspond à une auto-greffe de graisse dans le
cadre de la chirurgie reconstructive. Le principe général de ces interventions consiste à
injecter, de manière sous-cutanée, un volume de graisse fluidifiée. Ce travail à été publié
dans Majorczyk et al. (2013).
D’autres applications existent, comme la technique d’ESD (Endoscopic Submucosal
Dissection), utilisée pour le traitement des cancers du tube digestif. Ces autres applica-
tions ne sont pas décrites dans ce chapitre, mais illustrent l’intérêt de coupler un film-fluide
avec un solide déformable.
5.2 Opération de la cataracte
5.2.1 Structure de l’oeil
L’oeil est l’organe de la vision, il permet de capter la lumière issue de l’environnement
afin de l’analyser. Chez l’homme, il est composé d’un globe oculaire, nommé sclérotique,
il est placé dans une cavité du crâne et il est rendu mobile par un ensemble de muscles. Le
globe oculaire, qui est creux, est percé en avant pour faire place à la cornée. Cette dernière
est une membrane transparente qui laisse passer la lumière. Elle est circulaire, bombée et
sert à concentrer la lumière.
Après avoir traversé la cornée, la lumière entre dans la chambre antérieure puis passe
par le cristallin. Le cristallin est une lentille qui permet d’afficher l’image sur la rétine,
qui correspond à la partie interne du globe. Juste devant le cristallin, l’iris permet de
contrôler la quantité de lumière envoyé à la rétine.
La rétine est tapissée de cônes et de bâtonnets photo-sensibles qui respectivement
concernent la vision diurne et et la vision nocturne. Les cônes permettent de voir les
couleurs et les bâtonnets sont responsables de la perception de l’intensité lumineuse, la
réception des signaux réflexes et la vision périphérique. Ces photorécepteurs permettent
la création de signaux qui sont interprétés par le cerveau.
Plus précisément, le cristallin est une lentille adaptative suspendue par un anneau
fibreux nommé zonule de Zinn ou zonule cilliaire. L’ensemble de ces fibres est relié à un
muscle cilliaire. Ce muscle permet de tirer sur le pourtour du cristallin et ainsi déformer
ce dernier. Cette déformation permet de modifier la courbure du cristallin et ainsi que sa
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focale par effet d’accommodation.
Le cristallin est composé de trois principales parties. La première nommée capsule
est une fine membrane qui entoure la lentille. Elle est élastique pour supporter la ten-
sion exercée par les fibres zonular. La seconde correspond à l’épithélium cristallinien, une
surcouche de cellule entre la capsule et la lentille qui permet de subvenir au besoin du cris-
tallin. À partir des nutriments contenus dans l’humeur aqueuse, il synthétise le collagène
nécessaire à la constitution de la capsule et produit les nouvelles cellules de la lentille.
Enfin, la lentille est composée d’un ensemble compact de fines couches de fibres cristal-
liniennes transparentes d’un diamètre de 5 micromètres et longues de 12 millimètres qui
sont produites tout le long de la vie. On peut distinguer, au niveau du cristallin, deux
parties distinctes, le noyau et le cortex. Les cellules de la première ont pour particularité
d’être formés lors de la vie embryonnaire.
5.2.2 La cataracte
La cataracte est une pathologie de l’oeil qui se traduit par une opacification du cristallin.
Elle est responsable d’une baisse de la vision avec la sensation de brouillard devant les
yeux et de photophobie.
La cataracte est la première cause de cécité dans le monde. Ainsi 40% des 37 mil-
lions d’aveugles sont liés à la cataracte. Dans les pays en développement, ce sont les
enfants qui sont davantage touchés, cela s’explique par des problème de dénutrition, de
déshydratation ou d’exposition au soleil qui favorise le développement de la maladie. En
revanche, dans les pays développés, elle est majoritairement observée sous la forme sénile,
c’est-à-dire qu’elle touche les personnes après 60 ans. Cette forme apparâıt spontanément
sans cause particulière, elle peut être favorisée par le tabagisme, le diabète, la myopie,
certains médicaments, l’exposition aux ultra-violets. D’autres formes moins courantes de
cataracte existent, elles peuvent être traumatiques, donc dépendantes d’une lésion ou
d’une perforation, dues à un effet secondaire à une infection ou encore héréditaires.
5.2.3 L’intervention
Pour traiter la cataracte, seul le recourt à la chirurgie est possible. Les premières
opérations de la cataracte ont été effectuées il y a quatre millénaires en Inde. Jusqu’au
XVIIe, cette opération était réalisée par abaissement du cristallin, c’est-à-dire que l’on
perforait l’œil pour faire tomber le cristallin dans le globe oculaire. Ainsi en 1750, le chi-
rurgien français Jacques Daviel a effectué la première opération moderne avec extraction
du cristallin. À cette époque, il n’était pas encore question de rendre au patient la vue
dans son intégralité et cette intervention permettait au mieux d’obtenir une correction de
1/10. C’est en 1949 que Horold Ridley a effectué une avancée décisive en remplaçant le
cristallin par un implant.
L’opération de la cataracte est aujourd’hui l’une des interventions les plus fréquentes
en France et concerne chaque année deux cent mille opérations. L’intervention dure entre
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10 et 30 minutes et la récupération de la vision est rapide. Il existe deux méthodes de
chirurgie : la première est l’Extraction Extra-Capsulaire qui a évolué vers la méthode de
Phacoémulsification, et la seconde connue sous le nom de Manual Small Incision Cataract
Surgery (MSICS).
Extraction Extra-Capsulaire manuelle
L’Extraction Extra-Capsulaire manuelle est la plus ancienne méthode de retrait du
cristallin et la plus simple. Elle consiste à effectuer une large incision à la limite de la
cornée. Ensuite, le chirurgien effectue une déchirure circulaire sur la partie supérieure de
la capsule et retire le noyau du cristallin en appliquant une pression sur celui-ci. Puis,
il utilise la succion pour enlever le reste du cristallin. Il injecte un fluide visco-élastique
dans la capsule vide pour aider celui-ci à conserver sa forme jusqu’à l’implantation de la
lentille. Après que cette dernière est placée correctement, la substance visco-élastique est
retirée et l’incision est refermée par des sutures.
Cette méthode à été progressivement remplacée par la phacoémulsification. Cette
dernière utilise une petite incision sans suture ce qui a l’avantage de cicatriser plus vite,
d’être la source de moins d’infections et conduit à une meilleure acuité visuelle en réduisant
l’astigmatisme induit par l’opération.
Phacoémulsification
L’opération de la cataracte s’effectue en sept étapes (figure 5.1) : tout d’abord il s’agit
d’effectuer une incision de la cornée de 2 à 3 millimètres, puis l’incision de service qui per-
met l’utilisation d’outils manipulateurs. Ensuite la capsulorhexis consiste à enlever la par-
tie supérieure de la capsule pour pouvoir accéder au cristallin. Puis vient l’hydrodissection
qui permet par l’injection d’un fluide de couper les liaisons entre la capsule et le cristallin
et ainsi désolidariser ces deux éléments. L’étape suivante, la phacoémulsification consiste
par l’envoi d’ultrasons à fragmenter le cristallin. Les morceaux de cristallins sont ensuite
aspirés. L’étape finale consiste à procéder à l’implantation de la lentille.
La phacoémulsification est la méthode de l’opération de la cataracte qui est princi-
palement utilisée dans les pays développés. La raison de son hégémonie est la durée de
recouvrement de la vision qui permet aux patients de retourner immédiatement à une
activité. Il s’agit aussi d’une technique assez facile et peu risquée où la suppression du
cristallin ne nécessite aucun contact avec la capsule. Cela dit, cette technique à un coût de
2000e par œil. Le prix est lié au phacoemulsificateur et aux consommables : des lentilles
souples sont utilisées pour qu’elles puissent passer, enroulées sur elles-mêmes, par une
mini-incision de la cornée. Or dans les pays en voie de développement, cette opération
est financièrement inaccessible, entrâınant le fait que la majorité des patients ne sont pas
traités. Ainsi les ophtalmologistes se convertissent peu à peu à la technique MSICS qui
est une méthode sans suture et sans phacoémulsification, plus rapide et moins onéreuse.
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Figure 5.1– Les différentes étapes de l’opération de la cataracte : a) incision principale, b)
incision de service, c) capsulorhexis, d) hydrodissection, e) phacoémulsification, f) aspiration,
g) mise en place de l’implant, h) aspect final.
MSICS
Cette méthode est être décomposée en plusieurs étapes. L’incision de la cornée va être
plus large atteignant les 5 millimètres. Ensuite pour accéder au noyau, une incision est
effectuée sur la capsule par une technique nommée endocapsulaire. Puis, pour mobiliser
le noyau, il est effectué une étape d’hydrodissection. Après, vient l’extraction du noyau
qui peut s’effectuer par différents outils comme l’anse d’irrigation. Enfin l’opération se
termine par la mise en place de l’implant.
L’étape d’hydrodissection
Pour les deux techniques citées de l’opération de la cataracte, chacune nécessite d’ef-
fectuer une hydrodissection (fig. 5.2). Celle-ci consiste à injecter du fluide entre la capsule
et le cristallin pour les séparer. Ce liquide est une solution tamponnée Balanced Salt
Solution (BBS) qui est de l’eau salée avec un pH physiologique.
L’hydrodissection nécessite l’utilisation d’une canule plate de Pearce : un tube sans
pointe qui est angulé à une dizaine de millimètres de l’extrémité. La canule doit être placée
entre la capsule et le cristallin par l’ouverture créée lors de la capsulorhexie. Au niveau de
la capsule, une petite ”tente” doit se former pour faciliter la progression du fluide. Celui-
ci est injecté et provoque l’effet d’une vague le long du cristallin (fig.5.3). Cette vague
nécessite peu de fluide, la pression étant suffisante pour séparer la partie postérieure de
la capsule et du cristallin. Pour la partie équatoriale et antérieure, l’opérateur appuie sur
le cristallin avec la canule pour faire remonter vers le haut le BBS. Pour vérifier que la
dissection s’est bien effectuée, le chirurgien vérifie que le noyau peut effectuer une rotation
et qu’il n’est plus lié à la capsule.
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Figure 5.2– Hydrodissection lors de l’opération de la cataracte : un fluide
est injecté entre le cristallin et la capsule. à gauche anatomie de l’oeil ; à
droite plusieurs instants lors de la séparation du cristallin et de la capsule.
Figure 5.3– Images successives vues par le chirurgien : avancement de la frontière de la zone
où le cristallin et la capsule sont décollés. Le fluide est injecté par la canule en bas du cristallin.
La vague de BBS est située derrière le cristallin.
5.2.4 La simulation
La formation des jeunes chirurgiens ophtalmologistes, par compagnonnage, expose le
patient à diverses complications liées à l’inexpérience de l’opérateur. Devant les bénéfices
prouvés de l’apprentissage sur simulateur, un prototype fonctionnel pour la chirurgie de la
cataracte a été développer par l’équipe. Ce simulateur comprend une modélisation réaliste
de l’anatomie et de la dynamique des structures oculaires manipulées lors de l’intervention,
tenant compte des caractéristiques physiques actuelles (Dequidt et al. (2013)). Un système
de suivi optique permet de mesurer, puis de transmettre au simulateur, la position dans
l’espace des instruments chirurgicaux. La visualisation de l’œil virtuel est possible grâce
à des lunettes stéréoscopiques intégrées à un microscope opératoire. Le système inclut
également un mannequin afin d’augmenter le réalisme et le niveau d’immersion de la
simulation (fig.5.4 et fig.5.5).
Différentes étapes de l’opération de la cataracte ont d’ores et déjà été simulées comme le
capsulorhexis, la phacoémulsification ou encore l’implantation de la prothèse intraocculaire
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Figure 5.4– Prototype de simulateur d’ophtalmologie comprenant un mannequin, un micro-
scope pour effectuer la simulation des principales étapes de l’opération de la cataracte et des
caméras pour l’acquisition des mouvements des outils.
Figure 5.5– Simulation de l’opération de deux points de vue différents, sans puis avec mani-
pulation d’outils chirurgicaux.
Comas et al. (2010) (fig. 5.6). L’ajout du modèle de fluide dans cette simulation pour
effectuer l’hydrodissection est un pas supplémentaire vers une simulation complète de
l’opération qui comprend 8 étapes principales. Cette étape est nécessaire pour être capable
d’extraire le cristallin défaillant sans endommager la capsule (épaisse de quelques microns
seulement).
À la suite de cela, un implant intraoculaire est inséré dans la capsule afin de permettre
au patient de retrouver une vision de bien meilleure qualité.
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Figure 5.6– Trois étapes précédemment simulées dans SOFA : la capsulorhexis, la
phacoémulsification (2007) et l’implantation prothèse (2010).
Les simulations liés à l’œil ne servent pas seulement dans le cadre de l’apprentissage de
gestes chirurgicaux. Elles permettent aussi de comprendre des phénomènes mécaniques
difficile à quantifier sur un sujet vivant. Ainsi Belaidi et Pierscionek (2007); Lanchares
et al. (2012) utilisent la simulation pour analyser l’effet de la raideur du cristallin au sujet
de l’accommodation de l’œil dans le cas de la presbytie. En effet, en vieillissant, la raideur
du cristallin augmente et les muscles ciliaires ne sont plus capables de fournir l’effort
nécessaire pour déformer le cristallin correctement. La focale de la lentille n’est plus assez
mobile et la vision du sujet devient floue.
5.2.5 Résultats
L’hydrodissection du cristallin consiste à l’injection de fluide entre le cristallin et la
capsule qui entoure ce dernier. La simulation de cette opération a été le sujet de la
publication Majorczyk et al. (2014). Elle a été effectuée dans le cadre particulier où les
calculs de pression du fluide prennent en compte la raideur de la capsule mais où le fluide
n’agit pas sur le solide en question. Ce couplage monodirectionnel a été utilisé en partie à
cause de contraintes techniques : l’implémentation du modèle s’est effectuée en plusieurs
temps et le retour de la pression sur le solide n’était pas encore effectif lorsque le simulateur
a été mis en place. Cela dit, le choix de ne pas utiliser un modèle complet se justifie par le
fait que l’effet recherché est avant tout esthétique et le déplacement des différents tissus
n’a qu’un impact minime sur la simulation. En effet, on recherche avant tout à représenter
le déplacement de la frontière et le mouvement des tissus n’a pas d’effets notables sur la
géométrie globale de l’œil.
L’utilisation d’un modèle de couplage monodirectionnel engendre le fait que la capsule
ne va pas se mouvoir. Ainsi, le volume entre lequel est compris le fluide reste le même
tout le long de la simulation. Dans l’équation 4.7, vcell-interf est constante et l’ensemble
du surplus de fluide vcell-fluid est entièrement réinjecté dans les équations. En comparaison
à un modèle complet, le fluide aura une dynamique plus vive et la vague sera donc plus
rapide. En effet, dans le cas d’un modèle de couplage complet, vcell-interf a tendance à suivre
l’évolution de vcell-fluid et donc la divergence au sein de la cellule ainsi que la pression sont
plus faibles.
Cet aspect du modèle monodirectionnel n’est cependant pas un problème : en effet, pour
être le plus réaliste possible, il faudrait aussi prendre en compte la pression exercée par
l’environnement de l’œil sur la membrane, c’est-à-dire une pression intraoculaire qui varie
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de 1.3kPa à 2.6kPa. Ainsi la membrane devrait être soumise d’une part à la pression
exercée par le fluide injecté par le chirurgien et d’autre part par la pression issue de
l’humeur aqueuse. En choisissant un couplage monodirectionnel, on considère que cette
dernière est plus importante.
Le cristallin a été modélisé comme un ellipsöıde entouré par une fine couche de
hexaèdres pour la capsule. Le cristallin est rigide et seule la membrane possède une
élasticité. Le fluide est susceptible d’être injecté n’importe où entre la capsule et le cris-
tallin. La figure 5.7 montre la structure du modèle mécanique constitué de hexaèdres et
le résultat de l’injection du fluide au niveau de sphéröıdes. On peut y voir la progression
(en rouge) du fluide injecté sous forme d’une vague.
Figure 5.7– Différentes étapes de la propagation d’un film fluide sur une surface courbe. La première
image montre le modèle mécanique composé d’hexaèdres. Le film fluide est contraint à partager une
frontière avec le modèle déformable. Les autres images montrent l’évolution de l’épaisseur du film fluide
en fonction du temps. Les éléments colorés en rouge correspondent à une hauteur de fluide maximale.
La figure 5.8 simule l’hydrodissection de la cataracte, en utilisant une sphère en guise
de cristallin. On peut y voir le déplacement de la frontière entre la zone où le cristallin
est décollé de la capsule et la zone où il ne l’est pas.
Au niveau du temps de calcul, ce sont les étapes de création de la matrice de compliance
puis la résolution des pressions qui sont les plus coûteuses. Comme le solide ne se déforme
pas, il n’y a pas le besoin de mettre à jour la matrice de compliance au cours de la
simulation. Ensuite, il est nécessaire de modifier la matrice de projection pour prendre en
compte la surface séparant deux cellules, puis additionner les deux matrices. Lors de nos
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Figure 5.8– Évolution de la frontière séparant la zone où le cristallin est collé à la capsule
et la zone décollée. La frontière se déplace de la droite vers la gauche.
tests, nous avons utilisé un ordinateur avec un CPU Intel(r) Xeon(r) 5140 (2.33GHz). La
simulation reste temps réel pour un domaine de 500 cellules en utilisant un pas de temps
de 50ms.
Figure 5.9– Différents aspects du simulateur MSICS : la première image correspond au
rendu visualisé au travers le microscope ; la seconde image montre les aspects physiques de la
simulation ; la troisième image montre les aspects collision.
Ce travail sur la simulation de l’opération de la cataracte, ainsi que d’autres résultats
de recherche de l’équipe (Comas (2010); Courtecuisse et al. (2011, 2014); Dequidt et al.
(2013)) ont été le point de départ de discussions avec la fondation HelpMeSee 1 dont un
des objectifs est de commercialiser un simulateur très réaliste de l’intervention MSICS.
Après de nombreuses interactions avec HelpMeSee et de nouveaux développements des
travaux en lien avec la simulation de l’opération de la cataracte, la start-up InSimo fut
créée et un contrat pour développer le simulateur MSICS est conclu.
1. https://www.helpmesee.org/
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5.3 Lypo-Filling
5.3.1 Structure de la peau
La modélisation des tissus mous nécessite de connâıtre la distribution des différentes
couches qui constituent la peau ainsi que les relations entre ces dernières. Pour atteindre
le muscle, il faut passer par trois couches, le cutis, le tela subcutanea et le fascia investens
superficialis (fig.5.10).
Figure 5.10– Schéma de la structure de la peau.
Le cutis est le nom latin pour désigner la peau, il s’agit de la première protection du
corps vis-à-vis de l’extérieur. Il est composé de l’épiderme et du derme, il contient les
poils et leurs muscles érecteurs, différentes glandes et récepteurs sensoriels (pression et
température).
Le fascia investens superficialis, ou encore nommé fascia profond, est constitué de fibres
condensées qui s’entrecroisent à la manière des planches de contreplaqué. C’est-à-dire qu’il
est composé de couches où pour chacune d’entre elles les fibres sont orientées dans la même
direction, mais dont les couches adjacentes ont leurs fibres orientées de manière différente.
Ce réseau fibreux entoure la plupart des organes, notamment les muscles et fusionne avec
les tendons.
Le tela subcutanea se trouve entre la peau et le fascia profond : il s’agit aussi de la partie
qui nous intéressera particulièrement. Il correspond au tissu sous-cutané ou hypoderme et
il est constituée de trois strates : le panniculus adiposus, le fascia superficialis et le textus
connectivus laxus.
Le panniculus adiposus et le textus connectivus laxus sont des couches où est stocké
la graisse et où des tissus conjonctifs relient les couches adjacentes. Ces fibres, nommées
retinacula cuti relient la peau et le fascia superficialis dans le premier cas et qui relient le
5.3. LYPO-FILLING 103
fascia superficialis et le fascia profond dans le second. Il existe deux principales différences
entre les deux couches. Tout d’abord, la majorité de la graisse est stockée dans le pan-
niculus adiposus. Ensuite les fibres dans la seconde couche sont placées de manière plus
denses et plus irrégulières.
Le facia superficialis, quant à lui peut être différencié selon qu’il s’agit d’une simple
membrane (stratum membranosum), d’un muscle (stratum musculorum) ou d’une capsule
fibreuse (stratum fribrosum). Le facia superficialis recouvre l’ensemble du corps humain
et il s’agit dans la plupart des cas du stratum membranosum. Le stratum musculorum
est localisé au niveau du visage (Superficial Muscular Aponeurotic System), des testicules
(Dartos), de l’anus (corrugator ani) et de l’avant-bras (palmaris brevis), tandis que le
statum fibrosum est limité au visage (SMAS).
Le tela subcutanea permet que la peau soit rattachée aux organes, mais en laissant la
possibilité à la peau de coulisser vis-à-vis des muscles. La densité des fibres varie selon la
position considérée. Certaines zones sont très denses et constituent des points d’attaches
où l’on peut considérer que la peau est collée à l’os. D’autres zones comme au niveau des
cicatrices, sont si denses qu’il est difficile pour un chirurgien de les sectionner.
5.3.2 L’intervention
L’opération de lipo-filling est aussi nommée fat-filling, fat-grafting lipo-structure, ou
encore lipo-modelage. Cette opération consiste à effectuer une auto-greffe de cellules grais-
seuses : il s’agit d’injecter sous la peau ou dans les muscles de la graisse qui provient du
patient.
Bien que les premières opérations réalisées datent d’un peu plus d’un siècle, c’est seule-
ment il y a trois décennies que l’attention des chirurgiens s’est focalisée sur les différentes
méthodes de travail afin de trouver une technique efficace qui fut décrite en 1995 par
Coleman (2006).
Cette technique se décompose en trois étapes : la récupération de la graisse, le raffine-
ment et le transfert.
Cibles anatomiques
Cette technique a des intérêts dans le domaine de la chirurgie esthétique, mais aussi
en chirurgie réparatrice et reconstructive.
En ce qui concerne la chirurgie reconstructive, cette technique permet de restructurer
les zones anatomiques où le volume fait défaut. On retrouve le comblement de concavité
dans les cas de plectus excavatum, de la reconstruction mammaire après un cancer du
sein, de l’atténuation de l’asymétrie faciale dans le cas d’un patient atteint du syndrome
de Parry-Romberg.
Dans le domaine moins sensible de la chirurgie esthétique, le lipo-filling est utilisé au
niveau du visage (rides, amaigrissement du visage ...), au niveau des seins (augmentation
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Figure 5.11– Deux exemples de méthodes de comblement : le premier concerne le remplissage
de cellules graisseuses déficitaires ; le second consiste à combler une cicatrice ou relever une
adhérence (source : Herlin (2014)).
Figure 5.12– Résultats obtenus dans le cadre d’un plexus excavatum (source : Herlin (2014))
et dans le comblement de cicatrices (source : Pallua et al. (2014)).
mammaire) et pour modifier certaines courbes du corps (hanches, fesses).
Deux cas ont été considérés dans le cadre de cette thèse : tout d’abord le cas du
syndrome de Parry-Romberg et ensuite celui d’un plectus excavatum.
Le syndrome de Parry-Romberg est une atrophie progressive hémifaciale. Il se traduit
par la dégénérations des tissus sous la peau d’un côté du visage. Il est dû à un trouble
du système nerveux et la cause semble être un mécanisme auto-immune. Les symptômes
apparaissent chez l’enfant entre l’âge de cinq à quinze ans et à une prévalence chez les
filles. Les premiers changements faciaux se produisent au niveau du muscle temporal ou
celui du buccinateur. L’atrophie des tissus commence par la peau et s’étend aux tissus
sous-cutanées (graisse, fascia, cartilages, os, muscles).
5.3. LYPO-FILLING 105
Le plextus excavatum ou thorax en entonnoir est une déformation du thorax. Le sternum
est enfoncé dans la cage thoracique de manière plus ou moins prononcé. Il se développe
au cours de la croissance de l’enfant et est lié à la contrainte des côtes sur le sternum. Il
peut être associé à d’autres anomalies musculo-squelettiques ou à des malformations de
croissance comme la scoliose, et dans de rares cas à des maladies d’origine génétique comme
syndrome de Marfan qui agit sur les tissus connectifs. Il existe différents traitements
pour corriger le plexus excavatum. Certains sont mis en oeuvres lors de la croissance de
l’enfant pour redresser le thorax avant que la structure osseuse ne soit solidifiée comme
l’utilisation d’une cloche à dépression ou la mise en place de barres à l’intérieur de la
cage thoracique pour redresser progressivement le sternum (Technique de Nuss). Une
autre méthode, nommée technique de Ravitch, consiste à couper la partie des cartilages
costaux qui forcent sur le sternum. Jaroszewski et al. (2010) font un récapitulatif de ces
précédentes techniques. Ensuite nous retrouvons des techniques d’ordre esthétique qui ne
corrigent pas les déformations, mais servent à combler la concavité par une prothèse ou
par de la graisse.
La technique de Coleman
La première étape de la technique de Coleman consiste à récupérer de la graisse
excédentaire sur d’autres parties du corps. Dans le cas du plectus excavatum, trois zones
sont privilégiées pour l’extraction de la graisse : l’abdomen, l’intérieur des cuisses et les
hanches (fig 5.13).
Pour cela, une incision est effectuée au scalpel aux niveaux des zones de récolte. Puis
une canule est insérée le long de la peau et associée à une seringue mise en dépression
(fig 5.14) et le chirurgien effectue un mouvement de curetage (mouvement de va-et-vient)
pour pouvoir récupérer la graisse.
Figure 5.13– Les différentes zones de récolte : abdomen,
cuisses et hanches
Figure 5.14– Récolte de la graisse
en passant par le nombril. La se-
ringue est mise en dépression.
Après que la graisse soit récoltée, il convient de la traiter et de séparer les composants
viables des non-viables. Pour cela, les seringues sont placées dans une centrifugeuse (fig
5.15). Puis le chirurgien récupère le tissu adipeux (fig 5.16) et prépare les seringues pour
le transfert (fig 5.17).
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Figure 5.15– Les seringues
sont placées dans une centrifu-
geuse (3000rpm, 3min)
Figure 5.16– La graisse
(jaune) est séparée de la
matière non-viable récoltée.
Figure 5.17– Transfert de la
graisse vers les seringues (1cl)
utilisées pour l’injection.
Pendant le raffinement de la graisse, le chirurgien trace, sur le thorax du patient,
un ensemble de repères qui l’aideront dans la répartition de la greffe sous la peau (fig
5.18). Il place tout d’abord deux points qui indiquent le positionnement de l’incision pour
l’insertion de la canule. A partir de ces points, il dessine un jeu de traits qui partent des
points, vers la zone à combler. L’ensemble des deux jeux de traits forment un quadrillage.
Ce dernier permet au chirurgien de répartir équitablement la graisse au niveau de la zone.
En effet, la graisse est un matériau vivant qui peut mourir et se transformer en huile. Il
faut donc qu’elle soit correctement vascularisée pour qu’elle puisse survivre et ainsi réduire
les pertes de volume sur le temps. Il est à noter que la vascularisation est un phénomène
actif où les vaisseaux sanguins colonisent la greffe. Shiffman (2010) décrit l’historique de
la compréhension de ce phénomène lié au fat-filling.
Une fois la graisse prête à être injectée, le chirurgien incise au niveau des points, insère
la canule le long des lignes et enfin dépose la graisse. Cette dernière phase consiste à
injecter la graisse tout en retirant la canule (fig 5.19).
Ceci permet d’éviter la formation d’amas de graisse. Finalement, le chirurgien répartit
la graisse en effectuant une pression sur la peau (fig 5.20).
Figure 5.18– Tracé effectué
par le chirurgien, un quadrillage
pour la répartition de la graisse.
Figure 5.19– Dépose de la
graisse le long de l’une des
lignes tracées.
Figure 5.20– À l’aide d’une




Il est difficile de prédire le résultat de l’opération de fat-filling. Une grande partie de la
littérature cherche à analyser le résultat de l’opération selon différentes méthodes utilisées.
Ainsi, le chirurgien travaille en aveugle : c’est son expérience et son sens de l’esthétique qui
lui permet de supposer les doses nécessaires à injecter. Pour cela, il doit être familier avec
les différents placements possibles de la graisse sous la peau et les quantités de matière.
Ce placement peut être sous-cutané, intramusculaire ou suprapériostale (près de l’os) et
ne donne pas le même rendu pour une quantité de graisse donnée.
La simulation dans le cas du lipo-filling peut apporter au chirurgien une aide pour
prévisualiser le résultat de l’opération et aussi calculer la quantité de graisse nécessaire.
Des travaux ont déjà été réalisés dans ce sens : la déformation des tissus dans le cas
de la chirurgie reconstructive. Ainsi Keeve et al. (1998) ont travaillé sur la simulation des
tissus du visage où les tissus du visage sont définis comme un ensemble de couches reliées
entre elles. Dans le cas des implants pour l’augmentation mammaire, Roose et al. (2005,
2006) utilisent des éléments finis pour prédire le résultat de la pose d’implant. Au niveau
du fat-filling, Hoehnke et al. (2007) considèrent la différence de volume entre le modèle
original et le modèle souhaité. La structure de la peau est complexe à modéliser et des
travaux ont été menés afin de proposer une architecture générale de la structure afin de
prendre en compte les effets locaux des implants tissulaires (Herlin (2014); Herlin et al.
(2014)).
Dans le cas de cette thèse, il s’agit d’effectuer la simulation par augmentation du
volume de tissus adipeux en utilisant pour ce dernier un modèle de fluide. La graisse est
un tissu visco-élastique, c’est-à-dire un fluide très visqueux. Donc l’utilisation d’un modèle
de fluide est envisageable.
Il convient aussi de définir les besoins des entrées de la simulation. Les tissus forment
des couches plus ou moins épaisses les unes sur les autres. La première couche est formée
par la peau, la seconde correspond aux tissus adipeux, puis vient le fascia suivi d’une
seconde couche de graisse, enfin une couche de tissus musculaires. Ces couches reposent
sur un squelette que l’on peut considérer comme rigide. Les couches de tissus, à l’exception
des tissus adipeux, sont à modéliser par des tissus déformables de différentes rigidités. Les
os sont à considérer comme des contraintes rigides effectuées sur les tissus. Enfin des deux
couches de tissus adipeux peuvent être considérées comme des fluides. De plus les couches
adjacentes à celles de la graisse sont reliées entre elles par un ensemble de tissus connectifs
formant des alvéoles où le fluide est emprisonné.
5.3.4 Procédure
La simulation utilisant des modèles patients spécifiques nécessite le concours d’un chi-
rurgien qui doit être capable de ”construire” les données d’entrée. Or, le chirurgien n’est
un expert ni en modélisation, ni en informatique. Ainsi, les outils qu’il utilise doivent
être suffisamment faciles à utiliser et à paramétrer. Il y a deux différents éléments qui
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doivent être générés de manière procédurale. Le premier consiste à générer les maillages
qui représentent les différentes couches de tissus, le second correspond à la structure
alvéolaire qui est formée par les tissus conjonctifs au niveau des tissus adipeux.
Figure 5.21– La génération de la scène à simuler nécessite d’avoir en entrée le maillage
représentant les couches de tissus et la répartition des tissus conjonctifs. Une fois ces éléments
connus et assemblés, il est possible de simuler la scène.
Génération des maillages
Dans le cadre de la génération de modèles patients à partir d’images de scanner, une
bôıte à outils a été conçue dans le but d’afficher et d’effectuer différentes manipulations
ou mesures sur les images. Cette bôıte à outils possède une interface graphique où les
composants sont adaptables à l’utilisation souhaitée. Dans le cas de la génération de
modèles patients pour le lipomodelage, l’utilisateur doit entrer un ensemble de paramètres
pour générer les maillages qui seront utilisés lors de la simulation.
L’interface se présente avec une barre d’outils en haut, et une fenêtre principale qui est
divisée en deux parties : à gauche la visualisation, à droite la fenêtre pour la manipulation
de l’outil. La barre d’outils permet de choisir les vues que l’on souhaite afficher sur la
fenêtre principale. Celle-ci utilisant des images 3D peut se faire sous les trois axes. La
fenêtre qui concerne la manipulation des outils est composée d’une liste défilante qui
permet de sélectionner un outil et un bouton pour modifier la couleur associée à l’outil,
puis dessous les actions et les paramètres de l’outil.
L’ensemble des outils est placé sous la forme d’un pipeline où les composants sont
activés les uns après les autres. La création du maillage patient nécessite le concours
de l’utilisateur. Ainsi l’utilisateur définit d’abord la région d’intérêt sous la forme de
bôıte englobante. Ensuite, il doit tracer sur les différentes coupes du scanner, les surfaces
qui serviront à l’étape suivante pour la génération des maillages surfaciques. Enfin, à
partir des surfaces générées, il sera question de les extruder pour obtenir une couche de
tissue comprise entre deux surfaces. L’outil permet aussi d’effectuer des extrusions avec
un décalage. L’intérêt du décalage réside à la résolution de certains problèmes liés à la
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Figure 5.22– L’interface graphique pour la génération des maillages : à gauche : visualisation
des images ; à droite sélecteur d’outils et composants de l’outil ; en haut, sélection de l’affichage.
capacité de l’utilisateur de tracer les surfaces. En effet certaines couches de tissus, comme
la peau, sont trop fines pour que le tracé manuel des limites du tissu soit effectué. De
plus, au niveau du torse la peau peut être considérée comme d’épaisseur constante, ainsi
l’information d’épaisseur de la peau est suffisante pour la générer. Le décalage peut être
aussi relatif à deux surfaces, ce qui permet de délimiter certains éléments non-visibles sur
l’image, comme le fascia qui délimite deux couches de graisse adjacentes.
Figure 5.23– Pipeline de génération de maillage. De gauche à droite : délimitation de la zone
d’intérêt, traçage par l’utilisateur des surfaces, génération d’un maillage de surface à partir des
tracés de l’utilisateur et génération des maillages volumiques.
Génération de la répartition de tissus conjonctifs
Des tissus conjonctifs relient les couches situées d’une part et d’autre des cellules grais-
seuses. Ces tissus sont des fibres et leur distribution n’est pas homogène. Par endroits,
la densité de fibre est suffisamment forte pour que l’on considère qu’elle forme un en-
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semble d’alvéoles piégeant la graisse. La simulation nécessite de prendre en compte ce
phénomène d’alvéoles qui réduit la diffusion de la graisse. Pendant l’injection de la graisse
sous la peau, le chirurgien ressent le déchirement des fibres alors que ces dernières sont
soumises à une importante pression.
Pour être capable de simuler les phénomènes liés aux tissus conjonctifs, il faut être
capable de générer une carte représentant les zones qui correspondent aux alvéoles ainsi
que la densité des fibres. Pour cela, un algorithme a été mis en place afin d’obtenir ces
zones générées aléatoirement. Cet algorithme repose sur la méthode de Bridson (2007) qui
permet une distribution homogène de points dans un domaine arbitraire. Puis par une
propagation, des zones sont générées à partir des points.
L’algorithme de Bridson définit un ensemble de points qui respecte la distribution
du disque de Poisson. Autrement dit, les points se trouvent les uns des autres à une
distance minimale de r. Pour permettre cela, un premier point est tout d’abord généré
de façon aléatoire dans le domaine. Puis autour de ce point, de nouveaux points sont
placés aléatoirement à une distance entre r et 2r. Les points ajoutés qui ne respectent
pas la distance minimal r avec les autres points sont éliminés. Autour de chacun des
nouveaux points, on recommence le placement de nouveaux points jusqu’à ce qu’il ne soit
plus possible d’en ajouter.
Les points générés par l’algorithme décrit par Bridson vont correspondre aux points
de départ pour la construction des alvéoles. Les points sont placés sur une image comme
pixels de couleurs différentes. À partir de là il faut propager la couleur des points jusqu’à
ce que tous les pixels soient colorés.
Les points sont placés dans une pile, et jusqu’à ce que cette dernière soit vide, l’algo-
rithme propage la couleur d’un point aux quatre pixels adjacents. Chacun des pixels qui
s’est vu définir sa couleur est ajouté à la pile. Tel quel l’algorithme n’est pas suffisant : les
formes obtenues ont leurs frontières trop rectilignes. Pour rendre plus aléatoire les formes,
un nombre aléatoire est tiré, ce qui permet de placer le nouveau pixel propagé en début
de pile au lieu de la fin.
La méthode proposée ci-dessus permet d’obtenir des zones aux frontières sinueuses.
Une méthode alternative aurait été de produire à partir des points issus de l’algorithme
de Bridson, un diagramme de Voronöı, les frontières auraient été dans ce cas plus régulière.
Herlin (2014) a utilisé cette dernière pour concevoir les septas qui sont des versions plus
fines et plus locales des alvéoles construites ici.
La dernière étape consiste à calculer la distance entre chaque pixel et la frontière de
l’alvéole la plus proche. Cette carte permet de représenter la densité des fibres conjonctives
et donc de définir la rigidité entre les deux couches de tissus adjacentes.
5.3.5 Résultats
La simulation de l’injection de graisse sous la peau a donné lieu à la publication de
Majorczyk et al. (2013). Dans cet article, il était question d’un patient atteint du syndrome
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Figure 5.24– Génération de l’image qui représente les alvéoles. De gauche à droite : posi-
tionnement des points selon la méthode de Bridson, image obtenue après simple propagation,
image obtenue avec une propagation aléatoire. Sur la dernière image, les limites de chaque
alvéole ont été contourées en rouge.
de Parry-Romberg. Le sujet avait ses tissus faciaux atrophiés et le but du chirurgien
fut d’injecter de la graisse pour fournir du volume au visage. Pour la simulation, nous
avons pris en compte l’existence de tissus connectifs denses formant un obstacle entre
les deux principales zones où les injections sont effectuées. Ces zones correspondent à
l’emplacement du masséter et l’angle du maxillaire inférieur.
L’injection de la graisse provoque la déformation des tissus en fonction de la pression
du fluide et la rigidité des tissus. Cela génère un changement de la forme de la joue. Nous
avons ensuite comparé les résultats de la simulation par rapport à ceux de la chirurgie
réelle.
La figure 5.25 montre le résultat de la déformation produite par le fluide, ainsi que la
comparaison des résultats. Pour cette dernière, il existe des différences flagrantes, mais
on peut noter néanmoins que le comportement des déformations est similaire. En fait,
les effets de la zone de tissus connectifs sont remarquables dans les deux cas : un creux
se forme à cet emplacement. Pour produire une meilleure simulation, il reste à définir
de meilleurs choix pour la rigidité produite par les tissus connectifs, d’améliorer l’aspect
segmenté et utiliser des données patients plus complètes. En effet, les couches de tissus
ont été modélisées à partir de la surface du visage, sans prendre en compte la structure
interne de la face. Ainsi de nombreuses approximations sont présentes, dont le fait que les
tissus sont malades avec potentiellement des élasticités différentes des tissus sains.
La suite de ce travail concerne le cas d’un plectus excavatum où il existe un enfon-
cement dans la cage thoracique. L’intérêt du lipofilling est d’injecter la graisse afin de
combler l’espace. Sous la peau, les tissus conjonctifs sont répartis aléatoirement formant
des alvéoles qui permettent au fluide de rester dans la zone d’injection. Prendre en compte
cet aspect permet le modelage de la surface par l’utilisateur. La figure 5.26 correspond
au résultat de la simulation de l’injection dans une seule alvéole où une bosse se forme
au niveau de la zone d’injection. Dans la dernière image de cette figure, on peut voir la
découpe en alvéole par les tracés rouges.
Pour améliorer le comportement du modèle, des contraintes élastiques de type ressort
ont été ajoutés entre les deux couches de tissus. Ceux-ci ont une rigidité importante au
niveau des parois des tissus conjonctifs. Cela contraint à des déformations du tissus plus
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Figure 5.25– Simulation de l’injection de fluide sous la peau. La zone bleue est la partie
simulée. À gauche, le patient avant l’opération et après la simulation de l’injection. À droite,
il s’agit de la visualisation de la distance d’Hausdorff par rapport au résultat de l’opération
chirurgicale réelle.
Figure 5.26– Simulation de l’injection de fluide sous la peau au niveau du torse. Les images
en haut correspondent à l’état initial des tissus au niveau du plectus excavatum, l’image en bas
à gauche, correspond à l’état après l’injection et l’image en bas à droite donne une indication
des pressions dans le fluide. La zone rouge de cette dernière image correspond à l’alvéole où a
été injecté le fluide.
locales comme le montre la figure 5.27. Dans la simulation de la figure 5.26, le fluide
se déplaçait plutôt vers la droite, n’ayant aucun effet sur la gauche de la zone simulée.
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Ainsi, avec l’ajout des ressorts, les équilibres sont modifiés et plus de fluide tend à remplir
l’appendice gauche de l’alvéole.
Figure 5.27– Simulation de l’injection de fluide sous la peau au niveau du torse avec ajout
de ressorts pour simuler la rigidité des tissus connectifs. L’image de gauche correspond à l’état
après l’injection et l’image de droite donne une indication des pressions dans le fluide avec
visualisation des ressorts ajoutés. La zone d’injection et la quantité de fluide injecté sont les
mêmes que dans la figure 5.26.
Lorsque le chirurgien opère l’injection, il ressent une résistance. Celle-ci est due aux
contraintes posées par l’injection dans un volume limité. En effet, la pression au sein de
l’alvéole augmente, rendant plus difficile l’ajout de matière supplémentaire. Puis cette
résistance cède, les limites de l’alvéole sont ainsi rompues et le fluide est capable de
s’étendre dans les alvéoles adjacentes. Pour obtenir cet effet, au niveau des obstacles,
les surfaces qui séparent deux cellules sont considérées comme nulles lors du calcul de la
matrice d’assemblage J (équation :3.51). Puis lors du calcul des flux, ces derniers sont
forcés à zéro. Cela permet d’empêcher le flux de quitter les limites imposées par les alvéoles.
La rupture des obstacles s’effectue après le calcul des pressions lorsque la différence de
pression entre deux cellules est supérieure à un seuil. La figure 5.28 correspond à la
simulation de la rupture des tissus conjonctifs pour différentes résistances et avec la même
quantité de graisse injectée.
Actuellement, la simulation permet d’effectuer des injections de graisse entre deux
couches de tissus avec une bonne stabilité. En effet, la surface près des os est fixée dans
l’espace, ce qui contraint relativement le modèle et limite les risques de divergence. Simuler
deux films fluides pour trois couches de tissus est plus complexe en termes de stabilité et
seuls des tests effectués avec des solides déformables parallélépipédiques fonctionnent de
manière stable (fig 4.20).
5.4 Conclusion
Dans ce chapitre, nous avons vu les deux applications qui ont été réalisées au cours de
cette thèse dans les domaines de la chirurgie ophtalmologique et reconstructive.
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La première application concernait une étape de l’opération de la cataracte : l’hydrodis-
section qui permet de séparer le cristallin de la membrane qui l’entoure. Cette application
permet de visualiser le déplacement d’une frontière qui indique au chirurgien que la dis-
section est effectuée. Le modèle utilise un couplage monodirectionnel, c’est-à-dire que le
fluide utilise les informations de la nature des solides pour gérer le comportement du fluide
mais les solides ne sont pas impactés par la pression générée par le fluide.
Il convient de noter que la simulation de l’hydrodissection en elle-même a besoin de
quelques améliorations et en premier lieu, l’aspect graphique pour lequel on ne fait que
coloriser la surface du fluide. Dans la réalité, l’aspect visuel de frontière est lié au fait que
la capsule est pliée et à la nature du matériau injecté. La lumière projetée dans le cristallin
est ainsi déviée, créant des reflets sombres et clairs. La seconde amélioration à effectuer
concerne l’initialisation de la scène : en effet, l’étape précédente est la capsulorhexie qui
consiste à découper une ouverture circulaire dans la capsule. La zone à simuler n’est donc
pas une sphère et il convient de gérer les limites de la zone de telle manière que le fluide
puisse s’échapper ainsi que les effets de la manipulation des outils (interaction multiple
entre outils, fluide et tissus).
La seconde application présentée est destinée à la prévision des résultats des opérations
de lipofilling. Dans ce cas, il est nécessaire d’avoir un couplage complet pour distinguer
les effets de l’injection de la graisse au niveau de la peau. La nature des tissus conjonctifs
a encore besoin d’être étudiée pour améliorer leur comportement au sein de la simulation.
Il convient aussi de développer les interactions entre le chirurgien et la simulation pour
qu’elle puisse être utilisable par celui-ci. Enfin, une comparaison entre le résultat simulé
et le réel permettrait de valider la méthode.
Nous avons pu démontrer dans ce chapitre qu’il était possible d’utiliser notre modèle
de couplage fluide-structure au sein d’applications médicales. Ces applications nécessitent
encore un lourd développement avant d’être entre les mains des utilisateurs mais les
résultats, ainsi que les possibilités du modèle sont encourageants.
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Figure 5.28– Simulation de l’injection de fluide sous la peau au niveau du torse avec des
alvéoles qui peuvent se rompre en cas de pression trop importante. À gauche la simulation
utilisant des éléments tétraédraux. À droite l’état de la simulation du fluide où les traits jaunes
représentent les limites des alvéoles. La première rangée représente l’état initial de la simulation,
la croix blanche est l’emplacement de l’injection. Les rangées suivantes concernent le résultat
de plusieurs simulations avec des tissus conjonctifs plus ou moins résistants. Pour la première
simulation, la résistance des tissus est faible et le fluide s’est réparti sur l’ensemble de la zone
simulée. La dernière simulation représente l’autre extrême où le fluide n’as pas été capable de
rompre les limites des alvéoles. Les zones blanches ont été annexées par la pression du fluide











6.1 Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
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Ce court chapitre clôture la thèse sur son bilan et les perspectives que ces travaux
offrent. L’ensemble des points présentés, ont déjà été abordés précédemment, mais il
convient de les regrouper pour envisager les travaux qui pourraient constituer la suite de
cette thèse.
6.1 Bilan
Afin d’améliorer la qualité des soins dans un futur proche, le domaine de la médecine
a émis de nouveaux besoins au sujet de la simulation physique par ordinateur. En effet,
en permettant de reconstituer en réalité virtuelle des pathologies, les chirurgiens pourront
apprendre ou planifier des actes chirurgicaux sans nuire à la vie du patient. Ceci est
avantageux, notamment en cas de pathologies rares ou complexes qu’il est possible de
reproduire jusqu’à l’obtention d’une solution correcte. Les actes chirurgicaux ne se limitent
pas à la manipulation de tissus et donc les chirurgiens peuvent avoir besoin de gérer des
fluides. Ces fluides peuvent être issus du corps humain, mais aussi injectées par le médecin
au cours d’opération chirurgicale. Nous nous sommes concentrés durant la thèse, non pas
sur la nature du fluide, mais de la manière dont il est disposé. Ainsi, nous nous sommes
occupés du cas particulier d’un fluide compris entre des tissus.
Concrètement, nous avons proposé un modèle de couplage fluide-structure où le com-
portement du fluide est fortement influencé par la nature de la structure. Ainsi, la matrice
de compliance, qui permet de lier les forces externes avec les déplacements du solide, a été
intégrée dans les équations du fluide pour calculer les pressions. Ceci permet d’améliorer
la prévision des volumes déplacés par le fluide et de rendre plus fort le couplage entre
fluide et structure. Pour cela, nous avons dû développer une méthode de fluide adaptée
pour permettre l’intégration de la matrice de compliance et gérer le retour des pressions
du fluide sur les solides.
Ensuite, nous avons effectué une analyse de sensibilité pour évaluer notre modèle. Nous
avons pu en déduire que les résultats de notre modèle sont cohérents en résolution spatiale
et temporelle ainsi que selon la nature du matériau des solides. Nous avons également pu
identifier les configurations pour lesquelles les instabilités apparaissent.
Enfin, nous avons proposé deux applications : l’une pour l’étape d’hydrodisection lors
de l’opération de la cataracte et l’autre dans le cadre de la chirurgie reconstructive par
fat-filling. La première application montre un cas où il n’est pas nécessaire d’avoir un
modèle complet et où le comportement du fluide dépend du solide sans que ce dernier ne
soit influencé par le fluide. La seconde application, quant à elle, montre un modèle complet
où l’important est la forme obtenue par les déformations de la membrane. Les simulations
ont été complétées par l’ajout d’éléments reproduisant l’impact des tissus conjonctifs.
Ces applications sont aussi destinées à montrer les possibilités de notre modèle et à
encourager son amélioration et son utilisation dans d’autres cas ou d’autres domaines.
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6.2 Perspectives
Après le développement d’une nouvelle méthode, il convient de penser aux possibilités
que celle-ci ouvre en termes de perspectives. Celles-ci peuvent s’orienter sur plusieurs axes :
tout d’abord l’amélioration du modèle et la recherche de son unicité, ensuite la résolution
de problèmes numériques liés aux applications temps réel, et enfin les améliorations concer-
nant les applications et la proposition de nouvelles applications.
6.2.1 Le modèle d’interaction
Le modèle de couplage consiste à l’assemblage de deux milieux différents. De futurs
travaux peuvent ainsi concerner, en plus du mécanisme de couplage, aussi bien les fluides
que les solides.
Le chapitre 2 concernait l’intégration numérique de modèles mécaniques de solides
déformables. Durant ce chapitre, nous avons évoqué qu’il existait d’autres modèles,
comme les modèles à coque pour des solides dont l’épaisseur est négligeable. Il existe
aussi des matériaux qui ont des propriétés particulières, comme anisotropiques ou encore
hyperélastiques. Il existe ainsi une foule de modèles qui en fournissant une matrice de
compliance sont susceptibles d’être assemblés à un modèle de fluide par notre méthode.
En rapport avec le chapitre 3, le modèle de couplage que nous avons choisi est limité
aux modèles de fluides qui reprennent le principe décrit par Stam (1999). Mais nous nous
sommes limités au cas particulier d’un film de fluide entre deux surfaces. Il conviendrait
ainsi de globaliser la méthode à d’autres géométries. On peut ainsi imaginer l’utilisation
du modèle d’interaction dans le cadre du passage d’un flux de fluide dans un tuyau qui
s’élargirait sous l’effet de la pression ou des cas plus complexes où il serait nécessaire de
remailler le domaine du fluide.
Enfin, le chapitre 4, évoque plus précisément le couplage en lui-même et notamment
la section 4.4.3 qui reprend l’ensemble des caractéristiques du modèle. Ainsi un certain
nombre de paramètres ont été négligés, comme la friction, l’effet du fluide sur les parois
internes du fluide, l’effet du poids du fluide. Ce sont des éléments qui peuvent servir à
l’amélioration du modèle. Un point très important pour des travaux futurs, concerne la
stabilité du modèle : comprendre l’origine des instabilités et y remédier.
En modifiant la matrice pour le calcul des pressions au sein du fluide, nous avons
réussi à modifier la dynamique du fluide pour que celui-ci puisse considérer l’existence
du solide déformable. Ainsi, est-il envisageable de modifier cette matrice pour prendre en
compte d’autres phénomènes ? Dans l’exemple de la simulation de l’hydrodissection de la
cataracte, l’espace entre le cristallin et la capsule reste virtuellement constant au cours du
temps (le fluide n’agit pas sur le solide). Par cette approximation, nous pouvons considérer
que le liquide réagit comme un fluide compressible. Ainsi, on peut se poser la question sur
la manière de modifier la matrice pour la prise en compte de la compressibilité du fluide.
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6.2.2 Les applications temps réels
Actuellement, nos simulations ne sont pas tout à fait temps réel même si la vitesse
des applications (notamment le fat-filling) est suffisante dans le cadre de la simulation
interactive. Mais pour des domaines de dimensions plus importantes, des maillages plus
fins, ou des pas de temps plus petits, les temps de calculs peuvent devenir trop longs. Il
convient donc de se pencher sur cette problématique.
Une première solution pour obtenir un temps de calcul plus court peut être lié à
l’implémentation de la méthode de couplage. Il est en effet possible de considérer la
parallélisation de la méthode pour permettre l’amélioration des performances. Il est en-
visageable d’utiliser le GPU de la carte graphique pour effectuer les calculs mais aussi
de choisir un schéma Inter-field Partitioned Procedure pour que le calcul des différents
milieux se fasse en parallèle. Sinon dans l’implémentation actuelle, il y a peut-être la
possibilité d’optimiser le code : il a été conçu pour être modulable et permettre, au fur
et à mesure de l’avancée de la thèse, des mutations et dans ce contexte les aspects de
performances ont été négligés.
6.2.3 Les applications
Les applications conçues dans le cadre de la thèse ont encore besoin d’être travaillées.
La simulation de l’étape de l’hydrodissection de l’opération de la cataracte souffre de
l’aspect visuel : dans la simulation actuelle, on colore les éléments du fluide alors que la
frontière correspond à un phénomène de réfraction de la lumière. De plus, le chirurgien
n’opère pas sur un ellipsöıde complètement fermé et donc nous devons utiliser un objet
déformable qui est associé aux étapes précédences, notamment celle de la capsulorhexie.
L’ouverture au niveau de la capsule engendre en plus une zone où le fluide tentera de
fuir. Enfin, le chirurgien doit insérer sa canule entre la capsule et le cristallin formant une
”tente” avant d’injecter le fluide : il faudra ainsi gérer cette interaction qui regroupe les
tissus biologiques, la canule et le fluide.
La seconde application que nous avons présentée dans cette thèse concerne le fat-filling.
Ici, deux principaux aspects ont besoin d’être affinés. Le premier consiste à utiliser une
meilleure connaissance de l’anatomie pour améliorer les modèles. Par exemple, il nous
faut avoir une meilleure idée du comportement des tissus conjonctifs et leur répartition.
Il existe des zones plus denses liées aux aspects anatomiques avec la possible construction
d’un atlas. Le second aspect concerne la validation des résultats et la comparaison avec
des résultats cliniques avec les résultats simulés.
Une autre application de ces travaux concerne une intervention chirurgicale appelée
ESD (Endoscopic Submucosal Dissection). Elle fait partie d’une des deux opérations en-
doscopiques qui permettent de retirer des tumeurs placées au niveau du tube digestif.
Pour soigner les cancers du tube digestif, Takahashi et al. (2013) citent plusieurs
méthodes qui vont de la chimiothérapie à la chirurgie en passant par les thérapies
moléculaires ciblées. Dans les cas de tumeurs planes ou sessiles (fig 6.1) et mesurant
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moins de 2cm, la résection endoscopique est privilégiée.
Figure 6.1– Classification des tumeurs.
Comme le décrivent Yamamoto et Kita (2005), il existe deux méthodes alternatives
pour la chirurgie endoscopique : l’endoscopic musocal resection (EMR) et celle plus récente
nommée endoscopic submusocal dissection (ESD).
Ces deux méthodes consistent à enlever la couche de tissu où se trouve la lésion. Pour
cela, il faut injecter un fluide visqueux sous la muqueuse pour décoller la couche de tissu
malade de celle saine. Une fois que cela est réalisé, la méthode pour récupérer la tumeur
diffère (fig.6.2).
La paroi du tube digestif est composée de plusieurs couches (appelées muqueuses) et la
tumeur commence à apparâıtre sur celle qui longe l’intérieur du tube. Tant que la tumeur
n’a pas atteint les autres couches, il est possible d’effectuer une intervention pour retirer le
tissu malade et éviter de devoir couper également la paroi, évitant ainsi de provoquer un
ulcère. Pour cela, le chirurgien endoscopique effectue une hydrodissection pour séparer les
muqueuses et accéder à la tumeur. Ce fluide devient très visqueux et permet au chirurgien
la découpe propre de la tumeur. Il sera ainsi possible de produire un simulateur destiné à
l’apprentissage de la chirurgie endoscopique.
L’ESD a pour avantage d’être plus précise dans la découpe pour pouvoir contourer
la lésion que dans le cas de l’EMR. De ce fait, il est possible de traiter des lésions plus
grandes. Toutefois, cette technique requière plus de compétences endoscopiques pour le
chirurgien et les opérations sont plus longues.
La principale difficulté pour un chirurgien d’utiliser l’ESD concerne les compétences
qui ne sont acquises qu’après un entrâınement intensif. Sans cet entrâınement, il existe
un risque important de complications (hémorragie, perforation). Ainsi une application en
temps réel permettrait au chirurgien de se tenir face à un patient virtuel sans risque de
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Figure 6.2– Représentation schématique des deux applications endoscopiques. Les illustra-
tions en haut correspondent à la partie commune aux deux applications, c’est-à-dire le place-
ment du marquage (A) et l’injection de fluide jusqu’à élévation de la muqueuse. Ensuite, pour
l’Endoscopic Musocal Resection, on place une anse autour de la tumeur, puis par un mécanisme
de préhension ou d’aspiration on aide à refermer le collet de la anse. Pour le cas de l’Endoscopic
Submucosal Dissection, le fluide (hyaluronate de sodium) se solidifie et le chirurgien profite de
l’élévation de la tumeur pour effectuer une découpe sans perforer le tube digestif.
décès suite à une opération infructueuse.
La figure 6.3 correspond à un travail préliminaire sur le sujet de l’ESD. Elle montre
l’anatomie du tube digestif avec la zone où l’on souhaite effectuer la simulation. Des
éléments finis ont été placés sur la géométrie interne de l’estomac.
La figure 6.4 montre la simulation au cours du temps. Il s’agit d’un aperçu de ce que
pourrait donner une application pour l’entrâınement des chirurgiens à la méthode de
l’ESD. Ici, le fluide ne fait que gonfler la totalité du domaine. Mais dans l’application
finale, il conviendra d’utiliser des contraintes élastiques entre les couches de peau et de
bloquer la progression du fluide pour rendre les déformations plus locales. De plus, la
tumeur étant plus rigide que les tissus sains, il faudra rendre le matériau non homogène.
Enfin, deux autres étapes devront voir le jour afin d’obtenir une simulation complète
de l’opération : tout d’abord, une étape préliminaire pour effectuer le marquage autour
de la tumeur (certainement par une manipulation des textures) et ensuite une étape de
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Figure 6.3– Visualisation de l’anatomie de du système digestif et de la zone à simuler. La
première image montre le système digestif en lui-même. La seconde image est une variante de
la précédente image avec les organes en fil de fer : on se concentre sur la géométrie interne de
l’estomac avec une zone en rouge qui correspond au domaine à simuler pour tester l’application
de l’ESD. La zone d’intérêt est composée d’éléments mécaniques.
Figure 6.4– Simulation de l’ESD : la première ligne correspond à la vue texturée de l’opération
avec l’endoscope ; la seconde ligne correspond au modèle mécanique avec le même point de vue
que précédemment ; la troisième ligne représente la vue en coupe avec les éléments mécaniques.
découpe où le fluide aura été remplacé par un solide.
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couplées à des fluides en mouvement. Rapport de recherche RR-2961, INRIA, 1996.
URL http://hal.inria.fr/inria-00073737 68, 132
[Lesk Blomerus, 1999] A. L. Lesk Blomerus. The anatomical voltive terracotta phenomenon :
healing sancturies in the etrusco-tatial-campanian region during fourth though first
centuries B.C. Master’s thesis, University of Cincinnati, 1999.
URL https://etd.ohiolink.edu/ap/10?0::NO:10:P10_ACCESSION_NUM:
ucin1122835729 3, 132
[Li et al., 2010] X. Li, H. von Holst, J. Ho et S. Kleiven. Three Dimensional Poroelastic Simu-
lation of Brain Edema : Initial Studies on Intracranial Pressure. In World Congress on
Medical Physics and Biomedical Engineering, Munich, Germany, vol. 25/4 of IFMBE
Proceedings, pages 1478–1481, Springer Berlin Heidelberg, 2010, ISBN 978-3-642-03881-
5.
URL http://dx.doi.org/10.1007/978-3-642-03882-2_392 12, 132
[Lopez-Serna et al., 2012] R. Lopez-Serna, J. L. Gomez-Amador, J. Barges-Coll, N. Arriada-
Mendicoa, S. Romero-Vargas, M. Ramos-Peek, M. A. Celis-Lopez, R. Revuelta-
Gutierrez et L. Portocarrero-Ortiz. Knowledge of skull base anatomy and surgical
implications of human sacrifice among pre-Columbian Mesoamerican cultures. Neuro-
surg Focus, vol. 33, no. 2, page E1, 2012, ISSN 1092-0684.
URL http://www.biomedsearch.com/nih/Knowledge-skull-base-anatomy-surgical/
22853827.html 3, 132
[Lucy, 1977] L. B. Lucy. A Numerical Approach to Testing the Fission Hypothesis. Astrono-
mical Journal, vol. 82, no. 12, pages 1013–1924, 1977.
URL http://adsabs.harvard.edu/cgi-bin/bib_query?1977AJ.....82.1013L 49,
132
[Macklin et Müller, 2013] M. Macklin et M. Müller. Position Based Fluids. ACM Trans.
Graph., vol. 32, no. 4, pages 104 :1–104 :12, 2013, ISSN 0730-0301.
URL http://doi.acm.org/10.1145/2461912.2461984 50, 132
[Majorczyk et al., 2013] V. Majorczyk, C. Duriez, S. Cotin et J. Allard. Simulation of Lipo-
filling Reconstructive Surgery using coupled Eulerian Fluid and Deformable Solid Mo-
dels. In Medical Image Computing and Computer Assisted Intervention Society, pages
BIBLIOGRAPHIE 133
299–306, Nagoya, Japan, 2013.
URL https://hal.inria.fr/hal-00838650 93, 110, 132
[Majorczyk et al., 2014] V. Majorczyk, S. Cotin, J. Allard et C. Duriez. Simulation de l’inter-
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.1. ANALYSE DE SENSIBILITÉ 141
.1 Analyse de sensibilité
.1.1 Solide seul
Cas d’un solide sous forme de plaque, fixé sur le pourtour auquel on soumet une pression
uniforme sur l’une des faces. La plaque est de longueur 10m, de largeur 10m, d’épaisseur
10cm, de rigidité E = 1.092MPa avec ν = 0.3. Avec une pression de 100Pa, on obtient une
déflexion de 0.6092548077m calculée analytiquement. Le tableau ci-dessous correspond à
la déflexion calculée pour des éléments hexaèdral en fonction de la résolution spatiale
(longueur et largeur et épaisseur (slice)) et temporelle (pas de temps).
résolution dt :0.01 dt :0.01 dt :0.001 dt :0.001
Hexa slice :1 slice :2 slice :1 slice :2
10x10 0.375706 0.376715 0.349346 0.376715
12x12 0.440277 0.441463 0.420011 0.441463
14x14 0.482039 0.483277 0.482039 0.472788
16x16 0.509195 0.510425 0.539868 0.510425
20x20 0.539868 0.541016 0.539868 0.541017
24x24 0.554189 0.55465 0.555303 0.556357
30x30 0.566975 0.567922 0.566975 0.567922
40x40 0.575493 0.576357 0.575493 0.576357
50x50 0.579405 0.580253 0.578757 0.580253
100x100 0.585976 0.585944 0.584976 0.585944
Les deux tableaux ci-dessous sont donnés pour des éléments tétraèdraux. Le premier
avec la déflexion en fonction de la résolution spatiale et temporelle :
résolution dt :0.01 dt :0.01 dt :0.001 dt :0.001
Tetra slice :1 slice :2 slice :1 slice :2
10x10 0.015264 0.004092 0.015264 0.004092
12x12 0.030552 0.008504 0.030552 0.008504
14x14 0.054004 0.015621 0.054004 0.015621
16x16 0.087270 0.026218 0.087270 0.026218
20x20 0.185881 0.061090 0.185881 0.061090
24x24 0.308082 0.119315 0.308082 0.119315
30x30 0.441650 0.351616 0.441650 0.351516
40x40 0.525288 0.447642 0.525288 0.447642
50x50 0.550724 0.524654 0.550724 0.524654
100x100 0.570620 0.578798 0.578798
.1.2 Résolution Spatiale
Une partie des résultats pour l’analyse de la stabilité selon la résolution spatiale est
présentée dans ce tableau. La simulation concerne un fluide compris entre deux plaques
solides auquel un fluide est injecté au centre du domaine.
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t(s) res 10x10 res 16x16 res 20x20 res 26x26 res 30x30 res 36x36 res 40x40
0.0 0.025000 0.025000 0.025000 0.025000 0.025000 0.025000 0.025000
0.1 0.026219 0.026237 0.026239 0.026251 0.026258 0.026264 0.026265
0.2 0.027457 0.027509 0.027529 0.027546 0.027554 0.027568 0.027569
0.3 0.028705 0.028758 0.028802 0.028832 0.028847 0.028864 0.028868
0.4 0.029964 0.030018 0.030073 0.030118 0.030136 0.030159 0.030166
0.5 0.031200 0.031288 0.031343 0.031404 0.031427 0.031454 0.031465
0.6 0.032462 0.032556 0.032617 0.032688 0.032717 0.032749 0.032763
0.7 0.033704 0.033820 0.033891 0.033972 0.034006 0.034044 0.034060
0.8 0.034956 0.035081 0.035165 0.035256 0.035296 0.035338 0.035357
0.9 0.036208 0.036344 0.036438 0.036539 0.036584 0.036630 0.036651
1.0 0.037451 0.037608 0.037711 0.037821 0.037870 0.037921 0.037944
1.1 0.038706 0.038870 0.038982 0.039101 0.039155 0.039210 0.039234
1.2 0.039948 0.040131 0.040252 0.040379 0.040438 0.040496 0.040522
1.3 0.041201 0.041391 0.041520 0.041656 0.041718 0.041779 0.041808
1.4 0.042444 0.042649 0.042786 0.042930 0.042996 0.043060 0.043090
1.5 0.043692 0.043907 0.044051 0.044202 0.044271 0.044338 0.044370
1.6 0.044938 0.045162 0.045313 0.045471 0.045543 0.045613 0.045646
1.7 0.046181 0.046416 0.046574 0.046737 0.046813 0.046884 0.046919
1.8 0.047427 0.047668 0.047832 0.048001 0.048078 0.048152 0.048188
1.9 0.048668 0.048918 0.049088 0.049261 0.049341 0.049416 0.049453
2.0 0.049913 0.050166 0.050341 0.050519 0.050601 0.050677 0.050714
2.1 0.051151 0.051413 0.051591 0.051773 0.051857 0.051933 0.051971
2.2 0.052394 0.052657 0.052839 0.053024 0.053109 0.053186 0.053225
2.3 0.053630 0.053899 0.054084 0.054271 0.054357 0.054435 0.054474
2.4 0.054870 0.055138 0.055326 0.055514 0.055602 0.055679 0.055719
2.5 0.056105 0.056376 0.056565 0.056754 0.056843 0.056919 0.056959
2.6 0.057341 0.057610 0.057800 0.057991 0.058079 0.058155 0.058195
2.7 0.058574 0.058843 0.059033 0.059223 0.059312 0.059387 0.059426
2.8 0.059807 0.060072 0.060263 0.060452 0.060540 0.060614 0.060653
2.9 0.061038 0.061299 0.061489 0.061677 0.061765 0.061837 0.061876
3.0 0.062267 0.062523 0.062712 0.062897 0.062985 0.063055 0.063093
3.1 0.063495 0.063745 0.063932 0.064114 0.064201 0.064268 0.064306
3.2 0.064721 0.064963 0.065148 0.065327 0.065412 0.065477 0.065515
3.3 0.065947 0.066179 0.066360 0.066535 0.066619 0.066682 0.066718
3.4 0.067168 0.067391 0.067569 0.067740 0.067822 0.067882 0.067917
3.5 0.068391 0.068601 0.068774 0.068940 0.069020 0.069077 0.069111
3.6 0.069609 0.069807 0.069976 0.070136 0.070214 0.070267 0.070301
3.7 0.070828 0.071011 0.071174 0.071328 0.071404 0.071453 0.071485
3.8 0.072043 0.072211 0.072368 0.072516 0.072589 0.072634 0.072665
3.9 0.073258 0.073408 0.073559 0.073699 0.073769 0.073810 0.073840
4.0 0.074469 0.074602 0.074746 0.074878 0.074946 0.074982 0.075010
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.1.3 Résolution temporelle
Une partie des résultats pour l’analyse de la stabilité selon la résolution temporelle est
présentée dans ce tableau. La simulation concerne un fluide compris entre deux plaques
solides auquel un fluide est injecté au centre du domaine.
Il manque dans le tableau, l’instabilité que l’on obtient avec le choix du pas de temps
à 0.01s.
t(s) dt 0.01 dt 0.0075 dt 0.0050 dt 0.0025 dt 0.0010
0 0.025 0.025 0.025 0.025 0.025
0.12 0.026805 0.026705 0.02663 0.02665 0.026549
0.24 0.02827 0.028319 0.028194 0.028126 0.0281
0.36 0.029604 0.029818 0.029745 0.029693 0.029646
0.48 0.030927 0.031342 0.031288 0.031233 0.031208
0.6 0.032113 0.032867 0.032829 0.032791 0.032763
0.72 0.033062 0.034409 0.034378 0.034342 0.03432
0.84 0.033444 0.035957 0.03593 0.035895 0.035874
0.96 0.032639 0.037508 0.037476 0.037446 0.037427
1.08 0.029178 0.039054 0.039026 0.038995 0.038976
1.2 0.018645 0.0406 0.040572 0.040542 0.040522
1.32 0.042142 0.042112 0.042083 0.042065
1.44 0.043681 0.043651 0.043621 0.043603
1.56 0.045216 0.045186 0.045155 0.045136
1.68 0.046744 0.046714 0.046684 0.046664
1.8 0.048269 0.048239 0.048207 0.048188
1.92 0.049789 0.049757 0.049725 0.049705
2.04 0.051302 0.05127 0.051237 0.051218
2.16 0.05281 0.052777 0.052744 0.052724
2.28 0.054311 0.054278 0.054245 0.054224
2.4 0.055807 0.055774 0.055739 0.055719
2.52 0.057296 0.057262 0.057227 0.057206
2.64 0.05878 0.058744 0.058709 0.058688
2.76 0.060256 0.06022 0.060184 0.060163
2.88 0.061726 0.061689 0.061653 0.061632
3 0.063189 0.063152 0.063115 0.063093
3.12 0.064646 0.064608 0.064571 0.064549
3.24 0.066096 0.066057 0.066019 0.065997
3.36 0.067539 0.067499 0.067461 0.067438
3.48 0.068975 0.068935 0.068896 0.068873
3.6 0.070405 0.070364 0.070324 0.070301
3.72 0.071828 0.071785 0.071745 0.071722
3.84 0.073243 0.0732 0.073159 0.073136
3.96 0.074652 0.074608 0.074567 0.074543
4.08 0.076055 0.07601 0.075967 0.075943
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.1.4 Rigidité
Une partie des résultats pour l’analyse de la stabilité selon la le choix de la rigidité est
présentée dans ce tableau. La simulation concerne un fluide compris entre deux plaques
solides auquel un fluide est injecté au centre du domaine.
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