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Modalno posodabljanje z uporabo pospesˇkomerov je relativno dobro raziskano, a je
merjenje velikega sˇtevila prostostnih stopenj lahko zamudno in vcˇasih nemogocˇe. Hitra
kamera omogocˇa merjenje velikega sˇtevila prostostnih stopenj hkrati, zato je tak pristop
primeren za uporabo v postopku posodabljanja.
Predstavili smo teoreticˇno ozadje uveljavljenih metod za posodabljanje in njihovo de-
lovanje prikazali na numericˇnih primerih. Za prikaz postopkov na realnih problemih
smo izvedli eksperiment v laboratoriju. Rezultati so pokazali, da je posodabljanje s
pomocˇjo hitre kamere ucˇinkovito in primerljivo s klasicˇnim pristopom pri posodabljanju
manjˇsega sˇtevila parametrov.
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Modal updating using accelerometers is relatively well researched, however measuring
large numbers of degrees of freedom can be time consuming and sometimes impossible.
With the use of high-speed cameras, it is possible to measure those large amounts of
coordinates simultaniously. This fact makes the approach appropriate for use in modal
updating.
In the first sections, the theoretical background of well-established methods is presen-
ted and their use is demonstrated on numerical examples. Use of updating methods
on more realistic examples is shown on experiment carried out in laboratory. The
high-speed camera approach was found to be effective and comparable with classical
approach, when applied to small number of updating parameters.
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1. Uvod
1.1. Ozadje problema
Realno strukturo lahko modeliramo s pomocˇjo metode koncˇnih elementov in tako v
virtualnem okolju predvidimo njene odzive. Numericˇni model je dober priblizˇek real-
nemu stanju, cˇe izberemo pravilne parametre, ki izbrano konstrukcije popisujejo. Ker
je te parametre zelo tezˇko natancˇno dolocˇiti, se je razvilo posodabljanje numericˇnega
modela, ki omogocˇa prilagajanje modela, tako da odziv modelirane strukture odgovarja
odzivu realne.
Posodabljanje numericˇnega modela s pomocˇjo uporabe pospesˇkomerov je relativno do-
bro raziskan in uveljavljen postopek. V zadnjem cˇasu pa se hitro razvija tehnologija
hitrih kamer, ki omogocˇa nove mozˇnosti na tem podrocˇju.
1.2. Cilji naloge
V nalogi bomo najprej predstavili teoreticˇne osnove dela v strukturni dinamiki, modal-
nega posodabljanja in dolocˇanja pomikov s hitro kamero. Delovanje nekaterih izmed
metod bomo prikazali na numericˇnih primerih. Ker so ti primeri navadno bolj idealni
od realnega stanja, ne moremo zadostno oceniti delovanja metod, zato bomo izvedli
eksperiment. Zanimajo nas prednosti in slabosti uporabe hitre kamere v modalnem po-
sodabljanju, zato bomo dobljene rezultate primerjali z rezultati dobljenimi s pomocˇjo
pospesˇkomera.
Zaradi mozˇnosti veliko vecˇje prostorske locˇljivosti hitre kamere, pricˇakujemo, da bomo
s tem pristopom dobili boljˇse rezultate. Poleg zmozˇnosti hitre kamere, da zajame
veliko sˇtevilo prostostnih stopenj hkrati, hitra kamera obeta prednost pred klasicˇnim
pristopom, kjer moramo vsako koordinato meriti posebej.
Nevarnost pristopa s hitro kamero je sˇumnost meritev, ki bi lahko imela mocˇan vpliv
na postopek posodabljanja. Zaradi velikega sˇtevila informacij, ki ga bomo zajeli s
pomocˇjo hitre kamere, pa se podaljˇsa tudi cˇas izracˇuna frekvencˇne prenosne funkcije,
kar lahko predstavlja tezˇavo pri vecˇjem sˇtevilu meritev.
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2. Osnove numericˇnega in eksperi-
mentalnega dela v strukturni dina-
miki
V tem poglavju bomo povzeli osnove, ki jih v svojem delu opisuje Friswell s soavtorji [1].
2.1. Modeliranje s koncˇnimi elementi
Pri modalnem posodabljanju uporabljamo numericˇni model, zgrajen s pomocˇjo koncˇnih
elementov. Metoda koncˇnih elementov temelji na razdelitvi poljubno kompleksnega
modela na manjˇse, koncˇne elemente, ki jih lahko popiˇsemo z matematicˇno formulo.
Masno in togostno matriko nato sestavimo s pomocˇjo vseh uporabljenih elementov.
2.1.1. Oblikovne funkcije, masna in togostna matrika
Oblikovne funkcije koncˇnega elementa opisujejo koordinate in premike katerekoli tocˇke
v elementu s pomocˇjo vozliˇscˇnih koordinat. Koordinato tocˇke izrazimo:
x =
r∑
j=1
Nj(ξ1,ξ2,ξ3)xj, (2.1)
kjer je Nj j-ta oblikovna funkcija, xj pa je x-koordinata j-tega vozliˇscˇa. Oblikovne
funkcije so funkcije lege in jih podamo v lokalnem koordinatnem sistemu (ξ1,ξ2,ξ3). Za
druge koordinate lahko zapiˇsemo analogno enacˇbo. Za oblikovno funkcijo velja, da ima
v j-tem vozliˇscˇu vrednost 1, v drugih vozliˇscˇih pa vrednost 0. Aproksimiramo lahko
tudi pomik poljubne tocˇke:
u =
r∑
j=1
Nj(ξ1,ξ2,ξ3)uj, (2.2)
kjer je uj pomik v x-smeri j-tega vozliˇscˇa. Za vsak koncˇni element lahko zapiˇsemo
masno in togostno matriko, ki sta v splosˇnem definirani:
m =
∫ 1
−1
∫ 1
−1
∫ 1
−1
NT ρN det(J) dξ1 dξ2 dξ3 (2.3)
3
2. Osnove numericˇnega in eksperimentalnega dela v strukturni dinamiki
in
k =
∫ 1
−1
∫ 1
−1
∫ 1
−1
BT DB det(J) dξ1 dξ2 dξ3. (2.4)
ρ predstavlja gostoto snovi, N je matrika oblikovnih funkcij, B je matrika odvodov
oblikovnih funkcij po globalnih koordinatah, D je elasticˇna matrika in J je Jacobijeva
matrika, ki predstavlja povezavo med lokalnim in globalnim koordinatnim sistemom.
Velja:
dx dy dz = det(J) dξ1 dξ2 dξ3, (2.5)
pri cˇemer je J definirana:
J =
⎡⎢⎣
∂x
∂ξ1
∂y
∂ξ1
∂z
∂ξ1
∂x
∂ξ2
∂y
∂ξ2
∂z
∂ξ2
∂x
∂ξ3
∂y
∂ξ3
∂z
∂ξ3
⎤⎥⎦ . (2.6)
V vozliˇscˇu, kjer se razlicˇni koncˇni elementi srecˇajo, so pomiki vseh elementov enaki.
Globalno masno in togostno matriko lahko torej sestavimo tako, da v teh vozliˇscˇih
sesˇtejemo pripadajocˇe elemente lokalnih matrik koncˇnih elementov.
2.1.2. Sistem z vecˇ prostostnimi stopnjami
Metoda koncˇnih elementov nam poda model z velikim sˇtevilom prostostnih stopenj,
zato v tem primeru sistem gibalnih enacˇb zapiˇsemo v matricˇni obliki:
M x¨+Kx = f(t), (2.7)
kjer sta M in K masna in togostna matrika celotnega sistema, dobljeni s pomocˇjo
sestavljanja matrik koncˇnih elementov. Na desni strani enacˇbe se nahaja vektor sil
f(t). V tem primeru je sistem nedusˇen. Cˇe uposˇtevamo harmonski odziv, velja:
x(t) = x(ω) eiω t. (2.8)
Dinamska matrika sistema je definirana:
A =M−1K. (2.9)
Lastne vrednosti in lastne vektorje izracˇunamo:
Aφj = λj φj, (2.10)
kjer je φj j-ti lastni vektor, λj pa je j-ta lastna vrednost. Z uposˇtevanjem enacˇbe (2.9)
lahko zapiˇsemo:
Kφj = λjM φj. (2.11)
Lastna vrednost predstavlja kvadrat lastne frekvence in lastni vektor nam poda nihajno
obliko pri dolocˇeni lastni frekvenci.
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Lastni vektorji so ortogonalni glede na masno ali togostno matriko. Enacˇbo (2.11) z
leve pomnozˇimo z φTi in dobimo:
φTi Kφj = λj φ
T
i M φj. (2.12)
Ker sta matriki K in M simetricˇni, lahko izraz transponiramo, zamenjamo indeksa i
in j ter zapiˇsemo:
φTj Kφi = λiφ
T
j M φi. (2.13)
Z odsˇtevanjem enacˇb (2.12) in (2.13) lahko pokazˇemo, da velja:
λiφ
T
j M φi = 0; j ̸= i (2.14)
in
λiφ
T
j M φi = mii; j = i, (2.15)
kjer je mii i-ta posplosˇena masa sistema.
Navadno lastne vektorje masno normiramo, kar pomeni, da velja:
ΦT M Φ = I, (2.16)
kjer je Φ modalna matrika sistema, v kateri so zaporedno zlozˇeni vsi lastni vektorji kot
stolpci in I je enotska matrika. Ko so lastni vektorji masno normirani, velja:
φjM φj = 1. (2.17)
V tem primeru velja tudi:
ΦT KΦ = Λ, (2.18)
kjer je Λ diagonalna matrika z lastnimi vrednostmi. Ko so lastni vektorji masno nor-
mirani velja: λi = ω
2
0,i, kjer je ω0,i i-ta lastna krozˇna frekvenca.
Dusˇenje. Realni sistemi vedno vsebujejo dolocˇeno mero dusˇenja, cˇesar do sedaj ni-
smo uposˇtevali. Dusˇenje predstavlja veliko tezˇavo, saj ga sˇe vedno ne razumemo dovolj
dobro. Na srecˇo je ponavadi dokaj nizko, kar omogocˇa, da ga zanemarimo ali pa upo-
rabimo poenostavljene modele.
Uporabljamo dva modela dusˇenja: viskozni in histerezni (materialno dusˇenje). Za
viskozno dusˇenje lahko zapiˇsemo sistem gibalnih enacˇb:
M x¨+C x˙+Kx = f , (2.19)
kjer je matrika C matrika koeficientov dusˇenja, vektor f pa predstavlja vzbujevalne
sile v odvisnosti od cˇasa.
Histerezni model za eno prostostno stopnjo, s predpostavljenim harmonskim odzivom,
lahko zapiˇsemo:
mx¨+
(
η k
ω
)
x˙+ k x = f eiω t (2.20)
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ali drugacˇe:
mx¨+ k (1 + i η)x = f eiω t, (2.21)
kjer je η faktor izgub, f pa je amplituda vzbujanja. Prav tako lahko histerezni model
zapiˇsemo v matricˇni obliki:
M x¨+ (K + iC)x = f eiω t. (2.22)
Glavna razlika med viskoznim in histereznim modelom dusˇenja je, da histerezni model
ni odvisen od frekvence nihanja, zato v enacˇbi (2.20) dobimo η/ω.
V primeru nizkega dusˇenja lahko uposˇtevamo proporcionalno dusˇenje (ang. Rayleigh-
type damping), ki napove, da je matrika koeficientov dusˇenja linearna kombinacija
masne in togostne matrike. Za taksˇno aproksimacijo fizikalno ozadje ne obstaja, a nam
omogocˇa, da dusˇilno matriko zaradi lastnosti ortogonalnosti lastnih vektorjev lahko
diagonaliziramo. Matriko dusˇenja v tem primeru zapiˇsemo:
C = αM + βK, (2.23)
kjer sta α in β konstanti, ki jih dolocˇimo eksperimentalno.
Vezan sistem enacˇb lahko torej s pomocˇjo prehoda v modalni prostor razdelimo na
nevezane diferencialne enacˇbe. Definiramo modalne ali generalizirane koordinate γ:
x = Φγ. (2.24)
V enacˇbi (2.19) in (2.22) vstavimo enacˇbo (2.24) in z leve pomnozˇimo z ΦT . Dobimo:
γ¨ +Z γ˙ +Λ = ΦT f (2.25)
za viskozno dusˇenje in:
γ¨ +Λ (I + iN )γ = ΦT f eiω t (2.26)
za histerezno dusˇenje. V enacˇbah (2.25) in (2.26) velja:
Z = diag(2 ζj ωj) (2.27)
N = diag(ηj), (2.28)
kjer je:
ζj =
α
2ωj
+
β ωj
2
, (2.29)
ηj =
α
ω2j
+ β. (2.30)
ζ je razmernik dusˇenja, ki je definiran kot razmerje med dejanskim dusˇenjem in kriticˇnim
dusˇenjem.
Dobimo sistem med seboj neodvisnih enacˇb, zato lahko resˇimo vsako enacˇbo posebej.
Zapiˇsemo gibalno enacˇbo za j-to modalno koordinato za viskozni model dusˇenja:
γ¨j + 2 ζj ωj γ˙j + ω
2
j γj = φ
T
j f (2.31)
in histerezni model dusˇenja:
γ¨j + ω
2
j (1 + i ηj) γj = φ
T
j f e
iω t. (2.32)
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2.1.3. Izracˇun obcˇutljivosti
Obcˇutljivostna analiza predstavlja iskanje najprimernejˇse resˇitve strukturnih modifika-
cij. Z matematicˇnega vidika iskanje obcˇutljivosti predstavlja odvajanje enacˇbe (2.11)
glede na parameter, na katerega obcˇutljivost nas zanima [2], [3].
Dobimo:
[K − λiM ] ∂φi
∂θ
= 0, (2.33)
kjer je θ parameter, ki ga bomo posodobili. Za levi del enacˇbe(2.33) lahko pokazˇemo,
da velja:
[K − λiM ] ∂φi
∂θ
= −
[
∂K
∂θ
− λi ∂M
∂θ
− ∂λi
∂θ
M
]
φi. (2.34)
Z leve pomnozˇimo s φTi , ob cˇemer poudarimo, da sta matriki M in K simetricˇni, ter
izrazimo obcˇutljivost lastne vrednosti:
∂λi
∂θ
= φTj
[
∂K
∂θ
− λi ∂M
∂θ
]
φi. (2.35)
Dobimo izraz, ki nam podaja obcˇutljivost lastne vrednosti na spremembo parametra
θ.
Dolocˇiti je potrebno sˇe obcˇutljivosti lastnih vektorjev [4]. Z zdruzˇitvijo enacˇb (2.34) in
(2.35) dobimo:
[K − λiM ] ∂φi
∂θ
= fi, (2.36)
kjer je fi:
fi = −
[
∂K
∂θ
− λi ∂M
∂θ
− φTi
[
∂K
∂θ
− λi ∂M
∂θ
]
φiM
]
φi. (2.37)
Odvod lastnega vektorja nato podamo v obliki:
∂φi
∂θ
= vi + ciφi. (2.38)
Ko enacˇbo za masno normiranje:
φTi M φi = 1, (2.39)
odvajamo glede na θ in dobljeno enacˇbo vstavimo v enacˇbo (2.38), s cˇimer izlocˇimo
cˇlen ∂φi/∂θ, dobimo enacˇbo za ci:
ci = −φTi M vi −
1
2
φTi
∂M
∂θ
φi. (2.40)
Izracˇunati je potrebno sˇe vi, kjer se pojavi tezˇava, saj velja: rang[K − λiM ] = n− 1.
To resˇimo tako, da za tisti k, kjer je |{φi}k| maksimum, zapiˇsemo:⎡⎣[K − λiM ]11 0 [K − λiM ]130 1 0
[K − λiM ]31 0 [K − λiM ]33
⎤⎦⎧⎨⎩
v1
vk
v3
⎫⎬⎭ =
⎧⎨⎩
f1
0
f3
⎫⎬⎭ , (2.41)
kjer velja: vk = 0. Ko resˇimo ta sistem enacˇb, dobimo vse potrebne vi. Z uporabo enacˇb
(2.38) in (2.40) lahko nato izracˇunamo obcˇutljivost lastnega vektorja na spremembo
parametra.
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2.1.4. Napake metode koncˇnih elementov in njihovo ocenje-
vanje
Pri metodi koncˇnih elementov se vedno pojavijo dolocˇene napake zaradi diskretizacije
realne konstrukcije. Pojavijo pa se tudi druge napake, na primer napake v kinematicˇnih
vezeh in napake zaradi nepravilne oblike mrezˇe.
2.1.4.1. Kinematicˇne vezi
Pomembno je, da kinematicˇne vezi modeliramo na nacˇin, ki nam omogocˇa posoda-
bljanje parametrov, ki jih opisujejo. V primeru, da je vez med dvema telesoma toga,
izgubimo mozˇnost priblizˇevanja modela realnemu stanju.
2.1.4.2. Popacˇenost mrezˇe
Za izracˇun napetosti v elementu je potrebno opraviti vecˇ numericˇnih izracˇunov inte-
gralov, kar pri nepravilni obliki elementa lahko privede do napak. Velika ukrivljenost
robov elementov lahko pomeni det(J)→ 0, ki prav tako lahko privede do velikih napak.
2.1.4.3. Ocena napake
Cˇe zˇelimo dolocˇiti negotovost parametrov, ki jih bomo posodabljali, je potrebno dolocˇiti
negotovost numericˇnega modela. Dolocˇitev napake nam omogocˇa, da s pomocˇjo po-
vratne zanke posodabljamo mrezˇo koncˇnih elementov tako, da na tezˇavnih obmocˇjih
povecˇamo sˇtevilo prostostnih stopenj (torej elementov). Definiramo lahko energijsko
normo za dolocˇeno obmocˇje Ω [5]:
||eσ|| =
[∫
Ω
eTσ D
−1 eσ dΩ
]1/2
, (2.42)
kjer je D elasticˇna matrika (2.4), eσ = σ − σˆ. σ je eksaktna napetost in σˆ je aproksi-
mirana napetost. Za dolocˇitev skupne norme Ne elementov lahko zapiˇsemo:
||eσ||2 =
Ne∑
j=1
||eσ||2j . (2.43)
Izracˇunamo lahko relativno napako:
η =
||eσ||[∫
Ω
eTσ D
−1 eσdΩ
]1/2 · 100%. (2.44)
Zavedati se moramo, da dejanske napetosti nimamo podane, zato jo moramo s pomocˇjo
σ∗ prav tako oceniti. Napetost v vozliˇscˇih ni zvezna, zato lahko v vsakem vozliˇscˇu
izracˇunamo povprecˇno napetost in jo nato interpoliramo s pomocˇjo oblikovnih funkcij:
σ∗ =N σ¯∗. (2.45)
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2.2. Vibracijsko testiranje
Posodabljanje parametrov zahteva informacije o realni strukturi, ki jih dobimo s pomocˇjo
eksperimenta oziroma vibracijskega testa. V nadaljevanju so predstavljene nekatere
podrobnosti taksˇnega testa, kot jih je opisal Friswell s sodelavci [1].
2.2.1. Oprema in metode
Merilni sistem je v osnovi sestavljen iz pritrdilnega sistema in sistema za vzbujanje
strukture, merilnikov, ki merijo vzbujanje in odziv ter racˇunalniˇskega okolja, s katerim
zaznamo, shranimo in obdelujemo signal.
2.2.1.1. Pritrdilni sistem
Cˇe testiramo strukturo v njenem naravnem okolju (na primer mostovi, drogovi...) je ta
zˇe pritrjena. Za popis take pritrditve so potrebne dodatne meritve. V laboratorijskem
okolju navadno uporabimo prosto-prosto pritrditev, kjer torej obravnavana struktura
nima povezave z okolico. Konstrukcijo izoliramo s pomocˇjo vzmeti z nizkimi togostmi,
ki morajo zagotavljati, da so lastne frekvence nihanja togega telesa veliko nizˇje od
lastnih frekvenc prozˇnega telesa (priblizˇno 10-krat nizˇje). Vcˇasih potrebujemo tudi
drugacˇne metode pritrjevanja, kot je na primer konzolno vpetje, ki pa ga zelo tezˇko
dosezˇemo.
2.2.1.2. Vzbujanje sistema
Vzbujanje sistema lahko izvedemo s pomocˇjo stresalnika ali z udarnim kladivom. Stre-
salnik, ki ga uporabimo, je lahko elektromagnetni ali hidravlicˇni. Hidravlicˇnega upo-
rabimo, cˇe zˇelimo v sistem vnesti veliko kolicˇino energije, pri cˇemer pa se je potrebno
zavedati, da z njim lahko dosezˇemo le omejen razpon vzbujevalnih frekvenc. V praksi
se vecˇkrat uporablja elektromagnetni stresalnik. Tezˇava stresalnikov je njihova pritr-
ditev na strukturo, saj bi s togo povezavo med njima, spremenili masne in togostne
lastnosti konstrukcije. Da bi cˇim bolj omejili vpliv stresalnika, uporabimo bodico (ang.
stinger) - povezavo, ki ima precejˇsnjo togost v osni smeri in nizko v precˇni smeri. S tem
zmanjˇsamo vpliv na strukturo. V primeru, da je struktura velika, lahko uporabimo vecˇ
stresalnikov, saj z enim samim ne bi mogli zadostno vzbuditi zˇelenih nihajnih oblik.
Druga metoda, ki jo pogosto uporabljamo, je vzbujanje z udarnim kladivom. Kladivo
v idealnem primeru v sistem vnese neskoncˇno veliko silo v neskoncˇno kratkem cˇasu. S
kladivom lahko vzbudimo frekvence od 0 do lomne frekvence, ki jo ponavadi definiramo
tam, kjer je vzbujevalni signal 10 dB nizˇji od maksimalne mocˇi. Lomna frekvenca se
spreminja ob uporabi kladiv z razlicˇnimi masami in razlicˇnimi konicami. Pomembno je,
da se zavedamo, kaksˇno je nasˇe zˇeleno merilno obmocˇje, saj na ta nacˇin lahko izberemo
primerno udarno kladivo. Gornja meja merilnega obmocˇja mora biti namrecˇ nizˇja od
lomne frekvence.
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2.2.1.3. Merilniki
Merilniki, ki jih uporabljamo, ponavadi izkoriˇscˇajo lastnosti piezoelektricˇnih elemen-
tov. Napetost v elementu povzrocˇi oddajo dolocˇenega naboja, ki ga lahko s pomocˇjo
pretvorbe spremenimo v elektricˇno napetost. Na merilnik sile delujemo direktno z
opazovano silo, medtem ko je v merilnikih pospesˇka vgrajena dodatna masa, ta ob
pospesˇku deluje na piezoelektricˇni element z dolocˇeno silo. Cˇe predpostavimo, da so
opazovane frekvence veliko nizˇje od lastne frekvence merilnika, lahko ob poznavanju
mase in sile izracˇunamo pospesˇek.
V zadnjem cˇasu se je zelo razvila tudi tehnologija zaznavanja premikov s pomocˇjo hitre
kamere. Hitra kamera lahko zaradi velikega sˇtevila slik, ki ga zajame v kratkem cˇasu,
zazna zelo majhne pomike. Dolocˇanje pomikov na tak nacˇin bo predstavljeno kasneje,
v poglavju 4.
2.2.1.4. Racˇunalnik
Racˇunalnik obdeluje digitalne podatke, zato je potrebno izmerjene velicˇine, ki so ana-
logne, digitalizirati s pomocˇjo analogno-digitalnega pretvornika (ADC ). Ob tem po-
stopku je potrebno izbrati parametre, ki nam omogocˇajo enolicˇen in dovolj natancˇen
popis signala.
2.2.2. Cˇasovni, frekvencˇni in modalni prostor
Po AD pretvorbi dobimo diskretne vrednosti signala v cˇasovni domeni. Modalne para-
metre sicer lahko dolocˇimo s pomocˇjo nekaterih metod, ki delujejo v cˇasovni domeni,
a vecˇinoma uporabljamo metode v frekvencˇni domeni. Pretvoriti moramo torej signal,
ki je funkcija cˇasa, v signal, ki bo funkcija frekvence. To lahko storimo s pomocˇjo
Fourierove transformacije. Vsak signal lahko do dolocˇene natancˇnosti popiˇse Fourie-
rova vrsta, ki zajema koncˇno sˇtevilo frekvenc. Za vzorcˇen signal, ki vsebuje N tocˇk v
cˇasovni periodi τ , lahko popiˇsemo:
x(tk) =
a0
2
+
N/2∑
j=1
[
aj cos
(
2π j tk
τ
)
+ bj sin
(
2π j tk
τ
)]
, (2.46)
kjer velja:
a0 =
1
N
N∑
k=1
x(tk), (2.47)
aj =
1
N
N∑
k=1
x(tk) cos
(
2 π j k
N
)
, (2.48)
bj =
1
N
N∑
k=1
x(tk) sin
(
2π j k
N
)
. (2.49)
10
2.2. Vibracijsko testiranje
Za hitro pretvorbo iz cˇasovne v frekvencˇno domeno je bila razvita hitra Fourierova
transformacija (ang. Fast Fourier Transform - FFT ).
Tezˇava transformacije je, da predvideva periodicˇnost signala na merjenem intervalu,
kar v splosˇnem ne velja. Posledica tega je razlivanje frekvenc (ang. leakage), ki ga lahko
znizˇamo z uporabo oken (ang. windowing). V uporabi je veliko sˇtevilo razlicˇnih oken -
eno najbolj uporabljenih je Hannovo. To okno pomnozˇi zacˇetno in koncˇno tocˇko z nicˇ,
s cˇimer dobimo periodicˇni signal. Z uporabo okna spremenimo (povecˇamo) dusˇenje v
sistemu, kar lahko kompenziramo po identifikaciji parametrov. Za razlicˇne vrste signala
uporabljamo razlicˇna okna.
Sistem lahko vzbujamo s sˇirokim obsegom frekvenc hkrati, lahko pa ga vzbujamo z
eno samo frekvenco, in meritve ponovimo ob vsaki spremembi le-te. Korak spreminja-
nja frekvence lahko nadzorujemo tako, da ga v obmocˇju resonance ali anti-resonance
zmanjˇsamo in s tem dobimo boljˇso frekvencˇno locˇljivost. Tak pristop je kljucˇen za
analiziranje nelinearnih sistemov, pri cˇemer se razlivanje frekvenc ne pojavi.
Razmerje med Fourierovimi transformirankami odziva in vzbujevalne sile imenujemo
frekvencˇna prenosna funkcija (ang. frequency response function - FRF ). Ker so po-
spesˇki veliki tudi pri majhnih pomikih strukture, ponavadi merimo pospesˇenost (ang.
accelerance). Pospesˇenost nato lahko pretvorimo v podajnost (ang. receptance) z
deljenjem z −ω2 (kar predstavlja dvakratno integracijo v cˇasovni domeni).
Za dolocˇitev FRF najprej izracˇunamo auto-korelacijsko in krizˇno-korelacijsko funkcijo:
Sxx = X(ω)X(ω), (2.50)
Sff = F (ω)F (ω), (2.51)
Sxf = X(ω)F (ω), (2.52)
Sfx = F (ω)X(ω), (2.53)
kjer je X(ω) kompleksna konjugirana vrednost X(ω). Meritve vecˇkrat ponovimo in
nato povprecˇimo auto in krizˇne-korelacijske funkcije s cˇimer znizˇamo vpliv sˇuma:
Sxx =
1
Nm
Nm∑
i=1
Sxx,i, (2.54)
kjer jeNm sˇtevilo opravljenih meritev. Podajnost nato s pomocˇjo povprecˇenih vrednosti
zapiˇsemo:
α(ω) =
Sxf (ω)
Sff (ω)
(2.55)
in
α(ω) =
Sxx(ω)
Sfx(ω)
, (2.56)
kjer enacˇba (2.55) opisuje cenilko FRF H1, enacˇba (2.56) pa cenilko H2. Ko poskus
ponovimo samo enkrat, sta H1 in H2 enaki, cˇe pa poskus ponovimo vecˇkrat, lahko s
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pomocˇjo razmerja med njima ocenimo kvaliteto meritev. Oceno nam poda koherenca
(γ2) ki je definirana:
γ2 =
H1
H2
. (2.57)
Vrednost koherence se giblje med 1 in 0. V primeru, ko imamo dobre, ponovljive
meritve, dosezˇe koherenca visoko vrednost.
Za dolocˇitev modalnih parametrov je na voljo veliko metod – nekatere v cˇasovni in
nekatere v frekvencˇni domeni. Metodi v frekvencˇni domeni sta metoda prilagajanja
kroga in Ewins-Gleeson-ova metoda. Tezˇava, ki se pojavi pri vecˇini metod, je dolocˇanje
sˇtevila lastnih oblik, ko so lastne frekvence med seboj slabo razlocˇne.
2.2.3. Nakljucˇne in sistemske napake pri meritvah
S pomocˇjo izmerjenih podatkov na obravnavani strukturi pridobimo podatke, ki jih
uporabljamo za posodabljanje nasˇega analiticˇnega modela. V merjenih podatkih se
vedno pojavijo napake, ki jih moramo v cˇim vecˇji meri odpraviti. Pomembno je, da se
zavedamo narave sˇuma, saj je lahko nakljucˇna ali sistemska [1].
Nakljucˇnih napak ne moremo natancˇno predvideti, lahko pa jih napovemo z dolocˇeno
statisticˇno zanesljivostjo. Najbolj sˇiroko uporabljena porazdelitvena funkcija je Gaus-
sova porazdelitev, kjer je gostota porazdelitve definirana:
p(x) =
1√
2π σ
exp
[
(x− µ)2
2σ2
]
, (2.58)
µ predstavlja srednjo vrednost, σ pa standardno deviacijo. Verjetnost, da se bo vre-
dnost pojavila med x1 in x2, izracˇunamo:
P (x1 ≤ x ≤ x2) =
∫ x2
x1
p(x) dx. (2.59)
Do dolocˇene mere lahko sˇum znizˇamo s pomocˇjo povprecˇenja podatkov, predvsem, ko
sistem vzbujamo z eno samo frekvenco. Kljub sˇumu so meritve zadovoljivo uporabne,
cˇe je srednja vrednost sˇuma enaka 0.
Prav tako je iz sistema tezˇko odstraniti sistemske napake. Ena izmed glavnih napak se
nahaja v strukturi konstrukcije, bolj natancˇno, v vpetju. Cˇe predpostavimo, da je kon-
strukcija togo vpeta, je potrebno zagotoviti zadostno togost pritrditve v obravnavanem
frekvencˇnem obmocˇju. V primeru, ko obravnavamo prosto-prosto vpeto strukturo, mo-
ramo uporabiti vzmeti z dovolj nizko togostjo. Cˇe je mogocˇe, opravimo meritve togosti
vpetja in jih vkljucˇimo v analiticˇni model.
Poleg vpetja je potrebo biti pozoren tudi na maso, ki jo konstrukciji dodajo meril-
niki. To je sˇe posebej problematicˇno pri relativno lahkih strukturah. Poleg mase lahko
merilniki lokalno povecˇajo tudi togost. Prav tako so tezˇavni tudi stresalniki, katerih
pritrditev vodi do zviˇsanja togosti konstrukcije in lokalnega dodajanja mase. Na struk-
turi lahko uporabimo vecˇ merilnikov hkrati, ali pa enega premikamo na razlicˇna mesta.
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S premikanjem enega merilnika sicer zmanjˇsamo dodano maso, a konstrukcijo z vsakim
premikom nekoliko spremenimo (spremenimo togostno in masno matriko).
Sistemske napake lahko povzrocˇi tudi procesiranje signalov, kjer dobimo pojave, kot je
razlivanje frekvenc.
Vsi realni sistemi so do dolocˇene mere nelinearni. Cˇe nelinearni sistem vzbudimo s
sˇirokim obsegom frekvenc, dobimo navidez linearni odziv. Potrebno se je zavedati, da
ob spremembi vzbujevalne sile ne dobimo le drugacˇnega odziva, temvecˇ tudi drugacˇne
modalne parametre.
2.2.4. Nepopolnost podatkov
Nepopolnost podatkov se kazˇe na dva nacˇina. Prva tezˇava je, da nikoli ne moremo
pomeriti vseh nihajnih oblik, saj je teh neskoncˇno, merilniki pa imajo le dolocˇeno
obcˇutljivost.
Druga tezˇava se pojavi, ker merimo veliko manj prostostnih stopenj, kot jih simuliramo
v analiticˇnem modelu. To privede do razlicˇnih dimenzij masne in togostne matrike
ter seveda tudi lastnih vektorjev. Razlika nam onemogocˇa enostavno primerjavo med
merjenimi in simuliranimi velicˇinami, saj je potrebna redukcija ali razsˇiritev podatkov,
ki jo bomo obravnavali v naslednjem poglavju.
2.3. Primerjava numericˇnih in eksperimentalnih re-
zultatov
Pomembno je, da imamo dolocˇena orodja, ki nam omogocˇajo primerjavo eksperimen-
talnih podatkov in numericˇnih rezultatov. Pri primerjavi se pojavi predvsem tezˇava
nepopolnosti podatkov, zato je v tem poglavju predstavljenih nekaj metod za pri-
merjavo eksperimentalnih in analiticˇnih podatkov ter metode za pravilno ravnanje s
kompleksnimi nihajnimi oblikami.
2.3.1. MAC matrika
Kriterij MAC (ang. Modal Assurance Criterion) [6] uporabljamo, da dolocˇimo stopnjo
korelacije med analiticˇnimi in eksperimentalnimi rezultati, kar dosezˇemo s primerjavo
vektorjev lastnih oblik, dobljenih na oba nacˇina. Vrednost MAC med izmerjenim (in-
deks m) j-tim (φmj) in analiticˇno dolocˇenim (indeks a) k-tim (φak) lastnim vektorjem
je definirana:
MACjk =
|φTm,j φa,k|2
(φTa,k φa,k) (φ
T
m,j φm,j)
. (2.60)
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Cˇe je sˇtevilo lastnih vektorjev enako m, velja, da j in k tecˇeta od 1 do m. Dobimo
torej matriko MAC velikosti (m×m).
Transponiran lastni vektor je v tem primeru kompleksno konjugiran in nato transponi-
ran. Navadno MAC vrednosti izracˇunamo za vse pare lastnih vektorjev in jih zapiˇsemo
v MAC matriko. Vrednosti se gibljejo od 0 do 1, kjer vrednost blizˇje 1 pomeni vecˇjo
korelacijo med analiticˇnimi in eksperimentalnimi podatki. Sˇtevilo elementov v φa,k in
φm,j je v idealnem primeru enako, vendar v realnosti pogosto ni tako. V takem pri-
meru uposˇtevamo le elemente na izmerjenih koordinatah. Cˇe sta vektorja φa,k in φm,j
ortogonalna, dobimo na glavni diagonali MAC matrike 1, drugod pa 0. Ker sta φa,k in
φm,j ortogonalna glede na masno in togostno matriko tudi ob popolni korelaciji med
njima, izven diagonalni elementi niso popolnoma enaki nicˇ.
2.3.2. Preverjanje ortogonalnosti
Lastne vektorje navadno masno normiramo in jih zapiˇsemo v matriko lastni vektorjev
Φ. Ob tej predpostavki velja:
ΦT M Φ = I, (2.61)
ΦT KΦ = Λ, (2.62)
kjer sta I enotska matrika in Λ diagonalna matrika lastnih vrednosti. Cˇe v enacˇbah
(2.61) in (2.62) za eno od matrik lastnih vektorjev Φ (na primer transponirano) upo-
rabimo analiticˇne podatke, za drugo pa eksperimentalne, lahko rezultate primerjamo.
Ob preverjanju ortogonalnosti pa tezˇavo predstavlja pojavljanje kompleksnih nihajnih
oblik in dejstvo, da merimo na veliko manj mestih, kot imamo podatkov iz analiticˇnega
modela. Masna in togostna matrika torej nimata enakih dimenzij.
V prejˇsnjem poglavju smo omenili, da izven-diagonalni elementi v MAC matriki niso
enaki 0, tudi ko sta φa,k in φm,j ortogonalna. Zapiˇsemo lahko modificirano MAC
vrednost:
MACjk =
|φTm,jM φa,k|
(φTa,kM φa,k) (φ
T
m,jM φm,j)
. (2.63)
Ker so lastni vektorji ortogonalni z ozirom na masno matriko, bodo sedaj izven-
diagonalni elementi enaki 0, ko bosta analiticˇno in eksperimentalno pridobljena lastna
vektorja med seboj enaka.
2.3.3. Kompleksne lastne oblike
Kompleksne vrednosti lastnih oblik se pojavijo, ker dejanskega dusˇenja strukture ne
moremo ponazoriti s pomocˇjo proporcionalnega viskoznega dusˇenja, saj pri njem pred-
postavljamo, da so nihajne oblike nedusˇenega sistema enake oblikam dusˇenega sistema.
V numericˇnih simulacijah navadno ne uposˇtevamo dusˇenja, zato tezˇko primerjamo la-
stne vektorje nedusˇenega analiticˇnega modela in neznano dusˇenega preskusˇanega sis-
tema. Resˇitev je v pretvorbi kompleksnih nihajnih oblik v realne. Uporabimo lahko
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tudi resonancˇno testiranje, kjer veliko sˇtevilo stresalnikov vzbuja konstrukcijo na tak
nacˇin, da vzbudi le eno nihajno obliko. Taksˇno testiranje je zelo zamudno in drago,
zato se ga navadno ne uporablja.
V primeru, da je struktura rahlo dusˇena in sta fazna zamika blizu 0◦ ali 180◦, lahko upo-
rabimo enostavno metodo, kjer absolutno vrednost kompleksnega sˇtevila pomnozˇimo s
predznakom kosinusa faznega zamika.
Bolj zapletena metoda je kompleksna transformacija kompleksnih oblik v realne preko
transformacijske matrike Tc:
ΦR = ΦC Tc, (2.64)
kjer ΦC predstavlja kompleksno modalno in ΦR realno matriko. Ko v enacˇbi (2.64)
locˇimo realni in imaginarni del, lahko pokazˇemo da velja [7]:
Im(ΦC) Re(Tc) + Re(ΦC) Im(Tc) = 0. (2.65)
Iz enacˇbe (2.65) lahko s pomocˇjo pseudo-inverzne matrike, ki je za neko matriko X
definirana:
X+ = (XT X)−1XT , (2.66)
izrazimo Im(Tc):
Im(Tc) = −
(
Re(ΦC)
T Re(ΦC)
)−1
Re(ΦC)
T Im(ΦC) Re(Tc). (2.67)
Cˇe realni del transformacijske matrike spremenimo v enotsko matriko, lahko zapiˇsemo:
ΦR = Re(ΦC) + Im(ΦC)
(
Re(ΦC)
T Re(ΦC)
)−1
Re(ΦC)
T Im(ΦC). (2.68)
Bolj natancˇno izpeljavo enacˇbe (2.68) podaja Niedbal [7].
2.3.4. Redukcija modela
Obravnavali smo problem realizacije kompleksnih oblik, sedaj pa poglejmo sˇe tezˇavo, ki
jo predstavlja razlicˇno sˇtevilo merilnih mest na eksperimentalnem in analiticˇnem mo-
delu. Za primerjavo potrebujemo lastne vektorje enakih velikosti, kar lahko dosezˇemo
na dva nacˇina: z redukcijo oziroma zmanjˇsanjem prostostnih stopenj masne in togostne
matrike analiticˇnega modela ali z razsˇiritvijo eksperimentalno pridobljene matrike.
Povezava med reducirano in originalno masno in togostno matriko je matrika T , pove-
zava pa je definirana:
MR = T
T M T , (2.69)
KR = T
T KT . (2.70)
Predstavili bomo sˇtiri nacˇine dolocˇanja matrike T .
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2.3.4.1. Staticˇna redukcija
Staticˇna redukcija [8] je enostavna metoda, pri kateri masno matriko, togostno matriko,
vektor pomikov in vektor sil razdelimo na pod-vektor/pod-matriko prostostnih stopenj,
ki jih bomo obdrzˇali (master – m) in prostostnih stopenj, ki jih bomo odstranili (slave
– s). Splosˇno gibalno enacˇbo lahko torej zapiˇsemo v obliki:⎡⎣Mmm | Mms−−− − −−−
Msm | Mss
⎤⎦ ⎧⎨⎩
x¨m
−−
x¨s
⎫⎬⎭+
⎡⎣ Kmm | Kms−−− − −−−
Ksm | Kss
⎤⎦ ⎧⎨⎩
xm
−−
xs
⎫⎬⎭ =
⎧⎨⎩
fm
−−
0
⎫⎬⎭ , (2.71)
kjer smo predpostavili, da na odstranjene prostostne stopnje ne deluje nobena vzbuje-
valna sila. Zapiˇsemo spodnji del enacˇbe (2.71) s tem, da zanemarimo vpliv vztrajnosti:
Ksm xm +Kss xs = 0. (2.72)
Izrazimo lahko prostostne stopnje, ki jih zˇelimo odstraniti:
xs = xm −K−1ss Ksm. (2.73)
V matricˇni obliki to transformacijo lahko zapiˇsemo:⎧⎨⎩
xm
−−
xs
⎫⎬⎭ =
⎡⎣ I−−−−−−
−K−1ss Ksm
⎤⎦ {xm} = Ts xm. (2.74)
Dobimo torej matriko Ts, ki jo uporabimo v enacˇbah (2.69) in (2.70). V navedenih
enacˇbah je uporabimo masno in togostno matriko, ki smo ju preuredili (2.71).
2.3.4.2. Dinamicˇna redukcija
Dinamicˇna redukcija je zelo podobna staticˇni, s tem da uposˇteva tudi vztrajnost. Ma-
sno in togostno matriko razdleimo na enak nacˇin, kot v enacˇbi (2.71). Enacˇbo (2.72)
zapiˇsemo tako, da vkljucˇuje tudi prispevek vztrajnosti pri dolocˇeni frekvenci ω, kjer
torej vztrajnosti ne zanemarimo:⎧⎨⎩
xm
−−
xs
⎫⎬⎭ =
⎡⎣ I−−−−−−−−−−−−−−−
−(Kss − ω2Mss)−1 (Ksm − ω2Msm)
⎤⎦ {xm} = Td xm. (2.75)
Frekvenca ω0 je frekvenca zamika. Pri tej frekvenci je frekvencˇna prenosna funkcija
eksaktna. Cˇe je ω = 0, dobimo enak izraz kot pri staticˇni redukciji.
2.3.4.3. Izboljˇsan reduciran sistem - IRS
Metoda je izboljˇsava staticˇne redukcije [9], ki ji doda cˇlene vztrajnosti kot kvazi-staticˇne
sile. Transformacijsko matriko dolocˇimo:
Tj = Ts + SM TsM
−1
R KR, (2.76)
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kjer je
S =
[
0 0
0 K−1ss
]
(2.77)
in MR in KR sta reducirani masna in togostna matrika dobljeni s staticˇno redukcijo.
TS je transformacijska matrika staticˇne redukcije.
2.3.4.4. SEREP
SEREP (ang. System Equivalent Reduction Expansion Process) metoda uporablja la-
stne vektorje za dolocˇitev transformacijske matrike T [10]. V prvem koraku matriko
lastnih vektorjev razdelimo na odstranjene in obdrzˇane prostostne stopnje:
Φ =
⎡⎣Φm−−
Φs
⎤⎦ . (2.78)
Sedaj zapiˇsemo:
Tu =
⎡⎣Φm−−
Φs
⎤⎦ Φ+m, (2.79)
kjer + predstavlja pseudo inverzne matrike, ki jo za Φ izracˇunamo:
Φ+ = (ΦT Φ)−1ΦT . (2.80)
Metoda natancˇno poustvari lastne frekvence spodnjega frekvencˇnega obmocˇja.
2.3.5. Razsˇiritev modela
V prejˇsnjem poglavju smo analiticˇno pridobljeni matriki skrcˇili, sedaj pa si bomo po-
gledali nekaj metod za razsˇiritev eksperimentalno pridobljenih matrik. Za razsˇiritev
lahko uporabimo masno in togostno matriko ali modalne parametre.
Uporaba masne in togostne matrike je zelo podobna dinamicˇni redukciji, ki smo jo
obravnavali. S pomocˇjo razdelitve matrike lastnih oblik na pomerjene in ne-pomerjene
(iskane) dobimo sistem, podoben enacˇbi (2.71):⎡⎣Mmm | Mms−−− − −−−
Msm | Mss
⎤⎦ ⎧⎨⎩
x¨m
−−
x¨s
⎫⎬⎭+
⎡⎣ Kmm | Kms−−− − −−−
Ksm | Kss
⎤⎦ ⎧⎨⎩
xm
−−
xs
⎫⎬⎭ =
⎧⎨⎩
fm
−−
0
⎫⎬⎭ , (2.81)
kjer indeks m predstavlja prostostne stopnje, ki smo jih pomerili, s pa tiste, ki jih zˇelimo
sˇe dolocˇiti. Po preureditvi dobimo izraz za dolocˇitev ne-pomerjenih lastnih vektorjev
pri j-ti pomerjeni lastni frekvenci:
φs,j = −(−ω2m,jMss +Kss)−1 (−ω2m,jMsm +Ksm)φm,j, (2.82)
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kjer so Mss, Kss, Msm in Ksm particije analiticˇne masne in togostne matrike.
Za razsˇiritev lahko uporabimo tudi modalne podatke, pridobljene s pomocˇjo metode
koncˇnih elementov, torej analiticˇnega modela. Predpostavimo, da je Φm linearna kom-
binacija [Φa]m, zato zapiˇsemo:
Φm =
[
Φa
]
m
T . (2.83)
S pomocˇjo pseudo-inverzne matrike lahko dolocˇimo:
T =
[
Φa
]+
m
Φm. (2.84)
Sedaj lahko dolocˇimo ne-pomerjene nihajne oblike:
Φs =
[
Φa
]
s
T , (2.85)
kjer sta
[
Φa
]
m
in
[
Φa
]
s
pomerjena in ne-pomerjena matrika lastnih oblik analiticˇnega
modela.
Numericˇni primeri vseh omenjenih metod redukcije modela ter primer razsˇiritve so
prikazani v poglavjih 5.1. in 5.2.
2.3.6. Izbira merilni mest in preverjanje njihove primernosti
Merilnik lahko na strukturi pritrdimo kamorkoli, a to sˇe ne pomeni, da bodo meritve
uporabne oziroma najbolj optimalne. Za primerjavo z analiticˇnim modelom je po-
membno, da so merilna mesta primerno dolocˇena. Navadno uporabimo vecˇ merilnikov,
kot jih potrebujemo.
Prva metoda temelji na Guyan oziroma staticˇni redukciji [11], ki smo jo zˇe opisali.
Glavna ideja je, da imajo vztrajnostne sile pri koordinatah, ki jih bomo izlocˇili, mini-
malen vpliv glede na vracˇalne sile. Obratno opazimo pri koordinatah, ki jih obdrzˇimo
– vztrajnostne sile so visoke glede na vracˇalne. Proces izlocˇanja koordinat poteka tako,
da opazujemo razmerje kii/mii. Prostostno stopnjo, kjer se pojavi najviˇsja vrednost
razmerja, odstranimo. Prostostne stopnje je potrebno odstranjevati vsako posebej, saj
se po odstranitvi ene, njen vpliv razporedi med ostale prostostne stopnje. V naslednjem
koraku zopet odstranimo tisto koordinato, ki ima najviˇsje razmerje. Koordinate, ki jih
obdrzˇimo, sluzˇijo kot primerna merilna mesta.
Pri drugi metodi (ang. Effective independence [12], [13]) iz numericˇnih koordinat naj-
prej odstranimo vse prostostne stopnje, ki jih ne moremo meriti (npr. rotacije). V
naslednjem koraku formiramo Fisherjevo informacijsko matriko (ang. Fisher Informa-
tion Matrix ) AF:
AF = Φ
T Φ, (2.86)
kjer je matrika Φ reducirana modalna matrika. V naslednjem koraku definiramo ma-
triko E:
E = ΦA−1F Φ
T . (2.87)
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Izlocˇevalni proces vkljucˇuje opazovanje diagonalnih elementov matrike E. Najmanjˇsi
element sovpada s prostostno stopnjo, ki najmanj doprinese k rangu matrike (rang
matrike E je enak njeni sledi). Prostostna stopnja je zato odstranjena. Po koncˇanju
procesa zopet dobimo primerna merilna mesta.
Izbrana merilna mesta je potrebno ovrednotiti in preveriti njihovo primernost, za kar
poznamo vecˇ kriterijev. Nekateri izmed njih so opisani v nadaljevanju.
2.3.6.1. MAC
Lastne oblike morajo biti med seboj linearno neodvisne, za preverjanje cˇesar lahko
uporabimo MAC kriterij. V prejˇsnjih primerih uporabe smo v MAC enacˇbo vstavili
vektor izmerjenih in analiticˇno dolocˇenih lastnih oblik, tukaj pa vstavimo le analiticˇno
dolocˇene oblike pri merjenih koordinatah.
2.3.6.2. Singularni razcep
Metoda vsebuje primerjavo razmerja med najvecˇjo in najmanjˇso singularno vrednostjo
modalne matrike. Modalno matriko lahko zapiˇsemo v obliki [14]:
Φ = U
[
Σ 0
0 0
]
V T , (2.88)
kjer elementi diagonalne matrike Σ podajajo singularne vrednosti matrike Φ. Matriki
U in V sta unitarni matriki, za katere velja:
U−1 = U †, (2.89)
kjer † podaja kompleksno konjugirano transponiranje.
Cˇe je razmerje singularnih vrednosti blizu 1, je merilno mesto primerno. Viˇsje kot je
razmerje, slabsˇa je izbira merilnega mesta.
2.3.6.3. Izmerjena kineticˇna energija
Kineticˇna energija nihajnega nacˇina se razdeli na merjene in ne-merjene prostostne
stopnje. Energija merjene prostostne stopnje mora predstavljati dobrsˇen del skupne
energije nihajne oblike.
2.3.6.4. Fisherjeva informacijska matrika
Na podlagi Fisherjeve informacijske matrike (2.86) lahko s pomocˇjo determinante
dolocˇimo primernost merilnih mest. Viˇsja kot je determinanta, boljˇsa je izbira me-
sta. Tezˇava nastopi, ker nimamo referencˇne tocˇke, proti kateri bi primerjali velikost
determinante. Eden izmed nacˇinov je, da jo primerjamo s kvadratnim korenom raz-
merja med najvecˇjo in najmanjˇso singularno vrednostjo modalne matrike.
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3. Osnove modalnega posodabljanja
v strukturni dinamiki
Osnove modalnega posodabljanja je lepo povzel Friswell s soavtorji [1], na cˇigar delu
temelji vsebina, obravnavana v tem poglavju.
3.1. Parametri za posodabljanje
Parametri, ki jih izberemo za posodabljanje analiticˇnega modela, so kljucˇni za uspesˇnost
postopka. Poznamo dve vrsti metod za posodabljanje: direktne in iterativne. Prve me-
tode nam ne dajo mozˇnosti izbire parametrov, ki jih bomo uporabili za posodabljanje,
masno in togostno matriko pa posodobijo v celoti, brez iteracij. Povezava z oblikovnimi
funkcijami koncˇnih elementov se izgubi, s tem pa tudi fizikalni pomen.
Iterativne metode izbiro parametrov omogocˇajo, potrebna pa je precejˇsnja mera razu-
mevanja problema, da s pomocˇjo posodabljanja analiticˇni model izboljˇsamo tako, da
ponovimo eksperimentalni odziv in hkrati ohranimo fizikalni pomen.
Pri izbiri parametrov se je potrebno vprasˇati: koliko parametrov izbrati in katere. V
nadaljevanju so predstavljeni nekateri pristopi za parametrizacijo lastnosti modela.
3.1.1. Parametrizacijske metode
3.1.1.1. Parametri podstruktur
Ena izmed metod je posodabljanje parametrov, ki so lastnost vsakega koncˇnega ele-
menta posebej. Posamezen element v masni in togostni matriki je lahko odvisen od
vecˇ koncˇnih elementov, odvisnost pa narekuje struktura mrezˇe. Posodobljeno masno
in togostno matriko lahko zapiˇsemo:
M =M0 +
l∑
j=1
θjMj (3.1)
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in
K =K0 +
l∑
j=1
θjKj. (3.2)
Mj in Kj sta matriki pod-struktur enega ali vecˇ koncˇnih elementov. θj je vektor
parametrov. Ta metoda ohrani povezavo z oblikovnimi funkcijami in s tem fizikalni
pomen modela.
Matriki Mj in Kj je potrebno dolocˇiti tako, da za vsako pod-strukturo j naredimo
nov model koncˇnih elementov. Zaradi povezanosti med elementi jih namrecˇ ne moremo
enostavno izlocˇiti iz osnovne matrike M0 in K0.
Sˇtevilo merjenih mest je navadno veliko manjˇse od sˇtevila koncˇnih elementov v ana-
liticˇnem modelu, zato je potrebno izvesti redukcijo, ki ne sme vplivati na lastne vre-
dnosti ali lastne vektorje.
3.1.1.2. Fizikalni parametri
Posodabljamo lahko tudi fizikalne parametre kot so npr. Youngov modul, geometrijski
parametri, gostota in vztrajnostni moment [15]. Masno in togostno matriko lahko s
pomocˇjo razsˇiritve s Taylorjevo vrsto zapiˇsemo:
M =M0 +
l∑
j=1
δθj
∂M
∂θj
(3.3)
in
K =K0 +
l∑
j=1
δθj
∂K
∂θj
. (3.4)
V vecˇini primerov sta Mj in Kj odvisni od parametrov. V tem primeru odvode v
enacˇbah (3.3) in (3.4) ocenimo za vrednosti θj iz prejˇsnje iteracije.
3.1.1.3. Druzˇine koncˇnih elementov
S pomocˇjo spreminjanja lastnih vektorjev in lastnih vrednosti lahko modificiramo ma-
sno in togostno matriko.
Modalno matriko razdelimo na nihajne oblike togega (ang. rigid - R) in prozˇnega (ang.
strain - S) telesa:
Φ0 = [Φ0,R,Φ0,S]. (3.5)
Predpostavljamo, da alternativno modalno matriko lahko zapiˇsemo:
Φ = Φ0 S
−1 (3.6)
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oziroma:
[Φ0,R,Φ0,S] = [ΦR,ΦS]
[
SR SRS
0 SS
]
. (3.7)
Da ohranimo simetrijo oziroma asimetrijo v alternativni matriki, matriko S razdelimo.
Z uposˇtevanjem ortogonalnosti lastnih vektorjev lahko zapiˇsemo:
m =m0Φ0U Φ
T
0 m0 (3.8)
in
k = k0Φ0,S V Φ
T
0,S k0, (3.9)
kjer velja:
U = ST S in (3.10)
V = STS ΛS SS (3.11)
Odvode masne matrike lahko zapiˇsemo v obliki:
∂M
∂θj
=
l∑
j=1
diag
(
0, . . . ,
∂mr
∂θj
, . . . ,0
)
, (3.12)
kjer velja:
∂mr
∂θj
=mr0Φ
r
0
∂U
∂θj
Φr0
T mr. (3.13)
Analogno lahko enacˇbi zapiˇsemo tudi za togostno matriko.
3.1.2. Lokalizacija napak
Parametri, ki jih izberemo, morajo imeti vpliv na tiste lastnosti modela, ki so proble-
maticˇni, oziroma so dvomljive narave s fizikalnega staliˇscˇa. Navadno izberemo parame-
tre, na katere je model obcˇutljiv, vendar to ni edini pogoj za izbiro. Izbrati je potrebno
taksˇne parametre, ki nam omogocˇajo izboljˇsavo modela na mestih, ki jih spoznamo kot
nezanesljva. V nadaljevanju so predstavljene metode za lokalizacijo napak.
3.1.2.1. Uravnotezˇenje enacˇbe lastnih vrednosti
Ob uposˇtevanju izmerjenih lastnih vrednosti in vektorjev ter analiticˇne masne in togo-
stne matrike, zapiˇsemo enacˇbo lastnih vrednosti:
[Ka +∆K]Φm − [Ma +∆M ]ΦmΛm = 0. (3.14)
Lallement s sodelavci [16] je predlagal metodo, kjer enacˇbo (3.14) preuredimo:
L = ∆M ΦmΛm −∆KΦm =KaΦm −MaΦmΛm. (3.15)
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Potrebno je izvesti sˇe razsˇiritev izmerjene modalne matrike, saj je sˇtevilo merilnih mest
manjˇse od sˇtevila prostostnih stopenj analiticˇnega modela.
Zapiˇsemo vektor, ki nam pove stopnjo povezanosti med analiticˇno in izmerjeno h-to
nihajno obliko:
qi =
N∑
h=1
phL
2
ih. (3.16)
Obmocˇja z viˇsjo nezanesljivostjo lahko prepoznamo tako, da imajo tamkajˇsnje prosto-
stne stopnje visoke vrednosti qi.
3.1.2.2. Energijske funkcije pod-struktur
Mozˇna je uporaba energijskih funkcij pod-strukturMj inKj. Potencialna in kineticˇna
energija sta izrazˇeni [17]:
∆ΠSj =
N∑
h=1
(φa,h − φm,h)T Kj (φa,h − φm,h) (3.17)
in
∆ΠKj =
N∑
h=1
(φa,h − φm,h)T Mj (φa,h − φm,h)ω2m,h. (3.18)
Energijska funkcija z vecˇjo vrednostjo predstavlja sistem, ki vsebuje veliko napak, med-
tem ko nizka vrednost funkcije predstavlja sistem ali z malo napakami ali pa sistem, ki
je neobcˇutljiv na spremembe pod-struktur.
3.1.2.3. Metoda najblizˇjega pod-prostora
V enacˇbi Aθˆ = b poiˇscˇemo tisti stolpec v matriki A, ki najbolje predstavlja vektor
b [16]. Za tem poiˇscˇemo najboljˇso kombinacijo dveh, treh, sˇtirih in tako dalje, stolpcev
in poiˇscˇemo tisti pod-prostor, ki najbolj ustreza b. Sˇtevilo dimenzij pod-prostora je
P . Ko je bP najboljˇsi priblizˇek b, lahko napako, ki predstavlja razdaljo med b in bP ,
zapiˇsemo:
eP =
||b− bP ||
||b|| · 100%. (3.19)
Sˇtevilo dimenzij P povecˇujemo in tako dolocˇimo pod-strukture, ki vsebujejo najvecˇje
napake.
V prvem koraku (P = 1) izberemo le en parameter, ki najbolj ustreza podatkom, v
naslednjih korakih obdrzˇimo parametre izbrane v prejˇsnjem koraku in izberemo novega,
ki v kombinaciji z obstojecˇimi najboljˇse predstavlja podatke.
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3.2. Direktne metode
Direktne metode eksaktno rekonstruirajo pomerjene rezultate, pri cˇemer ne vsebujejo
iteriranja, za razliko od iterativnih metod, ki jih bomo predstavili kasneje. To izkljucˇi
mozˇnost divergiranja parametrov. Zavedati se moramo, da rekonstruiramo tudi sˇum,
ki ga v analiticˇnem modelu ne zˇelimo simulirati.
Tezˇava direktnih metod je, da dobljeni posodobljeni masna in togostna matrika ne
nosita fizikalnega pomena, saj posodabljamo vse cˇlene v matrikah, torej tudi ne-nicˇelne.
Sˇtevilo merjenih mest je veliko manjˇse od sˇtevila prostostnih stopenj analiticˇnega mo-
dela, kar pomeni, da je potrebno za primerjavo analiticˇno modalno matriko reducirati
ali pa razsˇiriti pomerjeno. Komprimiranje ali razsˇiritev povzrocˇita, da lastni vektorji
niso vecˇ ortogonalni glede na masno matriko, zato lahko ortogonalnost vsilimo, tako
da spremenimo modalno matriko.
Ker spremenimo modalno matriko, je potrebno popraviti togostno matriko tako, da sˇe
vedno velja:
KΦ =MaΦΛ, (3.20)
kjer je Ma analiticˇna masna matrika. Veljati mora tudi pogoj simetricˇnosti togostne
matrike:
K =KT . (3.21)
Direktne metode lahko povzrocˇijo pojavljanje dodatnih, lazˇnih nihajnih oblik.
3.2.1. Predstavitev metod
V nadaljevanju je predstavljen povzetek koncˇnih enacˇb nekaterih direktnih metod.
Razlicˇne metode vzamejo za referenco (torej za komponento, ki je ne spreminjamo)
modalno, masno ali togostno matriko. Analiticˇne velicˇine predstavimo z indeksom a,
izmerjene pa z indeksom m. Matrike brez indeksov so posodobljene.
3.2.1.1. Baruch in Bar-Itzhack
Pri tej metodi je referenca analiticˇna masna matrika [18], [19]. Pogoji, ki jih vsilimo
so:
KΦ = MaΦΛm, (3.22)
K = KT , (3.23)
ΦT MaΦ = I, (3.24)
kjer je Λm diagonalna matrika izmerjenih lastnih vrednosti.
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V prvem koraku posodobimo modalno matriko:
Φ = Φm
[
ΦTmMaΦm
]−1/2
. (3.25)
V drugem koraku lahko posodobimo togostno matriko z uporabo Φ, analiticˇne masne
matrike Ma in analiticˇne togostne matrike Ka:
K =Ka −KaΦΦT Ma −MaΦΦT Ka +MaΦΦT KaΦΦT Ma
+MaΦΛΦ
T Ma.
(3.26)
3.2.1.2. Berman in Nagy
Kot referenco vzamemo modalno matriko [20]. Zapiˇsemo vsiljene pogoje:
ΦTmM Φm = I, (3.27)
KΦm = M ΦmΛm, (3.28)
KT = K. (3.29)
Tokrat v prvem koraku posodobimo masno matriko:
M =Ma +MaΦmM
−1
a (I −Ma)M
−1
a Φ
T
mMa, (3.30)
kjer je:
M a = Φ
T
mMaΦm. (3.31)
V drugem koraku na podlagi posodobljene masne matrike posodobimo sˇe togostno:
K =Ka −KaΦmΦTmM −M ΦmΦTmKa +M ΦmΦTmKaΦmΦTmM
+M ΦmΛΦ
T
mM .
(3.32)
3.2.1.3. Ceasar 1
Ceasar [21] je opisal vecˇ metod, ki za referenco vzamejo modalno matriko.
Masna matrika. Masno matriko lahko posodabljamo na dva nacˇina.
Nacˇin 1:
M =Ma +MaΦmM
−1
a (I −M a)M
−1
a Φ
T
mMa, (3.33)
kjer velja:
M a = Φ
T
mMaΦm. (3.34)
Nacˇin 2:
M =Ma +MaΦRM
−1
aR (MR −M aR)M
−1
aRΦ
T
RMa, (3.35)
kjer velja:
M aR = Φ
T
RMaΦR (3.36)
in indeks R predstavlja referenco na togo telo.
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Togostna matrika. Sedaj lahko izbiramo med dvema nacˇinoma za posodobitev to-
gostne matrike.
Nacˇin 1:
K =Ka −KaΦmΦTmM −M ΦmΦTmKa +M ΦmΦTmKaΦmΦTmM
+M ΦmΛΦ
T
mM
(3.37)
Nacˇin 2:
K =Ka −KaΦm
[
K
−1
a ΛK
−1
a +K
−1
a
]
ΦTmKa +∆K2 +∆
T
K2, (3.38)
kjer velja:
Ka = Φ
T
mKaΦm (3.39)
∆K2 = M ΦmΛK
−1
a Φ
T
mKa (3.40)
3.2.1.4. Ceasar 2
Pri drugi metodi najprej izracˇunamo posodobljeno togostno matriko, nato pa lahko
izbiramo med dvema nacˇinoma za izracˇun masne matrike [21].
Togostna matrika. V prvem koraku posodobimo togostno matriko:
K =Ka +KaΦmK
−1
a
[
Λ−Ka
]
K
−1
a Φ
T
mKa, (3.41)
kjer velja:
Ka = Φ
T
mKaΦm. (3.42)
Masna matrika. Masno matriko sedaj lahko izracˇunamo na dva nacˇina.
Nacˇin 1:
M =Ma +KΦmΛ
−1M
−1
a Φ
T
mMa +MaΦmM
−1
a Λ
−1ΦTmK
−MaΦmM−1a (I −M a)M
−1
a Φ
T
mMa,
(3.43)
kjer je:
M a = ΦmMaΦm. (3.44)
Nacˇin 2:
M =Ma +MaΦmΛ
−1ΦTmK −KΦmΛ−1Ma
+KΦmΛ
−1 [Λ−1ΦTmK +ΦTmMaΦmΛ−1ΦTm] (3.45)
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3.2.1.5. Wei
Ta metoda omogocˇa socˇasno posodabljanje masne in togostne matrike na podlagi po-
merjene modalne matrike [22], [23]. Zapiˇsemo lahko enacˇbo za posodabljanje masne
matrike:
M =Ma +M0 +∆M +∆
T
M, (3.46)
kjer velja:
M0 = MaΦmM
−1
a (I −M a)M
−1
a Φ
T
mMa (3.47)
M a = Φ
T
mMaΦm (3.48)
∆M =
[
I −MaΦmM−1a ΦTm
]
KaΦmE
−1ΛΦ−1m Ma (3.49)
E = M a +ΛM aΛ (3.50)
in enacˇbo za posodabljanje togostne matrike:
K =Ka +K0 + P
[
ΦTmKaΦa +Λ
]
P T −U ΦmP T − P ΦTmUT , (3.51)
kjer velja:
K0 = −KaΦmP T − P ΦTmKa +U +UT , (3.52)
P = MaΦmM
−1
a , (3.53)
U = P ΛM aΛE
−1ΦTmKa. (3.54)
Primere vseh metod, prikazane na numericˇno simuliranih podatkih, lahko najdemo v
poglavju 5.3.
3.2.2. Mesˇanje matrik
Cˇe bi s pomocˇjo eksperimenta pomerili vse nihajne oblike, ki jih simuliramo v ana-
liticˇnem modelu, bi lahko masno in togostno matriko dolocˇili:
M−1 = ΦmΦTm =
n∑
i=1
φm,iφ
T
m,i (3.55)
in
K−1 = ΦmΛ−1ΦTm =
n∑
i=1
φm,iφ
T
m,i
ω2m,i
. (3.56)
V praksi je sˇtevilo merjenih mest veliko manjˇse od sˇtevila simuliranih prostostnih sto-
penj, zato pomerjene matrike dopolnimo z analiticˇnimi:
M−1 =
m∑
i=1
φm,iφ
T
m,i +
n∑
i=m+1
φa,iφ
T
a,i (3.57)
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in
K−1 =
m∑
i=1
φm,iφ
T
m,i
ω2m,i
+
n∑
i=m+1
φa,iφ
T
a,i
ω2a,i
, (3.58)
kjer lahko, cˇe velja m << n, zapiˇsemo:
n∑
i=m+1
φa,iφ
T
a,i =M
−1
a −
m∑
i=1
φa,iφ
T
a,i (3.59)
in
n∑
i=m+1
φa,iφ
T
a,i
ω2a,i
=K−1a −
m∑
i=1
φa,iφ
T
a,i
ω2a,i
, (3.60)
saj se tako izognemo racˇunanju vseh viˇsjih analiticˇnih modalnih oblik.
3.3. Iterativne metode
Metode, opisane v tem poglavju, nam omogocˇajo posodabljanje parametrov na podlagi
iteracij, s katerimi zˇelimo povecˇati korelacijo med analiticˇnim modelom in eksperimen-
talnimi podatki. Korelacijo opisujejo kazenske funkcije, ki so v splosˇnem nelinearne
funkcije parametrov. Metode zahtevajo evaluacijo analiticˇnega modela v vsaki itera-
ciji.
Izmerjene podatke zapiˇsemo v merilni vektor, ki je definiran:
zTm =
(
λm,1,φ
T
m,1,λm,2, . . . ,λm,r,φ
T
m,r
)T
, (3.61)
kjer je λm,i i-ta izmerjena lastna vrednost in φm,i i-ti izmerjeni lastni vektor. Na
analogen, s pomocˇjo simuliranih podatkov, nacˇin zapiˇsemo merilni vektor predvidenih
vrednosti z. V vektorju so lahko prisotne le lastne vrednosti, po potrebi pa lahko
dodamo tudi lastne vektorje. Lastni vektorji imajo nizke vrednosti v primerjavi z
lastnimi vrednostmi in le malo prinesejo k spremembi parametrov, zato jih velikokrat
ne uporabimo.
Tezˇava se pojavi, ker morajo vrednosti v z ustrezati vrednostim v zm. Elementi v
vektorju morajo biti torej pravilno razporejeni. Tega ne moremo storiti s preprostim
razporejanjem glede na velikost lastnih vrednosti. Mozˇnost namrecˇ je, da najnizˇja
analiticˇna lastna vrednost predstavlja upogibno obliko, najnizˇja izmerjena pa torzijsko
obliko, ki je ne zˇelimo meriti. Pomembno je tudi, da s pomocˇjo MAC vrednosti pre-
verimo stopnjo korelacije med izmerjenimi in analiticˇnimi lastnimi oblikami, ker lahko
pride do primera, da dolocˇene nihajne oblike ne vzbudimo.
Lastni vektorji so navadno masno normirani, vendar zaradi morebitne razlike v distribu-
ciji mase v analiticˇni in v dejanski strukturi normiranje ni enako. Problem odpravimo z
mnozˇenjem izmerjene oblike z modalnim skalirnim faktorjem (ang. Modal Scale Factor
- MSF ), ki je definiran:
MSF =
φTi φm,i
φTm,iφm,i
. (3.62)
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Mnozˇenje s tem faktorjem odpravi tudi morebitni fazni zamik (180◦) med analiticˇnimi
in izmerjenimi lastnimi oblikami.
V analiticˇni model s koncˇnimi elementi navadno dusˇenje ni vkljucˇeno, zato kompleksne
nihajne oblike realiziramo. Cˇe je dusˇenje vkljucˇeno v analiticˇni model, lahko komple-
ksne oblike vkljucˇimo v merilni vektor, ali pa v vektor vkljucˇimo razmernik dusˇenja in
lastne frekvence.
Primere nekaterih metod, predstavljenih v nadaljevanju, lahko najdemo v poglavju 5.4.
in 5.5.
3.3.1. Metode s kazensko funkcijo
Kazensko funkcijo ponavadi definiramo kot Taylorjevo vrsto z dvema cˇlenoma, s katero
dobimo linearno aproksimacijo:
δz = Sj δθ, (3.63)
kjer velja:
δθ = θ − θj, (3.64)
δz = zm − zj. (3.65)
Sj predstavlja obcˇutljivostno matriko, vektor θj vsebuje ocene parametrov po j-ti
iteraciji in vektor θ vrednosti parametrov po trenutni iteraciji. zm je izmerjeni merilni
vektor, zj pa analiticˇni merilni vektor v trenutni, j-ti, iteraciji.
3.3.1.1. Vecˇ meritev kot parametrov
V primeru, ko opravimo vecˇ meritev (izmerimo vecˇ lastnih frekvenc) kot pa imamo
parametrov, ki jih zˇelimo posodabljati, dobimo pre-dolocˇen sistem. Enacˇbo (3.63) v
trenutni iteraciji zapiˇsemo:
δθ =
[
ST S
]−1
ST δz. (3.66)
Lahko jo zapiˇsemo tudi v razsˇirjeni obliki:
θj+1 = θj +
[
STj Sj
]−1
STj (zm − zj). (3.67)
Do enake resˇitve pridemo tudi, cˇe minimiziramo kazensko funkcijo:
J(δθ) = εT ε, (3.68)
kjer je:
ε = δz − S δθ. (3.69)
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Tezˇava je, da vsaki komponenti merilnega vektorja damo enako utezˇ. V realnosti je
raztros lastnih vrednosti veliko manjˇsi od raztrosa lastnih oblik. Da bi dali vecˇjo veljavo
lastnim vrednostim, dodamo utezˇno matriko in zapiˇsemo kazensko funkcijo:
J(δθ) = εT Wεε ε (3.70)
Utezˇna matrika je diagonalna matrika z reciprocˇnimi vrednostmi varianc. To pomeni,
da komponente merilnega vektorja z vecˇjo varianco dobijo manjˇso utezˇ. Resˇimo sistem
enacˇb:
δθ =
[
ST Wεε S
]−1
ST Wεε δz, (3.71)
ali v razsˇirjeni obliki:
θj+1 = θj +
[
STj Wεε Sj
]−1
STj Wεε (zm − zj). (3.72)
V primeru, da imamo vecˇ meritev kot parametrov, bo matrika STj Wεε Sj kvadratna in
njen rang bo poln, razen v primeru, da eden izmed parametrov ne vpliva na rezultat,
ali da imata vsaj dve kombinaciji parametrov enak vpliv.
3.3.1.2. Vecˇ parametrov kot meritev
V primeru, ko imamo manj meritev kot parametrov, je matrika ST S kvadratna, a
nima polnega ranga. Sistem enacˇb torej ni enolicˇno dolocˇen, kar pomeni, da obstaja
neskoncˇno kombinacij parametrov, ki ustrezajo pogojem. Navadno izberemo tisto kom-
binacijo, ki zahteva najmanjˇso spremembo parametrov.
Problem lahko obravnavamo kot optimizacijski, kjer minimiziramo δθT δθ pri pogoju
δz = S δθj . Dobimo resˇitev:
δθ = ST
[
S ST
]−1
δz. (3.73)
Spremembe razlicˇnih parametrov so lahko zelo razlicˇne, zato jih normiramo, tako da
je njihova zacˇetna vrednost enaka 1.
V analiticˇnem modelu parametre razlicˇno dobro ocenimo, zato uporabimo utezˇno ma-
triko Wθθ, ki spremeni optimizacijski problem v δθ
T Wθθ δθ pri pogoju δz = S δθj .
Utezˇno matriko definiramo kot diagonalno matriko z reciprocˇnimi vrednostmi ocenjenih
varianc posameznih parametrov. Resˇitev zapiˇsemo:
θj+1 = θj +W
−1
θθ S
T
j
[
SjW
−1
θθ S
T
j
]
(zm − zj). (3.74)
Utezˇno matriko lahko dodamo parametrom (Wθθ) in izmerjenim vrednostim (Wεε) ter
dobimo enacˇbo:
θj+1 = θj +
[
STj Wεε Sj +Wθθ
]−1
STj Wεε (zm − zj). (3.75)
Podoben pristop je utezˇenje zacˇetnega priblizˇka parametrov, saj s tem utezˇimo spre-
membo parametra glede na zacˇetno vrednost in ne glede na vrednost v prejˇsnji iteraciji.
Dobimo enacˇbo:
θj+1 = θj +
[
STj Wεε Sj +Wθθ
]−1 {
STj Wεε (zm − zj)−Wθθ (θj − θ0)
}
, (3.76)
kjer je θ0 vektor zacˇetnih vrednosti parametrov.
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3.3.2. Metoda najmanjˇse variance
Metoda najmanjˇse variance je podobna zˇe predstavljenim, razlikuje se le v tem, da se
utezˇna matrika spreminja z vsako iteracijo. Metoda predpostavlja, da izmerjene vre-
dnosti in zacˇetni priblizˇek parametrov, vsebujejo napake. Isˇcˇemo vrednosti parametrov,
ki imajo najmanjˇso varianco.
Predpostavka metode je statisticˇna neodvisnost predpostavljenih parametrov in izmer-
jenih podatkov, kar je res v prvi iteraciji, v nadaljnjih pa to ne drzˇi vecˇ, saj izmerjene
podatke uporabimo za posodobitev parametrov.
Zaradi prisotnosti sˇuma se z vedno razlikuje od zm, kar lahko popiˇsemo z enacˇbo:
zm = z + ε, (3.77)
kjer velja:
E[ε] = 0, (3.78)
Var(ε) = E(ε εT ) = Vε. (3.79)
Korelacijo med oceno parametrov in sˇumom pri merjenju lahko zapiˇsemo:
Dj = E(θj ε
T ), (3.80)
kjer na zacˇetku iteriranja predpostavimo:
D0 = 0. (3.81)
Po izpeljavi dobimo enacˇbe za posodabljanje. Cˇe vkljucˇimo korelacijo med vrednostmi
parametrov in sˇumom, dobimo enacˇbo za posodobitev parametrov:
θj+1 = θj +
(
Vj S
T
j −Dj
)
V −1zj (zm − zj) , (3.82)
kjer je:
Vzj = Sj Vj S
T
j − SjDj −DTj STj + Vε. (3.83)
Za nadaljnje iteriranje potrebujemo nove vrednosti V in D, ki jih izracˇunamo:
Vj+1 = Vj −
[
Vj S
T
j −Dj
]
V −1zj
[
Vj S
T
j −Dj
]T
(3.84)
in
Dj+1 =Dj +
(
Vj S
T
j −Dj
)
V −1zj (SjDj − Vε) . (3.85)
V prvi iteraciji uporabimo ocenjeno analiticˇno matriko varianc V0 in predpostavimo,
da na zacˇetku ni korelacije med vrednostmi parametrov in sˇumom, kar pomeni, da
velja D0 = 0.
Cˇe ne uposˇtevamo korelacije med parametri in sˇumom lahko zapiˇsemo enacˇbo:
θj+1 = θj + Vj S
T
j
[
Sj Vj S
T
j + Vε
]−1
(zm − zj) , (3.86)
kjer za naslednjo iteracijo izracˇunamo:
Vj+1 = Vj − Vj STj
[
Sj Vj S
T
j + Vε
]−1
Sj Vj. (3.87)
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3.3.3. Testiranje s spreminjajocˇimi robnimi pogoji
Meritve v realnosti navadno ne dajo dovolj informacij, da bi enolicˇno ocenili vrednosti
parametrov. Za namen uporabimo perturbacijsko metodo, ki vsebuje rahlo spreminja-
nje strukture z namenom povecˇanja kolicˇine informacij. Na dolocˇena mesta dodamo
dodatno maso in enako storimo v analiticˇnem modelu. Lastne vrednosti spremenjenih
modelov lahko nato uporabimo za posodabljanje parametrov. O taksˇnem nacˇinu te-
stiranja so pisali Nalitolela s sodelavci [24], [25], Chen s sodelavci [26] in Lammens s
sodelavci [27].
S pomocˇjo eksperimentalne modalne analize dolocˇimo lastne vrednosti sistema za vsako
modifikacijo sistema. Prav tako dolocˇimo lastne vrednosti na podlagi analiticˇnega mo-
dela z enakimi strukturnimi spremembami. Za dolocˇitev uporabimo najboljˇso oceno pa-
rametrov. V nadaljevanju za vsako lastno vrednost dolocˇimo obcˇutljivost na vsak para-
meter. To ponovimo za vse spremenjene strukture in tako dobimo vecˇjo obcˇutljivostno
matriko.
Vedeti moramo, da dodajanje mase oziroma spreminjanje strukture lahko pomeni,
da dodamo vztrajnost prostostni stopnji, ki je ne zˇelimo meriti (na primer dolocˇeni
rotacijski).
3.3.3.1. Izbira lokacij za perturbacijo
V splosˇnem velja, da imamo z vecˇ lokacijami, ki jim spremenimo lastnosti, na voljo
vecˇ informacij. Za dolocˇitev parametrov potrebujemo zadostno sˇtevilo medsebojno li-
nearno neodvisnih enacˇb. Neodvisnost lahko preverimo s pomocˇjo preverjanja sˇtevila
pogojenosti obcˇutljivostne matrike, ki mora biti nizko in ranga matrike ST S, ki mora
biti enako sˇtevilu parametrov, ki jih posodabljamo. Lokacije lahko izberemo, pre-
den opravimo eksperiment, saj obcˇutljivostno matriko lahko izracˇunamo v naprej. Za
dolocˇitev mest za perturbacijo torej spreminjamo masno oziroma togostno matriko in
racˇunamo obcˇutljivostno matriko, na podlagi katere ocenimo primernost mesta.
S tem postopkom dolocˇimo najboljˇsa mesta za modifikacijo strukture, ki jih v realnosti
mogocˇe ne bomo mogli uporabiti, saj so lahko nedostopna. Za povecˇanje sˇtevila po-
datkov bi lahko uporabili vecˇ razlicˇnih mas na istem mestu. Tezˇava je, da pri majhnih
razlikah med masami pride do linearne odvisnosti med masami in lastnimi vrednostmi.
S takim postopkom torej ne dobimo linearno neodvisnih enacˇb.
Sˇtevilo pogojenosti ni odvisno le od sˇtevila neznanih parametrov, temvecˇ tudi od oblike
strukture.
3.3.4. Dvo-nivojni Gauss-Newtonov pristop
Numericˇne simulacije so bolj natancˇne, cˇe je mrezˇa koncˇnih elementov gostejˇsa, kar pa
pomeni tudi vecˇ prostostnih stopenj, vecˇ procesorske mocˇi in vecˇ cˇasa za izracˇune. Dvo-
nivojni pristop temelji na posodabljanju detajlnega modela do dolocˇene natancˇnosti,
nato pa, na notranjem iteriranju grobega modela (modela z manj gosto mrezˇo koncˇnih
elementov).
33
3. Osnove modalnega posodabljanja v strukturni dinamiki
Recimo, da Q predstavlja izmerjene podatke in Qˆ numericˇne podatke, pridobljene na
osnovi detajlnega modela. V klasicˇnem postopku bi izracˇunali obcˇutljivostno matriko
Qˆ in na njeni podlagi izracˇunali posodobljene parametre. Ker pa je detajlni model
obsezˇen, je to neucˇinkovit pristop. Boljˇsi pristop bi bil uporabiti manj natancˇen model
(grob model), ki ga bomo oznacˇili s Pˆ . Ta model vsebuje napako diskretizacije, ki je
model Qˆ ne vsebuje. Postopek posodabljanja poteka v petih korakih:
1. S pomocˇjo obcˇutljivosti SQˆ izracˇunamo posodobljene parametre θk+1.
2. Na podlagi obcˇutljivosti SPˆ izracˇunamo P k+1 (3.88), ki predstavlja merjene po-
datke modificiranega modela.
3. Grob model posodabljamo, dokler po j iteracijah ne dosezˇemo Pˆk+1,j, ki je zado-
stno blizu P k+1.
4. Parametre θk+1 prenesemo na detajlni model.
5. Cˇe je Qˆk+1,j dovolj blizu Q zakljucˇimo iteriranje. V nasprotnem primeru se
vrnemo na korak 1.
Postopek torej poteka na dveh nivojih oziroma zankah. S pomocˇjo zunanje zanke
konstruiramo P k+1, z notranjo pa posodabljamo grobi model.
P k+1 = Pˆk,j + SP (θˆk,j)S
+
Q(θˆk,j) (Q− Qˆk,j) (3.88)
3.3.5. Ocenjevanje kvalitete modela
Pojavi se vprasˇanje, ali je pomembno, da analiticˇni model ni cˇisto pravilen, cˇe natancˇno
poustvari odziv strukture. Pomembnost tega je odvisna od uporabe modela. Cˇe smo
za dolocˇitev modela uporabili frekvencˇne prenosne funkcije in bomo v prihodnje sistem
vzbujali na istem mestu z drugo silo, lahko nenatancˇnost modela zanemarimo. V
primeru, da bomo vzbujevalno silo prestavili na drugo mesto ali pa bomo odziv merili
zunaj frekvencˇnega obmocˇja, ki smo ga uporabili za posodabljanje, pa je natancˇnost
modela pomembna.
Pri ocenjevanju kvalitete modela moramo uposˇtevati tri aspekte:
1. Zanima nas, kako dobro model poustvari odziv dejanske strukture na opazovanem
frekvencˇnem obmocˇju.
2. Pomembna je izbira parametrov za posodabljanje. Parametri, ki nimajo vpliva
na odziv in skupine parametrov, ki imajo podoben vpliv na odziv, lahko pred-
stavljajo tezˇavo.
3. Zanima nas kaksˇni utezˇni matriki in varianci je potrebno uporabiti, saj ti mocˇno
vplivata na koncˇno vrednost parametrov in stopnjo konvergiranja.
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3.4. Iterativne metode v frekvencˇni domeni
Metode, opisane v prejˇsnjih dveh poglavjih, so zahtevale dolocˇitev lastnih frekvenc in
nihajnih oblik na podlagi izmerjenih podatkov. Izracˇunu se lahko izognemo, tako da
za posodabljanje uporabljamo izmerjeno frekvencˇno prenosno funkcijo (FRF). Problem
pri taksˇnem pristopu je, da moramo v numericˇni model vkljucˇiti dusˇenje, ki ga je zelo
tezˇko simulirati natancˇno. Resˇitev je uporaba proporcionalnega modela dusˇenja, ki
se ga vecˇinoma uporablja pri teh metodah. Eno izmed metod z uporabo frekvencˇne
prenosne funkcije sta opisala Ewins in Lin [28], ki jo je nato slednji odlicˇno povzel in
nadgradil [29].
Obravnavali bomo proporcionalno dusˇen sistem, impedanco katerega lahko zapiˇsemo:
Z(ω) = −ω2M + iC +K, (3.89)
kjer so masna (M ), togostna (K) in dusˇilna (C) matrika odvisne od parametrov, ki
jih zˇelimo posodabljati. Ti parametri so predstavljeni v vektorju θ.
Frekvencˇno prenosno funkcijo – oziroma bolj natancˇno – podajnost, lahko zapiˇsemo:
α(ω) = Z(ω)−1. (3.90)
Na podlagi enacˇb (3.89) in (3.90) lahko zapiˇsemo:
α(ω)
[−ω2M + iC +K] = I. (3.91)
Cˇe obe strani enacˇbe (3.91) odvajamo glede na opazovani parameter, dobimo obcˇutljivost
podajnosti:
∂α(ω)
∂θi
[−ω2M + iC +K]+α(ω) ∂ [−ω2M + iC +K]
∂θi
= 0. (3.92)
Izraz (3.92) preuredimo:
∂α(ω)
∂θi
= −α(ω) ∂ [−ω
2M + iC +K]
∂θi
[−ω2M + iC +K]−1 . (3.93)
Cˇe uposˇtevamo enacˇbo (3.89) in (3.90), dobimo izraz:
∂α(ω)
∂θi
= −α(ω) ∂ [−ω
2M + iC +K]
∂θi
α(ω), (3.94)
oziroma:
∂ {α(ω)}j
∂θi
= −α(ω) ∂ [−ω
2M + iC +K]
∂θi
{α(ω)}j , (3.95)
cˇe uposˇtevamo samo j-ti stolpec frekvencˇne prenosne funkcije.
Sistem enacˇb sedaj lahko zapiˇsemo v obliki:
{∆α(ωk)}n×1 = [S(ωk)]n×m {∆θ}m×1 , (3.96)
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kjer je n sˇtevilo merilnih mest in m sˇtevilo parametrov, ki jih posodabljamo. Ker
v metodi uporabljamo dusˇenje, sta ∆α(ωk) in S(ωk) kompleksni, medtem ko mora
biti ∆θ realen. Slednje dosezˇemo tako, da kompleksni matriki razdelimo na realni in
imaginarni del:{
Re (∆α(ωk))
Im (∆α(ωk))
}
2n×1
=
[
Re (S(ωk))
Im (S(ωk))
]
2n×m
{∆θ}m×1 . (3.97)
Do sedaj smo uporabili FRF pri zgolj eni frekvenci (ωk), vendar lahko prenosne funkcije
primerjamo pri vecˇ frekvencah. V tem primeru se sistem enacˇb, ki ga predstavlja enacˇba
(3.96), spremeni v pre-dolocˇenega. Zapiˇsemo ga:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∆α(ω1)
∆α(ω2)
∆α(ω3)
...
∆α(ωr)
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
2n r×1
=
⎡⎢⎢⎢⎢⎢⎣
S(ω1)
S(ω2)
S(ω3)
...
S(ωr)
⎤⎥⎥⎥⎥⎥⎦
2n r×m
{∆θ}m×1 , (3.98)
kjer je r sˇtevilo frekvenc, ki jih uposˇtevamo pri izracˇunu. Resˇitev enacˇbe (3.98) za
spremembo parametrov ∆θ zapiˇsemo:
∆θ =
[
r∑
i=1
S(ωi)
T S(ωi)
]−1 { r∑
i=1
S(ωi)
T ∆α(ωi)
}
. (3.99)
Pri razlicˇnih frekvencah se vrednosti FRF mocˇno razlikujejo, kar privede do numericˇnih
tezˇav. Temu se lahko izognemo s tem, da najvecˇji element obcˇutljivostne matrike
normiramo tako, da zavzame vrednost 1. Resˇitev za ∆θ lahko zapiˇsemo:
∆θ =
[
r∑
i=1
1
S2i,max
S(ωi)
T S(ωi)
]−1 { r∑
i=1
1
S2i,max
S(ωi)
T ∆α(ωi)
}
, (3.100)
kjer je Si,max po absolutni vrednoti najvecˇji element obcˇutljivostne matrike pri frekvenci
ωi.
Numericˇni primer metode v frekvencˇni domeni si lahko ogledamo v poglavju 5.6.
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Cilj magistrske naloge je posodabljanje modela s pomocˇjo hitre kamere, zato so v tem
poglavju predstavljene osnove analize posnetka hitre kamere in ekstrakcije pomikov na
osnovi sive slike, ki predstavlja itenziteto svetlobe. Na podlagi pomikov lahko nato s
pomocˇjo podatkov o vzbujanju izracˇunamo frekvencˇno prenosno funkcijo, ki jo bomo
uporabili v postopku posodabljanja.
Predstavljena teorija je povzetek dela Javh s soavtorji [30] in se opira na Likar [31].
4.1. Teoreticˇne osnove
Hitra kamera posname cˇrno-belo sliko, kjer so v matriki podane vrednosti o intenzi-
teti svetlobe za vsak slikovni element. Matrika se s cˇasom spreminja, saj se premika
povrsˇina, zaradi cˇesar dobimo na kameri razlicˇne intenzitete svetlobe v isti tocˇki, pri
razlicˇnih cˇasih. Velja torej: I = I(x, y, t).
Uposˇtevamo ohranitev svetlosti [32] in dejstvo, da se intenziteta svetlobe tocˇke ne
spremeni, ko se ta premakne na drugo lokacijo. Velja torej:
I(xj, yk, t) = I(xj +∆x, yk +∆y, t+∆t). (4.1)
Intenziteto slike lahko zapiˇsemo v Taylorjevo vrsto, kjer ob predpostavki majhnih de-
formacij in kratkih cˇasovnih intervalov, lahko zanemarimo kvadratne in viˇsje cˇlene
vrste:
I(xj +∆x, yk +∆y, t+∆t) = I(xj, yk, t) +
∂I
∂x
∆x+
∂I
∂y
∆y +
∂I
∂t
∆t. (4.2)
Cˇe v izrazu (4.1) uposˇtevamo enacˇbo (4.2), lahko zapiˇsemo:
∂I
∂x
∆x+
∂I
∂y
∆y +
∂I
∂t
∆t = 0. (4.3)
Za diskretni problem ∂I/∂t∆t predstavlja spremembo intenzitete na slikovni tocˇki med
dvema zaporednima slikama:
∂I
∂t
∆t = I(xj,yk,t+∆t)− I(xj, yk, t), (4.4)
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kar preoblikuje enacˇbo (4.3) v:
∂I
∂x
∆x+
∂I
∂y
∆y = I(xj, yk, t)− I(xj, yk, t+∆t). (4.5)
Enacˇba (4.5) vsebuje dve neznanki (∆x in ∆y), torej je ne moremo resˇiti. Uporabljena
metoda uposˇteva le premike v smeri gradienta intenzitete (glej sliko 4.1), zaradi cˇesar
dobimo enacˇbo z eno neznanko:
|∇I|∆s = I(xj, yk, t)− I(xj, yk, t+∆t), (4.6)
kjer je ∆s premik v smeri gradienta in |∇I| je:
|∇I| =
√
∂I
∂x
2
+
∂I
∂y
2
(4.7)
in predstavlja skalarno vrednost intenzitetnega gradienta.
Cˇe predpostavimo pomike, manjˇse od velikosti slikovnega elementa, lahko enacˇbo (4.6)
preoblikujemo tako, da ne primerjamo dveh zaporednih slik s posnetka, ampak vsako
sliko primerjamo z referencˇno, ki jo oznacˇimo z I0. Najboljˇsi nacˇin za pridobitev
referencˇne slike je, da povprecˇimo intenzitete za vsak slikovni element po cˇasu. Pomike
v smeri gradienta lahko nato zapiˇsemo:
s(xj, yk, t) =
I0(xj, yk)− I(xj, yk, t)
|∇I0| . (4.8)
|∇I0| izracˇunamo z enacˇbo (4.7), kjer za I vstavimo I0.
V primeru, da so premiki manjˇsi od velikosti enega slikovnega elementa, lahko upora-
bljamo enacˇbo (4.8), cˇe pa so premiki vecˇji, je potrebno uporabiti metodo premikanja
slikovnih elementov (ang. pixel shifting). Ko se tocˇka na objektu, ki ji sledimo, pre-
makne za vecˇ kot en slikovni element (kamera ostane pri miru, zato opazujemo isto
tocˇko na sliki, a drugo tocˇko v realnosti), je smiselno spremeniti opazovano tocˇko na
sosednjo, torej tisto kamor se je opazovana tocˇka na objektu premaknila. Premike v
smeri gradienta lahko nato zapiˇsemo:
s(xj, yk, t) =
I0(xj, yk)− I(xj +∆xL, yk +∆yL, t)
|∇I0| +
√
∆x2L +∆y
2
L. (4.9)
∆xL in ∆yL povesta, za koliko slikovnih elementov zamaknemo opazovano tocˇko na
sliki. Ti morata biti celi sˇtevili in jih zapiˇsemo:
∆xL = round
(
∂I
∂x
|∇I0| s(xj, yk, t−∆t)
)
, (4.10)
∆yL = round
(
∂I
∂y
|∇I0| s(xj, yk, t−∆t)
)
. (4.11)
Opazimo, da v enacˇbi (4.9) zaradi kvadriranja izgubimo predznak zadnjega cˇlena. To
moramo v izracˇunu popraviti tako, da zadnji cˇlen pomnozˇimo s predznakom premika
v smeri zanimanja. Izbira smeri je odvisna od aplikacije.
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Slika 4.1a prikazuje gradient, ki je vedno pravokoten na linijo, opazovano s hitro kamero.
Ta gradient lahko razdelimo na navpicˇno in vodoravno komponento, ki predstavljata
odvode ∂I/∂x in ∂I/∂y. Iz razmerja podobnih trikotnikov lahko s pomocˇjo znane |∇I|
in njenih komponent (slika 4.1a) izracˇunamo premike v obeh smereh na sliki 4.1b:
sx(xj, yk, t−∆t) =
∂I
∂x
|∇I0| s(xj, yk, t−∆t), (4.12)
sy(xj, yk, t−∆t) =
∂I
∂y
|∇I0| s(xj, yk, t−∆t). (4.13)
Cˇe enacˇbama (4.12) in (4.13) dodamo zaokrozˇevanje, dobimo enacˇbi (4.10) in (4.11).
V primeru, da je ∆xL, oziroma ∆yL, vecˇji od ±1/2 slikovnega elementa, s kamero
zacˇnemo opazovati naslednjo oziroma prejˇsnjo tocˇko.
|∇I|∂I
∂y
∂I
∂x
(a) Gradient.
ssy
sx
(b) Pomik.
Slika 4.1: Gradient in pomik v smeri gradienta ter razdelitev na komponente.
Locˇljivost. Majhni premiki strukture pomenijo zahtevo po visoki locˇljivosti. Cˇe
opazujemo le en slikovni element, ki prehaja preko linije in uporabljamo 8-bitno kamero
lahko tocˇka zavzame vrednosti med 0 in 255 (slika 4.2), kar pomeni, da je locˇljivost
enaka 1/255. V odvisnosti od n bitov, locˇljivost zapiˇsemo:
∆xmin =
1
2n − 1 . (4.14)
Premikanje linije
Intenziteta elementa
Slika 4.2: Zgornja obmocˇja prikazujejo, kako se cˇrta pomika preko slikovnega
elementa, spodnja pa, kako se spreminja intenziteta elementa.
Locˇljivost lahko zviˇsamo, cˇe opazujemo vecˇji podsklop slikovnih elementov, velikosti
d × d. Ker vsaka tocˇka podsklopa lahko zasede (2n − 1) vrednosti, je nova locˇljivost
enaka:
∆xmin =
1
(2n − 1) d. (4.15)
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Pri metodi podsklopov sesˇtejemo intenziteto v vseh elementih, s cˇimer dobimo filtrirano
sliko If. Vrednost If izracˇunamo za vsak slikovni element (glej sliko 4.3):
If(xj,yk,t) =
q∑
p=−q
q∑
r=−q
I(xj+p, yk+r, t), (4.16)
kjer je q = (d− 1) /2, pri cˇemer mora biti velikost podsklopa (d) liho sˇtevilo. S
filtriranjem zgladimo sliko in tako zagotovimo sˇirsˇe obmocˇje konstantnega gradienta.
Izracˇun lahko nato nadaljujemo po enacˇbah (4.8) ali (4.9), kjer I vedno zamenjamo z
If. Tudi referencˇno sliko izracˇunamo na podlagi If. Dobimo torej novo referencˇno sliko
If,0.
Slika 4.3 prikazuje izracˇun filtrirane slike za vsak element posebej. If racˇunamo v
slikovnem elementu, ki je obarvan s temnejˇso barvo in uposˇtevamo podsklop, obarvan
s svetlejˇso sivo barvo. V tem primeru je prikazan podsklop velikosti 3 × 3. Slika 4.3
prikazuje obmocˇje sesˇtevanja za razlicˇne slikovne elemente.
Slika 4.3: Izracˇun If v vsaki tocˇki, ko velja: d = 3.
Racˇunanje filtrirane slike na taksˇen nacˇin je lahko zelo zamudno, saj je potrebno iteri-
rati preko vseh tocˇk. Pristop, ki smo ga uporabili, pa sesˇteje sosednje vrednosti za vse
tocˇke hkrati. Celotno nefiltrirano sliko prestavljamo za (v primeru podsklopa d = 3)
en element levo, desno, gor, dol in diagonalno. Nato sesˇtejemo vse premaknjene ma-
trike. Dobimo filtrirano sliko, ki je pravilno izracˇunana za vrednosti, ki niso na robu
slike. Postopek je prikazan na sliki 4.4. Na levi strani je prikazano, kako prestavljamo
matriko, na desni pa, kako dobimo filtrirano sliko, po tem ko prestavimo osnovno sliko
v vse mozˇne polozˇaje. Najtemnejˇsi del na desni strani slike 4.4 predstavlja pravilni del
filtrirane slike.
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Nefiltrirana slika
Premaknjena slika Filtrirana slika
Slika 4.4: Hiter izracˇun filtrirane slike za d = 3.
4.2. Prikaz na eksperimentu
Dolocˇitev pomikov bomo prikazali na primeru cˇinele, na katero je nalepljena nalepka
s cˇrtami. Pomike bomo analizirali v manjˇsem obmocˇju, prikazanem z belim okvirjem
na sliki 4.5.
Slika 4.5: Cˇinela v zacˇetnem stanju.
V tem obmocˇju smo izvedli filtriranje slike z enacˇbo (4.16), kjer je velikost podsklopa
d = 3. Filtrirano obmocˇje je prikazano na sliki 4.6.
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Slika 4.6: Filtriranje slike v opazovanem obmocˇju.
S pomocˇjo enacˇbe 4.9 smo poiskali pomike v smeri gradienta. Za tocˇko v sredini
opazovanega obmocˇja je premik v odvisnosti od cˇasa prikazan na sliki 4.7.
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Slika 4.7: Pomiki tocˇke na sredini opazovanega obmocˇja.
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5. Numericˇni primeri
V tem poglavju bomo prikazali numericˇne primere nekaterih teoreticˇno obdelanih vse-
bin.
5.1. Redukcija
Za prikaz delovanja metod redukcije, ki smo jih opisali v poglavju 2.3.4., si oglejmo
preprost sistem na sliki 5.1. Numericˇni model zˇelimo zmanjˇsati na sistem s tremi pro-
stostnimi stopnjami, ki so podane z gibanjem prve, tretje in pete mase. Uporabili smo
staticˇno, dinamicˇno, izboljˇsano in SEREP redukcijo. V primeru dinamicˇne redukcije
smo za frekvenco ω uporabili 150 Hz. Rezultati so prikazani v preglednici 5.1, kjer so
prikazane tudi lastne frekvence celotnega sistema.
1
2
3
4
5 6k1 k2 k3 k4 k5 k6 k7
k8 k9
Slika 5.1: Diskretni sistem.
Na sliki 5.1 velja:
m1 = m2 = m5 = 2 kg
m3 = m4 = m6 = 1 kg
c1 = c2 = c3 = 10
3 Ns/m
k1 = k2 = k3 = k4 = k6 = k7 = 10
6 N/m
k5 = k8 = k9 = 2 · 106 N/m
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Preglednica 5.1: Lastne frekvence reduciranih modelov v [Hz].
Celotni sistem Staticˇna red. Dinamicˇna red. Izboljˇsana red. SEREP
93,186 95,464 103,549 93,212 93,186
149,625 151,397 149,625 149,877 149,625
187,973 197,628 191,089 190,843 187,973
Staticˇna redukcija se bolje priblizˇa nizˇjim lastnim frekvencam, medtem ko se dinamicˇna
najbolj priblizˇa frekvenci, ki je blizu ω0. V nasˇem primeru je to druga lastna frekvenca,
ki popiˇse zelo dobro. Izboljˇsan reduciran sistem se bolj priblizˇa frekvencam kot staticˇna
redukcija. SEREP metoda natancˇno poustvari lastne frekvence.
Zanima nas, kako bi se obnasˇala dinamicˇna redukcija v primeru, ko ω ni tako blizu
eni izmed lastnih frekvenc. Rezultati redukcije so prikazani v tabeli 5.2. Navedene
frekvence ω so podane v Hz, a smo jih pred uporabo metode pretvorili v rad/s.
Preglednica 5.2: Rezultati dinamicˇne redukcije za razlicˇne ω.
Lastna frekvenca [Hz] 1. 2. 3.
Celotni sistem 93,186 149,625 187,973
ω = 50 Hz 94,425 151,164 197,012
ω = 100 Hz 93,255 150,444 194,991
ω = 150 Hz 103,549 149,625 191,089
ω = 200 Hz 155,819 164,221 189,436
ω = 250 Hz 166,435 245,56 258,865
Opazimo, da je natancˇnost metode mocˇno odvisna od priblizˇka ω.
5.2. Razsˇiritev modalne matrike
V poglavju 2.3.5. smo opisali, kako razsˇirimo lastne vektorje na analiticˇne prostostne
stopnje, kar si bomo ogledali na primeru. Zopet opazujemo sliko 5.1, kjer smo odziv
sistema pomerili na prvi, tretji in peti prostostni stopnji. S pomocˇjo enacˇbe (2.82) smo
razsˇirili model na vse prostostne stopnje. V preglednici 5.3 so prikazani diagonalni
elementi modalne matrike.
Preglednica 5.3: Diagonalni elementi modalne matrike.
Numericˇni model Razsˇirjena matrika
0,026 0,026
0,675 0,699
0,548 0,550
0,192 0,193
0,193 0,189
0,880 0,881
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5.3. Direktne metode
Prikazˇemo tudi MAC matriko (2.60) in se tako prepricˇamo o korelaciji med razsˇirjeno
merjeno in analiticˇno modalno matriko.
MAC =
⎡⎢⎢⎢⎢⎢⎢⎣
1,0 0,023 0,036 0,002 0,001 0,004
0,049 0,974 0,028 0,01 0,119 0,012
0,036 0,007 1,0 0,002 0,019 0,033
0,002 0,005 0,002 1,0 0,014 0,016
0,001 0,058 0,02 0,011 1,0 0,012
0,003 0,003 0,032 0,018 0,01 1,0
⎤⎥⎥⎥⎥⎥⎥⎦
Opazimo mocˇno korelacijo, saj so diagonalni elementi zelo blizu 1, izven diagonalni
elementi pa so blizu 0.
5.3. Direktne metode
Za prikaz delovanja direktnih metod, ki smo jih opisali v poglavju 3.2.1., bomo obrav-
navali sistem na sliki 5.2, kjer so vse mase 1 kg, togosti pa so enake 1 kN/m. Pri
simulaciji meritve smo med maso 2 in 5 znizˇali togost vzmeti na 800 N/m.
1
2
3 4
5
6 7 8 9 10
Slika 5.2: Diskretni sistem masa–vzmet z 10 prostostnimi stopnjami.
Merimo vse prostostne stopnje in nihajne oblike. Predpostavimo, da smo po-
merili vse prostostne stopnje in vse nihajne oblike, torej je modalna matrika kvadratna.
Odstotek spremembe diagonalnih elementov je prikazan v preglednici 5.4. Matriko smo
posodobili s pomocˇjo treh razlicˇnih metod, ki so opisane v poglavju 3.2.1.
Preglednica 5.4: Sprememba diagonalnih elementov togostne matrike po posodablja-
nju.
Prostostna stopnja Baruch [%] Berman [%] Wei [%]
1 -0,0 0,0 -0,0
2 6,67 6,67 6,67
3 -0,0 -0,0 -0,0
4 0,0 -0,0 -0,0
5 6,67 6,67 6,67
6 0,0 0,0 -0,0
7 0,0 -0,0 -0,0
8 0,0 -0,0 -0,0
9 -0,0 -0,0 -0,0
10 -0,0 0,0 -0,0
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Opazimo, da sta se spremenila elementa v togostni matriki, ki sta povezana z 2 in 5
prostostno stopnjo, kot smo pricˇakovali.
Merimo manj prostostnih stopenj. Sedaj predpostavimo, da smo pomerili le 5
prostostnih stopenj. Da lahko numericˇni model posodobimo, je potrebno modalno ma-
triko razsˇiriti, kar pomeni, da bomo v matriko vnesli napako. Spremembe diagonalnih
elementov togostne matrike so prikazane v preglednici 5.5.
Preglednica 5.5: Sprememba diagonalnih elementov togostne matrike po posodablja-
nju.
Prostostna stopnja Baruch [%] Berman [%] Wei [%]
1 0.07 -8.75 -8.75
2 13.15 14.17 14.17
3 0.0 -0.0 -0.0
4 -7.55 -22.5 -22.5
5 -0.35 6.67 6.67
6 11.46 16.25 16.25
7 0.07 -8.75 -8.75
8 -0.0 0.0 0.0
9 0.26 -35.0 -35.0
10 0.26 -35.0 -35.0
Opazimo, da se spremenijo prakticˇno vsi diagonalni elementi matrike, saj morajo kom-
penzirati napako, ki smo jo naredili pri razsˇiritvi modalne matrike. Na podlagi nove
matrike je nemogocˇe dolocˇiti lokacijo napacˇno izbranega parametra. V preglednici 5.6
lahko vidimo, da so vse metode uspesˇno poustvarile pomerjene lastne vrednosti.
Preglednica 5.6: Primerjava lastnih vrednosti – direktne metode.
L.V. Analiticˇno Izmerjeno Baruch Berman Wei
1 94,7 93,8 93,8 93,8 93,8
2 693,0 685,2 685,2 685,2 685,2
3 948,2 928,6 928,6 928,6 928,6
4 1630,6 1620,5 1620,5 1620,5 1620,5
5 2000,0 1961,0 1961,0 1961,0 1961,0
6 2516,4 2469,3 2469,3 2469,3 2469,3
7 3078,8 3064,3 3064,3 3064,3 3064,3
8 3453,6 3440,3 3440,3 3440,3 3440,3
9 4417,7 4326,1 4326,1 4326,1 4326,1
10 5167,0 5011,0 5011,0 5011,0 5011,0
5.4. Iterativne metode – diskretni sistem
Primer uporabe iterativnih metod, opisanih v poglavju 3.3., bomo najprej prikazali na
preprostem modelu (slika 5.3), saj tako najlazˇje opazujemo delovanje metode.
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m1 m2 m3
k1 k2 k3 k4
x1 x2 x3
Slika 5.3: Enostaven primer sistema za posodabljanje (3 prostostne stopnje).
Sistemu dolocˇimo masno:
M =
⎡⎣m1 0 00 m2 0
0 0 m3
⎤⎦ (5.1)
in togostno matriko:
K =
⎡⎣k1 + k2 −k2 0−k2 k2 + k3 −k3
0 −k3 k3 + k4
⎤⎦ . (5.2)
Najprej smo uporabili simulirane podatke in s tem ponazorili meritev. Uporabljeni
podatki so prikazani v preglednici 5.7.
Preglednica 5.7: Podatki uporabljeni za simuliranje meritve.
Parameter m1 [kg] m2 [kg] m3[kg] k1 [N/m] k2 [N/m] k3 [N/m] k4[N/m]
Vrednost 5,4 2,2 4,2 505 403 206 300
Na podlagi teh podatkov smo s pomocˇjo enacˇbe (2.11) izracˇunali lastne vrednosti
sistema, ki so sluzˇile kot izmerjene vrednosti. V naslednjem koraku smo spremenili dva
parametra in izracˇunali lastne vrednosti, ki predstavljajo zacˇetno oceno, pridobljeno s
pomocˇjo modela. Spremenili smo m1 in k3:
m1 → 5 kg,
k3 → 200 N/m.
Obcˇutljivostno matriko smo izracˇunali na podlagi spreminjanja parametrov. Vsakega
izmed izbranih parametrov smo spremenili za en procent in ponovno izracˇunali lastne
vrednosti. Obcˇutljivost smo nato dobili:
Sij =
∆λi
∆θj
(5.3)
Vse lastne vrednosti. Matrika je v prvem primeru pravokotna, saj imamo tri lastne
oblike (tri prostostne stopnje) in dva parametra, ki jih posodabljamo. S pomocˇjo enacˇbe
(3.67) smo nato iskali parametre, dokler odstopanje med analiticˇnimi in izmerjenimi
lastnimi vrednostmi ni bilo manjˇse od izbrane tolerance. Potek iteriranja je prikazan
v tabeli 5.8.
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Preglednica 5.8: Potek iskanja posodobljenih parametrov.
Iteracija m1 [kg] k3 [N/m] fn1 [Hz] fn2 [Hz] fn3 [Hz]
1 5,0 200,0 1,2896 1,8783 3,0606
2 5,3917 207,1305 1,2742 1,8608 3,0435
3 5,4002 206,004 1,2739 1,8584 3,0408
P.V.* 5,4 206 1,2739 1,8584 3,0408
*Prave vrednosti
Opazimo, da parametra in lastne frekvence zelo hitro konvergirajo k pravim vredno-
stim. Pri tem enostavnem primeru lahko dolocˇimo tocˇno vrednost parametrov, saj ni
prisotnega sˇuma, pomerili pa smo vse prostostne stopnje in lastne oblike.
Manj lastnih vrednosti. V prejˇsnjem primeru smo parametre posodabljali na pod-
lagi vseh lastnih vrednosti, sedaj pa bomo posodabljali le na podlagi prvih dveh, tretja
pa nam bo sluzˇila za primerjavo. Cˇe je model, ki popisuje nasˇ sistem dober, se bo
tudi tretja lastna frekvenca priblizˇala pravi vrednosti. Obcˇutljivostna matrika je v tem
primeru kvadratna, kar pomeni, da obstaja enolicˇna resˇitev. Preglednica 5.9 prikazuje,
da tudi cˇe opazujemo razliko med samo dvema lastnima vrednostma, tretja lastna vre-
dnost konvergira k pravilni vrednosti. Na tako preprostem modelu je to pricˇakovati,
medtem ko na bolj kompleksnih modelih dobimo slabsˇe priblizˇevanje (odvisno od kva-
litete modela).
Preglednica 5.9: Potek iskanja posodobljenih parametrov – dve lastni vrednosti.
Iteracija m1 [kg] k3 [N/m] fn1 [Hz] fn2 [Hz] fn3 [Hz]
1 5,0 200,0 1,2896 1,8783 3,0606
2 5,4022 206,5782 1,2738 1,8592 3,0417
3 5,4 205,9978 1,2739 1,8584 3,0408
P.V.* 5,4 206 1,2739 1,8584 3,0408
*Prave vrednosti
Spremenjen ne-posodobljen parameter. Enega izmed parametrov sedaj spreme-
nimo, a ga ne posodabljamo. Prametri, ki jih posodabljamo, se bodo morali tako pri-
lagoditi, da bodo popravili napako, ki jo povzrocˇa spremenjena vrednost. Spremenjeni
parametri so:
m1 → 5 kg,
k1 → 500 N/m,
k3 → 200 N/m,
kjer parametra k1 ne bomo posodabljali. Za posodabljanje smo uporabili le prvi dve
lastni vrednosti. Rezultati so prikazani v tabeli 5.10.
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Preglednica 5.10: Enega od spremenjenih parametrov ne posodabljamo.
Iteracija m1 [kg] k3 [N/m] fn1 [Hz] fn2 [Hz] fn3 [Hz]
1 5,0 200,0 1,2866 1,8755 3,0594
2 5,3223 204,515 1,2738 1,859 3,0425
3 5,321 204,1074 1,2739 1,8584 3,0418
P.V.* 5,4 206 1,2739 1,8584 3,0408
*Prave vrednosti
Opazimo, da se je iteriranje zakljucˇilo, kljub temu, da parametra nista dosegla pravilne
vrednosti, ker so se lastne vrednosti dovolj priblizˇale izmerjenim vrednostim. Koncˇni
vrednosti parametrov sta drugacˇni, ker k1 ostaja enak 500 N/m.
Vecˇ parametrov kot meritev. Vcˇasih imamo vecˇ parametrov kot meritev (lastnih
vrednosti), kar pomeni, da dobimo ne-dolocˇen sistem (obcˇutljivostna matrika ima vecˇ
stolpcev kot vrstic). To pomeni, da ima sistem neskoncˇno resˇitev, ki zadovoljujejo
pogoje. Pokazali bomo, da tak sistem lahko poustvari izmerjene rezultate, vendar
ni nujno, da imajo posodobljeni parametri fizikalni pomen. V nasˇem primeru smo
uporabili le prvi dve lastni vrednosti in sˇtiri parametre, ki smo jih spremenili:
m1 → 4,5 kg,
k1 → 500 N/m,
k2 → 400 N/m,
k3 → 200 N/m.
Rezultati posodabljanja so prikazani v preglednici 5.11.
Preglednica 5.11: Vecˇ parametrov kot meritev.
Iteracija m1 [kg] k1 k2 k3 [N/m] fn1 [Hz] fn2 [Hz] fn3 [Hz]
1 4,5 500,0 400,0 200,0 1,3056 1,9168 3,1002
2 5,2875 497,1952 399,0733 207,5408 1,2731 1,8642 3,0402
3 5,2911 498,7315 399,0865 203,5389 1,2739 1,8583 3,0327
4 5,2909 498,7124 399,086 203,5908 1,2739 1,8584 3,0328
5 5,2909 498,7125 399,086 203,5905 1,2739 1,8584 3,0328
P.V.* 5,4 505 403 206 1,2739 1,8584 3,0408
*Prave vrednosti
Vidimo, da razlike med prvima dvema lastnima vrednostma ni, medtem ko se tretja
razlikuje, saj ni bila uporabljena v postopku. Vseeno pa opazimo priblizˇevanje.
Metoda minimalne variance. Poglejmo si sˇe metodo, kjer enacˇbi dodamo utezˇno
matriko in jo z vsako iteracijo spreminjamo. To metodo smo opisali v poglavju 3.3.2..
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Spet opazujemo primer, prikazan na sliki 5.3, kjer bomo uporabili dve lastni vrednosti
in posodabljali tri parametre. Parametri, ki jih bomo spremenili:
m1 → 5 kg,
k1 → 500 N/m,
k3 → 200 N/m.
Za ostale parametre predpostavimo, da so natancˇno poznani in so navedeni v pregle-
dnici 5.7. Za uporabo enacˇbe (3.82) moramo definirati sˇe zacˇetno korelacijo med sˇumom
in parametri, varianco zacˇetnih ocen parametrov in varianco izmerjenih vrednosti.
Korelacije med merjenim sˇumom in parametri na zacˇetku postopka ni, zato v nasˇem
primeru zapiˇsemo:
D0 =
⎡⎣0 00 0
0 0
⎤⎦ . (5.4)
Variance zacˇetnih ocen parametrov (na podlagi njihove velikosti) zapiˇsemo:
V0 =
⎡⎣0,5 0 00 5 0
0 0 5
⎤⎦ (5.5)
in predpostavimo varianco izmerjenih vrednosti:
Vε =
[
0,1 0
0 0,1
]
. (5.6)
Ker je mozˇno izmerjene lastne vrednosti poustvariti z neskoncˇno mnogo kombinacijami
parametrov, je majhna mozˇnost, da bodo ti konvergirali k pravim vrednostim tudi brez
prisotnosti sˇuma. Proces iteriranja je prikazan v preglednici 5.12, kjer je tretja lastna
vrednost prikazana, kljub temu da ni vkljucˇena v postopek posodabljanja.
Preglednica 5.12: Metoda minimalne variance – korelacija D vkljucˇena.
Iteracija m1 [kg] k1 [N/m] k3 [N/m] λ1 λ2 λ3
1 5,0 500,0 200,0 65,3541 138,8603 369,5242
2 5,25 499,5694 201,0962 64,3182 136,3395 365,1572
3 5,2667 499,2854 201,8731 64,2341 136,3287 365,1918
4 5,2775 499,0832 202,4285 64,1786 136,3326 365,2395
5 5,2847 498,9432 202,8136 64,1411 136,3376 365,2781
P.V.* 5,4 505 206 64,06355 136,34591 365,03306
*Prave vrednosti
Po petih iteracijah dobimo matriko varianc parametrov:
V5 =
⎡⎣−0,0039 0,1351 −0,15350,1351 3,0243 5,4453
−0,1535 5,4453 −10,1276
⎤⎦ (5.7)
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in matriko korelacij med parametri in sˇumom:
D5 =
⎡⎣ 0,067 0,0368−1,0705 0,2845
2,9134 −0,9395
⎤⎦ . (5.8)
V primeru, da vkljucˇimo sˇe tretjo lastno vrednost v algoritem – dobimo dolocˇen sistem
enacˇb – je rezultat nekoliko boljˇsi (preglednica 5.13).
Preglednica 5.13: Metoda minimalne variance (3 lastne vrednosti) – korelacija D
vkljucˇena.
Iteracija m1 [kg] k1 [N/m] k3 [N/m] λ1 λ2 λ3
1 5,0 500,0 200,0 65,3541 138,8603 369,5242
2 5,2445 499,4001 201,1148 64,3301 136,3898 365,2577
3 5,2647 499,3048 201,7788 64,2434 136,3289 365,1866
4 5,2846 499,5421 202,4916 64,1791 136,3087 365,1651
5 5,3076 500,0906 203,3219 64,1219 136,3067 365,1613
P.V.* 5,4 505 206 64,06355 136,34591 365,03306
*Prave vrednosti
Predpostavimo lahko, da je korelacija med parametri in sˇumom tudi v kasnejˇsih itera-
cijah enaka nicˇ. V tem primeru je konvergiranje veliko pocˇasnejˇse, prikazano v pregle-
dnici 5.14, kjer je tretja lastna vrednost zopet prikazana, vendar ni bila uporabljena v
posodabljanju.
Preglednica 5.14: Metoda minimalne variance – brez korelacije D (2 lastni vrednosti).
Iteracija m1 [kg] k1 [N/m] k3 [N/m] λ1 λ2 λ3
1 5,0 500,0 200,0 65,3541 138,8603 369,5242
2 5,25 499,5694 201,0962 64,3182 136,3395 365,1572
...
...
...
...
...
...
...
97 5,2978 498,6677 203,5065 64,0717 136,3435 365,3473
98 5,2979 498,6673 203,5074 64,0716 136,3435 365,3474
99 5,2979 498,667 203,5083 64,0716 136,3435 365,3475
100 5,2979 498,6666 203,5091 64,0715 136,3435 365,3477
P.V.* 5,4 505 206 64,06355 136,34591 365,03306
*Prave vrednosti
Na sliki 5.4 lahko opazujemo, kako so se parametri spreminjali tekom iteracij. V
zacˇetnih iteracijah se zgodi najvecˇji premik, nato pa resˇitev pocˇasi konvergira. Para-
meter k1 se priblizˇuje nepravilni vrednosti.
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Slika 5.4: Spreminjanje parametrov tekom posodabljanja.
5.5. Iterativne metode – nosilec
Sedaj si poglejmo sˇe primer nosilca, ki ga modeliramo s pomocˇjo 10 koncˇnih elementov
Euler-Bernoullijevega nosilca, torej 22 prostostnih stopenj. Masna in togostna matrika
sta definirani:
Me =
me
420
⎡⎢⎢⎣
156 22 le 54 −13 le
22 le 4 l
2
e 13 le −3 l2e
54 13 le 156 −22 le
−13 le −3 l2e −22 le 4 l2e
⎤⎥⎥⎦ (5.9)
in
Ke =
EIe
l3e
⎡⎢⎢⎣
12 6 le −12 6 le
6 le 4 l
2
e −6 le 2 l2e
−12 −6 le 12 −6 le
6 le 2 l
2
e −6 le 4 l2e
⎤⎥⎥⎦ , (5.10)
kjer so me, le in EIe masa, dolzˇina in upogibna togost posameznega elementa.
Eksperimentalne podatke pridobimo na enakem modelu, a parametre nekoliko spreme-
nimo. Predpostavimo, da imajo vsi koncˇni elementi enake lastnosti. Nosilec je vpet,
kot prikazuje slika 5.5. Parametri so podani v preglednici 5.15.
kr
kt
EIe, le,me
Slika 5.5: Nosilec, predstavljen s koncˇnimi elementi.
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Preglednica 5.15: Podatki, uporabljeni za simuliranje meritve – nosilec.
Parameter EI l m kt kr
Vrednost 4560 Nm2 0,07 m 0,17 kg 4 · 107 N/m 105 Nm/rad
V naslednjem koraku spremenimo parametre:
EI → 4500 Nm2,
kt → 3 · 107 N/m,
kr → 7 · 104 Nm/rad.
Pri postopku posodabljanja smo uposˇtevali prvih pet lastnih vrednosti. Za posoda-
bljanje smo uporabili enacˇbo (3.67), torej nismo uporabili utezˇi. Postopek iteriranja je
prikazan v preglednici 5.16.
Preglednica 5.16: Postopek posodabljanja parametrov nosilca – enacˇba (3.67).
Iter. EI [Nm2] kt [N/m] kr [Nm/rad] fn1 [Hz] fn2 [Hz] fn3 [Hz]
1 4500,0 30000000,0 70000,0 41,9395 268,2608 747,0478
2 4466,418 40668702,9876 103519,9602 43,7946 276,3597 767,0907
3 4559,8754 39978066,5824 99821,7376 43,9917 278,0198 772,0632
4 4560,0038 39999908,8519 99999,3879 44,0004 278,0591 772,1488
5 4560,0 39999999,8801 99999,9995 44,0004 278,0591 772,1488
6 4560,0 40000000,0006 100000,0 44,0004 278,0591 772,1488
P.V.* 4560 40000000 100000 44,0004 278,0591 772,1488
*Prave vrednosti
Spreminjanje parametrov tekom posodabljanja je prikazano na sliki 5.6.
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Slika 5.6: Spreminjanje parametrov tekom posodabljanja.
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Vidimo, da najvecˇji preskok parametri naredijo v prvi iteraciji, kjer tudi preidejo pra-
vilno vrednost. V nadaljevanju se vrednosti ustalijo.
5.6. Metode v frekvencˇni domeni
Na primeru si poglejmo sˇe, kako deluje metoda, predstavljena v poglavju 3.4.. Uporabili
bomo sistem (nosilec), ki je prikazan na sliki 5.5.
Ker smo nosilec modelirali s pomocˇjo 10 koncˇnih elementov, smo dobili 22 prostostnih
stopenj (vkljucˇno z rotacijskimi). S pospesˇkomerom rotacijskih prostostnih stopenj ne
bi mogli meriti, prav tako pa ne bi pomerili tistih, ki se nahajajo na samem robu nosilca.
Predpostavimo, da smo ostale translatorne prostostne stopnje pomerili. Uporabili smo
proporcionalno dusˇenje.
Metoda zahteva, da se sˇtevilo prostostnih stopenj numericˇnega modela in izmerjene
frekvencˇne prenosne funkcije ujemajo, zato je potrebna redukcija numericˇnega modela.
Ena izmed metod je tudi ta, da v matriko izmerjene FRF, pri ne-izmerjenih prostostnih
stopnjah, vstavimo vrednosti dobljene s pomocˇjo numericˇne simulacije. V nasˇem pri-
meru smo uporabili redukcijo analiticˇnega modela s pomocˇjo SEREP metode (opisana
v poglavju 2.3.4.4.).
Na sliki 5.7 je prikazana frekvencˇna prenosna funkcija za primer, ko v sistem nismo
vnesli nobenega sˇuma. Vidimo, da posodobljena prenosna funkcija popolnoma pokriva
izmerjeno. Proces posodabljanja je bil torej uspesˇen.
Vredno je omeniti, da smo v procesu uporabili omejitev za najvecˇjo spremembo para-
metra v eni iteraciji. V primeru, da je sprememba parametra presegla vnaprej dolocˇen
odstotek vrednosti parametra, smo spremembo le-tega v trenutni iteraciji opustili. Pri
trenutnem primeru to ni predstavljalo pomembne spremembe, vendar se pri nekaterih
primerih lahko zgodi, da zaradi prevelikega skoka parametra algoritem nato ne zmore
konvergirati k pravilni vrednosti. Z uporabo omejitve pa v primeru velike spremembe
parameter pocˇaka na trenutni vrednosti, v naslednji iteraciji pa zopet poskusi s spre-
membo. Ostali parametri se namrecˇ lahko spremenijo tako, da se omenjenemu ni treba
spremeniti za taksˇno mero.
Slika 5.8 predstavlja posodabljanje frekvencˇne prenosne funkcije, kjer smo merjeni
dodali sˇum, tako da je razmerje med sˇumom in uporabnim signalom (ang. Signal-to-
noise ratio - SNR) enako 23. Opazimo, da je prekrivanje nekoliko slabsˇe kot v primeru
na sliki 5.7. Razlika se pojavi predvsem pri viˇsjih frekvencah, medtem ko se nizˇje
frekvence zelo dobro priblizˇajo izmerjeni vrednosti. Tezˇave se pojavijo predvsem pri
posodabljanju konstant proporcionalnega dusˇenja, zato opazimo razlike v viˇsini vrhov.
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Slika 5.7: Posodabljanje modela na podlagi FRF – brez sˇuma.
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Slika 5.8: Posodabljanje modela na podlagi FRF – prisotnost sˇuma.
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6. Uporaba modalnega posodablja-
nja v aplikaciji
Glavni cilj naloge je raziskovanje mozˇnosti oziroma prednosti uporabe hitre kamere
pri postopku modalnega posodabljanja. Med testiranjem smo zato uporabili hitro
kamero, s katero smo posneli nihanje prosto-prosto vpetega nosilca, za primerjavo pa
smo uporabili tudi klasicˇni pristop s pomocˇjo pospesˇkomera.
6.1. Zgradba eksperimenta
Modalno kladivo. Uporabili smo modalno kladivo z jekleno konico in obcˇutljivostjo
2,404 mV/N. Meritev sile je trajala eno sekundo in frekvenca vzorcˇenja je bila 50.000
vzorcˇnih tocˇk na sekundo (50.000 Hz).
Pospesˇkomer. Uporabili smo enoosni pospesˇkomer z obcˇutljivostjo 97,67 mV/g.
Nosilec. Prerez uporabljenega nosilca je prikazan na sliki 6.1. Nosilec ima maso
1,742 kg in dimenzije 15× 30× 500 mm.
Pospesˇkomer
15 mm
30
m
m F
Slika 6.1: Prerez nosilca, prikaz pospesˇkomera in udarne sile.
57
6. Uporaba modalnega posodabljanja v aplikaciji
50 mm
500 mm
Slika 6.2: Razdelitev nosilca.
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Slika 6.3: Nosilec uporabljen pri eksperimentu.
Hitra kamera. Uporabili smo kamero FASTCAM SA-Z type 2100K-M-64GB, s ka-
tero smo snemali eno sekundo od dotika med kladivom in nosilcem. V tej sekundi smo
zajeli 300.000 slik, frekvenca vzorcˇenja je bila torej enaka 300.000 Hz. Velikost slike
smo na kameri, zaradi narave objekta, nastavili na 1024× 48 slikovnih elementov (no-
silec je dolg in nizek). Pri snemanju smo uporabili objektiv Nikkor z goriˇscˇno razdaljo
50 mm.
Da kamera lahko tako hitro zajema slike, mora biti zaslonka zelo hitra in odprta zelo
malo cˇasa, kar pomeni, da skoznjo preide le malo svetlobe. Da je slika razlocˇna, upo-
rabimo mocˇne lucˇi – v nasˇem primeru LED.
Kamera je snemala z 12-bitno locˇljivostjo, kar pomeni, da lahko razlocˇimo 212 oziroma
4096 sivinskih vrednosti. Da bi zajeli kar najvecˇ informacij, je potrebno zaslonko
primerno pripreti oziroma odpreti, s cˇimer zagotovimo, da je uporabljeno najvecˇje
obmocˇje locˇljivosti.
6.1.1. Potek eksperimenta
S hitro kamero smo posneli nihanje nosilca, ki smo ga vzbudili z modalnim kladivom.
Ker kamera v eni sekundi zajame 300.000 slik, je pomembno, da se sprozˇi ob pravem
cˇasu in tako zajame pojav, ki nas zanima. Kamera omogocˇa razlicˇne vrste prozˇenja,
eno izmed njih je tudi prozˇenje ob sklenjenem elektricˇnem krogu. Prevodni zˇici smo
pritrdili na kladivo in nosilec, kar je povzrocˇilo sklenitev elektricˇnega kroga ob njunem
stiku. Snemali smo z 12-bitno locˇljivostjo, vrednosti sivinskih odtenkov pa ob shranje-
vanju kamera pretvori v 16-bitni format. Posnetek, dolg eno sekundo, je imel velikost
priblizˇno 27 GB.
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Meritev s hitro kamero nismo ponavljali, saj vsaka meritev predstavlja veliko kolicˇino
podatkov.
Po meritvi s hitro kamero smo opravili meritve tudi s pospesˇkomerom. Pritrjen je
bil 50 mm od roba nosilca. Z modalnim kladivom smo udarjali na razlicˇnih mestih,
kot je prikazano na razdelitvi nosilca na sliki 6.2. Na sliki 6.4 je prikazana postavitev
izvedenega eksperimenta. Nosilec ima v tem primeru na koncu privito jekleno plosˇcˇo.
Slika 6.4: Postavitev eksperimenta.
V drugem delu eksperimenta smo na nosilec pritrdili magnet, ki sluzˇi kot utezˇ. Utezˇ
smo dodali z namenom posodabljanja njene mase. Nadaljnji postopek testiranja je
ostal enak. Nosilec s pritrjenim magnetom je prikazan na sliki 6.5.
Slika 6.5: Nosilec z magnetom.
Za prikaz posodabljanja kontaktnih pogojev smo izvedli sˇe tretji eksperiment, kjer smo
na nosilec privili jekleno plosˇcˇo, kot lahko vidimo na sliki 6.4 in blizˇje na sliki 6.6.
Masa jeklene plosˇcˇe je 0,85 kg, dimenzije pa so prikazane na sliki 6.7. Za pritrditev
smo uporabili vijak M6.
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Slika 6.6: Nosilec s plosˇcˇo.
88
m
m
90 mm
φ6
m
m
Slika 6.7: Plosˇcˇa, uporabljena pri eksperimentu. Debelina plosˇcˇe je 15 mm.
6.1.2. Numericˇni model
Realni model smo primerjali z modelom koncˇnih elementov, ki temelji na podlagi Euler-
Bernoullijevega nosilca. Masno in togostno matriko Euler-Bernoullijevega koncˇnega
elementa za nosilec smo zapisali zˇe v enacˇbah (5.9) in (5.10).
Predpostavili smo, da so vsi elementi med seboj enaki. Matrike posameznih koncˇnih
elementov smo sestavili v globalno masno in togostno matriko, na podlagi katerih smo
izracˇunali analiticˇne lastne vrednosti, lastne oblike in frekvencˇno prenosno funkcijo.
Pri racˇunanju FRF smo uporabili proporcionalno dusˇenje.
Pri modeliranju nosilca z magnetom smo maso magneta priˇsteli pripadajocˇi komponenti
masne matrike.
Plosˇcˇo smo v numericˇnem modelu obravnavali kot masno tocˇko, ki ima masni vztraj-
nostni moment.
6.2. Klasicˇni pristop
Odziv nosilca smo izmerili, ko smo z modalnim kladivom udarjali na devetih razlicˇnih
mestih, kar pomeni, da smo dobili 9 frekvencˇnih prenosnih funkcij. Dve FRF za nosilec
brez magneta sta prikazani na sliki 6.8.
Na podlagi FRF lahko razberemo lastne frekvence, pri cˇemer moramo biti pazljivi,
da ne izberemo taksˇne, ki ni povezana s smerjo nihanja, ki nas zanima. Pri lastnih
frekvencah velja, da je realni del FRF enak 0, imaginarni pa ima v tisti tocˇki minimum
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ali maksimum. Imaginarni deli FRF, razlicˇnih prostostnih stopenj pri enaki frekvenci,
sestavljajo lastni vektor. Ko sestavimo vektorje, razlicˇnih lastnih frekvenc, dobimo
modalno matriko.
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Slika 6.8: Frekvencˇna prenosna funkcija izmerjena na mestu 1 in mestu 9 (slika 6.10).
S pomocˇjo izmerjene FRF smo dolocˇili sˇest lastnih frekvenc, ki so navedene v pregle-
dnici 6.1. Poleg njih so pripisane tudi lastne frekvence, dobljene na podlagi numericˇnega
modela. Ker smo nosilec vpeli prosto-prosto, na zacˇetku dobimo dve nicˇelni lastni fre-
kvenci, ki sta povezani z nihanjem togega telesa. Ti dve frekvenci smo v primerjavi
odstranili.
Preglednica 6.1: Primerjava izmerjenih in analiticˇnih lastnih frekvenc nosilca [Hz].
L.F.* Eksperimentalno Numericˇno
1 314,2 383,9
2 860,5 1058,5
3 1671,7 2076,6
4 2731,4 3437,8
5 4025,7 5149,1
6 5537,1 7221,5
*Lastna Frekvenca
Na sliki 6.9 je prikazana primerjava izmerjene frekvencˇne prenosne funkcije in nu-
mericˇnega modela z zacˇetnimi priblizˇki parametrov.
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Slika 6.9: Primerjava izmerjene in numericˇne FRF.
Numericˇni model s koncˇnimi elementi ima v vsakem vozliˇscˇu dve prostostni stopnji,
torej jih ima model z desetimi elementi skupaj 22. Pomerili smo zgolj 9 frekvencˇnih
prenosnih funkcij. Zaradi te razlike smo pomerjeno modalno matriko razsˇirili na 22
prostostnih stopenj, kar je v sistem vneslo napake. Pri postopku smo bili pazljivi, da
smo izbrali pravilne, master koordinate. Na sliki 6.10 so prikazane prostostne stopnje,
ki smo jih simulirali s koncˇnimi elementi.
Izmerjene prostostne stopnje
Simulirane prostostne stopnje
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Slika 6.10: Prikaz izmerjenih in simuliranih prostostnih stopenj.
V vsakem vozliˇscˇu prva prostostna stopnja predstavlja translatorni pomik, druga pa
zasuk. Pri eksperimentu nismo merili stranskih vozliˇscˇ in nismo merili zasukov. Master,
oziroma pomerjene prostostne stopnje so torej: 3, 5, 7, 9, 11, 13, 15, 17 in 19. Modalno
matriko smo masno normirali glede na analiticˇno masno matriko.
6.2.1. Direktne metode
V nadaljevanju je predstavljeno posodabljanje nosilca s pomocˇjo direktnih metod, ki
smo jih opisali v poglavju 3.2.
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Baruch–Bar-Itzhack metoda. S pomocˇjo metode, opisane v poglavju 3.2.1.1., smo
posodobili modalno in togostno matriko. Masna matrika je sluzˇila kot referenca za vsi-
ljevanje ortogonalnosti modalne matrike in je zato ostala enaka analiticˇni. Na podlagi
nove togostne in analiticˇne masne matrike smo ponovno izracˇunali lastne frekvence, ki
so v preglednici 6.2 primerjane z eksperimentalnimi.
Preglednica 6.2: Primerjava izmerjenih in posodobljenih (Baruch) lastnih frekvenc [Hz].
L.F.* Eksperimentalno Baruch - Barlzhack P.P.**
1 314,2 314,2 383,9
329,7
2 860,5 860,5 1058,5
3 1671,7 1671,7 2076,6
1749,3
4 2731,4 2731,4 3437,8
3535,1
5 4025,7 4025,7 5149,1
6 5537,1 5537,1 7221,5
*Lastna Frekvenca, **Pred Posodabljanjem
Opazimo, da se nekatere frekvence zelo dobro ujemajo, pojavijo pa se tudi vrinjene
(odebeljene). Frekvence, ki niso vrinjene, so popolnoma poustvarjene. Direktne metode
nam to omogocˇajo, hkrati pa zaradi velikih sprememb v masni in togostni matriki ti
izgubita fizikalni pomen, mi pa izgubimo mozˇnost lokalizacije napake.
Berman–Nagy metoda. Metoda, opisana v poglavju 3.2.1.2., spremeni tako masno
kot tudi togostno matriko ter modalno matriko pusti enako izmerjeni. S pomocˇjo novih
matrik dobimo posodobljene lastne vrednosti oziroma lastne frekvence, ki so prikazane
v preglednici 6.3.
Preglednica 6.3: Primerjava izmerjenih in posodobljenih (Berman) lastnih frekvenc
[Hz].
L.F.* Eksperimentalno Berman–Nagy P.P.**
1 314,2 314,2 383,9
329,7
2 860,5 860,5 1058,5
3 1671,7 1671,8 2076,6
1749,3
4 2731,4 2731,5 3437,8
3535,1
5 4025,7 4025,9 5149,1
6 5537,1 5537,3 7221,5
*Lastna Frekvenca, **Pred Posodabljanjem
Enako kot pri Baruch–Bar-Izhack metodi tudi tu dobimo vsiljene lastne frekvence.
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Wei metoda. Tudi ta metoda posodobi masno in togostno matriko na podlagi iz-
merjene modalne matrike. Primerjava je prikazana v preglednici 6.4.
Preglednica 6.4: Primerjava izmerjenih in posodobljenih (Wei) lastnih frekvenc [Hz].
L.F.* Eksperimentalno Wei P.P.**
1 314,2 314,2 383,9
339,5
715,7
2 860,5 860,5 1058,5
3 1671,7 1671,6 2076,6
2076,8
4 2731,4 2731,4 3437,8
5 4025,7 4025,5 5149,1
4161,5
6 5537,1 5536,9 7221,5
*Lastna Frekvenca, **Pred Posodabljanjem
Opazimo, da vse tri metode natancˇno poustvarijo iskane lastne frekvence, vendar med-
nje vrinejo tudi nezˇelene frekvence, ki bi jih sicer pricˇakovali v viˇsjem frekvencˇnem
podrocˇju.
6.2.2. Metode v frekvencˇni domeni
V poglavju 3.4. smo omenili, da je za uspesˇno posodabljanje pri uporabi metod v
frekvencˇni domeni potrebno modelirati tudi dusˇenje. V nasˇem primeru smo uporabili
proporcionalno dusˇenje. Koeficiente proporcionalnega dusˇenja (2.23) smo dolocˇili na
podlagi cˇlanka Schwarz s soavtorji [33]. Pri uporabi predlagane metode smo pole fre-
kvencˇne prenosne funkcije dolocˇili s pomocˇjo Least Squares Complex Frequency-domain
estimator metode [34], ki je nekoliko bolj podrobno opisana v poglavju 6.3.
V prvem primeru smo posodabljali samo nosilec brez pritrjenega magneta ali plosˇcˇe.
Posodabljali smo upogibno togost vseh koncˇnih elementov (vsi elementi so enaki). Spre-
minjanje parametra je prikazano na sliki 6.11.
Vidimo, da se vrednost upogibne togosti po desetih iteracijah zacˇne ustaljevati, po
trideseti iteraciji pa opravi vecˇino spremembe.
Primerjava frekvencˇne prenosne funkcije pred in po posodabljanju z eksperimentalno
krivuljo je prikazana na sliki 6.12.
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Slika 6.11: Spreminjanje upogibne togosti nosilca tekom iteriranja.
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Slika 6.12: Primerjava FRF po posodabljanju.
Opazimo veliko izboljˇsanje modela v celem opazovanem frekvencˇnem obmocˇju, vendar
pri viˇsjih frekvencah razlik sˇe ne odpravimo. V nizˇjem frekvencˇnem podrocˇju je prile-
ganje zelo dobro. Razlog za slabsˇe ujemanje v viˇsjem podrocˇju je verjetno ta, da smo
posodabljali le enega izmed parametrov, na FRF nosilca pa vpliva veliko dejavnikov.
To pomeni, da model nima dovolj svobode za poustvaritev rezultatov. Predpostavili
smo tudi, da imajo vsi elementi enake lastnosti. Cˇe se lastnosti elementov med se-
boj razlikujejo, lahko pride do odstopanja, ki se kazˇe predvsem v viˇsjem frekvencˇnem
podrocˇju, ki ga lahko popiˇsemo le z uporabo zadostnega sˇtevila koncˇnih elementov.
V tem podrocˇju so torej lastnosti vsakega posameznega elementa pomembne. Drugi
razlog je lahko slabsˇe vzbujanje strukture z udarnim kladivom pri viˇsjih frekvencah.
65
6. Uporaba modalnega posodabljanja v aplikaciji
V drugem delu eksperimenta smo nosilcu dodali utezˇ v obliki magneta na zadnjo mer-
jeno prostostno stopnjo.
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Slika 6.13: Sprememba parametrov tekom iteracij.
Tokrat smo posodabljali dva parametra: upogibno togost vseh elementov in maso ma-
gneta. Pri numericˇnem modeliranju smo magnet obravnavali kot tocˇkovno maso, ki
nima vztrajnosti in ne spremeni togostne matrike. Na sliki 6.13 je prikazano spre-
minjanje parametrov tekom iteriranja. Maso magneta smo postavili dovolj nizko, da
prikazˇemo uspesˇno posodabljanje tudi pri velikih odstopanjih. Masa se je namrecˇ spre-
menila za vecˇ kot 150 %.
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Slika 6.14: Primerjava FRF po posodabljanju nosilca z magnetom.
Na sliki 6.14 je prikazana primerjava med eksperimentalno frekvencˇno prenosno funk-
cijo, zacˇetnim priblizˇkom in posodobljeno FRF. Podobno kot pri posodabljanju nosilca
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brez magneta opazimo, da dobimo zelo dobro prekrivanje v nizˇjem frekvencˇnem po-
drocˇju, medtem ko v viˇsjem pride do vecˇjih odstopanj.
V nadaljevanju eksperimenta smo na nosilec privili jekleno plosˇcˇo (slika 6.7), kot je
prikazano na sliki 6.6. Posodabljali smo upogibno togost in translacijsko ter rotacijsko
togost v vijacˇnem spoju. Zgodovina spreminjanja omenjenih parametrov je prikazana
na sliki 6.15.
Opazimo vijuganje parametra translacijske togosti, ktrans, ki je posledica omejitve po-
stavljene algoritmu. Cˇe je namrecˇ sprememba parametra prevelika, se ta spremeni le
za 10 % velikosti koraka, kar povzrocˇi polozˇnejˇso krivuljo. Tako preprecˇimo prevelike
korake.
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Slika 6.15: Sprememba parametrov tekom iteracij.
Posodobljena frekvencˇna prenosna funkcija je prikazana na sliki 6.16.
Vidimo, da se pozicije vrhov FRF zelo dobro pokrivajo, amplituda pa se nekoliko
razlikuje. Numericˇni model tega sistema je mocˇno poenostavljen, zato je tudi ujemanje
med modeloma slabsˇe. Model plosˇcˇe smo modelirali z masno tocˇko, ki smo ji pripisali
vztrajnostni moment, kontakt pa smo predstavili s translacijsko in rotacijsko vzmetjo.
Ker povrsˇini nista ravni, torej se ne prilegata popolnoma, lahko pride do nelinearnosti.
Odziv sistema je mocˇno odvisen od momenta, s katerim privijemo vijak. To vpliva
tudi na iskane togosti vzmeti, s katerimi kontakt modeliramo. Ko presezˇemo dolocˇen
moment privitja, se odziv ustali, zato smo vijak zategovali, dokler se lastne frekvence
niso vecˇ spreminjale.
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Slika 6.16: Primerjava FRF po posodabljanju nosilca s plosˇcˇo.
6.3. S hitro kamero
Posnetek s kamere nam ne poda pomikov, temvecˇ zgolj zaporedne slike sivinskih od-
tenkov posameznih slikovnih elementov. S pomocˇjo enacˇb v poglavju 4. smo dolocˇili
pomike za posamezne opazovane tocˇke. Pomike lahko izracˇunamo v katerikoli tocˇki,
vendar nas zanimajo le pomiki v z-smeri (slika 6.3), zato identificiramo pomike samo
za eno tocˇko vzdolzˇ te osi. Da bi dobili najboljˇse rezultate, smo izbrali tocˇke, ki imajo
najvecˇji gradient v z-smeri. Izbrana mesta so prikazana na sliki 6.17 oziroma na pri-
blizˇanem pogledu na sliki 6.18.
Slika 6.17: Razporeditev opazovanih tocˇk vzdolzˇ nosilca.
Slika 6.18: Razporeditev opazovanih tocˇk vzdolzˇ nosilca – priblizˇano.
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Ko smo za vsako mesto dolocˇili pomike v odvisnosti od cˇasa (slika 6.19), smo lahko
uporabili hitro Fourierovo transformacijo (FFT) in tako presˇli v frekvencˇno domeno
(slika 6.20). Pri tem smo uporabili petkratno dodajanje nicˇel (ang. zero-padding).
Slike 6.19, 6.20 in 6.21 predstavljajo vrednosti za 200. slikovni element z leve strani
nosilca.
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Slika 6.19: Pomik tocˇke na nosilcu v smeri z. Velikost slikovnega elementa je 0,5 mm.
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Slika 6.20: Preslikava slike 6.19 v frekvencˇno domeno.
Silo, ki smo jo pomerili med udarcem kladiva, smo prav tako preslikali v frekvencˇni
prostor in s pomocˇjo enacˇbe 2.55 izracˇunali frekvencˇno prenosno funkcijo sistema (slika
6.21). Ker s hitro kamero merimo pomike, smo dobili podajnost in ne pospesˇenosti, kot
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pri klasicˇnem pristopu. Dvojna integracija v tem primeru torej ni potrebna (poglavje
2.2.2.).
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Slika 6.21: Frekvencˇna prenosna funkcija (FRF).
Opazimo, da je FRF zelo sˇumna, kar je znacˇilno za meritve s hitro kamero. Sˇumnost
nam lahko mocˇno otezˇi postopek posodabljanja numericˇnega modela. V primeru, da
uporabljamo metodo, kjer opazujemo le lastne frekvence (3.67), nam to ne predstavlja
velike tezˇave, saj so te vendarle dokaj dobro razlocˇne. Kljub razlocˇnosti pa je potrebno
paziti na nepravilne vrhove, ki se pojavijo v FRF.
Na kvaliteto frekvencˇne prenosne funkcije vplivajo razlicˇni zunanji dejavniki, kot so
na primer lucˇi v prostoru. Vpliv lucˇi lahko opazimo pri 100 Hz in vecˇkratnikih te
frekvence. Eden izmed dejavnikov v nasˇem primeru je tudi vpetje. Nosilec smo obesili
na vrvice, kar zagotavlja prosto-prosto vpetje, cˇe je glavna (merjena) smer nihanja
vodoravna. Ker s kamero nismo mogli meriti z vrha, smo merili s strani (slika 6.4) in
nihanje vzbudili v navpicˇni smeri. Vrvica v tej smeri omejuje pomike, zato je nihanje
nekoliko popacˇeno.
Rezultati posodabljanja so lahko torej mocˇno odvisni od izkusˇenosti analitika, saj je po-
trebno predvideti, katere frekvence so lastne opazovani strukturi in katere so nezˇelene.
Ko posodabljamo frekvencˇne prenosne funkcije direktno, se pojavi tezˇava, saj numericˇni
model ne vsebuje sˇuma, torej bo njegova FRF zelo gladka in s tem zelo razlicˇna od
izmerjene. Poleg tega se tudi tu pojavi prej omenjena tezˇava z vrinjenimi vrhovi. Do
neke mere lahko to korigiramo z uporabo utezˇnih matrik, lahko pa uporabimo metode
za identifikacijo modalnih parametrov in nato zgradimo frekvencˇno prenosno funkcijo
brez sˇuma.
Zaradi visoke prisotnosti sˇuma je z uporabo klasicˇnih metod tezˇko natancˇno dolocˇiti
modalne parametre, zato se posluzˇimo metode Least-Squares Complex Frequency-domain
estimator ali krajˇse LSCF, ki jo je lepo opisal Guillaume s soavtorji [34].
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Slika 6.22: Stabilizacijski diagram – hitra kamera.
Pri LSCF metodi viˇsamo stopnjo polinoma, uporabljenega za aproksimacijo. Za vsako
stopnjo izracˇunamo pole sistema, ki so prikazani na sliki 6.22. Opazimo, da je po-
lov veliko vecˇ, kot je lastnih oblik v izbranem frekvencˇnem obsegu. Dodatni poli so
matematicˇni poli in nimajo povezave z realnim stanjem. Na srecˇo lahko s pomocˇjo
stabilizacijskega diagrama (slika 6.22) dolocˇimo fizikalno pomembne pole tako, da iz-
beremo tiste, ki se z viˇsanjem reda aproksimacije ne spreminjajo, medtem ko drugi
skacˇejo naokrog. Cˇe na isti sliki prikazˇemo frekvencˇno prenosno funkcijo, lahko sˇe
lazˇje ugotovimo, katere pole izbrati.
S pomocˇjo polov lahko dolocˇimo lastne frekvence sistema in pripadajocˇe razmernike
dusˇenja. Potrebno je sˇe izracˇunati modalne konstante in nato lahko poustvarimo fre-
kvencˇno prenosno funkcijo brez sˇuma. Na identificirano FRF je sˇum izmerjene vseeno
vplival.
Opazimo tudi vpliv reda polinoma, ki ga uporabimo za aproksimacijo prenosne funkcije.
Ko je red nizek, stabilni poli sˇe niso dobro razlocˇni. Z viˇsanjem reda pa se tisti poli,
ki nas zanimajo, ustalijo na pravilni poziciji.
Primerjava izmerjene in rekonstruirane FRF je prikazana na sliki 6.23. Opazimo, da
je prileganje zelo dobro pri prvih dveh lastnih frekvencah, pri tretji pa je identificirano
dusˇenje preveliko, zato je vrh nizˇji in sˇirsˇi od izmerjenega.
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Slika 6.23: Izmerjena FRF in njena LSCF rekonstrukcija.
Na sliki 6.23 vidimo, da smo ocenili le prve tri lastne frekvence, saj so viˇsje sˇe bolj
sˇumne kot te, zato so zanesljivi rezultati nedosegljivi.
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Slika 6.24: Stabilizacijski diagram - klasicˇni pristop.
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Podatki, ki jih dobimo s pomocˇjo pospesˇkomera, imajo tudi v viˇsjem frekvencˇnem pro-
storu zelo dobro locˇljivost, zato na njih lahko izvedemo aproksimacijo z LSCF metodo
in tako dobimo pole. Te nato lahko uporabimo za dolocˇitev modalnih konstant na
podlagi FRF, dobljenih s pomocˇjo hitre kamere. Ti podatki imajo vecˇjo prostorsko
locˇljivost, poleg tega pa uporabne podatke vsebujejo tudi vrhovi, ki se skrivajo pod
nivojem sˇuma. S to metodo, ki jo je predlagal Javh s soavtorji [35], zdruzˇimo klasicˇni
pristop in merjenje s hitro kamero ter tako dobimo zanesljive pole in dobro prostorsko
locˇljivost.
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Slika 6.25: Primerjava FRF.
Na sliki 6.24 vidimo, da se tudi pri viˇsjih frekvencah pojavijo zelo lepi, stabilni poli,
ki jih lahko uporabimo za aproksimacijo. Aproksimacija frekvencˇne prenosne funkcije,
dobljene s pomocˇjo mesˇane metode LSCF, je prikazana na sliki 6.25. Za primerjavo
sta prikazani sˇe FRF, izmerjeni s pomocˇjo kamere in pospesˇkomera.
6.3.1. Direktne metode
Direktne metode so se pri klasicˇnem pristopu izkazale kot ucˇinkovite pri poustvarjanju
lastnih frekvenc sistema. Tudi za frekvencˇno prenosno funkcijo, dobljeno s pomocˇjo
hitre kamere, smo izvedli direktno posodabljanje z uporabo Baruch [18] metode.
V preglednici 6.5 vidimo, da smo togostno in modalno matriko uspesˇno posodobili.
Enako kot pri FRF, dobljeni s pomocˇjo klasicˇnega pristopa, se vrinejo dodatne fre-
kvence, ki jih ne zˇelimo. V tem primeru smo uporabljali le prve tri frekvence, saj
je identifikacija viˇsjih lastnih frekvenc in lastnih oblik zelo otezˇena zaradi sˇumne fre-
kvencˇne prenosne funkcije.
Lastne frekvence in lastne vektorje smo dobili s pomocˇjo LSCF metode, katere apro-
ksimacija izmerjene FRF je prikazana na sliki 6.23.
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Preglednica 6.5: Direktno posodabljanje – kamera (Baruch) [Hz].
L.F.* Eksperimentalno Baruch P.P.**
12,7
1 313,9 314,0 383,9
2 860,4 860,6 1058,3
1207,2
3 1670,2 1670,0 2074,7
*Lastna Frekvenca, **Pred Posodabljanjem
V drugem primeru smo uporabili kombinacijo frekvencˇne prenosne funkcije, dobljene
s klasicˇnim pristopom in s pomocˇjo hitre kamere. Identificirali smo lahko vecˇ lastnih
frekvenc, v nasˇem primeru smo jih posodabljali 5, torej dve vecˇ kot v prejˇsnjem primeru.
Lahko bi jih posodabljali tudi vecˇ. Rezultati posodabljanja so prikazani v preglednici
6.6.
Preglednica 6.6: Direktno posodabljanje – kamera/pospesˇkomer (Baruch) [Hz].
L.F.* Eksperimentalno Baruch P.P.**
162,9
1 313,9 314,1 314,6
2 860,4 860,5 867,3
1657,1
3 1670,4 1670,3 1700,2
4 2730,5 2730,6 2810,5
5 4024,3 4024,4 4198,5
*Lastna Frekvenca, **Pred Posodabljanjem
Tudi ob uporabi vecˇ lastnih frekvenc se vrinejo dodatne, nezazˇelene frekvence. Direktne
metode so torej uporabne tako v povezavi s klasicˇnim pristopom kot v povezavi s hitro
kamero. V primeru, ko nas zanimata masna in togostna matrika tocˇno dolocˇenega
sistema, so direktne metode ucˇinkovite, dokler se zavedamo vrinjenih frekvenc. Cˇe
strukturo v nadaljnjem delu kakorkoli spremenimo, so te metode neuporabne.
6.3.2. Metode v frekvencˇni domeni
Enako kot pri direktnih metodah smo tudi pri posodabljanju v frekvencˇni domeni
uporabili aproksimacijo s pomocˇjo LSCF metode. S pomocˇjo dobljenih polov smo lahko
dolocˇili tudi koeficiente proporcionalnega dusˇenja, ki smo jih potrebovali za dolocˇitev
proporcionalne dusˇilne matrike. Tezˇava dolocˇanja koeficientov na tak nacˇin je, da
razmerniki dusˇenja, ki jih dobimo na podlagi polov, niso na vseh lokacijah dolocˇeni z
enako zanesljivostjo. Za prve tri lastne frekvence si lahko na slikah 6.26, 6.27 in 6.28
ogledamo raztros razmernikov vzdolzˇ nosilca.
Opazimo, da je pri prvi lastni frekvenci porazdelitev zelo enakomerna, razen v okolici
vozlov, kjer dusˇenje znatno naraste. Pri viˇsjih lastnih frekvencah je vozlov vecˇ, zato
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je vecˇ tudi obmocˇij, kjer razmerniki dusˇenja niso pravilno dolocˇeni. Povecˇan raztros
vrednosti dusˇenja lahko opazimo tudi v tocˇkah, kjer lastna oblika mocˇno odstopa od
idealne, kar je opazno na slikah 6.26 in 6.28. Dolocˇanje koeficientov dusˇenja s pomocˇjo
LSCF metode je lahko tezˇavno, ker ta za vsako lastno frekvenco dolocˇi razmernik
dusˇenja ob uposˇtevanju vseh tocˇk. V postopku identifikacije koeficientov proporcio-
nalnega dusˇenja nismo uposˇtevali negotovosti razmernika, kar je lahko razlog za slabo
amplitudno prileganje frekvencˇnih prenosnih funkcij.
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Slika 6.26: Lastna oblika in izracˇunani razmerniki dusˇenja pri prvi lastni frekvenci
(314,5 Hz).
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Slika 6.27: Lastna oblika in izracˇunani razmerniki dusˇenja pri drugi lastni frekvenci
(860,0 Hz).
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Slika 6.28: Lastna oblika in izracˇunani razmerniki dusˇenja pri tretji lastni frekvenci
(1669.9 Hz).
Kljub negotovosti razmernikov dusˇenja na mestih vozlov, pa je identifikacija modalnih
konstant oziroma lastnih oblik zelo dobra. Te dolocˇimo na podlagi pre-dolocˇenega sis-
tema enacˇb, kjer enacˇbo analiticˇne frekvencˇne prenosne funkcije primerjamo z merjeno
FRF. Razmernik dusˇenja ima na lokacijo lastne frekvence zelo majhen vpliv, zato lahko
nihajne oblike in lastne frekvence dolocˇimo z visoko gotovostjo.
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Slika 6.29: Spreminjanje upogibne togosti tekom iteracij – kamera.
V tem delu eksperimenta smo posodabljali upogibno togost koncˇnih elementov. Najprej
smo na enak nacˇin kot pri direktnih metodah uporabili pole, dolocˇene na podlagi FRF,
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pomerjene s hitro kamero, kar je pomenilo manj dolocˇenih lastnih frekvenc. Spreminja-
nje parametra je prikazano na sliki 6.29. Do ustalitve vrednosti pretecˇe vecˇ iteracij kot
pri klasicˇnem pristopu (slika 6.11), a se s cˇasoma ustavi pri priblizˇno enaki vrednosti.
Frekvencˇno prenosno funkcijo, zgrajeno s pomocˇjo posodobljenega parametra, lahko
vidimo na sliki 6.30, kjer je prikazana v primerjavi s pomerjeno FRF in zacˇetnim
numericˇnim priblizˇkom. Podobno kot pri klasicˇnih metodah in pri numericˇnem primeru
lahko opazimo, da se nizˇji lastni frekvenci dobro ujemata, medtem ko se viˇsji nekoliko
slabsˇe.
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Slika 6.30: Primerjava frekvencˇnih prenosnih funkcij.
Kot je prikazano na slikah 6.23 in 6.25, lahko s kombinacijo pristopov izboljˇsamo obseg
frekvenc, zajetih v priblizˇku. Razsˇirjen priblizˇek smo uporabili tudi pri posodabljanju
z metodo v frekvencˇni domeni. Zgodovina spreminjanja upogibne togosti je prikazana
na sliki 6.31.
Primerjava frekvencˇnih prenosnih funkcije je prikazana na sliki 6.32.
Zopet opazimo dobro prileganje v nizˇjem frekvencˇnem prostoru, medtem ko pri viˇsjih
frekvencah ne dosezˇemo pravih vrednosti. Kljub temu smo model znatno izboljˇsali.
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Slika 6.31: Spreminjanje upogibne togosti tekom iteracij - kamera (razsˇirjen priblizˇek).
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Slika 6.32: Primerjava frekvencˇnih prenosnih funkcij.
V nadaljevanju smo, podobno kot pri klasicˇnem pristopu, izvedli poskus, kjer smo na
obstojecˇi nosilec pritrdili magnet, katerega maso smo posodabljali. Zgodovina spre-
minjanja mase magneta in upogibne togosti je prikazana na sliki 6.33. Tokrat smo
priblizˇek FRF zgradili direktno s pomocˇjo kombinacije klasicˇnega pristopa in hitre ka-
mere (glej sliko 6.25), saj je pomerjena frekvencˇna prenosna funkcija prevecˇ sˇumna za
identifikacijo.
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Slika 6.33: Spreminjanje parametrov tekom iteracij.
Rekonstrukcija in primerjava FRF sta prikazani na sliki 6.34.
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Slika 6.34: Primerjava frekvencˇnih prenosnih funkcij – magnet.
Zaradi visoke prisotnosti sˇuma v meritvi je tezˇko oceniti priblizˇevanje lastnih frekvenc,
zato prikazˇemo sˇe primerjavo posodobljene FRF z LSCF priblizˇkom (slika 6.35).
Spreminjanje parametrov na sliki 6.33 je manj gladko kot pri klasicˇnem pristopu (slika
6.13). Algoritem se bolj neenakomerno priblizˇuje pravi vrednosti, vendar jo na koncu
vseeno dosezˇe.
Rezultati posodabljanja na slikah 6.34 in 6.35 so primerljivi s klasicˇnim pristopom
(slika 6.14), saj se posodobljena frekvencˇna prenosna funkcija v okolici nizˇjih lastnih
frekvenc zelo dobro ujema s pomerjeno oziroma identificirano FRF.
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Slika 6.35: Primerjava frekvencˇnih prenosnih funkcij – magnet (priblizˇek).
V zadnjem delu eksperimenta smo nosilcu dodali jekleno plosˇcˇo. Ta sistem smo poso-
dabljali tudi s pomocˇjo hitre kamere. Spreminjanje parametrov je prikazano na sliki
6.36. Opazimo, da so se parametri pravilni vrednosti priblizˇali prej kot pri klasicˇnem
pristopu (slika 6.15). Poleg hitrejˇsega priblizˇevanja opazimo tudi bolj enakomerno,
asimptoticˇno spreminjanje vrednosti.
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Slika 6.36: Spreminjanje parametrov tekom iteracij.
Posodobljena FRF je prikazana na sliki 6.37 v primerjavi s pomerjeno in na sliki 6.38
v primerjavi z LSCF priblizˇkom.
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Slika 6.37: Primerjava frekvencˇnih prenosnih funkcij – plosˇcˇa.
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Slika 6.38: Primerjava frekvencˇnih prenosnih funkcij – plosˇcˇa (priblizˇek).
Priblizˇevanje parametrov je pri FRF, dobljeni s kamero, lepsˇe in bolj predvidljivo kot pri
klasicˇnem pristopu, vendar se pojavi tezˇava v ujemanju amplitud FRF. To je posledica
sˇumnosti meritve (opazimo, da se druga lastna frekvenca nahaja pod nivojem sˇuma)
in zˇe omenjene napacˇne identifikacije dusˇenja.
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7. Zakljucˇki
V teoreticˇnem delu magistrske naloge smo spoznali osnove, potrebne za delo v struk-
turni dinamiki, opravili smo pregled nekaterih znanih metod za posodabljanje nu-
mericˇnih modelov in predstavili metodo za dolocˇanje pomikov na podlagi posnetka
hitre kamere.
Izvedli smo enostaven eksperiment, na katerem smo prikazali delovanje metod ter
skusˇali primerjati uporabo klasicˇnega pristopa s pomocˇjo pospesˇkomerov in pristopa
s hitro kamero. Posodabljanje numericˇnega modela s pomocˇjo direktnih metod je pri
obeh pristopih enostavno in ucˇinkovito. Direktne metode pa imajo tudi velike omeji-
tve. Posodobljene matrike namrecˇ veljajo samo za trenutno postavitev sistema. Poleg
tega se med dejanske lastne frekvence vrivajo tudi nezˇelene.
Izkazalo se je, da pri pristopu s hitro kamero, zaradi sˇumnosti, tezˇko dolocˇimo vecˇje
sˇtevilo lastnih frekvenc in lastnih oblik brez uporabe metod za identifikacijo. Z uporabo
identifikacije LSCF smo uspeli sˇtevilo lastnih oblik, z zdruzˇitvijo klasicˇnega pristopa
in pristopa s hitro kamero, razsˇiriti. Hitra kamera omogocˇa veliko vecˇjo prostorsko
locˇljivost kot klasicˇni pristop. Pri vecˇjih in bolj kompleksnih konstrukcijah je ta lastnost
in dejstvo, da veliko sˇtevilo prostostnih stopenj pomerimo hitro, zelo pomembna.
Posodabljanje smo izvedli tudi s pomocˇjo primerjanja frekvencˇnih prenosnih funkcij.
Rezultati obeh pristopov so ob manjˇsem sˇtevilu parametrov, ki smo jih posodabljali,
primerljivi. Pri obeh pristopih smo naleteli na tezˇavo, da se v viˇsjem frekvencˇnem
prostoru izmerjena in posodobljena FRF nista dobro ujemali.
Za posodabljanje parametrov smo imeli pri pristopu s hitro kamero nekoliko vecˇ tezˇav,
saj so bile meritve sˇumne. Ker pri dolocˇanju koeficientov proporcionalnega dusˇenja
nismo uposˇtevali negotovosti razmernikov dusˇenja, smo dusˇenje identificirali napacˇno,
kar je privedlo do slabsˇega prileganja med FRF in zaradi vecˇjih razlik med njima, tudi
otezˇilo posodabljanje. V nadaljnjem delu bi bilo potrebno dusˇenje identificirati bolj
natancˇno.
Prihodnje raziskovanje posodabljanja numericˇnega modela s pomocˇjo uporabe hitre
kamere mora vkljucˇevati primerjavo pristopov, kjer bi posodabljali vecˇje sˇtevilo pa-
rametrov. Tam se bo veliko sˇtevilo izmerjenih prostostnih stopenj s hitro kamero
izkazalo za prednost pred klasicˇnim pristopom. Ker smo v tej nalogi posodabljali le
manjˇse sˇtevilo parametrov, te prednosti nismo mogli zadostno prikazati. Za izboljˇsanje
prileganja med izmerjeno in posodobljeno FRF v viˇsjem frekvencˇnem prostoru, bi bilo
potrebno posodabljati parametre vsakega koncˇnega elementa posebej. Vecˇje sˇtevilo
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parametrov za posodabljanje bi modelu prav tako omogocˇilo dovolj svobode za boljˇsi
popis strukture.
Uporaba hitre kamere v postopku posodabljanja je zanimiv nov pristop, ki v naslednji
letih zaradi velike kolicˇine prostorskih informacij, obeta velik razvojni potencial.
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Priloga A
Ocenjevalne tehnike
V nadaljevanju je predstavljenih nekaj osnov ocenjevalnih tehnik, ki so povzete iz knjige
Friswell s soavtorji [1].
A.1. Najmanjˇsi kvadraticˇni odstopek
A.1.1. Klasicˇni najmnajˇsi kvadraticˇni odstopek
Pri tej metodi uposˇtevamo, da se sˇum pojavi le v vektorju opazˇanj b. V nasˇem primeru
iˇscˇemo vektor parametrov θ v enacˇbi:
Aθ = b− ε. (A.1)
Matrika A predstavlja matriko s podatki, vektor ε pa predstavlja napako opazˇanj.
Predpostavimo, da je pricˇakovana vrednost opazˇanj podana kot linearna kombinacija
matrike A in parametrov:
E [b] = Aθ (A.2)
in da imajo vsa opazˇanja enako varianco (σ2) ter da so opazˇanja med seboj nepovezana.
Velja torej:
E
[
(b− E [b]) (b− E [b])T ] = σ2 I. (A.3)
Izracˇunamo lahko ocene parametrov θˆ:
θˆ =
(
AT A
)−1
AT b, (A.4)
ki so nepristranske:
E
[
θˆ
]
= θ (A.5)
89
9.
in varianco:
Var
(
θˆ
)
= E
[
(θˆ − E
[
θˆ
]
) (θˆ − E
[
θˆ
]
)T
]
= σ2 (AT A)−1. (A.6)
Razlicˇnim opazˇanjem pa lahko pripiˇsemo razlicˇne nezanesljivosti, zato uvedemo utezˇno
matriko W , za katero velja, da je diagonalna in da so elementi matrike reciprocˇne
vrednosti varianc:
W = diag(w1,w2, . . . ,wm) = diag(σ
−2
1 ,σ
−2
2 , . . . ,σ
−2
m ) = V
−1 (A.7)
A.1.2. Najmanjˇsa varianca
Uposˇtevamo, da poznamo k opazˇanj in da ima ε normalno porazdelitev:
p(ε) = f(V , k) · exp [1/2 εT V −1 ε] , (A.8)
kjer je V metrika kovarianc sˇuma, p nam poda gostoto porazdelitve in f je skalarna
funkcija. Uposˇtevamo, da je pricˇakovana vrednost E [ε] = 0. Zapiˇsemo:
p(εˆ) = p
(
E [b]−Aθˆ
)
. (A.9)
Isˇcˇemo maksimum ln(p(εˆ)), ki ga dobimo:
∂
∂θˆ
[
ln
(
E [b]−Aθˆ
)]
= 0. (A.10)
V enacˇbi (A.8) uposˇtevamo zapis v enacˇbi (A.9) in odvajamo, kot je zapisano v enacˇbi
(A.10). Nato lahko pokazˇemo, da velja:
θˆ =
(
AT V −1A
)−1
AT V −1 b. (A.11)
Varianco zapiˇsemo:
Var
(
θˆ
)
= E
[((
AT V −1A
)−1
AT V −1 b− E
[
θˆ
])
((
AT V −1A
)−1
AT V −1 b− E
[
θˆ
])T]
.
(A.12)
V enacˇbo (A.12) vstavimo izraz (A.11) in dobimo poenostavljeno enacˇbo:
Var
(
θˆ
)
=
(
AT V −1A
)−1
. (A.13)
A.1.3. Gauss-Newtonova metoda
Metodo uporabljamo za iskanje najmanjˇsih kvadraticˇnih odstopkov nelinearnih proble-
mov. Vzemimo primer nelinearnega modela:
dx
dt
= f(x,θ, t). (A.14)
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A.2. Pristranskost
S pomocˇjo linearizacije v okolici j-te cenilke θˆj in iteriranja lahko dolocˇimo izboljˇsano
cenilko θˆj+1 na podlagi:
Sj (θj+1 − θj) = ej + ε, (A.15)
kjer ej definiramo:
ej =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
xm(t1)
xm(t2)
...
xm(tL)
⎫⎪⎪⎪⎬⎪⎪⎪⎭−
⎧⎪⎪⎪⎨⎪⎪⎪⎩
x(θˆj,t1)
x(θˆj,t2)
...
x(θˆj,tL)
⎫⎪⎪⎪⎬⎪⎪⎪⎭ . (A.16)
xm(t) podaja izmerjene vrednosti v odvisnosti od cˇasa in x(θˆj,t) podaja pricˇakovane
vrednosti na podlagi integracije enacˇbe (A.14). Matrika S nam podaja obcˇutljivosti
na parametre.
Resˇitve za θj+1 iˇscˇemo toliko cˇasa (opravimo toliko iteracij), dokler ne dosezˇemo do-
volj majhne razlike med merjenimi in pricˇakovanimi vrednostmi. Pri tej metodi je
pomembno, da so na razpolago dobre zacˇetne ocene parametrov.
A.2. Pristranskost
Do sedaj smo uposˇtevali, da se sˇum pojavi samo v vektorju b, ne pa tudi v matriki A.
V realnosti je temu redko tako, zato je potrebno to uposˇtevati v izracˇunu minimalnih
kvadraticˇnih odstopkov.
A.2.1. Totalni najmanjˇsi kvadraticˇni odstopek
Zapiˇsemo problem z enim samim parametrom:
bk = ak θ + ε1k (A.17)
in
ak = ak + ε2k, (A.18)
kjer k predstavlja sˇtevilko opazˇanja in ε1 in ε2 predstavljata sˇum, ki je neodvisen od a
in b. Ker vektor b in matrika A vsebuje napako, iˇscˇemo resˇitev za oceno θˆ z resˇitvijo
enacˇbe:
Aˆ θ = bˆ (A.19)
Isˇcˇemo matriko Aˆ in vektor bˆ, ki sta najblizˇja A in b, kar je, ko minimiziramo:⏐⏐⏐⏐⏐⏐[A; b]− [Aˆ; bˆ]⏐⏐⏐⏐⏐⏐
F
(A.20)
kjer velja:
||M ||F =
√∑
i,j
[M ]2i,j (A.21)
91
9.
A.3. Singularni razcep
Matriko A lahko razcepimo na singularne vrednosti tako, da velja:
A = U
[
Σ 0
0 0
]
V T (A.22)
kjer je Σ diagonalna matrika, ki vsebuje singularne vrednosti σj. Matriki U in V sta
enotski. Razcep na singularne vrednosti je uporaben pri posodabljanju, saj lahko s to
metodo resˇimo pod-dolocˇen sistem. Zapiˇsemo:⏐⏐⏐⏐⏐⏐b−Aθˆ⏐⏐⏐⏐⏐⏐2 = ⏐⏐⏐⏐⏐⏐UT (b−AV V T θˆ)⏐⏐⏐⏐⏐⏐2 (A.23)
Uposˇtevamo, da velja:
c = UT b (A.24)
d = V T θˆ (A.25)
Sedaj lahko enacˇbo (A.23) preuredimo:⏐⏐⏐⏐⏐⏐b−Aθˆ⏐⏐⏐⏐⏐⏐2 = ⏐⏐⏐⏐⏐⏐⏐⏐{c1c2
}
−
[
Σ 0
0 0
]{
d1
d2
}⏐⏐⏐⏐⏐⏐⏐⏐2 (A.26)
Izrazimo lahko oceno parametrov:
θˆ = V
[
Σ 0
0 0
]
UT b (A.27)
A.4. Regularizacija
Za pod ali slabo dolocˇene sisteme enacˇb lahko zapiˇsemo funkcijo, ki jo moramo mini-
mizirati, tako, da je resˇitev enacˇbe:[
AT A+ λ2BT B
]
θˆ = AT b, (A.28)
kjer je λ regularizacijski parameter. Tezˇava je dolocˇiti tak λ, da je sistem primerno
dolocˇen in da resˇitev za θˆ ni prevecˇ razlicˇna od resˇitve, ki bi jo dobili s sistemom z vecˇ
informacijami. Eden izmed pristopov definira [36]:
B = I (A.29)
λ2 = O
(
ε2
E2
)
(A.30)
kjer je ε poznana netocˇnost meritev in za E velja: E ≥
⏐⏐⏐⏐⏐⏐θˆ⏐⏐⏐⏐⏐⏐. Cˇe kombiniramo enacˇbi
(A.28) in (A.29) z enacˇbo (A.22) in z leve pomnozˇimo z:
U
[
Σ−1 0
0 0
]
V T (A.31)
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dobimo [37]:
U
([
Σ 0
0 0
]
+ λ2
[
Σ−1 0
0 0
])
V T θˆ = b (A.32)
S spreminjanjem parametra λ lahko izboljˇsamo pogojenost enacˇbe:([
Σ 0
0 0
]
+ λ2
[
Σ−1 0
0 0
])
(A.33)
Lazˇji pristop je uporaba metode singularnega razcepa na enacˇbi (A.28) [38]:
V
[
Σ2 + λ2 I
]
V T θˆ = AT b (A.34)
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