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Sandy beaches are often highly allochthonous, depending on external subsidies of
carbon and nutrients. Despite this, sandy beach macrofaunal assemblages have
received little attention regarding their response to enhanced primary productivity
generated from coastal upwelling. This thesis investigates the influence of upwelling
on macrofaunal assemblages over a variety of spatial and temporal scales. Spatially,
four regions were examined across two biogeographic provinces to remove
temperature as a confounding factor, and limit biogeography-specific effects. A nested
hierarchical design enabled both large and small scales to be examined and
generalities about upwelling effects across multiple areas to be considered. Sampling
was conducted in two seasons, and over two years, to test the persistence of any
effects. Biogeography and region had the strongest influences on macrofaunal
biodiversity. Upwelling influenced macrofaunal assemblages in every region when
analyses were conducted at the species level. However, the particular effect, positive
or negative, differed among regions depending on local factors, and between the
response variables, abundance and biomass. Coarser scales of taxonomy, feeding guild
and developmental mode were investigated; however, the influence of upwelling
generally became weaker and more varied, and occasionally disappeared. Seasonality
was greater on the South Coast but was still important in some analyses on the West
Coast. At the small-scale, variation within-beaches was lower than between beaches,
assemblage structure remained stable over time, and consistent zonation was not
present. The influence of temperature on filtration rate and oxygen consumption of
Donax serra was investigated to test a driving mechanism for assemblage responses to
upwelling. Feeding ability was significantly reduced at colder temperatures indicating
an important factor which may be involved in determining assemblage structure.
These results suggest that alterations to upwelling regimes predicted under climate
change scenarios will impact sandy beach macrofauna, however the specific outcome
will depend on multiple contextual factors.
1Chapter 1: General Introduction
1.1 Biodiversity
Biodiversity is a contraction of the term ‘biological diversity’ and it refers to the variety
of organisms in an area of interest. Biodiversity may be based on different metrics and
can include communities and their genetic diversity (Lévêque and Mounolou, 2004).
Without genetic diversity organisms would not be able to diverge and new species
could not emerge. Without species diversity organisms would not be able to adapt to
changing environmental conditions and, without interacting with their environment,
species could not adapt to fill vacant niches or facilitate habitat modification and niche
construction, enabling the modification of ecosystems (Lévêque and Mounolou, 2004,
Boogert et al., 2006). However, there are still widely recognised general latitudinal
and altitudinal effects on biodiversity that remain poorly explained. Species richness
tends to decrease pole-ward from the tropics (e.g. Rahbek and Graves, 2001; Willig et
al., 2003), whereas there is maximal species richness at intermediate altitudes,
declining on either side of this optimum (Rahbek, 2005). These trends are very broad
but for the most part they adequately describe the distribution of most taxa. Higher
species richness in the tropics has been attributed to a variety of potential factors such
as: greater land area enabling divergence; greater light energy availability from the
sun; higher temperatures; greater temporal stability compared to temperate areas,
while the tropics are geographically much older, so that the diversification of
organisms has been able to occur for far longer (Rahbek and Graves, 2001; Whittaker
et al., 2001). This study of the geographical distribution of organisms through time is
sufficiently important to have its own discipline: biogeography.
Biogeographic provinces capture the geographical history of species distributions, and
thus the divergence of species, as well as climatic factors such as temperature and
precipitation that affect their occurrence (Cox and Moore, 2010). Community theories
of ecology were developed, post 1970s, to explain the distribution of species based on
biotic and abiotic factors within a local area (Ricklefs, 2004). There has often been
little co-ordination between biogeographers and ecologists in explaining species
2distributions, however, it is becoming more widely accepted that each discipline on its
own is not sufficient (Collins and Glen, 1991; Wiens and Donoghue, 2004). Many
factors are important and the specific drivers are still often debated. While there is still
no explanation with universal generality (Levin, 1992; Gray, 2001; Rahbek and Graves,
2001; Whittaker et al., 2001), it seems fairly clear that a combination of history,
temperature, physical habitat and species interactions have all been influential in
driving species diversity (Willig et al., 2003; Ricklefs, 2004).
1.2 The importance of scale
Part of the reason for disagreement about the drivers of diversity has arisen from the
improper use of scale in ecological studies (Levin, 1992; Ricklefs, 2004). Latitudinal and
altitudinal gradients are on such large scales they cannot hope to capture the exact
pattern of species richness and at smaller regional and local scales the broad patterns
begin to dissipate (Gaston, 2000a; Whittaker et al., 2001; Rahbek, 2005). It is,
therefore, important to consider which processes or factors are important over which
spatial and time scales.
The size of the area or the time scale over which observations are made is far too often
based on factors that are arbitrary to the organisms under investigation (Raffaelli,
2006). The reasons are practical, such as space limitation or manageability and time
frames to execute studies are usually fairly short, however the haphazard selection of
spatial and temporal scales may provide results which are not at the appropriate scale
for determining the ecological role of the organism (Wiens, 1989; Levin, 1992; Rahbek,
2005; Raffaelli, 2006; Ellis and Schneider, 2008). Many ecological studies are
performed at local scales where the system can be thoroughly studied and multiple
replicates obtained to increase the statistical power of the analysis (Ellis and
Schneider, 2008). This approach enables observations to be made, experiments to be
appropriately designed and mechanisms understood (Underwood et al., 2000).
Extrapolation from this small scale to the larger regional scale is not usually
appropriate, however, because the processes acting at local and regional scales differ
(Turner, 1989; Levin, 1992; Underwood and Chapman, 1996). At small scales, for
3example in intertidal regions, the immediate physical conditions, food availability and
species interactions tend to determine assemblage structure. At the larger regional
scale, patterns of diversity are more dependent on broader environmental factors such
as primary productivity, currents, climate and coastal topography (Underwood and
Chapman, 1996; Menge et al., 1997; Burrows et al., 2009; Reaugh-Flower et al., 2011).
Distribution of organisms at the scale of hundreds to thousands of kilometres depends
greatly on their dispersal strategy, for instance larval stages for marine organisms or
spores/ seeds for plants, may travel much further than organisms with direct
development (Archambault and Bourget, 1996; Kinlan and Gaines, 2003; Wieters et al.,
2008). Intertidal regions can be space limited (rocky shores), or highly dynamic (sandy
beaches) and so a wide dispersal strategy is often the optimal solution for many of the
inhabitants. Dispersal into the open ocean leaves larvae subject to the prevailing
currents which can transport them for vast distances and consequently patterns of
biodiversity form part of a larger meta-ecosystem with local and regional components
which are connected in different ways and to different degrees (Currie, 1991; Menge
et al., 1997; Ricklefs, 2004).
The most coherent way to describe patterns in biodiversity across multiple scales is to
use a nested hierarchical approach, where observations can be systematically scaled
up or down in a way relevant to the organisms of interest (Underwood and Chapman,
1996; Beck, 1997; Rahbek and Graves, 2000; Ricklefs, 2004). This approach is useful to
deduce if the factor under investigation exhibits a generalised effect. Ecologists have
been accused of being too quick to assert generalisations without sufficient replication
over more than one locality (Levin, 1992; Beck, 1997). Meta-analyses of existing data
may be an option, however there are inherent difficulties and biases with combining
results which were not gathered in the same way and there has been a tendency in the
literature of not reporting non-significant results (Beck, 1997; Rahbek, 2005). It has
been suggested therefore that where possible a hierarchical design should be used,
and the incorporation of random factors will enable better generalisations to be made,
and downplay the potential bias of multiple observers (Beck, 1997).
41.3 Ecosystem functioning
In recent years, measuring biodiversity has become an increasingly important goal
ecologically, politically and economically (Walker, 1992; Crozier, 1997). Explicit
interest in obtaining estimates of biodiversity has arisen for three main reasons:
knowledge for knowledge sake; evaluating the functioning of ecosystems; valuing the
services that ecosystems provide directly and indirectly to humans (Crozier, 1997;
Loreau et al., 2001; Hooper et al., 2005). Knowledge for knowledge’s sake has an
inherent basis in science. In order to understand the world in which we live, the
gathering of information through observations is the fundamental starting point to
detect patterns, leading to experiments specifically designed to test mechanistic
hypotheses (Levin, 1992; Underwood et al., 2000). It is critical that baseline
inventories of biodiversity are established so subsequent changes can be evaluated
and monitored. Ecosystem function refers to all the ongoing processes within an
ecosystem, including the interactions which resident or transient organisms have with
each other (e.g. intra- and inter- specific competition and predation) and the
interactions they have with the environment itself (e.g. bioturbation, nutrient recycling
and water purification) as they convert energy (Paterson et al., 2012). Changes in
biodiversity can thus modify ecosystem functioning, whether through the loss of key
species, changes in a few less critical species, or turnover of complete assemblages
(Hooper et al., 2005; Micheli and Halpern, 2005; Cardinale et al., 2006; Ieno et al.,
2006). Potential alterations to the functioning of ecosystems are a concern from an
ecological point of view, however it often has much wider social implications.
Ecosystem services refer to the ecosystem functions which are directly beneficial to
humans, such as coastal protection from salt marshes or water purification in
estuaries. The aesthetic appeal of many areas can also be termed ecosystem services
(cultural services) as they provide aesthetic, recreation and relaxation benefits to
humans (Millenium Ecosystem Assessment, 2005).
Measures of biodiversity generally include species (or taxon) richness, but also aim to
determine the relative density of each species within the given area (Magurran, 2004).
5Much more information about the structure of assemblages can be gained from
determining evenness rather than just richness. For example, numerically dominant
species may exert more of an influence on overall functionality than less abundant
species (Thrush et al., 2003). The specific contribution to the overall functioning of the
system, however, varies more depending on the species, and not necessarily on how
dominant they are (Walker, 1992; Walker, 1995; Hooper et al., 2005).
Ecosystems are being impacted both directly and indirectly by anthropogenic activities
(Loreau, 2010). These impacts can create an overall reduction in size of ecosystems
(e.g. coastal squeeze), increase habitat fragmentation and exacerbate extinction rates
of many organisms in both terrestrial and aquatic domains (Gray, 1997; Brown and
McLachlan, 2002; Loreau, 2010). The basic concept of ecological redundancy suggests
that ecosystems containing wide varieties of taxa should be more resilient to external
forcing in terms of the function and services that they supply (Walker, 1992; Walker,
1995; Hooper et al., 2005; Naeem, 1998). Where there is higher species richness, the
functional roles provided by species tend to overlap more often than in ecosystems
with fewer species (Walker, 1992; Naeem, 1998; but see Mitcheli and Halpern, 2005).
The loss of one or two species when richness is high may not substantially affect the
functional capacity of the ecosystem, if the redundancy is high, and other organisms
are likely to fill the role. The ability of another organism to take over the role is,
however, dependent on other factors such as recruitment and the subsequent impact
of other species in the environment (Snelgrove, 1998). Where there is low species
richness the loss of one or two species may have severe impacts on the functionality of
the system as the pool from which to draw another similarly functioning species is
greatly reduced, i.e. there may be low redundancy (Walker, 1992; Walker, 1995).
Alternatively, an ecosystem might have high species richness, but the species which
are lost first are dominant or play a key role in the functioning. The loss of highly
functional species would thus have a significant impact on the remaining ecosystem
(Walker, 1992).
6The overall effect of species loss on a system is hard to predict because of the
numerous biotic and abiotic factors which limit distributions and determine
assemblage structure (Naeem et al., 1995; Naeem, 2006; Montoya and Raffaelli, 2010).
Species loss does not occur in a random way, it always begins with the most vulnerable
species first (Duffy, 2003, Solan et al., 2004, Ieno et al., 2006; Montoya and Raffaelli,
2010), and depends on which environmental factor is changing. The effect of exclusion
depends on the functional role which the organism fulfils. The removal of a predator,
for example, from a high trophic level can release pressure on its prey items, affecting
their population density and subsequently altering the functions they provide (Duffy,
2003; Bruno and O’Connor, 2005). This effect is known as trophic skew (Duffy, 2003).
Similarly, the removal of multiple low impact species might not be enough to tip the
balance from one stable state to another. If the sequence of loss begins with a species
which has a strong role in the system then the cascading effect on the rest of the
assemblage may be extensive, thus it is the species identity which is important (Barkai
and McQuaid, 1988; Naeem, 2006; Ieno et al., 2006; Hicks et al., 2011). Alterations to
climatic or physical variables in the environment may have widely different effects on
assemblages, however these can co-vary so it is difficult to determine precisely which
variable is causing the change, or if the effects are additive or synergistic (Phillips,
2005; Naeem, 2006; Hicks et al., 2011).
It can be difficult to tease apart the effects of environmental factors that co-vary, for
example, changes in temperature are frequently coupled with changes in precipitation
and pressure gradients (Montoya and Raffaelli, 2010). These may manifest as droughts
or floods, increased storms, alterations to ocean circulation, ocean acidification, coral
bleaching, sea level rise and loss of intertidal area due to processes such as coastal
squeeze. Multiple factors may cause the observed patterns, thus, without explicit
experimental investigation, it is not possible to assert with absolute certainty that one
particular factor is alone in driving the change in biodiversity (Levin, 1992; Phillips,
2005; Naeem, 2006; Montoya and Raffaelli, 2010; Hicks et al., 2011).
7The number of different species which are extant is estimated to be around 9 million
(Mora et al., 2011). Estimates have to be made because the exact number is not
currently known due to the difficulties in collecting specimens, the costs of doing so,
the time required to describe them and lack of taxonomists with the necessary skills
(Gaston, 2000b; Defeo and Lercari, 2004). As mentioned previously, interest in
biodiversity has ecological, economic and political roots which all lead to a desire for
conservation. Identification and protection of “biodiversity hot-spots”, where high
numbers of species co-habit an area, has become a popular conservation strategy to
minimise irreversible biodiversity loss (Myers et al., 2000). In order to identify these
hot-spots, inventories of species have to be made. This presents a conundrum with
rapid identification of species required so that management solutions can be
developed and implemented as quickly as possible, but achieving this is a highly time
consuming and costly process (Gaston, 2000b). Taxonomic surrogacy relies upon the
use of higher taxon levels such as genus, family, order, class or phylum as a relatively
quicker and easier means of determining a more rapid, but broader, classification of
biodiversity within an area or diversity patterns over larger scales (Gaston, 2000b; Cole
and Chapman, 2007; Heino and Soininen, 2007). This has had mixed results in the
literature, working well under some circumstances (e.g. Báldi, 2003; Somerfield and
Clarke, 1995), but poorly under others (e.g. Andersen, 1995; Cole and Chapman, 2007)
and depending on the spatial scale observed (e.g. Balmford et al., 1996a). The success
of this technique varies depending on the ecosystem it is applied to, how many species
the higher taxa incorporate, and if this is balanced among the different taxa. The best
correlations of higher taxonomic levels to species level will be obtained when the
number of species within each higher level is fairly even (Andersen, 1995; Balmford et
al., 1996a; Heino and Soininen, 2007). This makes intuitive sense as the overall
observed pattern of diversity would not change between taxonomic resolutions with
even ratios, just the absolute abundances. The utility of taxonomic surrogacy thus
depends on the level of taxonomy which is substituted, with more and more ecological
information being lost the higher the taxonomic level used (Balmford et al., 1996a;
Gaston, 2000b). Additionally, caution must be exercised as exchanges between
8species and higher taxonomic levels retain artefacts from early systematics (Bertrand
et al., 2006; Warwick and Somerfield, 2008). The usefulness of higher taxonomic levels
as surrogates in determining biodiversity depends on the habitat. A cost-benefit
analysis of higher taxonomic levels as surrogates should be performed in pilot studies
to determine if it is an appropriate technique (Balmford et al., 1996b; Defeo and
Lercari, 2004). For instance, it is possible that there are very few species present within
each family and phylum in marine systems. The time and money saved from only
identifying organisms to phylum or family would then be minimal and not balanced by
the greater information to be derived from identification to species level.
Alternatively, if there are many species in each family, but few families in each phylum
it might be cost effective to identify further than phylum, but not to the family level
(Balmford et al., 1996b). Each situation is different and, again, it depends on the scale
which is being considered and the question being asked (Balmford et al., 1996a;
Gaston, 2000b). Although higher taxonomic levels can encapsulate general traits of
organisms, it is more useful in determining patterns of biodiversity rather than specific
ecological processes as species can perform subtly different roles in a system. It is thus
not appropriate for every study (Heino and Soininen, 2007).
1.4 Nutrients and primary productivity
At the base of every food web is primary productivity, where carbon and nutrients are
assimilated and converted into organic material for consumption by higher trophic
levels (Begon et al., 2006). In most systems, the generation of primary production is
controlled by the levels of available nutrients and the presence of sunlight, although
chemosynthesis is important in some systems (Begon et al., 2006). In the terrestrial
domain, the limitation of light on the growth of plants can be observed most clearly in
forests, where the growth of vegetation on the ground and in lower canopy levels is
restricted by the shade from the highest trees. In agricultural land, nutrients can
become a limiting factor in the growth of crops, thus fertiliser is commonly applied to
restore the depleted supply. In aquatic ecosystems, there are two sources of carbon:
autochthonous, which is generated in situ, and allochthonous which is imported from
9some other area (Begon et al., 2006). Estuarine systems are primarily autochthonous,
with sufficient nutrients and carbon to facilitate local primary production through the
actions of organisms which encourage remineralisation and re-suspension of nutrients
from the sediment (Levin et al., 2001). They can also be allochthonous, with nutrient
inputs from terrestrial origins transported by the river flow. The presence and
retention of carbon and nutrients in the system enables primary production to occur
locally and results in high secondary production (Levin et al., 2001). In many open
coastal systems such as sandy beaches there may be both autochthonous and
allochthonous sources of carbon, although many are allochthonous and depend
heavily on external inputs (McLachlan and Brown, 2006).
1.5 Upwelling
In the open ocean, nutrients are lost rapidly from the euphotic layer, where light can
penetrate, during phytoplankton blooms. The reduction in nutrient availability
restricts further growth and the blooms subside until nutrients are replenished
(Falkowski and Raven, 2007). The pycnocline is a layer in the sea where there is an
abrupt change in water density, which coincides with rapid temperature changes. Cold,
dense water is present below the pycnocline, and buoyant surface waters warmed by
solar radiation above, cause stratification of the water column (Anderson and Lucas,
2008). When organisms die, they sink to the bottom of the sea, are decomposed, and
the nutrients re-mineralised. The absence of light at the bottom of the sea prevents
photosynthesis from occurring, thus, below the pycnocline the water is generally richer
in nutrients (Falkowski and Raven, 2007). In order for primary productivity to occur,
the nutrients must then be transported into the euphotic layer. This can occur in
winter months due to increased storm events ensuring thorough mixing of the water
and preventing strong stratification, however, one of the main methods of nutrient
transport into the euphotic layer is through the process of upwelling (Anderson and
Lucas, 2008).
There are two different kinds of upwelling determined by where they happen: oceanic
and coastal. Oceanic upwelling is generated by the movement of gyres and eddies, in
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combination with the topography of the sea floor, which circulate bodies of water and
related nutrients into the euphotic zone (Anderson and Lucas, 2008). Coastal upwelling
is driven by a mixture of wind or current action and land mass topography (Hill et al.,
1998; Anderson and Lucas, 2008). Coastal upwelling is caused by differences in
pressure over the ocean and adjacent land mass, generating equator-ward alongshore
winds (Hill et al., 1998). The along-shore wind stress causes divergence of Ekman
transport from the coast (Anderson and Lucas, 2008). The divergence of the warm
surface waters enables the deep, cold, nutrient rich waters to be forced to the surface
inshore (Andrews and Hutchings, 1980) (Figure 1.1). Wind driven upwelling in
temperate latitudes is seasonal and tends to occur in the spring and summer months
when the pressure gradients are highest, creating stronger along-shore winds (Bakun
et al., 2010). Similar patterns of upwelling timing and intensity are seen annually,
however, due to the dependence of the upwelling on wind, these can be sporadic and
anomalies of extended upwelling may sometimes be observed (Roy et al., 2001).
Towards the equator, upwelling is more persistent as the pressure gradient between
land and sea favours upwelling conditions more frequently (Chavez and Messié, 2009).
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Figure 1.1 Schematic illustrating the simplified process of wind driven coastal upwelling. Along
shore wind stress causes a divergence of Ekman transport away from the coast, allowing water
to upwell in-shore (redrawn by A.D. Kok, from Bakun, 1990).
Coastal upwelling is enhanced topographically, with the strongest centres being
located at Capes and headlands or where the coastal shelf edge narrows (Nelson and
Hutchings, 1983; Shannon, 1985; Chavez and Messié, 2009). In between the
topographic structures, upwelling is generally much weaker or non-existent, resulting
in warmer sea surface temperatures (Wieters et al., 2003). The persistence of
upwelling and direction of flow can be further modulated by migration of coastal low
pressure systems, production of coastal waves, warm winds and easterly moving
cyclones (Nelson and Hutchings, 1983). The exact combinations of atmospheric and
oceanographic features that result in upwelling vary geographically (see Hill et al.,
1998 for review) and although the concepts are transferable, it is difficult to directly
compare systems or to extrapolate from one to another without very careful
consideration. For example, similarities have been observed between the Humbolt
and the Benguela Currents, but there is much more temporal variability in the
Benguela Current which can have major implications for the biota (Wieters et al.,
2009). Additionally, the Benguela Current is unique among the four main Eastern
Boundary Systems as it is bounded at the north and south by warm water masses,
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adding an extra level of variability to global comparisons (Andrews and Hutchings,
1980; Nelson and Hutchings, 1983; Shannon, 1985).
Upwelling events allow new production to occur within the system as nutrients are
transported from below the pycnocline. This provides a greater food source for
consumers than that supported solely by regeneration of nutrients in the euphotic
zone (Anderson and Lucas, 2008). This new production in upwelling areas supports
22% of total world fisheries catches, although these areas represent less than 1% of
the world’s ocean area (Pauly and Christensen, 1995). Although the benefits of
upwelling are clear for pelagic systems, investigations into the impact of upwelling on
intertidal rocky shore communities have been varied in their results. For example,
some report increased biomass and abundance (Bosman et al., 1987); increased
enrichment of the stable nitrogen isotope signal of mussels (Allan et al., 2010); habitat
modification, affecting recruitment of mussels (Wieters, 2005); reduced growth of
some species (Nielsen and Navarrete, 2004); an influence on the size and structure of
mussel beds but no influence on the in-fauna composition (Cole and McQuaid, 2010);
and an influence on the size of intertidal macroalgae but not their associated epifauna
(Mostert, 2011). In comparison, the impact of upwelling on sandy beach ecosystems
has received little to no attention despite the dependence of these assemblages on
allochthonous input from the ocean (Brown and McLachlan, 2002). This external
organic material is vital since it maintains secondary production (herbivores and
scavengers) which supports higher trophic levels within the system, and creates the
opportunity for anthropogenic utilisation in terms of food and bait resources
(Snelgrove, 1998; Defeo et al., 2009). It has been suggested, however, that food
availability can change the macrofaunal community structure. In a survey of beaches
in Uruguay, Defeo et al. (1992) noted the highest abundance of polychaetes at an
exposed beach and fewer at a relatively sheltered shore, the opposite of the previously
established trend. They proposed that food availability, which was higher at the
exposed beach, caused this effect on polychaete abundance and enabled a higher
biomass of filter feeders to exist. Similarly, it has been documented that removal of a
food source such as seaweed wrack by beach grooming can cause a shift in community
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structure (Dugan et al., 2003). Ultimately, organic material supplied to sandy beaches
is dependent on the availability of nutrients, which is influenced by the presence of
upwelling. It is plausible, therefore, that through its effects on primary production, the
upwelling regime may influence species assemblages in sandy beach ecosystems. The
studies carried out thus far regarding upwelling effects on sandy beach macrofauna
have had mixed results. There was no effect of upwelling on growth rate or body size
of Emerita analoga (Contreras et al., 2000), whereas Jaramillo et al. (2001) found
upwelling to be influential on assemblages in some places, but not in others.
Considering the variability in results from investigations into the effect of upwelling on
rocky shores, further research is needed to assess the overall impact on sandy beach
assemblages.
1.6 Sandy beaches as ecosystems
The position of coastal ecosystems at the land-sea interface makes them very
appealing environments to study, as they are subject to pressures from both terrestrial
and marine sources and they are the most accessible of marine systems. Sandy beach
ecology was an area of coastal science which was neglected until around the 1970’s
due, primarily, to the difficulty in sampling (McLachlan and Brown, 2006). Sandy beach
macrofauna are patchily distributed in three dimensions across the intertidal,
potentially in very low densities depending on the type of beach sampled (McLachlan
and Brown, 2006). Additionally, they generally burrow into the sand during low tide,
thus obscuring their position. Rocky shore ecology, however, is a long established field
since the organisms are exposed, making collection, observations and manipulative
experiments comparatively easy to perform.
Sandy beach ecology has since developed into a popular scientific field with a variety
of studies documenting: types of beaches (Short, 1996); nutrient cycling (McLachlan,
1982; McLachlan and McGwynne, 1986; Cockcroft and McLachlan, 1993); across shore
distributions of taxa (zonation) (Dahl, 1952; Jaramillo et al., 1993); response of taxa to
beach type (McLachlan, 1990; Jaramillo and McLachlan, 1993; Defeo and McLachlan,
2013); along shore movements of macrofauna (Dugan and McLachlan, 1999); the
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impacts of trampling or off-road vehicle use on macrofauna (Moffett et al., 1998);
population and recruitment studies (Defeo, 1996a; Defeo, 1996b); consequences of
beach nourishment (Peterson et al., 2000); temperature effects (Mclachlan and Young,
1982); and studies examining threats to beaches through climate change and
anthropogenic utilisation including discussion of potential management plans (Brown
and McLachlan, 2002; Schlacher et al., 2008; Defeo et al., 2009; McLachlan et al.,
2013). This list is not exhaustive however it indicates that the fundamentals of sandy
beach ecology have now been established and generally accepted. Knowledge of a
variety of factors is useful for informed management decisions to be made. For
instance, an understanding of population and recruitment dynamics would
theoretically allow a sustainable fishery to be operated or an estimation of the length
of recovery period after a storm to be made. Many activities threaten the integrity of
sandy beach ecosystems such as: the use of off-road vehicles, the removal of wrack
and associated fauna, and interference with nesting birds and turtles (Defeo et al.,
2009). Management and public restrictions for sandy beach ecosystems have been
slow to be introduced in the past but greater consideration is now being applied as the
implications for tourism are realised (Brown and McLachlan, 2002).
The physical characteristics of a beach are the most influential factor in determining
macrofauna assemblages at the local scale. Sandy beach morphology is governed
largely by the combination of tidal regime, wave regime and sediment grain size
(McLachlan and Dorvlo, 2005). The interactions among these factors influence
sediment transport, leading to accretion or erosion depending on the time of year
(frequency of storms) and direction of flow (Brown and McLachlan, 2002).
1.7 Climate change
The effect of climate change on coastal habitats is of major concern due to their
location at the land-sea interface and their provision of various ecosystem services.
The most important direct service sandy beaches provide is the protection of the land
from waves and storm surges, but they also provide recreation opportunities and
support artisanal fisheries (Defeo et al., 2009). These services could be compromised
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in future scenarios due to global climate change with the largest threat to sandy
beaches predicted to be erosion from increased storm activity (Brown and McLachlan,
2002), exacerbated by rising sea levels (Zhang et al., 2004). Coastal squeeze will occur
in areas where the beach cannot retreat landward, and the erosive effects of waves
will reduce the intertidal habitat available for utilisation and its effectiveness to act as
a buffer (Defeo et al., 2009). The threats to sandy beaches through the direct effects of
climate change are being recognised and various recent publications are striving to
highlight the problems faced, rectify inconsistencies in the current sampling and
monitoring techniques, and suggest potential management solutions for the future
(Brown and McLachlan, 2002; Schlacher et al., 2008; Defeo et al., 2009; McLachlan et
al., 2013).
Aside from these direct climate change effects, sandy beaches in some regions may
also be influenced by the indirect effects of changes to upwelling regimes. There is
much debate in the literature surrounding the outcome of global climate change on
upwelling persistence and intensity. Some believe that upwelling rates will increase
(Bakun, 1990) whereas others suggest that it will decrease due to stronger thermal
stratification (Roemmich and McGowan, 1995). The apparent increases in upwelling
intensity may have occurred only as an artefact of sampling error. Inconsistencies in
methodology between studies make it difficult to tease the information apart and
decide if the observed trend is realistic. Bakun et al. (2010) separated confounding
variables for many data sets and found that trends were toward increasing intensity,
noting that resolution is vital to interpret results. With low resolution the upwelling
appeared to decrease, but with finer scaling, the trend was distinctly increasing. The
one notable exception was the Benguela current off the west coast of South Africa
(Bakun et al., 2010). Whatever the outcome of climate change, it is certain that there
will be alterations to the nutrient regime and corresponding implications for the
supported biota (Harley et al., 2006). Knowledge of the potential outcome of both
scenarios would allow some level of management to be instigated, or preparations for
the future to be made. It is, therefore, important that these outcomes are fully
considered.
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Climate change is expected to increase global temperatures and, from the mechanism
involved in generating wind-driven upwelling, this may act to enhance the
temperature gradient between the land and sea, leading to increased wind strength
and subsequent upwelling intensification (Bakun, 1990). With this intensification, the
nutrient supply to the euphotic layer will be greatly enhanced, resulting in more
frequent or intense phytoplankton blooms. Potentially, this would cause a
corresponding increase in consumer biomass, transfer through the trophic web and
result in overall benefits to the system. There are some complications with this
though, as zooplankton cannot maintain sufficient populations to consume all the
phytoplankton since they only reproduce at half the rate (Bakun and Weeks, 2004). If
no other primary consumers are present then the excess phytoplankton will end up as
detritus, either being swept inland to coastal habitats, or sinking to the sea bed. This
has been observed in the largest upwelling area in southern Africa, near Lϋderitz in 
Namibia (Bakun and Weeks, 2004). Degradation of the phytoplankton below the
pycnocline may result in oxygen depletion, and facilitate the development of anoxic
conditions. Anoxia can have severe direct and indirect implications for the biota of the
surrounding ecosystems (Diaz and Rosenberg, 2008). Other consequences of climate
change may include a shift in the timing of the season. If this were to occur, there
could be severe implications for the associated biota through a loss of synchrony
between larval release and food supply. The decoupling could result in loss of larvae
out at sea due to entrainment in the upwelling current (Auad et al., 2006). These
complications make it difficult to predict the overall effect on the ecosystem but
studies of anomalies in the present regime are often useful to make predictions for
future scenarios. Barth et al. (2007) investigated the effects of a two month delay in
upwelling on rocky shore intertidal communities. The results indicated a severe
immediate impact on the fauna, with lower than normal recruitment. Although largely
compensated for by a subsequent greater than normal upwelling event, the overall
total net loss for mussels was 38% compared to the usual annual recruitment. Despite
this study focusing on rocky shores, similar logic may be applied to sandy beaches,
highlighting the potential for problems in the future. Additionally, physiological effects
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may occur due to changes in upwelling regime. Burrowing rates of some molluscs are
retarded when there are sudden temperature drops, such as those during upwelling
events (McLachlan and Young, 1982).
If upwelling frequency and intensity were to decrease, the viability of the existing food
webs would be compromised as only regenerated nutrients would be available to
support primary production (Barth et al., 2007). This large scale reduction in
productivity would have severe implications for all trophic levels as the loss of the
trophic base would cause a cascading effect (Barth et al., 2007). At the same time,
offshore transport may potentially be reduced which could result in greater larval
retention near shore. This retention coupled with insufficient food supply from
reduced phytoplankton production might lead to enhanced competition between
organisms in various coastal habitats (Barth et al., 2007).
The use of models to predict the outcome of climate change on upwelling presents
limitations inherent in the fact that climate change is predicted to alter other systems
too. Changes to wind and ocean circulation, or even community structure itself, are
difficult to predict and add to simulations (Harley et al., 2006; Snyder et al., 2003).
Additionally, every area has different factors governing the persistence and intensity of
upwelling, so generalisations may not be true for all systems (Chavez and Messié,
2009). Despite this, the use of models allows the effect of global climate change on
biodiversity to be estimated, enabling appropriate preparation to be instigated (Brown
et al., 2010). Crucial to this process is a baseline understanding of assemblage
structure, and the extent to which this is affected by upwelling.
1.8 Thesis structure
Descriptive studies of the distribution of organisms are important to determine the
patterns in natural variation which must be established before more rigorous
experimental approaches can be applied to determine causal mechanisms
(Underwood et al., 2000). The aim of this thesis was to determine if there was an
effect of coastal upwelling on sandy beach macrofauna assemblages in South Africa.
The study was descriptive but designed specifically to test the generality of any
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perceived effects of upwelling and adopted a nested hierarchical design. The effect of
upwelling on macrofaunal assemblages was examined across two biogeographic
provinces to remove temperature as a confounding factor, or the possibility of
biogeography-specific effects. Meso-scale replication of upwelling and non-upwelling
areas was present within each province, with local scale replication within each area.
Collection of the macrofauna was in accordance with the recommended sample area
of c. 4 m2 per beach cited in the literature (Schlacher et al., 2008). This spatial design
in its entirety was repeated in both winter and summer, in each of two years, providing
seasonal and annual replication. Chapter 2 provides site descriptions for all of the
beaches used in this study. In chapter 3, the results from the main descriptive study
are presented and the data analysed across spatial and temporal scales. Additionally,
the data were tested for upwelling effects at higher taxonomic levels, among feeding
guilds, and between developmental modes. In chapter 4, the small scale variability
present within and between beaches was examined, and the validity and utility of the
sampling regime implemented in this study was assessed. Chapter 5 details a
manipulative experiment performed to elucidate potential causation of the patterns
observed in the descriptive study, as the next step in determining the mechanism of a
process (Underwood et al., 2000). Finally, chapter 6 is a discussion of the findings from
the overall thesis.
The descriptive nature of this study restricts inference of causation as this was not
measured explicitly. With the multiple spatial and temporal scales considered,
however, the correlations which are presented can be considered robust (Underwood
et al., 2000).
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1.9 Overview of thesis hypotheses
Multiple hypotheses were tested to determine the effect, and generality, of upwelling
on sandy beach macrofaunal assemblages. A brief overview of the hypotheses is
stated here, however, they are elaborated in the relevant chapters.
 H1: Macrofaunal assemblages differ between biogeographic provinces and
among regions (Chapter 3).
 H2: Assemblage biodiversity alters with the season (Chapter 3)
 H3: Upwelling affects assemblage biodiversity, regardless of geographical
location (Chapter 3).
 H4: The effect of upwelling varies in relation to its type and intensity (Chapter
3).
 H5: Stronger upwelling effects are apparent at coarser levels of taxonomic
resolution (Chapter 3).
 H6: Trophic structure of assemblages differs between upwelling and non-
upwelling sites (Chapter 3).
 H7: Upwelling affects the balance of reproductive modes within an assemblage
(Chapter 3).
 H8: A minimum area of 4 m2 is necessary to obtain an accurate representation
of species richness at each beach (Chapter 4).
 H9: The proportional division of the design consistently related to natural
zonation patterns (Chapter 4).
 H10: The within-beach variability was less than between beaches (Chapter 4).
 H11: The assemblage structure, in terms of abundance and biomass will remain
constant over time, within a location (Chapter 4).
 H12: Reduced temperatures associated with upwelling negatively affect the
filtration rate and oxygen consumption of the sandy beach bivalve, Donax serra
(Chapter 5).
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Chapter 2: Study sites
2.1 Upwelling in South Africa
South Africa has an extensive coastline from Namibia in the west to Mozambique in the
East, encompassing a total of 2800 km. Within this, three biogeographic provinces
exist: the Cool Temperate West Coast, from the Cape of Good Hope into Namibia; the
Warm Temperate South Coast, which extends from the Cape of Good Hope to East
London; and the Subtropical East Coast from East London into Mozambique (Emanuel
et al., 1992). Two prominent oceanic currents border the coastline: the Agulhas
current in the east and south (Lutjeharms, 2006); and the Benguela Current in the west
(Shannon, 1985). The combination of these currents, local topography and presence of
strong seasonal winds result in multiple upwelling cells around the South African coast
(Andrews and Hutchings, 1980; Nelson and Hutchings, 1983; Walker, 1986; Schumann,
1999; Lutjeharms, 2000a) (Figure 2.1). The upwelling cells vary in size, persistence and
intensity. The upwelling cells are, however, interspersed with areas with no, or
comparatively weak upwelling, providing an ideal arrangement to allow testing of the
generality of upwelling effects on sandy beaches.
The experimental design was based on that of Cole and McQuaid (2010). Two
biogeographic provinces were chosen for this experiment, the Cool Temperate West
and the Warm Temperate South, each of which contains multiple upwelling cells. The
Subtropical East Coast was excluded for two reasons: (1) there was only one
prominent upwelling cell at St Lucia (Lutjeharms, 2000b), thus making the overall
design unbalanced, and (2) East Coast beaches tend toward the reflective end of the
morphodynamic spectrum, with steep slopes and very coarse sand, making sampling
difficult to conduct and the environment difficult to compare with the other sites, as
beach morphology was confounded with biogeographic province (personal
observation). Within each biogeographic province, two regions were selected,
separated by at least 200 km. Within each region, an area with at least 25 km of
upwelling and an area of at least 25 km where upwelling was absent, or marginal, were
selected (Cole and McQuaid, 2010). Hereafter, these areas will be referred to as either
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“upwelling” or “non-upwelling”, these being two levels of the factor “Condition”.
Within each area, two sites with similar physical characteristics, and separated by at
least 1 km, were chosen (Figure 2.2). The close proximity of sites within Condition was
geographically unavoidable. Each site was sampled in Austral winter (July –
September) and summer (January – March) over 2 years (year 1: winter 2010 and
summer 2011; year 2: winter 2011 and summer 2012), resulting in a total of 4 sampling
sessions.
Figure 2.1 Author interpretation of the main currents around South Africa. Upwelling centres are
marked (Hondeklip Bay, Cape Columbine, Cape of Good Hope, Cape Seal, Cape Recife, Port Alfred). East
London marks the eastern limit of the Warm Temperate South Coast, and Cape of Good Hope, the
western limit. On the West Coast the Benguela Current progresses northward and movement of
currents during upwelling follows that direction. Two landward circulations are present, north of Cape
of Good Hope and Cape Columbine, and during relaxation, the movement of water tends toward the
poles. The South Coast is influenced by the Agulhas Current which flows southward. Filaments from the
main flow can protrude landward. During upwelling the coastal water moves westward, and during
relaxation it reverses. (Map produced in Arc GIS 10, by A.D. Kok. Data not projected, decimal degrees).
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Figure 2.2 Map of study sites within South Africa. Two biogeographic provinces of interest were chosen
(West: Cool Temperate; South: Warm Temperate). Within each biogeographic province, two regions
were selected (West: Regions A and B; South: Regions C and D). Each region had two conditions present
(blue: upwelling; red: non-upwelling), and in each condition two sites were selected, at least 1 km apart
(represented by Birah in the inset). (Map produced in Arc GIS 10, by A.D. Kok. Data not projected,
decimal degrees).
2.2 Site descriptions
The number of estuaries, rocky shores, and mixed shores (rocky shores with substantial
inundation of sand) (McQuaid and Dower, 1990), as well as access points around the
coast, made it difficult to locate multiple sampling sites on separate beaches within the
defined conditions so sites were generally sampled on the same beach, but, where
possible, separated by a geographic divider such as a rocky outcrop. Sampling sites
were determined based on features likely to provide an adequate representation of the
fauna present. Where possible, sites were fine grained, straight, flat, long expanses of
beach far from physical barriers, such as rocky outcrops. When beaches were not
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even, sites were chosen as far from rocks as practicable, and in a cusp where there
were no underlying currents visible resulting in the swash reaching the intertidal sand
in a consistent manner, without disruption. Care was taken to ensure sampling sites
did not cross more than one aspect of the shoreline, for example encroach from the
cusp into a horn (Schlacher et al., 2008).
Table 2.1 Summary table of site locations in relation to their Biogeographic province (Cool Temperate
[C-T] West, and Warm Temperate [W-T] South), Region, Condition and the type of upwelling
Biogeographic province Region Condition Upwelling type
Bitter River C-T West A Upwelling Perennial
Doringbaai C-T West A Non-upwelling
Cape Columbine C-T West B Upwelling Strong seasonal
Sunset Beach C-T West B Non-upwelling
Brenton-on-Sea W-T South C Upwelling Weak seasonal
Glentana W-T South C Non-upwelling
Kasouga W-T South D Upwelling Semi-persistent
Birah W-T South D Non-upwelling
2.2.1 West Coast: Region A
Bitter River - Upwelling (S30°35’40.4; E17°26’26.1)
A 3.5 km exposed stretch of beach in Namaqualand National Park was the most
appropriate and accessible sample area within the upwelling part of this region. The
upwelling cell in this region is at Hondeklip Bay (30 km to the north) but extends down
past Groenrivier (30 km to the south). It is recorded to be perennial, but most intense
during spring (Nelson and Hutchings, 1983). Due to the remote nature of the northern
west coast of South Africa, combined with the location within a national park, the
beach was undisturbed and pristine. The river was dry and, throughout the 2 years of
sampling, it did not retain any noticeable volume of water. Access to the beach was
through the river bed. At the coast, to the immediate left of the river mouth, was a
rocky headland, and to the right there was an outcrop of rocks in the sea and onto the
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beach about 1 km away (more prominent in winter than in summer due to sand
erosion). Sites were separated by this rocky outcrop, and sampled roughly at the mid-
point of either side. Pebbles were present on this beach, but were mainly restricted to
above the high tide marks. Similarly, there was a high biomass of stranded dry kelp
above the drift line, but little was present on the sites. Beach slope ranged between
the reflective morphodynamic extreme (1/13) and towards intermediate/ dissipative
(1/43) but there was no consistency of flatter slope during summer or winter, or at site
1 or site 2. Sediment was classified as ranging between moderately well to well sorted
medium sand.
Doringbaai - Non-upwelling (S31°50’21.1; E18°14’53.5)
A 10 km exposed stretch of beach bordered by two headlands, with Doringbaai at the
north was chosen as the non-upwelling area in this region. This location was not ideal,
with a steep slope and coarse sand apparent at the time of sampling, however, no
other appropriate beaches within the classified non-upwelling area were accessible.
The beach was fairly remote although tyre tracks and some footprints were visible
above high tide, indicating occasional recreational use. The sea was often green with
phytoplankton, as was the sand, and wave action was notably strong during sampling.
The beach was tending toward the reflective extreme, with the slope at site 1
consistently being 1/8 over each sampling session and at site 2 beach slope ranged
over seasons from 1/7 to 1/14. The sediment at site 1 was classified as mostly
moderately well sorted coarse sand, but changing to moderately well sorted medium
sand in summer 2012. Site 2 was the opposite, mainly consisting of moderately well
sorted medium sand, but changing to moderately well sorted coarse sand in summer
2011.
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2.2.2 West Coast: Region B
Cape Columbine - Upwelling (S32°52’31.5; E17°53’04.6)
Cape Columbine is a rocky headland on the west coast where strong seasonal
upwelling has been well-documented (Andrews and Hutchings, 1980; Nelson and
Hutchings, 1983; Shannon, 1985). The rocky nature of this area restricted the
availability of suitably long sandy beaches and so two small beaches were identified.
Site 1 was at Trekoskraal, an exposed beach of 2 km length situated in the centre of the
Cape. Small islands were present out to sea at the southern end of the beach
therefore the sample grid was set up slightly towards the northern section to avoid
potential interference in the hydrodynamics. The site was backed by dunes and access
to the site was via an off road track so there was minimal disturbance, with only a few
recreational beach users observed. A high biomass of stranded kelp was present above
the drift line, but very little in the intertidal. Beach slope was shallow, with values
generally above 1/31, with the exception of winter 2011 where the slope was just a
little steeper, 1/20. Sediment was classified as moderately well-sorted medium sand in
winter 2010 and summer 2012, but moderately well-sorted fine sand for winter and
summer 2011. Site 2 was near Jacobsbaai, to the south of Trekoskraal. This beach was
2.5 km long, bordered by rocky headlands at either side but with small rocky outcrops
1 km from the north and 500 m from the south. The grid was set up equidistant
between these two patches. This beach was backed by dunes and private agricultural
land and was only accessible through a holiday resort with a subsequent 1.5 km walk
so disturbance on site was minimal. Stranded kelp was present above the drift line and
some below, with many shells of Donax serra and Mytilus galloprovincialis throughout
the intertidal. This beach had a shallow slope, which varied each sampling session,
generally above 1/26, but getting a little steeper in winter 2011 to 1/16, and the
sediment was classified as moderately sorted fine sand.
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Sunset Beach - Non-upwelling (S33°51’28.7; E18°29’20.8)
A 10 km long straight stretch of beach in Table Bay, extending from Lagoon beach in the
south to a headland at Bloubergstrand in the north was the most appropriate non-
upwelling sample area in this region. Sunset beach was specifically chosen as it was
north of Cape Town, and south of Robben Island, and so the most exposed stretch of
the beach. Many large pebbles were present over the beach and so sites were chosen
where these were least numerous, and sites were separated by large expanses of
densely pebble covered shore. This is a popular beach with many recreational users
especially windsurfers, runners and dog walkers and is backed by sand dunes, with
houses beyond them. The slope of the sites varied seasonally, with flatter slopes
present in summer (up to 1/62) and steeper slopes in winter (as low as 1/12). The
sediment at site 1 was moderately well-sorted fine to medium sand throughout, and at
site 2 it was moderately sorted medium to fine sand. Stranded kelp was often present
above the drift line on this beach but not often on site. In addition, there was abundant
anthropogenic rubbish.
2.2.3 South Coast: Region C
Brenton-on-Sea - Upwelling (S34°04’22.1; E23°00’52.4)
This 5 km stretch of beach was the most appropriate and accessible beach within the
upwelling area of Cape Seal. The topography of the south coast capes is conducive to
wind driven upwelling and this cell is active primarily in the summer when strong
easterlies are blowing. It is notably weaker than the cells on the West Coast and the
winds are much more variable (Walker, 1986; Schumann, 1999). This beach is in a small
bay with the towns of Brenton-on–Sea on the exposed east and Buffels Bay on the
sheltered west. The beach was backed by dunes and there were some rocks present
within the intertidal, but efforts were made to sample away from them. This beach was
very popular with recreational users, but is carefully monitored by the local
conservancy to ensure responsible usage and limit illegal harvesting of organisms such
as the sand mussel, Donax serra. The sites here had slopes ranging from 1/12 to 1/33
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but there was no consistent trend between winter and summer, and the sediment was
classified as moderately well-sorted medium sand.
Glentana - Non-upwelling (S34°03’03.2; E22°18’00.1)
This beach was 7 km long, with a headland on the east at Glentana, and an estuary to
the west. It was the most appropriate beach found within the specified non-upwelling
area. This beach was backed by vegetated dunes and houses, as well as many over
flow pipes. The beach itself had many cusps and horns. Care was taken to choose
appropriate sites to limit such variables affecting macrofauna. The beach was in a
popular residential area and so used recreationally, especially by fishermen. The local
residents monitor the beach to limit excessive harvesting of D. serra. The slope of the
intertidal ranged from 1/9 to 1/20 over the sampling sessions, which is not unexpected
for a beach consisting primarily of cusps and horns. The sediment was, however,
consistently classified as well-sorted medium sand.
2.2.4 South Coast: Region D
The beaches in this region were always in close proximity to an estuary. Estuaries in
the Eastern Cape Province are mostly closed and only open rarely (Harrison et al.,
2000). Sampling sites were therefore located near, but not in front of, closed estuary
mouths. In winter 2011 there was heavy rain in the region and severe erosion to the
beaches, resulting in the opening of the estuary mouths at both Kasouga and Birah
rivers. The Kasouga river receded and closed again by the summer sampling in 2012,
however, Birah river remained open and fast flowing. Many of the south coast beaches
in this region are “mixed shores” essentially meaning that it is a sand covered rocky
reef (McQuaid and Dower, 1990). Consequently, sites were chosen specifically where
there were no rocks visible in the intertidal or in the subtidal and out to sea.
Occasionally, that resulted in a very narrow buffer around the 50 m along shore grid.
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Kasouga - Upwelling (S33°39’04.9; E26°44’37.7)
The beach at Kasouga is divided into two sections: the first extends from the rocky
headland in the west, across the (closed) estuary and to the prominent rocky outcrop
“Ship Rock” and is 2.6 km; the second part extends from the east side of ship rock to
just before Port Alfred in the west is 7.3 km. Site 1 was about 1 km from the estuary
and site 2 was roughly 3 km from the estuary. This was the most suitable beach within
the Port Alfred upwelling cell, which is described as being persistent at depth and
protruding into the surface layers about 45 % of the time (Lutjeharms, 2000a). The
upwelling is maintained by the local topography and the influence of the Agulhas
Current, however, the easterly winds during summer enable the upwelled waters to
penetrate to the surface. The beach at Kasouga is accessed via a small holiday resort at
the river mouth and so disturbance is limited to a few recreational users. The site past
Ship Rock was much quieter due to the distance from the access point at the estuary
mouth. Both sites were backed by sand dunes and had some marine detritus at the
drift line. The slope was fairly shallow with values above 1/22 generally, the one
exception being site 2 in summer 2011 where the slope became steeper, 1/14. The
sediment was classified as moderately well-sorted medium sand except site 1 in
summer 2011 which was classified moderately well-sorted fine sand.
Birah - Non-upwelling (S33°23’27.1; E27°18’44.5)
The beach at Birah was interrupted by rocky outcrops, every 1 - 1.7 km. Site 2 was
about 500 m from the closed estuary mouth and site 1 was on the other side of a rocky
out-crop to the west. The opportunity for selecting sites unaffected by rocks in this
area was very limited and, when erosion occurred, this became even more difficult
with the transition of the sandy beach into a mixed shore. At all times decisions were
made to maintain consistency of sampling, but the coastline of this region was very
challenging for sandy beach surveys. The slope at this beach was often very shallow,
ranging from 1/18 to 1/51 and the sediment classified as moderately well-sorted
medium sand, except for site 2 in summer 2012 which was moderately well-sorted fine
sand. Both sites were backed by dunes and difficult to access, especially after the
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estuary opened. There used to be some light recreational use prior to summer 2011
but this diminished substantially afterwards. There was little to no detritus recorded on
sites, except site 2 in summer 2011 where marine detritus from nearby rocks had been
washed up, along with anthropogenic litter, presumably from the river.
2.2.5 Collection site of Donax serra (Chapter 5)
Maitland’s Beach
Blue Horizon Bay is a section of Maitland’s beach, situated between the Van Staden’s
and Maitland’s River mouths (33ᵒ58’45.8”S; 25ᵒ15’35”E), just west of Cape Recife
(Figure 2.1).  This area is subject to sea surface temperatures in the range of 10 ᵒC to 
26 ᵒC annually, with a mean temperature of 21 ᵒC in summer and 15 ᵒC in winter 
(McLachlan et al., 1981). This beach is situated in the Warm Temperate biogeographic
province of South Africa (Emanuel et al., 1992). Maitland’s is classed as a very exposed,
intermediate/ dissipative beach with highly oxidised (McLachlan et al., 1979), medium
sand of mean particle size ~ 300 µm (McLachlan, 1977). It experiences a semi-diurnal
tidal regime with a maximum tidal range of 2.1 m (McArdle and McLachlan, 1992).
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Chapter 3: The influence of upwelling on macrofaunal assemblages
across multiple scales
3.1 Introduction
3.1.1 Patterns of sandy beach macrofaunal diversity
Multiple physical and biological processes determine overall patterns of organismal
distribution and diversity (Beck, 1997; Gaston, 2000a; Ricklefs, 2004). The extent of
the influence of each process depends on the scale at which the distribution is being
observed (Levin, 1992; Underwood and Chapman, 1996; Underwood et al., 2000). At
the largest scales, patterns of diversity are generated by factors such as climate,
temperature and connectivity among assemblages. In the marine coastal
environment, patterns of diversity at local scales depend on the availability of
nutrients, coastal topography and how this interacts with near-shore currents, as this
determines if the area is retentive or dispersive in terms of food and larvae (Graham
and Largier, 1997; Navarrete et al., 2002; Wieters et al., 2003; Reaugh-Flower et al.,
2011). The formation and morphology of sandy beaches is heavily governed by local
hydrodynamic forces (Short, 1996). A strong coupling between wave and tidal regimes
results in a very dynamic ecosystem subject to harsh and variable conditions,
restricting the diversity of fauna that can survive (McArdle and McLachlan, 1992).
A great deal of research has been done in an attempt to explain the patterns of
macrofauna biodiversity on sandy beaches (see Defeo and McLachlan, 2005 for
review). Broad patterns of distribution have been observed at the large scale. There is
higher species diversity, but lower biomass and abundance in the tropics relative to
temperate latitudes (McLachlan and Dorvlo, 2005; Defeo and McLachlan, 2013).
Individual body size has been found to decrease from reflective to dissipative beaches
(Defeo and Gómez, 2005) but species diversity, abundance and biomass increase from
reflective beaches towards dissipative beaches (McLachlan, 1990; Jaramillo and
McLachlan, 1993; McLachlan et al., 1993; Brazeiro, 2001; Pulfrich and Branch, 2014;
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Defeo and McLachlan, 2013). Additionally, greater species richness, abundance and
biomass have been observed in larger spatial areas (McLachlan and Dorvlo, 2007).
Multiple hypotheses have been proposed to explain these broad patterns, and
generally pertain to the notion that with increasing physical stress the scope for
organism survival is reduced (McLachlan, 1990; McLachlan et al., 1993; Brazeiro, 2001;
Defeo and Gómez, 2005). Similarly, multiple indices have been developed to try and
correlate gradients of physical conditions with macrofaunal species richness,
abundance and biomass (McLachlan and Dorvlo, 2005). Sandy beaches exist on a very
wide continuum of morphodynamic types, ranging from macro-tidal dissipative to
micro-tidal reflective (Short, 1996). It has thus been difficult to find beach indices of
physical parameters which correlate well with the characteristics of the faunal
assemblage in terms of species richness, abundance and biomass. The different
proposed beach indices have been examined in a meta-analysis by McLachlan and
Dorvlo (2005) and, the strongest correlation with species richness, abundance and
biomass when using a linear model was the beach index (BI). The BI takes into account
grain size, beach slope and tidal range, and these are also recognised as the most
readily and reliably measured physical components in the field (McLachlan and Dorvlo,
2005). Despite the work done on large scale macrofaunal distribution, there is still no
overriding consensus regarding which hypothesis best explains the patterns of
distributions described so far. Often responses seem to be beach-specific, and one set
of results may support more than one hypothesis (McLachlan and Dorvlo, 2005). The
disparity among competing hypotheses highlights the importance of an approach that
attempts to include all factors potentially influencing assemblages, both abiotic and
biotic, such as life cycle, water temperature, storm events, accretion-erosion dynamics,
upwelling, latitude and biogeography (Lastra et al., 2006; Ricciardi and Bourget, 1999;
McLachlan and Dorvlo, 2005; 2007).
A similar situation also arises when attempting to explain macrofaunal distribution on
a small scale e.g. within a beach. Even at these smaller scales, macrofaunal
assemblages are still affected by multiple factors such as: beach length (Brazeiro,
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1999); proximity to estuaries (Lercari and Defeo, 2006); concentration of food on shore
(Dugan et al., 2003); beach nourishment, which affects grain size (Peterson et al.,
2000); disturbance (Soares et al., 1996; Pulfrich and Branch, 2014); and
geomorphological features of the beach such as cusps and horns (McLachlan and Hesp,
1984). Across-shore distribution of taxa follows a general structure, with taxa usually
organised according to high-shore, mid-shore or low-shore preferences in
environmental conditions (Dahl, 1952; Jaramillo et al., 1993).
3.1.2 Supply of nutrients
Nutrient regeneration within a sandy beach has been observed, in some cases, where
there are flat slopes and extensive surf zones (McLachlan, 1980; 1982). This
combination of physical factors may encourage the development of cellular circulation
of water in the surf zone and thus, where dense populations of bivalves facilitate
nutrient remineralisation, retention of nutrients within the system can enable the
development of a phytoplankton bloom (McLachlan, 1980; 1982; Cockcroft and
McLachlan, 1993). This autochthonous production depends on a large biomass of
macrofauna, particularly bivalves, so that sufficient nitrogen excretion and
regeneration occurs. Additionally, where large external sources of nutrients or
particulate matter are present, the role of this recirculation is thought to diminish
(McLachlan, 1980; Aquilino et al., 2009). Autochthonous production within the sandy
beach ecosystem is necessarily limited to specific situations and not representative of
all beach systems (McLachlan, 1980).
Most sandy beaches are allochthonous, relying on external inputs of organic material
from the sea either from phytoplankton, stranded kelp or carrion (McLachlan and
Brown, 2006). The distribution of organisms on a beach is linked to concentrations of
food supplies, and where there is greater food availability then higher abundances or
biomass of organisms can be supported (Defeo and McLachlan, 2013), thus regulating
assemblage distribution from the bottom of the food chain up to higher trophic levels.
Bottom-up regulation of assemblages refers to the control and maintenance of the
trophic web by the availability of food, in the case of animals, or nutrients, in the case
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of primary producers (Menge, 1992). Where productivity is high, a larger biomass of
consumers can be sustained, which then perpetuates up the trophic hierarchy (Menge,
1992). Top down processes refer to the mediation of assemblages by higher trophic
levels feeding on lower trophic levels (Menge, 1992). In many systems, top-down
influences work in tandem with bottom-up processes to determine the overall
diversity of the assemblage (Menge and Sutherland, 1987; Hunter and Price, 1992;
Menge 1992; Menge, 2000; Worm et al., 2002; Menge et al., 2004). An example of this
is the dual control of assemblages on small rocky out-crops off the West Coast of South
Africa, where increased nutrients from seabird guano promotes algal growth and
diversity (Bosman and Hockey, 1986). Normally, an increase in algal abundance would
lead to greater abundances of herbivores, however, predation of limpets by the birds
suppressed herbivore populations, resulting in the grazing pressure on the algae being
released. The overall algal assemblage is thus controlled by a combination of both
bottom-up and top-down processes (Bosman and Hockey, 1986). Top-down influences
appear to be more characteristic of assemblages that exist where local environmental
factors are stable and stress is low (Menge and Sutherland, 1987).
Environmental factors have a stronger structuring role for sandy beach macrofaunal
assemblages than biotic interactions. Changes to the physical conditions can have
wide-spread effects for more than one species and may have dramatic consequences,
like loss of assemblages during storms (Harris et al., 2011). On many sandy beaches,
biotic interactions are limited and the assemblage diversity is driven primarily by
physical parameters (McLachlan et al., 1993). This is because of the highly dynamic
nature of sandy beaches. Towards the more dissipative morphodynamic extreme,
biotic influences become more influential as the environment becomes more stable
(McLachlan and Brown, 2006). It is thus likely that for most beaches bottom-up forcing,
in combination with the physical parameters set by the environmental conditions, is
highly influential, and certainly changes in food availability have been shown to alter
sandy beach macrofauna assemblages (Defeo et al., 1992; Dugan et al., 2003).
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3.1.3 Upwelling
Upwelling is undeniably a highly influential process though the precise effects on biota
can be wide and varied (Phillips, 2005; Wieters, 2005; Schoch et al., 2006; Xavier et al.,
2007; Menge et al., 2008; Wieters et al., 2009; Cole and McQuaid, 2010). At upwelling
centres, cold temperatures, clear waters and high nutrients dominate during an
upwelling event and primary productivity is low due to the offshore movement of
organic matter and the time lag of phytoplankton development (Andrews and
Hutchings, 1980; Pitcher et al., 1996). However, depending on local conditions,
phytoplankton may be returned to the upwelling centre during reversal of the
upwelling favourable winds (Menge and Menge, 2013). Alternatively, the
phytoplankton may either be advected offshore or into downstream retention areas,
where little or no upwelling occurs (Graham and Largier, 1997; Wieters et al., 2003). If
bottom-up processes are an important factor in governing sandy beach macrofaunal
assemblage composition, then this differential supply of allochthonous material should
alter the assemblages at upwelling centres relative to those in non-upwelling areas.
Most of the studies conducted on the influence of upwelling in structuring intertidal
assemblages have been performed on rocky shores (Menge et al., 1997; Menge et al.,
2004; Nielsen and Navarrete, 2004; Schoch et al., 2006; Wieters et al., 2009; Cole and
McQuaid, 2010), with only two sandy beach studies (Contreras et al., 2000; Jaramillo et
al., 2001). Often, both top-down and bottom-up processes act to maintain rocky shore
assemblages, and so the influence of upwelling may be obscured by complex
responses (Menge et al., 2004; Wieters, 2005). It was thus expected that on sandy
beaches where top-down influences are limited, the macrofauna would exhibit a more
defined response to upwelling than the in-fauna of rocky shores.
3.1.4 Hypotheses
In the present study, multiple spatial and temporal scales were analysed to ascertain
the influence of upwelling on sandy beach macrofaunal assemblages within a broader
biogeographic context, to allow a comparison of the relative local and large-scale
effects (Levin, 1992). Spatially, it was hypothesised that macrofaunal assemblages
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would differ between biogeographic provinces because of the different climatic
conditions, evolutionary histories and available species pools (Cox and Moore, 2010).
Regional distinctions within biogeographic provinces were also predicted due to the
topography of the coast and local influences (Reaugh-Flower et al., 2011) (Section 1.9,
H1).
It was hypothesised that assemblage biodiversity would alter depending on the season
(Section 1.9, H2). Summer is the upwelling season, and so it was anticipated that the
change in the availability of food between winter and summer would cause a
corresponding change in assemblages. Upwelling and non-upwelling sites were
predicted to be more similar in winter when subsidies to the system were not spatially
enhanced. There was no specific hypothesis surrounding effect of year on
assemblages.
Macrofaunal assemblages at upwelling sites were expected to differ in composition
and structure from non-upwelling sites regardless of geographical location (Section
1.9, H3). It was anticipated that the distinction between upwelling and non-upwelling
assemblages would be apparent when considering species richness, abundance and
biomass data (Bosman et al., 1987; Bustamante and Branch, 1996). Assemblage
diversities based on biomass data were, however, expected to highlight differences
between upwelling and non-upwelling most clearly, due to biomass being a more
robust predictor of productivity than abundance or species richness.
It was predicted that the effects of upwelling would differ depending on the type and
persistence of upwelling (Section 1.9, H4), with strong persistent upwelling having a
greater structuring effect than weak or intermittent upwelling (Menge and Menge,
2013).
The effect of condition (i.e. upwelling versus non-upwelling) on assemblages was also
expected to differ depending on the taxonomic resolution (Section 1.9, H5). Higher
taxonomic resolutions can mask subtle ecological effects (Heino and Soininen, 2007). It
was thus anticipated that condition effects would be most distinct at the finest
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taxonomic resolution, but that, if condition effects were very strong, they would be
apparent even at relatively coarse scales of taxonomic resolution.
It was also hypothesised that changes in food availability, driven by upwelling events,
would alter the trophic structure of the assemblages, with more filter feeders and
deposit feeders expected in upwelling areas due to the enhanced subsidies
(Bustamante et al., 1995b; Figueras et al., 2002).It was unclear what effect upwelling
would have on scavengers or predators. Kelp subsidies on the west coast may be
expected to enhance scavenger presence (Bustamante et al., 1995a), and increases in
the presence of other guilds might promote subsequent increases in predators
(Menge, 1992; Menge et al., 2004) (Section 1.9, H6).
Finally, it was hypothesised that upwelling would affect the onshore delivery of larvae
(Roughgarden et al., 1988; Menge et al., 1997), thus it was expected that there would
be differences in the proportions of indirect developing (planktonic larval stage) and
direct developing species between upwelling and non-upwelling sites (Section 1.9, H7).
3.2 Methods
All sampling took place at the study sites described in Chapter 2, Section 2.2.1 - 2.2.4,
and summarised in Table 2.1.
3.2.1 Sampling design and collection
3.2.1.1 Macrofauna
The techniques used in sandy beach sampling have been highly varied over the years,
with the most common strategy being the use of replicate shore-normal transects. The
problem of using such transects is the resultant autocorrelation between individual
cores which then requires all the cores to be pooled together to give one value which
then must be repeated several times along the beach (Schlacher et al., 2008). To
enable a single core to be determined as the sampling unit, Schlacher et al. (2008)
suggested random sampling over along- and across-shore axes (i.e. axes parallel to and
perpendicular to the wave front respectively). True randomisation could theoretically
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result in all cores being taken in one “zone” of the beach, for example near low tide,
thereby missing a huge component of the fauna from higher “zones” on the beach. To
avoid this, a stratified sampling regime was used. The design had a standard 50 m
along-shore distance which was determined as a compromise between the shortest
and longest across shore distances likely to be encountered, so that cores would be
unlikely to be too dense (disrupting surrounding fauna (Schlacher et al., 2008)) or too
sparse (unrepresentative of the site). The across-shore distance was measured from
the high tide drift line to low tide bore collapse (McLachlan and Brown, 2006), and was
variable between beaches. Consistency in the design between sites was maintained by
dividing the across-shore distance proportionally into 9 equal strips, resulting in similar
stratification (Figure 3.1). The sampling area was determined on arrival at the site and
the grid was marked out using poles and flags. Care was taken to avoid disturbance
within the grid before coring commenced.
Schlacher et al. (2008) outlined the advantages and disadvantages of using large or
small cores for sandy beach studies and advised caution in choosing an appropriate
sampling unit. Pilot studies testing the efficiency of 15 cm, 20 cm and 25 cm diameter
cores on the East Sands beach at St Andrews, in Scotland confirmed there was no
significant difference between cores of 20 cm and 25 cm diameter in terms of species
richness and abundance, but there was a significantly lower number of species and
individuals present in the 15 cm diameter core. The 20 cm core was easier to
manipulate in the field and smaller sampling units enabled more cores to be taken,
thus increasing the likelihood of encountering spatially patchy organisms. Similarly,
pilot studies were performed in South Africa and confirmed the use of 20cm core and
an along shore distance of 50 m were optimal. Circular cores of 20 cm diameter and 20
cm depth were therefore used, which corresponded to the general advice given by
McLachlan and Brown (2006). Each corer had handles to aid the sampler in forcing
penetration into the sand, and the top was covered with a 1 mm mesh to stop
organisms escaping during the coring process.
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Figure 3.1 Schematic of the sampling design at each site. The along-shore distance was a standard 50 m,
but the across-shore distance was divided into 9 equal strips from bore collapse to the drift line.
Fourteen cores (20 cm diameter, 20 cm depth) were taken haphazardly in each strip to achieve a total of
126 cores and a sample area of 3.9m2 for each shore.
Starting nearest the sea and ending at the drift line, 14 cores were taken haphazardly
within each strip (Figure 3.1) from both sides of the grid concurrently and working from
the edges toward the centre to avoid potential disturbance to the organisms. Coring
began 1 h before low tide to ensure safe sampling, and was continuous until all 9 strips
were complete. Entire samples were extracted, labelled, and stored in plastic bags
until sieving. All samples were sieved on site through a 1 mm mesh sieve bag into
buckets, to prevent organisms entering the bags directly from the swash. Residue was
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carefully removed from the sieve and stored in clean plastic bags which were sealed for
transport. A total of 126 cores were collected per site, resulting in a total sample area
of 3.9 m2, in accordance with the minimum recommended requirements for sandy
beach sampling (Jaramillo et al., 1995; Schlacher et al., 2008).
3.2.1.2 Physical measurements
On arrival at each site for each sampling period, 2 h before low tide, physical
descriptive characteristics of the beach were noted and the sample area determined.
One and a half hours before low tide, quantitative measurements of swash length,
swash period, effluent line crossings, salinity, beach slope, grain size, and sand
penetrability were recorded.
Swash length
The swash length was determined as the distance (m) between bore collapse and the
furthest reaches of the swash on shore (McLachlan and Brown, 2006). This was
repeated 9 times at the same point on the shore, immediately next to the site.
Swash period
The time (s) taken for upwash and backwash to occur was measured. Recorded from a
height on the shore where most swashes reached, the timer was started as the first
swash passed, and time was recorded when each subsequent swash reached that
point. This was repeated 9 times. The swash period was calculated as the time (s)
between one crossing and the next. (McLachlan and Brown, 2006)
Salinity
Salinity of the seawater was tested 10 times using a calibrated refractometer and noted
as parts per thousand (‰).
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Beach slope
Beach slope was measured at each site using an Abney level and ranging pole. The level
was calibrated on a flat surface prior to measuring to assess the relevant height on the
ranging pole which would give an angle of 0 ᵒ; this was marked on the pole and used as 
a reference point for field measurements. Measurements were taken in a straight line
across the shore, at 3 m intervals, from bore collapse to the drift line. The angle of each
3 m section of the slope was measured by aligning the eyepiece of the level with the
reference mark on the ranging pole, and adjusting the protractor so the bubble was
also in line.
The angle (degrees) to which the protractor was moved was taken as the angle of that
section of the slope and recorded (Emery, 1961). Subsequently, the overall beach
slope was calculated using Pythagoras’ theorem. Angles in degrees were converted to
radians, and the “hypotenuse” distance for each measurement was 3 m, the vertical
distance was thus calculated as:
ܪ݁݅݃ℎݐ= ܵ݅݊ Ѳ ∗ 3
Each vertical increment was added together to provide an overall height of drift line
above bore collapse. The final angle of the beach was thus calculated as:
ܵ݅ ݊Ѳ = ܶ ݋ܽݐ ݈ℎ݁݅ ݃ℎݐ
ܶ݋ܽݐ ݈ܽ ܿݎ݋ݏݏݏℎ݋݁ݎ ݀ ݅ݏܽݐ ݊ܿ݁
Notation of beach slope is usually in radians, with 1/10 being indicative of a reflective
beach and 1/100, tending toward tidal flats (McLachlan and Brown, 2006).
Grain size
Samples for grain size analysis were taken in the middle of each strip using a core of
3.5 cm diameter, to a depth of 20 cm (McLachlan and Brown, 2006). Samples were
labelled and sealed in plastic bags ready for processing on return to the laboratory
(Section 3.2.2).
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Sand penetrability
The penetrability of the sand was determined by dropping a metal rod from a height of
1 m into the sediment, and recording the depth of rod (cm) which was concealed by
the sand (Jaramillo et al., 1993). The same rod was used throughout. Five readings
were taken haphazardly on undisturbed sediment within each strip immediately after
coring.
Beach Index
Beach Index (BI) is a compound measure which best predicts macrofaunal abundance,
biomass and species richness (McLachlan and Dorvlo, 2005). It is derived from the
main environmental variables which structure the beach and determine the available
habitat:
ܤܫ= log൬ܵܽ ݊݀∗ ܶ ݅݀ ݁
݈ܵ ݋݌݁
൰
Where BI is the Beach Index (log phi.m); Sand is mean sand particle size (phi +1); Tide is
the maximum spring tidal range (m); and Slope is the beach slope (radians). In South
Africa, the maximum spring tidal range is constant at 2.1 m. Values < 1.5 indicate
micro-tidal reflective beaches and values > 3 represent macro-tidal dissipative beaches.
3.2.2 Sample processing
3.2.2.1 Identification
The study was confined to macrofauna which were larger than 1 mm, as is common
practice for sandy beach studies (McLachlan and Brown, 2006). Samples were
preserved in 10 % formalin buffered with seawater, sealed and stored until processing.
Samples were subsequently transferred out of formalin, thoroughly rinsed and stored
in 70 % ethanol prior to sorting (Gaston et al., 1996). For larger samples, Rose Bengal
stain was added so that organisms were easier to see, to aid in picking. Samples were
drained of ethanol, rinsed and spread out on a white plastic tray with sufficient water
for soft-bodied taxa to float. The presence of mollusc recruits required sorting to be
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done manually, as opposed to the sole use of flushing techniques. Organisms that
were sufficiently large to be located using the naked eye were picked out and stored in
70 % ethanol for identification. Specimens were identified to the lowest taxonomic
level possible using the combination of a dissecting microscope (Zeiss, STEMI DV4
Stereomicroscope) for larger scale features, and a compound microscope (Olympus
CX21) for finer details. Identification was achieved using relevant taxonomic keys and
guides (Day, 1967; Griffiths, 1976; Kensley, 1978; Kilburn and Rippey, 1982; Bruce and
Soares, 1996; Hoffmann, 2003; d’Udekem d’Acoz and Vader, 2005; Milne and Griffiths,
2013), and specimens of amphipods, isopods and mysids were sent to specialists for
confirmation of identification (see acknowledgements). Where taxa could not be
identified from the available literature, specimens were given a generic label such as
“Orbina B”. Consistency in labelling was maintained by ensuring features, known to be
important in distinguishing families or genera, were present in all specimens with a
given name. Specimens which were given a generic name were drawn, and/or
photographed to provide a reference which aided consistent identification of further
specimens (Appendix 1).
It is very important that reference collections are established and maintained when
repeatedly studying a particular habitat. Separation of species can often be based on a
few subtle details, for example, how curved a set of spines are. These details are often
immensely difficult to judge from drawings in a key but are usually obvious when
presented with a relevant specimen or specimens. The effort required to correctly
identify an unfamiliar organism can thus be fairly extensive, especially if identification
keys and literature are lacking, and so it is crucial that once a specimen has been
correctly identified it be placed in a reference collection where other specimens may
be compared against it. Similarly, if a specimen remains unidentified then further
samples can be compared against it to maintain consistency.
3.2.2.2 Abundance
Damaged individuals were only included if they possessed an identifiable head, and a
hinge in the case of bivalves. Insects were not identified, and excluded from
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assemblage data, as is common practice for sandy beach surveys, due to the
inadequate representation of insect communities obtained by coring to the high tide
mark only (McLachlan and Brown, 2006). Oligochaetes and nematodes were also not
counted for abundance or biomass measures due to their numbers being directly
correlated to sieving effort, most notably at Doringbaai.
3.2.2.3 Biomass
Dry weight was used as it is less variable than wet weight and the higher precision
potential from ash-free dry weight was deemed unnecessary for the particular needs
of this experiment, especially as equipment and time were limiting.
Dry weight values were obtained for each species from each core. Individuals with
heads were included, along with any fragments which obviously belonged to a
damaged (but counted) individual. Fragments which could not be attributed to an
individual with a head were not included for biomass, exceptions being highly
abundant and easily fragmented species such as talitrid amphipods and mysids if the
number present in the core exceeded 10, then all the tissue was weighed together.
Specimens to be weighed were placed in tin foil capsules and oven dried at 60 ᵒC for 
24 h (for larger bodied organisms such as Donax serra the time was adjusted to 72 h,
or until a constant weight was achieved). Samples were subsequently placed in an
airtight container with silica to cool, avoiding residual air moisture being absorbed and
affecting the dry weight. Samples were individually removed from the container only
when about to be weighed. The tin capsule, tissue, and label were all weighed
together to the nearest 0.1 mg (Total), the tissue was then carefully removed and the
capsule and label reweighed (Container). The weight of the tissue was then calculated
as:
Tissue (mg) = Total – Container
Once macrobenthic organisms are dried they cannot be successfully rehydrated.
Therefore a reference collection of taxa was kept separate and not dried or weighed.
For those individuals, weight was estimated as the average of all the other individuals
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of that species at that site where possible, otherwise estimates were made from the
same species averaged from other sites.
Tissue was extracted, dried and weighed, as above, for molluscs with shells greater
than 15 mm. Removal of tissue from the bivalve Donax serra, and the gastropods
Bullia rhodostoma and B. digitalis smaller than 15 mm (recruits; sensu Schoeman and
Richardson, 2002) was difficult and manually impracticable. Estimates for average
biomass across the recruits were thus generated in the following way. To select
enough individuals from a population within a certain size range it was necessary to
pool recruits from site 1 and site 2 at each location and over each season. It was
considered that recruits would not invest energy into reproduction and so winter and
summer populations would be similar at this stage. It was, however, inherent to the
main question of the thesis to consider upwelling and non-upwelling sites separately.
Differences in growth rates of D. serra have also been noted in the literature between
coasts (De Villiers, 1975; cited in McLachlan and Hanekom, 1979), so the South and
West Coasts were also separated. For each population, pooled recruits were split into
two size classes (0 - 7.5 mm and 7.6 – 15 mm) and 30 individuals were randomly
selected from each class. To remove inorganics in the shell, all 30 specimens were
placed into a ceramic crucible and 1 M Nitric acid was added 1 ml at a time until
effervescence ceased and the shells had dissolved. The tissue was then rinsed with
distilled water and checked under a light microscope to ensure complete removal of
the shells had occurred. Samples were then placed in tin capsules and processed as
before. The dry weight was divided by 30 to determine the average weight per
individual within that size class, and then that weight was applied to all other
individuals of relevant size.
3.2.2.4 Particle size analysis
Sediment samples were oven dried at 60 ᵒC for 72 h. Dried samples were gently 
homogenised to remove clumps, and a subsample of between 50 g and 70 g weighed
out (Folk and Ward, 1957). Subsamples were passed through an automated stacked
sieve shaker (Electropharma, EMS -8), with mesh sizes of 2000 µm, 1000 µm, 500 µm,
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250 µm, 125 µm, 63 µm at maximum power (15), for 15 min. Each size fraction was
weighed (to the nearest 0.01 g) and checked for clumping (Folk and Ward, 1957). The
corresponding weights were run through GRADISTAT v 4.0, (Blott, 2000) to check for
errors and assign a classification. The relevant output statistics were generated using
the Folk and Ward method (1957). Mean particle diameter (Mz) from each strip (ɸ) 
was averaged across all nine strips to provide a particle classification and grain size per
site.
3.2.3 Statistical analysis
The main hypothesis of this thesis relates to the existence and persistence of upwelling
effects at the larger biogeographic and regional scales. Therefore to test this generality
and remove within-site variability (tested in Chapter 4), the macrofaunal abundance
and biomass data obtained from all 126 individual cores were pooled to provide total
values for each response variable (species abundance and biomass) for each site. Sites
were thus used as replicates within the subsequent multivariate and univariate
analyses.
The same 5-factor design was used for both multivariate and univariate analyses.
Temporal factors were “Year” and “Season”; both fixed with 2 levels: Year [1 and 2]
and Season [winter and summer]. Spatial factors were “Condition”, “Biogeography”
and “Region”. Condition and Biogeography were fixed and each had 2 levels [upwelling
and non-upwelling] and [west and south] respectively. Year, Season, Condition and
Biogeography were all orthogonal. Region was nested within Biogeography, and was
random with 4 levels [west: A and B; south: C and D], and there were n = 2 replicate
sites within each condition, in each region.
Multivariate analyses were performed on abundance and biomass data separately,
but the data were treated in the same way. Entire assemblage data were assessed and
4th root transformation was applied to even out the disparity between rare (or light)
and abundant (or heavy) species. Bray-Curtis similarity matrices (Bray and Curtis,
1957) were generated using the transformed data from all sites and permutational
analyses of variation (PERMANOVA) were done based on those matrices.
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PERMANOVA is the multivariate analogue of the standard analysis of variance
(ANOVA) test. It is a useful test for hierarchical designs which have multiple factors, as
it partitions the multivariate variability, enabling interaction terms to be explicitly
tested (Anderson et al., 2008). Partitioning of the data into within- and between-
group variance is based on the dissimilarities rather than distance, and is performed
directly on the dissimilarity matrix, without it being unwound, thus retaining the
inherent structure (Anderson et al., 2008). The pseudo F-statistic generated using this
routine is analogous to Fisher’s F-statistic, however, it does not have a known
distribution. Permutations of the labels, associated with the data, are thus performed
many times to break down any possible relationship, and thus build a distribution of
the F-statistic under the null hypothesis (i.e. due to chance). Where the F-statistic
generated by the correct labelling of the data is larger than those generated under
permutation, the null hypothesis may be rejected. The proportion of F-values
generated by permutation greater than or equal to the true F-value is the basis upon
which the pseudo p-value is calculated (Anderson et al., 2008).
Main tests were performed with 9999 permutations, and the default PERMANOVA
settings were not otherwise changed: type III (partial) sums of squares; fixed effects
sum to zero; and permutation of residuals under a reduced model (Anderson et al.,
2008). Pairwise testing was done to determine the source of variation generating
significant interactions within terms of interest, relevant to the hypothesis. Again,
analogous to univariate ANOVA, the test statistic is pseudo-t, which is calculated as the
square root of pseudo-F (Anderson et al., 2008). Where the number of possible
permutations was less than 100, Monte Carlo testing was done to generate a p-value
from constructed asymptotic permutation distributions for the pseudo-F statistic
(Anderson et al., 2008). Interpretation of p-values generated using this method was
done cautiously as they are based on estimates and can occasionally become unstable
with small sample sizes (Anderson et al., 2008). Differences in species composition
were tested in a similar way, however, instead of 4th root transformation, the data
were presence/absence transformed prior to analysis.
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Assemblage data were additionally tested to determine if effects differed at other
taxonomic levels (order and phylum), or when assemblages were based only on
feeding or developmental type. The original (untransformed) data were categorised
and summed from 49 species into 13 orders, or 4 phyla, or 4 feeding guilds, or 2
developmental modes depending on the analysis. In each analysis, data were 4th root
transformed and Bray-Curtis similarity matrices generated before running
PERMANOVA as described above for main and pairwise tests.
It was relevant to the hypothesis to determine if there were significant effects of
upwelling for individual feeding guilds and modes of development. Univariate analyses
were performed using PERMANOVA, as the normality assumption of ANOVA is relaxed
when p-values are derived from permutation (Anderson et al., 2008). Original data for
the variable of interest were selected and 4th root transformed. A resemblance matrix
was then generated, but not based on Bray-Curtis similarity as is normal for
multivariate assemblage data. To run the equivalent of an ANOVA it is important that
the resemblance matrix is generated using Euclidean distance before running the
PERMANOVA test with 9999 permutations and all other selections as default. This
method generates the traditional Fisher’s F-statistic that would ordinarily be produced
from ANOVA (Anderson et al., 2008).
When the full 5-factor design was used, main PERMANOVA tests generated significant
interactions which almost always included the factor “Region”. Exploration using
pairwise tests revealed that these regional interactions were not consistent, with
different interactions occurring in different regions at different times. Regions were
thus examined separately, since they were significantly different from one another, to
reduce the complexity of pairwise testing and to ease interpretation. A much simpler
3-factor design was implemented with 2 temporal factors (Year and Season) and 1
spatial factor (Condition). All factors remained fixed and orthogonal. There was no
specific hypothesis about the effect of year, therefore when post hoc testing revealed
the source of variation as differences between year 1 and year 2 only, the results were
not discussed as they did not pertain to a hypothesis of interest.
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Multiple analyses performed on the same underlying data can result in an inflated risk
of type I error where the null hypothesis is rejected falsely. The application of a formal
correction factor, such as Bonferroni, can result in a highly inflated risk of type II error
where the null hypothesis is seldom rejected (Moran, 2003). There is a movement
away from the use of formal correction factors in ecological studies (Moran, 2003),
with a strong argument suggesting that the application penalises the scientist and
would encourage insufficient examination of data, particularly for complex designs
such as the one used here. Instead, it was recommended that data be examined
objectively and reasoned judgement applied to determine if the differences are strong,
weak or likely due to chance alone (Moran, 2003; K. R. Clarke, pers comm.) The
multivariate assemblage data were visualised for each region in non-metric multi-
dimensional scaling (nMDS) plots, based on Bray-Curtis similarity matrices and
generated in PRIMER v6 (Clarke and Warwick, 2001). The nMDS plots were examined
in combination with dendrograms to identify patterns of similarity (see Appendix).
Where main effects were detected, the data were subsequently investigated using a 1-
way SIMPER analysis (Clarke and Warwick, 2001) to determine which taxa contributed
to the apparent sources of variation, and if there were any taxa which could be
described as discriminatory. A species which is considered discriminatory not only
contributes extensively to the inter-group dissimilarities, but does so consistently in
every matched pair of samples (Clarke and Warwick, 2001).
One of the assumptions of PERMANOVA is that sample dispersions are independent
and homogeneous (Anderson et al., 2008). PERMDISP is a routine which tests for
homogeneity of dispersions, and is analogous to Levene’s test. In short, the
multivariate dissimilarity cloud generated by a Bray-Curtis matrix is adapted into
Euclidean distance using principle co-ordinates analysis and the distances between
centroids are used to determine the dispersion. The p-value is then generated through
the permutation of the residuals left over after removing location differences
(Anderson et al., 2008). A non-significant result is not compulsory in order for
PERMANOVA to work effectively, however where there is a significant result, the
relationship should be visualised using nMDS plots (Anderson et al., 2008). PERMDISP
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was performed where main effects or interactions were determined using
PERMANOVA. Distances were calculated to centroid and the number of permutations
was set at 9999. Where significant results were obtained, the nMDS plots were
visualised to determine if there was a location effect present (See Appendix).
Where main effects or interactions were detected by PERMANOVA, the size of the
specific effect, related directly to the main or pairwise results, was investigated further
using a 1- way analysis of similarities (ANOSIM). The ANOSIM test is based on the
ranked dissimilarities among samples and is a scaled measure between -1 and 1, which
is not affected by sample size, allowing direct comparisons among analyses (Clark and
Warwick, 2001). It is the actual value of R which is important, not the p-value which
relies heavily on sample size (Clarke and Gorley, 2006). The general rule of thumb is: R
< 0.2 the difference should be disregarded as unimportant biologically; 0.2 > R < 0.5
there is a difference worth noting but it is not greatly distinct; and R > 0.5 then there is
a reliable difference (K.R Clarke pers. com.).
Univariate 3-way ANOVA (Year, Season and Condition; all fixed and orthogonal) were
performed for each region based on the total abundance or biomass values per site.
Prior to analyses, data were checked for normality using Bartlett’s test, and
homogeneity of variance using Levene’s test (Dytham, 2003). Abundance data within
each region were normally distributed and homogeneous. Biomass data within each
region were not normally distributed, but they were homogeneous for regions B, C and
D. Further examination in PERMANOVA using a matrix based on Euclidean distance,
where normality is not assumed, confirmed significant variation and its source
(Anderson et al., 2008). Region A biomass data were neither normally distributed nor
homogeneous. Multiple transformations were performed in PERMANOVA and the
results remained consistent throughout, indicating that the effect of condition was real
and this was supported by visual examination of the data.
To compare the effects of taxonomic aggregation and type of transformation of the
data, a second stage nMDS plot was created for each region separately. The second
stage routine compares the original similarity matrices using the Spearman rank
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coefficient. It then generates a second similarity matrix using these ranks which can be
visualised using an nMDS plot (Clarke and Warwick, 2001). Abundance data for
species, order and phylum were each subject to five types of transformation:
untransformed, square root, 4th root, log (X+1) and presence/ absence. The biomass
data were only subject to four transformations as presence absence would be the
same as for abundance data.
The BIO-ENV procedure was used to directly compare biotic and environmental
matrices to determine if there were one or more environmental variables which
correlated significantly with the pattern of the biotic matrix, independently of the form
of transformation and level of taxonomic aggregation. Prior to analysis, the
environmental data were visualised using draftsman plots and appropriate
transformation applied, and subsequently normalised. The BIO-ENV procedure is run
as part of the BEST test routine in PRIMER v6, and it does a thorough search of all the
possible combinations of environmental variables in order to optimise the Spearman
rank correlation with the biotic matrix (Clarke and Gorley, 2006). This test was
appropriate here, where there were few environmental variables. The global BEST test
then determines, using 99 permutations, if the resultant correlation is significant
(Clarke and Gorley, 2006).
Total values of species richness, abundance and biomass for each site were plotted
against beach index in a simple scatter diagram to visualise the relationship between
the biotic response variables and a compound environmental measure. The
abundance and biomass measures were fourth root transformed to maintain
consistency in interpretation from the multivariate analyses.
Principle components analysis (PCA) is a method whereby the dissimilarities among
sites can be visualised using an ordination plot, based on distances. Essentially, the
closer together sites are, the more similar their composition of variables. This is
particularly useful when considering environmental data. Each axis refers to a plane in
which the data are fitted and the ideal scenario is to have 70-75 % of the total
variation explained in the easily interpreted two dimensional space. The contribution
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to the total variation explained in each dimension (PC1 and PC2) is reported and the
variables which contribute to that variation, identified (Clarke and Warwick, 2001).
PCA was performed using the following environmental variables: swash length, swash
period, salinity, sand penetrability, grain size, beach slope and beach index. Although
beach index is a compound measure involving grain size and beach slope, it was
included in the analysis to determine if it held any greater or less influence than these
two variables independently. Average values per site were used in this analysis, except
slope and beach index, which had only one value for each site. Draftsman plots were
created to visualise the spread of the data and determine if transformations were
necessary. Swash period was loge transformed, and no transformations were
necessary for the other variables. The data were then normalised before proceeding
with the PCA routine.
Causes of variation in macrofaunal assemblages due to environmental factors were
also investigated in multivariate space using a distance based linear model (DistLM)
(Anderson et al., 2008). Factors known to be influential in the structuring of sandy
beach assemblages and relating to the immediate habitat that were included were:
Beach Slope, Grain Size and the Beach Index (BI); as well as larger scale factors such as:
Biogeographic Province (Warm or Cool Temperate), Season (winter or summer), and
Condition. Grain Size, Beach Slope and Beach Index were checked for co-linearity using
draftsman plots, and Beach Index was a good predictor of both other variables.
Biogeographic Province, Season and Condition were all categorical factors and so such
testing was not applicable (Anderson et al., 2008). A distance based linear model was
fitted using AIC (Akaike Information Criterion) selection.
3.3 Results
3.3.1 Physical factors
Replicates of the physical characteristics measured at each site were averaged and the
standard error (SE) calculated (Table 3.1). Swash length and swash period varied
depending on the site and beach profile. There was no temporal or spatial variability in
salinity. Penetrability of the sand was greatest in Doringbaai (4.16 cm – 6.25 cm) and
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least in Bitter River (1.53 cm – 4.12 cm). All other areas were similar and mostly had
penetrability that averaged between 2- 4 cm, with no consistent variation between
seasons or years. Doringbaai had the coarsest sediment overall, whereas Cape
Columbine, Sunset Beach and Kasouga had the finest grain sizes. Within regions, areas
generally had similar grain sizes. In region A, however, there was a significant
difference between sites, with Bitter River having a much finer grain size than
Doringbaai.
Beach slope varied within each area (Table 3.1): at Bitter River, the slope varied
between the reflective and intermediate ends of the morphodynamic spectrum (1/13
– 1/43) but there was no consistency between seasons or years; values from
Doringbaai were all at the reflective end of the spectrum (1/7 – 1/14) with very little
variation. At Cape Columbine, the slopes were generally intermediate (1/20 – 1/50)
with one exception at site two in the second winter (1/16), however, there was no
overall temporal correlation. At Sunset Beach there was temporal variation with flatter
slopes in summer (1/21 – 1/62) and steeper slopes in winter (1/12 - 1/16). In Brenton-
on-Sea, the slope varied between reflective and intermediate (1/12 – 1/33) but, there
were no predictable temporal trends; in Glentana, the slopes were slightly steeper
than at Brenton-on-Sea (1/9 - 1/20) again with little temporal variation. Finally, in
region D, Kasouga had intermediate slopes ranging between (1/22 – 1/38) with no
seasonal or annual trends; similarly, sites at Birah also had intermediate slopes (1/18 –
1-47) and no temporal trends. Beach profiles varied among areas in terms of the
changing intertidal slope, height and across-shore width (Figure 3.2 a - h). The beach
profiles were similar over years and seasons within Doringbaai and Kasouga (Figure 3.2
b & g) however, the other areas varied. The across-shore width from low tide to high
tide varied within each region but it was not consistent with year or season except in
Glentana (Figure 3.2 f) where beach width was greater in year 1.
Beach index values incorporated grain size and beach slope (along with tidal range,
which is constant around South Africa), therefore they reflected the patterns similar to
those for beach slope, with a lower beach index tending toward the reflective end of
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the scale at Doringbaai and higher beach indices tending toward more intermediate
states at Kasouga, Birah and Cape Columbine. Other areas had beach indices which
ranged between the two extremes (Table 3.1).
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Table 3.1 Physical characteristics from both sites [1 and 2] in each area (Bitter River [BR]; Doringbaai [DB]; Cape Columbine [CC]; Sunset Beach [SB]; Brenton-on-Sea
[BoS]; Glentana [GL]; Kasouga [KA]; Birah [BH]) over all seasons and years (winter, year1 [W]; summer, year 1 [S]; winter, year 2 [W2]; summer, year 2 [S2]). Values
were given as averages for each site where applicable (swash length and period: n = 9; salinity: n = 10; penetrability n = 45; grain size: n = 9), with the associated
standard error (SE).
Region Area Site
Swash length (m) Swash Period (s) Salinity (‰) Penetrability (cm) Grain Size (ɸ) Beach
Slope
Beach
Index
(log.phi.m)
Average SE Average SE Average SE Average SE Average SE
A Bitter River BR1-W 22.48 1.36 23.22 2.99 37.6 0.2 1.79 0.14 1.73 0.05 1/36 2.32
(upwelling) BR2-W 20.20 1.37 30.33 5.54 37.5 0.2 2.90 0.28 1.59 0.02 1/28 2.18
BR1-S 33.76 1.34 26.00 3.97 36.2 0.3 2.89 0.39 1.70 0.05 1/22 2.05
BR2-S 10.43 0.59 12.44 1.97 37.2 0.3 4.12 0.34 1.47 0.01 1/13 1.83
BR1-W2 20.49 1.49 24.78 24.78 38.8 0.1 2.22 0.17 1.52 0.02 1/17 1.95
BR2-W2 17.53 1.54 29.00 4.71 36.9 0.1 1.64 0.13 1.67 0.03 1/18 2.00
BR1-S2 25.83 1.75 11.89 2.16 38.0 0.0 1.53 0.18 1.77 0.05 1/43 2.40
BR2-S2 46.17 2.91 16.78 3.46 37.8 0.1 1.91 0.16 1.72 0.03 1/39 2.34
Doringbaai DB1-W 8.20 0.53 22.33 2.85 37.8 0.1 5.17 0.23 0.58 0.07 1/8 1.42
(non-upwelling) DB2-W 11.12 0.91 26.56 5.43 38.0 0.2 4.16 0.25 0.96 0.09 1/13 1.73
DB1-S 6.86 0.45 15.44 2.83 35.5 0.3 6.28 0.30 0.72 0.06 1/8 1.47
DB2-S 6.32 0.49 15.89 3.47 38.0 0.2 6.65 0.41 0.81 0.07 1/7 1.36
DB1-W2 6.51 0.86 15.67 3.42 37.7 0.2 6.54 0.25 0.64 0.09 1/8 1.44
DB2-W2 14.28 2.40 42.00 8.80 38.7 0.2 4.50 0.25 0.93 0.04 1/13 1.72
DB1-S2 12.68 0.33 9.67 1.22 37.1 0.1 5.60 0.53 0.96 0.08 1/8 1.52
DB2-S2 7.41 0.44 9.89 1.05 36.9 0.4 4.33 0.31 0.95 0.08 1/14 1.57
B Cape Columbine CC1-W 19.97 2.17 17.33 1.41 36.0 0.4 4.79 0.48 1.95 0.05 1/50 2.27
(upwelling) CC2-W 20.89 1.30 30.00 5.41 37.4 0.2 3.35 0.26 1.37 0.14 1/30 2.40
CC1-S 17.42 0.65 19.44 1.77 37.0 0.2 2.21 0.16 2.17 0.03 1/35 2.37
CC2-S 28.93 1.91 76.89 10.02 38.2 0.3 2.22 0.16 2.16 0.09 1/45 2.48
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CC1-W2 22.46 1.06 19.67 2.34 35.2 0.2 3.52 0.51 2.15 0.02 1/20 2.12
CC2-W2 27.84 1.67 21.78 4.55 35.1 0.2 2.92 0.22 2.21 0.03 1/16 2.03
CC1-S2 27.00 1.22 10.22 1.05 37.7 0.2 2.64 0.34 1.86 0.04 1/31 2.27
CC2-S2 28.51 2.73 21.89 3.69 37.5 0.2 2.97 0.30 2.09 0.05 1/26 2.23
Sunset Beach SB1-W 16.18 1.07 21.22 3.78 37.6 0.2 3.13 0.28 1.79 0.12 1/14 1.91
(non-upwelling) SB2-W 10.56 1.00 21.22 2.07 36.7 0.3 3.19 0.29 1.21 0.03 1/13 1.78
SB1-S 22.74 1.11 37.89 5.69 37.8 0.2 1.90 0.16 2.20 0.05 1/62 2.62
SB2-S 25.68 2.00 61.67 10.82 37.5 0.2 2.07 0.15 2.05 0.06 1/35 2.35
SB1-W2 29.12 1.06 28.33 4.18 38.6 0.2 1.86 0.16 2.13 0.05 1/16 2.02
SB2-W2 28.71 2.02 25.89 4.98 35.2 0.2 2.77 0.20 1.34 0.13 1/12 1.77
SB1-S2 29.19 1.27 14.78 2.78 37.8 0.1 2.38 0.22 1.97 0.06 1/34 2.33
SB2-S2 23.20 0.98 11.11 1.34 37.1 0.1 1.94 0.16 2.03 0.03 1/21 2.13
C Brenton-on-Sea BoS1-W 24.50 2.29 42.11 6.07 - - 2.98 0.28 1.91 0.04 1/23 2.15
(upwelling) BoS2-W 25.14 1.94 29.78 5.33 38.0 0.0 3.22 0.27 1.81 0.05 1/18 2.03
BoS1-S 17.53 1.60 20.44 4.10 35.9 0.2 3.32 0.28 1.70 0.05 1/20 2.05
BoS2-S 16.79 1.32 29.70 5.56 36.0 0.2 4.32 0.32 1.60 0.02 1/21 2.08
BoS1-W2 23.60 1.24 27.00 3.17 36.8 0.2 3.87 0.15 1.56 0.06 1/12 1.81
BoS2-W2 23.22 0.90 23.89 3.75 37.4 0.3 3.18 0.25 1.78 0.05 1/16 1.97
BoS1-S2 27.31 2.40 11.89 1.86 37.4 0.2 3.61 0.41 1.74 0.12 1/33 2.28
BoS2-S2 26.28 1.47 9.67 1.39 37.4 0.2 2.95 0.36 1.59 0.02 1/16 1.94
Glentana GL1-W 26.99 0.90 32.00 3.34 36.6 0.4 3.89 0.40 1.53 0.03 1/19 2.00
(non-upwelling) GL2-W 21.97 1.09 30.22 4.38 37.0 0.2 3.69 0.35 1.49 0.02 1/15 1.89
GL1-S 23.00 2.53 25.44 4.28 35.6 0.2 3.06 0.19 1.49 0.02 1/18 2.02
GL2-S 26.82 3.36 28.22 5.59 36.3 0.3 3.28 0.24 1.50 0.02 1/20 2.04
GL1-W2 18.43 0.73 14.56 2.69 37.1 0.1 4.58 0.35 1.49 0.01 1/9 1.67
GL2-W2 11.84 0.76 15.44 2.62 37.0 0.0 5.77 0.52 1.49 0.01 1/10 1.72
GL1-S2 26.50 2.13 17.22 2.28 37.0 0.0 2.89 0.24 1.51 0.00 1/14 1.87
GL2-S2 22.56 0.97 11.56 1.94 36.7 0.2 3.70 0.32 1.53 0.02 1/14 1.87
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D Kasouga KA1-W 20.86 1.53 21.44 4.67 39.6 0.3 2.79 0.19 1.73 0.04 1/30 2.23
(upwelling) KA2-W 18.01 1.39 22.33 3.85 35.9 0.5 2.91 0.24 1.77 0.13 1/38 2.34
KA1-S 27.92 2.44 19.00 3.00 37.9 0.4 3.50 0.45 2.00 0.02 1/21 2.12
KA2-S 26.33 2.72 25.44 4.10 - - 2.50 0.31 2.01 0.09 1/26 2.22
KA1-W2 39.92 2.51 24.00 3.76 39.3 0.2 2.99 0.36 1.77 0.11 1/22 2.11
KA2-W2 30.39 2.13 53.67 11.31 38.5 0.2 3.08 0.32 1.58 0.05 1/26 2.15
KA1-S2 30.38 2.68 13.67 1.39 37.0 0.0 2.84 0.32 1.69 0.08 1/22 2.09
KA2-S2 31.38 2.25 15.44 2.04 37.3 0.2 2.24 0.29 2.01 0.07 1/31 2.29
Birah BH1-W 20.09 1.70 29.89 7.07 38.8 0.6 3.26 0.27 1.70 0.04 1/36 2.31
(non-upwelling) BH2-W 20.94 1.08 13.11 2.98 37.1 0.3 - - 1.71 0.08 1/40 2.36
BH1-S 23.19 1.51 33.67 4.86 37.8 0.3 3.74 0.30 1.97 0.04 1/20 2.10
BH2-S 23.02 2.22 21.44 3.11 36.6 0.2 2.17 0.25 1.97 0.04 1/27 2.23
BH1-W2 14.70 1.24 10.78 1.79 37.1 0.2 2.74 0.18 1.35 0.11 1/22 2.04
BH2-W2 19.23 1.52 10.78 1.71 37.5 0.2 2.83 0.22 1.70 0.05 1/18 2.12
BH1-S2 9.09 0.92 7.44 1.24 37.8 0.1 1.69 0.17 1.56 0.11 1/22 2.07
BH2-S2 48.05 2.93 20.67 3.18 36.2 0.2 2.14 0.25 2.15 0.04 1/47 2.49
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E)
F)
G)
H)
Figure 3.2 Beach profiles for all sites over all seasons: x-axis = distance across-shore from bore collapse
(m); y-axis = height above low tide (m). The 8 sections of the figure (a - h) each represent one area: (a)
Bitter River; (b) Doringbaai; (c) Cape Columbine; (d) Sunset Beach; (e) Brenton-on-Sea; (f) Glentana; (g)
Kasouga; (h) Birah. Within each section, line type represents year: solid = 1; perforated = 2. Seasons are
separated by colour: red =winter; purple = summer. Sites are distinguished by depth of colour: dark =
site 1; light = site 2.
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Figure 3.3 Principle components analysis for all 7 environmental variables described in Table 3.1. PC 1 is
dominated by beach index, slope, grain size, penetrability and swash length, and contributes 54 % of the
total variation. PC2 is dominated by salinity and swash period, and only contributes 15.4 % of the total
variation. Each symbol represents a site. The Cool Temperate West Coast = dark; the Warm Temperate
South Coast = light. Regions within each biogeographic province are distinguished using solid lines (A
and C) and dotted lines/fill (B and D). Upwelling [U] = blue and non-upwelling [NU] = red; squares = year
1 [Y1] and circles = year 2 [Y2]. Closed symbols = winter [W] and open symbols = summer [S].
All 7 environmental variables described in Table 3.1 were analysed using a principle
components analysis. The primary separation of sites (PC1 axis) was based on the
environmental variables related to beach slope and grain size (slope, grain size, sand
penetrability, swash length and beach index), which are the two main components of
the compound measure, beach index. These variables explained 54 % of the total
variation whilst the combination of salinity and swash period contributed much less
(15.4 %). This was accepted as a strong two dimensional representation of the
environmental variables, with the combination for the two axes totalling 69.4 %. The
guideline percentage for reliable representation being; 70 -75 % of the total variation
should be explained in the first three PC’s (Clarke and Warwick, 2001). This supports
the use of beach index as a summary statistic representative of the main
environmental separation. The effect of beach index on the macrofauna assemblages
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at each site was thus considered using each species richness, abundance and biomass
as response variables. Because this analysis is directly linked to the macrofauna data
the results are presented in the relevant subsections (Species richness 3.3.2.1;
Abundance: 3.3.2.2; Biomass: 3.3.2.3).
3.3.2 Description of the macrofaunal assemblages
3.3.2.1 Species richness
Across all years, seasons and conditions, a total of 49 marine macrofaunal species were
identified (Table 3.2); 34 species from the Cool Temperate West Coast and 39 species
from the Warm Temperate South Coast. The nMDS plot generated from presence/
absence transformed data displayed clear separation of the two biogeographic
provinces (Figure 3.4; R = 0.868) and both PERMANOVA and ANOSIM analyses
confirmed that all regions had significantly different compositions (p < 0.001;
Appendix 2). There were 23 species common to both coasts so that species
compositions of the two biogeographic provinces were only 37 % similar. Within each
biogeographic province, regional species compositions differed. The absolute
distances between most regions were very large (R > 0.95) indicating markedly distinct
assemblages both across biogeographic provinces and within the West Coast
(Appendix 2). The exception was on the South Coast, between regions C and D, where
the absolute distance was much lower (R = 0.475). An R-value of 0.475 still indicated a
distinct separation between assemblages, despite the fairly high stress value on the
nMDS plot, but there was a much greater overlap than observed between any other
regions (Figure 3.5). A one-way SIMPER analysis also supported these regional trends.
The overall similarity in species composition between regions A and B was 49 %,
whereas between regions C and D the similarity was 59 %. This supports hypothesis 1:
the presence of geographical differences in species distribution, both
biogeographically and region specific.
Total species richness varied according to physical location, with the highest richness
present at Birah River and the lowest richness at Doringbaai (Table 3.3). This was
reflected in the regional totals; region D had the highest species richness (36 species)
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and region A had the lowest total richness (18 species). However, there was a clear
increase in species richness associated with flatter slopes (increase in reciprocal value;
Figure 3.6) and with increasing values of beach index (flatter slopes and finer grain
size; Figure 3.7).
Figure 3.4 Non-metric multidimensional scaling (nMDS) plot of macrofauna assemblages, based on
presence/ absence transformed abundance data from all sites sampled over 2 years. Each symbol
represents a site: the Cool Temperate West Coast = dark shades; the Warm Temperate South Coast =
light shades. Regions [A, B, C, D] within each biogeographic province are distinguished using solid lines
(A and C) and dotted lines/fill (B and D). Upwelling [U] = blue, non-upwelling [NU] = red; squares = year
1 [Y1], circles = year 2 [Y2]; closed symbols = winter [W], and open = summer [S].
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Table 3.2 Species list with classification of order, phylum, feeding guild, developmental mode, and presence or absence on each coast. Total abundance and biomass
from all sites and times are presented for each species, with an average biomass value for each species.
Species Order Phylum Feeding
guild
Developmental
mode
Coast Total
abundance
Total Biomass
(mg)
Mean biomass per
individual (mg)
Amphipod A Amphipoda Crustacea Deposit Direct Both 32 4.8 0.15
Amphipod B Amphipoda Crustacea Deposit Direct West 1 0.1 0.10
Bathyporeia cunctator Amphipoda Crustacea Deposit Direct West 131 15.2 0.12
Basuto sp. Amphipoda Crustacea Deposit Direct South 59 21.9 0.37
Griffithius latipes Amphipoda Crustacea Deposit Direct Both 2319 842.3 0.36
Monoculodopsis longimana Amphipoda Crustacea Deposit Direct South 6 1.1 0.18
Indischnopus herdmani Amphipoda Crustacea Deposit Direct Both 61 19.8 0.32
Perioculoides longimanus Amphipoda Crustacea Deposit Direct Both 12 2.7 0.23
Africorchestia quadrispinosa Amphipoda Crustacea Scavenger Direct Both 4723 5780.8 1.22
Talorchestia sp. nov. Amphipoda Crustacea Scavenger Direct South 249 300.5 1.21
Urothoe coxalis Amphipoda Crustacea Deposit Direct Both 138 20.1 0.15
Urothoe pinnata Amphipoda Crustacea Deposit Direct Both 7 1.9 0.27
Caprellid sp. Caprellidae Crustacea Scavenger Direct West 1 0.1 0.10
Cumacean A Cumacea Crustacea Deposit Planktonic Both 821 201.5 0.25
Cumacean B Cumacea Crustacea Deposit Planktonic West 47 12.3 0.26
Decapod juv. Decapoda Crustacea Predator Planktonic South 1 28 28.00
Emerita sp. Decapoda Crustacea Filter Planktonic South 14 83.4 5.96
Ovalipes sp. Decapoda Crustacea Predator Planktonic West 2 496 248.00
Arabella iricolor caerulea Eunicida Annelida Predator Direct South 1 9.8 9.80
Lumbrineris tetraura Eunicida Annelida Predator Direct Both 31 397.4 12.82
Eurydice kensleyi Isopoda Crustacea Scavenger Planktonic West 3432 1892.7 0.55
Eurydice longicornis Isopoda Crustacea Scavenger Planktonic Both 1430 2866.4 2.00
Eurydice sp. nov. Isopoda Crustacea Scavenger Planktonic South 178 290.5 1.63
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Excirolana natalensis Isopoda Crustacea Scavenger Planktonic Both 3657 19325.3 5.28
Exosphaeroma sp. Isopoda Crustacea Scavenger Planktonic Both 42 45.6 1.09
Excirolana latipes Isopoda Crustacea Scavenger Planktonic Both 866 12074.3 13.94
Tylos granulatus Isopoda Crustacea Scavenger Direct West 629 40403.8 64.23
Tylos capensis Isopoda Crustacea Scavenger Direct South 7 11.9 1.70
Gastrosaccus psammodytes Mysidae Crustacea Filter Planktonic Both 3672 3937.4 1.07
Nemertean Nemertea Nemertea Predator Planktonic Both 1989 15007.1 7.55
Bullia digitalis Neogastropoda Mollusca Scavenger Direct Both 234 15877.5 67.85
Bullia laevissima Neogastropoda Mollusca Scavenger Direct West 2 383.2 191.60
Bullia pura Neogastropoda Mollusca Scavenger Direct South 6 201.6 33.60
Bullia rhodostoma Neogastropoda Mollusca Scavenger Direct Both 290 12094.6 41.71
Glycera benguellana Phyllodocida Annelida Predator Planktonic West 80 2021.2 25.27
Glycera convoluta Phyllodocida Annelida Predator Planktonic West 2 11.6 5.80
Goniadopsis incerta Phyllodocida Annelida Predator Planktonic Both 42 104.7 2.49
Nephtys capense Phyllodocida Annelida Predator Planktonic Both 171 918.1 5.37
Sigalion capensis Phyllodocida Annelida Predator Planktonic Both 32 2304.6 72.02
Syllidae sp. Phyllodocida Annelida Deposit Direct South 1 0.1 0.10
Orbina B Polychaetea Annelida Deposit Planktonic Both 148 46.3 0.31
Orbiniidae A Polychaetea Annelida Deposit Planktonic South 26 84.3 3.24
Polychaete Y Polychaetea Annelida Deposit Planktonic West 4 1.2 0.30
Polychaete Z Polychaetea Annelida Deposit Planktonic South 3 0.9 0.30
Cirratulid sp. Spionida Annelida Deposit Planktonic South 7 12.1 1.73
Scolelepsis squamata Spionida Annelida Deposit Planktonic Both 1157 3052.8 2.64
Donax madagascarensis Veneroida Mollusca Filter Planktonic South 1 2.9 2.90
Donax serra Veneroida Mollusca Filter Planktonic Both 2048 216836.1 105.88
Donax sordidus Veneroida Mollusca Filter Planktonic South 220 3036.9 13.80
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Figure 3.5 Non-metric multidimensional scaling (nMDS) plot of macrofauna assemblages, based on
presence/ absence transformed abundance data from the Warm Temperate South Coast regions C (solid
lines) and D (dotted lines) over all sampling sessions. Each symbol represents a site. Upwelling [U] =
blue; non-upwelling [NU] = red. Squares = year 1 [Y1], circles = year 2 [Y2]. Closed symbols = winter [W],
and open symbols = summer [S].
Table 3.3 Total species richness over the entire sampling period from each geographic area, and the
total species richness from each region.
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Area Species Richness Region Species Richness
Doringbaai 12 A 18
Bitter River 16
Sunset Beach 23 B 30
Cape Columbine 27
Glentana 14 C 22
Brenton-on-Sea 20
Birah 32 D 36
Kasouga 29
Stress 0.19
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Figure 3.6 Species richness per site plotted against the reciprocal (for clarity) of the beach slope. Each
symbol represents a site, the West Coast = dark, the South Coast = light and the regions [A, B, C, D]
within each province are distinguished from one another using solid (A and C) or dotted lines/fill (B and
D). Non-upwelling [NU] sites = red, upwelling [U] = blue. Squares = year 1 [Y1], circles = year 2 [Y2].
Closed symbols = winter [W], and open = summer [S].
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Figure 3.7 Species richness per site plotted against the beach index. Each symbol represents a site, the
West Coast = dark, the South Coast = light and the regions [A, B, C, D] within each province are
distinguished from one another using solid (A and C) or dotted lines/fill (B and D). Non-upwelling [NU]
sites = red, upwelling [U] = blue. Squares = year 1 [Y1], circles = year 2 [Y2]. Closed symbols = winter [W],
and open = summer [S].
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Table 3.4 Significant main, and interaction, results from multivariate analysis (PERMANOVA) and subsequent tests using presence/absence transformed data to test
for differences in species composition. Three fully orthogonal fixed factors were tested in each region separately: Year [Ye] (Y1; Y2); Season [Se] (Winter [W];
Summer [S]) and; Condition [Co] (Upwelling [U]; Non-upwelling [NU]). The source of the variation is provided for the PERMANOVA results, followed by the relevant
pseudo-F (F) and pseudo-P (P) values. Degrees of freedom are noted in subscript after the pseudo-F value (df). PERMDISP results are presented only for the factors
involved in main effects or interactions from the PERMANOVA test. Where interactions are present, the significant pairwise results are also presented followed by
pseudo-t (t). ANOSIM results and effect means were calculated using the full data set where no interactions were present. Where interactions existed, the ANOSIM
and effect means were calculated using the relevant subset of data. NS = Not Significant; / = “no test”. Further details, e.g. components of variation, are given in
Appendix 2.
Presence/absence
Region
PERMANOVA PERMDISP Pairwise (PERMANOVA) ANOSIM Effect means
Source F(df) P F(df) P Source t(df) P R P
A YexCo 4.6968 1,8 0.0342 Co = 2.4161 1,14
Ye = 2.6244 1,14
0.1518
0.1133
U≠NU in Y1 
U≠NU in Y2 
2.307 4
5.8617 4
0.0374
0.0263
0.62
1
0.029
0.029
NU = 5; U = 7.5
NU = 6.25; U = 8.5
B Co 9.814 0.0016 Co = 0.64261 1,14 0.4602 / / / 0.572 0.001 NU = 12.5; U = 16
C NS / / / / / / / / / /
D Co
Se
3.4628 1,8
3.5665 1,8
0.0106
0.0127
Co = 4.1961 1,14
Se = 6.12E-2 1,14
0.0823
0.825
/ / / 0.248
0.241
0.014
0.019
NU = 12.25; U = 12.625
W = 9.875; S = 15
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Multivariate analysis based on presence/absence data indicated that in regions A and
B there was a significant and strong main effect or interaction involving Condition (p <
0.05; R > 0.572), demonstrating differences between the assemblages found at
upwelling and non-upwelling sites (Table 3.4). Condition was also detected as a
significant main effect in region D, but the effect was much weaker (R = 0.248). The
species responsible for the dissimilarities differed among regions, with no apparent
trends according to taxonomy. In region A, the number of species was greater in Bitter
River (upwelling) than in Doringbaai (non-upwelling) in both years, but the number of
species was greater in year 2, in both areas (Table 3.4). In region B, Condition was the
main effect separating assemblages. Sites at Cape Columbine (upwelling) supported
more species than sites at Sunset Beach (non-upwelling) and the compositions were
quite distinct (R = 0.572; Table 3.4). Finally, in region D, although there was a
significant effect of both Condition and Season detected in the PERMANOVA analyses,
the absolute differences were fairly small when ANOSIM tests were performed.
Season and Condition each had a low R-value, R = 0.241 and 0.248 respectively (Table
3.4), indicating a strong overlap in species compositions. The effect of Condition on
species composition was thus stronger on the West Coast and minor to undetectable
on the South Coast.
3.3.2.2 Abundance
The total number of individuals collected over the whole study was 29,032; of these,
88 % were collected on the West Coast (25,595). The most abundant taxa (> 1000
individuals; Table 3.2) were the crustaceans: Africorchestia quadrispinosa, Griffithsius
latipes (Amphipoda), Eurydice longicornis, Eurydice kensleyi, Excirolana natalensis
(Isopoda), Gastrosaccus psammodytes (Mysida); the mollusc: Donax serra; the
polychaete: Scolelepis squamata; and Nemertea (Figure 3.8).
The total number of individuals collected within each region differed. On the West
Coast the greatest number of individuals was recorded in region B (15,023 individuals),
with substantially fewer in region A (10,572 individuals). On the South Coast, the total
abundance in region C was almost double that of region D (Table 3.5).
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Table 3.5 Total numbers of individuals collected from each geographical location over the entire 2 year
sampling period, and totals per region. Univariate ANOVA results comparing total abundances per site,
testing 3 factors for each region: Year [Ye] (Y1; Y2); Season [Se] (Winter [W]; Summer [S]) and; Condition
[Co] (Upwelling [U]; Non-upwelling [NU]). p-values and F-values are in brackets next to the significant
term, as are the relevant pairwise results.
Area Abundance Region Abundance ANOVA results
Doringbaai 5261 A 10572 NS
Bitter River 5311
Sunset Beach 5752 B 15023 Ye (p = 0.006, F = 14.13) (Y1<Y2)
Cape Columbine 9271
Brenton-on-Sea 1093 C 2148 NS
Glentana 1055
Kasouga 555 D 1289 CoxSe (p = 0.002, F = 20.18) (U < NU in S)
CoxYe (p = 0.03, F = 6.91) (U < NU in Y1)
SexYe (p = 0.02, F = 8.38) (W < S in Y1&Y2)Birah 734
The total abundance at each site was tested to examine large scale patterns
irrespective of species contribution or richness (Table 3.5). There was no significant
effect of Condition, Season or Year in regions A and C, nor were there any significant
interactions. Within region B, however, Year was a significant main effect (p < 0.01).
In region D, there were 3 separate interactions: Condition and Season, where
upwelling and non-upwelling sites had significantly different abundances in summer
only; Condition and Year, where upwelling and non-upwelling sites had significantly
different abundance in year 1 only; and Season and Year, where winter and summer
abundances were significantly different in both years (Table 3.5).
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(a) Griffithius latipes (b) Excirolana natalensis
(c) Gastrosaccus psammodytes (d) Donax serra
(e) Scolelepis squamata (f) Nemertean
Figure 3.8 Representatives of some of the most abundant macrofauna.
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The multivariate data based on 4th root transformed abundances divided clearly into
biogeographic provinces (Figure 3.9). PERMANOVA and ANOSIM tests (Appendix 2)
confirmed all regions were significantly different from each other, and the effect was
strong (p < 0.05; R > 0.525). Regions from different biogeographic provinces had
vastly different assemblages, (p < 0.05; R > 0.981). Within each biogeographic
province the regions were more similar, however on the West Coast the difference
remained very large (R = 0.845). The assemblages from the two regions on the South
Coast were distinct from one another, but with some overlap in composition (R =
0.525). This distinction was observed when the South Coast data were plotted
separately, despite the fairly high nMDS stress values (Figure 3.10).
Figure 3.9 Non-metric multidimensional scaling (nMDS) plot of macrofauna assemblages, based on 4th
root transformed abundance data from all sites sampled over 2 years. Each symbol represents a site.
Regions A and B (dark shades) are in the Cool Temperate West Coast; C and D (light shades) are in the
Warm Temperate South Coast. Regions within each biogeographic province are distinguished using solid
lines (A and C) and dotted lines (B and D). Upwelling [U] = blue; non-upwelling [NU] = red. Squares =
year 1 [Y1], circles = year 2 [Y2]. Closed symbols = winter [W], and open symbols = summer [S].
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Figure 3.10 nMDS plot of macrofauna assemblages based on 4th root transformed abundance data from
all South Coast sites, regions C (solid lines) and D (dotted lines). Each symbol represents a site.
Upwelling [U] sites = blue, non-upwelling [NU] = red. Squares = year 1 [Y1], circles = year 2 [Y2]. Closed
symbols = winter [W], and open symbols = summer [S].
At all levels of investigation; taxonomic resolution, feeding guild, developmental mode
(Table 3.2), the factor Region was involved in the significant interactions (Appendix 2).
Regions were thus considered separately. Broadly, PERMANOVA results across the
separate taxonomic groups, feeding guilds and reproductive modes indicated there
were one or two main effects that occurred repeatedly in each region, but that these
effects differed between regions. In region A, the main effect (Condition) was
significant in most cases, with few interactions (Table 3.6). In region B, two main
effects (Condition and Year) were often significant and occasionally interacted with
each other or with Season (Table 3.7). In region C, the main effects were rarely
significant, with no consistent trends emerging across all scales investigated (Table
3.8). Finally, in region D, Season was the primary main effect, however, the effects of
Condition were also periodically detected, both as main effects and interactions (Table
3.9).
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Table 3.6. Summary of significant results from PERMANOVA and subsequent tests in region A using 4th root transformed abundance data, for three taxonomic levels:
species, order and phylum; and for two sets of functional traits: feeding guild and developmental mode. “Species”, “Order”, “Phylum”, “All guilds” and “Both
modes” were multivariate and calculated using Bray-Curtis similarity matrices. “Filter”, “Deposit”, “Scavengers”, “Predators”, “Direct”, and “Indirect” were univariate
and calculated using Euclidean distance. Three fixed and fully orthogonal factors were tested: Season [Se] (Winter [W]; Summer [S]); Year [Ye] (1[Y1]; 2 [Y2]);
Condition [Co] (Upwelling [U]; Non-upwelling [NU)). The source of the variation is provided for the PERMANOVA results, followed by the relevant pseudo-F (F) and
pseudo-P (P) values. Degrees of freedom are noted in subscript after the pseudo-F value (df). PERMDISP results are presented only for the factors involved in main
effects or interactions from the PERMANOVA test. Where interactions are present, the significant pairwise results are also presented pseudo-t (t). ANOSIM results
and effect means were calculated using the full data set where no interactions were present. Where interactions existed, the ANOSIM and effect means were
calculated using the relevant subsection of data. NS = Not Significant; / = “no test”. More information, e.g. components of variation, can be found in Appendix 2.
Region A - Abundance
PERMANOVA PERMDISP Pairwise (PERMANOVA) ANOSIM Effect means
Source F(df) P F(df) P Source t(df) P R P
Taxonomic group
Species Co 39.341 1,8 0.0004 Co = 0.3167 1,14 0.5984 / / / 0.979 0.001 NU = 17.13; U = 23.1
Order Co 11.185 1,8 0.001 Co = 1.6306 1,14 0.1953 / / / 0.554 0.002 NU = 10.328; U = 12.889
Phylum SexCo 4.2609 1,8 0.0277 Se = 0.2551 1,14
Co = 7.175E-2 1,14
0.5698
0.8052
U≠NU in W 3.456 4 0.0376 0.854 0.029 NU = 5.418; U = 7.189 (in W)
Feeding guild
All guilds Co 26.114 1,8 0.0008 Co = 0.3363 1,14 0.5981 / / / 0.823 0.001 NU = 8.159; U = 12.245
Filter Co 7.5745 1,8 0.006 Co = 0.5855 1,14 0.4673 / / / 0.384 0.006 NU = 1.288; U = 2.664
Deposit Co 29.421 1,8 0.0007 Co = 0.2507 1,14 0.5972 / / / 0.7 0.002 NU = 1.602; U = 3.883
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Scavengers NS / / / / / / / / / /
Predators Co 27.43 1,8 0.001 Co = 7.258E
-2
1,14 0.7741 / / / 0.576 0.004 NU = 0.274; U = 1.583
Developmental mode
Both modes SexCo 3.646 1,8 0.0456 Se = 0.8967 1,14
Co = 0.2888 1,14
0.359
0.6218
W≠S in NU 3.445 4 0.0278 0.594 0.029 W = 8.571; S = 7.969 (in NU)
Direct NS / / / / / / / / / /
Indirect SexCo 7.9713 1,8 0.0244 Se = 1.256E
-2
1,14
Co = 3.3089 1,14
0.9173
0.0836
W≠S in NU 3.9592 4 0.0379 0.833 0.029 W = 4.547; S = 3.420 (in NU)
_____________________________________________________________________________________________________________________________
Table 3.7 Summary of significant results from PERMANOVA and subsequent tests in region B using 4th root transformed abundance data, for three taxonomic levels:
species, order and phylum; and for two sets of functional traits: feeding guild and developmental mode. “Species”, “Order”, “Phylum”, “All guilds” and “Both
modes” were multivariate and calculated based on Bray-Curtis similarity matrices. “Filter”, “Deposit”, “Scavengers”, “Predators”, “Direct”, and “Indirect” were
univariate and calculated using Euclidean distance. Three fixed and fully orthogonal factors were tested: Season [Se] (Winter [W]; Summer [S]); Year [Ye] (1[Y1]; 2
[Y2]); Condition [Co] (Upwelling [U]; Non-upwelling [NU)). The source of the variation is provided for the PERMANOVA results, followed by the relevant pseudo-F (F)
and pseudo-P (P) values. Degrees of freedom are noted in subscript after the pseudo-F value (df). PERMDISP results are presented only for the factors involved in
main effects or interactions from the PERMANOVA test. Where interactions are present, the significant pairwise results are also presented pseudo-t (t). ANOSIM
results and effect means were calculated using the full data set where no interactions were present. Where interactions existed, the ANOSIM and effect means were
calculated using the relevant subsection of data. NS = Not Significant; / = “no test”. More information, e.g. components of variation, can be found in Appendix 2.
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Region B - Abundance
PERMANOVA PERMDISP Pairwise (PERMANOVA) ANOSIM Effect means
Source F(df) P F(df) P Source t(df) P R P
Taxonomic group
Species Co 10.887 1,8 0.004 Co = 3.291 1,14 0.1246 / / / 0.608 0.001 NU = 27.959; U = 39.079
Order YexSe
Co
4.5204 1,8
14.459 1,8
0.0065
0.0003
Ye = 3.1322 1,14
Se = 4.0603 1,14
Co = 3.8866 1,14
0.0976
0.0478
0.0976
W≠S in Y1 
Y1≠Y2 in W 
/
2.8442 4
3.0889 4
/
0.0318
0.0274
/
0.563
0.521
0.513
0.029
0.057
0.001
W = 16.69; S = 20.691 (in Y1)
Y1 = 16.69; Y2 = 26.178 (in W)
NU = 20.956; U = 25.259
Phylum YexSe
Co
4.0186 1,8
9.0233 1,8
0.0391
0.003
Ye = 0.5364 1,14
Se = 2.1364 1,14
Co = 6.2892 1,14
0.5003
0.1657
0.0336
W≠S in Y1 
Y1≠Y2 in W 
Y1≠Y2 in S 
/
2.6235 4
2.9598 4
2.8645 4
/
0.0411
0.0434
0.0311
/
0.396
0.365
0.76
0.335
0.057
0.114
0.029
0.004
W = 9.789; S = 10.158 (in Y1)
Y1 = 9.7891; Y2 = 14.662 (in W)
Y1 = 10.158; Y2 = 15.023 (in S)
NU = 12.335; U = 12.48
Feeding guild
All guilds Ye
Co
17.499 1,8
11.172 1,8
0.0026
0.002
Ye = 2.441E-4 1,14
Co = 3.9203 1,14
0.9893
0.0695
/
/
/
/
/
/
0.353
0.316
0.004
0.005
Y1 = 11.365; Y2 = 15.82
NU = 12.865; U = 14.321
Filter YexSexCo 7.2437 1,8 0.0197 Ye = 0.3562 1,14
Se = 0.2172 1,14
Co = 0.1030 1,14
0.0002
0.0017
0.2817
U≠NU in WY1 
U≠NU in SY2 
W≠S in NUY1 
6.5369
7.2349
5.1318
0.0217
0.0187
0.0352
1
1
1
0.333
0.333
0.333
NU = 1.722; U = 4.046 (in W,Y1)
NU = 3.584; U = 5.501 (in S,Y2)
W = 1.722; S = 3.376 (in NU,Y1)
Deposit Ye 22.929 1,8 0.0026 Ye = 5.317E
-2
1,14 0.8605 / / / 0.455 0.006 Y1 = 2.168; Y2 = 3.817
Scavengers Co 15.232 1,8 0.0079 Co = 0.7465 1,14 0.4148 / / / 0.475 0.004 NU = 3.857; U = 4.733
Predators YexCo 10.799 1,8 0.0118 Ye = 11.479 1,14
Co = 13.397 1,14
0.0049
0.0016
U≠NU in Y2 
Y1≠Y2 in U 
Y1≠Y2 in NU 
4.4116
4.079
4.5107
0.0338
0.0289
0.0304
0.833
0.49
0.885
0.029
0.086
0.029
NU = 4.472; U = 2.345 (in Y2)
Y1 = 1.7283; Y2 = 2.3454 (in U)
Y1 = 1.9556; Y2 = 4.4724 (in NU)
Developmental mode
Both modes NS / / / / / / / / / /
Direct NS / / / / / / / / / /
Indirect NS / / / / / / / / / /
76
Cool Temperate West Coast
Region A
Taxonomic groupings
Analysis of species assemblages indicated that upwelling sites were significantly
different from non-upwelling sites (p < 0.001; R = 0.979) within region A (Table 3.6). A
one-way SIMPER analysis revealed the species responsible for the dissimilarity were
crustaceans, mostly isopods (Eurydice kensleyi: 13.26 %; Eurydice longicornis: 12.81 %
and Excirolana natalensis: 10.93 %) and one amphipod (Griffithsius latipes: 13.41 %).
These species together accounted for more than 50 % of the dissimilarity between
conditions, although none were identified as discriminatory. Condition continued to be
the main effect when assemblages were determined by order (p < 0.001; Table 3.6).
Although distinct, the absolute distance between assemblages at the level of order (R =
0.554) was substantially diminished, relative to species level (R = 0.979). When taxa
were aggregated to higher taxonomic levels, fewer taxonomic categories existed, thus
the potential for differences among assemblages necessarily became more limited
(Figure 3.11). The taxa responsible for the dissimilarities between conditions were
different at the level of order: Mysidae contributed the most (27.84 %), followed by
Nemertea (24.09 %) and only then Isopoda (13.32 %) and Amphipoda (12.27 %).
Analysis of assemblages grouped by phylum demonstrated a significant interaction
between Condition and Season (p < 0.05; Table 3.6). Subsequent pairwise testing,
relevant to the main hypothesis, indicated that upwelling and non-upwelling were only
significantly different during winter, but the difference was very large (R = 0.854). This
difference was mainly driven by the Nemertea, which contributed 50.19 % of the
dissimilarity between conditions. Although the size of the Condition effect was large, it
was involved in an interaction. Thus, although the R-value increased from order to
phylum in this case, the overall size of the effect was diminished as it was restricted to
only a subset of the data, i.e. it was no longer strong enough to be detected using all of
the temporal data. These results support hypothesis 5. The magnitude of the upwelling
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effect was so pervasive that it was still detectable at the highest taxonomic level,
although it was much weaker and so some ecological effects were masked.
Feeding guilds
Multivariate analysis of feeding guilds within region A determined that upwelling and
non-upwelling sites had significantly different assemblages (p < 0.01; R = 0.823; Table
3.6). A 1-way SIMPER analysis indicated the primary group responsible for the
dissimilarity were the deposit feeders, contributing 38.16 %. Except for scavengers,
univariate analysis of each feeding type separately consistently indicated Condition as
a significant main effect (p < 0.01). There were significant differences in abundance at
upwelling and non-upwelling sites each for filter feeders (U > NU), deposit feeders (U >
NU), and predators (U > NU) (Table 3.6). Of these, the greatest effect of upwelling was
on the deposit feeders (R = 0.7), followed by predators (R = 0.576), and the weakest
effect was observed among the filter feeders (R = 0.384). Hypothesis 6 is partially
supported by these results, as there were greater numbers of filter feeders, deposit
feeders and predators at the upwelling site. However, scavenger abundance was not
significantly different between upwelling and non-upwelling sites.
Developmental mode
A significant interaction was detected between Season and Condition (p < 0.05), both
for the multivariate analysis of developmental modes and for the univariate analysis of
those organisms with indirect development (i.e. a planktonic larval stage). Pairwise
analyses were done for both interactions separately to determine the source of
variation. A significantly greater abundance of indirect developers was present in
winter, but only at the non-upwelling sites (R = 0.833; W > S for NU). Abundance of
those species with direct development did not differ significantly within this region
(Table 3.6).
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a)
b)
c)
Figure 3.11 Summary of taxonomic ratios at each site in region A. a) Number of species in each order, b)
number of orders in each phylum, c) percentage of total individuals, per phylum.
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Region B
Taxonomic groupings
Occasionally, dispersion effects were present but these were not strongly significant.
Visualisation of the data using nMDS plots and CLUSTER analyses confirmed the
presence of location effects (Appendix 2). Although preferable, a non-significant result
from PERMDISP is not essential to run PERMANOVA (Anderson et al., 2008).
Additionally, it is recommended that, where the within-group sample size is less than
10, caution be taken while interpreting the results of a PERMDISP test because of the
difficulty in generating reliable centroids with such small numbers (Anderson et al.,
2008). The number in each group during these regional analyses was only 8.
Condition was a significant main effect for species assemblages (p < 0.001; R = 0.608;
Table 3.7). For example, within region B there was 40 % dissimilarity between
upwelling and non-upwelling sites. There were many species responsible for the
dissimilarity between conditions e.g. Gastrosaccus psammodytes (8.20 %); Nemertea
(7.75 %); Eurydice kensleyi (7.24 %); Orbina A (6.92 %); Tylos granulatus (5.82 %) but
no single species contributed substantially. Similarly, there was a significant difference
between assemblages described at the level of order between upwelling and non-
upwelling sites (p < 0.001; R = 0.513), with Mysidae (15.77 %), Nemertea (14.84 %),
Polychaeta (13.28 %), Cumacea (11.16 %) being the largest contributors to the
dissimilarity, which followed the trend observed for the species assemblages.
Upwelling and non-upwelling sites continued to be significantly different even when
assemblages were based on phylum (p < 0.01; Table 3.7). However, as observed in
region A, the dissimilarity between upwelling and non-upwelling sites decreased as
taxonomic resolution was reduced. The assemblages were reasonably distinct both at
the level of species and order (R > 0.513), but at the level of phylum the overlap in
assemblage composition increased (Figure 3.12) and, although still significant as a
factor, Condition was less influential and the effect was much weaker (R = 0.335).
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a)
b)
c)
Figure 3.12 Summary of taxonomic ratios at each site in region B. a) Number of species in each order, b)
number of orders in each phylum, c) percentage of total individuals, per phylum.
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A separate interaction between Season and Year was also detected for assemblages
based each on order and phylum. Pairwise tests indicated years were significantly
different from one another in winter (p < 0.05). Winter was significantly different from
summer only in year 1 at both levels. Again, these temporal interactions were
generally greater when assemblages were based on order rather than phylum (Table
3.7).
Feeding guild
PERMANOVA results from multivariate analysis of feeding guilds in this region showed
that Condition and Year were both significant main effects, with no interaction (p <
0.01; Table 3.7). However, neither effect was greatly distinct (Co: R = 0.315; Ye: R =
0.353). The univariate analyses were slightly more complex, with different results for
each feeding type. The results for filter feeders were particularly complicated, with a 3-
way interaction among Year, Season and Condition (p < 0.05; Table 3.7). Relevant
pairwise comparisons indicated that differences between upwelling and non-upwelling
sites changed and were not consistent, with significant variation between upwelling
and non-upwelling specifically in winter of year 1 and summer of year 2 (U > NU).
Additionally, seasonal variation was also detected within the non-upwelling site in year
1 (W < S). Assemblages in each of these pairs were completely different (R = 1), but
caution in interpretation is warranted as these are based on comparisons of only four
sites, in each case. Year was the main effect for deposit feeders in this region (p < 0.05;
R = 0.455; Table 3.7), with significant differences in abundance between Year 1 and 2
(Y1 < Y2). Abundances of scavengers were significantly different between upwelling
and non-upwelling sites (R = 0.475; U > NU). Predator abundances were significantly
different between conditions in year 2 (R = 0.833; U < NU; Table 3.7), and between
years in each upwelling and non-upwelling sites separately (R = 0.49: Y1 < Y2 in U; R
=0.885: Y1 < Y2 in NU). Although there was a significant dispersion effect detected for
each factor separately, there were location effects present relevant to the interactions
(Appendix 2).
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Developmental mode
No significant variation was detected by multivariate analysis based on developmental
mode, nor in univariate analyses of direct or indirect developer abundances (Table
3.7).
Warm Temperate South Coast
Region C
Taxonomic grouping
At the species level, within region C there were two main effects detected; Season and
Condition (Table 3.8). Assemblages were significantly different between winter and
summer and, separately, between upwelling and non-upwelling sites (p < 0.01). The
species which contributed most to the dissimilarity between upwelling and non-
upwelling sites were the isopods, Eurydice sp. nov. (10.9 %) and Excirolana natalensis
(9.13 %), and the polychaete, Goniadopsis incerta (9.02 %). Similarly, the species which
were most influential in differentiating winter and summer assemblages were the
same two isopods Eurydice sp. nov. (10.83 %) and E. natalensis (9.62 %), and the
amphipod, Talorchestia sp. nov. (9.14 %). Although the results from PERMANOVA
were highly significant, further exploration using the ANOSIM routine suggested that
differences between assemblages at upwelling and non-upwelling sites, and also
between winter and summer, were small (Se: R = 0.27; Co: R = 0.229; Table 3.8). Such
low R-values are indicative of strong overlap in assemblage composition, with few
biologically relevant differences. At the level of order, the Condition effect disappeared
and the seasonal differences were not the same between years, and at the phylum
level no effects were detected. This suggests that there are subtle ecological effects
which require the finest scale resolution to determine, whereas at higher taxonomic
levels the distinction between sites is lost (Figure 3.13).
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a)
b)
c)
Figure 3.13 Summary of taxonomic ratios at each site in region C. a) Number of species in each order, b)
number of orders in each phylum, c) percentage of total individuals, per phylum.
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Table 3.8 Summary of significant results from PERMANOVA and subsequent tests in region C using 4th root transformed abundance data, for three taxonomic levels:
species, order and phylum; and for two sets of functional traits: feeding guild and developmental mode. “Species”, “Order”, “Phylum”, “All guilds” and “Both
modes” were multivariate and calculated based on Bray-Curtis similarity matrices. “Filter”, “Deposit”, “Scavengers”, “Predators”, “Direct”, and “Indirect” were
univariate and calculated using Euclidean distance. Three fixed and fully orthogonal factors were tested: Season [Se] (Winter [W]; Summer [S]); Year [Ye] (1[Y1]; 2
[Y2]); Condition [Co] (Upwelling [U]; Non-upwelling [NU)). The source of the variation is provided for the PERMANOVA results, followed by the relevant pseudo-F (F)
and pseudo-P (P) values. Degrees of freedom are noted in subscript after the pseudo-F value (df). PERMDISP results are presented only for the factors involved in
main effects or interactions from the PERMANOVA test. Where interactions are present, the significant pairwise results are also presented pseudo-t (t). ANOSIM
results and effect means were calculated using the full data set where no interactions were present. Where interactions existed, the ANOSIM and effect means were
calculated using the relevant subsection of data. NS = Not Significant; / = “no test”. Further information, e.g. components of variation, can be found in Appendix 2.
Region C – Abundance
PERMANOVA PERMDISP Pairwise (PERMANOVA) ANOSIM Effect means
Source F(df) P F(df) P Source t(df) P R P
Taxonomic group
Species Se
Co
4.4787 1,8
3.7463 1,8
0.0044
0.0084
Se = 0.87422 1,14
Co = 1.3656 1,14
0.4165
0.3019
/ / / 0.27
0.229
0.004
0.004
W= 17.483; S = 16.176
NU = 15.719; U = 17.94
Order YexSe 3.458 1,8 0.0269 Ye = 15.887 1,14
Se = 13.441 1,14
0.0032
0.0087
W≠S in Y1 
W≠S in Y2 
2.8311 4
1.9773 4
0.0318
0.0434
0.427
0.625
0.086
0.029
W = 11.486; S = 9.3172
W = 11.609; S = 12.549
Phylum NS / / / / / / / / / /
Feeding guild
All guilds NS / / / / / / / /
Filter YexSexCo 8.2951 1,8 0.0197 Ye = 18.36 1,14
Se = 12.28 1,14
Co = 2.1772 1,14
0.0002
0.0017
0.2817
W≠S in NU,Y1 
W≠S in U,Y2 
Y1≠Y2 in U,S 
4.3122
6.6982
5.9992
0.0486
0.0213
0.0273
1
1
1
0.333
0.333
0.333
W = 2.067; S = 2.514 (in NU,Y1)
W = 2.086; S = 3.516 (in U, Y2)
Y1 = 0; Y2 = 0.595 (in U,S)
Deposit NS / / / / / / / /
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Scavengers NS / / / / / / / /
Predators NS / / / / / / / /
Developmental mode
Both modes NS / / / / / / / / / /
Direct NS / / / / / / / / / /
Indirect NS / / / / / / / / / /
________________________________________________________________________________________________________________
Table 3.9 Summary of significant results from PERMANOVA and subsequent tests in region D using 4th root transformed abundance data, for three taxonomic levels:
species, order and phylum; and for two sets of functional traits: feeding guild and developmental mode. “Species”, “Order”, “Phylum”, “All guilds” and “Both
modes” were multivariate and calculated based on Bray-Curtis similarity matrices. “Filter”, “Deposit”, “Scavengers”, “Predators”, “Direct”, and “Indirect” were
univariate and calculated using Euclidean distance. Three fixed and fully orthogonal factors were tested: Season [Se] (Winter [W]; Summer [S]); Year [Ye] (1[Y1]; 2
[Y2]); Condition [Co] (Upwelling [U]; Non-upwelling [NU)). The source of the variation is provided for the PERMANOVA results, followed by the relevant pseudo-F (F)
and pseudo-P (P) values. Degrees of freedom are noted in subscript after the pseudo-F value (df). PERMDISP results are presented only for the factors involved in
main effects or interactions from the PERMANOVA test. Where interactions are present, the significant pairwise results are also presented pseudo-t (t). ANOSIM
results and effect means were calculated using the full data set where no interactions were present. Where interactions existed, the ANOSIM and effect means were
calculated using the relevant subsection of data. NS = Not Significant; / = “no test”. Further information, e.g. components of variation, can be found in Appendix 2.
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Region D - Abundance
PERMANOVA PERMDISP Pairwise (PERMANOVA) ANOSIM Effect means
Source F(df) P F(df) P Source t(df) P R P
Taxonomic group
Species Se
Co
4.1778 1,8
3.3651 1,8
0.0047
0.0081
Se = 5.962E-3 1,14
Co = 4.277 1,14
0.9396
0.0736
/
/
/
/
/
/
0.339
0.246
0.003
0.019
W = 14.188; S = 22.73
NU = 18.684; U = 18.234
Order SexCo 2.5035 1,8 0.047 Se = 1.556 1,14
Co = 1.0261 1,14
0.2345
0.2825
W≠S in NU 2.361 4 0.028 0.885 0.029 W = 7.975; S = 15.503 (in NU)
Phylum NS / / / / / / / / / /
Feeding guild
All guilds SexCo 4.5484 1,8 0.0129 Se = 3.3979 1,14
Co = 16.19 1,14
0.1155
0.0004
U≠NU in S 
W≠S in NU 
W≠S in U 
3.6079
2.4261
2.1096
0.0326
0.0491
0.036
0.75
0.573
0.635
0.029
0.029
0.029
NU = 8.949; U = 7.659 (in S)
W = 5.542; S = 8.941 (in NU)
W = 6.673; S = 7.659 (in U)
Filter NS / / / / / / / / / /
Deposit SexCo 10.172 1,8 0.0175 Se = 1.8567 1,14
Co = 10.852 1,14
0.2745
0.0057
W≠S in NU 3.9155 0.0443 0.813 0.029 W = 0.626; S = 2.409 (in NU) 
Scavengers Se 35.277 1,8 0.001 Se = 0.7790 1,14 0.4237 / / / 0.625 0.005 W = 2.343; S = 2.855
Predators SexCo 12.205 1,8 0.0101 Se = 0.3116 1,14
Co = 4.6463 1,14
0.6025
0.0272
U≠NU in S 6.4652 0.0293 0.906 0.029 NU = 1.901; U = 1.0473 (in S)
Developmental mode
Both modes Se 6.2386 1,8 0.0006 Se = 11.913 1,14 0.0113 / / / 0.759 0.002 W = 4.219; S = 5.306
Direct NS / / / / / / / / / /
Indirect Se 7.1885 1,8 0.0005 Se = 8.0373 1,14 0.0122 / / / 0.86 0.001 W = 2.376; S = 3.042
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Feeding guild
There was no significant variation among multivariate assemblages based on feeding
guild in region C. Similarly, there were no significant differences observed in the
univariate analysis of deposit feeder, predator or scavenger abundances (Table 3.8). A
3-way interaction was detected for filter feeder abundances (p < 0.05), however,
pairwise comparisons indicated the source of variation was highly complex and not
consistent, with significant differences between winter and summer abundances in the
non-upwelling site in year 1 (S > W) and the upwelling site in year 2 (W < S). Although
the assemblages were completely different (R = 1), each of the interactions involved
only 4 samples.
Developmental mode
There was no significant variation detected for either multivariate or univariate
analyses of developmental modes within this region (Table 3.8).
Region D
Taxonomic grouping
Season and Condition were both significant main effects within region D at the species
level (p < 0.01; Table 3.9). The absolute dissimilarities between assemblages were not
very large for either factor. The difference between upwelling and non-upwelling sites
was particularly small (R = 0.246), and between seasons the difference was notable but
still not distinct (R = 0.339). The results were slightly more complex at the level of
order, where there was an interaction between Season and Condition (p < 0.05).
Pairwise comparisons indicated the source of variation was not between upwelling and
non-upwelling sites, but instead driven by differences between winter and summer
assemblages for the non-upwelling sites (Birah) only (Table 3.9). The differences
between assemblages in winter and summer were very strong at Birah (R = 0.885).
Reflecting the strong seasonality associated with erosion and accretion events in this
region. At the level of phylum, no significant variation was detected between
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assemblages (Table 3.9), again reinforcing the trend of decreasing effects of factors as
the taxonomic level increases and information is lost (Figure 3.14).
a)
b)
c)
Figure 3.14 Summary of taxonomic ratios at each site in region C. a) Number of species in each order, b)
number of orders in each phylum, c) percentage of total individuals, per phylum.
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Feeding guilds
There was a significant interaction between Season and Condition when assemblages
based on feeding guilds were examined at the multivariate level (p < 0.05; Table 3.9).
Pairwise testing indicated assemblages at upwelling and non-upwelling sites were only
significantly different during summer (R = 0.75; U ≠ NU in S), but that winter 
assemblages differed from summer assemblages independently at both upwelling and
non-upwelling sites (R = 0.573: W ≠ S in U; R = 0.635: W ≠ S in NU). Univariate results 
for each guild separately indicated no significant variation in abundance among filter
feeders. The significant interaction between Season and Condition for deposit feeder
abundance (p < 0.05), was driven by differences between winter and summer in the
non-upwelling site only (R = 0.813: W < S in NU). Season was a significant main effect
on scavenger abundance (p < 0.001; R = 0.625; W < S), and finally for predator
abundance, there was a significant difference between upwelling and non-upwelling
sites in the summer (p < 0.05; R = 0.906; U < NU; Table 3.9).
Developmental mode
Assemblages based on developmental modes were significantly different between
winter and summer (p < 0.001; R = 0.759; Table 3.9). Similarly, the abundance of
indirect developers varied significantly between winter and summer (p < 0.001; R =
0.86; W < S). There were no significant effects detected for the direct developers over
Season, Year or Condition (Table 3.9).
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Effect of taxonomic aggregation and transformation
The data presented throughout this thesis were fourth root transformed. The effects
of this transformation can be quite severe (Clarke and Warwick, 2001) and it was
postulated that the effects of taxonomic aggregation were secondary to the effect of
this type of transformation. The effects of taxonomic aggregation and transformation
were compared in each region separately. The closer together the symbols are, the
more similar the underlying matrices. The further apart, then the more dissimilar the
matrices are. Thus the effect of transformation or aggregation can be visualised by the
relative separation of the symbols (Clarke and Warwick, 2001). In each case, the
resultant second stage nMDS plot exhibited a fan pattern, similar to those described by
Olsgard et al. (1997, 1998) and Olsgard and Somerfield (2000), indicating the effects of
transformation and taxonomic aggregation were largely unrelated (i.e. the spread of
the symbols in the second stage nMDS plot were in different directions across the
axes). The type of transformation applied had a much larger effect than the level of
taxonomic aggregation (Figure 3.15) although in region B, the effect was not nearly as
pronounced, except for presence/absence data. On the South Coast, as the strength
of the transformation increased, the pattern produced by the higher taxonomic levels
was increasingly different from the species level (symbols spread further apart). This
was not observed on the West Coast. In region A, higher taxon levels were more
similar to the species level patterns when stronger transformations (4th root and log
(X+1)) were used, and in region B the separation of taxonomic levels was virtually the
same for each transformation, except presence/absence.
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a) Region A b) Region B
c) Region C d) Region D
Figure 3.15. Second stage nMDS plots visualising transformation and taxonomic aggregation effects.
Each symbol represents an underlying similarity matrix. Shapes indicate the taxonomic aggregation:
squares = species; circles = order; triangles = phylum. Colours represent the transformation applied:
blue = untransformed; green = square root; purple = fourth root; red = log (X+1); and black =
presence/absence
Stress: 0.11 Stress: 0.05
Stress: 0.08Stress: 0.1
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Environmental factors
Marginal tests indicated three factors were significant contributors to the observed
variation between assemblages when considering abundance data. Biogeography and
Beach Index were highly significant (p = 0.0001) whereas Condition was weakly
significant (p = 0.047) and Season was not significant (p > 0.05). Sequential testing
determined the contributions of each variable to the model. Biogeography made the
largest contribution, followed by Beach Index and then Condition (Table 3.10). The
proportion of variation in the model explained by Condition was 4 % and the
proportion of total variation was only 2 %. This contribution due to Season and
Condition was not significant (p > 0.05; Table 3.10).
Table 3.10 DistLM based on 4 environmental factors (Beach index = quantitative: Condition,
Biogeography; Season = categorical) using the Akaike information criterion (AIC) selection with
abundance as the response variable. ns = not significant, *** = p < 0.001. Prop = proportion of the
model explained by each variable; Cumul = cumulative proportion of the model explained by the
variables; res. df = residual degrees of freedom; regr.df = regression degrees of freedom.
SEQUENTIAL TESTS
Group AIC Pseudo-F P Prop. Cumul. res.df regr.df
Beach Index 472.61 8.6311 *** 0.1222 0.1222 62 2
Condition 472.95 1.6066 ns 2.2527E-02 0.14473 61 3
Biogeography 435.78 50.642 *** 0.39147 0.53619 60 4
Season 436.17 1.504 ns 1.1529E-02 0.54772 59 5
Although Beach Index was identified as a significant factor in separating assemblages,
there was no discernible relationship between beach index and total abundance
(Figure 3.16). These results contradict the literature, which suggests that there is a
strong linear relationship between abundance and BI (McLachlan and Dorvlo, 2005).
The reason Beach Index was a significant factor in the DistLM was because it made use
of species level abundances, and species richness was shown to increase linearly with
BI values (Figure 3.7). Despite this, the only region to exhibit a bias in beach index
values, relative to the condition classification, was region A (dark solid symbols; Figure
3.16). The other regions had upwelling and non-upwelling sites spanning a range of
values that overlapped in their distribution.
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Figure 3.16 Fourth-root transformed abundance data plotted agains beach index values. Each symbol
represents the total abundance at a particular site. The West Coast is in dark shades, the South Coast in
light, and regions [A, B, C, D] within each province are distinguished using solid or dotted lines/fill. Non-
upwelling [NU] sites are in red, and upwelling [U] in blue; open symbols represent summer [S] and
closed, winter [W]; and filled symbols represent year 1 [Y1], open represent year 2 [Y2].
Relationship between biotic and physical variables
At the species level, data transformation generally had very little impact on the
correlation between the biotic and environmental matrices in each region (Table 3.11).
As taxonomic level increased from species to order, the correlation between the biotic
and environmental matrices decreased in region A (Table 3.11), particularly for the
untransformed and square root transformed data. The subsequent increase from
order to phylum further altered the correlations. Grain size was the environmental
variable which best predicted the biotic assemblage at the species and order levels.
In region B, as the level of taxonomic aggregation increased, the correlation between
the macrofaunal assemblages and environmental variables remained fairly stable
(Table 3.11). This was consistent across transformations, excepting a slight decrease in
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correlation when the data were untransformed. In all cases the beach index was one
of the main environmental factors which best predicted the macrofaunal assemblages.
On the South Coast, there was no significant correlation between the macrofaunal
assemblages, using any transformation, at the levels of species and order (Table 3.11).
At the phylum level in both regions C and D, where there were significant correlations
they did not vary with the strength of the transformation applied.
As with the PCA (Figure 3.3), the main correlated variables were usually the beach
index or a component thereof.
Table 3.11 Results from the BIO-ENV procedure and global BEST test for each taxonomic
group/transformation combination using abundance data. SL = swash length; SP = swash period; P =
sand penetrability; G = grain size; BI = beach index; Sl = beach slope.
Abundance Taxonomic group Transformation
group
ρ-values 
Bio-Env
Global Test
p-value
Variable selection
Region A Species Untransformed 0.731 0.001 P, G
Square root 0.823 0.001 P, G
4th root 0.866 0.001 G
log (X+1) 0.875 0.01 G
Order Untransformed 0.185 0.492 N/S
Square root 0.362 0.043 G
4th root 0.602 0.001 G
log (X+1) 0.698 0.001 G
Phylum Untransformed 0.259 0.172 N/S
Square root 0.358 0.046 Sl
4th root 0.438 0.002 P
log (X+1) 0.625 0.001 SL, P
Region B Species Untransformed 0.5 0.003 SL, SP, BI
Square root 0.529 0.004 SL, SP, BI
4th root 0.549 0.001 SL,SP, P, G, BI
log (X+1) 0.557 0.002 SL,SP, P, G, BI
Order Untransformed 0.375 0.05 SL, BI
Square root 0.478 0.008 SL, P, BI
4th root 0.581 0.001 SL, P, BI
log (X+1) 0.603 0.002 SL, P, BI
Phylum Untransformed 0.398 0.022 SL, BI
Square root 0.557 0.002 SL, BI
4th root 0.571 0.001 SL, BI
log (X+1) 0.599 0.001 SL, P, BI
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Region C Species Untransformed 0.266 0.226 N/S
Square root 0.296 0.252 N/S
4th root 0.323 0.226 N/S
log (X+1) 0.282 0.282 N/S
Order Untransformed 0.246 0.335 N/S
Square root 0.3 0.25 N/S
4th root 0.369 0.155 N/S
log (X+1) 0.334 0.174 N/S
Phylum Untransformed 0.344 0.079 N/S
Square root 0.391 0.047 SL, SP, Sa, Sl
4th root 0.462 0.026 SL,SP, P
log (X+1) 0.42 0.032 SL, SP, P
Region D Species Untransformed 0.341 0.05 SL, SP, Sa, G
Square root 0.338 0.075 N/S
4th root 0.337 0.077 N/S
log (X+1) 0.345 0.078 N/S
Order Untransformed 0.209 0.397 N/S
Square root 0.124 0.691 N/S
4th root 0.056 0.893 N/S
log (X+1) 0.122 0.703 N/S
Phylum Untransformed 0.377 0.017 SL, P, G
Square root 0.386 0.031 SL, Sa, P, G
4th root 0.244 0.281 N/S
log (X+1) 0.299 0.161 N/S
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3.3.2.3 Biomass
The total dry biomass collected over the entire sampling period was 361.08 g and of
that 67 % was obtained from the West Coast (243.57 g). The most dominant taxa in
terms of overall biomass (> 12 g; Table 3.2) were the molluscs (excluding shell): Donax
serra, Bullia digitalis, Bullia rhodostoma; the crustaceans: Tylos granulatus; Excirolana
natalensis, Excirolana latipes (Isopoda); and Nemertea.
Within regions, there were no consistent patterns in biomass across years or seasons,
nor was there a clear pattern by Region. The highest biomass overall was from the
West Coast region B (179.62 g), Region C had the second largest biomass (110.04 g)
despite being on the South Coast. The biomass collected from region A was much
lower, at only 63.96 g, however, region D had the lowest biomass of all the regions,
equating to only 4 % of the biomass in region B (Table 3.12).
Table 3.12 Total biomass collected from each geographical location and each region over the entire
sampling period. Univariate 3-way ANOVA results comparing total biomass per site, 3 factors: Year [Ye]
(Y1; Y2); Season [Se] (Winter [W]; Summer [S]) and; Condition [Co] (Upwelling [U]; Non-upwelling [NU]),
all orthogonal. p-values and F-values are in brackets next to the significant factor, as is the source of the
variation.
Area Biomass (g) Region Biomass (g) ANOVA results
Doringbaai 51.12 A 63.95 Co (p = 0.033, F = 6.62) (U < NU)
Bitter River 12.84
Sunset beach 60.68 B 179.61 Co (p = 0.029, F = 7.06) (U > NU)
Cape Columbine 118.93 Ye (p = 0.016, F = 9.17) (Y1 < Y2)
Brenton-on-Sea 79.30 C 110.04 NS
Glentana 30.74
Kasouga 2.52 D 7.48 NS
Birah 4.96
Ignoring the effect of specific species, large scale patterns were determined using total
biomass values from each site. There was a significant difference detected between
biomass values from upwelling and non-upwelling sites in region A (p < 0.05; Table
3.12). Similarly, in region B there was a significant difference between conditions (p <
0.05) but there was also a significant difference between biomass values in year 1 and
year 2 (p < 0.05). There was no significant effect of Condition, Season or Year for
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biomass at both regions C and D, nor were there any significant interactions in any of
the analyses (Table 3.12).
A clear separation in the biomass data was present between the West and South
Coasts (Figure 3.17) and sites from each region clustered together distinctly in the
nMDS plot. Analysis with PERMANOVA confirmed significant differences among all
regions (p < 0.001; Figure 3.17; Appendix 2). Regions were more similar to each other
within each biogeographic province (A-B: R = 0.883; C-D: R = 0.728) than between
provinces (R > 0.959).
Figure 3.17 Non-metric multidimensional scaling plot (nMDS) of macrofauna assemblages based on 4th
root transformed biomass data from the entire sampling period. Cool Temperate West Coast = dark
shades, Warm Temperate South Coast = light shades, and regions [A, B, C, D] within each biogeographic
province are distinguished using solid lines (A and C) and broken lines (B and D). Upwelling [U] = blue,
non-upwelling [NU] = red. Squares = year 1 [Y1], circles = year 2 [Y2]. Closed symbols = winter [W] and
open symbols = summer [S].
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Regions were considered separately since, for all levels of investigation, significant
interactions included Region as a factor (Appendix 2). Different factors were
prominent in different regions, and were fairly consistent across the separate analyses
for taxonomic resolution, feeding guilds and developmental modes. Generally within
region A, Condition was the strongest main effect, occasionally interacting with Season
(Table 3.13); in region B, the interaction between Year and Condition was almost
consistent (Table 3.14); finally, in both regions C and D, at the level of species,
Condition was the main effect (Table 3.15 and 3.16).
Cool Temperate West Coast
Region A
Taxonomic grouping
There was a significant interaction between Season and Condition for species
assemblages based on biomass (p < 0.05; Table 3.13). Pairwise comparisons indicated
the upwelling and non-upwelling sites were significantly different from one another in
both seasons, with a slightly stronger effect in winter than in summer (W: R = 1; S: R =
0.854). Additionally, winter and summer were significantly different, but only for the
upwelling sites (R = 0.698). Although a significant dispersion effect was detected for
Season, the source of variation in the PERMANOVA test was from an interaction.
Visualisation of the nMDS and CLUSTER plots confirmed the presence of location
effects (Appendix 2). All pairwise sources of variation were significant and the
assemblages had distinctly different compositions (R > 0.698). The average dissimilarity
between the upwelling and non-upwelling sites was 41.44 %, of which isopod species
were most influential: specifically, Tylos granulatus (20 %); Eurydice longicornis (14 %);
Excirolana natalensis (12.15 %) and Eurydice kensleyi (10.02 %).
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Table 3.13. Summary of significant results from PERMANOVA and subsequent tests in region A using 4th root transformed biomass data, for three taxonomic levels:
species, order and phylum; and for two sets of functional traits: feeding guild and developmental mode. “Species”, “Order”, “Phylum”, “All guilds” and “Both
modes” were multivariate and calculated based on Bray-Curtis similarity matrices. “Filter”, “Deposit”, “Scavengers”, “Predators”, “Direct”, and “Indirect” were
univariate and calculated using Euclidean distance. Three fixed and fully orthogonal factors were tested: Season [Se] (Winter [W]; Summer [S]); Year [Ye] (1[Y1]; 2
[Y2]); Condition [Co] (Upwelling [U]; Non-upwelling [NU)). The source of the variation is provided for the PERMANOVA results, followed by the relevant pseudo-F (F)
and pseudo-P (P) values. Degrees of freedom are noted in subscript after the pseudo-F value (df). PERMDISP results are presented only for the factors involved in
main effects or interactions from the PERMANOVA test. Where interactions are present, the significant pairwise results are also presented pseudo-t (t). ANOSIM
results and effect means were calculated using the full data set where no interactions were present. Where interactions existed, the ANOSIM and effect means were
calculated using the relevant subsection of data. NS = Not Significant; / = “no test”. More information, e.g. components of variation, can be found in Appendix 2.
Region A - Biomass
PERMANOVA PERMDISP Pairwise (PERMANOVA) ANOSIM Effect means
Source F(df) P F(df) P Source t(df) P R P
Taxonomic group
Species SexCo 4.9443 1,8 0.0125 Se = 10.026 1,14
Co = 0.5367 1,14
0.0107
0.4995
U≠NU in W
U≠NU in S 
W≠S in U 
5.1149 4
3.698 4
2.5667 4
0.0281
0.0284
0.0275
1
0.854
0.698
0.029
0.029
0.029
NU = 25.9; U = 28.799 (in W)
NU = 27.5; U = 29.097 (in S)
W = 28.799; S = 29.097 (in U)
Order Co 15.694 1,8 0.0007 Co = 0.3122 1,14 0.6475 / / / 0.592 0.004 NU = 15.325; U =15.572
Phylum YexSe
Co
4.3099 1,8
19.967 1,8
0.0391
0.001
Ye = 0.2245 1,14
Se = 9.880E-2 1,14
Co = 0.3486 1,14
0.6995
0.8333
0.6507
W≠S in Y2 
/
3.2338 4
/
0.0379
/
0.198
0.575
0.229
0.002
W = 9.917; S = 10.409 (in Y2)
NU = 9.923; U = 9.557
Feeding guild
All guilds Co 19.523 1,8 0.0011 Co = 5.0183 1,14 0.0969 / / / 0.624 0.002 NU = 12.297; U = 14.01
Filter NS / / / / / / / / / /
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Deposit NS / / / / / / / / / /
Scavengers Co 19.972 1,8 0.0043 Co = 8.8208 1,14 0.0074 / / / 0.7 0.001 NU = 8.615; U = 6.083
Predators YexSe
SexCo
7.0488 1,8
6.1401 1,8
0.0245
0.0284
Ye = 3.201E-2 1,14
Se = 0.2082 1,14
Co = 0.2088 1,14
0.8628
0.6351
0.6918
Y1≠Y2 in S 
U≠NU in W 
3.3174 4
20.178 4
0.0278
0.028
0.51
1
0.086
0.029
Y1 = 0.632; Y2 = 2.735 (in S)
NU = 0; U = 2.720 (in W)
Developmental mode
Both modes SexCo 4.2316 1,8 0.045 Se = 3.0043 1,14
Co = 0.5798 1,14
0.1327
0.4507
W≠S in U 
U≠NU in S 
U≠NU in W 
4.6085 4
3.1992 4
3.7976 4
0.027
0.0289
0.0278
0.958
0.625
0.948
0.029
0.029
0.029
W = 9.679; S = 10.348 (in U)
NU = 13.573; U = 10.348 (in S)
NU = 14.562; U = 9.679 (in W)
Direct Co 25.48 1,8 0.0031 Co = 0.1235 1,14 0.8715 / / / 0.541 0.002 NU = 7.607; U = 4.432
Indirect Se 16.442 1,8 0.0045 Se = 5.5372 1,14 0.07 / / / 0.434 0.001 W = 6.824; S = 5.218
________________________________________________________________________________________________________________
Table 3.14. Summary of significant results from PERMANOVA and subsequent tests in region B using 4th root transformed abundance data, for three taxonomic
levels: species, order and phylum; and for two sets of functional traits: feeding guild and developmental mode. “Species”, “Order”, “Phylum”, “All guilds” and “Both
modes” were multivariate and calculated based on Bray-Curtis similarity matrices. “Filter”, “Deposit”, “Scavengers”, “Predators”, “Direct”, and “Indirect” were
univariate and calculated using Euclidean distance. Three fixed and fully orthogonal factors were tested: Season [Se] (Winter [W]; Summer [S]); Year [Ye] (1[Y1]; 2
[Y2]); Condition [Co] (Upwelling [U]; Non-upwelling [NU)). The source of the variation is provided for the PERMANOVA results, followed by the relevant pseudo-F (F)
and pseudo-P (P) values. Degrees of freedom are noted in subscript after the pseudo-F value (df). PERMDISP results are presented only for the factors involved in
main effects or interactions from the PERMANOVA test. Where interactions are present, the significant pairwise results are also presented pseudo-t (t). ANOSIM
results and effect means were calculated using the full data set where no interactions were present. Where interactions existed, the ANOSIM and effect means were
calculated using the relevant subsection of data. NS = Not Significant; / = “no test”. More information, e.g. components of variation, can be found in Appendix 2.
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Region B - Biomass
PERMANOVA PERMDISP Pairwise (PERMANOVA) ANOSIM Effect means
Source F(df) P F(df) P Source t(df) P R P
Taxonomic group
Species YexCo 2.7238 1,8 0.0366 Ye = 13.477 1,14
Co = 7.112 1,14
0.0017
0.0293
Y1≠Y2 in NU 
U≠NU in Y1 
U≠NU in Y2 
2.7992 4
2.4618 4
2.3595 4
0.0294
0.0323
0.0283
0.75
0.656
0.906
0.029
0.029
0.029
Y1 = 26.619; Y2 = 51.193 (in NU)
NU = 26.619; U = 48.467 (in Y1)
NU = 207.77; U = 263.81 (in Y2)
Order YexCo 4.1649 1,8 0.0167 Ye = 14.736 1,14
Co = 12.914 1,14
0.0016
0.0081
Y1≠Y2 in NU 
U≠NU in Y1 
U≠NU in Y2 
3.6523 4
2.691 4
2.1826 4
0.0295
0.0357
0.034
0.76
0.625
0.708
0.029
0.029
0.029
Y1 = 20.359; Y2 = 39.91 (in NU)
NU = 20.359; U = 33.424 (in Y1)
NU = 39.910; U = 44.296 (in Y2)
Phylum YexCo 11.271 1,8 0.0028 Ye = 0.2245 1,14
Co = 0.3486 1,14
0.0032
0.0007
Y1≠Y2 in NU  
U≠NU in Y1 
U≠NU in Y2 
5.2574 4
3.9982 4
2.2484 4
0.0269
0.0274
0.0289
0.958
0.813
0.604
0.029
0.029
0.029
Y1 = 11.647; Y2 = 26.272 (in NU)
NU = 11.647; U = 21.694 (in Y1)
NU = 26.272; U = 24.301 (in Y2)
Feeding guild
All guilds YexCo 8.5575 1,8 0.0085 Ye = 9.9253 1,14
Co = 10.536 1,14
0.0094
0.008
U≠NU in Y1 
Y1≠Y2 in NU 
4.0121 4
4.9123 4
0.031
0.0318
0.854
0.948
0.029
0.029
NU = 12.409; U = 22.454 (in Y1)
Y1 = 12.409; Y2 = 27.303 (in NU)
Filter YexCo 12.244 1,8 0.0085 Ye = 7.0973 1,14
Co = 4.6351 1,14
0.0207
0.0643
U≠NU in Y1 
Y1≠Y2 in NU 
8.9605 4
7.6008 4
0.0306
0.0278
0.969
1
0.029
0.029
NU = 3.317; U = 9.888 (in Y1)
Y1 = 3.317; Y2 = 9.227 (in NU)
Deposit Ye 16.175 1,8 0.0073 Ye = 1.5158 1,14 0.2917 / / / 0.472 0.004 Y1 = 1.800; Y2 = 4.046
Scavengers NS / / / / / / / / / /
Predators Ye 17.35 1,8 0.0045 Ye = 7.868E
-2
1,14 0.8381 / / / 0.352 0.002 Y1 = 3.515; Y2 = 6.270
Developmental mode
Both modes YexCo 12.825 1,8 0.0047 Ye = 7.4708 1,14
Co = 12.736 1,14
0.0186
0.0045
U≠NU in Y1 
Y1≠Y2 in NU 
6.032 4
6.2991 4
0.0309
0.0298
0.979
1
0.029
0.029
NU = 7.999; U = 16.003 (in Y1)
Y1 = 7.999; Y2 = 16.58 (in NU)
Direct NS / / / / / / / / / /
Indirect YexCo 11.039 1,8 0.009 Ye = 4.50521 1,14
Co = 5.365 1,14
0.0535
0.0405
U≠NU in Y1 
Y1≠Y2 in NU 
7.3354 4
7.6086 4
0.0294
0.0262
0.927
1
0.029
0.029
NU = 5.083; U = 10.102 (in Y1)
Y1 = 7.592; Y2 = 10.348 (in NU)
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Similarly, analysis of assemblages based on order indicated Condition was a significant main
effect (p < 0.001; R = 0.592; Table 3.13) with upwelling and non-upwelling sites being 27.9 %
dissimilar overall. The main taxa responsible for the dissimilarity were again the Isopoda
(29.53 %) followed by the Nemertea (23.63 %), Mysidae (16.45 %) and Amphipoda (10.86
%). Assemblages based on phylum also had Condition as a main effect (p < 0.001; R = 0.575;
Table 3.13). However, unlike the analyses based on abundance data, the dissimilarity
between upwelling and non-upwelling assemblages did not substantially decrease between
order and phylum.
Feeding guilds
Analysis of assemblages grouped by feeding guild indicated Condition as the main effect (p <
0.01; R = 0.624; Table 3.13). The dissimilarity between upwelling and non-upwelling sites
was driven mainly by scavengers and predators, contributing 34 % and 28 % respectively.
Scavenger biomass varied significantly with Condition (p < 0.01; R = 0.7; U < NU). Predator
biomass was slightly more complex, with the presence of two interactions: Season and
Condition, and Year and Season (Table 3.13). Pairwise testing determined a significant
difference between upwelling and non-upwelling sites in winter (R = 1: U > NU), and
significant differences between years, but only in summer (R = 0.854: Y1 < Y2).
Developmental mode
An interaction between Season and Condition was detected for assemblages based on
developmental mode (p < 0.05; Table 3.13). Pairwise testing determined assemblages were
significantly different between upwelling and non-upwelling sites in both seasons, however,
winter and summer assemblages were significantly different only in the upwelling sites.
Direct developer biomass was different between conditions (p < 0.01; R = 0.541; U < NU),
and the indirect developer biomass varied with Season (p < 0.01; R = 0.434; W > S; Table
3.13).
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Region B
Taxonomic groupings
At all three taxonomic levels there was an interaction between Year and Condition (p < 0.05;
Table 3.14). Pairwise comparisons, for each taxonomic level determined that the
interactions were driven by significantly different assemblages between upwelling and non-
upwelling sites in each year, and by changes in assemblages between years at the non-
upwelling site. In every case, the differences between assemblages were large (R > 0.604);
and there was no consistent decrease in differences as the taxonomic resolution was
reduced. All of the tests of dispersion were significant, however these were in reference to
each factor separately, and the source of variation in this region was from an interaction at
every taxonomic level. Visualisation of nMDS and CLUSTER plots verified the presence of
location effects relevant to the interaction (Appendix 2).
Feeding guilds
Assemblages based on feeding guild were significantly different between upwelling and
non-upwelling sites in year 1 only (p < 0.01; R = 0.854; Table 3.14). The same was found for
univariate analysis of filter feeder biomass (R = 0.969; U > NU). There was no significant
variation in scavenger biomass within this region, and deposit feeder and predator
biomasses varied between years (p < 0.01; Y1 < Y2; Table 3.14).
Developmental mode
There was a significant interaction between Year and Condition within this region, with
upwelling and non-upwelling sites being significantly different only in year 1 for both the
multivariate assemblage analysis and for the univariate analysis of indirect developer
abundance (p < 0.01; U > NU; Table 3.14). There was no significant variation in biomass for
direct developers.
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Table 3.15 Summary of significant results from PERMANOVA and subsequent tests in region C using 4th root transformed abundance data, for three taxonomic levels:
species, order and phylum; and for two sets of functional traits: feeding guild and developmental mode. “Species”, “Order”, “Phylum”, “All guilds” and “Both modes” were
multivariate and calculated based on Bray-Curtis similarity matrices. “Filter”, “Deposit”, “Scavengers”, “Predators”, “Direct”, and “Indirect” were univariate and calculated
using Euclidean distance. Three fixed and fully orthogonal factors were tested: Season [Se] (Winter [W]; Summer [S]); Year [Ye] (1[Y1]; 2 [Y2]); Condition [Co] (Upwelling
[U]; Non-upwelling [NU)). The source of the variation is provided for the PERMANOVA results, followed by the relevant pseudo-F (F) and pseudo-P (P) values. Degrees of
freedom are noted in subscript after the pseudo-F value (df). PERMDISP results are presented only for the factors involved in main effects or interactions from the
PERMANOVA test. Where interactions are present, the significant pairwise results are also presented pseudo-t (t). ANOSIM results and effect means were calculated using
the full data set where no interactions were present. Where interactions existed, the ANOSIM and effect means were calculated using the relevant subsection of data. NS
= Not Significant; / = “no test”. More information, e.g. components of variation, can be found in Appendix 2.
Region C - Biomass
PERMANOVA PERMDISP Pairwise (PERMANOVA) ANOSIM Effect means
Source F(df) P F(df) P Source t(df) P R P
Taxonomic group
Species Co 3.5876 1,8 0.0126 Co = 0.27799 1,14 0.6431 / / / 0.255 0.004 NU = 27.884; U = 32.661
Order NS / / / / / / / / / /
Phylum NS / / / / / / / / / /
Feeding guild
All guilds NS / / / / / / / / / /
Filter NS / / / / / / / / / /
Deposit NS / / / / / / / / / /
Scavengers NS / / / / / / / / / /
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Predators NS / / / / / / / / / /
Developmental mode
Both modes NS / / / / / / / / / /
Direct NS / / / / / / / / / /
Indirect NS / / / / / / / / / /
__________________________________________________________________________________________________________________________________________
Table 3.16 Summary of significant results from PERMANOVA and subsequent tests in region D using 4th root transformed abundance data, for three taxonomic levels:
species, order and phylum; and for two sets of functional traits: feeding guild and developmental mode. “Species”, “Order”, “Phylum”, “All guilds” and “Both modes” were
multivariate and calculated based on Bray-Curtis similarity matrices. “Filter”, “Deposit”, “Scavengers”, “Predators”, “Direct”, and “Indirect” were univariate and calculated
using Euclidean distance. Three fixed and fully orthogonal factors were tested: Season [Se] (Winter [W]; Summer [S]); Year [Ye] (1[Y1]; 2 [Y2]); Condition [Co] (Upwelling
[U]; Non-upwelling [NU)). The source of the variation is provided for the PERMANOVA results, followed by the relevant pseudo-F (F) and pseudo-P (P) values. Degrees of
freedom are noted in subscript after the pseudo-F value (df). PERMDISP results are presented only for the factors involved in main effects or interactions from the
PERMANOVA test. Where interactions are present, the significant pairwise results are also presented pseudo-t (t). ANOSIM results and effect means were calculated using
the full data set where no interactions were present. Where interactions existed, the ANOSIM and effect means were calculated using the relevant subsection of data. NS
= Not Significant; / = “no test”. More information, e.g. components of variation, can be found in Appendix 2.
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Region D - Biomass
PERMANOVA PERMDISP Pairwise (PERMANOVA) ANOSIM Effect means
Source F(df) P F(df) P Source t(df) P R P
Taxonomic group
Species Co 2.5484 1,8 0.325 Co = 5.8297 1,14 0.0244 / / / 0.21 0.017 NU = 23.825; U = 22.887
Order NS / / / / / / / / / /
Phylum NS / / / / / / / / / /
Feeding guild
All guilds NS / / / / / / / / / /
Filter NS / / / / / / / / / /
Deposit NS / / / / / / / / / /
Scavengers NS / / / / / / / / / /
Predators NS / / / / / / / / / /
Developmental mode
Both modes NS / / / / / / / / / /
Direct NS / / / / / / / / / /
Indirect YexSexCo 9.8577 1,8 0.018 Ye = 7.996E
-3
1,14
Se = 0.62882 1,14
Co = 3.1073 1,14
0.9257
0.4406
0.0989
W≠S in NU Y1 
W≠S in NU Y2 
W≠S in U Y2 
4.3411
5.7759
4.759
0.0494
0.0289
0.0414
1
1
1
0.333
0.333
0.333
W = 3.713; S = 4.000 (in NU,Y1)
W = 4.164; S = 3.367 (in NU,Y2)
W = 3.052; S = 4.239 (in U, Y1)
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Warm Temperate South Coast
Regions C and D
Taxonomic groups
Species biomass assemblages were significantly different between upwelling and non-
upwelling sites within both of these regions (p < 0.05). In both cases, the differences
between assemblages were small (C: R = 0.255 and D: R = 0.21), indicating a very weak
influence of upwelling. There was no variation between assemblages at any other
taxonomic level within regions C or D (Table 3.15; 3.16).
Feeding guilds
No significant effects were found between assemblages within either of these regions,
in either multivariate or univariate analyses (Table 3.15; 3.16).
Developmental mode
No significant variation was detected for multivariate or univariate analyses of biomass
based on developmental modes within region C (Table 3.15). Within region D, there
was a significant 3-way interaction for planktonic developers among Year, Season and
Condition (p < 0.05). Pairwise comparisons indicated that the source of variation was
complex and not consistent spatially or temporally (Table 3.16).
Taxonomic aggregation and transformation
The effect of transformation and taxonomic aggregation were investigated using
biomass data and, as for abundance, the typical fan shape (Olsgard et al., 1997; 1998)
was present in the second stage nMDS plot. This indicated the effect of
transformation and aggregation were different and unrelated (Olsgard et al., 1998;
Olsgard and Somerfield, 2000), and the effect of transformation was again stronger
than that of taxonomic level (Figure 3.18). The effect of the transformation was much
clearer in region B for the biomass data than it was for the abundance data (Figure
3.15). It also followed the same general pattern as displayed from regions C and D, as
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the strength of the transformation increased, the pattern produced by the higher
taxonomic levels was increasingly different from the species level (symbols further
apart). Region A was anomalous. The effect of taxonomic aggregation was almost as
large as the effect of transformation and was very similar regardless of the
transformation applied.
a) Region A b) Region B
c) Region C d) Region D
Figure 3.18 Second stage nMDS plots visualising transformation and taxonomic aggregation effects. Each
symbol represents an underlying similarity matrix. Shapes indicate the taxonomic aggregation: squares =
species; circles = order; triangles = phylum. Colours represent the transformation applied: blue =
untransformed; green = square root; purple = fourth root; red = log (x+1); and black = presence/absence
Stress: 0.06 Stress: 0.03
Stress: 0.03 Stress: 0.03
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Environmental factors
Sequential tests of biomass data revealed that only two of the environmental factors
(Biogeography and Beach Index) contributed significantly to the total variation of
assemblages (Table 3.17).
Table 3.17 DistLM based on 4 environmental factors (Beach Index = quantitative: Condition,
Biogeography; Season = categorical) using the AIC selection criterion, with biomass as the response
variable. ns = not significant, *** = p < 0.001. Prop = proportion of the model explained by each variable;
Cumul = cumulative proportion of the model explained by the variables; res. df = residual degrees of
freedom; regr.df = regression degrees of freedom.
SEQUENTIAL TESTS
Group AIC Pseudo-F P Prop. Cumul. res.df regr.df
Beach Index 476.45 6.8711 *** 9.9767E-02 9.9767E-02 62 2
Condition 477.19 1.2107 ns 1.752E-02 0.11729 61 3
Biogeography 447.14 39.007 *** 0.34777 4.6506 60 4
Season 447.82 1.2245 ns 1.0877E-02 0.47594 59 5
There was no apparent relationship between beach index and total biomass overall
(Figure 3.19). As with the abundance data, this did not follow the usual trend,
described the literature (McLachlan and Dorvlo, 2005). However, the DistLM results
indicated that when the biomass was allocated to species, beach index became an
influential factor (Table 3.17). Again, the only anomalous region was A (dark solid
lines; Figure 3.19), where the beach index was consistently lower at the non-upwelling
site than at the upwelling site. Interestingly, however, when considered on its own,
this region exhibited a trend of decreasing biomass in relation to increasing beach
index.
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Figure 3.19 Fourth root transformed total biomass plotted against beach index. Each symbol represents
a site: West Coast = dark colours; South Coast = light colours; and regions are distinguished in each
province by solid (A and C) or dotted (B and D) lines/fill. Open = summer [S]; closed = winter [W]; square
= year 1 [Y1]; circle = year 2 [Y2].
Relationship between biotic and environmental variables
Transformation of the biomass data generally had little effect on the strength of
correlation between the biotic and environmental matrices at the species level (Table
3.18). However, where the data remained untransformed, there were no significant
correlations detected in regions B, C and D. In contrast to the abundance data, in
region A the correlation between macrofaunal assemblages and the environmental
data remained very stable across all taxonomic groups and transformations. In region
B, only the 4th root and log (X+1) transforms retained constant significant correlations
in each taxonomic group. None of the environmental variables measured were
significantly correlated to the macrofaunal assemblages in region C, nor were they
correlated to higher taxonomic groupings in region D.
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Table 3.18 Results from the Bio-Env procedure and global BEST test for each taxonomic
group/transformation combination using biomass data. SL = swash length; SP = swash period; P = sand
penetrability; G = grain size; BI = beach index; Sl = beach slope.
Biomass Taxonomic
group
Transformation
group
ρ-values
Bio-Env
Global Test
p-value
Variable
selection
Region A Species Untransformed 0.726 0.001 Sa, P, G, BI
Square root 0.757 0.001 P, G
4th root 0.802 0.001 G
log (X+1) 0.783 0.001 P, G
Order Untransformed 0.705 0.001 G
Square root 0.712 0.001 G
4th root 0.654 0.001 G
log (X+1) 0.586 0.002 G
Phylum Untransformed 0.755 0.001 G
Square root 0.753 0.001 G
4th root 0.626 0.001 Sa, P, G
log (X+1) 0.567 0.002 Sa, P, G
Region B Species Untransformed 0.324 0.194 N/S
Square root 0.483 0.03 SL, SP, BI
4th root 0.558 0.008 SL, SP, BI
log (X+1) 0.582 0.006 SL, SP, BI
Order Untransformed 0.327 0.211 N/S
Square root 0.444 0.061 N/S
4th root 0.564 0.01 SL, SP, BI
log (X+1) 0.599 0.005 SL, SP, BI
Phylum Untransformed 0.351 0.154 N/S
Square root 0.385 0.128 N/S
4th root 0.468 0.05 SL, SP, BI
log (X+1) 0.546 0.022 SL, SP, P, BI
Region C Species Untransformed 0.172 0.644 N/S
Square root 0.182 0.584 N/S
4th root 0.28 0.293 N/S
log (X+1) 0.227 0.471 N/S
Order Untransformed 0.176 0.649 N/S
Square root 0.192 0.608 N/S
4th root 0.289 0.338 N/S
log (X+1) 0.3 0.274 N/S
Phylum Untransformed 0.167 0.675 N/S
Square root 0.123 0.761 N/S
4th root 0.121 0.776 N/S
log (X+1) 0.142 0.67 N/S
Region D Species Untransformed 0.386 0.058 N/S
Square root 0.436 0.036 SL, P, G
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4th root 0.436 0.019 SL, P
log (X+1) 0.427 0.039 SL, P
Order Untransformed 0.393 0.059 N/S
Square root 0.31 18.5 N/S
4th root 0.165 0.553 N/S
log (X+1) 0.269 0.261 N/S
Phylum Untransformed 0.403 0.053 N/S
Square root 0.346 0.13 N/S
4th root 0.237 0.357 N/S
log (X+1) 0.194 0.465 N/S
3.4 Discussion
This descriptive study investigated the effect of upwelling on macrofaunal assemblages
across multiple spatial and temporal scales to test the generality of any effects.
Overall, Biogeography and Region appeared to be most influential factors in
determining sandy beach macrofaunal assemblages. Condition (i.e. upwelling) effects
were present in every region, but the specific effect varied across regions and between
response variables. These results were occasionally confounded by physical or
temporal factors, however, upwelling persistence and intensity were important in
determining the strength of the effect in smaller scale analyses.
3.4.1 Environmental factors
Environmental factors are known to be very important in determining macrofaunal
distributions and shaping assemblage structures on sandy beaches (McLachlan, 1990;
McArdle and McLachlan, 1992; Jaramillo and McLachlan, 1993; Defeo and McLachlan,
2005; McLachlan and Dorvlo, 2005; Defeo and McLachlan, 2013). When analysed
together, all of the physical variables measured contributed to variation among sites.
Although those reliably related to aspects of the beach encompassed by beach index
were more influential than others such as salinity. Salinity has been shown to affect
macrofaunal assemblage composition and distribution based on proximity to estuaries
(Lercari and Defeo, 2006). Several of the sites under investigation were located near
estuaries, and so salinity was measured at each site. Over years and seasons the
salinity of the adjacent seawater at each site fluctuated only slightly, with no seasonal
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or annual trends. Additionally, salinity was found to contribute very little to the overall
separation of sites during multivariate comparisons. Thus there was little reason to
suggest it was an influential driver of variation in the macrofaunal assemblages
assessed in this study.
One of the most influential physical variables of sandy beach ecology is beach slope,
and it has been shown to act as a proxy for swash length and period (McArdle and
McLachlan, 1991; 1992; Defeo and McLachlan, 2005). Swash can extend further up the
beach unimpeded and encounters more interference on shallow slopes, with one
swash running into the next, resulting in a longer time to complete an up-wash/down-
wash cycle. On steeper slopes, the swash cannot extend as far on the shore (McArdle
and McLachlan, 1992). It was, therefore, expected that the average swash period
would increase with length and would be correlated to the beach slope. No direct
correlation between swash period and swash length was found in this study, either
within or across areas. The swash periods had fairly large standard errors despite the
much lower errors found for the swash lengths, potentially contributing to the lack of a
consistent pattern. Additionally, the length and period measurements were taken at
slightly different times due to the nature of the survey, adding further variation to the
results. Time was a limiting factor during the field campaign, therefore only minimal
measurements of the swash climate were taken. This likely contributed to variation in
period and length, and can explain why there was no consistent pattern linking the
swash climate to the beach slope. It should be noted however, that the most easily
measurable and reliable measurement to take was that of the beach slope and it
should be preferred to direct measurements in the swash (McLachlan and Dorvlo,
2005).
Beaches are usually classified on a scale of reflective to dissipative morphodynamic
conditions (Short, 1996). Reflective beaches exhibit steep slopes, coarse grain sizes
and exist where wave energy is low. Dissipative beaches have shallow slopes, fine
sands and exist where wave energy is high (McArdle and McLachlan, 1991). Most
beaches are somewhere in-between these two extremes and are classified as
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intermediate (McArdle and McLachlan, 1991). Generally, those beaches tending
towards the dissipative extreme tend to support more macrofauna because the
conditions are less harsh as shallow, fine grained beaches slow filtration of the swash,
increasing thixotropy and facilitating faster burrowing, which is essential to avoid both
predation and stranding events (McArdle and McLachlan, 1992). In the present study,
most of the sites usually exhibited intermediate slopes with one or two deviations
towards reflective over time. The main exception was Doringbaai which exhibited
mostly reflective slopes. Beach slope often varied within areas over the sampling
period. This was expected due to the dynamic nature of South African beach systems,
including seasonal and shorter term changes in wave environment. Within regions,
areas usually spanned similar ranges of beach slopes. The exception was region A
where Bitter River had, with one exception, consistently shallower slopes than beaches
at Doringbaai.
True categorisation of beach type (dissipative, intermediate or reflective) cannot be
determined solely by beach slope, but also requires a measure of grain size (Short,
1996). Slope and grain size usually co-vary. The shallow slopes associated with
dissipative beaches enable an upwash and backwash cycle which promotes the
deposition of fine grains and removal of coarse sediment. Conversely, on steep coarse
grained beaches, the upwash deposits coarse sand, and without sufficient backwash to
remove it, there is an overall accumulation of coarser sediment (McLachlan and
Brown, 2006). Overall, measures of grain size indicated that, within most regions, it
was fairly similar within and between areas. Again the exception was in region A,
where there was a large difference between the values from sites at Bitter River and
Doringbaai.
Penetrability of the sand was another important factor to consider. If sand is highly
compacted, then the potential for rapid burrowing is inhibited, whereas if sand is not
compacted then the risk of erosion, and subsequent macrofauna mortality, increases
(McLachlan and Brown, 2006). Most sites had similar ranges of penetrability, averaging
a penetration depth between 2 - 4 cm. However, as for other physical characteristics,
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there was a marked difference in region A between the penetrability of the sand at
Bitter River and Doringbaai indicating less stable sediments at the latter.
The beach index is currently the most accurate compound measure for predicting
macrofaunal species richness, abundance and biomass (McLachlan and Dorvlo, 2005)
because it takes into account the beach slope, grain size and the tidal range. As such,
it represents the patterns already discussed for grain size and beach slope because the
tidal range around South Africa is constant (2.1 m). Beach index did not accurately
predict linear increases in total abundance or biomass values for the sites in this study,
whereas the trend was very clear for species richness. It is thus necessary to assign
species level abundance or biomass and assess the composition of the assemblage to
enable BI to be a useful predictor variable, as observed from the results of the DistLM.
This point was reinforced from the BIO-ENV results which indicated macrofaunal
assemblages were significantly correlated with the BI or components thereof.
However, although there was a correlation, the spread of sites across beach index
values dismissed it as confounding against the factors being tested in region B. In
region A, the differences in beach index were marked, suggesting that upwelling
effects were confounded by beach index for this region and caution in interpretation
of the results should be observed.
The intertidal area exposed during the 2 year sampling campaign varied as the beach
width increased or decreased both spatially (among sites, areas, regions and
biogeographic provinces) and temporally. There are well known species-area
relationships where larger areas tend to support more species (McLachlan and Dorvlo,
2007). Similarly, if the beach along-shore distance is larger, it is expected to be more
species rich as macrofauna have a better chance to colonise the shore (Brazeiro, 1999).
The sampling regime employed in this study was designed to maintain a consistent
total area sampled (3.9 m2), whilst representing all potential across-shore levels. The
stratified sampling regime allowed for changes in across-shore width based on
adequate sampling for the widest across-shore distance anticipated, and there was
standardisation in the sampling method. It was not expected that the changing beach
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width biased species richness, abundance or biomass measurements. Similarly, beach
length did not appear to be related to species richness in this study, as the shortest
beaches (at Birah – 1.5 km each) had the greatest species richness (32 species) of any
of the areas during the study, contrary to the results found by Brazeiro (1999).
Overall, sites were as similar in their physical characteristics as they could possibly be
in a natural experiment. The main exception was Doringbaai, which was considered a
reflective beach under the definition of steep slope and coarse grain size, whereas the
complementary upwelling site, Bitter River, was deemed intermediate. Doringbaai also
had the highest sand penetrability of all areas, indicating the potential for increased
erosion. Given the known influence of physical characteristics on macrofaunal
assemblages (McLachlan 1990, Jaramillo and McLachlan, 1993; Brazeiro, 2001; Defeo
and McLachlan, 2013), the effects of upwelling in region A, discussed below, should be
interpreted with caution.
3.4.2 Species richness
Biogeographic provinces are fairly distinct in the species they support due to factors
such as temperature and evolutionary history (Cox and Moore, 2010). Although the
drivers of diversity are still debated (Gray, 2001; Rahbek and Graves, 2001), it is a well-
known phenomenon that latitudinal changes from cold to warm generally result in an
increase in species richness (Willig et al., 2003; Defeo and McLachlan, 2013). In this
study, species compositions varied between biogeographic provinces, and between
regions. In total, there were 34 species present on the West Coast and 38 on the South
Coast. Of those, 23 species were common across the biogeographic provinces. Closer
examination of the data indicated no apparent effect of feeding type, developmental
mode or order in determining which coast was occupied by which species. The
differences in assemblage structure across biogeographic provinces echoed the
existing literature (Defeo and McLachlan, 2013), with the South Coast being more
species rich, due to the warmer climate and the potential for migration from tropical
and sub-tropical species pools aided by the Agulhas Current (Bustamante and Branch,
1996). The Agulhas Current carries warm water from its source in the Mozambique
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and Madagascar Currents, down the east coast of South Africa, and spreads along the
south coast, before reaching the Benguela Current in the west (Lutjeharms, 2006).
Within biogeographic provinces the regional effects were clear and well-defined, with
14 of the West Coast species from region B alone and 2 species found solely in region
A. Similarly on the South Coast, 16 species came from region D alone, and 2 solely from
region C. Due to the large geographic scale over which the sampling took place,
regional differences in species composition were anticipated. Regions were separated
by at least 200 km, and over such large distances the persistence of similar species was
expected to fluctuate, depending on the topography of the coast and the complexity of
the currents (Menge et al, 1997; Reaugh-Flower et al., 2011).
The species richness of each region was not always higher on the South Coast than on
the West Coast. Region B, on the West Coast had more species than region C on the
South Coast. However South Coast region D had the highest richness of all, and West
Coast region A, the lowest. Again, the differences in species richness among regions
was likely a reflection of local topography and currents. Around the Cape of Good
Hope, the Agulhas Current is known to produce complicated eddies or “rings” of warm
water creating speculation that entrainment in these rings can lead to transportation
of organisms from one system to another (Lutjeharms, 2006). Region B is nearest the
Cape Peninsula, and so this phenomenon helps to explain the increased local species
richness. Additionally, examination of beach slope values in region B suggested the
beaches were fairly flat and classified as intermediate on the spectrum, indicating the
potential for higher species richness due to a more stable, less severe environment
(McLachlan and Dorvlo, 2005).
Overall, more individual organisms were collected in region C than in region D, but
despite this, region D was species rich compared with region C. Sites in region D were
unavoidably located near estuaries and rocky shores and subject to severe
accretion/erosion events (personal observation). The greater species richness could,
therefore, be explained through mechanisms such as the intermediate disturbance
hypothesis, which postulates that moderate disturbance to an environment increases
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diversity by creating a variety of complex habitats and thus providing more available
niches (Connell, 1978). Additionally, proximity to rocky reefs creates shelter and
retention sites, enabling local species diversity to accumulate in a way similar to the
increased diversity found on mixed shores of sand and rock (McQuaid and Dower,
1990). Beach slope was also much steeper in region C than in region D. Steep beaches
usually support poorer species diversity than flatter ones because the associated
physical conditions, e.g. swash dynamics, become less favourable to macrofauna which
become limited to a few specialist species (Jaramillo et al., 1993; Defeo and Gómez,
2005). Lower abundances are also usually associated with steep beaches (Defeo and
McLachlan, 2013), which was not the case here. Finally, region C may have had lower
diversity because of the way the Agulhas Current passes that section of the South
Coast. In region D, the Agulhas Current still follows the shoreline closely, but after Port
Elizabeth (between regions C and D) the main volume of water moves offshore over
the nearby continental shelf and it is only diffuse pockets of warm water which are
present near the shore (Lutjeharms, 2006), potentially limiting species transport onto
the coast.
Condition was a strong main factor in the West Coast regions in multivariate species
analyses, with significant differences between upwelling and non-upwelling
assemblages. On the South Coast, the effect was much weaker (region D) or non-
existent (region C). The prominent effect of Condition across regional scales
corresponded with the three strongest upwelling cells: very strong seasonal upwelling
at Cape Columbine (region B) (Nelson and Hutchings, 1983; Shannon, 1985); a
perennial upwelling cell at Hondeklip Bay (region A) (Nelson and Hutchings, 1983); and
a semi-persistent upwelling at Port Alfred (Region D) (Lutjeharms, 2000a). The
seasonal upwelling cell at Cape Seal (Region C) is described as very intermittent and
much weaker than the West Coast upwelling centres (Walker, 1986; Schumann, 1999),
so the effect on the biota was anticipated to be either limited or less pronounced in
this region. Additionally, there was seasonal variation within region D which was
attributed to severe accretion/ erosion events that occurred seasonally, in addition to
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nearby estuaries opening just before the second winter sampling (personal
observation).
At the largest scale, species richness conformed to the standard pattern of higher
richness in warmer climates (McLachlan and Dorvlo, 2005; Defeo and McLachlan,
2013), with more species present in the Warm Temperate South Coast, relative to the
Cool Temperate West Coast. At smaller regional scales this trend was disrupted,
probably by other factors such as local topography, currents and site specific physical
characteristics (Menge et al., 1997; Reaugh-Flower et al., 2011). When considering the
assemblage composition in each region (an even finer scale), Condition effects were
detected within the three regions with the strongest upwelling cells (A, B and D).
Different processes were thus found to affect species richness depending on the scale
investigated, as has often been observed in ecological studies (Levin, 1992).
3.4.3 Abundance
Over the entire project, the majority (88 %) of organisms were obtained from the Cool
Temperate West Coast. The disproportionate division in the number of individuals
found on each coast reflected a much larger general scope for productivity on the
West Coast compared to the South Coast (Bustamante et al, 1995b; Bustamante and
Branch, 1996). This heightened capacity for productivity was due to the presence of
the cool Benguela Current, extending from the Cape Peninsula northwards past South
Africa until Cape Frio in Namibia (Nelson and Hutchings, 1983; Shannon, 1985). This
current forms the eastern boundary of the South Atlantic intercontinental gyre (Nelson
and Hutchings, 1983), bringing with it cool nutrient rich water, and forming one of the
most productive marine systems in the world (Carr, 2002). Conversely, the South
Coast is influenced by the warmer, oligotrophic Agulhas Current which resulted in
lower productivity, but higher species diversity (Lutjeharms, 2006).
To answer the main question of this chapter it was crucial to examine data over a
variety of scales. It was hypothesised that if upwelling had a very pervasive general
effect on sandy beaches, there would be differences in productivity in terms of the
total abundance of organisms in each area, over both years and all seasons. To
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elucidate factors operating at this larger scale, abundance totals per site were tested
for Condition, Season or Year effects. There was no significant variation between sites
in regions A or C. Region B had yearly fluctuations, with significantly lower abundances
in year 1 than 2. This was true for both the Sunset Beach and Cape Columbine sites,
despite there being no significant trends regarding the physical variables characterising
the beaches themselves. It was anticipated that the number of individuals over
seasons could be skewed by the presence of juveniles. There appeared to be no
seasonal effects of recruitment with no significant variation between winter and
summer abundances in regions A, B and C. Region D, was much more complex, and
was the only region where variation related to Condition or Season was observed at
this coarse scale. A combination of physical forcing from storms and opening of
estuaries, as well as generally low abundances in region D likely contributed to the
variability of these sites. Additionally, variation in abundance reflects a seasonal
increase of juveniles in region D, as there was no seasonal difference detected when
biomass data were examined.
Multivariate analysis, incorporating species identity as well as abundance, provided a
much more balanced representation of the sandy beach assemblages than just
examining abundances alone. It also enabled a closer examination of the effects of
various factors on the assemblage structure. Further testing at different scales
provided greater insight into the persistence of spatial or temporal effects on the
assemblage composition (Levin, 1992; Beck, 1997; Ricklefs, 2004).
The PERMANOVA results, based on abundance data reflected the strong
biogeographical separation of sites, and also supported regional divisions. These
distinctions between assemblages supported the results of Cole and McQuaid (2010)
and Mostert (2011) who found biogeography and region to be the most influential
factors structuring in-faunal assemblages in South African rocky shore mussel beds and
algal beds, respectively. Within regions, broad trends were apparent after analyses
were performed with different groupings. It was very clear that, in region A, there was
a strong effect of Condition for all taxonomic levels and most feeding guilds. Similarly,
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in region B there were persistent effects of Condition, but temporal factors also played
an important role with the effects on assemblages or abundances changing both
seasonally and annually. Condition was rarely considered an important source of
variation in region C, with limited temporal interactions, and no factors were
consistent or persistent throughout all groupings investigated. Finally, region D had
stronger seasonal effects, with condition contributing to the variation less consistently.
Generally, these regional trends could have been expected, as the assemblage
response mimicked the environmental conditions closely. The upwelling cell in region
A, where the effect of Condition was very strong, but temporal factors were not very
prevalent, was at Hondeklip Bay, which was said to be perennial but strongest in the
spring (Nelson and Hutchings, 1983). In region B, where temporal and upwelling
effects were both important and persistent throughout groupings, the upwelling
centre was at Cape Columbine and was seasonal (Andrews and Hutchings, 1980;
Nelson and Hutchings, 1983; Shannon, 1985). The upwelling centre at Cape Seal, in
region C, was fairly weak and intermittent (Walker, 1986; Schumann, 1999), which
explains why the Condition effect was not prevalent throughout all of the groupings.
Finally, the mixture of Condition and Season effects in region D reflected the presence
of the semi-persistent upwelling at Port Alfred (Lutjeharms, 2000a) in combination
with location next to estuaries and rocky shores which fluctuated strongly with season.
The aim of this chapter was to elucidate if upwelling was influential in structuring
macrofauna assemblages and to assess the generality or contingency of any of the
effects. Replication of sampling within 4 regions elucidated latitudinal effects, which
link to temperature, and diminished local geographical biases. The use of 4 regions
also allowed the comparison of 4 different types of upwelling cells, which was
pertinent to the question of how changes in upwelling strength or persistence under
climate change may affect sandy beach macrofauna assemblages. In this context, it
was more interesting to compare results within groups (taxonomic, feeding and
developmental), across regions to determine the generality of upwelling effects and at
what scales upwelling had most impact.
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Taxonomic groups
At the species level, Condition was a main influencing factor across all regions,
suggesting a general effect of upwelling in structuring marine assemblages on sandy
beaches (Beck, 1997). The differences between assemblages at upwelling and non-
upwelling sites were driven by different species in each region.
Reducing taxonomic resolution can mask subtle variations in assemblage composition
(Heino and Soininen, 2007). It was anticipated that if upwelling effects were present
and strong, then the dissimilarity between upwelling and non-upwelling assemblages
would persist even when the taxonomic resolution was low. Additionally, if lower
taxonomic resolution produced the same results as higher resolutions, then it could
save time and money for future sampling (Defeo and Lercari, 2004). Condition was
persistent as a main effect when assemblages were based on both taxonomic order
and phylum in the West Coast regions A and B. On the South Coast, where upwelling
was weaker and less persistent, there was no significant difference between
assemblages at upwelling and non-upwelling sites at higher taxonomic levels. The
effect of upwelling in this biogeographic province was thus only detectable when
considering the finest taxonomic resolution, probably due to the very low overall
abundances (Andersen, 1995; Balmford et al., 1996a; Heino and Soininen, 2007). For
instance, there were 10 species of Amphipoda present on the South Coast, and only
one species of Mysidae. At the species level these generally had similar
representation, because of the low abundances in the system. However, the
combined abundance of all 10 of the species into Amphipoda increased their perceived
dominance over Mysidae, which had a contribution from only one species. At the level
of phylum, the significant difference between upwelling and non-upwelling sites was
less strong, but still present, in region B. Classification at the level of phylum was a
very coarse scale in this case, with only four possible options. The Condition effect in
region B was so persistent that it still showed at that level, again corresponding to the
strongest upwelling centre. In region A, however, differences between upwelling and
non-upwelling could only be detected at the level of phylum in winter.
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Seasonal differences in assemblages were present as a main factor in the variable
South Coast regions C and D when species data were examined. Reaugh-Flower et al.
(2011) suggested that seasonality was more prominent in species across the South and
East Coasts of South Africa, because the stronger upwelling on the West Coast
obscures temperature cues for spawning. At the level of order, temporal factors
began to be relevant in region B and persisted to phylum, although they reduced in
strength. Winter and summer assemblages were still significantly different at the level
of order in region C, although the difference varied annually, but this effect did not
persist to phylum. Seasonal variation was detected only at the non-upwelling site
(Birah) in region D when considering order.
Overall, the finer the scale of taxonomic resolution, the clearer and stronger the
effects of the selected factors were on the assemblage structure. With decreasing
resolution, the influence of factors on assemblage structure became more distorted,
and generally reduced in strength. This was especially noticeable on the South Coast,
where abundances were low at each site, for both Season and Condition. On the West
Coast, abundances of organisms were much higher, and the effect of upwelling was
much stronger. A combination of these two factors contributed to the persistence of
differences in assemblages between conditions. However, the data were distorted as
the resolution decreased, which resulted in temporal factors to becoming more
prevalent than they otherwise would be.
Although the level of taxonomic aggregation is an important point to consider, the
type of transformation applied to the data prior to analysis can have a stronger
influence on the outcome (Olsgard et al., 1997). It was certainly the case that,
although the effects of transformation and aggregation were largely independent, as
the severity of the transformation in regions C and D increased, the dissimilarity
between taxonomic groups also increased. This was not the case in regions A and B
where larger numbers of individuals were present. Because the effect of
transformation was independent to the level of taxonomic aggregation, the use of any
transformation in the context of this thesis would be justified (Olsgard et al., 1998;
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Olsgard and Somerfield, 2000). The fourth root transform, although extreme, made
use of all of the species in the assemblages instead of focussing on just a few
dominants and was thus determined appropriate for this context.
Feeding Guild
Upwelling is known to influence food availability in the pelagic zone (Cury et al., 2000;
Bakun and Weeks, 2008). It was hypothesised that if upwelling was having an effect
on the coastal ecosystem then it could result in changes in the dominant feeding guilds
within upwelling areas, as documented for rocky shores (Menge et al., 1997; Menge,
2000). Specifically, it was anticipated that filter feeders would become more dominant
in upwelling areas due to the increased availability of particulate organic material
(POM) (Bustamante et al., 1995b; Figueiras et al., 2002). Deposit feeders could also
benefit through increased phytoplankton delivery onto the sandy beach in the form of
surf cell diatoms (personal observation). It was unclear what response scavengers
might have, particularly on the West Coast. It was anticipated that increased food
availability in the form of kelp subsidies onto the shore would increase scavenger
abundance overall (Bustamante et al., 1995a). There was no specific hypothesis
regarding the predators. However theoretically, increases in primary consumers could
then support a higher predator population (Menge et al., 2004). Effects of upwelling
are two-sided. The benefits to the assemblages within upwelling areas, described
above, would only happen if local currents return the particle rich waters back in-shore
to the upwelling sites during the relaxation phase. If, during the relaxation phase, the
phytoplankton are transported in-shore to an area downstream of the upwelling
centre, then it is possible that the trends just described will not occur in the upwelling
sites, but instead in the non-upwelling sites (Graham and Largier, 1997; Wieters et al.,
2003). The hypothesis that specific feeding guilds would change between upwelling
areas and non-upwelling areas was tested for each feeding guild separately.
Multivariate analyses to determine the entire assemblage structure based on the 4
feeding guilds indicated that Condition was a main source of variation for both West
Coast regions A and B. The Condition effect was very strong, and the assemblages
distinct in region A, conversely, in region B the effect was much weaker and greater
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overlap in assemblage composition was observed. This suggests that although
Condition had a significant effect in more than one region, the strength of the effect
was not the same, and neither were the responses of the assemblages. In region A,
the non-upwelling sites at Doringbaai were classified as reflective. The environment
which arises from steep slopes and coarse sand restricts the swash length and reduces
the period, along with the number of effluent line crossings (McLachlan, 1990;
McArdle and McLachlan, 1992). This has negative impacts for the macrofauna as
conditions are not conducive to burrowing and, if organisms cannot burrow fast
enough, they risk being swept offshore, stranded above the effluent line or subject to
predation. As a result, macrofauna species richness should decrease from dissipative
to reflective beaches, resulting in only the most robust or swash-independent species
in the latter (McLachlan, 1990; Jaramillo et al., 1993; McLachlan et al., 1993). Many of
the deposit feeder species found in this study were collected from the low to mid
shore zones, which were most influenced by the swash. The same was true for filter
feeders. Their extensive contributions to the dissimilarity between sites in region A
was most likely driven by the difference in site characteristics, with fewer deposit and
filter feeders present at Doringbaai, than at the intermediate Bitter River sites. In
region B, the feeding guild which contributed most to the dissimilarity between sites
was filter feeders, but it contributed only marginally more than the other guilds. The
beach state of the sites in region B was mostly intermediate, which enabled a rich
macrofaunal assemblage to form, with all of the feeding types playing major roles in
the dissimilarity. Year was also a significant factor in region B with proportions of
guilds within assemblages changing between years, but, again, no single guild
contributed substantially more than the others. On the South Coast, there was no
significant variation in assemblages from region C. In region D, upwelling and non-
upwelling sites had significantly different assemblages in summer only, whilst seasonal
variation was present at both upwelling and non-upwelling sites.
Although effects of Condition were detected in the multivariate analyses, it was
important to consider each guild on its own to determine if abundances increased or
decreased at upwelling sites relative to non-upwelling sites. In region A, all feeding
126
guilds, except for the scavengers, exhibited variation based on Condition and were
found to increase at the upwelling sites. The majority of high-shore species were
crustaceans, which are the last of the macrofauna to disappear from a reflective beach
(Jaramillo et al., 1993), and they were classified as scavengers. The similar abundances
of scavengers at the non-upwelling site and the upwelling site was thus an artefact of
this habitat selection. Additionally, the differences in physical characteristics between
the beaches contributed to the relative increase in the other guilds from non-upwelling
to upwelling sites. In region B, Condition effects interacted with temporal factors for
both predators and filter feeders, and there was no effect of Condition (only temporal)
detected for deposit feeders. Taking into consideration the interactions, filter feeders
were more abundant at upwelling sites in winter of year 1 and the summer of year 2;
predators were less abundant at upwelling sites in year 2; and scavengers were more
abundant at upwelling sites overall. This complicated shift in abundance of different
guilds was most likely due to temporal fluctuations but there was not enough
consistency to speculate on causation of specific trends. Despite Condition being a
significant source of variation on the West Coast when considering feeding guilds, the
separate guilds did not show the same trends in abundance in each region: deposit
feeder abundance was greater at upwelling sites in region A, but there was no effect in
region B; scavenger abundance was not significantly different in region A, but
increased at upwelling sites in region B; and there was an increase at upwelling sites in
region A, but not region B, for predators. The only guild which followed a consistent
trend was filter feeder abundance which increased at upwelling sites, although, for
region B, there was a temporal interaction.
On the South Coast, the only difference in abundance between upwelling and non-
upwelling sites was for predators in region D, where they decreased at upwelling sites,
but only in summer. The decreased abundances of predators at upwelling sites
relative to non-upwelling sites was driven by the separate seasonal increase of
predators at the non-upwelling site. Both deposit feeder and predator abundances
increased in summer in the non-upwelling sites, and scavenger abundance increased in
summer overall. In winter, sandy beaches tend to erode due to increased storm
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frequency, whereas in summer they are prone to accretion (McLachlan and Brown,
2006). During erosion events the sandy beach macrofauna can be removed from the
beach with the export of sand (Harris et al., 2011). This process may account for the
lower abundances in winter than summer, particularly at the non-upwelling site
(Birah). Alternatively, there could have been more juveniles in the assemblage during
the summer months, increasing abundances. It was more likely that greater
abundances in summer were due to the presence of juveniles, or winter erosion, than
enhanced subsidies from upwelling. There are two reasons for this assertion: (1)
significant differences between abundances at upwelling and non-upwelling sites were
only present for predators, which were anticipated to be the least likely feeding guild
to be influenced by the presence of upwelling, particularly in the absence of changes
to lower trophic levels (Menge et al., 1997). All other interactions or main effects were
only concerned with temporal differences. (2) When biomass data were analysed there
was no significant variation detected for any feeding guild in region D, implying the
variation was due to a transient number of small individuals.
Overall, there were Condition effects detected at the multivariate and univariate levels
in regions A, B and D. The effect in region D was very subtle and unlikely to be caused
by upwelling per se. On the West Coast, the variation between feeding guild
abundances at upwelling and non-upwelling sites were much more persistent, yet each
region responded differently. In region C, filter feeder abundance varied spatially and
temporally with no constant pattern.
Developmental mode
Larval delivery of marine benthic invertebrates strongly affects species spatial
distributions (Connolly et al., 2001; Navarrete et al., 2002; Nielsen and Navarrete,
2004; Navarrete et al., 2005; Pfaff et al., 2011; Hoffmann et al., 2012). It has been
reported that when strong upwelling occurs for prolonged periods of time, the larval
stages of some organisms can become entrapped in the offshore advection and lost
out to sea (Roughgarden et al., 1988). It was, therefore, hypothesised that populations
of taxa with direct development would be more stable in space and time, and those
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with larval stages could experience severe temporal variation in abundance in
response to strong, prolonged episodes of coastal upwelling. Taxa were split into
either indirect or direct developers and tested as an entire assemblage (multivariate)
and as separate groups (univariate). Although factors generating significant variation
were present only in regions A and D, neither of them indicated significant differences
between upwelling and non-upwelling sites specifically. In region A, there was a
significant increase in abundance of indirect developers in winter at the non-upwelling
site (Doringbaai). The Cape Columbine upwelling has a northward flow where water is
circulated into a bay just south of Doringbaai (Nelson and Hutchings, 1983; Shannon,
1985; Figure 2.1). There is the potential that larvae were entrapped in this flow during
the summer months before settling at Doringbaai. The time lag between settlement
and recruitment into the assemblage may have caused the increased abundance in
winter sampling. In region D, a significant difference in abundance was present
between winter and summer for the indirect developers, but with higher numbers in
summer, again reflecting the highly seasonal nature of that region. Although larvae
can become entrapped in upwelling episodes and carried out to sea, they may be
returned back to the shore during the relaxation phase when winds reverse and the
direction of water movement is on-shore (Menge and Menge, 2013). If upwelling is
persistent, or the relaxation phase returns the water to a different section of the coast,
then the recruitment of taxa with pelagic larvae will be limited within the upwelling
area, but enhanced elsewhere, as at Doringbaai (Menge et al., 1997). However, some
larvae have been shown to modulate their vertical position in the water column to
facilitate off shore or onshore movement with the currents, depending on their stage
in the larval cycle (Shanks and Brink, 2005; Morgan et al., 2009; Morgan, 2014). It is
possible, therefore, that vertical migratory behaviour enables sufficient supply of
planktonic organisms to each site, both in upwelling and non-upwelling areas, so that
no significant differences in abundance can be detected between the two in most
regions. Doringbaai potentially represents a sink population, with short-lived indirect
developers derived externally in summer, recruiting to the population in winter and
lost again in summer (Defeo and McLachlan, 2005).
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Overall, it appeared that upwelling had no perceivable effect on the recruitment of
species with either developmental mode, except at Doringbaai in region A. The only
other variation was seasonal, suggesting that the upwelling cycle in each region was
sufficient to ensure transport of larvae back onto shore at the same rate as in non-
upwelling areas, or that larvae modified their vertical distribution to maintain their
position at sea.
3.4.4 Biomass
Distribution of biomass around the coast of South Africa was not uniform, nor did it
follow a predictable pattern. As for the abundance data (Section 3.4.3), the West
Coast biogeographic province supported a higher proportion of the overall biomass (67
%), primarily as a result of the distribution of molluscs and isopods. The biogeographic
separation in overall biomass reflected the difference in currents on the West and
South Coasts. Higher nutrient loading from the Benguela Current in the West
generates higher overall productivity compared with the oligotrophic Agulhas Current
in the South (Bustamante et al., 1995b; Bustamante and Branch, 1996). Closer
examination of the overall biomass per region presented a different picture, with the
biomass from region C on the South Coast being almost double that of region A on the
West. This discrepancy was a result of a high number of molluscs in region C
compared to very few molluscs in region A. Although some of these were juveniles
and would only present a small increase in total biomass, a substantial proportion
were large bodied and contributed greatly to the total biomass estimates in region C.
Differences between the West and South Coasts in the within-shore zonation of the
bivalve Donax serra, which can reach lengths of over 65 mm (Donn, 1990), could
account for the lower biomass in region A compared to region C. On the West Coast,
adult D. serra generally inhabit the lower intertidal and surf zone, with the juveniles in
the higher intertidal. On the South Coast the opposite is usually true, with the adults in
the intertidal and the juveniles in the surf zone (Donn, 1990). This difference in
zonation appears to be driven by the colder temperatures on the West Coast which
decreases the rate at which larger D. serra can burrow, thus limiting mobility (Donn,
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1990). The collection of D. serra on the South Coast was, therefore, biased toward
large individuals unlike on the West Coast where the sampling regime did not extend
into the surf zone. To correct for this potential bias and enable comparison of biomass
over biogeographic provinces, D. serra were removed from total biomass values for
regions. This resulted in a total biomass of 63.8 g in region A and only 14.8 g in region
C, which is much more consistent with previously described trends in biomass in South
Africa which generally decrease from West to East Coasts (Bustamante and Branch,
1996). All other analyses were done including D. serra because there was no reason to
suspect differences in zonation within a region or biogeographic province. It should be
noted however, that, although region B would exhibit the same zonation pattern as
region A, there was still a substantial biomass of D. serra collected in region B (121.5
g). This suggests that the absence of D. serra in region A was not solely due to the
zonation artefact.
The generality of large scale upwelling effects was tested by comparing total biomass
values from each area within a region. It was hypothesised that upwelling areas would
support a higher biomass due to increased productivity potential within that area
(Bustamante et al., 1995b; Bustamante and Branch, 1996). In both regions B and C, the
upwelling area had a higher total biomass than at their corresponding non-upwelling
area, crudely suggesting greater scope for production. The converse was true for
regions A and D. Region D was highly influenced by the local environmental
conditions, but the elevated biomass at Birah compared to Kasouga also mirrored the
abundance data (Section 3.4.3). Region A, however, had biomass three times higher at
the non-upwelling area (Doringbaai) than at the upwelling area (Bitter River) despite
having almost equal total abundances. This suggests that the overall scope for
productivity was much higher in Doringbaai than at Bitter River, resulting in the
presence of much larger organisms, despite the reflective nature of the beach. The
upwelling cell in this region is described as perennial but strongest in spring (Nelson
and Hutchings, 1983). Persistent upwelling limits productivity inshore as the upwelled
nutrients are entrained offshore resulting in phytoplankton blooms away from the
coast (Menge and Menge, 2013). When upwelling is intermittent, the relaxation phase
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enables the phytoplankton to move back toward the shore, creating enhanced food
availability in coastal environments (Menge and Menge, 2013). The persistent
movement of water off-shore likely accounted for the low biomass at Bitter River.
However, the significantly larger biomass at Doringbaai may be due to the complexity
of the currents along that coast, entraining phytoplankton generated from upwelling
cells and depositing it further downstream in areas where upwelling does not occur
(Wieters et al., 2003; Broitman and Kinlan, 2006).
Comparing total biomass over both years and seasons gives a very coarse general
overview of productivity potential, however it provides a “time integrated” total. The
scale was refined slightly and the generality of upwelling effects was tested, taking into
account temporal variations. No significant differences in biomass over space or time
were detected for regions C and D on the South Coast, despite the apparent disparity
in biomass values between upwelling and non-upwelling sites discussed above.
Condition was a main effect for both West Coast regions, with significant differences
between biomasses at upwelling and non-upwelling sites. As before, the upwelling
sites in region B supported a higher biomass than the non-upwelling sites, and the
opposite was true in region A. Year was also a significant factor in region B, with much
lower biomass values in year 1 compared with year 2, for both upwelling and non-
upwelling sites. There was no apparent correlation of biomass increase or decrease
with physical factors such as beach slope in region B. It is possible, therefore, that
some other undescribed factor influenced region B in either year 1, causing lowered
biomass, or in year 2, increasing biomass but due to the restricted temporal data of
this study, it is impossible to know which.
Inclusion of species information was necessary to obtain a reliable representation of
the influence of Condition, Season or Year on macrofaunal assemblage structure.
Combinations of multivariate and univariate analyses were used to evaluate variation
at a selection of scales, and determine how persistent the effect of upwelling might be
on assemblage biomasses.
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As with species richness and abundance data (Sections 3.4.2 and 3.4.3), there was a
very strong biogeographic division and distinct regional groupings. The broad overview
from all fine scale analyses indicated that factors influencing assemblage structure vary
regionally. Condition was the main factor generating assemblage variation in region A,
persisting throughout almost all groupings, in addition to a few temporal interactions.
In region B, there was an interaction between Condition and Year over most groupings
investigated. In regions C and D, Condition was a main factor at the species level, but
for every other grouping there were no significant differences in assemblage structure,
except for temporal variation in the biomass of species with planktonic larval stages in
region D. The trends in biomass within each region were not the same as the trends
found for abundance data. In region A, there were more temporal fluctuations where
assemblages were analysed using biomass data, potentially reflecting resource
investments, however, the temporal fluctuations were not constant or consistent. In
region B, the Condition effects on assemblages were mostly separated from temporal
factors when based on abundance data, however, when based on biomass data,
Condition interacted with Year in most groupings. Region C assemblages, based on
abundance, were not influenced in a consistent way by any of the factors considered.
There was even less influence on assemblage structure based on biomass, with an
effect of only Condition at the species level. Finally, in region D, the assemblages
fluctuated seasonally with a few conditional effects when based on abundances,
however, based on biomass there was only an effect of Season detected for indirect
developer biomasses, and an effect of Condition for the species assemblages. It is
therefore suggested that in region D, the use of biomass masked the seasonal
variability in abundance which was skewed by the presence of juveniles.
The biomass responses overall appeared to be more consistently affected by temporal
fluctuations on the West Coast, than were the abundance data. On the South Coast,
the responses were again more consistent considering biomass than abundance but
showed much less variation both temporally or spatially.
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Taxonomic groupings
When considering taxonomic groupings, Condition was a significant factor determining
macrofaunal assemblages at the species level across all regions, although the strength
of the effect varied regionally. This reinforced the generalised influence of Condition in
structuring marine macrofaunal assemblages found when analyses were based on
abundance data. In both region A and B, there were temporal interactions with
Condition. In general, the species which contributed most to the dissimilarities
between upwelling and non-upwelling sites were large-bodied species such as Tylos
granulatus (Isopoda), Donax serra and Bullia rhodostoma (Mollusca). Species
contributions to the overall dissimilarity between upwelling and non-upwelling sites
were not the same for analyses based on abundance and biomass data. Abundance
and biomass measures provide different information about the system. Biomass
reflects more strongly the energy value of the system (Begon et al., 2006). If there are
many small bodied organisms they dominate the abundance counts, but their
combined mass may be surpassed by one large individual of another species. The size
of organisms can be related directly to the environment. On sandy beaches, fine grain
size and the benign swash environment associated with dissipative beaches tends to
select for smaller body sizes, whereas body size increases towards the reflective
morphodynamic extreme where conditions are harsher (Defeo and McLachlan, 2013).
Pre-settlement environmental cues can also affect where the larvae of long-lived
species settle. For example, the spat of D. serra require fine sands (Lastra and
McLachlan, 1996).
Within taxonomic groupings, Condition was still a strong and persistent factor
separating assemblages even at the coarsest resolution, on the West Coast. Again, on
the South Coast where the upwelling was weakest, the difference in assemblages was
only detectable at the finest resolution (species). At the level of order, in region A, the
seasonal difference detected in the upwelling area was no longer present, however,
the interaction with Year persisted in region B. Similarly, analyses based on phylum in
region B continued to produce the same interaction of Year and Condition, whereas,
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the significant factors in region A changed again, adding a different temporal
interaction. Although there was a consistent effect of Condition throughout, temporal
interactions changed depending on the taxonomic resolution in region A. The
variability observed at different taxonomic levels indicated taxonomic surrogacy would
not be advisable, even at the level of order. Taxonomic surrogacy to the level of order
did not alter the detected effects in analyses using abundance data, but it did for
biomass data. The difference in applicability of taxonomic surrogacy should, therefore,
be taken into account when deciding if it is a useful approach for an ecological study,
and appropriate pilot studies should be performed, as suggested by Defeo and Lercari
(2004).
Feeding guild
It was hypothesised that the biomass of filter feeders would be greater within
upwelling areas than non-upwelling areas due to the potential for increased food
availability (Bustamante et al., 1995b; Figueiras et al., 2002). Similar increases in
deposit feeder biomass were also anticipated. On the West Coast, it was predicted
that overall scavenger biomass would be high because of the increased subsidy on
shore in the form of kelp (Bustamante et al., 1995a). When multivariate analysis was
based on all the feeding guilds, the assemblages at upwelling and non-upwelling sites
were significantly different and distinct in region A, however, they were only
significantly different in year 1 in region B. The Condition effect present in year 1 was
very strong and assemblages exhibited little overlap in composition, contrasting with
the weak effect observed in this region when using abundance data. Contributions to
the dissimilarities differed again between regions. In region A, scavengers were
responsible for the highest proportion of the dissimilarity (34 %) and filter feeders the
lowest (17 %); whereas, in region B, filter feeders contributed 60 % to the dissimilarity
between upwelling and non-upwelling sites in year 1.
Further investigation at the univariate level for region A indicated that there were no
significant differences in filter feeder or deposit feeder biomass between upwelling
and non-upwelling sites, contrary to the analyses based on abundance data. There
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was a very low biomass at Bitter River overall, thus although filter feeders and deposit
feeders were numerically dominant in Bitter River, they were very small and did not
contribute greatly to biomass measures. In Doringbaai, the majority of the organisms
were either isopods or amphipods, due to the reflective nature of this beach and the
decreased favourability of the swash climate excluding more low-shore taxa (Jaramillo
et al., 1993). The crustaceans present at Doringbaai were mostly high-shore
scavengers, and many were large bodied species, e.g. Tylos granulatus, which resulted
in the biomass at the non-upwelling site being skewed toward this particular guild.
Predator biomass was higher at Bitter River, but only in winter. In sandy beaches,
predators are more likely to be present in relatively stable environments (tending
towards the dissipative morphodynamic extreme) where a greater biomass of lower
trophic levels exists (McLachlan, 1990; McLachlan et al. 1993). As such, the larger
biomass of predators at Bitter River, relative to Doringbaai, can be attributed to the
difference in beach type, with flatter slopes at Bitter River. There was a constant
presence of predators at Bitter River over sampling sessions, in relatively high
abundances, whereas, at Doringbaai, there were only a few large individuals present
on only two occasions. Thus, although there was an increase in predator biomass at
Doringbaai during summer, it was due to the presence of large transient individuals
and not a specific effect of upwelling.
In region B, a difference between upwelling and non-upwelling sites was found only in
year 1. The dissimilarity between sites was driven strongly by filter feeders that
accounted for 60 % of the total variation. At the univariate level, there was no
significant variation in scavenger biomass across sites, however, biomass of both
deposit feeders and predators significantly increased in year 2. Year 1 had a much
lower overall biomass than year 2, as described previously, probably due to some
factor not accounted for in this study, thus the differences between years for these
feeding guilds could be expected. Filter feeders, however, had a significantly higher
biomass at the upwelling sites only in year 1, whereas there was a significant
difference between biomass in years 1 and 2 at the non-upwelling site (Sunset Beach).
It was speculated that an unmeasured event reduced the biomass overall in year 1. If
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that was the case, the upwelling sites either did not lose their filter feeding biomass, or
it re-established more rapidly there. Disturbance of large Donax serra by stranded
kelp has been recorded on West Coast beaches (Soares et al., 1996). Sites were
chosen which had a similar, low biomass of stranded kelp, however Sunset Beach had
many large pebbles over the intertidal and near the drift line (sites were chosen in
sections where pebbles were absent or significantly fewer). It is possible, therefore,
that the pebbles had a similar mechanical disturbance effect on the presence of large
D. serra in year 1 if there had been severe wave action. Additionally, Sunset Beach was
easily accessible and fishermen collecting D. serra for bait were observed. This
anthropogenic removal may also have skewed the biomass, as sites at Cape Columbine
were harder to access and so the removal pressure was expected to be less, however if
this was a factor, then it is unclear as to why it exhibited differences between years.
Developmental mode
Condition played a part in structuring biomass assemblages when defined according to
developmental mode on the West Coast. Season and Condition interacted in region A,
whereas Year and Condition interacted in region B at the multivariate level. Closer
examination of each mode in region A revealed there was a significantly higher
biomass of direct developers in the non-upwelling sites compared to the upwelling
sites, whereas there was a significantly higher biomass of indirect developers present
in winter than summer over both areas. The greater biomass of direct developers at
Doringbaai was due to Tylos granulatus. These are supralittoral isopods which reach
large sizes, whereas the majority of the direct developers present in Bitter River were
much smaller. Thus, no difference was found in terms of abundance, but biomass
differences were marked. An increase in indirect developer biomass in winter, relative
to summer, may have been due to the landward movement of water in summer
downwelling phases bringing with it more phytoplankton and larvae to the shore
(Menge and Menge, 2013). Doringbaai may have received subsidies from other areas,
resulting in the high biomasses recorded. The return of the larvae and food during the
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winter relaxation phase of upwelling would affect both Doringbaai and Bitter River
similarly so that only seasonal trends were apparent.
In region B, it was the indirect developers which showed significant variation in
biomass between the upwelling and non-upwelling sites. Differences were again
noted only in year 1 (with dissimilarity between years also observed at Sunset Beach),
further suggesting that there was a change in unrecorded environmental factors
between years.
3.4.5 Synthesis
The influence of upwelling on macrofaunal assemblages was examined using three
separate response variables: species richness, abundance and biomass. These were
examined at a variety of scales from the large cumulative totals to the fine scale
multivariate analyses which were further refined to look at effects on feeding guilds
and developmental modes.
At the largest scale, using time-integrated totals, patterns of sandy beach macrofauna
followed those suggested by the literature: highest species richness occurred in the
Warm Temperate South Coast, with lower levels in the Cool Temperate West Coast
(Willig et al., 2003; Defeo and McLachlan, 2013) and increasing abundance and
biomass from the South Coast to the West Coast (Bustamante and Branch, 1996).
When these totals for each biogeographic province were broken down into totals for
each region the trends became more complex. This increased complexity was
observed for all 3 response variables, reflecting the differences in local topography,
currents, physical characteristics of the beaches (Reaugh-Flower et al., 2011) and also
zonation patterns of the organisms (Donn, 1990). The use of total abundance or
biomass values from each site tested the influence of upwelling at a very general level,
but their results were vastly different. Differences between upwelling and non-
upwelling sites were detected only in region D for abundance data, but detected in
regions A and B for biomass data.
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At the multivariate level, the design of this experiment allowed five factors to be
tested: Biogeography, Region (nested in Biogeography), Year, Season and Condition.
All 3 response variables indicated that Biogeography and Region, nested in
Biogeography, were very strong factors, with clear separation of sites based on their
macrofaunal assemblages. These factors were, therefore, determined as most
influential in structuring macrofaunal assemblages over large scales, as was found on
rocky shores (Cole and McQuaid, 2010; Mostert, 2011).
At the regional scale, the influence of each of the remaining factors: Year, Season and
Condition, was different in each region and varied depending on the response variable
tested. The varied influence of factors across regions could be expected as regions
differed in their temperatures, topography, currents, types of upwelling, proximity to
rocky shores and estuaries, in addition to the differences in beach morphodynamic
state. The differences among the response variables were also anticipated as
abundance and biomass describe two different aspects of assemblage structure.
Abundance values can be easily increased by the presence of recruits and juveniles, or
decreased if there are only a few large species. Abundance, therefore, provides very
little information in terms of the productivity or carrying capacity of the beach as some
beaches are prone to more small bodied organisms, whereas others have fewer larger
bodied organisms (Defeo and McLachlan, 2013). Biomass provides a much clearer
picture of the overall productivity of an environment, regardless of how many
individuals were present (Begon et al., 2006). Greater insight into assemblage
structure can, therefore, be gained by using both these variables to complement each
other, in addition to species richness. The responses of the macrofaunal assemblages
based on these separate data sets were different, with much more stable and
consistent patterns overall provided by biomass data than abundance data.
One consistent outcome in every region, for both abundance and biomass data, was a
significant difference between upwelling and non-upwelling sites at the species level.
As taxonomic resolution decreased, Condition effects remained for West Coast
regions, while on the South Coast, they disappeared for both abundance and biomass.
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On the West Coast, the upwelling cells were much stronger than on the South Coast
(Andrews and Hutchings, 1980; Nelson and Hutchings, 1983; Walker, 1986; Schumann,
1999) resulting in more persistent and pervasive effects.
Data were tested for differences in assemblages between upwelling and non-upwelling
sites, to assess the effect of upwelling. A significant difference meant only that the
assemblage structure and composition varied. It was not always the case that
upwelling sites had greater species richness, or larger abundances and biomasses than
the non-upwelling sites. The effects of upwelling, positive or negative, were different
in each region and were influenced by different local factors. The effect became even
more variable at the fine scales of feeding guild and developmental mode. These
individual regions and all their results were discussed in detail previously, however,
there was one peculiarity in region A that was not fully addressed.
Taking into account the physical characteristics representative of reflective
morphodynamic conditions at Doringbaai compared to the intermediate conditions at
Bitter River, it was expected that all three predictor variables (species richness,
abundance and biomass) should have been much lower in Doringbaai (McLachlan,
1990; McLachlan et al., 1993; Defeo and McLachlan, 2013). This was true for species
richness, with only 12 species recorded compared to 16 at Bitter River, however it did
not hold for abundance or biomass. Trends of increasing abundance and biomass from
reflective to dissipative beaches were based on predictions of the swash exclusion
hypothesis (McLachlan et al., 1993) where the physical characteristics associated with
the swash were the most influential in determining assemblage variables. Species
which inhabit the supralittoral fringe are not affected directly by swash dynamics on a
daily basis. For these species, it has been hypothesised that the morphodynamics
associated with reflective beaches actually produce a safer and more stable habitat
(Defeo and Gómez, 2005). Beaches which are micro-tidal and dissipative are subject to
high wave activity, and, occasionally, storm surges can cause waves to surpass the
normal drift line thus immersing and disrupting supralittoral species. On micro-tidal
reflective beaches it is thought that the steep slope and narrow swash zone actually
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protects the high-shore assemblages, reflecting the wave energy back out to sea thus
creating a safe environment which subsequently supports high abundances and large
body sizes of crustaceans (Defeo and Gómez, 2005). Although this mechanism could
explain the observed pattern of low species richness but high abundance and biomass
on these micro-tidal beaches, the resources to enable growth must still have been
present within Doringbaai.
3.4.6 Conclusion
Overall, upwelling was found to influence sandy beach macrofaunal assemblages. The
influence depended on the taxonomic scale observed, the response variable analysed
and also the local environmental parameters, in addition to the type and persistence
of the upwelling cell. This study highlighted the fact that although general effects of
upwelling are apparent, they are complicated and determined by smaller scale factors
at the regional scale. Thus, the use of large multi-scale comparative sampling in
determining the generality of phenomena such as upwelling has been demonstrated as
preferential over small scale snap-shot sampling.
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Chapter 4: Testing the design – small scale variability
4.1 Introduction
Sandy beaches are an inherently difficult ecosystem to study. The cryptic nature of
many of the inhabiting organisms, distributed across three dimensions, and often
combined with sparse densities and seasonal variation, have led to recommendations
that large scale sampling regimes are required to realistically capture this variability
(McLachlan and Brown, 2006; Schlacher et al., 2008).
The most common means of sampling sandy beaches is the use of shore-normal
(termed across-shore) transects (Schlacher et al., 2008). The use of such transects
results in autocorrelation among the cores and so the sample unit must be considered
the entire transect. The design implemented in the present study was a stratified
sampling regime based on proportional division of the shore into 9 shore-parallel
“strips” where 14 cores were haphazardly extracted in each (Chapter 3, Section 3.2).
This avoided autocorrelation and the sample unit was then the core. Traditionally, the
use of stratified designs was restricted to defined “zones” which could be ascertained
a priori. The need for a priori division poses a problem for sandy beach sampling.
Distinct “zones” are difficult to determine, and although schemes have been
developed to improve clarity (Dahl, 1952; Salvat, 1964, cited in Brown and McLachlan,
2006), the practicality of these approaches in the field is limited. The proportional
division into “strips” adopted here was implemented to ensure adequate coverage of
each site, regardless of the change in across-shore distance (beach width). This
maintained a consistent design across multiple beaches, whereas the transect method
would have required addition or removal of stations as the width increased or
decreased (Jaramillo et al., 1995; Schlacher et al., 2008). Additionally, it was possible
that the proportional division of the shore would mimic the contraction or expansion
of any natural “zones”. If this were the case, then the practical application of this
design to determine particular zones would be much simpler to implement in the field
than those based on purely physical or biological boundaries. Accurately identifying
“zones” on a sandy shore would enable focussed attention to be placed on one
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particular area of the beach, instead of having to sample the entire across-shore width,
depending on the hypothesis of interest. If successful, then greater replication with
less effort could be achieved.
The optimal surface area deemed necessary to collect a representative sample of the
macrofaunal assemblage from any beach varies depending on the beach type; wider,
dissipative shores require a larger area to be sampled, and narrower, reflective
beaches require less (Jaramillo et al., 1995; Schlacher et al., 2008). The total area
required to represent a beach is also reliant on the tidal regime, with macrotidal
beaches requiring a greater sampling effort than microtidal beaches. Generally, for
microtidal beaches, such as those found around South Africa, a total area of 4 m2 has
been recommended as sufficient to provide a reasonable estimate of the macrofaunal
assemblage (Jaramillo et al., 1995; Schlacher et al., 2008). Excavation of such large
areas of sediment is labour intensive and time consuming, requiring sizeable teams of
people to complete the sampling within the window around low-tide. As such, many
investigations have used a sample area less than 4 m2 (Jaramillo et al., 1995). The 4 m2
recommendation was based primarily on the area required to encounter > 95 % of
species (Jaramillo et al., 1995), however this was determined using one transect with
15 across-shore levels, but with only 3 very large replicates at each height, over a
number of different beaches. This method of sampling does little to account for
dispersion of organisms and the potential patchiness on the along-shore (beach
length) axis. Additionally, Schoeman et al. (2003) used simulations to suggest that the
actual percentage of species missed when excavating an area of 4 m2, using 3
transects, was 30 %.
The guidelines set out by Jaramillo et al. (1995) and Schlacher et al. (2008) were
adhered to in this study, with a total area of 3.9 m2 sampled at each site. However,
the way in which the samples were collected was different. Many more, smaller, cores
were excavated to encompass the patchy distribution of the organisms, and increase
the probability of capture. Also, they were not taken at set heights on the shore,
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rather a haphazard approach was adopted. It is, therefore, important to test if the
area of 4 m2 is appropriate for this alternative method.
Determining small scale variability within- and between- beaches is also important to
fully understand species distribution patterns (Underwood, 1997). The variability
within a beach (within each site, and between site 1 and site 2) should, ideally, be less
than the variability between beaches within each region (i.e. upwelling vs non-
upwelling). If internal variability is relatively high, doubts are cast on the validity of
attributing observed differences to the factor being tested, and not just natural
variability, or problems with the sampling design. Similarly, observing changes in
assemblage structure over time provides an insight into the stability of the faunal
assemblage, despite fluctuations in rare or transient species. If the structure varies
significantly over time within one location then, again, the validity of attributing
differences among locations to a larger effect, such as upwelling, is questionable.
There were two main aims of this chapter. Firstly, to determine if the sampling regime
was appropriate, in both size and design. Secondly, to determine the variability of
species distributions within each site. Each of the following hypotheses was tested.
H1: A minimum area of 4 m2 is necessary to obtain an accurate representation of
species richness at each beach (H8; Section 1.9).
H2: The proportional division of the design consistently related to natural zonation
patterns (H9; Section 1.9).
H3: The variability within a beach was less than the variability between beaches (H10;
Section 1.9).
H4: The assemblage structure, in terms of abundance and biomass, will remain
consistent over time, within a location (H11; Section 1.9).
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4.2 Methods
The sample sites were as described in Chapter 2, Section 2.2.1 – 2.2.4, and summarised
in Table 2.1. Sampling design and measurements of abundance and biomass counts
were as described in Chapter 3, Section 3.2.1 - 3.2.2.
4.2.1 Testing the design
The analyses in this section tested the within-site assemblage spatial structure for each
location separately, the sample units were the cores and abundance data were used.
4.2.1.1 Kite diagrams
Kite diagrams were generated using the Merlin version 2.5 plug-in for excel (Miller,
2006) to visualise across-shore patterns and relative densities of sandy beach
macrofaunal species, using the distribution across the nine proportional strips of the
sample design (Chapter 3, section 3.2).
4.2.1.2 Similarity profiles
Macrofaunal abundance data were subsequently tested using the SIMPROF (similarity
profiles) procedure in PRIMER version 6 (Clarke and Gorley, 2006), to determine if
natural zonation patterns could be observed. It was not necessary to transform the
data prior to analysis, as any natural zonation pattern would be better observed and
interpreted using the raw data set. Briefly, SIMPROF is a routine which can be used to
determine if there is structure within a set of samples where divisions have not been
allocated a priori (Clarke and Gorley, 2006). It achieves this by running multiple
permutations as specified by the user (1000 in this case), where variables are randomly
permuted across sample sub-sets to create a distribution which supports the null
hypothesis of no internal structure, and then calculates a mean similarity profile based
on that. The test statistic is then calculated as the summed distance between the real
profile and the mean profile. This procedure is repeated again 999 times to produce a
range of test statistics likely to occur by chance under the null hypothesis of no
structure. If the real test statistic lies within the range of the simulated values then the
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null hypothesis cannot be rejected, however if it is much larger and gives a significance
value p < 0.001, then the null hypothesis can be rejected (Clarke and Gorley, 2006).
4.2.1.3 Dendrograms
Where the null hypothesis could not be rejected using the direct SIMPROF routine,
further exploration of the data was warranted. CLUSTER analysis was used for this
purpose as it generates a dendrogram using hierarchical agglomerative clustering
techniques using the group-average (Clarke and Warwick, 2001). Essentially, it groups
samples based on their similarity. The utility of this technique lies in the assumption
that samples from the same area and/or subject to specific environmental factors
should be more similar to each other than would be expected at random (Clarke and
Warwick, 2001). The way in which the dendrogram is constructed results in continued
branching of samples, without any statistical test to confirm if this is justified. SIMPROF
was thus used in conjunction with the dendrogram (as part of the CLUSTER routine),
inspecting each branch to determine if there was evidence of genuine structure (Clarke
and Gorley, 2006).
4.2.1.4 Dispersion weighting
Dispersion weighting, as described by Clarke et al. (2006), is a useful tool to apply to
macrofauna data sets before analysis and one of its primary aims is to reduce “noise”
amongst the samples. The weighting thus provides information on the way species are
distributed in space, whether distribution is random or clustered, and provides a
means of compensating for species which exhibit fluctuating abundances. The result
of the weighting is a greater emphasis placed on species which appear consistently
across replicates and at constant densities, rather than species with erratic counts.
Dispersion weighting must be applied across samples within an a priori group so that
an index of dispersion can be calculated (variance/mean). The average index of
dispersion for the site is then an average of all the within-group indices, and it is that
which is used to down weight the original values for each species so that all species
follow the Poisson distribution (Clarke et al., 2006). Dispersion weighting was applied
to the macrofaunal abundance data at every site prior to the generation of species
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accumulation curves. The sample design for each site enabled nine “groups” to be
determined, thus for each of the strips a group index was generated and subsequently
the average index of dispersion was calculated across all nine.
4.2.1.5 Species accumulation curves
Species accumulation curves were constructed in PRIMER v6 based on the total
number of different species observed. The resultant curve at each site was achieved
by permuting the order in which the samples were pooled (999 times) and taking an
average of those (Clarke and Gorley, 2006). The permutation method was required for
this study as it removed any potential species structure across each beach.
4.2.1.6 Power analysis
The reliability of the sampling design employed in this study was tested using a
posteriori power analyses. Tests have high power when their rate of type II error,
which is the probability of failing to reject the null hypothesis when it is actually false,
is low. High power means that if there really is a difference between factors then it
will be detected most of the time. With low power, there is a higher probability that a
real difference will go undetected because the design has a high type II error rate
(Somerfield and Clarke, 1997; Underwood, 1997).
Ideally, the power of a design should be maximised, however, because power is
related to the number of samples and the variability among them it can be difficult to
find an optimal solution between theory and logistics. The sampling regime
implemented in this thesis was based on the guidelines to optimise the collection of
realistic assemblages, i.e. obtain representatives from the majority of species present
on the beach. Power analyses were, therefore, performed using species richness data
to determine if the number and size of the samples taken were of a sufficient extent
and dimension to adequately detect effects among sites.
Arbitrarily, the data used for the power analysis were those collected at site 1 from
each location in summer of year 2. One-way analysis of variance (ANOVA) were
performed between the upwelling and non-upwelling site within each region (Region
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A: BR1-S2, DB1-S2; Region B: CC1-S2, SB1-S2; Region C: BS1-S2, GL1-S2; and Region D:
KA1-S2, BH1-S2).  Ideally, the level for type II error should be α = 0.2, meaning the ideal 
level of power should be 0.8, an 80 % chance of detecting a difference if one exists. For
the purposes of this chapter the size of the effect to be detected was set at 10 %
(Somerfield and Clarke, 1997; P. J. Somerfield pers. com.). The probability (power) of
detecting a 10 % difference was calculated using the following equation:
ܲ = Ф((√(0.5 )݊ ∗ (ߜ/ߪ)) − 2)
Where, P = power; Ф = the normal distribution function; n = number of replicates in 
each treatment; δ = absolute change in mean response (at the level of 10 %); σ = 
square root of the residual variance (SS/df) (Somerfield and Clarke, 1997; P. J.
Somerfield, pers. com.).
The observed species counts for each core were transformed using the natural log
before ANOVA. The presence of cores with no individuals required a dummy value (of
1) to be added to all the cores prior to transformation (Underwood, 1997).
The effect of core size on the power of the analysis was tested by comparing the
design used (126 cores of 20 cm diameter and 20 cm depth) to the results when
adjacent cores were pooled to halve the total number of samples, but double each
individual area (63 cores).
Where the power of the design was less than 80 %, the number of cores required to
reach this optimum were calculated using the following equation:
݊= 2 ∗ (ߪ/ߜ)ଶ ∗ [2 + Фିଵ(ܲ)]ଶ
Where Ф-1 (P) = is the normal distribution value which corresponds to a given value of
P (in this case P = 0.8) (P. J. Somerfield pers. com.).
4.2.2 Sample variability within and between sites
Variability within and between sites was tested using a 2-way ANOSIM with Strip and
Site as factors, followed by a 2-way SIMPER analysis to determine which species were
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contributing most to the dissimilarity. Instead of repeating the procedure with both
abundance and biomass measures, production values were calculated using the
following equation:
P = (B/A)0.73 x A
Where P is production; B is biomass; A is abundance and 0.73 is the average exponent
of the regression of annual production on body size for macrofauna (Clarke and
Warwick, 2001). In the absence of count data no weighting was applied. No
transformation was applied either, so that a better reflection of the actual among core
variability could be achieved. A resemblance matrix was generated using the Bray-
Curtis similarity measure. Site variability was tested within a beach (i.e. between sites
1 and 2) and between different beaches within the same region (i.e. upwelling sites
were compared with non-upwelling sites). This was performed on the data from year
2 only, and winter and summer were analysed separately. The R-statistic (R) is a
directly comparable measure of the absolute distance between groups and is
independent of sample size (Clarke and Gorley, 2006). The R-statistic thus provides
more information than Fisher’s F-statistic of traditional ANOVA which only provides
information about significance, and is affected by sample size (Clarke and Warwick,
2001).
4.2.3 Linking physical and biotic variables
4.2.3.1 BEST routine
Environmental conditions are known to influence macrofaunal assemblages strongly
(McLachlan 1990, Jaramillo and McLachlan, 1993; Brazeiro, 2001; Defeo and
McLachlan, 2013). Within sites (comparing among sampling strips), three
environmental factors were measured and used in the BEST analysis: median grain size
(ɸ); penetrability of the sand (cm); and across shore distance from low tide (m).  The 
BIO-ENV routine (as described in Chapter 3, Section 3.4) uses rank values of among
sample resemblances to determine the subset of environmental variables which best
describe the biological patterns. The subset of variables which are recommended can
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then be tested using the global BEST procedure to ensure they provide a better
explanation of the biota than could be expected purely by chance (Clarke and Gorley,
2006).
4.2.4 Consistency of assemblage structure over time
4.2.4.1 K-dominance curves
Cumulative K-dominance curves were generated using un-weighted and
untransformed abundance and biomass data for each location over time. K-
dominance curves provide species independent information about the structure of the
community (Clarke and Warwick, 2001). It was important to incorporate a species-
independent suite of analyses as many species collected in this survey were rare and
not constant over time. It was of interest to determine if the structure of the
assemblage, in terms of diversity measures, remained constant despite turnover of
individual rare species. The use of K-dominance plots enables changes in species
richness and also changes in evenness or dominance in the assemblage to be detected
between sites or over time. The curves were formally tested using the DOMDIS
routine in PRIMER v6. In short, DOMDIS generates dominance curves for every sample
and calculates the distance between them using a modified version of Manhattan
distance, which compensates for the log scale (Clarke and Gorley, 2006). A
dissimilarity matrix is then generated using these values which can be used for further
analyses. A two-way ANOSIM, with Season and Year as factors, was subsequently
performed on the dissimilarity matrix to determine if the structure within a site
changed over time.
4.2.4.2 Abundance/biomass comparison plots
ABC (abundance/biomass comparison) plots are essentially K-dominance curves for
abundance and biomass plotted on the same graph. This graphical technique enables
the health of an assemblage to be observed, on the premise that undisturbed
communities will have few, large bodied organisms (biomass greater than abundance
on the graph) whereas less stable assemblages will have higher abundances but the
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average body size will be smaller (the abundance will be greater than biomass on the
curve) (Clarke and Warwick, 2001). The combination of abundance and biomass
measures provides an idea of the stability and productivity of the site. Direct
comparisons of ABC curves can be made using the W-statistic, which is a measure of
the area between the curves (Clarke and Warwick, 2001). The W-statistic is positive if
the biomass is greater than abundance and negative if biomass is lower. W-statistics
were compared over time within each location using a 2-way ANOVA, with Season and
Year as factors.
4.3 Results
4.3.1 Dispersion weightings
Most species had dispersion weightings of 1, which is indicative of the organisms being
randomly distributed. Greater values, increasing from 1, indicate a larger degree of
clumping (Clarke and Gorley, 2006). Generally, if clumping was present then it was
mild, with usually less than 4 individuals collected together. Some species tended to be
distributed in much larger clumps. The three main examples were: Scolelepis
squamata (polychaete), Africorchestia quadrispinosa (amphipod), and Gastrosaccus
psammodytes (mysid). The clumping structure of these species was not consistent: S.
squamata ranged in dispersion index from 1.44 (Table 4.1 d. CC1-S2) to 33.98 (Table
4.1 c. SB1-S2); A. quadrispinosa ranged from 2.28 (Table 4.1 b. DB2-W2) to 16.24
(Table 4.1 a. BR2-S2); and G. psammodytes ranged from 1.32 (Table 4.1 f. BH2-W2) to
7.64 (Table 4.1 d. CC1-S2). These three species inhabit different levels on the shore
and so there was no evidence to suggest that clumping was more prevalent at a
particular height above low tide.
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Table 4.1. Dispersion weightings for species at each site (a-g) in winter [W2] and summer [S2] in year 2,
where the dispersion departed from 1. There were no species which exhibited a clumped distribution at
Glentana, and so no table is presented. Where there is no value the species was either not present, or
did not depart from a dispersion index of 1.
a) Bitter River
BR1-S2 BR1-W2 BR2-S2 BR2-W2
Eurydice kensleyi 2.49 1.19 1.99
Eurydice longicornis 1.46 1.48
Gastrosaccus psammodytes 3.25 1.55
Excirolana latipes 1.39 1.52 1.23
Africorchestia quadrispinosa 9.53 16.24 2.73
Tylos granulatus 1.45
Griffithius latipes 2.74 2.43 1.54
b) Doringbaai
DB1-S2 DB1-W2 DB2-S2 DB2-W2
Excirolana natalensis 1.6 1.58 3.5
Gastrosaccus psammodytes 3.55
Africorchestia quadrispinosa 4.72 5.93 7.61 2.28
Tylos granulatus 7.43 1.35 1.8 1.91
c) Sunset Beach
SB1-S2 SB1-W2 SB2-S2 SB2-W2
Cumacean A 1.5 1.48
Donax serra 2.21 1.64 2.06 2.33
Eurydice kensleyi 2.57 2.65 1.65
Excirolana natalensis 1.63 1.82
Nemertean 3.85 3.3 2.04 1.94
Excirolana latipes 2.77
Scolelepis squamata 33.98 5.54 7.6
Africorchestia quadrispinosa 5.4 4.79 12.1 8.71
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d) Cape Columbine
CC1-S2 CC1-W2 CC2-S2 CC2-W2
Bullia digitalis 1.43 1.88
Cumacean A 2.1 2 1.59
Cumacean B 1.33
Donax serra 1.5 2.45 3.34
Eurydice kensleyi 1.62 1.81 2.47
Eurydice longicornis 1.38 1.31
Excirolana natalensis 2.25
Gastrosaccus psammodytes 7.64 1.8 4.87 2.44
Nephtys capense 1.22
Excirolana latipes 1.45
Scolelepis squamata 1.44 7.1 3.22
Africorchestia quadrispinosa 7.06 3.14 7.36
Indischnopus herdmani 1.42
Bullia rhodostoma 6
Orbina B 1.56 1.32
Tylos granulatus 1.69 2.66 3.71
Bathyporiea cunctator 2.68
e) Brenton-on-Sea
BS1-S2 BS1-W2 BS2-S2 BS2-W2
Donax serra 1.45
Eurydice longicornis 1.33
Excirolana natalensis 1.5
Gastrosaccus psammodytes 1.66
Nemertean 2
Excirolana latipes 2.69
Eurydice sp. nov 1.42
Talorchestia sp. nov 6.9
Bullia rhodostoma 2.66 1.61
Donax sordidus 1.52
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f) Birah River
BH1-S2 BH1-W2 BH2-S2 BH2-W2
Donax serra 1.55
Eurydice longicornis 1.3
Gastrosaccus psammodytes 1.82 1.37 1.32
Nemertean 1.54
Amphipod A 2.1
Eurydice sp. nov. 1.65
Talorchestia sp. Nov 2
Exosphaeroma sp. 1.61
g) Kasouga
KA1-S2 KA1-W2 KA2-S2 KA2-W2
Eurydice longicornis 1.36
Excirolana latipes 1.24
Talorchestia sp. nov 2.08
Bullia rhodostoma 1.42
4.3.2 Species accumulation curves
On the West Coast, the species accumulation curves generally began to level out
around 126 samples, with one or two exceptions at each location (Figure 4.1). This
varied between beaches and over time, however, in each location the shape and slope
of the species accumulation curves did not vary regularly with season or year, or with
final species richness.
There was a distinct asymptote at four Bitter River sites (Figure 4.1: BR1-W; BR1-S2;
BR2-S and BR2-S2). The accumulation curve at all the other sites did not fully level off,
but the trajectory suggested that they were approaching an asymptote (Figure 4.1). At
every site there was a rapid increase in species observed within the first 20 samples,
afterwards the curve levelled off or proceeded at a shallow gradient. The one
exception was BR2-W, where the curve continued to rise at a steady and steep
gradient.
At Doringbaai, there was no distinct, rapid, rise in species observation within the first
20 samples as was the case for Bitter River, with many of the curves exhibiting a much
more gradual accumulation (Figure 4.1). Only three sites (Figure 4.1: DB1-S2, DB2-W
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and DB2-S) had species accumulation curves which approached an asymptote. The
gradient of the curves at three other sites (Figure 4.1: DB1-S, DB1-W2 and DB2-S2) was
steep but became shallower. At the final two sites (Figure 4.1: DB1-W and DB2-W2)
the slope was still steep and increasing after the inclusion of all 126 cores.
Sites at Cape Columbine followed a similar general pattern to those at Bitter River,
with a steep accumulation of species in the first 20 – 30 samples and a shallow
gradient thereafter (Figure 4.1). The trajectory of the curve at most sites suggested
that, in general, assemblages were nearing an asymptote after 126 cores, except at
CC1-S where the gradient was slightly steeper.
All of the sites at Sunset Beach exhibited similarly shaped species accumulation curves,
with a rapid initial increase of species in the first 20 -30 samples and a levelling off of
the curve thereafter, with two exceptions: SB1-S and SB2-W (Figure 4.1). SB1-S had the
same initial rapid increase, but the curve did not level off within the 126 cores. Finally,
SB2-W did not have the steep initial increase, but instead the increase in species
observation increased regularly with the number of samples.
On the South Coast, the species accumulation curves in Region C followed a similar
trend to sites on the West, with most levelling out near 126 samples and a few
exceptions with steeper gradients (Figure 4.1). Again the shape of the curves did not
correlate to season, year or species richness.
The species accumulation curves for the sites in region D displayed the opposite trend
(Figure 4.1). The norm appeared to be steady, continually increasing curves which did
not near their asymptotes within or around 126 samples.
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Figure 4.1. Species accumulation curves for each site: Sunset Beach [SB]; Birah River [BH]; Cape
Columbine [CC]; Doringbaai [DB]; Bitter River [BR]; Kasouga [KA]; Brenton-on-Sea [BS]; Glentana [GL]. In
each season: Winter [W]; Summer [S] and in each year [1]; [2].
4.3.3 Zonation
Generally, macrofauna were not distributed across-shore in a pattern consistent with
the strips imposed by the stratified sampling regime.
On the South Coast, the within-site sample structures at Birah River (BH1-S2, BH1-W2,
BH2-S2); Kasouga (KA1-S2, KA1-W2, KA2-S2, KA2-W2); Brenton-on-Sea (BS1-S2); and
Glentana (GL2-S2, GL2-W2) were not significantly different to distributions generated
at random (p < 0.05), thus there was no evidence to support any zonation patterns
(Table 4.2). Analysis using CLUSTER indicated no significant structure in any of the
remaining South Coast sites (GL1-W2, BS2-S2, BS1-W2, BH2-W2) except GL1-S2 and
BS2-W2 (Figure 4.2). There was evidence of some internal structure at GL1-S2 and
BS2-W2 but the divisions did not correlate well with the arbitrary strips.
Conversely, for the West Coast, there were only two sites where no internal sample
structure was identified: DB1-W2 and DB2-S2 (Table 4.2). At all other sites, samples
were distinguished into multiple groupings. Broadly, samples were divided into two
main groups: strips 8 and 9; and strips 1 – 7, although the exact arrangement changed
from site to site and overlap between the arbitrary and “real” divisions among samples
was common (Figure 4.2).
Visualisation of the across shore distribution of species using kite diagrams supported
the results from the SIMPROF analyses (Figure 4.3).
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Table 4.2. Global SIMPROF test statistics (π) for each site, the significance of the test statistic (p) and the 
number of random permutations which were greater than or equal to the actual test statistic.
Site Global test
π p Number of permuted statistics > π
SB1-S2 1.355 0.002 1
SB1-W2 4.139 0.001 0
SB2-S2 0.774 0.036 35
SB2-W2 1.707 0.001 0
BH1-S2 0.463 0.082 81
BH1-W2 0.084 0.794 793
BH2-S2 0.203 0.952 951
BH2-W2 0.385 0.043 42
CC1-S2 2.481 0.001 0
CC1-W2 2.489 0.001 0
CC2-S2 3.258 0.001 0
CC2-W2 2.052 0.001 0
DB1-S2 1.417 0.001 0
DB1-W2 0.859 0.243 242
DB2-S2 2.314 0.001 0
DB2-W2 2.202 0.001 0
BR1-S2 2.731 0.001 0
BR1-W2 1.951 0.001 0
BR2-S2 1.1716 0.001 0
BR2-W2 3.3922 0.001 0
KA1-S2 0.25 0.400 399
KA1-W2 0.094 0.501 500
KA2-S2 0.38 0.253 252
KA2-W2 0.211 0.225 224
BS1-S2 0.454 0.063 62
BS1-W2 0.349 0.034 33
BS2-S2 0.91 0.011 10
BS2-W2 0.574 0.001 0
GL1-S2 1.188 0.002 1
GL1-W2 0.52 0.042 41
GL2-S2 0.142 0.556 555
GL2-W2 0.41 0.015 149
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c) SB1-W2
A:8+8 B:9+9+9+9+8+9+9+9 C:9+9+9+9+9 D:9+9 E:6+6+6+6+6+6+6+6
F:6+7+7+7+7+7+7+7+7+7+7+7+8+8+8+8+8+8+8+8+8+7+7+7+8+8
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+4+1+2+1+2+1+3+1+4+3+3+5+2+4+3+4+6+5+5+5+2+4+4+4+4+5+5+2+2+2+1+3
d) SB2-S2
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Figure 4.2. Dendrograms generated using the CLUSTER routine, combined with SIMPROF, for each site
where the global SIMPROF test did not reject the null hypothesis. Black solid lines indicate branching
where the samples are significantly different (p < 0.05). Red broken lines indicate branching that is not
supported statistically (p > 0.05). Where there was no significant structure, branches were collapsed to
aid visualisation (green broken lines). Letters are attributed to each collapsed branch and denote the
range of samples present. Samples are specified only by which strip they belong to (1-9). Summary
boxes display the range of samples in each branch, and the full combination at each letter is listed above
the diagram.
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Figure 4.3. Kite diagrams depicting the abundance distribution of species across-shore in each location,
during both winter [W2] and summer [S2] of year 2. The X-axis refers to the across-shore strips (1-9),
and the Y-axis represents each species. Site abbreviations are SB = Sunset Beach; BH = Birah River; CC =
Cape Columbine; DB = Doringbaai; BR = Bitter River; KA =Kasouga; BS = Brenton-on-Sea; GL = Glentana.
Genus names are abbreviated as in Table 4.1.
4.3.4 Power analysis
Within a design, the power of the analysis varied drastically among regions, for both
the original and pooled data (Table 4.3). The original design achieved very little power
in regions A and D, but there was a reasonable probability of detection in regions B
and C. When a total sample area of 3.9 m2 was used, the power of the analyses in each
region increased, except in region B, when cores were pooled. This increase in power
was a result of a general reduction in the among-sample variability (Table 4.3).
Table 4.3. Probability (power) of detecting a difference of 10 % between the upwelling and non-
upwelling site in each region is displayed for the original design (126 cores of 20cm diameter), and for
the pooled design where the number of replicates (63) were halved but their size increased. The
number of replicates required to attain an 80 % probability of detecting a 10 % difference are also
presented.
Original design (126 cores) Pooled cores (63 cores)
Power Replicate n for 80 % Power Replicate n for 80 %
Region A 0.3 % 330 29 % 230
Region B 48 % 250 29 % 207
Region C 36 % 335 40 % 302
Region D 0.2 % 339 17 % 421
If the sample area of 3.9 m2 was maintained, then fewer, larger cores would achieve
much greater power than more, smaller cores in regions A and D. This was because of
the large variability in species richness among cores within these regions. Fewer,
larger cores stabilise the variance from the mean thus increasing power within the
same sample area (Underwood, 1997). Although the power was increased in region C,
the gain was only minor (4 %) and so the benefit of using larger cores would be largely
offset by the difficulty in excavation and reduced sensitivity to distribution effects, i.e.
patchiness. Region B exhibited the greatest power of all the analyses (48 %) in the
original design. This power was markedly reduced when cores were pooled (29 %).
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Region B hosted a large number of organisms. Almost every core had at least one
species in it, and many had multiple species. The greater consistency in the presence
of species reduced the among-sample variability, thus increasing power relative to
other regions. Power is also affected by number of replicates (Underwood, 1997). The
lower power observed when cores were pooled was directly related to the removal of
replicates, with no compensation of reduced variability.
The power of the original design varied regionally. The use of pooled cores provided
better relative power across regions when the area of 3.9 m2 was maintained,
although the power was still not very high (17 % - 40 %; Table 4.3). The number of
replicates required to reach a probability of 80 % varied between the two designs,
however, it was remarkably stable within the original design. Regions A, C and D all
converged on a figure ranging between 330 and 339 when the smaller cores were
used. The only exception was region B, where the number of cores required was much
lower (250), again reflecting the lower variance among samples in this region. This
convergence was in contrast to the number of replicates required if the size of the
cores was doubled, which varied substantially between 207 and 421.
Although generally the number of replicates required was less for the pooled design
than for the original design, the actual area must be considered. The pooled cores
were double the size, therefore where ~ 7.8 m2 would be sampled in Region B under
the original design (250 cores), ~ 12.8 m2 would be required for the pooled design (207
cores). Much more effort would thus be required to achieve the 80 % probability of
detecting a difference if larger cores were used.
If one were to achieve 80 % probability of detecting a difference using these two
designs, clearly the original design would be preferred. However, the
recommendation would be to excavate an area of 10.4 m2 at each beach (330 cores),
which is clearly not logistically feasible. Some level of compromise would thus be
necessary between the two designs. An area larger than 3.9 m2 would not be practical
at each site. Three options then remain: (1) take larger cores, maintain the 3.9 m2 and
accept a modest level of power in each region; (2) take larger cores, and reduce the
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area sampled so that the power of the test remains equitable to that achieved from
the original design, but the effort required to achieve it is less; or (3) take smaller cores
and have the option of pooling the data during analysis if required. Of these, the last
would be preferred as it offers greater flexibility in sampling design where the
underlying distribution of the fauna is unknown. Greater power will be achieved from
a larger number of replicates where variability is low. Where variability is high, the
option to use fewer “large” cores still exists.
4.3.5 Sample variability within and between beaches
Region A – winter
There was greater variability across-shore within a site, than between sites on the
same beach at both Doringbaai and Bitter River (Table 4.4). Pairwise tests indicated
that contiguous strips were most similar to each other and assemblages increased in
dissimilarity the further apart they were physically. Similarly, at Bitter River,
production was more dissimilar among strips (R = 0.381) than between sites (R =
0.127) when considering within-beach variability. All the R statistics were reported as
being significant, although this was an artefact of the high number of samples (Clarke
and Gorley, 2006). When sites were compared between Doringbaai and Bitter River,
the variability between beaches was always greater than the variability among strips,
despite fairly large R values for both (Table 4.4). Differences among beaches were
driven by combinations of Excirolana natalensis, Africorchestia quadrispinosa,
Griffithius latipes and Excirolana latipes. Excirolana natalensis contributed the
greatest percentage dissimilarity in each comparison, however none of the species
were identified as being good discriminators.
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Table 4.4 R-statistics and significance values from 2-Way ANOSIM tests with strips and sites as factors in
region A, in winter of year 2. Within-beach variability is represented in the first two rows, and between
beach variability thereafter. DB1 = Doringbaai, site 1; DB2 = Doringbaai, site 2; BR1 = Bitter River, site 1;
BR2 = Bitter River, site 2; W2 = winter, year 2.
Location Strip Site
R statistic Significance (p) R statistic Significance (p)
DB1-W2: DB2-W2 0.454 0.001 0.258 0.001
BR1-W2: BR2-W2 0.381 0.001 0.127 0.001
DB1-W2: BR1-W2 0.366 0.001 0.667 0.001
DB1-W2: BR2-W2 0.376 0.001 0.734 0.001
DB2-W2: BR1-W2 0.458 0.001 0.63 0.001
DB2-W2: BR2-W2 0.468 0.001 0.653 0.001
Region A – summer
As for winter (Table 4.4), production was more dissimilar among strips than between
sites when considering within-beach variability in summer (Table 4.4). Production was
more dissimilar between sites than among strips when considering between-beach
variability, however, the difference was not as large as it was in winter. Results from
SIMPER analyses indicate that Africorchestia quadrispinosa and Griffithius latipes were
the largest contributors to the dissimilarities between beaches.
194
Table 4.5 R-statistics and significance values from 2-Way ANOSIM tests with strips and sites as factors in
region A, in summer of year 2. Within-beach variability is represented in the first two rows, and between
beach variability thereafter. DB1 = Doringbaai, site 1; DB2 = Doringbaai, site 2; BR1 = Bitter River, site 1;
BR2 = Bitter River, site 2; S2 = summer, year 2.
Location Strip Sites
R statistic Significance (p) R statistic Significance (p)
DB1-S2: DB2-S2 0.364 0.001 0.286 0.001
BR1-S2: BR2-S2 0.49 0.001 0.172 0.001
DB1-S2: BR1-S2 0.439 0.001 0.504 0.001
DB1-S2: BR2-S2 0.464 0.001 0.463 0.001
DB2-S2: BR1-S2 0.391 0.001 0.566 0.001
DB2-S2: BR2-S2 0.416 0.001 0.549 0.001
Region B winter
Among zones, the R statistics were consistently high, both within- and between-
beaches (Table 4.6). The larger values of R equate to larger dissimilarities. Within
Sunset Beach, the dissimilarity among zones was much larger than the dissimilarity
between sites, and the same was true at Cape Columbine. R statistics from pairwise
tests confirmed adjacent strips were more similar to each other than strips that were
physically further apart. The between-beach variability was less consistent, with the
dissimilarity between sites being marginally greater than the among strip dissimilarity
in only one case (Table 4.6: SB1-W: CC1-W). The among strip variability was greater
than between site variability for the remaining three site combinations, however it was
again very marginal in one case (Table 4.6: SB1-W: CC2-W). Overwhelmingly,
nemerteans and Donax serra contributed the most to dissimilarities between beaches
in this region.
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Table 4.6. R-statistics and significance values from 2-Way ANOSIM tests with strips and sites as factors in
region B, in winter of year 2. Within-beach variability is represented in the first two rows, and between
beach variability thereafter. SB1 = Sunset Beach, site 1; SB2 = Sunset Beach, site 2; CC1 = Cape
Columbine, site 1; CC = Cape Columbine, site 2; W2 = winter, year 2.
Location Strip Sites
R statistic Significance (p) R statistic Significance (p)
SB1-W2: SB2-W2 0.575 0.001 0.327 0.001
CC1-W2: CC2-W2 0.601 0.001 0.375 0.001
SB1-W2: CC1-W2 0.607 0.001 0.649 0.001
SB1-W2: CC2-W2 0.598 0.001 0.562 0.001
SB2-W2: CC1-W2 0.578 0.001 0.445 0.001
SB2-W2: CC2-W2 0.568 0.001 0.363 0.001
Region B – Summer
The R statistics indicated fairly large differences among strips for all site combinations
(Table 4.7). Within-beaches, the variability among strips was much greater than the
variation between sites at both Sunset Beach and Cape Columbine. At these sites, the
variability among strips was greater than between beaches, however the R statistics
were quite similar. As in winter, the adjoining strips tended to be more similar to each
other than strips that were physically separated.
Relative to winter, the summer variability was lower, however, the general patterns
remained the same between seasons, with nemerteans and D. serra driving the
dissimilarities between beaches.
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Table 4.7 R-statistics and significance values from 2-Way ANOSIM tests with strips and sites as factors in
region B, in summer of year 2. Within-beach variability is represented in the first two rows, and between
beach variability thereafter. SB1 = Sunset Beach, site 1; SB2 = Sunset Beach, site 2; CC1 = Cape
Columbine, site 1; CC = Cape Columbine, site 2; S2 = summer, year 2.
Location Strip Sites
R statistic Significance (p) R statistic Significance (p)
SB1-S2: SB2-S2 0.428 0.001 0.265 0.001
CC1-S2: CC2-S2 0.586 0.001 0.264 0.001
SB1-S2: CC1-S2 0.559 0.001 0.468 0.001
SB1-S2: CC2-S2 0.53 0.001 0.438 0.001
SB2-S2: CC1-S2 0.484 0.001 0.463 0.001
SB2-S2: CC2-S2 0.455 0.001 0.408 0.001
Region C –Winter
Variability in production was greater among strips than between sites regardless of
whether the comparison was “within-beach” or “between-beaches” (Table 4.8). All
reported values of R were close to zero, thus although the samples among strips or
between sites were not exactly the same, they strongly overlapped meaning the
differences were biologically irrelevant. The strong significance value of these global
tests came as a result of the large number of replicates simply increasing the power of
the tests (Clarke and Gorley, 2006).
Table 4.8 R-statistics and significance values from 2-Way ANOSIM tests with strips and sites as factors in
region C, in winter of year 2. Within-beach variability is represented in the first two rows, and between
beach variability thereafter. BS1 = Brenton-on-Sea, site 1; BS2 = Brenton-on-Sea, site 2; GL1 = Glentana,
site 1; GL = Glentana, site 2; W2 = Winter, year 2.
Location Strip Sites
R statistic Significance (p) R statistic Significance (p)
BS1-W2: BS2-W2 0.242 0.001 0.119 0.001
GL1-W2: GL2-W2 0.27 0.001 0.04 0.001
BS1-W2: GL1-W2 0.19 0.001 0.069 0.001
BS1-W2: GL2-W2 0.234 0.001 0.105 0.001
BS2-W2: GL1-W2 0.278 0.001 0.16 0.001
BS2-W2: GL2-W2 0.322 0.001 0.175 0.001
197
Region C - Summer
Within Brenton-on-Sea, the variability among strips was greater than between sites
(Table 4.9). Sites at Glentana did not follow this trend, instead the variability was
greater between sites than strips. The variability among strips was greater than
between beaches, except for BL2-S: GL2-S. However, as observed in winter (Table 4.8),
all values of R were small and so the differences were trivial.
Table 4.9. R-statistics and significance values from 2-Way ANOSIM tests with strips and sites as factors in
region C, in summer of year 2. Within-beach variability is represented in the first two rows, and between
beach variability thereafter. BS1 = Brenton-on-Sea, site 1; BS2 = Brenton-on-Sea, site 2; GL1 = Glentana,
site 1; GL = Glentana, site 2; S2 = Summer, year 2.
Location Strip Sites
R statistic Significance (p) R statistic Significance (p)
BS1-S2: BS2-S2 0.334 0.001 0.218 0.001
GL1-S2: GL2-S2 0.206 0.001 0.294 0.001
BS1-S2: GL1-S2 0.328 0.001 0.273 0.001
BS1-S2: GL2-S2 0.207 0.001 0.179 0.001
BS2-S2: GL1-S2 0.338 0.001 0.198 0.001
BS2-S2: GL2-S2 0.217 0.001 0.278 0.001
Region D - Winter and Summer
The variability among strips and between sites in region D, both within- and between-
beaches, was very small in both seasons (Tables 4.10 and 4.11). The R-statistics were
remarkably close to zero and thus, biologically, the differences among samples were
negligible.
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Table 4.10 R-statistics and significance values from 2-Way ANOSIM tests with strips and sites as factors
in region D, in winter of year 2. Within-beach variability is represented in the first two rows, and
between beach variability thereafter. BH1 = Birah River, site 1; BH2 = Birah River, site 2; KA1 = Kasouga,
site 1; KA = Kasouga, site 2; W2 = Winter, year 2.
Location Strip Sites
R statistic Significance (p) R statistic Significance (p)
BH1-W2: BH2-W2 0.04 0.001 0.025 0.001
KA1-W2: KA2-W2 0.04 0.001 0.029 0.001
BH1-W2: KA1-W2 0.029 0.001 0.012 0.001
BH1-W2: KA2-W2 0.032 0.001 0.034 0.001
BH2-W2: KA1-W2 0.047 0.001 0.025 0.001
BH2-W2: KA2-W2 0.051 0.001 0.041 0.001
Table 4.11 R-statistics and significance values from 2-Way ANOSIM tests with strips and sites as factors
in region D, in summer of year 2. Within-beach variability is represented in the first two rows, and
between beach variability thereafter. BH1 = Birah River, site 1; BH2 = Birah River, site 2; KA1 = Kasouga,
site 1; KA = Kasouga, site 2; S2 = summer, year 2.
Location Strip Sites
R statistic Significance (p) R statistic Significance (p)
BH1-S2: BH2-S2 0.091 0.001 0.099 0.001
KA1-S2: KA2-S2 0.128 0.001 0.074 0.001
BH1-S2: KA1-S2 0.077 0.001 0.075 0.001
BH1-S2: KA2-S2 0.126 0.001 0.118 0.001
BH2-S2: KA1-S2 0.092 0.001 0.075 0.001
BH2-S2: KA2-S2 0.141 0.001 0.155 0.001
4.3.6 Physical variability
The use of only three variables within the BEST procedure limited its overall utility. The
physical factors which correlated best to the assemblages, both within-beaches and
between-beaches were height above low tide and the penetrability of the sand. The
correlations between the environmental and biotic data were usually fairly mild
(Appendix 3).
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4.3.7 Assemblage variability over time
It was clear that the structure of the assemblages remained fairly constant within each
location, over time (Table 4.12). The number of possible permutations during the
ANOSIM tests was only 9, resulting in the global R-value never being deemed
significant (p > 0.05). The significance values were therefore ignored and focus was
placed solely on the relative R-values (Clarke and Gorley, 2006). In the majority of
locations, R-values were very small (< 0.25) and so the differences were not
biologically relevant. This was true for the analyses of both abundance and biomass
data.
Table 4.12. Results from 2-way analyses of similarities (ANOSIM) for each location with Season and Year
as factors. Analyses were performed on DOMDIS dissimilarity matrices derived from dominance curves.
Dominance curves were generated for each site using abundance and biomass data separately. DB =
Doringbaai; BR = Bitter River; SB = Sunset Beach; CC = Cape Columbine; BS = Brenton-on-Sea; GL =
Glentana; BH = Birah River; KA = Kasouga.
Abundance Biomass
Season Year Season Year
R-value P-value R-value P-value R-value P-value R-value P-value
DB 0.125 0.44 0 0.566 -0.375 1 0 0.667
BR 0 0.566 0.25 0.222 0.25 0.556 0.25 0.333
SB 0.25 0.111 0.125 0.333 -0.25 0.898 0 0.556
CC 0.375 0.111 0.375 0.333 -0.125 0.778 0.5 0.111
BS 1 0.111 0.25 0.333 -0.25 0.778 -0.25 1
GL 0.5 0.111 0.375 0.333 0.375 0.333 0.375 0.222
BH 0.5 0.111 0 0.556 0.125 0.44 -0.125 0.556
KA -0.375 1 0.125 0.556 0.25 0.333 0 0.667
Slightly larger differences (R = 0.375) between seasons and years were detected in
Cape Columbine (abundance) and Glentana (biomass) although they were still not
distinct. The greatest difference in assemblage structure over time using biomass data
was between years at Cape Columbine. This was driven by winter in year 2, when there
was much greater evenness among species. When abundance data were used, the
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greatest differences were between seasons at Brenton-on-Sea, Glentana and Birah
River. At Brenton-on-Sea, the assemblages present in winter were more even than
those in summer. At both Glentana and Birah River, the opposite was true, with
summer assemblages exhibiting greater evenness relative to the winter assemblages.
Table 4.13. W-statistics for each site generated from abundance-biomass comparison plots. W =
Winter; S = Summer; 1 = year 1; 2 =year 2; DB = Doringbaai; BR = Bitter River; SB = Sunset Beach; CC =
Cape Columbine; BS = Brenton-on-Sea; GL = Glentana; BH = Birah River; KA = Kasouga.
DB BR SB CC BS GL BH KA
Site 1 W1 -0.0929 0.1707 -0.0163 0.0760 0.4546 0.2446 -0.0255 0.1438
Site 1 S1 0.1758 -0.0003 0.0835 0.2396 0.4724 0.6115 0.1595 0.2016
Site 1 S2 -0.0535 -0.2211 0.1604 0.1058 0.2102 0.0283 0.1258 0.2461
Site 1 W2 -0.0269 0.1262 0.0229 -0.0709 0.3568 0.3791 0.2228 0.4313
Site 2 W1 -0.0100 0.0765 0.0930 0.1688 0.5771 0.1267 0.3077 0.2998
Site 2 S1 -0.0153 0.0025 0.0066 0.2284 0.5135 0.5006 -0.0753 0.0998
Site 2 S2 -0.0454 -0.2992 0.2523 0.2016 0.2799 0.1365 0.3894 -0.0113
Site 2 W2 -0.0346 -0.0762 0.2385 0.1792 0.3426 0.1819 0.2915 0.2497
In theory, the W-statistics may indicate the stability of an assemblage (Clarke and
Warwick, 2001). Positive values arise where there are few, large bodied organisms,
and the assemblage is considered stable. Conversely, negative values arise where
there are many, small bodied organisms which suggests the assemblage is more
disturbed and the habitat more dynamic. Most sites had positive W-statistics,
indicating stable assemblages with greater biomass than abundance (Table 4.13). The
main exceptions were in region A. At Doringbaai (DB) the majority of sites had a
negative W-statistic, and thus greater abundances than biomass, which is indicative of
disturbance. Similarly, at Bitter River (BR) half of the sites were negative. Within a
location, there were no significant differences in W-statistics observed over time at
Doringbaai, Sunset Beach, Cape Columbine, Birah River or Kasouga (Table 4.14). The
lack of significant differences indicated the abundance/biomass ratio remained fairly
constant over time, with minimal variation. There were a few exceptions, with the
abundance and biomass ratio varying at Bitter River, Glentana and Brenton-on-Sea. At
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Bitter River, the W-statistics were greater in winter than summer and greater in year 1
than year 2. Biomass was substantially greater than abundance in year 1 than year 2
at Brenton-on-Sea, indicating a greater stability in year 1. Finally, in Glentana the
summer in year 1 was also more stable, boasting significantly larger W-statistics.
Table 4.14. ANOVA tables for each site (a-h) testing W-statistics with Year and Season as factors. DB =
Doringbaai; BR = Bitter River; SB = Sunset Beach; CC = Cape Columbine; BS = Brenton-on-Sea; GL =
Glentana; BH = Birah River; KA = Kasouga.
a) Analysis of Variance for DB, using Adjusted SS for Tests
Source DF Seq SS Adj SS Adj MS F P
Year 1 0.005932 0.005932 0.005932 1.09 0.355
Season 1 0.006386 0.006386 0.006386 1.17 0.340
Year*Season 1 0.011310 0.011310 0.011310 2.08 0.223
Error 4 0.021761 0.021761 0.005440
Total 7 0.045389
b) Analysis of Variance for BR, using Adjusted SS for Tests
Source DF Seq SS Adj SS Adj MS F P
Year 1 0.064758 0.064758 0.064758 9.26 0.038
Season 1 0.083082 0.083082 0.083082 11.88 0.026
Year*Season 1 0.013225 0.013225 0.013225 1.89 0.241
Error 4 0.027971 0.027971 0.006993
Total 7 0.189036
c) Analysis of Variance for SB, using Adjusted SS for Tests
Source DF Seq SS Adj SS Adj MS F P
Year 1 0.032168 0.032168 0.032168 3.53 0.133
Season 1 0.003393 0.003393 0.003393 0.37 0.574
Year*Season 1 0.002376 0.002376 0.002376 0.26 0.636
Error 4 0.036404 0.036404 0.009101
Total 7 0.074341
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d) Analysis of Variance for CC, using Adjusted SS for Tests
Source DF Seq SS Adj SS Adj MS F P
Year 1 0.01103 0.01103 0.01103 1.10 0.354
Season 1 0.02229 0.02229 0.02229 2.22 0.211
Year*Season 1 0.00007 0.00007 0.00007 0.01 0.936
Error 4 0.04023 0.04023 0.01006
Total 7 0.07363
e) Analysis of Variance for BS, using Adjusted SS for Tests
Source DF Seq SS Adj SS Adj MS F P
Year 1 0.085700 0.085700 0.085700 31.49 0.005
Season 1 0.008131 0.008131 0.008131 2.99 0.159
Year*Season 1 0.003337 0.003337 0.003337 1.23 0.330
Error 4 0.010887 0.010887 0.002722
Total 7 0.108055
f) Analysis of Variance for GL, using Adjusted SS for Tests
Source DF Seq SS Adj SS Adj MS F P
Year 1 0.071760 0.071760 0.071760 7.47 0.052
Season 1 0.014841 0.014841 0.014841 1.55 0.282
Year*Season 1 0.161612 0.161612 0.161612 16.83 0.015
Error 4 0.038408 0.038408 0.009602
Total 7 0.286622
g) Analysis of Variance for BH, using Adjusted SS for Tests
Source DF Seq SS Adj SS Adj MS F P
Year 1 0.05496 0.05496 0.05496 1.83 0.248
Season 1 0.00486 0.00486 0.00486 0.16 0.708
Year*Season 1 0.00495 0.00495 0.00495 0.16 0.706
Error 4 0.12017 0.12017 0.03004
Total 7 0.18493
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h) Analysis of Variance for KA, using Adjusted SS for Tests
Source DF Seq SS Adj SS Adj MS F P
Year 1 0.00364 0.00364 0.00364 0.22 0.665
Season 1 0.04327 0.04327 0.04327 2.58 0.183
Year*Season 1 0.01156 0.01156 0.01156 0.69 0.453
Error 4 0.06698 0.06698 0.01674
Total 7 0.12545
4.4 Discussion
4.4.1 Sampling design
4.4.1.1 Study area
The guidelines set out by Schlacher et al. (2008) were based on the area required to
sufficiently sample > 95 % of all the available species, thereby obtaining a reliable
representation of the macrofaunal assemblage on a beach. The sampling design used
in this thesis was different from the normal transect method. It was thus necessary to
ascertain if it was appropriate for the purposes intended, and enabled adequate
collection of the available species. At most locations, natural variability occasionally
resulted in the species accumulation curves not reaching their asymptotes within the
126 cores collected, but there was no obvious correlation to season or year. The
recommendation of a sample area of 4 m2 (Schlacher et al., 2008) was, thus, sufficient
for the majority of beaches sampled in this study. The notable exception was in Region
D where the sample area of 4m2 was insufficient to reliably capture the true species
richness at each site.
One of the primary reasons the area of 4 m2 was not adequate in region D was simply
sparse abundances. For instance, at BH1-S there were 15 species recorded for only 131
individuals and at BH1-S2 there were only 139 individuals but 18 species. The sparse
distribution over the shore resulted in many cores that contained no macrofauna
(zero-cores). Thus, despite many species being recorded in this region, the sampling
design was not intensive enough to ensure that all the available species were sampled.
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This is the problem with making guidelines, they must necessarily be broad. As such,
they cannot hope to account for every eventuality or peculiarity, unless extremely
large sampling regimes are always implemented. The disparity in ability to produce a
reliable estimate of species richness, from beaches with similar morphodynamic states,
highlights the importance of calibrating the sample design to the geographical
location. Although depending on the size of a study, the effort required to individually
calibrate each beach and incorporate some essence of the natural variability over
seasons, may just be logistically impracticable. The information presented here thus
supports the assertion that a sample area of 4 m2 is generally a reasonable
compromise between effort and reward for microtidal intermediate/dissipative
beaches. However, where it is known that organism abundance is sparse, the area
sampled should be increased accordingly by first performing a pilot study, whenever
possible.
4.4.1.2 Power
The statistical power of a test may be increased by sampling larger cores, thereby
reducing the among-core variability (Underwood, 1997). This was notably observed in
regions A and D, however the effect was region specific. In regions B and C the original
design had greater power, or was not substantially improved. Although a reduction in
variability among cores might seem preferable, there are trade-offs that must be
considered. More replicates, with smaller diameters, better represent the patchy
distributions of organisms, whether the natural distribution is clumped or random.
Dispersion of most species encountered in this investigation was random or in very
small clumps. The likelihood of encountering individuals was thus optimised by
sampling many replicates of a smaller size, rather than focussing on a few larger cores,
particularly when there were consistently large numbers of organisms present.
Overall, the power of the tests in the present study was fairly low, regardless of the
size of core. The power of the test changed with the size of the core and the location
of the site, but in a way which was region specific. The size of core and extent of area
should be calibrated for the sites of interest using pilot studies prior to sampling,
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where possible. If calibration is not possible, the recommendation would be to take
many smaller cores, since the overall area of excavation cannot be reliably lowered.
The results from smaller cores can be retrospectively pooled during analyses if
required. Additionally, the small cores are easier to handle in the field, which is also a
strong consideration.
4.4.2 Assemblage structure
Establishing reliable ways to estimate zonation of organisms on a beach would be a
useful tool in sandy beach ecology. The utility would depend on the question of
interest, but if locations were to be compared, then focusing on a specific zone, e.g.
the low shore, would reduce the effort required but maintain the reliability of the
samples. The stratified sampling design implemented in this study presented the
perfect opportunity to test for any naturally occurring zonation. The arbitrary strips of
the sampling design were always proportional to the width of the beach. This
presented the possibility that expansion and contraction of the design would emulate
the expansion and contraction of “natural” zones on beaches with different widths.
The use of kite diagrams enabled the distribution of each species across-shore to be
visualised and, when used in conjunction with SIMPROF analyses, it was clear there
were limited, if any, discernible zonation patterns. From time to time there was some
separation of zones on the lower shore, but these were not very consistent or
persistent. The only real observable “zonation” pattern was at the top of the shores
where the samples collected in the upper two strips (8 and 9) usually separated out
from the samples collected lower on the shore. This distinction arose because species
collected from the top two strips were located near the drift line. Species near the drift
line have a lower dependence on the sea and swash as they are semi-terrestrial, and
so their range is generally restricted to the upper section of the beach (Jaramillo et al.,
1993). True marine species are much more influenced by the swash dynamics and the
retention of moisture (i.e. the position of the effluent line) and so move with the tide.
The problem with defining zonation patterns on sandy beaches is the cryptic nature of
the organisms and their mobility (McLachlan and Brown, 2006). The across-shore
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movement creates blurred lines and can often restrict the formation of distinct
“zones”. This is in contrast to rocky shores where many organisms are sessile and
restricted to a certain height on the shore, thereby forming biogenic habitats and
facilitating more discrete zonation patterns. Even when considering a reduced
assemblage (only isopods and amphipods) distinct zonation patterns were not visible.
This is in contrast to the work of Dahl (1952) where he devised a generalised zonation
pattern based on the Crustacea, but in which he listed many exceptions. In this case,
the exceptions seemed to be more common than the rule. The across-shore
assemblage pattern was even less clear for beaches on the South Coast where drift line
detritus was less abundant and consequently so were the high shore species. It can be
concluded from the data presented here that the use of a stratified sampling design
provides excellent coverage of the across-shore distance, and proves the absence of a
coherent or consistent zonation pattern.
4.4.3 Sample variability
The large number of samples taken at each site provided the opportunity for the
variability among samples to be tested both within- and between- beaches. Large
variability among samples generates background noise, disrupting the detection of
signals of the factor being tested (Underwood, 1997), in this case, upwelling. If the
within-beach dissimilarity exceeded the between-beach dissimilarity then examination
of larger effects, such as upwelling, would not be reliable. Examination of intra- and
inter-beach variability produced different results for each region. The South Coast
exhibited very little variation within- or between- beaches, and even internally among
strips. The large numbers of samples in the analyses enabled significant results to be
generated, however, the range of the differences were very small. The sites, therefore,
had some differences but strongly overlapped in their assemblage distribution and
composition. Low abundances and the presence of many zero-cores (cores with no
organisms present) explain the similarity within- and between- beaches on this coast,
particularly in region D where abundances were particularly low. When the Bray-
Curtis resemblance measure is used, as long as there is at least one species present in
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a sample, the dissimilarity can be calculated. Zero counts of other each species are not
included in the calculation because the absence of a species in two samples can arise
for vastly different reasons, and so it would be incorrect to regard them as being 100 %
similar or dissimilar. It is this characteristic of the Bray-Curtis metric which makes it
particularly useful for multivariate analyses of faunal assemblages (Clarke and
Warwick, 2001). However, when there are no species present in the sample, the Bray
Curtis measure continues to discount all joint-absences from calculations and, thus,
cannot be defined for two zero-cores. On the South Coast the low densities of
organisms resulted in high numbers of zero-cores, which then resulted in a large
proportion of each resemblance matrix being undefined. It followed that, within- and
between- beaches, the differences in species composition and production were
masked by the undefined values. For the purposes of this chapter, the hypothesis was
related to variability of samples. The similarity of sites within- and between-beaches
being driven by undefined values still gives a representative account of among sample
variability, with similar numbers of zero-cores. The low variability among samples
meant that background noise was low, and any observed differences in assemblages
may be attributed to any other factor which is considered significant.
On the West Coast, there were fewer zero-cores collected. The dissimilarities within-
and between-beaches were, therefore, driven by the patterns of species and their
production. Overall, it was clear that within-beach variability was much lower than
between-beach variability when sites were compared in each region. In Region A, the
R values were low (R < 0.3) particularly at Bitter River where they were less than 0.2 in
each season. Low values of R indicate low dissimilarity among samples, and thus there
was much overlap in the productivity distribution between sites on the same beach,
both at Bitter River and Doringbaai in each season. Between-beach differences in
production were greater in winter than in summer reflecting the time lag from
recruitment, in summer, to assimilation. In Chapter 3 it was noted that Doringbaai was
receiving a supply of phytoplankton. It was speculated that this was carried
northwards on the currents from Cape Columbine. If that was indeed the case, then
the greater difference in productivity in winter than summer could be a result of the
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increased food availability in summer at Doringbaai, relative to the availability at Bitter
River, resulting in a greater production value in winter after assimilation. There was
also a change in the environmental conditions between summer and winter. High
values of ρ (> 0.6) were obtained during the BEST procedure in winter, suggesting 
penetrability and height as the two most influential physical factors measured. In
summer, the ρ-values were much lower, reaching above 0.5 in only one comparison.  
This suggests that some unmeasured variable exerted greater control over these
assemblages in summer than in winter. Differences among strips were present, R
ranging from 0.366 to 0.468 in region A. Kite diagrams for these sites displayed the
distribution of organisms over the shore and it was clear that they were not consistent
spatially or temporally. There was a much larger range of species at Bitter River than
Doringbaai and so a comparison of the across shore distributions could not possibly
result in high similarity. Within-beaches the differences among strips were also high,
reflecting the different distributions of species across shore. The lack of clear natural
zonation patterns meant that, although comparisons were made to determine across
shore variability, the distributions of species could range across these artificial
boundaries. For example, a range covering 3 zones at one site but just one at another,
results in perceived differences among the strips. Contiguous strips were more similar
than strips which were separated by larger distances. This makes sense because the
strips nearest each other would have environmental characteristic which were most
similar.
A similar pattern existed in region B with the within-beach differences being smaller
than the between-beach differences, with one exception (SB2-W: CC2-W) where the
differences were similar. In winter, the between-beach variability ranged from R =
0.363 to 0.649, however it was much more consistent, and generally lower, in the
summer. As in region A, the greater between-beach variability in winter could stem
from different supply of food during the upwelling season (summer) only being
assimilated to the assemblage by winter.  In this region, the ρ-values generated from 
the BEST procedure were very similar between winter and summer, and penetrability
and height on the shore were the primary variables in both cases. It was unlikely
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therefore, that differences between summer and winter were driven by measured
environmental variables. The dissimilarity among zones was distinct, both in summer
and winter in region B. This again, reflects differences in the distribution of species
among the artificial strips across sites.
4.4.4 Variability over time
Another important aspect of this descriptive study was temporal change. Assemblages
were predicted to exhibit seasonal variation, but it was anticipated that between
years, variation should be minimal. In Chapter 3, changes in assemblage composition
and structure were assessed using both univariate and multivariate analyses. These
provided two different facets of the assemblage structure. The univariate analyses
were based on total species richness, abundance or biomass measures without specific
species information, and without measures of evenness or dominance. The
multivariate analyses incorporated species identity and assessed differences based on
the composition of particular species. The use of dominance and abundance/biomass
comparison plots examined yet another aspect of the assemblage structure. The aim
of this section was to determine if the overall structure of the assemblage remained
constant over time, regardless of transient or rare species. At most locations there
were no distinct temporal differences in the structure of the assemblages. The lack of
variability in assemblage structure over time suggests that, although species
compositions changed, the overall balance of the assemblage remained constant. The
locations chosen in this study generally maintained assemblage structure over time.
Thus, the variability at each location was low. Within-location variability should be low
in order to detect factors affecting between-location variability, such as upwelling
(Underwood, 1997). Where differences in dominance over time were detected, they
were primarily between seasonal abundances and were remarkably consistent.
Additionally, it was not unexpected that the presence of juveniles should increase
evenness among species in the summer.
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The ratio of abundance and biomass also remained fairly constant over time at most
locations. This suggests that despite changes in the abundance or biomass of particular
species, the overall carrying capacity of the systems remained unchanged.
4.5 Conclusion
The aim of this chapter was to determine if the sampling regime in this thesis was
appropriate in both size and design, and to assess the variability of species
distributions on a small scale. The sample area of 3.9 m2 used in this study was
sufficient to produce a reasonable estimate of species richness available at the
majority of sites (H1), but could only attain a modest power. The stratified sampling
regime provided good coverage of the across-shore area and proved the non-existence
of reliable natural “zonation” patterns of the fauna (H2). The variability within a beach
was less than the variability between beaches in the same region, on the West Coast.
On the South Coast, there was very little variation either within- or between- sites (H3).
Generally, assemblages retained stable structures over time, despite the fluctuations
of rare or transient species (H4). It can be considered, from the results presented here,
that the design used in this thesis was appropriate and robust. Although the power
was low, the physical sampling was a reasonable compromise between effort and
species detection. Additionally, the subsequent analyses testing effects of Condition,
Season and Year as factors were justified based on the lower variation within-beaches
than between-beaches.
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Chapter 5: Influence of temperature on the filtration rate and oxygen
consumption of the sandy beach bivalve Donax serra (Röding)
5.1 Introduction
Coastal upwelling generates a suite of changes in the near-shore environment due to
the nature of the water which is upwelled. This water is generally nutrient rich, but
salty and oxygen poor, in addition to being substantially colder than the surface waters
it replaces, leading to improved phytoplankton growth (Andrews and Hutchings, 1980).
These phytoplankton blooms can be an important feature of oceanic ecosystems, and
they are generated where optimal conditions of nutrients and light co-occur (Falkowski
and Raven, 2007). Following the injection of nutrients into the coastal system through
upwelling, phytoplankton blooms generally take around 3 days to appear, representing
the time lag required for generation (Pitcher et al., 1996). During this delay, the
movement of water usually remains in the off-shore direction, resulting in the bloom
being centred out to sea rather than coastally (Field et al., 1980). Intermittent
upwelling exhibits a pattern intermediate to continual off-shore advection (upwelling)
and continual on-shore advection (downwelling) when upwelling events are
interrupted by periods of downwelling caused by the relaxation or change in direction
of the south-easterly winds which, in South Africa, generate the upwelling conditions
(Wulff and Field, 1983; Menge and Menge, 2013). This cycle of upwelling and
downwelling can continue throughout the entire upwelling season and results in
higher phytoplankton availability inshore, as the reversal of the winds enables a shore-
ward movement of the bloom (Wulff and Field, 1983; Menge and Menge, 2013).
Depending on the local currents, the phytoplankton may be returned back to the
upwelling centre, or may be redistributed downstream into an area of warmer water
known as an upwelling shadow (Graham and Largier, 1997; Wieters et al., 2003). If
upwelling conditions are persistent then phytoplankton will be continually advected
off-shore and never return to the upwelling centre, instead being either lost to the
open sea (Menge and Menge, 2013) or coastally deposited downstream (Broitman and
Kinlan, 2006).
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One factor that cannot be uncoupled from upwelling is temperature. In addition to
the alteration of food supply in the near-shore, upwelling brings cold nutrient rich
water (Andrews and Hutchings, 1980). A marked decrease in sea surface temperature
is indicative of active upwelling and, on the coast of South Africa, water temperatures
may drop to 8 or 10 ᵒC (Andrews and Hutchings, 1980) which can be a change of over 
10 ᵒC from the summer average (McLachlan and Young, 1982).  Such dramatic 
decreases in temperature can have severe consequences for the macrofauna through
the reduction of metabolic activity and subsequent reduction in burrowing rates
(McLachlan and Young, 1982), which limits their escape response and increases their
risk of stranding and predation. Macrofaunal assemblages were found to differ
significantly between upwelling and non-upwelling sites within each of the 4 regions
tested in South Africa (Chapter 3), both in terms of abundances and biomass. The
variation between assemblages at upwelling and non-upwelling sites was assumed to
be driven primarily by differences in nutrient and food availability. Using biomass as a
proxy for productivity, ignoring assemblage composition and species contributions,
significant differences between upwelling and non-upwelling sites were found on the
West Coast only. Biomass was not consistently higher at upwelling or at non-upwelling
sites across both regions in this biogeographic province. In Region A, the non-
upwelling sites at Doringbaai supported a much greater overall biomass than the
upwelling sites at Bitter River, whereas, in Region B, the reverse was true, with a
greater biomass at the upwelling sites at Cape Columbine. The differences between
regions may have been caused by various factors limiting the availability or retention
of food, and these were discussed in Chapter 3. One factor which was not considered
was the direct effect of temperature on the macrofauna. It has been hypothesised
that if the cold temperature could retard mobility (McLachlan and Young, 1982), it
could also limit the ability of the macrofauna to ingest available food, subsequently
limiting their scope for growth and restricting biomass accumulation (Menge et al.,
2008).
In southern Africa, the white sand mussel Donax serra is a common component of
sandy beach macrofauna, often dominating the biomass (McLachlan, 1977). It occurs
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in beaches from the southeast of South Africa and extending into Namibia on the west
coast (Day, 1974). Donax serra is a suspension feeder (McLachlan and Hanekom,
1979) and so dependent on, and susceptible to, the fluctuations in particulate organic
matter (POM) associated with living in an upwelling environment. In addition to
filtration of water, D. serra is an important component of the sandy beach food web
and provides several other ecosystem services. It provides food for higher trophic
levels such as birds (McLachlan et al., 1980) and fishes (Du Preez and Cockcroft, 1988),
and is frequently used locally by fishermen for bait. There is also a market for the
consumption of these mussels by humans. In a cost-benefit analysis of the impact of
creating a Donax serra fishery, export of the meat to Hong Kong as a delicacy was an
economically viable option (Sims-Castley and Hosking, 2003), although this never
eventually occurred. Finally, in areas where there are large numbers of D. serra they
contribute significantly to nitrogen regeneration and recirculation within the beach
system as a whole (McLachlan, 1980; Prosch and McLachlan, 1984)
D. serra is fairly sedentary after becoming an adult (Dugan and McLachlan, 1999)
probably due to energetic costs associated with burrowing (Brown and Trueman,
1991). In a comparison of the relative penetrability of sand, Brown and Trueman
(1991) discovered that only at an angle of 45 ᵒ did the penetrability begin to decrease.  
Donax serra burrows in thixotropic sand, which eases the process, however the vertical
angle which D. serra adopts results in greater resistance than it would if burrowing at a
shallower angle, like the gastropod, Bullia (Brown and Trueman, 1991). Additionally,
Trueman and Brown (1985) speculated that the way in which D. serra maintains the
pressure in its foot whilst burrowing is costly and additionally results in anaerobsis as
oxygen flow is cut off during extended periods of turgor (Trueman and Brown, 1987).
Donax serra does, however, exhibit a semilunar rhythm in distribution the across shore
(McLachlan et al., 1979; Donn et al., 1986) which limits its accessibility to marine
predators (Prosch and McLachlan, 1984).
On the South Coast of South Africa, adult and juvenile D. serra inhabit different areas
of the beach (Soares et al., 1998; Laudien et al., 2001; Schoeman and Richardson,
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2002). The distribution of D. serra populations follows a distinct trend of adults in the
intertidal and juveniles and recruits in the sub tidal (McLachlan and Hanekom, 1979).
On the West Coast, this trend is reversed (De Villiers, 1975 cited in; McLachlan and
Hanekom, 1979). This suggests that the mussels modulate their height on the shore in
accordance to size, with a regular separation between the adults and juveniles, but
that their relative locations differ depending on the coast. Work by Donn (1987)
suggested that there was a bias for spat to settle near estuary mouths and that from
there they make an eastwardly migration over time, riding on the currents. However,
Lastra and McLachlan (1996) reported that in only one case out of three did they find a
higher abundance of D. serra spat near estuary mouths. They instead suggested that
the settlement of D. serra was related more to granulometry, with a preference for
fine sands (Lastra and McLachlan, 1996). Using a general additive model approach,
Schoeman and Richardson (2002) found that transect gradient, adult abundance, and
juvenile abundance were the three variables which contributed the most to the
observed recruit abundance. They proposed that there were multiple abiotic and
biotic processes influencing the settlement of the spat. Essentially, shallower slopes
host a beach climate which is less harsh than that on steeper slopes, thus increasing
the chance of survival of the recruits, however, this was also a favourable climate for
adults (Donn et al., 1986). The density and the mechanical movement of the sediment
by extension of the siphons of adults during feeding can then exclude the spat, forcing
them into a different across-shore distribution (Schoeman and Richardson, 2002).
The difference in zonation of adult D. serra on the West and South Coasts has been
attributed primarily to the colder temperatures on the West Coast of South Africa
hindering the ability of D. serra to burrow, thus restricting its ability to migrate
intertidally (Donn, 1990). Additionally, it has been noted that there is a shift in the
morphology of D. serra on the South Coast, with a shell which is both more wedge-
shaped and thicker to prevent dislodgement from the intertidal area (Donn, 1990).
Individuals on the South Coast are also smaller, enabling them to burrow much faster if
dislodgement does occur (Soares et al. 1998; Nel et al., 2001). However it was also
noted that the shell density of D. serra is reduced with increasing mobility, probably as
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a result of anaerobic metabolism (from exposure during low tide) preventing layers of
shell accumulating (Soares et al., 1998). On the West Coast, the shells of D. serra are
more rounded and thinner, but denser. Soares et al. (1998) observed that the
ontogenetic stages on the West Coast exhibited morphology similar to the adults and
distinct from the South Coast stages which were more wedge shaped and thicker,
leading to the hypothesis that the populations on each coast were actually distinct
species or sub species (Soares et al., 1998). The duration of the larval stages in D. serra
are still somewhat debated and there is still no real consensus. It had previously been
estimated that on the West Coast of southern Africa it can last 3-4 months (Birkett and
Cook, 1987), but Laudien et al. (2001) suggested it is still unknown and their results,
based on direct examination of spawning and recruitment patterns, were inconclusive.
With the information about the larval duration lacking it was difficult to assess if it
were feasible, with the wide distribution of Donax serra, and the change in
morphology from South to West Coasts, that the populations were poorly connected,
thus leading to separate species, or sub species (Soares et al. 1998). Laudien et al.
(2003b) explored the hypothesis further and more directly, examining the genetic
variation among populations. Their results indicated that actually the South Coast,
West Coast and Namibian populations of D. serra were the same species and that their
genetic variation was within the normal range of marine bivalves.
The reproductive cycle of D. serra is linked to sea surface temperatures, with larger
temperature ranges resulting in reduced spawning periods and narrower temperature
ranges resulting in year-round spawning (Laudien et al., 2001). On the South Coast
there is a peak in spawning activity in winter and spring, with least spawning in the
summer (Birkett and Cook, 1987). On the West Coast, Laudien et al., 2001 observed
that spawning occurred in synchrony, but the settlement was sporadic meaning that
there were other factors affecting their larval success. It has been suggested elsewhere
(Birkett and Cook, 1987) that there is a link between larval survival and phytoplankton
blooms associated with upwelling, which may affect recruitment success on the West
Coast of southern Africa. Certainly, phytoplankton has been identified as providing a
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much larger scope for growth in small Donax serra than detritus, and the effect is more
pronounced than in adults (Brown et al., 1989).
In a comparison among Donacids, Laudien et al. (2003a) found that there was a greater
growth performance in populations which were located near upwelling, and that the
biomass was also higher. They suggested that the increased primary production, and
thus availability and quality of food, associated with upwelling may account for this
difference between upwelling and non-upwelling species or populations. They also
suggested that the lower temperature might also enable a larger biomass to develop
because of lower energy demands. Of particular interest, the West and South Coasts
of South Africa were compared and a much larger scope for growth was found on the
West.
The anatomy of Donax serra is adapted to cope with infrequent immersion and/or
exposure to food (Ansell, 1981). It has heavily plicate ctenidia to increase water flow
and aid optimal removal of particles when large quantities exist (Ansell, 1981).
Additionally it has a long mid-gut which enables greater extraction and storage of food
during times of plenty, and digestion can occur over a longer period so that the
nutritional value of the food is optimised (Ansell, 1981). This makes it ideally suited for
life in the intertidal, where immersion occurs only for short intervals.
This species is a filter feeder, relatively large, and easy to collect and maintain. Thus it
was used as a representative to test the hypothesis that metabolic rates would decline
with temperature, reducing the benefits of high food availability during upwelling due
to lower energy requirements under colder conditions. The theory of decreasing
metabolism with colder temperatures was not coast specific, although differences in
biomass were more pronounced on the West Coast. The D. serra in the experiment
were naturally exposed to large temperature fluctuations associated with upwelling,
and the temperatures investigated were within the range experienced at Maitlands
beach on the South Coast (McLachlan et al., 1981).
There are two common methods of determining metabolic functioning in bivalves:
filtration rate, which is a measure of how quickly particles are removed from
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suspension by an organism (Coughlan, 1969) and oxygen consumption (Eckert et al.,
1988). It was hypothesised that if the cooler temperatures associated with upwelling
retard growth then in colder conditions filtration rate and oxygen consumption would
be low and increase with increasing temperature (Section 1.9, H8). The dependence
of D. serra on POM and its persistence on sandy beaches, regardless of the proximity
to upwelling episodes, made it the ideal macrofaunal species for testing this
hypothesis.
5.2 Methods
5.2.1 Study site
Individuals of D. serra used in this experiment were collected from a beach subject to
seasonal upwelling on the South Coast (Goschen and Schumann, 1995) which was
known to support a large biomass of D. serra. The benefits of this were two-fold:
Maitland’s beach was much closer to the laboratory facilities (~1.5 h) than collection
from West Coast beaches (~12 h), reducing the unnecessary stress on the live
organisms that would have been incurred by extensive transit. Additionally, collection
of individuals from a dense population, 99 % of the 7 kg macrofauna biomass recorded
per metre of the shore line (McLachlan, 1977), allowed the use of a consistent size
class, and reduced the likelihood of significantly affecting the local population through
their removal. The site is described in Chapter 2, Section 2.2.5.
5.2.2. Filtration rate
5.2.2.1 Sample collection
Donax serra were collected by hand during a spring tide from an area of the beach
with a shallow slope during austral summer (6th January 2013). Individuals were
measured approximately and the most abundant size class was selected and placed in
buckets containing sand from the beach and fresh seawater for transport to the
laboratory. Two hundred and five litres of seawater and 10 bags of sand were collected
from the same site to ensure the seawater used in the experiments contained
phytoplankton assemblages at concentrations consistent with the natural habitat.
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5.2.2.2 Experimental set-up
The D. serra collected had a shell length of ~46 mm (+/- 2 mm), and were classed as
adults (McLachlan and Hanekom, 1979). Individuals were separated into 9 groups of 6,
and similar size distributions were used in each treatment. Each group of organisms
was provided with sand and aerated seawater, and 3 groups were each placed in
controlled environment rooms of; 12 ᵒC, 18 ᵒC or 25 ᵒC, with a 14:10 photoperiod (5 
am - 7 pm light, 7 pm – 5 am dark), and left to acclimate overnight.
After acclimation under natural sand and seawater conditions, the first group of D.
serra, at each temperature, were placed in 0.7 µm filtered seawater without sand.
Filtration of seawater at this mesh size removed the major size classes of particulate
organic material, and removal of sand was necessary to avoid confounding the POM
counts during the experiment. All specimens were starved for 2 days prior to the
feeding experiment to allow gut clearance, following a pilot experiment which
indicated that 1 day was not long enough for total clearance, presumably due to the
length and storage capability of their gut (Ansell, 1981). Removal of sand from the
experimental design did not appear to stress the mussels; their siphons were
extended, indicating normal respiration (Dye, 1979). The filtered seawater was
changed 4 times (morning and night) over the 2 day starvation period. On the second
day, the starvation process for the second group at each temperature was initiated,
and finally, on the third day, the remaining groups were starved. Until starvation
began, the sand and seawater of each group was changed daily, with the removal of
seawater in the morning to simulate a period of low tide.
The experiment was run over 3 days, with 5 individuals being tested at each of the 3
temperatures. Potential changes in respiration at different times of the day (Mane and
Talikhedkar, 1976 cited in; Dye, 1979) were accounted for by carrying out the
experiment as detailed in Table 5.1.
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Table 5.1 Order of experiments performed on each day. The temperature of the experiment is indicated
under the time of day (morning [am], mid-day [noon] or afternoon [pm]). Each group refers to the
cohort of individuals starved 2 days prior to the commencement of the experiments, and the relative
day on which they were tested.
am noon pm
Day 1 (Group 1) 25 ᵒC 18 ᵒC 12 ᵒC
Day 2 (Group 2) 18 ᵒC 12 ᵒC 25 ᵒC
Day 3 (Group 3) 12 ᵒC 25 ᵒC 18 ᵒC
Natural seawater from the site was sieved through a 500 µm mesh to remove large
jellyfish debris which could not be measured by the particle counter (> 400 µm) and
would clog the system. Before the seawater was added to the experimental chambers,
it was mixed to re-suspend particles and ensure similar phytoplankton concentrations
across treatments. In each chamber, 450 ml seawater was added and particle counts
were made. Particle measurements were performed using a PAMAS system (31/33
FM) particle counter set to detect particle sizes in the range 10 µm to 400 µm with a
measurement volume of 10 ml per run. Seven runs were done per chamber before the
addition of D. serra. Care was taken to ensure the water was stirred during the
readings so that an accurate representation of particle sizes was obtained. Extra fluid
was extracted from the chamber by the PAMAS machine during the “pre-run” phase,
the calculated volume to compensate for this was 30 ml. The resulting volume of
seawater available to the mussels during the experiment was 350 ml. In each replicate
chamber, one mussel was added gently, as well as a clean air bubbler (to aerate the
water and cause circulation of the particles). The chamber was covered in tinfoil and
left for 1 h. The setup of the replicates, i.e. counting of particles and the addition of
the mussels, was staggered over a 1 h period, and the particle counter was cleaned
with distilled water between replicate chambers. In all groups, at each temperature,
there were 5 chambers containing mussels and 1 control, where the mussel was
replaced by a marble of a similar volume. Both the bubbler and the mussel (or marble)
were removed after 1 h and the particles counted again, in each replicate. On the
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occasions when faeces or sand were present, gentle stirring was sufficient to mix the
seawater without re-suspension of the sand and faeces which would skew the particle
readings.  After the experimental runs the mussels were oven dried at 60 ᵒC for 72 h 
and the shell-free tissue weighed.
5.2.2.3 Data analysis
Data from the first 3 runs from every chamber were discarded from the analysis
because fluid from the sample was still flushing the system. The recorded particle
numbers stabilised by the 4th run and were considered representative. Four usable
particle counts were obtained per chamber, unless an air bubble was detected. Runs
containing bubbles were skewed and so removed from the analysis. The total particle
count was obtained by averaging all viable runs per chamber. This was done for every
particle count both at the start and end of the experiment. Replicate number 5 from
the experiment performed at 25 ᵒC in the morning was lost, so the particle counts 
from the other 4 replicates in this treatment were averaged, as were the dry tissue
weights, to maintain a balanced design.
Initial particle counts were not consistent across replicates or treatments due to the
use of natural sea water. To correct for this, the concentration at the start and end of
the experiment was calculated for each chamber and subsequently the filtration rate
was calculated using the following equation (Coughlan, 1969):
݉ = ܯ.݊ݐ൤݈݋݃ ௘൬ ݋ܿ݊ ܿ0݋ܿ݊ ܿݐ൰− ݋݈݃ ௘൬ ݋ܿ݊ ܿ0∗݋ܿ݊ ܿݐ∗൰൨
Where m is the filtration rate; M is the volume of suspension; n is number of mussels
per chamber; t is the time the mussels were in the chambers, conc 0 is the
concentration of suspension at the start of the experiment and conc t is the
concentration at the end; * indicates the control chamber concentration at the start
and end. The subtraction of the control accounted for potential background settling
effects.
221
Replicate 4 from 12 ᵒC in the morning had a negative filtration rate after correcting for 
the control group. Since this has no biological meaning, the filtration rate was set to 0
for this replicate. All filtration rates were subsequently corrected for dry tissue weight
of the mussel.
Data were examined for homogeneity of variance using Levene’s test. The null
hypothesis of equal variance was rejected (p < 0.001), and transformation of the data
could not satisfactorily achieve homogeneity. Two-way ANOVA is fairly robust to
violations of its assumptions (Underwood, 1997), and so was applied to the data in this
case and the results were compared against the box plot graphs to ensure a sensible
interpretation. The post hoc Tukey’s t-test was then applied to determine the source
of variation between groups.
5.2.3 Oxygen consumption
5.2.3.1 Sample collection
Individuals of D. serra were collected from the same area at Maitland’s beach (Blue
Horizon Bay), and in the same way as described for the filtration rate experiment
(Section 5.2.2.1), during a spring tide in austral summer (17th January 2013). Seawater
was collected (360 L) from the same area to ensure the concentration and composition
of particles during the experiment was consistent with the natural environment of the
D. serra. The water temperature at time of collection was recorded as 21 ᵒC.  The 
average shell length was slightly larger than used in the filtration experiment, ~ 47 mm
(+/- 2 mm).
5.2.3.2 Experimental set-up
The mussels were measured, divided into groups and held at the 3 experimental
temperatures using the same protocol as described for filtration rate (Section 5.2.2.2).
However, only 3 individuals from each group were starved (in 0.7 µm filtered
seawater). The remaining 3 individuals were placed without sand, in aerated,
unfiltered seawater so that they could continue to feed. The experiment was run over
3 days, with 6 individuals being tested at each of the 3 temperatures: 3 fed, 3 starved
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and 1 control (a marble). The sequence of measurements at each temperature was
carried out over three days, following the schedule described for the filtration rate
experiment (Table 5.1).
Immediately prior to placement in a chamber, individual D. serra were immersed in
unfiltered, freshly aerated, seawater until they opened their shell, expelling any air
bubbles. Chambers were then filled with aerated, unfiltered seawater and the mussel
added. Caution was taken to avoid bubble formation inside each chamber, especially
near the sensor. After sealing, the chamber was wrapped in tinfoil, to prevent gas
changes through photosynthesis, and placed in a water bath of the appropriate
temperature (12, 18 or 25 ᵒC).  The initial oxygen concentration was recorded using a 
fibre optic oxygen meter (Fibox 3) at intervals of 5 s for at least 1 min, and the
temperature probe was simultaneously placed next to the chamber to calibrate the
reading. The probe could not be placed into the sealed chamber, resulting in a
potential minor temperature discrepancy between the water inside and outside the
chamber. Each D. serra was left to feed for 1 h, and the final oxygen reading was taken
in the same way as the initial reading. Chambers containing a fed individual were
prepared alternately with those containing a starved individual, and the control was
prepared in the middle, to reduce any bias. After the experiment, the mussels were
removed from their shells and oven dried at 60 ᵒC for 72 h, and the tissue weighed. 
5.2.3.3 Data analysis
The concentration of oxygen in each chamber was determined by averaging the
readings (taken at 5 s intervals) obtained over 1 min. The percentage decrease of
oxygen during the experiment was calculated for each chamber using the oxygen
concentration at the start and at the end. Small fluctuations in water temperature
adjacent to the chambers (+/- 0.2 ᵒC) between the initial and final readings were 
observed, however, this was not considered large enough to substantially skew the
results. Formation of micro bubbles inside the chamber was difficult to prevent and,
considering the relative volume of the water, the oxygen reservoir potential would be
minimal. The results from chambers containing larger air bubbles were within the
223
range detected in the chambers without bubbles, and when plotted the results
including and excluding chambers with bubbles followed the same trend. Chambers
containing bubbles were thus included in the analysis, to enable a balanced design. A
control was conducted to monitor the level of background oxygen consumption or
production in seawater alone, and this percentage change was subtracted from each
of the experimental chambers. Where replicates had an “increase” in percentage
oxygen after being corrected using the control, the oxygen consumption was regarded
as zero. Oxygen consumption values were subsequently standardised to the dry tissue
weight of each mussel.
The data failed Levene’s test for homogeneity (p < 0.001), and satisfactory
transformation could not be achieved. Data was thus analysed as for Filtration rate
(Section 5.2.2.3).
5.3 Results
5.3.1 Filtration rate
The filtration rate of D. serra was tested for the both effects of temperature and time
of day. A significant interaction between the two factors was detected (p = 0.01, Table
5.2).
Table 5.2 Results from a two-way analysis of variance, testing filtration rate of Donax serra, with
temperature and time as factors.
Source DF Seq SS Adj SS Adj MS F P
Temperature 2 322.424 322.424 161.212 24.38 0.000
Time 2 144.081 144.081 72.040 10.89 0.000
Temperature*Time 4 103.321 103.321 25.830 3.91 0.010
Error 36 238.053 238.053 6.613
The source of the variation was complex. There were no significant differences in
filtration rate among treatments in the morning (p > 0.05; Figure 5.1a), however by
mid-day there was a significant difference between filtration rates at 12 and 25 ᵒC (p < 
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0.01; t = 5.032), and between 18 ᵒC and 25 ᵒC (p = 0.018; t = 3.71; Figure 5.1b).  In the 
afternoon, there were significant differences detected among all temperature
treatments, (p < 0.05; Figure 5.1c) with a strongly increasing trend from 12 ᵒC to 25 ᵒC.  
Within temperature treatments, there were also differences in the filtration rate
throughout the day.  At 12 ᵒC, the rate of filtration was lowest in the morning and 
afternoon, with a peak at mid-day (Figure 5.2a) although post-hoc tests indicated it
was not significant (p < 0.05).  At 18 ᵒC, the filtration rate remained fairly stable, with 
no significant changes throughout the day (p > 0.05; Figure 5.2b). Finally, at 25 ᵒC, 
there was a strong trend of increasing filtration rate from morning to afternoon (Figure
5.2c), however, significant differences were only detected between morning and
afternoon (p = 0.0007; t = 4.873).
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Figure 5.1 Filtration rate of Donax serra at three different temperatures (12 ᵒC, 18 ᵒC, 25 ᵒC), and at 
different times of the day: a) morning; b) mid-day; and c) afternoon. Box plots represent the distribution
of the replicates (n =5, for each temperature, at each time).
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Figure 5.2 Filtration rates of Donax serra at different times of day, and at three temperatures: a) 12 ᵒC; 
b) 18 ᵒC; and c) 25 ᵒC.  Box plots represent the distribution of the replicates (n = 5, for each time, in each 
treatment). Note the different scales.
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5.3.2 Oxygen consumption
The oxygen consumption of starved and non-starved D. serra was tested separately for
the effects of temperature and time of day. No significant interaction between the
two factors was detected for starved mussels (p = 0.638; Table 5.3), or non-starved
mussels (p = 0.170). Significant differences between treatments were detected for
temperature (Table 5.3; p = 0.049), but not time (p = 0.697) for the starved mussels.
Conversely, among the non-starved mussels a significant difference was detected for
time (Table 5.4; p = 0.029), but not temperature (p = 0.072).
Table 5.3 Results from a two-way analysis of variance, testing the oxygen consumption of Donax serra in
starved individuals, with temperature and time as factors.
Source DF Seq SS Adj SS Adj MS F P
Temperature 2 368.60 368.60 184.30 3.58 0.049
Time 2 37.85 37.85 18.93 0.37 0.697
Temperature*Time 4 132.52 132.52 33.13 0.64 0.638
Error 18 926.16 926.16 51.45
Total 26 1465.12
Table 5.4 Results from a two-way analysis of variance, testing the oxygen consumption of Donax serra in
fed individuals, with temperature and time as factors.
Source DF Seq SS Adj SS Adj MS F P
Temperature 2 346.42 346.42 173.21 3.05 0.072
Time 2 493.12 493.12 246.56 4.34 0.029
Temperature*Time 4 412.53 412.53 103.13 1.82 0.170
Error 18 1021.80 1021.80 56.77
Total 26 2273.86
There was a general trend of increased oxygen consumption at higher temperatures
for starved mussels (Figure 5.3). Post-hoc testing indicated that the percentage of
oxygen consumed at 12 ᵒC was significantly different from that at 25 ᵒC (p = 0.0421, t = 
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2.638). However, no significant differences were detected between 12 ᵒC and 18 ᵒC, or 
18 ᵒC and 25 ᵒC (p > 0.05).    
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Figure 5.3 Oxygen consumption of starved Donax serra at low (12 ᵒC), medium (18 ᵒC) and high (25 ᵒC) 
temperatures. Box plots represent the distribution of the replicate data (n = 9, for each temperature).
Percentage of oxygen consumed by non-starved mussels decreased between morning
and mid-day. The oxygen consumption in the afternoon was in the range of values
detected in both morning and mid-day (Figure 5.4). Post-hoc testing indicated that the
percentage of oxygen consumed at mid-day was significantly different from the
morning (p = 0.038, t = -2.693), but not the afternoon (p = 0.07), and there was no
significant difference in the oxygen consumption between morning and afternoon (p =
0.949).
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Figure 5.4 Oxygen consumption of non-starved Donax serra in the morning, mid-day and afternoon. Box
plots represent the distribution of the replicate data (n = 9, for each time of day).
5.4 Discussion
Often with colder temperatures comes a reduction in food availability, for example the
strategy of many terrestrial mammals is to hibernate in the winter months when there
is less food, and the decreased temperature helps to slow the burning of energy
reserves. Cold temperatures may similarly retard the scope for growth during an
upwelling event, by reducing both mobility (McLachlan and Young, 1982) and feeding
capability of macrofauna on sandy beaches. Decreasing temperature was shown to
affect the filtration rate of D. serra negatively, with the lowest filtration rates, and
narrowest ranges, observed at 12 ᵒC and highest filtration rates at 25 ᵒC.   
A similar response was apparent for respiration, with greater consumption of oxygen
by starved individuals at 25 ᵒC as opposed to 12 ᵒC, but the overall effect was much 
weaker than for filtration rate.
Filtration rate and oxygen consumption were used in this experiment as proxies for
metabolic rate, with high values of filtration rate and greater oxygen consumption
considered to be indicative of an increased metabolic rate (Eckert et al., 1988). In all
experiments the D. serra were sedentary, as the absence of sand in the containers
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discouraged burrowing activity which could skew interpretation of the results. D. serra
were not thought to be stressed in the absence of sand as normal extension of their
siphons occurred both during the starvation period and during the actual experiments
(Dye, 1979). These results support the assertion by Menge et al. (2008) that colder
temperatures associated with upwelling events reduce the ability of filter feeders to
assimilate food, regardless of its increased availability.
Significant differences in total biomass values were present between upwelling and
non-upwelling sites in both regions on the West Coast (Chapter 3), but in this context
the focus will be on region B. Non-upwelling areas are not subject to the fluctuating
colder temperatures associated with upwelling and remain more constant, and
relatively warm (Xavier et al., 2007). Warmer water increases the scope for growth in
mussels (Menge et al., 2008) and it directly increases their ability to feed and increase
respiration after periods of starvation (Figures 5.1 and 5.3). Menge et al. (2008) further
suggested that the negative effects of colder temperatures outweighed the benefits of
increased food availability, restricting mussel (Mytilus californianus) growth under cold
conditions. However, in region B there was a higher biomass associated with the
upwelling site (Cape Columbine) both overall and specifically attributed to D.serra,
despite the results of this experiment indicating a clear limitation in ability to feed.
There are substantial sub-tidal kelp forests spanning the length of the West Coast,
from the Cape of Good Hope extending into Namibia (Wulff and Field, 1983). This
extensive platform of primary productivity is known to contribute greatly both to the
dissolved organic matter (DOM) and to the particulate organic matter (POM) of the
surrounding water (Newell et al. 1980). In their model, Wulff and Field (1983) showed
that under “closed ecosystem” conditions (i.e. no upwelling or downwelling) the
productivity generated by these kelp forests was enough to support the large rocky
shore biomasses present on the West Coast. Although the West Coast does not
conform to this closed system scenario, it does demonstrate the potential for areas
without upwelling to maintain large consumer biomasses even in the absence of
upwelling driven phytoplankton blooms. Upwelling events on the West Coast of South
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Africa are intermittent and generally last about 6 days at a time (Nelson and Hutchings,
1983; Shannon, 1985), resulting in a prolonged starvation period as water is moved
off-shore (Matthews et al., 1989). When upwelling ceases and warm waters return to
the coast they can bring with them the resultant phytoplankton bloom generated in
response to the recent upsurge of nutrients to the euphotic zone (Wulff and Field,
1983; Menge and Menge 2013). The circulation of water and suspended particles
caused by intermittent upwelling should, therefore, increase the food availability
above that already contributed by the kelp. It was predicted that the change in
subsidies experienced by rocky shores should also be reflected in sandy beach
ecosystems, where the biomass of in-fauna is often much lower.
The decreased temperature associated with upwelling reduces organism metabolism
(Figures 5.1 and 5.3). This is a valuable strategy as it minimises nutritional
requirements when food is limited, and upwelling can represent a potentially long
starvation period for the coastal organisms (Matthews et al., 1989). The preferred
source of food for filter feeders is phytoplankton (Wullf and Field, 1983), which is
much more energetically nutritious than the standing stock of kelp-derived particulate
organic matter (Brown et al., 1989). For example, Brown et al. (1989) describe a scope
for growth four magnitudes greater when adult mussels were fed on phytoplankton
rather than detritus, and the effect was even greater for juveniles where it could be 10
orders of magnitude greater. Thus, when upwelling relaxes, if the phytoplankton
bloom is returned to the upwelling site, as opposed to further downstream, then the
period of relative starvation caused by the upwelling is compensated by a subsequent
influx of nutritionally superior food. Bivalves have been shown to be selective in the
particles which they consume, with a preference for those with a higher nutritional
value (Shumway et al., 1985; Brown et al.,1989). This is beneficial since there is a
handling time associated with feeding in all organisms, which limits the possible intake
of food. It is a better strategy to consume more nutritious food as the energetic value
is greater and scope for growth is increased relative to less nutritious food. In the case
of Donax serra, its anatomy is indicative of evolution towards high, consistent,
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filtration rates and the capacity for storage and retention of food in an elongated mid-
gut (Ansell, 1981).
The rapid intake and storage of high quality particles during the relaxation phase may
subsidise the mussels during times of insufficient food in the environment, or even
surpass the scope for growth relative to the non-upwelling site. Conversely, poorer
quality food, such as kelp detritus, has been observed to result in decreased filtration,
ingestion and absorption in Donax serra, relative to that observed when phytoplankton
is present, however, it is maintained at a steady rate (Brown et al., 1989). This
supports the observations of Laudien et al. (2003a) that greater growth performance
occurred on the West Coast in upwelling areas. However, the kelp beds do still provide
an important source of food, and are simultaneously supported by the regeneration of
nutrients by the biota, particularly during downwelling or in non-upwelling areas when
the supply of external nutrients is limited (Soares et al.,1997).
In this context, a substantial biomass of organisms can thus be maintained when there
is high food availability in the non-upwelling area, from kelp detritus which is not
advected offshore. However, the poorer quality of this food results in a lower biomass
relative to the upwelling area, despite the negative effects of reduced temperature.
However, this is conditional on the destination of the phytoplankton. If the
phytoplankton is not returned to the upwelling centre then the biomass may be
substantially reduced.
Additionally, it has been reported that Donax serra acclimates when exposed to
increasing or decreasing temperatures over a long time period (Stenton-Dozey, 1989;
cited in Brown et al., 1989), whereas rapid changes in temperature, as experienced on
the West Coast, did not affect their metabolic rate. This was contrary to the results
presented here, with filtration rate and oxygen consumption as a metabolic proxy.
Although the mussels were held at constant temperatures for up to a week, this can
still be considered a fairly short time period, and certainly within the bounds of a
short-term temperature fluctuation on the West Coast as upwelling events generally
lasts for a period of 6 days (Nelson and Hutchings, 1983). The lack of sensitivity to
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short term fluctuations, described by Stenton-Dozey (1989; Cited in Brown et al., 1989)
was explained by the fact that Donax serra is generally burrowed deeply in the sand,
which can provide a buffer to extreme temperature effects (Brown et al., 1989). In the
present case, individuals of D. serra were not buried in sand for at least two days prior
to the start of the experiment, thus they were more exposed to the change in
temperature and adjusted accordingly. Donax serra are deep burrowers, whereas
most of the other fauna on sandy beaches are mobile, migrate with the tide and do
not burrow as deeply (McLachlan and Brown, 2006), thus will be exposed to the direct
temperature effects of the sea. The design of the present experiment was not meant
to represent the natural habitat of D. serra. However, the direct exposure to the water
provided an indication of the potential effect of changes in temperature on the wider
macrofaunal assemblage. Nevertheless, it is an important point to consider and
incorporate into future experiments.
The oxygen consumption of D. serra individuals which were not starved prior to their
placement in the chambers, did not vary significantly with temperature. This may
represent an acclimation response to the reduced temperature, where in the presence
of continual food supply, respiration did not need to slow. The combination of
starvation and decreased temperature may be instrumental in reducing overall
metabolism and, importantly, this combination of conditions is representative of the
environment generated in the near-shore during upwelling events (Wulff and Field,
1983). Oxygen consumption was, however, only weakly different at each temperature,
contrary to the well-defined differences observed in filtration rate. One possible
reason why this effect was much weaker may be the frequent dependence of D. serra
on anaerobic metabolism. During locomotion and anchorage, most of the blood is
directed to the foot to provide turgor (Trueman and Brown, 1985). Whilst in this state,
the blood cannot be re-oxygenated and, since the foot lacks a respiratory capacity
(Trueman and Brown, 1987), the mussel becomes anaerobic. Similarly, when exposed
during low tide in the intertidal, D. serra respires anaerobically (Cockcroft, 1990). Thus
although locomotion was not observed, and each individual was retained in
oxygenated water, it is possible that part of the total respiration, and therefore the
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proxy for metabolism, was not accounted for, as it is possible that individuals were
“locked” into anaerobic metabolism during the experiment as a result of starvation
(Van Wijk et al., 1989).
The effects of temperature on starved D. serra were apparent for both filtration rate
and oxygen consumption. However, the time of day at which the experiments were
run also had a significant effect on the results. It was noted by Dye (1979) that
respiration of bivalves could vary throughout the day, based on the results of Mane
and Talikhedkar (1976, cited in Dye, 1979), despite finding no effect in his own study.
To exclude this potentially confounding factor from the filtration rate and oxygen
consumption results, experiments were performed at different times of day for each
temperature.
There was an interaction between temperature and time of day for filtration rate, and
this did not follow a consistent pattern. It is unclear why the time of day affected D.
serra differently at various temperatures. There was a peak in filtration rate at mid-
day at 12 ᵒC, which supports the findings of Mane and Talikhedkar (1976, cited in Dye, 
1979), however this was not significant and the other temperatures did not follow the
same pattern. No obvious relationship to tidal cycle was found either, excluding the
possibility of an endogenous tidal rhythm.
There was a significant effect of time of day, separate from the effect of temperature,
for oxygen consumption of non-starved individuals. The significant decrease in oxygen
consumption of fed individuals at mid-day relative to consumption in the morning was
contrary to the results detected in the filtration experiment, where filtration rate
always increased at mid-day, relative to the morning. However, this discrepancy may
be due, as mentioned previously, to anaerobic metabolism. Time of day was, thus, an
important factor, the effects of which varied depending on the type of experiment.
The recommendation therefore, is that experimental studies on bivalves, concerning
filtration rate or oxygen consumption, should be done at the same time of day to avoid
confounding results.
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5.5 Conclusion
Temperature had significant effects on both the filtration rate and oxygen
consumption of starved D. serra, suggesting that, at lower temperatures, their
metabolism slows down, which reduces energetic requirements (Eckert et al., 1988).
Although D. serra was used as a test organism in these experiments, the findings were
considered to act as a proxy for the potential effect of temperature on the entire
macrofauna assemblage. However, upwelling cells near sandy beaches create extra
variability for the macrofauna surviving in an already highly dynamic ecosystem and
further work should be done to understand fully the implications of decreased
temperatures for the wider assemblage. Finally, although the hypothesis proposed by
Menge et al. (2008) was supported in this experiment, where the type of food
remained constant, in natural systems the overall effect might rely both on the
availability of food and its quality and this should be accounted for in future studies.
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Chapter 6 General discussion
6.1 Overview of research findings
The aim of this thesis was to determine if upwelling influences macrofaunal
assemblages in sandy beaches around South Africa, using a nested hierarchical design,
based on that of Cole and McQuaid (2010), with additional temporal components
because of the variable nature of sandy beaches over time. Such descriptive studies
are a necessary part of ecology. Without understanding patterns, the processes which
drive them cannot be determined and the mechanisms by which these processes occur
cannot be ascertained (Underwood et al., 2000). It was hypothesised that
macrofaunal assemblages would differ between sites located near upwelling centres,
and sites located in areas where little to no upwelling was present (Section 1.9, H3-
H7).
Prior to the present research, very little was known about the effects of upwelling on
sandy beach macrofaunal assemblages. The data presented in this thesis aid our
understanding of these effects, particularly: (1) upwelling has a generalised influence
on assemblages, across all regions, irrespective of biogeography; (2) upwelling effects
are persistent at higher taxonomic resolutions only in areas with strong upwelling.
However, the loss of information incurred by using higher taxonomic levels can be
extensive and so for sandy beach systems, taxonomic surrogacy is not recommended;
(3) the effects of transformation and taxonomic aggregation are largely unrelated for
these assemblages, however, each affects the outcome of an analysis. Transformation
has a greater effect, and should thus be applied with care, based on the biological
question; (4) the trophic structure of assemblages is affected where there is strong
upwelling, however, the effect varies among regions; (5) larval recruitment is affected
by upwelling only under specific local conditions; this does not appear to be a
persistent outcome across all regions; (6) upwelling effects are not consistently
positive or negative across regions. Instead the effects are context dependent, varying
with local conditions, direction of currents and the type of upwelling; (7) effects of
upwelling are secondary to the influence of biogeography and region on assemblages;
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(8) severe seasonal changes to the local environmental conditions over-ride the
influence of upwelling on macrofaunal assemblages; (9) regardless of proximity to
upwelling, the general structure of the macrofaunal assemblages, within a location,
remain broadly stable over time; (10) the within-beach assemblage variability is lower
than between-beaches, meaning that effects attributed to upwelling are not
confounded by natural variability; and (11) cold temperatures associated with
upwelling negatively affect the feeding capability of starved Donax serra, and this may
represent a more widespread phenomenon.
Additionally, technical aspects of the sampling design were addressed and it was
confirmed that: (1) a 4 m2 sampling area is a reasonable guideline for sandy beach
sampling; and (2) consistent faunal zonation patterns were not present, thus, although
a stratified sampling approach provides good coverage of the shore, it cannot be used
to determine faunal positions a priori.
6.2 Importance of upwelling and scale
Upwelling is a highly influential oceanographic process which occurs in a variety of
locations around the world. The injection of nutrients into the coastal system from
upwelling enables new production to occur, enhancing food availability in both the
pelagic and benthic domains, exceeding that which is generated from in situ recycling
of nutrients (Anderson and Lucas, 2008). The overall productivity of large oceanic
regimes where upwelling dominates is, therefore, enriched relative to areas where
upwelling does not exist or is limited (Bosman et al., 1987; Bustamante and Branch,
1996; Bustamante et al., 1995b). This is exemplified in the extensive pelagic fisheries
which exist in the Eastern Boundary Currents of the four main oceanic gyres, which
account for 1 % of the total area of the ocean, but support 22 % of the world’s fisheries
catch (Pauly and Christensen, 1995). The ecosystem service benefits of upwelling
within the pelagic domain are very clear, and are emphasised by the reduction of
upwelling favourable conditions during periodic El Niño events in the Humbolt Current.
The decreased strength and persistence of upwelling during El Niño has been
correlated to declines in fish stocks and changes in the dominant species (Alheit and
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Niquen, 2004). Limited primary productivity, combined with warmer overall
temperatures, is thought to be the source of such ecosystem shifts indicating that the
presence of upwelling strongly influences pelagic ecosystem function (Alheit and
Niquen, 2004).
Large-scale upwelling effects appear to be beneficial, both in the pelagic realm and for
coastal benthic systems, with the increased primary productivity releasing bottom-up
pressures and leading to a greater biomass of higher trophic levels relative to
coastlines which experience little to no upwelling (Bustamante et al., 1995a; b; Pauly
and Christensen, 1995). Despite the profound large scale effects, upwelling in Eastern
Boundary Currents is not homogeneous, with discrete centres of upwelling
interspersed with areas of no, or comparatively weak, upwelling (Chavez and Messié,
2009). The spatial heterogeneity of upwelling at the meso-scale has prompted multiple
studies to test the effects of upwelling on intertidal assemblages (e.g. Roughgarden et
al., 1988; Menge et al., 2004; Nielsen and Navarrete, 2004; Navarrete et al., 2005;
Schoch et al., 2006; Xavier et al., 2007; Cole and McQuaid, 2010; Pfaff et al., 2011).
There appear to be three main effects of upwelling on the biota, potentially driving the
differences in diversity between sites at this scale: availability of food, larval
recruitment, and sea surface temperature (Wieters et al., 2009). The results from the
rocky shore literature suggest both positive and negative responses of biota to
upwelling (e.g Figuerias et al., 2002; Menge et al., 2004; Nielsen and Navarrete, 2004;
Blanchette and Gaines, 2007; Xavier et al., 2007; Cole and McQuaid, 2010).
Additionally, there are complicated scenarios resulting from the presence of
concurrent top-down pressures on the system (Wieters et al., 2003). Often, however,
studies are focussed on a single set of upwelling and non-upwelling localities which
makes generalisations about the influence of upwelling difficult to establish. Even if
repeated studies are conducted in the same geographical regions, if the methods of
collection or measurement are not consistent they can generate different results
(Xavier et al., 2007; Cole and McQuaid, 2010).
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Although it is possible to perform meta-analyses and combine multiple studies, the
differences in the overall aim or in the methods of collection can vary substantially
between investigations (Raffaelli, 2006). The most reliable way to test for generalities,
therefore, is to perform a properly designed large scale study, pertaining to the
hypothesis of interest, and on the system of interest (Beck, 1997). There are often
trade-offs which have to be made when designing experiments. With small scale
localised studies, many replicates can be taken and often repeated, but these lack the
ability to test generality (Ellis and Schneider, 2008). Determining the generality of a
principle or theory, that is defining the areas in which the theory is repeatedly
applicable (Beck, 1997), is an important first step in ecology, after which intensive
experimental procedures can be applied to determine the specific mechanisms and
processes involved (Levin, 1992; Underwood et al., 2000). Large spatial and temporal
scale studies grant the opportunity to observe and test generality, but often do not
allow extensive replication because of logistic constraints (Levin, 1992; Raffaelli, 2006).
As long as they are relevant, the more scales at which a study can be performed, the
more robust the testing of the hypothesis (Underwood et al., 2000). Although specific
mechanisms cannot be explicitly stated without experimental evidence, rigorous
sampling designs enable inference about the processes to be made with a certain level
of confidence (Underwood et al., 2000).
Cole and McQuaid (2010) used a nested hierarchical design to test the generality of the
effects of upwelling in mussel beds, which form a biogenic habitat that supports in-
faunal assemblages. The effect of upwelling was tested on both the growth of the
mussels, and on the diversity of the in-fauna. Instead of performing local experiments,
they performed a large scale comparative study, spanning multiple biogeographic
provinces. Despite a large spatial extent, the study was temporally limited, performed
in only one season and not replicated over years. The use of one-off sampling studies
to determine large scale patterns is common practice with time and monetary
limitations prevailing in science (Raffaelli, 2006), and although they have certain
limitations, they can be useful to provide the foundations for development of further
studies.
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6.3 Effects of biogeography and region
The evidence presented in this thesis, gathered across multiple spatial, temporal,
taxonomic and functional scales indicated that the presence of upwelling does have an
effect on sandy beach macrofaunal assemblage structure. However, at the largest
spatial scales, upwelling was not the most influential factor of those which were
tested. The division of sites based on biogeographic provinces was very distinct and,
within each province, sites grouped together according to region. This trend was
present for each of the three response variables which were tested: species richness,
abundance and biomass. Geographical grouping of sites was anticipated (Section 1.9,
H1), as biogeographic provinces are distinguished by their different evolutionary
histories and climates (Cox and Moore, 2010), thus the same species assemblages
were not expected to persist across these boundaries. Although regions within each
biogeographic province were separated by hundreds of kilometres, some degree of
connectivity was predicted because of the strong flow of the Benguela Current on the
West Coast, and the Agulhas Current on the South distributing larvae and maintaining
meta-populations (Currie, 1991; Ricklefs, 2004). Such connectivity was apparent in the
way regions grouped together within biogeographic provinces. If there was a barrier
to connectivity between regions within a biogeographic province, the regions sampled
(A, B, C, and D) would appear randomly distributed and not distinctly divided according
to biogeography. Despite this connectivity at the meso-scale, local factors such as
physical conditions, play an influential structuring role at smaller spatial scales
(Underwood and Chapman, 1996; Schoch et al., 2006; Somerfield et al., 2009), and it is
that variability which is reflected in the observed regional clusters.
6.4 Seasonality
It was hypothesised that the influence of upwelling on assemblages would differ
between upwelling and non-upwelling seasons (Section 1.9, H2). Seasonal variation in
assemblages was observed in the South Coast regions, but only when analyses were
based on abundance data, suggesting that the difference in assemblages between
winter and summer were driven by the presence of juveniles. On the West Coast,
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seasonal effects were not so common, particularly in region B where the difference in
assemblages between years was strong. A few interactions existed in region A where
the difference in season reflected the presence of upwelling and circulation patterns.
This is generally in agreement with Reaugh-Flower et al. (2011), who suggested
seasonality is greater on the South Coast than on the West because temperature cues
for spawning on the West are often obscured. Overall, changes in assemblages were
not linked to seasonal presence or absence of upwelling, except in region A.
6.5 Broad influences of upwelling
The present work emphasises the importance of scale in determining ecological
patterns. At a broad level, the benefits of upwelling were illustrated simply by the
much larger biomass of macrofauna on the West Coast of South Africa compared to
the South Coast (Section 1.9, H4). The intense and prominent upwelling centres
situated along the West Coast pulse nutrients into the system frequently, especially
during summer, which promotes both phytoplankton blooms and kelp growth
(Andrews and Hutchings, 1980; Nelson and Hutchings, 1983; Shannon, 1985;
Bustamante et al., 1995b). Even in the absence of upwelling during the winter,
subsidies from kelp appear to be sufficient to support the enhanced biomass of
consumers in the intertidal environment (Wulff and Field, 1983). On the South Coast,
the comparatively weak upwelling cells do not provide the same level of nutrient
enhancement to the system, and so the South Coast is generally quite depauperate,
observed here for sandy beaches, and by Bustamante and Branch (1996) for rocky
shores. Although the comparison of upwelling intensity at this large scale is
confounded by differences in biogeography, this is a striking result, indicating that it is
not only the presence of upwelling which is important, but also the intensity of the
upwelling.
At the regional scale, upwelling was again found to be influential. Within every region,
there was a significant difference between the species assemblages at the upwelling
and non-upwelling sites regardless of the response variable measured: species
richness, abundance, or biomass, and irrespective of the season or year (Section 1.9,
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H3). The only exception was in region C where there was no significant effect of
upwelling on species richness. There was, thus, a generalised effect of upwelling in
structuring macrofaunal assemblages when considering the finest scale taxonomic
information. The generalisation, however, does not imply direction of the effect.
Upwelling was an important factor in structuring assemblages but the relative increase
or decrease in species richness, abundance or biomass differed among regions. At the
local scale, the effects of upwelling were modified by other environmental factors such
as: the complexity and direction of currents, topography of the coast, temperature, the
intensity and /or persistence of the upwelling, the presence of other food sources (e.g.
organic matter from kelp), height on the shore and the physical characteristics of the
beach, specifically its morphodynamic state.
6.6 Taxonomic resolution, feeding guild and developmental modes: influence of
upwelling at different scales of observation
Beyond the taxonomic level of species, the influence of upwelling in each region
differed depending on the response variable and resolution of observation: taxonomic
level, feeding guild, or developmental mode. The use of higher taxonomic levels to
detect differences in assemblages is an important concept (Gaston, 2000b) and the
practicalities of this approach should continue to be explored in other ecosystems.
The results presented in this thesis confirm that taxonomic surrogacy is best avoided
for sandy beaches, unless the particular location and response variable have been
investigated previously (Defeo and Lercari, 2004). The loss of information between the
taxonomic levels of species and order depended on the region and, more broadly, the
biogeographic province. On the West Coast, significant differences between upwelling
and non-upwelling sites were still detectable when the taxonomic resolution was
decreased to order for analyses using abundance, indicating the taxonomic level of
order is a useful surrogate in this case, but this did not apply for biomass. On the
South Coast, the transition between the taxonomic levels of species and order resulted
in a significant loss of ecological information, and the effects of upwelling detectable at
the species level were obscured. The loss of information at the higher taxonomic level
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was exacerbated on the South Coast due to high species richness paired with low
overall abundances and biomasses. The combination of many species with low
abundances or biomasses skewed the taxonomic ratio (Andersen, 1995; Balmford et
al., 1996a; Heino and Soininen, 2007). Additionally, the upwelling regimes on the
South Coast are weaker than on the West Coast and so the structuring effect of
upwelling was not severe enough to persist at higher taxonomic levels. The influence
of upwelling in structuring assemblages on the West Coast was persistent enough to
be detected at higher taxonomic resolutions (Section 1.9, H5). Overall, taxonomic
surrogacy would not be recommended for this type of study. Additionally, although
emphasis was placed on analyses using different taxonomic resolutions, the type of
transformation applied to the data was also shown to play a significant role and should
be carefully considered prior to analysis.
Difference in food availability was one of the main theories explaining why upwelling
and non-upwelling sites might sustain different assemblages (Bosman et al., 1987;
Menge, 1992; Menge et al., 1997; Menge, 2000). Separation of taxa into functional
guilds can help to observe changes in ecosystem functioning (Walker, 1992; Naeem et
al., 1995). It was pertinent, therefore, to assess if differences among feeding guilds
could be detected between upwelling and non-upwelling sites (Section 1.9, H6).
Differences between assemblages from upwelling and non-upwelling sites were more
persistent on the West Coast for all feeding guilds, with very little influence of
upwelling for feeding guilds on the South Coast. Again, the presence of strong
upwelling on the West Coast, relative to the South, indicates stronger upwelling
centres have more pervasive effects on the structure of benthic assemblages, and, in
this case, specifically on their trophic structure. Persistence of the effect differed
between regions on the West Coast, indicating that, although there was an effect of
upwelling on the relative proportions of feeding guilds, the particular effect was still
region specific, with local scale factors increasing variability. Differences in
assemblages, based on trophic level, between upwelling and non-upwelling areas have
been described for rocky shores, and those effects also vary depending on location (e.g
Menge et al., 1997; Menge et al., 2004; Blanchette and Gaines, 2007). The regional
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differences, again, highlight the importance of small scale factors in determining the
overall outcome.
Structuring of benthic assemblages has been linked to larval dispersal capabilities,
which are occasionally affected by the offshore movement of water during upwelling
events and subsequent circulation, (Roughgarden et al., 1988; Navarrete et al., 2002;
Pfaff et al., 2011; Hoffmann et al., 2012). Developmental modes were, therefore,
assessed to determine if there was a difference between the direct developer and
indirect developer composition of assemblages between upwelling and non-upwelling
sites (Section 1.9, H7). Analyses with abundance and biomass data confirmed that
there was no significant effect of upwelling on macrofaunal assemblages based on the
mode of development in any region, except the abundance of direct developers in
region A. Thus, at the community level, the process of upwelling was neither
enhancing nor limiting planktonic larvae delivery on shore in any region. This supports
the suggestion that larvae actively distribute themselves within the water column to
determine retention or dispersal within a given area (Shanks and Brink, 2005; Morgan
et al., 2009; Morgan, 2014). The vertical movement of larvae may, therefore, be a
wide-spread crucial adaptation for survival in such a variable environment.
Overall, the results obtained in this thesis are markedly different from those collected
using the same spatial design for rocky shores, along the same coastline. Cole and
McQuaid (2010) found that upwelling influenced the size composition of mussel beds
but there was no effect of upwelling on assemblages of in-fauna associated with
mussel beds. Similarly, Mostert (2011) found no effect of upwelling on the epifauna
associated with red algae on rocky shores. In both cases, the fauna were associated
with biogenic habitats, and it is quite probable that the complexity of the habitat
provided a buffer to the fluctuations in food availability and sea surface temperatures
(Cole and McQuaid, 2010). This buffering would then act to offset either the positive
or negative effects associated with upwelling. Conversely, sandy beaches are dynamic
and the macrofauna are exposed to frequently changing conditions, both in
temperature and food availability. Sandy beaches are highly allochthonous and so it is
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not surprising that upwelling has a strong bottom-up effect in determining
assemblages.
6.7 Small scale variability
Sandy beaches are dynamic environments, and the influence of physical parameters on
the biota can result in high variability within a beach and require extensive sampling
regimes to compensate (McLachlan and Brown, 2006; Schlacher et al., 2008). The
results presented in this thesis confirm the assertion that an area of 4 m2 (Jaramillo et
al., 1995; Schlacher et al., 2008) is required to sufficiently capture species richness on
microtidal beaches (Section 1: H8), and refutes the notion that distinct zonation
patterns of the fauna can be detected (Dahl, 1952) (Section 1: H9).
Within-site variability was lower than between-beach variability on the West Coast,
and very little variation was found within- or between-sites on the South Coast
(Section 1: H10). Despite fluctuations in response variables, the sandy beach
macrofaunal assemblages assessed around South Africa retained a constant structure
over time, within a location, indicating a level of resilience to their dynamic
surroundings (Section 1: H11). Overall, the sampling design was appropriate, and the
influence of the factors: Biogeography, Region, Condition, Year and Season related to
the factor of interest at the larger scales, and were not a result of natural variability
within assemblages.
6.8 Effect of temperature
Sea surface temperature has also been suggested as a factor influencing benthic
assemblages associated with upwelling, with cold temperatures inhibiting growth,
regardless of food availability (Menge et al., 2008). Although specific experiments were
not performed with multiple sandy beach macrofaunal species in this thesis, Donax
serra was one of the largest species encountered and it was estimated that if
metabolic rate was altered for D. serra then the situation would likely be similar for
smaller species with lower mass/surface area ratios (Eckert et al., 1988) (Section 1.9,
H12). It was found that cold temperatures significantly decreased both the filtration
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rate and oxygen consumption of starved D. serra. Reducing metabolic rates under
unfavourable conditions conserves energy (Eckert et al., 1988), which is beneficial
during upwelling events when offshore advection limits food availability inshore (Wulff
and Field, 1983; Matthews et al., 1989; Menge and Menge, 2013). It is possible,
however, if the decrease in temperature is too rapid, or prolonged, that it will have
adverse effects on the survival of sandy beach macrofauna. For example, mobility of
sandy beach fauna is decreased due to the high energetic costs, limiting their ability to
avoid predation (McLachlan and Young, 1982). The effects of reduced metabolism in
the context of the main study are again, likely to be region specific, however, the
quality and quantity of food available are also important factors which warrant further
experimental examination, using a wider range of species.
6.9 Implications for assemblages under climate change scenarios
The outcomes of this study were influenced by the local currents and coastal
topography, in combination with the physical characteristics of each beach, not just
the type of upwelling. It has been demonstrated clearly that the effects of upwelling
differ regionally and thus extrapolation of results should be done with extreme
caution. However, a natural gradient of upwelling intensity and persistence was
present in this study: a perennial upwelling centre at Hondeklip Bay (region A) (Nelson
and Hutchings, 1983), a strong seasonal upwelling centre at Cape Columbine (region B)
(Andrews and Hutchings, 1980; Nelson and Hutchings, 1983; Shannon, 1985), a weak
seasonal upwelling at Cape Seal (region C) (Walker, 1986; Schumann, 1999), and a
semi-persistent upwelling centre at Port Alfred, which tends to be seasonal (region D)
(Lutjeharms, 2000a). The different responses of assemblages among these regions
provide some insight for predicting scenarios under climate change. For instance, if
upwelling persistence increased, it could limit food supply and reduce the carrying
capacity of nearby beaches as observed in region A. If seasonal upwelling intensity and
intermittency increased, then it could increase the availability of a quality food supply
and subsequently enhance the scope for growth (region B). Alternatively, if the
intensity decreased, minimal differences between upwelling and non-upwelling areas
247
in terms of biomass are likely, but species compositions could change, perhaps leading
to different functionality (region C). Climate change is unlikely to alter only one
variable at a time. For example, the situation which occurred in region D, where the
effects of upwelling were combined with flooding and extensive erosion, will become
more frequent with increased storms (Brown and McLachlan, 2002). These are highly
simplified predicted outcomes, however, as multiple environmental and climatic
factors will alter with climate change and the combined effects of multiple stressors
are very difficult to anticipate (Raffaelli, 2006). Alterations to beach morphodynamics
from increased storm events, for example, will have a more direct impact on the
macrofauna than changes to upwelling regimes (Brown and McLachlan, 2002; Harris et
al., 2011). There is a need for specific experimental set-ups or models, preferably
linked to explicitly collected oceanographic data.
The proximity of upwelling can have positive or negative effects in the intertidal, but
predicting the precise outcome is complicated. All upwelling centres and their off-
shore/ on-shore circulation patterns are different, leading to sites of phytoplankton
retention or dispersion, which subsequently impacts on macrofaunal biodiversity
(Menge et al., 1997; Reaugh-Flower et al., 2011). The effect of upwelling is further
complicated by local factors such as differences in coastal topography and the physical
characteristics of the beach. Variability is greatest at the smaller scales of observation,
when more factors need to be considered (Underwood and Chapman, 1996; Schoch et
al., 2006). It is difficult to anticipate what the implications for sandy beach
macrofaunal assemblages might be if conditions of upwelling alter, as predicted by
climate change scenarios. Considering the highly dynamic system in which sandy
beach macrofauna already exist, they are fairly robust and persistent. Winter storms
increase erosion of the beach, removing macrofauna with the sand, however,
assemblages successfully recolonize so long as they are not affected by anthropogenic
impacts such as coastal squeeze (Harris et al., 2011). Recently, there has been more
focus on determining management strategies for sandy beaches to conserve them
against potential effects of climate change, focussing on holistic approaches from surf
zone to dunes (Harris et al., 2014). Information regarding the effects of upwelling is
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necessary to add to such assessments and Defeo and McLachlan (2013) recently called
for macro-scale studies of sandy beaches which incorporate variables, such as primary
productivity, to determine the importance of shaping sandy beach assemblages.
Alterations to circulation patterns and reduction or increase of food availability are
potential outcomes of climate change on upwelling systems (Bakun, 1990; Roemmich
and McGowan, 1995; Harley et al., 2006). Although sandy beach macrofauna have
been resilient thus far, it is possible that changes to the larger circulation patterns
induced by climate change will limit species distributions, and a reduction in food
availability could reduce carrying capacities and cause trophic shifts. Biological traits
analysis (BTA) is a useful tool to help determine the functional capacity of an
ecosystem, but the use of such a method requires in depth knowledge of multiple
aspects of each organisms life (Bremner et al., 2006). Many of the species in the
current study were poorly described (there were at least 3 novel species), thus limiting
the available information and applicability of BTA. The next stage of work would be to
determine the functional roles of the sandy beach macrofauna and determine if there
is a difference in sensitivity of ecosystem structure in relation to the functional traits of
organisms (Bremner, 2008). Additionally, information about organisms’ life history
traits may aid understanding about the local and regional patterns of distribution
(Webb et al., 2009). Experimental manipulations on sandy beaches are notoriously
difficult to achieve due to the dynamic sediment, however, it would also be interesting
to test the comparative effects of bottom-up or top-down forcing on these
assemblages.
6.10 Concluding remarks
Predictions for the future of a changing climate and how it will affect upwelling
systems remain unclear (Bakun, 1990; Roemmich and McGowan, 1995; Harley et al.,
2006). However, with the dependence of coastal upwelling on pressure gradients
between the land and sea (Hill et al., 1998), it seems inevitable that with large scale
climate alterations, intensification or weakening of upwelling systems will occur
(Bakun, 1990; Roemmich and McGowan, 1995; Harley et al., 2006). The results
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presented in this thesis suggest that for sandy beach macrofaunal assemblages, coastal
upwelling is an important process at the local scale but the specific result is context
dependent and typically idiosyncratic to the type of upwelling, flow of currents, coastal
topography, and the physical characteristics of the beach. The outcome under climate
change scenarios would thus depend very much on the specific alteration to the
regime. For instance, if upwelling were to become persistent, then off shore advection
might lower biomass within the upwelling area, but result in greater biomass in areas
where subsidies were received. Similarly, if upwelling were to become much weaker,
then biomass overall would be reduced and differences between assemblages in
upwelling and non-upwelling areas would be much less pervasive.
Inferences can be made regarding the mechanisms by which upwelling influences
assemblages, but specifically designed experiments, paired with specifically tailored
oceanographic studies, are the only way to explicitly determine them. The
experimental approach, used in Chapter 5, did enable an insight into one potential
mechanism limiting assemblage structure. It would be beneficial to expand this
further, for example by varying the quantity and quality of food at each temperature
or use of a range of species.
It is difficult to make exact predictions concerning future changes to upwelling effects
regimes on sandy beach macrofauna. Effects of upwelling on macrofaunal assemblages
were often overridden by seasonal changes in the environment within region D. This is
not a trivial point; climate change is predicted to increase storm events and exacerbate
erosion of sandy beaches, particularly in coastal areas which have been developed and
are undergoing coastal squeeze (Brown and McLachlan, 2002; Harris et al., 2011). It is
probable that the physical forcing exerted by climate change will have a much stronger
effect on sandy beach assemblages than changes to upwelling regimes. Nevertheless,
food availability, temperature changes and advection associated with upwelling will
still be influential in determining assemblage composition, and all these factors should
be evaluated together.
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