ABSTRACT When a multi-sensor data fusion system is used to handle a classification problem, it is necessary to incorporate the reliability coefficients of all the sensors into the fusion process. Within the framework of evidence theory, this paper proposes a new method for evaluating the reliability coefficient of a sensor based on the training data. In this method, the distance between power-set-distribution betting commitments is used to quantify the dissimilarity between the sensor reading and the reality, which can be served as a one-sided discounting factor. Then, the optimization approach is put forward to obtain an all-sided discounting factor from plenty of one-sided discounting factors. The advantages of the proposed method are analyzed comparatively. Numerical examples are also presented to demonstrate its performance by comparing it with other supervised evaluation methods.
I. INTRODUCTION
In many fields associated with information fusion, multisensor data systems are widely applied to provide multiple data sources. Different frameworks of theory have been proposed to solve the problem of multi-sensor fusion. Evidence theory, initiated by Dempster [2] and Shafer [13] , is widely used to deal with various problems, such as pattern recognition, fault diagnosis, uncertainty analysis, reliability evaluation, and so on. In this paper, the discussion concentrates on evaluating the reliability coefficient of a sensor in classification problems based on evidence theory.
The available evidence obtained from the systems has two common deficiencies as follows: (1) the available evidence is not necessarily conflict-free in most cases; (2) the amount of the available evidence is insufficient. Because of these two deficiencies, the system cannot provide a unique optimal fusion result with absolute certainty, but only a reasonable result with uncertainty. There are two categories of uncertainty, including the first-order uncertainty and the higherorder uncertainty [12] , [18] . ''Reliability'' is defined as the higher-order uncertainty, which means the uncertainty of an evaluation about uncertainty. In [18] , confidence is used to quantify ''Reliability'' and is calculated as the ratio of ''the amount of evidence the system has known'' to ''the amount of evidence the system will know in the near future''. In [12] , a complete survey of evaluating the reliability coefficient in information fusion is presented, including the Bayesian methods, the evidential methods, the possibility and fuzzy methods. Reliability coefficient is used to quantify ''Reliability'' and is calculated as the adequacy of each belief model to the reality. Obviously, the definitions and computing processes about ''Reliability'' in the two papers are different. Both of them are reasonable, because they address such problem from two different views.
As the research in this paper is carried out within the framework of evidence theory, the definition of reliability coefficient is more specific than that presented in [12] . Evidence theory provides a highly flexible model to manage the uncertainty encountered in the multi-sensor data fusion problems. The evidence obtained from the sensor is represented by a basic belief assignment (BBA). In order to present the problem more clearly, we embody the definition of reliability coefficient as the proximity of the sensor reading to the reality (both of them are represented by BBAs).
It is usually important to take into account the reliability coefficients into the fusion processes to avoid decreasing in the performance of fusion results [5] , [10] , [16] . The reliability coefficient of a sensor is a comprehensive index for quantifying sensor performance. Different sensors have different reliability coefficients. This is due to many factors. For example, measurements of different sensors differ in completeness and precision. Furthermore, not only the sensors may have different work environments, but also their adaptations to the same environment may not be the same.
In evidence theory, researchers use the discounting factor to represent the reliability coefficient of a sensor. In [13] , the discounting operation is introduced to achieve the knowledge about the reliability of a sensor, which transforms each BBA into a weaker and less informative one by the discounting factor. In [15] , the discounting operation is justified in the transferable belief model. In [4] , the discounting factor is introduced to represent the reliability coefficient following the relation that the reliability coefficient is equal to 1 minus the discounting factor. The relation is still adopted in this paper.
In a multi-sensor data fusion system, the sensor readings (represented by BBAs) related to an object are obtained from different sensors. They are always not the same, i.e., they support different non-empty subsets of the frame of discernment. If the sensor readings are not revised by the discounting factors before being fused, the differences among them will lead to conflict. Then the system will not be aware of which subset of the frame of discernment to support with absolute certainty, and it may assign the support to some of the subsets in proportion. No matter how large or small the conflict is, it will cause an adverse effect to the fusion result. Therefore, the revision is necessary.
Most of the methods used for calculating the discounting factor are based on the comparison of the sensor reading with the reality, where different dissimilarity measures [7] , [17] , [19] , [21] are applied. In [8] and [9] , a survey of the existing dissimilarity measures in the mathematical framework of evidence theory is provided, together with a classification of them. As an inappropriate choice of the dissimilarity measure may lead to an unreasonable result, researchers must be cautious about it. In [3] and [4] , a method for evaluating the reliability coefficient of a sensor is proposed, called Elouedi's method hereafter. In Elouedi's method, the discounting factor is calculated by minimizing the Euclidean distance between the pignistic probabilities computed from the transformed sensor readings and the indicator functions obtained from the realities. The discounting factor obtained from Elouedi's method is the optimal one which can make the transformed sensor reading as close to the reality as possible, but not the optimal one which can best reflect the actual reliability coefficient of the sensor. The disadvantages of it are pointed out in [6] and [11] . Elouedi's work is extended by Guo et al. in two aspects in [6] . On one hand, the simple averaging method and the certainty weighted method are proposed, both of which perform better than Elouedi's method in some cases. Jousselme's distance is used in the two methods. On the other hand, the authors treated the evaluation task as a two-stage training process, including the supervised and unsupervised evaluation, and then proposed to combine them. Moreover, a simple relationship between the discounting factor and the dissimilarity is used, i.e., the value of the discounting factor is equal to that of the dissimilarity. It provides an approach to quantify the discounting factor.
As we focus on evaluating the reliability coefficient by using the training data, we propose a new supervised method for evaluating the reliability coefficient of a sensor, in which the distance between power-set-distribution (PSD) betting commitments is used. This distance is proposed in [22] and has a better performance in quantifying the dissimilarity between two BBAs than many other measures. Moreover, the optimization approach is used and is good for receiving an optimal result. Numerical examples confirm that the results obtained from the proposed method are more reasonable.
The rest of the paper is organized as follows. In section II, the basic definitions in evidence theory are reviewed. The definitions of the distance proposed in [7] and the distance between PSD betting commitments proposed in [22] are presented. In section III, three existing supervised methods for evaluating the reliability coefficient are reviewed [4] , [6] . The disadvantages of them are analyzed. In section IV, a new supervised method for evaluating the reliability coefficient of a sensor is proposed, in which the distance between PSD betting commitments and the optimization approach are used. The advantages of it are analyzed. In section V, the proposed method is applied in classification problems. Its rationality is demonstrated by comparing it with three supervised evaluation methods in numerical examples. In section VI, the main contribution of this paper is concluded.
II. BACKGROUND
The background knowledge presented in this section involves the following two main points: (1) the basic definitions which are frequently used in evidence theory; (2) the definitions of the distance proposed by Jousselme and the distance between PSD betting commitments proposed by us.
In evidence theory, the notation is used to denote the frame of discernment, which is a non-empty set with mutually exclusive and exhaustive elements. The power set of , denoted by 2 , consists of all the 2 | | subsets of .
Definition 1(Basic Belief Assignment) [2] : Let be a frame of discernment, the subset of which is denoted by A. According to Definition 1, three one-to-one corresponding functions were defined in [13] , including the belief function denoted by Bel(A), the plausibility function denoted by Pl(A) and the commonality function denoted by Q(A).
The calculation formulas of them are as follows:
Definition 2 (Dempster's Combination Rule [2] ): Let m 1 and m 2 be two BBAs on the frame of discernment . The combined BBA, denoted by m 1⊕2 , is defined as:
with
where k is the mass of the combined BBA assigned to the empty set before normalization, called the conflict coefficient. Definition 3 (Discounting Rule) [13] , [15] : Assuming that an information source has probability 1 − α of reliability (0 ≤ α ≤ 1), the BBA m generated from this source can be discounted with α by the following discounting rule. m α is used to denote the new BBA obtained from the discounting rule.
If α = 0, the BBA is unchanged; if α = 1, the BBA is transformed into the vacuous BBA, meaning that the information provided by the sensor is completely discarded.
Definition 4 (Pignistic Probability Function [14] ): Let 
where A = ∅ and |A| is the cardinality of A. For B ⊆ ,
The pignistic probability function transforms the BBA into pignistic probabilities. Since the transformation is from the power set of to the set itself, some information is lost.
In [7] , a distance between two BBAs is proposed, which is defined as:
where m is a 2 | | -dimensional column vector generated from a BBA,
and B are the subsets of (we define |∅ ∩ ∅| / |∅ ∪ ∅| = 0). d J is proved to be a metric in [1] . It is widely used to measure the dissimilarity between two BBAs.
The definition of the distance between PSD betting commitments is proposed in [22] .
Definition 6 (PSD Pignistic Probability Function): Let be a frame of discernment, m is a BBA on . The corresponding power-set-distribution (PSD) pignistic probability function PBetP m : 2 → [0, 1] of m is defined as:
where B denotes a subset of , A = ∅ and |A| is the cardinality of set A. in further detail below. d PBet has been proven that it satisfies all the standard metric properties and is an appropriate measure for quantifying the dissimilarity between two BBAs [22] .
III. THREE EXISTING SUPERVISED METHODS FOR EVALUATING THE RELIABILITY COEFFICIENT
In this section, three existing supervised methods for evaluating the reliability coefficient of a sensor are reviewed [4] , [6] . The disadvantages of them are analyzed.
A. ELOUEDI'S METHOD
In [4] , a supervised method for evaluating the reliability coefficient of a sensor in a classification problem based on the transferable belief model is proposed by Elouedi et al. The steps of the method are as follows. Let = {o 1 , o 2 , . . . , o n } be a set of n objects and = θ 1 , θ 2 , . . . , θ p be a set of p classes. For each object o j ∈ , (1 ≤ j ≤ n), its reality (the actual class of the target), denoted by c j ∈ , is known by us. Then the sensor S is used for classifying o j . Its reading about the class of o j is represented by a BBA, denoted by m j .
Step 1: Assume the discounting factor α related to the sensor S is known. Calculate m α j by using equation (5).
Step 2: Calculate the pignistic probability of each singleton element in m α j by using equation (6), denoted by BetP m α j (θ i ),
(1 ≤ i ≤ p), representing the probability about the class the object o j belongs to. BetP m α j (θ i ) represents the opinion given by the sensor reading.
Step 3: Define the indicator function which represents the opinion given by the reality as follows.
Step 4: Calculate the Euclidean distance between BetP m α j (θ i ) and δ j,i .
Step 5: Calculate the sum of all the Dist(o j , α).
Step 6: Estimate the discounting factor as the coefficient α ∈ [0, 1] that minimizes TotalDist.
B. GUO'S TWO METHODS
In [6] , two supervised methods for evaluating the static reliability coefficient are proposed by Guo et al, including the simple averaging method and the certainty weighted method. The reliability coefficient is evaluated from a training set by comparing the sensor readings with the realities (both of them are represented by BBAs). Here, we use m j and m j to denote the sensor reading and the reality of the target o j , respectively.
The method proposed by Elouedi aims at dealing with the case that m j is a categorical BBA. Unlike Elouedi's method, Guo's two methods can deal with the more general case, in which the reality is not exactly known, i.e., m j can be a BBA with uncertainty.
The steps of the simple averaging method are as follows.
Step 1: Calculate the dissimilarity d J (m j , m j ) between m j and m j by using equation (8) . A monotonically increasing function is propose in [6] , which reflects the relationship between the discounting factor and the dissimilarity. After demonstrating, the discounting factor α j is equal to d J (m j , m j ).
Step 2: The discounting factor α obtained from the simple averaging method is defined as
The first step of the certainty weighted method is the same as that of the simple averaging method. The other steps of the certainty weighted method are as follows:
Step 2: Calculate the certainty factor C(o j ) of the target o j based on the Shapley value proposed in [20] . Shapley value V is defined, for each singleton element θ i of with BBA m j and focal element A, as
and Shapley entropy H (m j ) is defined to measure the uncertainty of m j
The certainty factor of m j is defined as
where max
] denotes the maximum of Shapley entropy for a given and depends only on | |. The normalized version of certainty factor is further written as
The weight of α j is defined as
Step 3: The discounting factor α obtained from the weighted average method is defined as
C. THE DISADVANTAGES OF THE THREE EXISTING SUPERVISED METHODS
The three existing supervised methods above can be used to evaluate the reliability coefficient of a sensor. However, as the results obtained from them are unreasonable in some cases, they have disadvantages. Some of the disadvantages are pointed out in the existing references, while some are not. For Elouedi's method, one disadvantage is pointed out in [11] . As can be obviously seen in equation (12) Another disadvantage of Elouedi's method is pointed out in [6] , i.e., calculating the discounting factor by minimizing the Euclidean distance between the transformed sensor reading and the reality is improper. In Elouedi's method, the discounting operation and the pignistic transformation are used to transform the sensor reading. If the two operations can transform the sensor reading as close to the reality as possible, then the minimization approach is logical and the result obtained from it is reasonable. If not, the minimization approach is illogical and the result obtained from it may be unreasonable. As little or no evidence has been found to show that the two operations can always transform the sensor reading as close to the reality as possible, the rationality of Elouedi's method is hard to confirm. The examples in [6] verify that the results obtained from Elouedi's method are unreasonable in some cases.
As is known to all, the dissimilarity between the original sensor reading and the reality can reflect the sensor reliability (discounting factor). In [6] , the simple averaging method and the certainty weighted method are proposed. Guo's two methods perform better than Elouedi's method in many cases. However, there is a flaw in them, which is inherited from d J . In [22] , two disadvantages of d J are pointed out, which are as follows: (1) 
IV. THE PROPOSED METHOD
In this section, a supervised method for evaluating the reliability coefficient of a sensor is proposed. Moreover, the advantages of the method are analyzed.
A. THE STEPS OF THE PROPOSED METHOD
The distance between PSD betting commitments and the optimization approach are used in the proposed method. The detailed steps are as follows.
Step 1: Use d PBet to calculate the dissimilarity between m j and m j .
Step 2: We agree with Guo's opinion that the value of discounting factor is equal to the value of the dissimilarity. It should be noted that the dissimilarity measure used in Guo's two methods is different from that in the proposed method.
Step 3: α j is used to denote the one-sided discounting factor estimated from the training data of one object. α is used to denote the all-sided discounting factor estimated from the training data of all the objects. As there are n objects in the training set, we can obtain n one-sided discounting factors α j (1 ≤ j ≤ n). All of them are approximate values of the allsided discounting factor α. Calculate m 
Dist(m
Dist(m α j j , m α j ) reflects the difference between the comprehensive effect of the one-sided discounting factors α j and the effect of the all-sided discounting factor α.
Step 4: Calculate the sum of Dist(m
Step 5: Estimate the discounting factor as the coefficient α ∈ [0, 1] that minimizes TotalDist.
B. THE ADVANTAGES OF THE PROPOSED METHOD
To some extent, the steps of the proposed method and Guo's two methods are similar. First, the dissimilarity measure is used to calculate plenty of one-sided discounting factors α j . Then, an approach is used to obtain the all-sided discounting factor α from plenty of α j . However, they still have two differences as follows.
(1) The dissimilarity measure used in Guo's two methods is d J , while the dissimilarity measure used in the proposed method is d PBet . Though the two dissimilarity measures are functionally equivalent, the result obtained from d PBet is more reasonable than that obtained from d J . The disadvantages of d J are illustrated in [22] . As the proposed method uses d PBet , it is better than Guo's two methods at this point.
(2) In Guo's two methods, the simple averaging approach or the certainty weighted approach is used to calculate α. In the proposed method, the optimization approach is used to calculate α. When we want to obtain the all-sided discounting factor α from plenty of one-sided discounting factors α j , the optimization approach is obviously more reasonable than the simple averaging approach or the certainty weighted approach. From this point of view, the proposed method is better.
The similar form of the optimization approaches in Elouedi's method and the proposed method makes them look alike, but they are fundamentally different. The differences between them are as follows.
(1) The steps of the two methods are different. In Elouedi's method, the all-sided discounting factor α is directly calculated by minimizing the Euclidean distance between Euclidean distance between them represents the difference between the transformed sensor reading and the reality. That is to say, α obtained from the minimization process in Elouedi's method can make the transformed sensor reading as close to the reality as possible, but cannot best reflect the actual reliability coefficient of the sensor. In the proposed method, the dissimilarity measure d PBet is used to calculate plenty of one-sided discounting factors α j . Then the all-sided discounting factor α is calculated by minimizing the Euclidean distance between m α j j (A k ) and m α j (A k ). The Euclidean distance between them represents the difference between the comprehensive effect of all the α j and the effect of α. In other words, the minimization process in the proposed method can make the effect of α as close to the comprehensive effect of all the α j as possible. As far as the training data is concerned, it is the optimal discounting factor which can reflect the actual reliability coefficient of the sensor.
(2) The proposed method is based on the comparison of the original sensor reading with the reality, while Elouedi's method is based on the comparison of the transformed sensor reading with the reality. It is certain that the dissimilarity between the original sensor reading and the reality can reflect the sensor reliability (discounting factor). However, if the original sensor reading is transformed by operations before the comparison, some information will be lost. Then the result may become unreasonable. In our opinion, this is the major reason why Elouedi's method does not work well.
Through the analysis, we know that the proposed method is better than each of the three existing supervised methods.
V. APPLICATIONS AND COMPARISONS
In this section, the proposed method is applied in classification problems. Three examples in [6] are cited to demonstrate its performance. The proposed method is compared with three supervised evaluation methods (Elouedi's method and Guo's two methods) in Example 1 and Example 2. As Elouedi's method for handling the uncertain case is questionable, it is not considered in Example 3.
Example 1: In a target classification problem, the task is to classify the moving vehicles along the lines using three kinds of sensors, i.e., 1) acoustic; 2) seismic; and 3) infrared. There are three types of vehicles, including 1) the Assault Amphibian Vehicle (AAV); 2) the Dragon Wagon (DW); and 3) the High-Mobility Multipurpose Wheeled Vehicle (HM). Therefore, the frame of discernment is = {AAV,DW,HM}. Then, we shall consider the evaluation in the case which just contains one sensor S 1 and one target o 1 . It is known that the truth of the target o 1 is a categorical BBA m 1 shown as:
m 1 is used to denote the sensor reading related to o 1 : Here θ is set as a variable, which takes its values from 0 to 1 with the step size of 0.02. As m 1 varies with θ , the reliability coefficient of the sensor S 1 should be constantly changing. As there is only one target, the result of Guo's simple averaging method is the same as that of Guo's certainty weighted method. We use four different methods (Elouedi's method, Guo's two methods, the proposed method) to calculate how the discounting factor changes over θ , respectively. The comparative behaviors of the four methods are graphically presented in Fig. 1, Fig. 2 and Fig. 3 .
In this example, m 1 gives all the mass of belief to AAV and never changes. When θ = 0, m 1 gives all the mass of belief to DW , the dissimilarity between m 1 and m 1 reaches the maximum value 1. When θ takes its values from 0 to 1 with the step size of 0.02, m 1 gives more and more mass of belief to AAV , the dissimilarity between m 1 and m 1 decreases gradually. When θ = 1, m 1 gives all the mass of belief to AAV and is equivalent to m 1 , the dissimilarity between m 1 and m 1 reaches the minimum value 0. As we know, the discounting factor α has the same variation trend as the dissimilarity between m 1 and m 1 . As can be seen from Figure 1 , the variation trend of the discounting factor α is in contradiction with the analysis, which indicates that the result of Elouedi's method is unreasonable. The variation trends of the discounting factor α in Figure 2 and Figure 3 are the same. Both of them are consistent with the analysis, so the results of Guo's two methods and the proposed method are reasonable in this example.
As is known to all, the maximum variation range of the discounting factor α is [0,1]. In this example, the rangeabilities of the discounting factors obtained from Guo's two methods and the proposed method are the same, all of which reach the maximum variation range [0,1]. So, it is unable to compare the sensibilities of the three methods.
Example 2: The background information in this example is the same as that in Example 1. This time, we shall consider the evaluation in the case which contains one sensor S 1 and four targets (o 1 , o 2 , o 3 and o 4 ) with a certain training set. The realities of the targets are known by us but not by the sensor, which are presented in the first row of Table 1 . The sensor readings about the classes of the targets are expressed by the BBAs in Table 1 . In the BBA related to the target o 2 , θ is set as a variable, which takes its values from 0 to 1 with the step size of 0.02. As the BBA related to the target o 2 varies with θ , the reliability coefficient of the sensor S 1 should be constantly changing. As the certainty factors (equation (19) ) of the four targets are the same, the result of Guo's simple averaging method is the same as that of Guo's certainty weighted method. We use four different methods (Elouedi's method, Guo's two methods, the proposed method) to calculate how the discounting factor changes over θ , respectively. The comparative behaviors of the four methods are graphically presented in Fig. 4, Fig. 5 and Fig. 6 . When θ = 0, m 2 gives all the mass of belief to HM , the dissimilarity between m 2 and m 2 reaches the maximum value 1. When θ takes its values from 0 to 1 with the step size of 0.02, m 2 gives more and more mass of belief to DW , the dissimilarity between m 2 and m 2 decreases gradually. When θ = 1, m 2 gives all the mass of belief to DW and is equivalent to m 2 , the dissimilarity between m 2 and m 2 reaches the minimum value 0. So the discounting factor α should reach the maximum value when θ = 0 and reach the 30598 VOLUME 6, 2018 minimum value when θ = 1. The variation trend of it should decrease gradually when θ takes its value from 0 to 1. As can be seen from Figure 4 , the variation trend of the discounting factor α is in contradiction with the analysis, which indicates that the result of Elouedi's method is unreasonable. The variation trends of the discounting factor α in Figure 5 and Figure 6 are consistent with the analysis. So the results of Guo's two methods and the proposed method are reasonable in this example.
After a deeper level of observation and analysis, we find that the rangeabilities of the discounting factors obtained from Guo's two methods and the proposed method are different. The rangeability obtained from Guo's two methods is [0.3490,0.5990]. The rangeability obtained from the proposed method is [0.2394,0.6858], which is obviously larger than the former one. So the proposed method has a better sensibility in this example.
But we don't think that the proposed method has a better sensibility in all the cases. Based on the comparison of d J and d PBet in [22] , our view is as follows: in most cases, the sensibility of the proposed method is better when the variation range of the discounting factor is large, and this inevitably leads to the worse sensibility in the latter stage when the variation range of the discounting factor is small. The following example confirms this.
Example 3: The background information in this example is the same as that in Example 1. This time, we shall consider the evaluation in the case which contains one sensor S 1 and four targets (o 1 , o 2 , o 3 and o 4 ) with uncertain BBAs about the realities. The BBAs about the realities of the four targets are shown in Table 2 . The sensor readings about the classes of the targets are the same as those in Example 2, which are expressed by the BBAs in Table 1 . As Elouedi's method is aimed at dealing with the case in which the reality is a categorical BBA, it is inapplicable here. As the certainty factors of the four targets are different, the result of Guo's simple averaging method is different from that of Guo's certainty weighted method. We use three different methods (Guo's simple averaging method, Guo's certainty weighted method, the proposed method) to calculate how the discounting factor In this example, the variation trend of the discounting factor α is also positively related to the dissimilarity between m 2 and m 2 .
When θ = 0, m 2 gives all the mass of belief to HM , the dissimilarity between m 2 and m 2 reaches the maximum value. When θ takes its values from 0 to 1 with the step size of 0.02, m 2 gives more and more mass of belief to DW , the dissimilarity between m 2 and m 2 is changeable. As m 2 is an uncertain BBA, the question is when the dissimilarity between m 2 and m 2 will reach the minimum value. It depends on the dissimilarity measure. As different dissimilarity measures are used to quantify the dissimilarity between two BBAs, the results are different. We cannot assert which result is better. As shown in Figure 7 , the results of Guo's two methods reach their minimum values when θ = 0.75 because of d J , while the result of the proposed method reaches the minimum value when θ = 0.5 because of d PBet . Though the minimum values of the results obtained from the three methods are different, the variation trends are similar in general, all of which are consistent with the analysis.
Moreover, we find that the sensibilities of the three methods are consistent with our opinion. When θ takes its values in [0,0.5], the variation ranges of the discounting factors obtained from the three methods are all relatively large. In this interval, the proposed method has a better sensibility than Guo's two methods. When θ takes its values in [0.5,1], the variation ranges of the discounting factors are relatively small. In this interval, the proposed method has a worse sensibility than Guo's two methods.
After a deeper level of observation and analysis, we find that the curves of Guo's two methods have an unreasonable symmetry. Both of them are centered on θ = 0.75. For example, let us consider two cases in Guo's simple averaging method as follows.
When θ = 0.5, m 2 is as follows: m 2 (DW ) = 0.5, m 2 (HM ) = 0.5.
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When θ = 1, m 2 is as follows: m 2 (DW ) = 1. They are two different cases. Each case can be a training set, based on which a discounting factor α can be obtained. In the two cases, the majority of the training data is identical other than m 2 . As we know, when θ = 0.5, m 2 distributes half of the belief to DW and the other half to HM , it contains uncertainty. When θ = 1, m 2 distributes all the belief to DW, it doesn't contain uncertainty. As the discounting factor α is just influenced by m 2 , α obtained from the two cases should be different. However, when θ = 0.5 or θ = 1, we both get α = 0.4331 by using Guo's simple averaging method. This is not an individual phenomenon which just exists in several points on the curve. It forms an unreasonable symmetry. The unreasonable symmetry not only happens to Guo's simple averaging method, but also happens to Guo's certainty weighted method. From this point of view, the results of Guo's two methods are unreasonable. In our view, the unreasonable symmetry of Guo's two methods is inherited from d J .
VI. CONCLUSION
In this paper, a new method for evaluating the reliability coefficient of a sensor was proposed within the framework of evidence theory. The calculation of the reliability coefficient is completely based on the training data.
We indicated that the proposed method outperforms other three methods, including Elouedi's method and Guo's two methods. As the proposed method employs the distance between PSD betting commitments, it inherits the desirable properties of the distance. Moreover, the optimization approach is used, which is more reasonable than that used in Elouedi's method. Compared with the simple averaging approach or the certainty weighted approach used in Guo's methods, the optimization approach is better for receiving an optimal result. In order to demonstrate the performance of the proposed method, we compared it with the three existing evaluation methods in numerical examples. The results demonstrate that it is a better method for evaluating the reliability coefficient of a sensor.
The method can easily be applicable to other fields of prediction in contexts of supervised learning. In the future research, we will focus on the combination of the supervised evaluation method and the unsupervised evaluation method, hoping to establish a comprehensive method which can deal with the evaluation tasks in most cases. 
