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RATIONAL SINGULARITIES
SA´NDOR J KOVA´CS
Abstract. A resolution-free definition of rational singularities is introduced, and it is
proved that for a variety admitting a resolution of singularities, this is equivalent to the
usual definition. It is also demonstrated that rational singularities are equivalent to pseudo-
rational singularities. As applications, several open questions about the higher direct im-
ages of structure sheaves and dualizing sheaves are answered and it is proved that Cohen-
Macaulay klt singularities are rational in arbitrary characteristic.
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Preparations
1. INTRODUCTION
At the 1958 ICM Grothendieck ended his address by listing a few important unsolved
questions.
The first one [Gro60, Problem A, p.115], was the extension of Kodaira vanishing to arbitrary
characteristic. Although it turned out that this fails [Ray78], Grothendieck’s judgement on
the fundamental importance of Kodaira vanishing turned out to be correct. In particular,
Kodaira-type vanishing theorems have proved to be extremely useful in birational geometry.
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2A relative variant, in characteristic 0 of course, is the Grauert-Riemenschneider vanishing
theorem [GR70] which states that for a projective birational morphism f : X → Y where X
is a smooth projective variety over C the higher direct images of the dualizing sheaf vanish:
(⋆) Rif∗ωX = 0 for i > 0.
Essentially as a consequence of the failure of Kodaira vanishing in positive characteristic,
Grauert-Riemenschneider vanishing fails as well cf. [HK15]. However, as we will soon see, a
modified version actually holds in arbitrary characteristic.
The second problem on Grothendieck’s list [Gro60, Problem B, p.116] regards the vanishing
of higher direct images of the structure sheaf for proper birational morphisms: Let f : X → Y
be a proper birational morphism of non-singular varieties. Is it true that then the following
holds:
(⋆⋆) Rif∗OX = 0 for i > 0 ?
In characteristic 0 this was confirmed affirmatively by Hironaka [Hir64] [Gro71]. It is relatively
easy to see that if Y is regular, then for any proper birational morphism f : X → Y from a
normal variety X , f∗ωX ≃ ωY cf. Lemma 7.7, and hence (⋆⋆), i.e., Grothendieck’s Problem
B, (in characteristic 0) also follows from a combination of Grothendieck duality and Grauert-
Riemenschneider vanishing [GR70]. Of course, the latter was proved a few years after [Hir64]
and in fact [GR70] uses the results of [Hir64], so this is not an independent proof.
There was no discernible advance on this problem in positive characteristic until recently
Chatzistamatiou and Ru¨ling proved that (⋆) and (⋆⋆) hold in the following cases:
(a) X , Y are smooth over a field k and f : X → Y is a proper birational morphism [CR11];
(b) X and Y are excellent regular schemes and f : X → Y is a projective birational
morphism [CR15].
They also posed the following questions:
1.1. Questions (Chatzistamatiou and Ru¨ling [CR15, p.2133]).
(i) Does (b) remain true for proper (instead of only for projective) birational morphisms?
(ii) Is it true that the more general result [CR11, Theorem 1], proven for schemes which are
smooth over a perfect field, holds for excellent regular schemes?
(iii) What kind of singularities can we allow on Y in order that (⋆⋆) remains true?
Regarding (iii) one might speculate that Chatzistamatiou and Ru¨ling intended to ask the
following, arguably more interesting, question:
(iv) What kind of singularities can we allow on Y in order that (⋆) and (⋆⋆) remain true?
Remark 1.1.1. As stated in [CR15] it seems inherent in questions (iii) and (iv) that X is
assumed to be regular. It turns out that in order to give a complete answer, X only needs
to be Cohen-Macaulay. Considering the existence of Macaulayfication Definition 4.2 [Fal78,
Kaw00] this seems a reasonable assumption. In fact, one may think of Macaulayfication as a
weak replacement for resolution of singularities. Notice further that it is not reasonable to ask
(⋆) or (⋆⋆) without some restriction on the singularities of X : If X is not Cohen-Macaulay,
then the natural form of (⋆) is to ask whether
(⋆′) Rif∗ω
q
X = 0 for i > 0.
3In case X is Cohen-Macaulay (⋆′) is equivalent to (⋆) and otherwise, arguably, ω
q
X is the
more natural object than ωX is. Furthemore, Cutkosky [Cut90, p.174] gave an example of
a proper birational morphism φ : Z → C3 with Z normal for which (⋆⋆) fails. So, even
in characteristic 0, one cannot expect (⋆⋆) to hold for arbitrary (normal) X even with Y
assumed to be regular.
Due to these considerations we will assume that X is Cohen-Macaulay in these questions.
With these clarifications the questions (i), (ii), and (iv) are settled here entirely. Obviously,
any singularity that fits (iv) also fits (iii), but it is possible that there are some singularities
that one may allow on Y for which (⋆⋆) remains true, but (⋆) does not. This question is left to
be answered at another time. However, it is clear that a normal Y with that property would
not be Cohen-Macaulay by Corollary 8.2. Assuming that X and Y are Cohen-Macaulay the
exact class of singularities satisfying (iii) and (iv) is determined here.
Nowadays, at least in characteristic 0, we look at (⋆⋆) and immediately think of the
notion of rational singularities. For the reason of temporarily distinguishing between even-
tually equivalent notions the variant defined using a resolution of singularities will be called
resolution-rational singularities (cf. Definition 9.3). Still in characteristic 0, Kempf’s criterion
[KKMSD73, p. 50] says that a normal scheme Y has resolution-rational singularities if and
only if it is Cohen-Macaulay and for a resolution of singularities f : X → Y , f∗ωX ≃ ωY . The
Grauert-Riemenschneider vanishing theorem is essential for the usual proof of this criterion,
so a positive characteristic analogue requires an entirely new approach.
Resolution-rational singularities are arguably one of the most mild and useful class of
singularities one can imagine. Their only defect in positive characteristic is that they are
defined through resolution of singularities. To remedy the situation, Lipman and Teissier
introduced the notion of pseudo-rational singularities [LT81]:
Definition 1.2. [LT81] A scheme Y is said to have pseudo-rational singularities if
(i) Y is an excellent normal Cohen-Macaulay scheme that admits a dualizing complex, and
(ii) for every normal scheme X , every f : X → Y projective birational morphism is a
pseudo-rational modification, i.e., ςf : f∗ωX
≃
// ωY is an isomorphism.
It is easy to see that in characteristic 0 the notions of resolution-rational and pseudo-
rational singularities coincide by Kempf’s criterion. In this paper, we will use the following
definition of rational singularities:
Definition 1.3. A scheme Y is said to have rational singularities, if
(i) Y is an excellent normal Cohen-Macaulay scheme that admits a dualizing complex, and
(ii) for every excellent Cohen-Macaulay scheme X , and every f : X → Y locally projective
birational morphism, the natural morphism ξ : OY
≃
// Rf∗OX is an isomorphism.
The main result of this paper is a Kempf-type criterion in arbitrary characteristics.
Theorem 1.4 cf. Theorem 8.6. Let X and Y be excellent Cohen-Macaulay schemes and f : X → Y
a locally projective birational morphism. If Y has pseudo-rational singularities, then
OY ≃ f∗OX , f∗ωX ≃ ωY , and R
if∗OX = 0 and R
if∗ωX = 0 for i > 0.
As a corollary to Theorem 1.4 it will be demonstrated that the above three singularity classes
are very closely related. In fact, we have the following implications (cf. (9.14.1)):
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Another characteristic 0 application of Grauert-Riemenschneider vanishing is a characteri-
zation of rational singularities proved in [Kov00]. As with many other characteristic 0 results
already mentioned this one also fails in positive characteristic as shown in [Bha12]. However,
it turns out that if one restricts to projective birational morphisms and to Cohen-Macaulay
varieties, then the characterization remains valid in general:
Theorem 1.5 = Theorem 8.7 (Birational derived splinters.). Let X and Y be excellent Cohen-
Macaulay schemes that admit dualizing complexes and f : X → Y a locally projective bira-
tional morphism. Let η : OY → Rf∗OX denote the natural morphism and assume that there
exists a morphism π : Rf∗OX → OY such that π ◦ η is an isomorphism. Then
OY ≃ f∗OX , f∗ωX ≃ ωY , and R
if∗OX = 0 and R
if∗ωX = 0 for i > 0.
These results help us answer the questions raised in 1.1 (for the definition of properly bira-
tional see Definition 8.8):
Theorem 1.6 = Theorem 9.15. Let S be an arbitrary scheme and X and Y two S-schemes
with structure morphisms φ : X → S and ψ : Y → S. Assume that X and Y are noetherian,
have pseudo-rational singularities, and are properly birational over S. Then
Rφ∗OX ≃ Rψ∗OY and Rφ∗ωX ≃ Rψ∗ωY .
This leads to an affirmative answer to 1.1(ii) as a direct corollary:
Theorem 1.7 = Corollary 9.16. Let S be an arbitrary scheme and X and Y regular noetherian
S-schemes with structure morphisms φ : X → S and ψ : Y → S. Assume that X and Y are
properly birational over S. Then
Rφ∗OY ≃ Rψ∗OX and Rφ∗ωY ≃ Rψ∗ωX .
In particular, for all i there are isomorphisms of OS-modules:
Riφ∗OY ≃ R
iψ∗OX and R
iφ∗ωY ≃ R
iψ∗ωX .
We also obtain that if both X and Y have pseudo-rational singularities, then the statement
of Theorem 1.4 holds for proper birational morphisms:
Theorem 1.8 = Corollary 9.19. Let f : X → Y be a proper birational morphism and assume
that X and Y have pseudo-rational singularities. Then
OY ≃ f∗OX , f∗ωX ≃ ωY , and R
if∗OX = 0 and R
if∗ωX = 0 for i > 0.
This in turn gives an affirmative answer to 1.1(i) as well:
Corollary 1.9 = Corollary 9.20. Let f : X → Y be a proper morphism between excellent regular
schemes. Then
OY ≃ f∗OX , f∗ωX ≃ ωY , and R
if∗OX = 0 and R
if∗ωX = 0 for i > 0.
5Theorem 1.7 and Corollary 1.9 will be proven using Theorem 1.4 and only assuming that X
and Y have pseudo-rational singularities. Consequently, one might say the following to
answer the questions 1.1(iii) and 1.1(iv):
1.10. Answer to 1.1(iii). The largest class of Cohen-Macaulay singularities that one may
allow on Y so that f : X → Y satisfies (⋆⋆) also satisfies (⋆) by Corollary 8.2. Therefore this
is the same class that question (iv) is asking for.
1.11. Answer to 1.1(iv). The largest class of normal singularities that one may allow on
Y so that f : X → Y satisfies (⋆) and (⋆⋆) is the class of pseudo-rational singularities.
Proof. By Theorem 1.4 pseudo-rational singularities satisfy both (⋆) and (⋆⋆). On the other
hand, the singularities satisfying both (⋆) and (⋆⋆) are Cohen-Macaulay by Corollary 8.2
and then they are rational by Theorem 1.5, which is equivalent to being pseudo-rational by
Corollary 9.14(ii). 
Next, we demonstrate the power of the above theorems via several applications. First we
obtain a direct consequence of Smith’s theorem [Smi97, Thm. 3.1] on F -rational singularities:
Corollary 1.12. Let (X, x) be an excellent local scheme of characteristic p. If X is F -rational,
then it has rational singularities.
A celebrated theorem of Elkik [Elk81] states that in characteristic 0 klt singularities
(cf. Definition 10.1) are rational. This, again, is false in positive characteristic, as shown
in [Kov17] (see that article for further discussion and references). However, it turns out that
adding the Cohen-Macaulay condition makes the statement true in general as demonstrated
by the following.
Theorem 1.13 cf. Corollary 10.8. Let W be a Cohen-Macaulay klt scheme. Then W has ratio-
nal singularities.
Note that Hacon and Witaszek [HW17] recently proved that for large characteristics and
assuming that dimW = 3 this already holds without the Cohen-Macaulay assumption.
However, for such a result assuming some lower bound on the characteristic is necessary by
[Kov17, Ber17, Tot17, Yas17].
Another application is to counting rational points on varieties defined over a finite field.
We obtain the following straightforward generalization of [CR15, Thm 1.3]:
Theorem 1.14. Let X and Y be excellent Cohen-Macaulay schemes such that Y has pseudo-
rational singularities, f : X → Y a projective birational morphism, s : SpecFq → Y a
morphism, and Xs = X ×Y SpecFq. Then |Xs(Fq)| ≡ 1 mod q.
Proof. The proof of [CR15, Thm. 1.3] works verbatim once the reference to [CR15, Thm 1.1]
is replaced by referring to Theorem 1.4. 
Acknowledgment. I am grateful to Bhargav Bhatt, Ja´nos Kolla´r, Linquan Ma, Karl
Schwede, and Hiromu Tanaka for useful comments and discussions.
2. OVERVIEW
2.A. The strategy of the proof
Since the proof of the main result is somewhat complicated we include an overview of the
main argument.
6Let f : X → Y be a projective birational morphism of excellent Cohen-Macaulay schemes
of dimension d and assume that Y has pseudo-rational singularities (cf. Definition 9.6). Our
goal is to prove that then the trace morphism t : Rf∗ω
q
X → ω
q
Y is an isomorphism. Given
that X and Y are Cohen-Macaulay, this easily implies the other statements in the main
result, Theorem 1.4.
The essential implication of Y having pseudo-rational singularities is that t is an isomor-
phism on the −dth cohomology: f∗ωX ≃ ωY , and hence induces a morphism in the reverse
direction: s : ω
q
Y ≃ ωY [d] ≃ f∗ωX [d] → Rf∗ωX [d] ≃ Rf∗ω
q
X . It is relatively easy to see that
s is a right inverse to t, that is, that t ◦ s is an automorphism of ω
q
Y . However, here we
prove the perhaps somewhat more unexpected property that s is a left inverse to t, that is,
that s ◦ t is an automorphism of Rf∗ω
q
X . This is a direct consequence of Theorem 7.14 and
immediately implies that then both t and s are isomorphisms.
The proof of Theorem 7.14 is rather technical. For this reason, a synopsis of its proof is
included right before the theorem.
2.B. The organization of the paper
The paper is divided into three parts. The first part provides a number of ancillary results:
In Section 3 we recall several important definitions, notation, and facts. Section 4 contains a
simple generalization of [Kaw00, Theorem 1.1]. The results of Section 5 are likely well-known
to experts, but they are not easily available in the generality needed, so they are proved
here.
The second part is the technical core of the paper. Section 6 contains an important prelim-
inary result; establishing some properties of the exceptional inverse image of some sheaves.
Section 7 contains the proof of the main technical result Theorem 7.14.
The third part is devoted to applications of Theorem 7.14. In Section 8 the main result,
Theorem 1.4 is proved. The resolution-free definition of rational singularities is studied in
Section 9 and the relations outlined in (1.4.1) among the three classes of singularities discussed
above are established. Theorem 1.13, i.e., that Cohen-Macaulay klt singularities are rational
is proved in Section 10 and a few simple applications for existence of rational points is shown
in Section 11.
3. FUNCTORS, COMPLEXES, WAMPETERS, AND GRANFALLOONS
3.1. Schemes and morphisms. All schemes in this paper are assumed to be excellent of
finite (Krull) dimension and all morphisms to be quasi-compact. Note that excellent schemes
are Nagata by [StacksProject, Tag 07QV] and hence locally noetherian and universally Japan-
ese by [StacksProject, Tag 033Z]. In particular, the normalization morphism of an excellent
scheme is finite, and hence projective.
Throughout the present article, for a morphism of schemes, the image and pre-image of
subschemes are meant scheme theoretically.
We will utilize the next principle frequently:
3.2. Localization principle. Consider a statement regarding several locally noetherian
schemes and assume that one of the schemes, say Z, admits a finite type morphism from all
the others. If the statement in question is local on Z, then for the purposes of the proof of
7that statement one may assume that Z is noetherian and then since all the other schemes
admit a finite type morphism to Z, one may further assume that they are also all noetherian.
3.3. Projectivity. There are (at least) two frequently used variants of the notion of a
projective morphism, see for instance [EGA, II (5.5.1)] and [Har77, p.103]. These are equivalent
if the base of the morphism admits an ample invertible sheaf, e.g., if it is affine [StacksProject,
Tag 087S]. A weaker notion, a locally projective morphism, means the obvious; that the
morphism is locally projective (on the base) [StacksProject, Tag 01W8,Tag 01WB]. By the
previous observation, it does not matter which notion of projectivity one uses to define
when a morphism is locally projective. It is however indeed a strictly weaker notion than
being projective, Hironaka’s famous example of a proper, but not projective threefold [Har77,
Appendix B.3.4.1] mapping to a projective threefold gives an example of a locally projective
but not projective morphism.
3.4. Singularities. We will define many different kinds of singularities, but regard the
notions of regular, Cohen-Macaulay, and Gorenstein schemes known. For their definition the
reader is referred to [StacksProject, Tag 02IR,Tag 02IN,Tag 0AWV].
3.5. Birational equivalence. A morphism of schemes φ : Z →W is called a birational
equivalence, or simply birational, if there exist (scheme theoretically) dense open subsets
U ⊆ Z and V ⊆W such that φ|U
induces an isomorphism between U and V . Notice that here
we are not assuming that either Z or W are irreducible or even equidimensional. However,
the definition implies that there is a one-to-one correspondence between the irreducible
components of Z andW respectively such that each pair of irreducible schemes are birational.
3.6. Dominating components. Let Z andW be two S-schemes and consider their fibered
product over S. An irreducible component T of Z ×S W is called dominating with respect
to W if T (scheme theoretically) dominates an irreducible component of W via the natural
projection to W .
3.7. Dualizing complexes and canonical sheaves. Let Z be a scheme of dimension
m that admits a dualizing complex. (For when noetherian rings admit a dualizing complex
see [Kaw02, 1.4]). Throughout the paper a dualizing complex will always mean a normalized
dualizing complex in the sense of [R&D, V.6] and will be denoted by ω
q
Z . The canonical sheaf
of Z is defined as the −mth cohomology sheaf of the dualizing complex:
ωZ := h
−m(ω
q
Z).
If Z is Cohen-Macaulay, then this is the only non-zero cohomology sheaf and hence
ω
q
Z ≃ ωZ [m].
In this case the canonical sheaf is also called the dualizing sheaf.
Note that if Z is not of pure dimension, then the support of ωZ is not the entire Z, but
only the union of the m-dimensional irreducible components. Further note that hi(ω
q
Z) = 0
for i < −m in general, but if Z is not Cohen-Macaulay, then there exist (possibly several)
i > −m such that hi(ω
q
Z) 6= 0.
If φ : Z → W is a morphism, then it is easy to see (for example using a Grothendieck
spectral sequence argument) that
(3.7.1) h−m(Rφ∗ω
q
Z) = R
−mφ∗ω
q
Z ≃ φ∗ωZ
8and hence there exists a natural morphism
(3.7.2) Jφ : φ∗ωZ [m]→ Rφ∗ω
q
Z .
The trace natural transformation associated to φ will be denoted by
(3.7.3) trφ : Rφ∗φ
! → id .
If φ is dominant and W is also of dimension m, then we will also use the notation
(3.7.4) ςφ := h
−m (trφ(ω
q
W ) ◦ Jφ) : φ∗ωZ
// ωW .
Note that if φ is birational, then ςφ is automatically injective because ωZ is always torsion-free
as shown next.
Lemma 3.7.5. Let Z be an excellent scheme that admits a dualizing complex. Then ωZ is
torsion-free and S2 on Z. If in addition Z is normal, then ωZ is a reflexive OZ-module.
Proof. The statement is local, so we may assume that Z is a noetherian affine local scheme.
Then, since it admits a dualizing complex, it can be embedded into a finite dimensional
Gorenstein affine local scheme W as a closed subscheme by [Kaw02, Cor. 1.4].
Being Gorenstein and local, W must be pure dimensional. Let r = codim(Z,W ). Then
by [Mat80, (16.B) Theorem 31(i)] there exists a length r regular sequence in the ideal of Z
in W and let W ′ be the common zero locus cf. Lemma 5.2. Then W ′ is also Gorenstein,
Z ⊆ W ′ is a closed subscheme and dimZ = dimW ′. It follows that ω
q
W ′ ≃ ωW ′[m], where
ωW ′ is a line bundle on W
′. By Grothendieck duality ω
q
Z ≃ RHomW ′(OZ , ω
q
W ′), and since
dimZ = dimW ′, ωZ ≃ HomW ′(OZ , ωW ′) hence it is indeed torsion-free on Z.
By [StacksProject, Tag 0AWE] ωZ is S2. In particular, if Z is normal, then it is reflexive by
[StacksProject, Tag 0AVB]. 
3.8. Composition of morphisms and the exceptional inverse image.
Let φ : Z → W and ψ : W → T be two finite type morphisms for which the exceptional
inverse image functor is defined. In order to keep track of the compatibility of the various
trace functors we need the δ-functorial isomorphism [Con00, (3.3.14)]:
cφ,ψ : (ψ ◦ φ)
! ≃ // φ! ◦ ψ!.
In particular, this gives the isomorphisms
χ
q
φ,ψ = cφ,ψ(ω
q
T ) : ω
q
Z
≃
// ω
q
Z , and χφ,ψ = h
− dimZ(χ
q
φ,ψ) : ωZ
≃
// ωZ .
3.9. A Grothendieck spectral sequence. Let f : Z → W be a projective surjective
morphism of schemes and assume that Z admits a dualizing complex. Let Coh(Z) and
Coh(W ) denote the categories of coherent sheaves on Z and W respectively. Further let
F = HomZ( , ω
q
Z) : Coh(Z)
op // Coh(Z)
F ✤ // HomZ(F , ω
q
Z)
and
G = (f ∗)op : Coh(W )op // Coh(Z)op
G ✤ // f ∗G
9Assume that every object in Coh(Z), respectively in Coh(W ), is the quotient of a locally
free OZ-module, respectively OW -module, of finite rank. These hold for example if W is
affine (since Z is projective over W ). Notice that this assumption implies that the right
derived functors of F and G can be computed using finite rank locally free resolutions of
objects of Coh(Z) and Coh(W ) respectively. Furthermore, G takes locally free OW -modules
of finite rank to locally free OZ-modules of finite rank and hence by the general Grothendieck
spectral sequence theorem [R&D, I.5.4] there exists a convergent spectral sequence for any
F ∈ ObCoh(W )op = ObCoh(W ):
Epq2 = (R
pF)(RqG)(F ) +3 Rp+q(FG)(F ).
In other words, there exists a convergent spectral sequence for any F ∈ ObCoh(W ):
(3.9.1) Epq2 = Ext
p
Z(L
−qf ∗F , ω
q
Z)
+3 hp+q(RHomZ(Lf
∗F , ω
q
Z)).
where
Lf ∗ : D−coh(W )
// D−coh(Z)
op
RHomZ( , ω
q
Z) : D
−
coh(Z)
op // D(Z).
4. PROJECTIVE MACAULAYFICATION
In this section we will recall Chow’s lemma and Kawasaki’s theorem [Kaw00] and state a
combined corollary. This result, a projective Macaulayfication will be important later. First,
recall the two mentioned results:
Theorem 4.1 (Chow’s Lemma) [StacksProject, Tag 02O2]. Let S be a Noetherian scheme and
σ : W → S a proper morphism. Then there exists a projective birational morphism π : Z →W
such that σ ◦ π is also projective.
Before we state Kawasaki’s theorem let us introduce the notion of Macaulayfication, a
weak form of partial resolution of singularities, originally studied by Faltings.
Definition 4.2 [Fal78, Kaw00]. Let W be a Noetherian scheme. A birational proper morphism
Z → W is said to be a Macaulayfication of W if Z is a Cohen-Macaulay scheme.
Theorem 4.3 [Kaw00, Theorem 1.1]. Let A be a Noetherian ring that admits a dualizing com-
plex and W a separated finite type scheme over SpecA. Then W has a Macaulayfication.
Remark 4.4. Kawasaki’s proof actually produces the Macaulayfication as a composition of
blow-ups and hence the morphism is projective [StacksProject, Tags 02NS, 01OF].
Combining these two results we obtain the promised projective Macaulayfication:
Corollary 4.5. Let S be a Noetherian affine scheme that admits a dualizing complex and
σ : W → S a proper morphism. Then there exists a projective birational morphism π : Z →W
such that Z is Cohen-Macaulay and σ ◦ π is also projective.
Proof. First apply Theorem 4.1 to obtain a projective birational morphism ϑ : T →W such
that σ ◦ ϑ is also projective. Next apply Theorem 4.3 to obtain ζ : Z → T which is a
Macaulayfication of T . In particular, Z is Cohen-Macaulay and ζ is birational. As pointed
out in Remark 4.4 the proof of [Kaw00, Theorem 1.1] implies that ζ is projective and hence
π = ϑ ◦ ζ satisfies the requirements. 
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5. LOCAL COMPLETE INTERSECTION SUBSCHEMES IN COHEN-MACAULAY SCHEMES
Let us start with a well-known statement:
Lemma 5.1. Let ̺ : F → V be a projective space bundle. Then the natural morphisms
OV → R̺∗OF , and R̺∗ω
q
F → ω
q
V are isomorphisms.
Proof. The statement is local on V , so we may assume that F ≃ PmV in which case the
statement is straightforward. 
Local complete intersection subschemes have lots of nice properties and although many
interesting schemes are not local complete intersections, subschemes of Cohen-Macaulay local
schemes can be approximated by local complete intersections:
Lemma 5.2. Let Z be a Cohen-Macaulay local scheme and D ⊆ Z a closed equidimensional
subscheme. Then there exists a subscheme D ⊆ Z such that
(i) D is a local complete intersection in Z, in particular it is Cohen-Macaulay,
(ii) D ⊆ D, dimD = dimD, and suppD consists of a union of some of the irreducible
components of suppD.
Proof. Since Z is a local scheme, there exists a Cohen-Macaulay local ring R such that
Z = SpecR. Let I = ID ⊆ R. Then grade I = ht I = r by [Mat80, (16.B) Thm. 31(i)], or in
other words there exists an R-regular sequence f1, . . . , fr ∈ I. Let
D := Spec(R/(f1, . . . , fr)) = Z(f1, . . . , fr) ⊆ Z.
This clearly satisfies the required conditions. 
Definition 5.3. Let Z be a Cohen-Macaulay scheme and D ⊆ Z an equidimensional sub-
scheme. Then any Cohen-Macaulay subscheme D ⊆ Z satisfying conditions (i) and (ii) of
Lemma 5.2 will be called an lci envelope of D. An lci envelope that is minimal among lci en-
velopes of D is called a minimal lci envelope. Neither lci envelopes nor minimal lci envelopes
are unique in general.
Corollary 5.4. Let Z be a Cohen-Macaulay scheme and D ⊆ Z a closed equidimensional
subscheme. Then for any z ∈ Z there exist an open affine neighborhood z ∈ U ⊆ Z such
that D ∩ U admits an lci envelope in U .
Proof. Let z ∈ Z and consider the local scheme Zz := SpecOZ,z and its closed equidimen-
sional subscheme Dz := SpecOD,z. By Lemma 5.2 Dz admits an lci envelope in Zz. As
in the proof of Lemma 5.2 consider the elements f1, . . . , fr ∈ IDz ⊆ OZ,z. Then there ex-
ists a connected open affine subscheme U ⊆ Z containing the point z and local sections
f1, . . . , f r ∈ ID(U) ⊆ OZ(U) such that the germ of f i at z is fi for every i = 1, . . . , r and
that for any z′ ∈ U the germs of f 1, . . . , f r at z
′ form a regular sequence in OZ,z′. This
implies that D := Spec(OZ(U)/(f 1, . . . , f r)) is an lci envelope of D ∩ U in U . 
The following proposition collects a few simple, but important statements about blowing
up Cohen-Macaulay schemes along a local complete intersection subscheme. These are all
well-known for blowing up smooth subvarieties of smooth varieties and the standard proofs
easily extend to the Cohen-Macaulay case. It is probably well-known to experts in this form
as well, but a proof is included because of the absence of an adequate reference.
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Proposition 5.5. Let W be a Cohen-Macaulay scheme and I ⊆ OW an ideal sheaf locally
generated by a regular sequence and V ⊆W the closed local complete intersection subscheme
defined by I . Let π : T = BlIW → W be the blowing up of W in the ideal sheaf I and
F ⊆ T the closed subscheme defined by the ideal sheaf J := π−1I · OT . Then
(i) V , F , and T are also Cohen-Macaulay.
(ii) I
/
I 2 is locally free, and for any d ∈ N, Sym
d
(
I
/
I 2
)
≃ I
d
/
I d+1
(iii) ̺ := π|F
: F → V is isomorphic to the projective space bundle P
(
I
/
I 2
)
→ V
associated to the locally free sheaf I
/
I 2.
(iv) Let OF (1) denote the tautological invertible sheaf on P
(
I
/
I 2
)
. Then for any d ∈ N,
J d
/
J d+1 ≃ OF (d). In particular, R
iπ∗
(
J d
/
J d+1
)
= 0 for i > 0.
(v) OV ≃ R̺∗OF and R̺∗ω
q
F ≃ ω
q
V via the obvious natural morphisms.
(vi) OW ≃ Rπ∗OT and Rπ∗ω
q
T ≃ ω
q
W via the obvious natural morphisms.
Proof. First note that (ii) follows directly from [Mat80, p.110]. Then using that by definition
T = Proj
(⊕
I d
)
, we have that
F = Proj
(⊕
(I d ⊗OV )
)
≃ Proj
(⊕
I d
/
I d+1
)
≃ P
(
I
/
I 2
)
,
which proves (iii). Observe that (v) follows from (iii) and Lemma 5.1 (it is also partially
covered by (iv)).
Next, observe that V is Cohen-Macaulay, since it is a local complete intersection in a
Cohen-Macaulay scheme and hence F is also Cohen-Macaulay by (iii).
By the basic properties of blowing up J is an invertible sheaf, isomorphic to the tauto-
logical sheaf OT (1), and hence F is a Cartier divisor in T . It follows that then T is also
Cohen-Macaulay and this proves (i). It also follows that J d ≃ OT (d) restricted to F is
isomorphic OF (d) and this proves (iv). Finally, (vi) follows from Proposition 5.6. 
Proposition 5.6. Let W be a scheme and V ⊆ W a subscheme with ideal sheaf I ⊆ OW ,
π : T → W a proper birational morphism, and F = π−1V ⊆ T the scheme theoretic pre-
image of V on T with ideal sheaf J ⊆ OT . Assume that π|T\F : T \ F → W \ V is an
isomorphism, that OV ≃ Rπ∗OF via the obvious natural morphism, and that for any n ∈ N
and i > 0, Riπ∗
(
J n
/
J n+1
)
= 0. Then OW ≃ Rπ∗OT , and Rπ∗ω
q
T ≃ ω
q
W via the obvious
natural morphisms.
Proof. We first prove that OW ≃ Rπ∗OT using the theorem on formal functions. For an
n ∈ N, let Tn := T × Spec OW
/
I n be the scheme supported on F with structure sheaf
OT
/
J n. In particular, T1 = F . Consider the short exact sequence
0 // J
n
/
J n+1
// OTn+1 // OTn // 0
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and observe that the associated long exact cohomology sequence along with the assump-
tion that Riπ∗
(
J n
/
J n+1
)
= 0 for i > 0 implies that π∗OTn+1 → π∗OTn is surjective
and Riπ∗OTn+1 → R
iπ∗OTn is an isomorphism for i > 0. However, again by assump-
tion π∗OT1 ≃ OV and R
iπ∗OT1 = 0 for i > 0, which implies that π∗OTn ≃ OW
/
I n and
Riπ∗OTn = 0 for i > 0 for any n ∈ N. Therefore (π∗OT )
∧ ≃ O∧W and
(
Riπ∗OT
)∧
= 0 for
i > 0 by the theorem on formal functions [StacksProject, Tag 02OC] where ( )∧ denotes
completion with respect to I . Since Riπ∗OT is supported on V = supp OW
/
I , this implies
that Riπ∗OT ≃
(
Riπ∗OT
)∧
= 0 for i > 0. Finally, let Q be defined by the following short
exact sequence:
0 // OW // π∗OT // Q // 0.
Then Q is also supported on V and then by the above Q ≃ Q∧ = 0. Therefore OW ≃ π∗OT
and hence OW ≃ Rπ∗OT . Now, a simple application of Grothendieck duality implies the
second statement:
Rπ∗ω
q
T ≃ Rπ∗RHomT (OT , ω
q
T ) ≃ RHomW (Rπ∗OT , ω
q
W ) ≃ RHomW (OW , ω
q
W ) ≃ ω
q
W . 
Non est regia ad Geometriam via
6. COMPUTING THE EXCEPTIONAL INVERSE IMAGE
Here we prove one of the key technical results of this paper. The general form of the result,
Theorem 6.3 is somewhat complicated, so first we motivate it by a weaker version which has
a relatively straightforward proof. Let us start with a lemma used in both versions.
Lemma 6.1. Let W and Z be excellent schemes that admit dualizing complexes, f : Z → W
a proper surjective morphism, and F ⊆ W a closed equidimensional subscheme. Then
f !OF ≃ RHomZ(Lf
∗ω
q
F , ω
q
Z).
Proof. We will compute f !OF using the description of the functor f ! via the residual/dualizing
complexes [Con00, (3.3.6)] (cf.[R&D, 3.4(a)]): f ! = RHomZ(Lf
∗RHomW ( , ω
q
W ), ω
q
Z). This
implies that f !OF = RHomZ(Lf ∗ RHomW (OF , ω
q
W )︸ ︷︷ ︸
≃ω
q
F
, ω
q
Z) ≃ RHomZ(Lf
∗ω
q
F , ω
q
Z). 
Theorem 6.2. Let W and Z be pure dimensional excellent schemes that admit dualizing com-
plexes, f : Z → W a proper surjective morphism, and assume that W is Gorenstein. Let
F ⊆W be an effective reduced Cartier divisor and L a line bundle on F . Then
(i) hj(f !L ) is supported on M = f−1F ⊆ Z for every j,
(ii) hj(f !L ) = 0 for j < 0, and
(iii) h0
(
f !L
)
is a torsion-free OM-module.
In particular, for any dense open embedding ι : V →֒M
(iv) h0(f !L ) →֒ ι∗
(
h0(f !L )|V
)
is injective.
Proof. The statement is local on F and W and hence we may assume that L ≃ OF and
that W is affine and noetherian.
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Since F is a Cartier divisor in a Gorenstein scheme W , ωF ≃ h
− dimF (ω
q
F ) has a natural
resolution by locally free sheaves on W :
0 // ωW // ωW (F ) // ωF // 0,
and hence we have a distinguished triangle on Z:
f ∗ωW
ι
// f ∗ωW (F ) // Lf
∗ω
q
F [−d+ 1]
+1
//
and since f ∗ωW is a line bundle, ι is an embedding. Therefore
Lf ∗ω
q
F ≃ f
∗ωF [d− 1],
and hence by Lemma 6.1
f !OF ≃ RHomZ(f
∗ωF , ω
q
Z)[d− 1] ≃ RHomM(f
∗ωF , ω
q
M)[d− 1],
where the second isomorphism follows from Grothendieck duality applied to the closed em-
bedding M →֒ Z and the fact that f ∗ωF is supported on M . This clearly implies (i) and (ii).
Taking cohomology shows that
h0(f !OF ) ≃ HomZ(f
∗ωF , ωM) ≃ ωM ⊗ f
∗ω−1F ,
so (iii) also follows and in turn implies (iv). 
The following is the general form of Theorem 6.2 that we will need later, without assuming
that W is Gorenstein or that F is a Cartier divisor.
Theorem 6.3. Let W and Z be excellent schemes that admit dualizing complexes, f : Z →W
a locally projective surjective morphism, F ⊆ W a closed Cohen-Macaulay subscheme of pure
dimension dF , and M = f
−1F ⊆ Z. For any sheaf F on Z let Fz denote its stalk at z ∈ Z
and let dM,z = dimOM,z. Finally, let L be a line bundle on F . Then
(i) hj(f !L ) is supported on M for every j.
(ii) hj(f !L )z = 0 for j < dF − dM,z and z ∈M , and
(iii) hdF−dM,z
(
f !L
)
z
is a torsion-free OM,z-module.
In particular, for any open embedding ι : V →֒M and z ∈ V ,
(iv) hdF−dM,z(f !L )z →֒
(
ι∗
(
hdF−dM,z(f !L )|V
))
z
is injective.
Proof. The statement is local on F and W and hence we may assume that L ≃ OF and
that W is affine and noetherian. Let E
q ≃qis
// ωF ≃ ω
q
F [−dF ] be a coherent, free resolution
of ωF on W , i.e., E i are free OW -modules of finite rank (recall that W is now assumed to be
affine and noetherian) and hence Lf ∗ω
q
F ≃ f
∗E
q
[dF ]. Observe that since ω
q
F is supported on
F , f ∗E
q
is acyclic on Z \M = f−1(W \ F ), and hence Lif ∗ω
q
F is supported on M for every
i ∈ Z. With Lemma 6.1 this implies (i) and it also follows that for every i ∈ Z and every
z ∈ Z, dimOZ,z(L
if ∗ω
q
F )z ≤ dM,z = dimOM,z. Then by [StacksProject, Tags 0A7U, 0BUJ],
(6.3.1) ExtjOZ,z
(
(Lif ∗ω
q
F )z, ω
q
Z,z
)
= 0 for every i ∈ Z and j < −dM,z,
Consider the Grothendieck spectral sequence (3.9.1)
Ep,q2 = Ext
p
OZ,z
(
(L−qf ∗ω
q
F )z, ω
q
Z,z
)
⇒ hp+q
(
R HomOZ,z
(
(Lf ∗ω
q
F )z, ω
q
Z,z
))
≃ hp+q(f !OF )z.
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Since F is Cohen-Macaulay, hi(ω
q
F ) = 0 for i 6= −dF , so we also have that
(6.3.2) L−qf ∗ω
q
F = 0 for q < dF .
Combining this with (6.3.1) we obtain that
Ep,q2 = 0 if p + q < dF − dM,z, and(6.3.3)
Ep,q2 = 0 if p + q = dF − dM,z, but q 6= dF .(6.3.4)
Then (6.3.3) proves (ii) and (6.3.1), (6.3.2) and (6.3.4) implies that
(6.3.5) hdF−dM,z(f !OF )z ≃ Ext
−dM,z
OZ,z
(
(L−dF f ∗ω
q
F )z, ω
q
Z,z
)
= Ext
−dM,z
OZ,z
(
(f ∗ωF )z, ω
q
Z,z
)
.
Now, apply Grothendieck duality for the closed embedding ζ : (M, z) →֒ (Z, z) and the fact
that f ∗ωF is supported on M to obtain
(6.3.6)
Ext
−dM,z
OZ,z
(
(f ∗ωF )z, ω
q
Z,z
)
≃ h−dM,z
(
R HomOZ,z(Rζ∗(f
∗ωF )z, ω
q
Z,z)
)
≃
≃ h−dM,z
(
Rζ∗R HomOM,z((f
∗ωF )z, ω
q
M,z)
)
≃ Ext
−dM,z
OM,z
(
(f ∗ωF )z, ω
q
M,z
)
,
and observe that there exists a complex ω
q
+ on the local scheme (M, z), such that ω
i
+ = 0
for i ≤ −dM,z, and a distinguished triangle:
ωM,z[dM,z] // ω
q
M,z
// ω
q
+
+1
// .
Applying the functor R HomOM,z((f
∗ωF )z, ) to this distinguished triangle leads to another
distinguished triangle:
R HomOM,z((f
∗ωF )z, ωM,z)[dM,z] // R HomOM,z((f
∗ωF )z, ω
q
M,z)
//
// R HomOM,z((f
∗ωF )z, ω
q
+)
+1
// .
Since ωi+ = 0 for i ≤ −dM,z, it follows that h
j
(
R HomOM,z((f
∗ωF )z, ω
q
+)
)
= 0 for j ≤ −dM,z,
which implies, that
(6.3.7) Ext
−dM,z
OM,z
(
(f ∗ωF )z, ω
q
M,z
)
≃ HomOM,z ((f
∗ωF )z, ωM,z)
Putting together (6.3.5), (6.3.6), and (6.3.7) implies that
hdF−dM,z(f !OF )z ≃ HomOM,z ((f
∗ωF )z, ωM,z) ,
Finally, observe that using the surjective morphism E 0 ։ ωF of the resolution above we see
that
hdF−dM (f !OF )z ≃ HomOM,z ((f
∗ωF )z, ωM,z) ≃
≃ HomOZ,z ((f
∗ωF )z, ωM,z) ⊆ HomOZ,z((f
∗E 0)z, ωM,z) ≃ ⊕ωM,z,
and as ⊕ωM is torsion-free on M by Lemma 3.7.5, then so is h
dF−dM (f !OF )z. Therefore (iii)
follows and in turn implies (iv). 
We will also need the following simple observation:
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Lemma 6.4. Let Z be a scheme, F a quasi-coherent sheaf on Z, and D = Dqc(Z) the derived
category of quasi-coherent OZ-modules. Then for any N
q
∈ ObD, such that hi(N
q
) = 0 for
i < 0,
HomD(F ,N
q
) ≃ HomZ(F , h
0(N
q
)).
In particular, if F = OZ, then
HomD(OZ ,N
q
) ≃ HomZ(OZ , h
0(N
q
)) ≃ Γ(Z, h0(N
q
)).
Proof. The assumption on N
q
implies that we may assume that Ni = 0 for i < 0. Further-
more, replacing N
q
with a complex of injectives we may also assume that N
q
is a complex of
injectives. Then
HomD(F ,N
q
) ≃ HomZ(F ,N
q
) ⊆ HomZ(F ,N
0).
However, F has to land inside h0(N
q
) ⊆ N0, so we actually have that
HomD(F ,N
q
) ⊆ HomZ(F , h
0(N)).
On the other hand, as any morphism F → h0(N) induces a morphism F → N
q
, we clearly
have an equality here. 
Corollary 6.5. LetW and Z be excellent schemes that admit dualizing complexes and f : Z →W
a proper surjective morphism. Further let F ⊆ W be a closed Cohen-Macaulay subscheme
of pure dimension d and assume that M = f−1F ⊆ Z is also of pure dimension d. Let L
be a line bundle on F . Then
(i) any morphism OZ → f
!L factors through OM , and
(ii) if V ⊆ Z is an open set with corresponding open embedding ι : V →֒ Z such that V ∩M
is dense in M , then the natural restriction morphism
( )|V
: HomD(Z)(OZ , f
!L ) −→ HomD(V )
(
OV ,
(
f !L
)
|V
)
is injective. In other words, any morphism in HomD(Z)(OZ , f
!L ) is uniquely determined
by its restriction to V .
Proof. Theorem 6.3(ii) implies that the condition of Lemma 6.4 on N
q
:= f !L is satisfied, so
by Lemma 6.4 any morphism φ : OZ → f !L corresponds to a section σφ ∈ Γ(Z, h0(f !L )).
By Theorem 6.3(i) h0(f !L ) is supported on M and hence Γ(Z, h0(f !L )) = Γ(M,h0(f !L )).
Applying Lemma 6.4 with Z andM exchanged implies that σφ ∈ Γ(M,h
0(f !L )) corresponds
to a morphism φM : OM → f !L . It is easy to see (for instance by following the proof of
Lemma 6.4) that φ factors through φM . This implies (i).
Next, consider the commutative diagram of natural morphisms:
HomD(Z)(OZ , f
!L ) //
≃

HomD(V )
(
OV ,
(
f !L
)
|V
)
≃

Γ(M,h0(f !L )) 

// Γ(V ∩M,h0(f !L )|V )
The bottom morphism is an injection by Theorem 6.3(iv) and the vertical morphisms are
isomorphisms by Lemma 6.4. This implies (ii). 
With some extra hypotheses we have an even stronger statement:
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Corollary 6.6. LetW and Z be excellent schemes that admit dualizing complexes, and f : Z →W
a proper surjective morphism with a dense open subset U ⊆ W such that the induced mor-
phism f−1U
≃
// U is an isomorphism (We are not assuming that f−1U is dense in Z!)
Further let F ⊆ W be a closed Cohen-Macaulay subscheme of pure dimension d such that
F ∩U is dense in F . Assume that M = f−1F ⊆ Z is also of dimension d and let E ⊆M be
the union of the irreducible components of M that are dominating with respect to F (cf. 3.6).
Finally, let L be a line bundle on F with a non-zero section s : OF → L , and assume that
ςf : f∗ωE
≃
// ωF is an isomorphism. Then
(i) any morphism OZ → f !L that agrees with the natural morphism OW // OF
s
// L
on f−1U ≃ U factors through the natural restriction morphism OZ → OE.
(ii) In particular, if V ⊆ Z is an open set such that V ∩E is dense in E, then any morphism
OZ → f !L that agrees with the natural morphism OW // OF
s
// L on f−1U ≃ U is
uniquely determined by its restriction to V .
Proof. Since F ∩ U is dense in F , a factorization as in (i) is unique. Hence the statement is
local onW and we may assume that Z andW are noetherian cf. (3.2) and L ≃ OF . Further
notice that we may replace U with a smaller dense open subset of W for which F ∩U is still
dense in F and hence we may assume that s|F∩U
: OF∩U → L |F∩U is an isomorphism.
Let OZ → f !OF be a morphism that on f−1U ≃ U agrees with the natural morphism
OW // OF
s
// L . By Corollary 6.5(i) this factors through OM . Then, applying Rf∗, the
trace morphism trf (OF ) and then RHomF ( , ω
q
F ) gives a morphism t : ω
q
F → Rf∗ω
q
M which
is the identity on U by assumption.
Let n : ω
q
F → Rf∗ω
q
E denote the morphism of complexes induced by the isomorphism
ωF ≃ f∗ωE and m : Rf∗ω
q
E → Rf∗ω
q
M the natural morphism induced by the embedding
E ⊆ M . Observe that both n and m induce the identity on U . We want to prove that
t = m ◦ n, i.e., that the following diagram is commutative:
(6.6.1)
ω
q
F
n
##❋
❋❋
❋❋
❋❋
❋❋
t
// Rf∗ω
q
M .
Rf∗ω
q
E
m
99sssssssss
Recall that F is Cohen-Macaulay and hence ω
q
F ≃ ωF [d] and that since M is of pure di-
mension d, R−jf∗ω
q
M = 0 for j < − dimM = −d and R
−df∗ω
q
M ≃ ωM is a torsion-free sheaf
cf. Lemma 3.7.5. Therefore it follows from Lemma 6.4 that t and m ◦ n are determined by
h−d(t) and h−d(m ◦ n). Taking −dth cohomology we obtain the diagram:
(6.6.2)
ωF
h−d(n)
≃
!!❉
❉❉
❉❉
❉❉
❉❉
h−d(t)
// R−df∗ω
q
M
f∗ωE
h−d(m)
99tttttttttt
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which is trivially commutative on U . Since R−df∗ω
q
M is torsion-free and F ∩ U is dense in
F , this implies that (6.6.1) is a commutative diagram. Applying RHomF ( , ω
q
F ), f
! and the
dual trace id→ f !Rf∗ gives the required factorization and proves (i).
Next, let η : OZ → f !L be a morphism that on f−1U ≃ U agrees with the natural
morphism OW // OF
s
// L and consider the open set V ′ = Z \ E ⊆ Z. By (i) η factors
through OE so η|V ′ = 0. Now let V ⊆ Z be an open set such that V ∩ E is dense in E, and
let V ′′ := V ∪ V ′. As V ′′ ∩M is dense in M , Corollary 6.5(ii) implies (ii). 
7. PSEUDO-RATIONAL MODIFICATIONS
7.A. Definition and examples
Definition 7.1. A morphism of schemes φ : Z → W is called a pseudo-rational modification
(cf. Definition 9.6) if the following holds:
(i) Z andW are locally pure dimensional excellent schemes that admit dualizing complexes,
(ii) φ is proper and birational, and
(iii) the natural morphism ςφ : φ∗ωZ // ωW is surjective.
Observe that ςφ is always injective by Lemma 3.7.5 and hence (iii) is equivalent to
(iii)∗ the natural morphism ςφ : φ∗ωZ
≃
// ωW is an isomorphism.
Next we will give several examples of pseudo-rational modifications. To simplify the
statements we will use the following notation for the rest of this section:
Notation 7.2. Let Z and W be excellent schemes of pure dimension d that admit dualizing
complexes and φ : Z →W a proper birational morphism.
Being a pseudo-rational modification is a local property on the target:
Lemma 7.3. Assume thatW admits an open coverW = ∪Ui such that φ|φ−1(Ui)
: φ−1(Ui)→ Ui
is a pseudo-rational modification for every i. Then φ is a pseudo-rational modification.
Proof. By assumption the natural morphisms ςφ|Ui
: φ∗ωZ |φ−1Ui
→ ωW |Ui
are isomorphisms
for every i. Therefore ςφ is an isomorphism and hence φ is a pseudo-rational modification. 
We may also change the source of the morphism to prove that it is pseudo-rational.
Lemma 7.4. Let Z˜ be an excellent scheme of pure dimension d that admits a dualizing com-
plex, λ : Z˜ → Z a proper birational morphism, and set σ = φ ◦ λ : Z˜ → W . If σ is a
pseudo-rational modification, then so is φ.
Proof. Consider the composition of natural morphisms:
σ∗ωZ˜
φ∗ςλ
//
ςσ
77
φ∗ωZ
ςφ
// ωW .
If σ is a pseudo-rational modification, then ςσ is surjective and hence so is ςφ and thus φ is
also a pseudo-rational modification. This proves the statement. 
The following lemma gives us a large class of examples of pseudo-rational modifications.
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Lemma 7.5. Let η : OW → Rφ∗OZ be the standard natural morphism and assume that there
exists a morphism η′ : Rφ∗OZ → OW such that η′ ◦ η is an isomorphism of OW . Then φ is
a pseudo-rational modification.
Proof. Applying RHomW ( , ω
q
W ) to η
′ implies that there is a morphism ω
q
W → Rφ∗ω
q
Z such
that the composition with trφ(ω
q
W ) : Rφ∗ω
q
Z → ω
q
W is an isomorphism of ω
q
W . Taking −d
th
cohomology we obtain that an automorphism of ωW factors through φ∗ωZ :
ωW n
//
≃
++
h−d(Rφ∗ω
q
Z) ≃ φ∗ωZ ςφ
// ωW .
Since φ is birational, both n and ςφ are generically an isomorphism, so since both ωW and
φ∗ωZ are torsion-free by Lemma 3.7.5, it follows that both n and ςφ are injective. Since
ςφ ◦ n is an isomorphism, we obtain that they are both isomorphisms, which proves the
statement. 
Remark 7.6. Lemma 7.5 may be viewed as a derived birational analogue of [HM17, Cor. 1.4].
However, in [HM17] the authors are not assuming that φ is birational and also prove that if
Z is regular, then W is necessarily Cohen-Macaulay. This provides numerous examples for
pseudo-rational singularities (cf. Definition 9.6).
A set of examples of pseudo-rational modifications is provided when the target is regular:
Lemma 7.7. If W is an excellent regular scheme, then for every scheme Z, every φ : Z →W
proper birational morphism is a pseudo-rational modification.
This statement follows from [LT81, Section 4], but we give an alternative proof here.
Proof. By Lemma 7.3 one may assume that W is noetherian and then Z admits a dualizing
complex by [StacksProject, Tag 0AA3]. By [Bha16, Theorem 1.2] φ satisfies the assumption of
Lemma 7.5 and hence it is a pseudo-rational modification. 
Next we study separated smooth base changes of pseudo-rational modifications:
Lemma 7.8. Let φ : Z → W be a pseudo-rational modification, p : P → W a separated
smooth morphism of relative dimension m over W , and σ : Q = Z ×W P → P the base
change of φ by p. Then σ is also a pseudo-rational modification and there exists a line
bundle ωP/W on P such that
(7.8.1) ω
q
P ≃ ωP/W [m]
L
⊗ p∗ω
q
W and ω
q
Q ≃ σ
∗ωP/W [m]
L
⊗ q∗ω
q
Z .
In particular, if in addition W is Cohen-Macaulay, then so is P .
Proof. Let q : Q→ Z be the projection to Z which is also a separated smooth morphism of
relative dimension m, i.e., we have the following diagram of morphisms:
Q
q
//
σ

Z
φ

P p
// W
Let e := dimZ = dimW and observe that then P and Q are of pure dimension r := e +m
since Z and W are of pure dimension e and P is smooth of relative dimension m over W
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and Q is smooth of relative dimension m over Z [EGA, IV/2 (6.3.3)]. It follows similarly that
if W is Cohen-Macaulay, then so is P . Next observe that since Q = Z ×W P , Q admits
a dualizing complex, and furthermore since φ is proper, dominant, and birational, so is σ.
Further observe that there exists a line bundle ωP/W on P (cf. [Con00, (2.2.7),Theorem 3.6.1])
such that
ω
q
P ≃ ωP/W [m]
L
⊗ p∗ω
q
W and ω
q
Q ≃ σ
∗ωP/W [m]
L
⊗ q∗ω
q
Z .
Using the projection formula for σ and the fact that p and hence q are flat, one obtains
[R&D, II.5.12] that
σ∗ωQ
≃
//
ςσ
33ωP/W ⊗ σ∗q
∗ωZ
≃
// ωP/W ⊗ p
∗φ∗ωZ
≃
p∗ςφ
// ωP/W ⊗ p
∗ωW
≃
// ωP .
is an isomorphism and thus σ is indeed a pseudo-rational modification. 
7.B. CM squares
The following notation and assumptions will be used throughout the rest of the section.
Definition 7.9. A CM square, denoted by (ABCD) = (ABCD,αβγδ, U), consists of a com-
mutative diagram of 4 schemes and 4 morphisms,
C
γ
//
δ

A
α

D
β
// B,
and the choice of a dense open subset U ⊆ B satisfying the following conditions:
(i) A,B,C,D are pure dimensional excellent schemes that admit dualizing complexes,
(ii) B and D are Cohen-Macaulay,
(iii) α, β, γ, δ are proper morphisms,
(iv) β(D) 6⊆ SingB,
(v) α−1U ⊆ A is dense, and α : α−1U → U is an isomorphism, in particular α is birational,
(vi) U ′ := β−1U is dense in D, and
(vii) C ⊆ A×BD =: M is the union of the irreducible components ofM that are dominating
with respect to D (cf. 3.6). Note that these are exactly those irreducible components
whose image via δ intersects U ′ non-trivially. Furthermore, γ = pA|C
and δ = pD|C
,
where pA and pD are the projections from M to A and D respectively.
Notice that (v), (vi), and (vii) imply that
(viii) δ−1U ′ ⊆ C is dense and δ : δ−1U ′ → U ′ is an isomorphism. In particular, δ is also
birational, dimC = dimD.
(ix) We will say that the dimension of the CM square (ABCD) is (e, d) if dimA = dimB = e
and dimC = dimD = d.
The CM square (ABCD) is called a pseudo-rational square if both α and δ are pseudo-
rational modifications, i.e., if
(x) the natural morphism ςα : α∗ωA
≃
// ωB is an isomorphism, and
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(xi) the natural morphism ςδ : δ∗ωC
≃
// ωD is an isomorphism.
The CM square (ABCD) of dimension (e, d) is called a rational square if there exists a
morphism
τ : Rβ∗δ∗ωC [d]→ α∗ωA[e],
that makes the following diagram commutative:
(xii)
Rβ∗δ∗ωC[d]
Rβ∗Jδ

τ
// α∗ωA[e]
Jα

Rβ∗Rδ∗ω
q
C
=
// Rα∗Rγ∗ω
q
C Rα∗ trγ(ω
q
A)
// Rα∗ω
q
A.
If τ exists, then it is unique as shown by the next lemma.
Lemma 7.10. Let (ABCD) be a pseudo-rational square of dimension (e, d). Then if there
exists a natural morphism
τ : Rβ∗δ∗ωC [d]→ α∗ωA[e]
that makes (xii) commutative, then τ is unique.
Proof. Consider the morphism trφ(ω
q
W ) : Rα∗ω
q
A → ω
q
B and note that λ = trφ(ω
q
W ) ◦ Jα is an
isomorphism by (x). Then the commutativity of the diagram (xii) implies that τ = λ−1◦(λ◦τ)
is unique. 
Next we derive a crucial consequence of Theorem 6.3:
Proposition 7.11. Let (ABCD) be a CM square of dimension (e, d), such that β and γ
are closed embeddings. Let ηγ : OA → OC, ηβ : OB → OD, ξα : OB → Rα∗OA, and
ξδ : OD → Rδ∗OC be the obvious natural morphisms, L a line bundle on D, and s : OD → L
a fixed section of L . Assume that the natural morphism ςδ : δ∗ωC
≃
// ωD is an isomor-
phism, dimα−1D = dimD = d, and that there exist morphisms n : Rα∗OA → L and
m : Rδ∗OC → L such that n ◦ ξα = s ◦ ηβ and m ◦ ξδ = s. Then the following diagram is
commutative, i.e., n factors through m:
(7.11.1)
L
Rδ∗OC
m
OO
Rα∗OA
n
ff▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲
Rα∗ηγ
oo
Proof. Since β and γ are embeddings, it follows that δ = α|C
, and hence Rδ∗OC = Rα∗OC .
Let  : C →֒ A×B D = α
−1D ⊆ A be the induced embedding and consider the diagram,
(7.11.2)
α!L
OC
m̂
OO
OA
n̂
ee❑❑❑❑❑❑❑❑❑❑❑❑❑
ηγ
oo
where n̂ and m̂ are the right adjoints of n and m respectively. Note that α!L is not necessarily
supported on C, its natural support is α−1D. Let U ⊂ B be the open set that is part of
21
the data defining the CM square (ABCD). Clearly ξα|U
and ξδ|U
are isomorphisms and
hence the diagrams (7.11.1) and (7.11.2) are commutative when restricted to U and α−1U
respectively. Then Corollary 6.6(ii) applied with Z = A, W = B, E = C, F = D, and
V = α−1U implies that they are also commutative without restricting to U . 
Next we study the composition of two CM squares.
Lemma 7.12. Consider the following commutative diagram:
C
γ=ζ◦µ
((
µ
//
δ

E
ζ
//
σ

A
α

D
ν
//
β=ϑ◦ν
66F
ϑ
// B.
Assume that (ABEF, αϑζσ, U) and (EFCD, σνµδ, ϑ−1U) are rational squares of dimension
(e, q) and (q, d) respectively, and that β(D) 6⊆ SingB. Then (ABCD,αβγδ, U) is a rational
square of dimension (e, d).
Proof. It is straightforward to see that the assumptions imply that (ABCD) is a CM square.
We only have to prove the existence of τ . By assumption there exist natural morphisms,
τ1 :Rϑ∗σ∗ωE [q]→ α∗ωA[e] and τ2 : Rν∗δ∗ωC [d]→ σ∗ωE[q].
satisfying certain compatibilities analogous to the diagram (xii). First we need to compose
τ2 with the direct image of the isomorphism χµ,ζ (cf. (3.8)):
τ ′2 := τ2 ◦ (Rν∗δ∗χµ,ζ [d])
and then the composition with τ1 gives the required morphism:
τ : Rβ∗δ∗ωC [d] ≃ Rϑ∗Rν∗δ∗ωC [d]
Rϑ∗τ ′2
// Rϑ∗σ∗ωE[q]
τ1
// α∗ωA[e].
We also have to compose the trace morphism trµ(ω
q
E) with the direct image of the isomor-
phism χ
q
µ,ζ (cf. (3.8)):
t := trµ(ω
q
E) ◦ Rµ∗χ
q
µ,ζ.
Note that by the definitions of Jδ, χ
q
µ,ζ and χµ,ζ , we have that
Rδ∗χ
q
µ,ζ ◦ Jδ = Jδ ◦ δ∗χµ,ζ [d]
and hence
(7.12.1)
Rϑ∗Rσ∗Rµ∗χ
q
µ,ζ ◦ Rβ∗Jδ = Rβ∗
(
Rδ∗χ
q
µ,ζ ◦ Jδ
)
=
= Rβ∗ (Jδ ◦ δ∗χµ,ζ [d]) = Rβ∗Jδ ◦ Rϑ∗Rν∗δ∗χµ,ζ [d]
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Finally, consider the following diagram of morphisms:
Rβ∗δ∗ωC [d] = Rϑ∗Rν∗δ∗ωC [d]
Rβ∗Jδ

Rϑ∗τ ′2
//
τ
,,
Rϑ∗σ∗ωE[q]
Rϑ∗Jσ

τ1
// α∗ωA[e]
Jα

Rβ∗Rδ∗ω
q
C = Rϑ∗Rσ∗Rµ∗ω
q
C
=

Rϑ∗Rσ∗t
// Rϑ∗Rσ∗ω
q
E Rα∗ trζ(ω
q
A)
// Rα∗ω
q
A
=

Rα∗Rγ∗ω
q
C
Rα∗ trγ(ω
q
A)
// Rα∗ω
q
A.
The upper right rectangle is commutative since (ABEF ) is a rational square, and the upper
left rectangle is commutative since (EFCD) is a rational square and by (7.12.1). The bottom
rectangle is commutative by the functoriality of the trace morphism [Con00, Lemma 3.4.3,
TRA1]. Therefore the diagram is commutative and the desired statement is proven. 
(7.13) The following is the core technical result of this article. As promised earlier, to make
the reader’s job a little easier, here is a review of the proof.
The general strategy of the main theorem is to prove that a certain composition is the
identity. This theorem is about a related, but more general diagram being commutative. The
point, a` la Grothendieck, is that the more general statement allows more freedom during the
proof. In particular, we take advantage of the assumption that our morphism is projective
and hence can be decomposed as the composition of a closed embedding and a smooth
morphism. We prove the required commutativity for each of these cases separately. This
could not be done within the framework of the original statement. The case of a smooth
morphism is relatively easy, but the case of a closed embedding requires care. In particular,
the commutativity of the relevant diagram is obtained by using duality and adjointness of
functors. For this we need to compute some exceptional inverse images, using the results of
Section 6.
This computation is most useful under the condition that the pre-image of the scheme
in question has the same dimension as the original. Of course, this is true for a birational
morphism, but not necessarily the one appearing when we deal with closed embeddings. This
issue is resolved by blowing up the scheme in question. However, this blow-up introduces
a new difficulty, which is overcome by adding a twist by an appropriate Cartier divisor.
After these adjustments the desired commutativity follows from the exceptional inverse im-
age calculation and the setup of the generalized statement ensures that the pieces can be
reassembled to prove the original statement.
Theorem 7.14. Let (ABCD) be a pseudo-rational square of dimension (e, d) and assume
that β is locally projective. Then (ABCD) is a rational square, i.e., there exists a unique
morphism
τ : Rβ∗δ∗ωC [d]→ α∗ωA[e],
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that makes the following diagram commutative:
(7.14.1)
Rβ∗δ∗ωC[d]
Rβ∗Jδ

τ
// α∗ωA[e]
Jα

Rβ∗Rδ∗ω
q
C
=
// Rα∗Rγ∗ω
q
C Rα∗ trγ(ω
q
A)
// Rα∗ω
q
A.
Proof. Uniqueness of τ follows from Lemma 7.10, and it implies that the statement is local
on B. Therefore we may assume that A,B,C and D are all noetherian cf. (3.2), and we may
further assume that β is projective in the strong sense that it decomposes as β = p◦ν where
p : P ≃ PmB → B is a projective space over B, in particular p is a separated smooth morphism
of relative dimension m and ν : D → P is a closed embedding. We fix a decomposition
β = p ◦ ν, but note that by the uniqueness of τ , it is independent of this decomposition.
Let σ : Q = A ×B P → P be the base change of α by p, and q : Q → A the projection
to A which is also a separated smooth morphism of relative dimension m, i.e., we have the
following diagram of morphisms:
Q
q
//
σ

A
α

P p
// B
Step 1: (ABQP ) is a rational square.
Recall that σ : Q → P is a pseudo-rational modification by Lemma 7.8. In particular, P
and Q are of pure dimension r := e +m. Applying Rp∗ to the first isomorphism in (7.8.1)
and using the projection formula for p and the facts that p is flat and that α and σ are
pseudo-rational modifications we obtain that
(7.14.2) Rp∗σ∗ωQ[r] ≃ Rp∗ωP/B[m]
L
⊗ α∗ωA[e].
Applying the trace morphism
trp(OB) : Rp∗ωP/B[m]→ OB
gives the desired morphism
τ : Rp∗σ∗ωQ[r]→ α∗ωA[e].
We will check that this satisfies the commutativity requirement of Definition 7.9(xii).
Applying Rσ∗ to the second isomorphism in (7.8.1), and using the projection formula and
the fact that q is flat we obtain by [R&D, II.5.6 and II.5.12] that
(7.14.3)
Rσ∗ω
q
Q ≃ ωP/B[m]
L
⊗ Rσ∗q
∗ω
q
A ≃ ωP/B[m]
L
⊗ p∗Rα∗ω
q
A, and hence
Rp∗Rσ∗ω
q
Q ≃ Rp∗ωP/B[m]
L
⊗ Rα∗ω
q
A,
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yielding that the commutativity requirement of Definition 7.9(xii) takes the following form
(cf. [Con00, 2.3.2, 3.6.5]):
(7.14.4)
Rp∗ωP/B[m]
L
⊗ α∗ωA[e]
Rp∗Jσ=idRp∗ωP/B [m]
L
⊗Jα

τ=trp(OB)
L
⊗idα∗ωA[e]
//
trp(OB)
L
⊗Jα
++❲❲❲
❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲
α∗ωA[e]
Jα

Rp∗ωP/B[m]
L
⊗ Rα∗ω
q
A
Rα∗ trq(ω
q
A)=trp(OB)
L
⊗idRα∗ω
q
A
// Rα∗ω
q
A,
which is clearly commutative. This proves Step 1.
Step 2: Toward proving that (QPCD) is a rational square.
Recall that ν : D →֒ P is a closed embedding and hence so is the induced µ : C →֒ Q:
C 

//
µ
44A×B D ≃ (A×B P )×P D ≃ Q×P D = σ
−1D 

// Q.
We have the following diagram of morphisms:
C
µ
//
δ

Q
σ

D ν
// P.
Recall that σ : Q→ P is a pseudo-rational modification by Lemma 7.8 and hence (QPCD)
is a pseudo-rational square.
Next we want to define a morphism
τ : Rν∗δ∗ωC [d] ≃ ν∗δ∗ωC [d] ≃ σ∗µ∗ωC [d]→ σ∗ωQ[r].
such that the diagram
(7.14.5)
ν∗δ∗ωC [d] ≃ σ∗µ∗ωC [d]
ν∗Jδ=Jσ◦µ

τ
// σ∗ωQ[r]
Jσ

ν∗Rδ∗ω
q
C ≃ Rσ∗µ∗ω
q
C
Rσ∗ trµ(ω
q
Q)
// Rσ∗ω
q
Q
is commutative. If it were the case that dimQ = dimC, then the trace morphism
trµ(ω
q
Q) : µ∗ω
q
C ≃ Rµ∗ω
q
C → ω
q
Q
would induce a morphism of sheaves between µ∗ωC and ωQ and applying σ∗ would give us
a candidate for τ . However, if dimQ 6= dimC, which is the typical case, then even if both
µ∗ω
q
C and ω
q
Q have only a single non-zero cohomology sheaf (say if C and Q are Cohen-
Macaulay), the trace morphism does not give a morphism between those sheaves, only a
morphism of complexes and only lives in the derived category. Therefore we cannot apply σ∗
and have to get τ in a different way. Here is where the assumption that we are dealing with
pseudo-rational modifications comes to our help, however, before proving that (QPCD) is a
rational square, we need a couple of intermediate steps:
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Step 3: Replacing D with a divisor.
In view of the uniqueness of τ (cf. Lemma 7.10) the question of (QPCD) being a rational
square is local on P . Let x ∈ P be a point and let P ◦ ⊆ P denote the open affine subscheme
guaranteed by Corollary 5.4 on which D admits an lci envelope. Let D ⊆ P ◦ be an lci
envelope (cf. Definition 5.3) of D ∩ P ◦ in P ◦. By a slight abuse of notation, until we prove
that (QPCD) is a rational square in Step 5, we will replace P with P ◦ and all other objects
with their base change to P ◦. Let us insert a reminder of this fact here:
Warning 7.14.6. Until the end of Step 5, P is replaced by a non-empty open affine sub-
scheme of itself.
Next, let π : T = BlDP → P be the blowing up of P along D, ̺ : S → Q the strict
transform of Q with respect to π and ψ : S → T the induced morphism. Further let
F := π−1D ⊆ T , F := π−1D ⊆ T and E := ̺−1C ⊆ ψ−1F ⊆ S. Note that by construction
F is a (Cartier) divisor in T and suppF consists of a union of some of the irreducible
components of suppF .
Claim 7.14.7. π|F
: F → D is a projective space bundle and E ≃ C ×D F . In particular,
dimF = dimE and ̺|E
: E → C is also a projective space bundle (of the same rank).
Proof of (7.14.7). By Proposition 5.5, π|F
: F → D is a projective space bundle, which im-
plies the first statement. The strict transform (cf. [StacksProject, Tag 080D]) S is the union
of the irreducible components of Q ×P T that are dominating with respect to Q. Then
E = ̺−1C = C ×Q S ⊆ C ×Q Q×P T ≃ C ×P T ≃ C ×D D ×P T ≃ C ×D F .
On the other hand, α : A → B is an isomorphism over a dense open set U ⊆ B such
that U ′ = β−1U is dense in D and δ = α|C
: C → D is also an isomorphism over U ′ (cf.
Definition 7.9(viii)). Then σ : Q → P is an isomorphism over p−1U and hence S equals
Q ×P T over p
−1U . Since π−1U ′ is dense in F , it follows that C ×D F ⊆ S. Then clearly
̺(C ×D F ) ⊆ C and hence C ×D F ⊆ ̺
−1C = E, and so indeed E = C ×D F . 
It follows that ωF is locally isomorphic to ωD ⊠ ωPr−d−1 and ωE is locally isomorphic to
ωC ⊠ ωPr−d−1. Since ςδ : δ∗ωC
≃
// ωD is an isomorphism, using the notation λ = ψ|E
we
obtain that
(7.14.8) ςλ : λ∗ωE
≃
// ωF
is also an isomorphism. In particular, λ is also a pseudo-rational modification.
Now we have the following commutative diagram:
E

//
λ

S
ψ

F ı
// T.
where by construction dimS = dimT = dimQ = dimP = r and dimE = dimF = r − 1,
and T and F are Cohen-Macaulay by Proposition 5.5. Furthermore, ψ and λ are proper
birational morphisms, E = ψ−1F , and dimψ−1F = r − 1.
Step 4: (STEF ) is almost a rational square.
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More precisely, we claim that there exist a Cartier divisor G on T such that G = π∗H for
an effective basepoint-free Cartier divisor H on P and a morphism
τG : ı∗λ∗ωE(−G)[r − 1]→ ω
q
T (−G)
such that the following diagram is commutative. (Recall that ı and  are closed embeddings
and hence ı∗ = Rı∗ and ∗ = R∗ are defined in the derived category. The automorphism
induced by χ
q
,ψ ◦ (χ
q
λ,ı)
−1 to balance the difference between the trace maps is denoted by
t : ı∗Rλ∗ω
q
E
≃
// Rψ∗∗ω
q
E cf. (3.8).)
(7.14.9)
ı∗λ∗ωE(−G)[r − 1]

τG
// ω
q
T (−G)

ı∗λ∗ωE[r − 1] ≃ ψ∗∗ωE[r − 1]
t◦(ı∗Jλ)=t◦Jψ◦

ψ∗ωS[r]
Jψ

ı∗Rλ∗ω
q
E ≃ Rψ∗∗ω
q
E
Rψ∗ tr(ω
q
S)
// Rψ∗ω
q
S
First, consider the following diagram:
(7.14.10)
ı∗λ∗ωE[r − 1]
ςλ[r−1] ≃
&&
ı∗Jλ

τ??
// ψ∗ωS[r]
Jψ

ςψ [r]
ww
ı∗Rλ∗ω
q
E
ı∗ trλ(ω
q
F )

t
≃
// Rψ∗∗ω
q
E
Rψ∗ tr(ω
q
S)
// Rψ∗ω
q
S
trψ(ω
q
T )

ı∗ωF [r − 1] ≃ ı∗ω
q
F trı(ω
q
T )
// ω
q
T
Since λ is a pseudo-rational modification the composition of the two maps in the first column
is an isomorphism and the bottom square is commutative because the trace map is functorial
cf. [Con00, Lemma 3.4.3, TRA1]. If we could define a τ that makes the top square also
commutative, then that would prove that (STEF ) is a rational square. We can only prove
something slightly weaker which will however still suffice to help proving that (QPCD) is a
rational square.
The main issue is that we would like a morphism from ωT to ψ∗ωS. If ψ were a pseudo-
rational modification, this would not be a problem. Having such a morphism would mean
that the sheaf HomT (ωT , ψ∗ωS) has a non-zero global section, but we do not have enough
information to conclude that it does. However we can produce a section after twisting by a
line bundle.
Since the statement of the theorem is local on B, we may assume that B is affine and
P is quasi-projective over an affine scheme. Let L be a line bundle on P which is very
ample over B. Then the sheaf π∗HomT (ωT , ψ∗ωS)⊗L q for q ≫ 0 admits a non-zero global
section, which implies that there exists a non-zero morphism ωT ⊗ π
∗L −q → ψ∗ωS (Note
that since ψ is birational, HomT (ωT , ψ∗ωS) 6= 0). Now choose an effective Cartier divisor H
whose associated line bundle is L q such that H is transversal to D and let G = π∗H . It
follows that then there exist embeddings ωT (−G) →֒ ψ∗ωS and ı∗λ∗ωE(−G) →֒ ı∗λ∗ωE such
that the diagram (7.14.10) can be extended:
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(7.14.11)
ı∗λ∗ωE(−G)[r − 1]

τG
// ωT (−G)[r]
ĝ
yy

ı∗λ∗ωE [r − 1]
ςλ[r−1] ≃
&&
ı∗Jλ

ψ∗ωS[r]
Jψ

ı∗Rλ∗ω
q
E
ı∗ trλ(ω
q
F )

t
≃
// Rψ∗∗ω
q
E
Rψ∗ tr(ω
q
S)
// Rψ∗ω
q
S
trψ(ω
q
T )

ı∗ωF [r − 1] ≃ ı∗ω
q
F trı(ω
q
T )
// ω
q
T
where ĝ is the dual of the section g : OT → OT (G).
Our next goal is to find a morphism τG to complete this diagram as indicated. In order
to do that, apply the functor RHomT ( , ω
q
T ) to the entire diagram. Using the declared
isomorphism and Grothendieck duality we obtain the following commutative diagram:
(7.14.12)
OF
(
G|F
)
OT (G)
τ̂
oo
RHomT (ı∗λ∗ωE[r − 1], ω
q
T )
OO OOOO OOOO OOOO
RHomT (ψ∗ωS[r], ω
q
T )
u
OO
Rλ∗OE
OOOO OOOO OOOO OO
Rψ∗OSoo
v
OO
∂
hh◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗
hhhhhh hhhh hh
oooooooooooo
OF
OO
≃
;;
OTη
oo
OO
g
ff
where η := ηı : OT → OF is the standard natural morphism of restricting regular func-
tions from T to F . Define τ̂ := η ⊗ idOT (G) and ∂ = τ̂ ◦ u ◦ v. Then (7.14.12) is com-
mutative by Proposition 7.11 (applied to the bold triangle of morphisms). Applying the
functor RHomT ( , ω
q
T ) again takes us back to the diagram (7.14.11) and defining τG as
trı(ω
q
T ) ⊗ idOT (−G) keeps that diagram commutative and provides the desired τG to make
(7.14.9) commutative. This completes the proof of Step 4.
Step 5: (QPCD) is a rational square.
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Let us recall the diagram of schemes we have been working on:
E

//
λ
̺E
⑧⑧
⑧⑧
⑧⑧
⑧⑧
S
̺
⑦⑦
⑦⑦
⑦⑦
⑦⑦
ψ

C
γ
//
δ


Q
σ

F //ı
πF
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
T.
π
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
D
β
// P
By Step 4, there exists a Cartier divisor G on T such that G = π∗H for an effective basepoint-
free Cartier divisor H on P and a morphism
τG : ı∗λ∗ωE(−G)[r − 1]→ ω
q
T (−G).
such that the diagram
(7.14.13)
ı∗λ∗ωE(−G)[r − 1]

τG
// ω
q
T (−G)

ı∗λ∗ωE[r − 1] ≃ ψ∗∗ωE[r − 1]
t◦(ı∗Jλ)=t◦Jψ◦

ψ∗ωS[r]
Jψ

ı∗Rλ∗ω
q
E ≃ Rψ∗∗ω
q
E
Rψ∗ tr(ω
q
S)
// Rψ∗ω
q
S
is commutative. Applying Rπ∗ to this diagram and using the projection formula we obtain
the commutative diagram
(7.14.14)
Rπ∗ı∗λ∗ωE(−H)[r − 1]

Rπ∗τG
// Rπ∗ω
q
T (−H)

Rπ∗ı∗λ∗ωE[r − 1]
Rπ∗ı∗Jλ

Rπ∗ψ∗ωS[r]
Rπ∗Jψ

Rπ∗ı∗Rλ∗ω
q
E
=
// Rπ∗Rψ∗∗ω
q
E
Rπ∗Rψ∗ tr(ω
q
S)
// Rπ∗Rψ∗ω
q
S
We can make the following identifications:
(i) Rπ∗ı∗ = Rβ∗Rπ
F
∗ ,
(ii) RπF∗ Rλ∗ = Rδ∗R̺
E
∗ ,
(iii) Rπ∗Rψ∗ = Rσ∗R̺∗,
(iv) λ∗ωE[r − 1] ≃ ω
q
F , by (7.14.8), and since F is Cohen-Macaulay,
(v) RπF∗ ω
q
F ≃ ω
q
D by Proposition 5.5,
(vi) R̺E∗ ω
q
E ≃ ω
q
C by (7.14.7) and Lemma 5.1,
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(vii) ω
q
D ≃ δ∗ωC [d] by assumption,
(viii) Rπ∗ω
q
T ≃ ω
q
P by Proposition 5.5, and
(ix) ω
q
P ≃ σ∗ωQ[r] by Lemma 7.8,
so we have that
(a) Rπ∗ı∗λ∗ωE[r − 1] ≃ Rβ∗δ∗ωC [d] by (i), (iv), (v), and (vii).
(b) Rπ∗ı∗Rλ∗ω
q
E ≃ Rβ∗Rδ∗ω
q
C by (i), (ii), and (vi).
(c) The isomorphisms in (a) and (b) identify Rπ∗ı∗Jλ with Rβ∗Jδ by Lemma 6.4.
(d) Rπ∗Rψ∗ω
q
S ≃ Rσ∗R̺∗ω
q
S by (iii), with the natural trace morphism Rσ∗R̺∗ω
q
S → Rσ∗ω
q
Q.
(e) Rπ∗ω
q
T ≃ σ∗ωQ[r], by (viii) and (ix).
By (e) π∗ωT ≃ σ∗ωQ, so the embedding ωT (−G) ⊆ ψ∗ωS implies that σ∗ωQ(−H) embeds into
π∗ψ∗ωS ≃ σ∗̺∗ωS, which in turn embeds into σ∗ωQ via ς̺ and hence we have the following
commutative diagram (cf. Lemma 6.4):
(7.14.15)
Rπ∗ω
q
T (−H)
≃
// σ∗ωQ(−H)[r] // σ∗̺∗ωS[r]
ς̺
uu❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦
Rπ∗ψ∗ωS[r]
Rπ∗Jψ

σ∗ωQ[r]
Jσ

Rπ∗Rψ∗ω
q
S Rσ∗ tr̺(ω
q
Q)
// Rσ∗ω
q
Q.
Combining this with (7.14.14) we obtain the following commutative diagram:
(7.14.16)
Rπ∗ı∗λ∗ωE(−H)[r − 1]

Rπ∗τG
// σ∗ωQ(−H)[r]

//
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
σ∗̺∗ωS[r]
ς̺

Rπ∗ı∗λ∗ωE[r − 1]
❢ ❡ ❡
❞ ❞ ❝ ❜
❜ ❛ ❛ ❵ ❵ ❴ ❫ ❫ ❪ ❪ ❭ ❭
τ ′
++
❬ ❩ ❩ ❨ ❨ ❳ ❳
Rπ∗ı∗Jλ

Rπ∗ψ∗ωS[r]
Rπ∗Jψ

σ∗ωQ[r]
Jσ

Rπ∗ı∗Rλ∗ω
q
E =
// Rπ∗Rψ∗∗ω
q
E Rπ∗Rψ∗ tr(ω
q
S)
// Rπ∗Rψ∗ω
q
S Rσ∗ tr̺(ω
q
Q)
// Rσ∗ω
q
Q.
It is easy to see that the diagram remains commutative if we define the morphism denoted
by a bent broken arrow by τ ′ := Rπ∗τG ⊗ idOP (H).
Next, as in the proof of Lemma 7.12 we need to adjust our morphisms so the trace mor-
phisms match up. In order to do that define τ ′′ := τ ′ ◦Rπ∗ı∗λ∗χ,̺[r−1], t := tr(ω
q
S)◦ ∗χ
q
,̺,
and t′ = tr̺E(ω
q
C) ◦ ∗χ
q
̺E ,γ . (cf. (3.8)), and as in (7.12.1), we have that
(7.14.17) Rπ∗Rψ∗∗χ
q
,̺ ◦ Rπ∗ı∗Jλ = Rπ∗ı∗Jλ ◦ Rπ∗ı∗λ∗χ,̺[r − 1]
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Applying the isomorphisms listed in (a)-(e) we obtain the following diagram:
Rβ∗δ∗ωC[d]
τ
++
Rβ∗Jδ

≃
// Rπ∗ı∗λ∗ωE[r − 1]
Rπ∗ı∗Jλ

τ ′′
// σ∗ωQ[r]
Jσ

Rβ∗Rδ∗ω
q
C
≃
//
=

Rσ∗R̺∗∗ω
q
E
≃ Rσ∗Rγ∗t′

Rσ∗R̺∗t
// Rσ∗R̺∗ω
q
S
Rσ∗ tr̺(ω
q
Q)
// Rσ∗ω
q
Q
=

Rβ∗Rδ∗ω
q
C =
// Rσ∗Rγ∗ω
q
C R̺∗ trγ(ω
q
Q)
// Rσ∗ω
q
Q
In this diagram the upper right rectangle is commutative by (7.14.16) and (7.14.17), and
the lower right rectangle is commutative by the functoriality of the trace morphism [Con00,
Lemma 3.4.3, TRA1] applied once for each of the two decompositions γ ◦ ̺E = ̺ ◦  of the
diagonal. Finally, this proves that (QPCD) is a rational square, which also allows us to
revert back to using the original meaning of P instead of using it to mean P ◦ cf. (7.14.6).
Step 6: Putting it together: (ABCD) is a rational square.
We proved in Step 1 and Step 5 respectively that (ABQP ) and (QPCD) are rational squares
and β(D) 6⊆ SingB by assumption. Then (ABCD) is a rational square by Lemma 7.12. This
completes the proof of Step 6 and hence proves Theorem 7.14. 
Main result and applications
8. HIGHER DIRECT IMAGES OF THE STRUCTURE AND DUALIZING SHEAVES
Lemma 8.1. Let X and Y be pure dimensional excellent schemes that admit dualizing com-
plexes and f : X → Y a proper birational morphism. Then the natural morphism ξ : OY // Rf∗OX
is an isomorphism if and only if so is trf(ω
q
Y ) : Rf∗ω
q
X
// ω
q
Y .
Proof. As the statement is local on Y , we may assume that it is noetherian cf. (3.2). Applying
Grothendieck duality to the natural morphism ξ : OY → Rf∗OX gives:
RHomY (Rf∗OX , ω
q
Y )
RHomY (ξ,ω
q
Y )

≃
// Rf∗ω
q
X
trf (ω
q
Y )

RHomY (OX , ω
q
Y )
≃
// ω
q
Y ,
and since similarly ξ = RHomY (trf (ω
q
Y ), ω
q
Y ), this proves the stated equivalence. 
Corollary 8.2. Let X and Y be pure dimensional excellent normal schemes that admit dualiz-
ing complexes and f : X → Y a proper birational morphism. If X is Cohen-Macaulay, and
OY ≃ Rf∗OX , then Y is also Cohen-Macaulay if and only if R
if∗ωX = 0 for i > 0. 
Lemma 8.1 leads us to the next definition:
Definition 8.3. A proper birational morphism of schemes f : X → Y is called a cohomological
equivalence if the following equivalent conditions hold:
(i) X and Y are pure dimensional excellent schemes that admit dualizing complexes,
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(ii) the natural morphism ξ = ξf : OY
≃
// Rf∗OX is an isomorphism, and
(iii) the natural morphism trf(ω
q
Y ) : Rf∗ω
q
X
≃
// ω
q
Y is an isomorphism.
Remark 8.4. Clearly, every cohomological equivalence is a pseudo-rational modification.
Lemma 8.5. Let f : X → Y be a proper birational morphism. Assume that Y admits an open
cover Y = ∪Ui such that f |f−1(Ui)
: f−1(Ui)→ Ui is a cohomological equivalence for every i.
Then f is a cohomological equivalence.
Proof. The restriction of the natural morphisms ξf : OY → Rf∗OX and trf(ω
q
Y ) : Rf∗ω
q
X → ω
q
Y
to Ui are isomorphisms for every i. Hence f is a cohomological equivalence. 
Theorem 8.6 (Kempf-type criterion without resolutions). Let X and Y be excellent Cohen-Macaulay
schemes of pure dimension d that admit dualizing complexes and f : X → Y a locally pro-
jective birational morphism. Assume that f is a pseudo-rational modification. Then f is a
cohomological equivalence. In particular,
OY ≃ f∗OX , f∗ωX ≃ ωY , and R
if∗OX = 0 and R
if∗ωX = 0 for i > 0.
Remark 8.6.1. Note that it is not assumed nor claimed that either X or Y is normal.
Proof. Let A = D = X , B = Y , α = β = f : X → Y , and let C ⊂ X×Y X =: M denote the
union of the irreducible components of M that are dominating with respect to X (cf. 3.6)
with γ = pA = p1 and δ = pD = p2. Notice that C is simply the diagonal and γ and δ
are isomorphisms. It follows that (ABCD) is a pseudo-rational square and hence a rational
square by Theorem 7.14. Then the commutative diagram (7.14.1) gives the following:
Rf∗δ∗ω
q
C ≃ Rf∗ω
q
X
υ
--
Rf∗Jδ ≃

τ
// f∗ωX [d]
Jf

Rf∗Rδ∗ω
q
C
=
// Rf∗Rγ∗ω
q
C Rf∗ trγ(ω
q
X)
≃
// Rf∗ω
q
X .
As both γ and δ are isomorphisms, so are Rf∗Jδ and Rf∗ trγ(ω
q
X). Therefore there exists
an isomorphism υ : Rf∗ω
q
X → Rf∗ω
q
X that factors through f∗ωX [d] ≃ R
−df∗ω
q
X [d]. Taking
cohomology shows that for every i > −d an automorphism of Rif∗ω
q
X factors through 0 and
hence Rif∗ω
q
X = 0 for i > −d. This implies that trf (ω
q
Y ) : Rf∗ω
q
X
// ω
q
Y ≃ f∗ωX [d] is an
isomorphism. Then the statement follows from Lemma 8.1. 
Theorem 8.7 (Birational derived splinters.). Let X and Y be excellent Cohen-Macaulay schemes
that admit dualizing complexes and f : X → Y a locally projective birational morphism. Let
η : OY → Rf∗OX denote the standard natural morphism and assume that there exists a
morphism π : Rf∗OX → OY such that π ◦ η is an isomorphism. Then f is a cohomological
equivalence.
Proof. By Lemma 7.5 f is a pseudo-rational modification and hence it is a cohomological
equivalence by Theorem 8.6. 
Definition 8.8 [CR11, Theorem 1]. Let S be an arbitrary scheme and X and Y two S-schemes
with structure morphisms φ : X → S and ψ : Y → S. Then X and Y are said to be
properly birational over S if there exists an S-scheme Z and proper birational S-morphisms
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χ : Z → X and ζ : Z → Y such that φ ◦ χ = ψ ◦ ζ , i.e., that the following diagram is
commutative:
Z
χ
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦ ζ

❅❅
❅❅
❅❅
❅❅
X
φ
  
❅❅
❅❅
❅❅
❅❅
Y
ψ
⑦⑦
⑦⑦
⑦⑦
⑦⑦
S
Let us first establish a rather straightforward fact.
Lemma 8.9. Let S be an arbitrary scheme and X and Y two S-schemes with structure mor-
phisms φ : X → S and ψ : Y → S which are properly birational over S Assume that X,
Y , and Z admit dualizing complexes and there exist morphisms χ : Z → X and ζ : Z → Y
which are cohomological equivalences. Then
Rφ∗OX ≃ Rψ∗OY and Rφ∗ω
q
X ≃ Rψ∗ω
q
Y .
Proof. By assumption OX ≃ Rχ∗OZ and OY ≃ Rζ∗OZ , and hence
Rφ∗OX ≃ Rφ∗Rχ∗OZ ≃ Rψ∗Rζ∗OZ ≃ Rψ∗OY ,
which proves the first statement. The second statement follows similarly by replacing OX
with ω
q
X , OY with ω
q
Y , and OZ with ω
q
Z , 
Theorem 8.10. Let S be an arbitrary scheme and X and Y two S-schemes with structure
morphisms φ : X → S and ψ : Y → S which are properly birational over S with morphisms
χ : Z → X and ζ : Z → Y . Assume that X, Y , and Z are Cohen-Macaulay schemes that
admit dualizing complexes and there exist morphisms χ : Z → X and ζ : Z → Y which are
locally projective pseudo-rational modifications. Then
Rφ∗OX ≃ Rψ∗OY and Rφ∗ωX ≃ Rψ∗ωY .
Proof. We claim that χ and ζ are cohomological equivalences. Indeed, let U ⊆ X be an open
noetherian subset of X and let V = χ−1(U) ⊆ Z. Since V is of finite type over U it admits
a dualizing complex cf. [StacksProject, Tag 0AA3]. Then χ|V
is a cohomological equivalence
by Theorem 8.6. Applying this for an appropriate open cover of X one obtains that χ is a
cohomological equivalence by Lemma 8.5. A nearly identical argument shows that ζ is also
a cohomological equivalence. Then the statement follows from Lemma 8.9 by noting that X
and Y are Cohen-Macaulay. 
9. RATIONAL SINGULARITIES
Let us start by discussing rational singularities.
Definition 9.1. Let Y be an excellent scheme that admits a dualizing complex. A resolution of
singularities f : X → Y which is a cohomological equivalence is called a rational resolution.
Equivalently, f is a rational resolution if OY ≃ f∗OX , that is, Y is normal, R if∗OX = 0 for
i > 0, f∗ωX ≃ ωY , and R
if∗ωX = 0 for i > 0.
Remark 9.2. Note that Definition 9.1 implies that if a rational resolution exists, say f : X → Y ,
then Y is Cohen-Macaulay cf.[Kov17, 1.4]. In particular, then Y is locally pure dimensional.
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Definition 9.3. Y is said to have resolution-rational singularities if it admits a rational reso-
lution.
Remark 9.4. Clearly, if Y is regular, then the identity is a rational resolution and hence Y has
resolution-rational singularities. If Y admits a rational resolution then every resolution of Y
is rational. In characteristic 0 this follows relatively easily from the existence of resolution
of singularities (cf. [Hir64], [KM98, Sec.5.1]), but in positive characteristic, in the absence of
resolutions, it was only proved rescently in [CR11], at least in the case when Y is of finite
type over a perfect field. It also follows under more general conditions by Theorem 9.15.
Lemma 9.5. Let Y be an excellent scheme with resolution-rational singularities and f : X → Y
a proper birational morphism from an excellent normal scheme X. Then f is a pseudo-
rational modification.
Proof. Let ψ : Y˜ → Y be a rational resolution of singularities of Y , φ : X˜ ⊆ Y˜ ×Y X → X
the strict transform of ψ, and f˜ : X˜ → Y˜ the induced proper birational morphism. Since ψ is
a rational resolution, the trace morphism trψ(ω
q
Y ) : Rψ∗ω
q
Y˜
≃
// ω
q
Y is an isomorphism. As
h−dim Y˜ (ω
q
Y˜
) = ωY˜ and h
i(ω
q
Y˜
) = 0 for i < − dim Y˜ , it follows that h− dim Y˜ (Rψ∗ω
q
Y˜
) ≃ ψ∗ωY˜
and hence ψ is a pseudo-rational modification. Since Y˜ is regular, f˜ is a pseudo-rational
modification by Lemma 7.7, and hence ψ ◦ f˜ = f ◦ φ is also a pseudo-rational modification.
Finally, then f is also a pseudo-rational modification by Lemma 7.4. 
This observation motivates the definition of pseudo-rational singularities, introduced by Lip-
man and Teissier, which may be considered a resolution-free version of rational singularities.
Definition 9.6. [LT81] A scheme Y is said to have pseudo-rational singularities if
(i) Y is an excellent normal Cohen-Macaulay scheme that admits a dualizing complex,
(ii) for every normal scheme X , every f : X → Y projective birational morphism is a
pseudo-rational modification, i.e., ςf : f∗ωX
≃
// ωY is an isomorphism.
Example 9.7. If Y is regular, then it has pseudo-rational singularities by Lemma 7.7.
Corollary 9.8. Resolution-rational singularities are pseudo-rational.
Proof. This follows directly from Lemma 9.5. 
Lemma 9.9. Let Y be a scheme with pseudo-rational singularities. Then for every excellent
scheme X, every f : X → Y proper birational morphism is a pseudo-rational modification.
Proof. By Lemma 7.3 we may assume that Y is noetherian. In particular, then X admits
a dualizing complex by [StacksProject, Tag 0AA3]. Since Y is Cohen-Macaulay it is locally
pure dimensional and so if f is birational, then so is X .
Let π : X˜ → X be a projectivization of f provided by Chow’s lemma (Theorem 4.1),
i.e., such that f ◦ π is projective and birational. Since X is excellent, so is X˜ and hence its
normalization morphism is finite, in particular projective cf. (3.1). Therefore we may assume
that X˜ is normal. By the definition of pseudo-rational singularities f ◦π is a pseudo-rational
modification and then the statement follows from Lemma 7.4. 
In view of Lemma 9.9, in Definition 9.6 one may drop the requirement that X be normal
and only assume that f is proper. Thus, we have the following characterization.
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Lemma 9.10. A scheme Y has pseudo-rational singularities if and only if
(i) Y is an excellent normal Cohen-Macaulay scheme that admits a dualizing complex, and
(ii) for every excellent scheme X, every f : X → Y proper birational morphism is a pseudo-
rational modification.
Furthermore, in (ii) one may restrict to only consider a normal X and f projective. 
In a way analogous to pseudo-rational singularities we introduce the following notion:
Definition 9.11. A scheme Y is said to have rational singularities, if
(i) Y is an excellent normal Cohen-Macaulay scheme that admits a dualizing complex, and
(ii) for every excellent Cohen-Macaulay scheme X , and every f : X → Y locally projective
birational morphism, the natural morphism ξ : OY
≃
// Rf∗OX is an isomorphism.
The following is a direct consequence of Lemma 8.1:
Corollary 9.12. An excellent normal Cohen-Macaulay scheme Y that admits a dualizing com-
plex has rational singularities if and only if for every excellent Cohen-Macaulay scheme X,
every f : X → Y projective birational morphism is a cohomological equivalence.
This implies the following:
Corollary 9.13. Rational singularities are pseudo-rational.
Proof. Let Y be a local scheme with rational singularities and f : X → Y a proper birational
morphism. By Corollary 4.5 there exists an excellent Cohen-Macaulay scheme X˜ and a
projective birational morphism f˜ : X˜ → Y that factors through f . Then f˜ is a cohomological
equivalence by Corollary 9.12 and then it is a pseudo-rational modification by Remark 8.4.
Finally, Lemma 7.4 implies that then f is also a pseudo-rational modification and hence Y
has pseudo-rational singularities. 
The connections between the various flavors of rational singularities are summarized in
the following statement.
Corollary 9.14. Let Y be a Cohen-Macaulay scheme. Then
(i) Y is regular ⇒ Y has resolution-rational singularities ⇒ Y has pseudo-rational singu-
larities,
(ii) Y has pseudo-rational singularities ⇔ Y has rational singularities, and
(iii) if Y admits a resolution of singularities, then
Y has rational singularities ⇒ Y has resolution-rational singularities.
The following diagram indicates the implications stated in Corollary 9.14:
(9.14.1)
rational
KS

regular
+3
if Y admits
a resolution
of singularities resolution-rational
#+
pseudo-rational+3 jr
35
Proof. Definition 9.11 and Corollary 9.8 imply (i), Theorem 8.6 and Corollary 9.13 imply (ii),
and Corollary 9.12 imply (iii). 
We also have the following consequence of Theorem 8.10.
Theorem 9.15. Let S be an arbitrary scheme and X and Y two S-schemes with structure
morphisms φ : X → S and ψ : Y → S. Assume that X and Y are noetherian, have
pseudo-rational singularities, and are properly birational over S. Then
Rφ∗OX ≃ Rψ∗OY and Rφ∗ωX ≃ Rψ∗ωY .
Proof. Let χ : Z → X and ζ : Z → Y denote the proper birational S-morphisms guaranteed
by the assumption. By Chow’s lemma (Theorem 4.1) there exists a projective birational
morphism χ1 : Z1 → Z such that χ1 ◦ χ is projective. Using Chow’s lemma again there
exists a projective birational morphism χ2 : Z2 → Z1 such that χ2◦χ1 ◦ζ is projective. Since
χ2 is projective, it follows that χ2 ◦ χ1 ◦ χ is also projective.
Thus, replacing Z with Z2 and χ and ζ with χ2 ◦ χ1 ◦ χ and χ2 ◦ χ1 ◦ ζ respectively, we
may assume that χ and ζ are projective. By Corollary 4.5 we may also assume that Z is
Cohen-Macaulay. Then the statement follows from Lemma 9.9 and Theorem 8.10. 
Corollary 9.16. Let S be an arbitrary scheme and X and Y regular noetherian S-schemes
with structure morphisms φ : X → S and ψ : Y → S. Assume that X and Y are properly
birational over S. Then
Rφ∗OX ≃ Rψ∗OY and Rφ∗ωX ≃ Rψ∗ωY .
Proof. Regular schemes have pseudo-rational singularities by Lemma 7.7, so this follows from
Theorem 9.15. 
Remark 9.17. Corollary 9.16 was proved in [CR11, Theorem 1] in the case X and Y are smooth
over a perfect field.
Theorem 9.15 also implies that some Hodge numbers are birational invariants among
schemes with pseudo-rational singularities.
Corollary 9.18. Let X and Y be varieties with pseudo-rational singularities defined over a
field k. If X and Y are properly birational over k, then for all i ∈ N,
dimH i(X,OX) = dimH
i(Y,OY ) and dimH
i(X,ωX) = dimH
i(Y, ωY ).
Finally, we obtain that the higher direct images of the structure sheaf and the dualiz-
ing sheaf vanish for proper morphisms between schemes with pseudo-rational singularities,
especially between regular schemes.
Corollary 9.19. Let f : X → Y be a proper birational morphism and assume that X and Y
have pseudo-rational singularities. Then f is a cohomological equivalence. In particular,
OY ≃ f∗OX , f∗ωX ≃ ωY , and R
if∗OX = 0 and R
if∗ωX = 0 for i > 0.
Proof. This is local on Y , so we may assume that both X and Y are noetherian. Let S = Y ,
Z = X , χ = idX , ψ = idY , and ζ = φ = f . The statement follows from Theorem 9.15. 
Let us also include an important special case:
Corollary 9.20. Let f : X → Y be a proper morphism and assume that X and Y are regular.
Then f is a cohomological equivalence.
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Proof. Regular schemes have pseudo-rational singularities by Lemma 7.7, so this is straight-
forward from Corollary 9.19. 
Remark 9.21. Corollary 9.19 were proved in [CR15, Theorem 1.1] in the case Y and X are
regular and f is projective.
10. MMP SINGULARITIES
First we recall the definition of some singularities associated with the minimal model pro-
gram. These singularities are often defined using resolutions of singularities even though it
is not necessary to do so. Here we follow the treatment in [KM98, §2.3].
Definition 10.1. Let Z and W be excellent normal schemes that admit dualizing complexes,
φ : Z → W a birational morphism, and E ⊂ Z an irreducible divisor. Any such E is a divisor
over W , the closure of φ(E) ⊂ W is the center of E on W and is denoted by centerW E. If
codimW (centerW E) ≥ 2, then E is an exceptional divisor over W .
A Q-divisor on W is a Q-linear combination of prime divisors, i.e., ∆W =
∑
di∆i where
∆i are distinct prime divisors onW and di ∈ Q. The round-down of ∆, denoted by ⌊∆⌋ is the
largest divisor not larger than ∆, i.e., ⌊∆⌋ =
∑
⌊di⌋∆i where ⌊di⌋ ∈ Z and 0 ≤ di−⌊di⌋ < 1.
A pair (W,∆W ) consists of an excellent normal scheme W and a Q-divisor ∆W =
∑
di∆i
onW such that 0 < di ≤ 1. ∆W is the boundary divisor of the pair (W,∆W ). By a birational
morphism of pairs φ : (Z,∆Z)→ (W,∆W ) we will mean a birational morphism φ : Z → W
and that ∆Z is the strict transform of ∆W on Z, i.e., ∆Z :=
∑
diφ
−1
∗ ∆i.
A pair (W,∆W ) is an snc pair ifW is regular and ∆W is an snc divisor, i.e., the irreducible
components of ∆W are regular and meet transversally. For the precise definition see [Kol13,
1.7]. For any pair (W,∆W ), we will denote by non-snc(W,∆W ) the non-snc locus of (W,∆W ),
i.e., the smallest closed set T ⊆ W such that (W \ T,∆W ∩ (W \ T )) is an snc pair.
Assume that KW +∆W is a Q-Cartier divisor, that is, mKW +m∆W is a Cartier divisor
for some positive integer m ∈ Z+. Comparing φ
∗(mKW +m∆W ) and mKZ +m∆Z , where
∆Z is the strict transform of ∆W on Z, one observes that in a neighborhood U of the general
point of E their difference is linearly equivalent to a divisor supported on E, i.e., there exists
a rational number a = a(E,W,∆W ) ∈ Z
1
m
⊂ Q, called the discrepancy of E with respect to
(W,∆W ), such that
(mKZ +m∆Z)|U
∼ φ∗(mKW +m∆W )|U
+maE|U
.
Since Z is normal, the local ring OZ,E ⊂ K(W ) is a DVR of K(W ). Let v(E,Z) denote
the corresponding valuation. If φ′ : Z ′ → W is another birational morphism and E ′ ⊂ Z ′
an irreducible divisor such that the rational map φ−1 ◦ φ′ : Z ′ 99K Z is an isomorphism
at the generic point of E ′ mapping to the general point of E, then v(E,Z) = v(E ′, Z ′)
and centerW E = centerW E
′. In this case a(E,W,∆W ) = a(E
′,W,∆W ), and hence the
discrepancy only depends on the valuation, not the actual morphism that realizes it.
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This allows us to make the following definitions. Let φ : (Z,∆Z) → (W,∆W ) be a proper
birational morphism of pairs and assume that KW +∆W is Q-Cartier. Then
φ is called a


terminal
canonical
log terminal
log canonical
dlt


modification, if a(E,W,∆W )
> 0
≥ 0
> −1
≥ −1


for every
φ-exceptional E
> −1 for every
φ-exceptional E such that
centerW E ⊆ non-snc(W,∆W )
Similarly,
(W,∆W ) is called
terminal
canonical
plt
dlt
log canonical
if every such φ is a
terminal
canonical
log terminal
dlt
log canonical
modification.
klt if it is plt and ⌊∆W ⌋ ≤ 0.
We will also say thatW is potentially klt, respectively potentially plt if there exists a boundary
divisor ∆W on W such that the pair (W,∆W ) is klt, respectively plt. See [Kol13, Def. 2.8]
for more details regarding these singularities.
Remark 10.2. Since the discrepancy only depends on the valuation corresponding to the
exceptional divisor and not on the actual morphism, using Theorem 4.3 in the above definition
one may restrict to proper birational morphisms φ : (Z,∆Z)→ (W,∆W ) where Z is Cohen-
Macaulay.
These notions are closely related to pseudo-rational modifications. In particular, we have
the following very simple implication.
Lemma 10.3. Assume that ωW is a line bundle. If φ : Z → W is a pseudo-rational modifica-
tion, then it is a canonical modification.
Proof. By assumption the natural morphism φ∗ωZ → ωW is an isomorphism. In particular,
there exists a non-zero morphism ωW → φ∗ωZ . Consider its adjoint morphism φ
∗ωW → ωZ .
This is an isomorphism on the dense open set where φ is an isomorphism and since ωW is a
line bundle, so is φ∗ωW . Therefore the above morphism φ
∗ωW → ωZ is an embedding and
hence the statement follows. 
As a corollary we recover an implication which is well-known in characteristic 0.
Corollary 10.4. Assume that ωW is a line bundle. If W has pseudo-rational singularities, then
it has canonical singularities. 
The essential converse of this statement is also true. In fact, in some sense, a little more:
Proposition 10.5. Let Z and W be excellent irreducible normal schemes that admit dualizing
complexes, ∆W a boundary divisor on W and ∆Z a boundary divisor on Z. Then any log
terminal modification φ : (Z,∆Z)→ (W,∆W ) is a pseudo-rational modification.
38
This in turn follows from a slightly more general statement for which we need to introduce
some notation: Let Z and W be excellent normal schemes and φ : Z →W a birational mor-
phism. Further let ı : V →֒ W be the largest open subset ofW such that φ|φ−1V
: φ−1V → V
is an isomorphism. Since W is assumed to be normal, codimW (W \ V ) ≥ 2.
Next let ℓ ∈ N and compare ω
[ℓ]
Z :=
(
ω⊗ℓZ
)∗∗
and ω
[ℓ]
W :=
(
ω⊗ℓW
)∗∗
, the ℓth reflexive powers
of ωZ and ωW . Observe that one has the following sequence of natural morphisms:
φ∗ω
[ℓ]
Z id→ı∗ı∗
// ı∗
(
φ∗ω
[ℓ]
Z |V
)
≃
φ−1V≃V
// ı∗
(
ω
[ℓ]
W |V
)
≃
ω
[ℓ]
W is reflexive
// ω
[ℓ]
W
Since φ∗ω
[ℓ]
Z is torsion-free, we obtain an injective morphism
(10.5.1) ς
[ℓ]
φ : φ∗ω
[ℓ]
Z


// ω
[ℓ]
W ,
which agrees with ςφ if ℓ = 1 by Lemma 3.7.5.
Proposition 10.6. Let Z and W be excellent irreducible normal schemes that admit dualizing
complexes, ∆W a boundary divisor on W , and ∆Z a boundary divisor on Z. Further let
φ : (Z,∆Z) → (W,∆W ) be a proper birational morphism of pairs and ℓ ∈ N+. Assume that
ℓ · a(E,W,∆W ) > −1 for every φ-exceptional E. Then the natural morphism
ς
[ℓ]
φ : φ∗ω
[ℓ]
Z

 ≃
// ω
[ℓ]
W
defined in (10.5.1) is an isomorphism.
Remark 10.7. Notice that the assumption on ℓ implies that φ must be a log terminal modifi-
cation. On the other hand, if φ is a canonical modification then that assumption is satisfied
by every ℓ ∈ N.
Proof of Proposition 10.5. If φ is a log terminal modification then the assumption on the
discrepancies in Proposition 10.6 is satisfied for ℓ = 1 and then ςφ = ς
[1]
φ is an isomorphism
which implies the statement of Proposition 10.5. 
Proof of Proposition 10.6. The natural morphism ς
[ℓ]
φ : φ∗ω
[ℓ]
Z
// ω
[ℓ]
W is injective by (10.5.1),
and hence we only need to prove that it is also surjective. The statement is local on W , so
we may assume that it is a local scheme W = SpecR. We need to prove that every section
of ω
[ℓ]
W is already in φ∗ω
[ℓ]
Z . As φ is birational, we may identify the function fields K(Z) and
K(W ) via φ∗ and denote the identified fields by L. Choose a canonical divisor KZ on Z and
let KW := φ∗KZ . Consider the induced embeddings:
Γ
(
Z, ω
[ℓ]
Z
)
= Γ
(
W,φ∗ω
[ℓ]
Z
)
⊆ Γ
(
W,ω
[ℓ]
W
)
⊆ L.
We want to prove that the first inclusion is an equality. Let g ∈ Γ
(
W,ω
[ℓ]
W
)
⊆ L, i.e., then
(10.7.1) divW (g) + ℓKW ≥ 0.
Using the identification L = K(W ) = K(Z) consider divZ(g) and let
(10.7.2) F := divZ(g) + ℓKZ ,
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i.e., then g ∈ Γ
(
Z, ω
[ℓ]
Z (−F )
)
. Now write F = G + E such that G has no φ-exceptional
components and E is φ-exceptional. Observe that G ≥ 0 by (10.7.1), so if we prove that
E ≥ 0, then we are done.
By the choices made above and the assumption on φ we have that for some m > 0,
(10.7.3) mKZ +m∆Z = φ
∗(mKW +m∆W ) +m
∑
i
aiEi,
where Ei are the prime exceptional divisors of φ and ℓai > −1. Recall that KZ and KW
denote particularly chosen divisors, not linear equivalence classes and hence here we have an
equality, not only a linear equivalence. Combining (10.7.2), (10.7.3), and (10.7.1) gives that
(10.7.4)
mF +mℓ∆Z = divZ(g
m) +mℓKZ +mℓ∆Z =
= φ∗(divW (g
m) +mℓKW +mℓ∆W ) +mℓ
∑
i
aiEi ≥ mℓ
∑
i
aiEi,
again with equality, not simply linear equivalence. Now write E =
∑
i biEi with bi ∈ Z and
observe that since G and ∆Z have no φ-exceptional component, (10.7.4) implies that for each
i,
(10.7.5) mbi ≥ mℓai > −m.
Since bi ∈ Z, this implies that bi ≥ 0 and hence E is effective, which in turn (via the
definition of F = G+ E ≥ E in (10.7.2)), implies that g ∈ Γ
(
W,φ∗ω
[ℓ]
Z
)
as desired. 
Corollary 10.8. Let W be a Cohen-Macaulay potentially plt scheme. Then W has rational
singularities and hence if W admits a resolution of singularities, then it also has resolution-
rational singularities. 
Remark 10.9. The Cohen-Macaulay assumption in Corollary 10.8 is necessary. Even assuming
that ∆W = 0 and KW is a Cartier divisor is not enough without the Cohen-Macaulay
hypothesis as shown in [Kov17].
Corollary 10.10. Let S be an arbitrary scheme and W and Z two S-schemes. Assume that
W and Z have Cohen-Macaulay potentially plt singularities and are properly birational over
S. Then for all i there are isomorphisms of OS-modules:
Rif∗OW ≃ R
ig∗OZ and R
if∗ωW ≃ R
ig∗ωZ .
Proof. This follows from Corollary 10.8 and Theorem 9.15. 
It follows that Corollary 9.18 also holds for Cohen-Macaulay potentially plt singularities.
Corollary 10.11. Let Z and W be varieties with Cohen-Macaulay potentially plt singularities
defined over a field k. If Z and W are properly birational over k then for all i ∈ N,
dimH i(Z,OZ) = dimH
i(W,OW ) and dimH
i(Z, ωZ) = dimH
i(W,ωW ).
Due to the importance of klt singularities we explicitly state the following obvious corollary.
Corollary 10.12. The statements of Corollary 10.8, Corollary 10.10, and Corollary 10.11 remain
true if one replaces “plt” with “klt” in the assumptions. 
It is also natural to ask the following
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Question 10.13. Does the statement of Corollary 10.8 remain true if one replaces “plt”
with “dlt” in the assumptions?
Remark 10.14. Of course, if the answer is affirmative, then the same holds for the statements
in Corollary 10.10 and Corollary 10.11. And, as is well-known, the answer is affirmative in
characteristic 0.
There is a strong relationship between the singularities of a pair (W,∆W ) and the singu-
larities of ∆W . There are several results regarding this connection in characteristic 0. Here
we only discuss a special case, which is an analogue of Lemma 10.3 for pairs, but it could be
also viewed as a sort of weak form of inversion of adjunction. Although it is far from the
similar results in characteristic 0 it has the advantage that it uses very little. In particular,
it does not require resolution of singularities or even that the objects be defined over a field.
Lemma 10.15. Let (W,∆W ) be a pair such that KW + ∆W is a Cartier divisor and both W
and ∆W have pseudo-rational singularities. Then the pair (W,∆W ) is canonical.
Proof. Let φ : (Z,∆Z) → (W,∆W ) be a proper birational morphism of pairs and consider
the following short exact sequence of sheaves on Z:
0 // OZ(−∆Z) // OZ // O∆Z // 0.
Applying RHomZ( , ω
q
Z) to this short exact sequence and using Grothendieck duality we
obtain the following distinguished triangle:
ω
q
∆Z
// ω
q
Z
// RHomZ(OZ(−∆Z), ω
q
Z)
+1
// .
We have a similar distinguished triangle on W :
ω
q
∆W
// ω
q
W
// RHomW (OW (−∆W ), ω
q
W )
+1
// ,
and there is a natural transformation between these distinguished triangles:
Rφ∗ω
q
∆Z
//
a

Rφ∗ω
q
Z
//
b

Rφ∗RHomZ(OZ(−∆Z), ω
q
Z)
c

+1
//
ω
q
∆W
// ω
q
W
// RHomW (OW (−∆W ), ω
q
W )
+1
//
.
By Corollary 4.5 there exists a projective birational morphism π : ∆˜Z → ∆Z such that ∆˜Z
is Cohen-Macaulay and φ ◦ π is projective. Then we have the following composition of
morphisms:
R(φ ◦ π)∗ω
q
∆˜Z
a˜
// Rφ∗ω
q
∆Z
a
// ω
q
∆W
.
Then Theorem 8.6 implies that a ◦ a˜ is an isomorphism and hence there exists a morphism
a′ : ω
q
∆W
→ Rφ∗ω
q
∆Z
such that a◦a′ = idω q∆W
. By a similar argument, there exists a morphism
b′ : ω
q
W → Rφ∗ω
q
Z such that b ◦ b
′ = idω qW (alternatively one may appeal to Remark 10.2 and
assume that Z is Cohen-Macaulay, in which case b is an isomorphism by Theorem 8.6). It
follows that then there exists a morphism
c′ : RHomW (OW (−∆W ), ω
q
W )
// Rφ∗RHomZ(OZ(−∆Z), ω
q
Z)
41
such that c ◦ c′ = idRHomW (OW (−∆W ),ω
q
W )
. Then the adjoint of c′ gives a morphism
Lφ∗RHomW (OW (−∆W ), ω
q
W )
// RHomZ(OZ(−∆Z), ω
q
Z),
which is an isomorphism on a dense open set of Z. Taking cohomology we obtain a morphism
(10.15.1) φ∗ωW (∆W ) // ωZ(∆Z)
which is (again) an isomorphism on a dense open set of Z. By assumption ωW (∆W ) is a line
bundle and then so is φ∗ωW (∆W ). Therefore the morphism in (10.15.1) is injective which
implies that discrep(W,∆W ) ≥ 0 and hence the statement follows. 
11. RATIONAL POINTS
Our findings about singularities leads to some results about the number of rational points
on different birational models of schemes defined over a finite field.
Theorem 11.1. Let ζ : Z → Y be a locally projective birational morphism of proper schemes
over Fq. If Z is Cohen-Macaulay and Y has pseudo-rational singularities (e.g., Cohen-
Macaulay klt singularities), then
|Y (Fq)| ≡ |Z(Fq)| mod q
Proof. An argument similar to the proof of Theorem 8.10 shows that the assumption of
[BBE07, Corollary 1.6] is satisfied for ζ and hence the statement follows. 
This implies that the mod q residue of the number of rational points is a birational invariant
among Fq-schemes with pseudo-rational singularities.
Corollary 11.2. Let X and Y be proper Fq-schemes with pseudo-rational singularities (e.g.,
Cohen-Macaulay klt singularities). If X and Y are birationally equivalent, then
|X(Fq)| ≡ |Y (Fq)| mod q
Remark 11.3. This was proved in the case X and Y are smooth in [Eke83, Cor. 3], if X is
smooth and Y is a quotient by a finite group in [Cha09, Thm. 4.5], and if X and Y have
Witt-rational singularities in [CR12, Cor. 4.4.16].
Proof. Let Z ⊆ X ×Fq Y be the closed graph of the birational correspondence between
X and Y with projections χ : Z → X and ζ : Z → Y . Replacing Z by the projective
Macaulayfication given in Corollary 4.5 we may assume that Z is Cohen-Macaulay and χ and
ζ are locally projective. Applying Theorem 11.1 to χ and ζ gives that
|X(Fq)| ≡ |Z(Fq)| ≡ |Y (Fq)| mod q. 
The following special case, mentioned in the introduction, deserves mentioning.
Corollary 11.4. Let X and Y be two birationally equivalent Cohen-Macaulay minimal models.
Then
|X(Fq)| ≡ |Y (Fq)| mod q.
Another interesting consequence of this applies to rational points in the fibers of birational
morphisms.
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Corollary 11.5. Let f : Z → Y be a locally projective birational morphism of proper schemes
over Fq and let Σ ⊂ Y be a closed subset of Y such that f is an isomorphism over Y \ Σ.
Assume that Z is Cohen-Macaulay and Y has pseudo-rational singularities. Then
|f−1(Σ)(Fq)| ≡ |Σ(Fq)| mod q.
Proof. Since f induces an isomorphism between Z \ f−1(Σ) and Y \ Σ, they have the same
number of rational points. Therefore the statement follows from Theorem 11.1. 
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