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Introduction
The main subject of this article is the combinatorics of the discriminantal arrangement introduced by Manin and Schechtman.
2 The discriminantal arrangement B(n, k), n > k, is defined as follows (cf. Section 5.6 of Orlik and Terao 5 ): Let K be a field of characteristic zero and let A 0 = { H 1 , . . . , H n } a general position arrangement of n hyperplanes in a k-dimensional vector space over K. Fix a normal vector φ i for each hy-2 perplane H i . For a ∈ K n , we define A a to be the hyperplane arrangement A a = { H 1 + a 1 φ 1 , . . . , H n + a n φ n } obtained from A 0 by parallel translation. The set of the parameter a ∈ K n such that the hyperplanes of A a are in a general position is a complement K n \ B of some central hyperplane arrangement B in K n . When A 0 is generic in the sense of of Athanasiadis, 1 the combinatorial structure of B depends only on n and k, and is called the discriminantal arrangement B(n, k). Let
Bayer and Brandt 4 conjectured that the intersection lattice of B(n, k) is isomorphic to a lattice L n,d defined in set-theoretical terminology (see Section 2 for the definition of L n,d ) and Athanasiadis 1 proved the conjecture. Falk 3 showed the equivalence between the discriminantal arrangements and the arrangements generated by generic points. Regard φ In other words, P is the subspace of K n spanned by the column vectors of the matrix. The image of the hyperplane H i is { x ∈ P x i = 0 }. Since we assume that φ 1 , . . . , φ n are in general position, the dimension of the subspace P is k. Consider the orthogonal complement of P and fix a basis { v 1 , . . . , v d+1 } of the complement. Let w Recently the present authors showed that the order ideals of the intersection lattice of A n,d can be decomposed into direct products of smaller lattices corresponding to smaller dimensions. 6 The decomposition implies some identities of the Möbius functions and the characteristic polynomials 3 of the intersection lattices. Moreover they give a way to compute the Möbius functions and the characteristic polynomials of the intersection lattices as polynomials in n. We first review this result and then discuss computation of the characteristic polynomials of the discriminantal arrangements.
The organization of this article is the following. In Section 2, we set up our definitions and notation. In Section 3, we recall the definition of the Möbius function and the characteristic polynomial of an intersection lattice. These two sections are largely based on our previous paper. 6 Then we give some examples of computational results in Section 4. Fixing k, we have a family of hyperplane arrangement A d+k+1,d parametrized by d (or equivalently B(n, k), n = d + k + 1, parametrized by n). In Section 5, we discuss the structure of the intersection lattices of hyperplane arrangements of the family for k = 0, 1, 2. In Section 6, we present some computational results of the characteristic polynomials for A d+3,d .
Intersection lattice and order ideal
In this section, we define the hyperplane arrangement A n,d generated by generic points and recall an interpretation of the intersection lattice of A n,d in set-theoretical terminology. We also state some fundamental structure of order ideals of the intersection lattice of A n,d .
In our previous paper 6 we mainly considered fixed d and arbitrary n > d. For the case of fixed k and arbitrary d, it is more convenient to write n as d + k + 1. In the following we either write A n,d or A d+k+1,d depending on the context. Let P = { p 1 , . . . , p n } be a set of n points in V = K d . We assume that p 1 , . . . , p n are generic in the sense of Athanasiadis.
1 For X ⊂ P, define H X to be the affine hull of X. Let A = { H X X ⊂ P, |X| = d } be the set of all affine hyperplanes defined by H X for some X ⊂ P, |X| = d. Since we consider generic points, the combinatorial properties of the arrangement A do not depend on the points. We define A n,d to be the arrangement A, and L(A n,d ) to be the intersection lattice of A n,d , i.e., the
}, ordered by reverse inclusion. Contrary to the usual convention, here we consider that
) is not only a poset but also a lattice. 7 In the usual convention, this corresponds to the coning cA n,d of A n,d , except that we do not add a coordinate hyperplane. The reason for this unconventional definition is that ∅ ∈ L(A n,d ) plays an essential role for recursive description of L(A n,d ). Example 2.1. Consider the two-dimensional vector space R 2 . Let P be the set of points in Figure 1 (a). In this case, A is the set of the lines in Figure 1 (b). The set of points, i.e., the elements of codimension two, in the intersection lattice consists of seven points in Figure 1 (c). The four black points in Figure 1 (c) are original points in P. On the other hand, the three white points in Figure 1 (c) are new points described as the intersection of two lines.
For the rest of this section we write n as d + k + 1. We recall an interpretation of L(A d+k+1,d ) in set-theoretical terminology. For distinct finite sets S 1 , . . . , S l , we define
with ordering defined by
and 
can be rewritten with the complements as follows:
Definition 2.3. For a finite set X, we define
For distinct finite sets T 1 , . . . , T l , we define
This is the definition we employed in our previous paper. 6 In this article we need to use both Definition 2.2 and Definition 2.3. We distinguish them by superscripts and subscripts.
We also have
with ordering < defined by
and
We now state some fundamental structures of the intersection lattice
Then we have the following theorems.
6
Theorem 2.1.
Computation of the Möbius function and the characteristic polynomial
In this section we apply Theorem 2.2 to the Möbius function and the characteristic polynomial of the intersection lattice L n,d .
Möbius function and characteristic polynomial
By Theorem 2.2, the combinatorial structure of I n,d (T ) depends only on codim(T i ). Therefore we introduce the notion of the type of T . Let d be a nonnegative integer. We call a weakly-decreasing sequence δ = (δ 1 , δ 2 , . . .) of nonnegative integers such that i δ i = d a partition of d. We allow one or more zeros to occur at the end, or equivalently,
and { δ 0 } is the set consisting of the unique partition of zero, which is denoted by ∅. 
The Möbius function µ n,d and the characteristic polynomial χ n,d (t) of the poset L n,d is defined as usual:
Next we evaluate the value of Möbius function of L n,d . The Möbius function for the direct product of posets is written as the product of the Möbius functions of posets. Hence Theorem 2.2 implies the following theorem.
The value of the Möbius function depends only on the type γ d (T ) of T . Therefore, from now on we denote
). Then we can rewrite Theorem 3.1 as follows.
Number of elements of the intersection lattice
Then from the results in the previous sections we have
Here we discuss how to compute the number λ n,d (γ). From the viewpoint of computation, tuples are easier than sets. Therefore we defineL
where Stab S l (γ) stands for the stabilizer of the symmetric group S l fixing a partition
The mapL
For τ ∈ N (n, d; γ), define a map
It is not difficult to see that
,
n1,n2,...,nm stands for the multinomial coefficient (n 1 +· · ·+n m )!/(n 1 ! n 2 ! · · · n m !). Therefore we have the following proposition.
where 2 { 1,...,l } = { I 1 , . . . , I 2 l } and m s (γ) stands for the multiplicity
Although (2) 
Note that c(j, d; γ) does not depend on n. This equation implies the following proposition.
We can also describe c(j, d; γ) as the sum of multinomial coefficients:
Examples of computations
In this section, we illustrate the computation of the characteristic polynomial 
The case when l = 0
In this case γ = ∅ and by definition
Therefore µ n,0 (1) = −1 can also be verified as We also have
The case when l = 1
In this case γ = (γ 1 ). Then c(j, d; (γ 1 )) = δ j,d+1−γ1 and
For example, λ n,1 ((1)) = n 1+1−1 = n. Hence we have
This implies
We also have 
Then we can rewrite the equation as
8 .
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If 1 ≤ γ i ≤ 3 for all i, we can obtain an explicit formula for µ n,d (γ). We also have
The case when l ≥ 3
Finally we consider the case when l ≥ 3. In this case, it seems hard to compute 
Combinatorics of discriminantal arrangements
We now consider the arrangement
The combinatorics is already very hard for k = 2. Therefore in this section we discuss the class of arrangements A d+k+1,d for k = 0, 1, 2.
We first show an inequality for general
Hence we have the inequality
The case when k = 0
Here we consider
is isomorphic to the intersection lattice of the Boolean arrangement, i.e., the set of the hyperplanes
which is always false.
. Therefore we have
The type of any element in L d+1,d has at most one row, namely,
is an order-preserving bijection. Via this bijection, L d+1,d is isomorphic to the Boolean lattice 2
[d+1] as posets. 
The case when k = 1
is isomorphic to intersection poset of the braid arrangement (e.g. Section 1 of Falk, 3 Section 5.6 of Orlik and Terao 5 ). We summarize the correspondence here. In this case, (3) implies
.
Now we discuss the structure of the poset 
. Since the map ψ provides the inverse map of ϕ, the map ϕ is a bijection. For
and ϕ is an order-preserving bijection. Therefore L d+2,d is isomorphic to the intersection lattice of the braid arrangement A d+1 as posets.
The case when k = 2.
is an analogue of the Boolean arrangement and the braid arrangement, the structure of L d+3,d is complicated and it is difficult to compute the characteristic polynomials for large
is a simplicial complex, or equivalently, ∆(S) satisfies we define F(∆) to be the set of facets with positive dimension. Let V 1 (l) be the set of simplicial complexes ∆ ⊂ 2 [l] such that the dimension of the face F ∩ F is at most one for any distinct facets F, F ∈ F(∆).
is a subset of one of the following: 
where σ ∈ S 4 .
Example 5.4. For ∆ ∈ V 2 (5), the hyper graph F(∆) is a subset of one of (a)-(i) in Figure 4 . 
Remark 5.1. It follows by definition that
|, the number of edges in ∆ is less than or equal to 2l − 3. Let ∆ be the graph with edges 
