Abstract. We study the hole probabilities of the infinite Ginibre ensemble X∞, a determinantal point process on the complex plane with the kernel K(z, w) = 
Introduction and main results
Let X be a point process (see [7] , p. 7) on C and let U be an open set in C. The probability that U contains no points of X is called hole/gap probability for U . Our main aim, in this paper, is to compute hole probabilities of finite and infinite Ginibre ensembles for various open sets U , using potential theory. For earlier studies on hole probabilities for various other point processes, we refer the reader to [1] , [11] , [12] , [13] , [18] .
A n × n random matrix G n , with i.i.d. standard complex Gaussian entries, is called n-th complex Ginibre ensemble. The joint probability density function of the eigenvalues of G n (see [8] , [9] , p. 60) is 1
where z 1 , z 2 , . . . , z n ∈ C. The point process X n , constituting the eigenvalues of G n , is a determinantal point process (see [9] , p. 48, [4] , p. 215), as the joint density of the eigenvalues can also be written as 1 n! det (K n (z i , z j )) 1≤i,j≤n , with respect to the background measure dm(z), where m denotes the Lebesgue measure on the complex plane. The infinite Ginibre ensemble X ∞ (see [9] , p. 60) on the complex plane is a determinantal point process with the kernel K(z, w) = 1 π e zw− with respect to the background measure dm(z). Since K n (z, w) converges to K(z, w) as n → ∞, the n-th complex Ginibre ensemble converges in distribution to infinite Ginibre ensemble as n → ∞ (see [7] , Theorem 11.1.VII). Notation: Define rU := {rz|z ∈ U }. ∂U denotes the boundary of U . The number of points of a point process X that fall in U is denoted by X (U ). For E ⊂ C, P(E) denotes the space of all compactly supported probability measures with support in E.
The main purpose of this paper is to compute the limits of hole probabilities for infinite Ginibre where D is open unit disk. This has been computed in [17] (see Theorem 1.1). An alternate proof of this has been obtained in [9] , Proposition 7.2.1. The key idea in the proof ( [9] , Proposition 7.2.1) is that the set of absolute values of the points of X ∞ has the same distribution as {R 1 , R 2 , . . .}, where R 2 k ∼ Gamma(k, 1) and all the R k s are independent. This fact is due to Kostlan [10] (see Result 21 below). By using the same idea we have the following result for annulus. Observe that the above idea cannot be applied for non circular domains. So, to prove the main theorem of this paper (Theorem 6), we resort to the computation of hole probabilities of finite Ginibre ensembles, as the infinite Ginibre ensemble is the distributional limit of finite Ginibre ensembles. Hole probability of n-th Ginibre ensemble for an open set √ nU is given by
dm(z i ), (1) where Z n = n − n 2 2 π n n k=1 k!. Circular law [8] tells us that the empirical eigenvalue distribution ρ n of 1 √ n G n converges to the uniform measure on unit disk D as n → ∞. So, for U ⊂ D, P[X n ( √ nU ) = 0] converges to zero as n → ∞. Observe that P[X n ( √ nU ) = 0] = P[ρ n ∈ P(U c )]. Therefore by Large deviation principle for the empirical eigenvalue distribution of Ginibre ensemble, proved in [14] , we have an upper bound for the limits of hole probabilities,
where the rate function R µ is the following functional on P(C)
as the set P(U c ) is closed in P(C) with weak topology. No non-trivial lower bound for hole probabilities can be deduced from the large deviation principle, as the set P(U c ) has empty interior. See that, for a ∈ U and µ ∈ P(U c ),
for all n and converges to µ as n → ∞. Nonetheless we have the following lemma which gives a good lower bound for the hole probabilities of finite Ginibre ensembles.
Lemma 2. Let U be a open subset of C and X n be the point process of eigenvalues of G n . Then
where
Notice that P(U c ǫ ) ⊂ A for every ǫ > 0, where U ǫ is ǫ-neighbourhood of U . This lemma requires us to study
for all open sets U ⊂ D, to see if the upper and lower bounds in the above lemma match. The measure for which this infimum is attained is called equilibrium measure under logarithmic potential with quadratic external field. If U = ∅, then it is known [2] , [5] that the equilibrium measure is the uniform probability measure on the unit disk and R ∅ is 3 4 . For the sake of completeness, we provide a proof of this in Section 4. For a class of open sets U with certain boundary conditions, equilibrium measures have already been described in [5] . Our next result, using a formulation different from that of [5] , provides a formula to compute the constant R U for any open set U ⊆ D and describes the equilibrium measure in terms of the balayage measure on ∂U , the definition of which is as follows. Balayage measure: For a bounded open set U , there exists a unique measure µ on ∂U such that µ(B) = 0 for every Borel polar set B ⊂ C and
µ is said to be the balayage measure associated with measure 1 π m on U . In this paper we simply call it the balayage measure on ∂U . For discussion on the balayage measures associated with general measures on C, we refer the reader to [16] (p. 110).
Theorem 3. Let U be an open set such that U ⊆ D. Then the equilibrium measure for U c , under logarithmic potential with quadratic external field, is ν = ν 1 + ν 2 and
and ν 2 is the balayage measure on ∂U .
The above lemma and theorem give us limits of hole probabilities of finite Ginibre ensembles for a certain class of sets U . Theorem 4. Let X n be the point process of eigenvalues of G n and let U ⊆ D be an open set such that there exists a sequence of open sets U n such that U ⊂ U n ⊆ D for all n and the balayage measure ν n on ∂U n converges weakly to the balayage measure ν on ∂U . Then
The second class of sets U we consider satisfy the exterior ball condition, i.e., there exists ǫ > 0 such that for every z ∈ ∂U there exists a η ∈ U c such that
Note that all convex domains satisfy the condition (2). Annulus is not a convex domain but it satisfies the condition (2). The following theorem gives hole probabilities for such open sets.
Theorem 5. Let X n be the point process of eigenvalues of G n and let U ⊆ D be an open set satisfying condition (2). Then
where X n (U ) denotes the number of points of X n that fall in U .
The above theorem doesn't include cases of cardioid or sectors with obtuse angle at centre. Theorem 4 takes care of these and all the other sets U which can contain scaled-down copies of themselves. But Theorem 4, unlike Theorem 5, requires the boundary of U to not intersect the unit circle. The proof of Theorem 5 makes use of Fekete points, whereas that of Theorem 4 makes use of the balayage measure. We generalize Theorem 4 and Theorem 5 to the case of infinite Ginibre ensemble. 
where X ∞ (U ) denotes the number of points of X ∞ that fall in U .
The paper is organized as follows. In Section 2, we give exact values of the constant R U and the balayage measure ν 2 for some particular open sets U . Assuming Theorem 3, Theorem 4 and Theorem 5, we give proof of Theorem 6 in Section 3. In Section 4, we give proof of Theorem 3. In Section 5, we give proofs of Theorems 4 and 5. We show explicit calculations for finding the constant R U and the balayage measure ν 2 in Section 6. In Section 7, we prove Theorem 1.
Table of examples
Suppose ν is the equilibrium measure for D\U as in Theorem 3. Then the equilibrium measure is ν = ν 1 + ν 2 , where
and ν 2 is the balayage measure on ∂U . Let R
The balayage measure ν 2 and R ′ U , for some particular open sets U , are given in the following table.
Fix a < 1. aT where T be triangle with cube roots of unity 1, ω, ω 2 as vertices.
{re iθ : 0 < r < a, 0 < θ < π}, (half-disk).
. . . 
proof of Theorem 6
We assume Theorem 3, Theorem 4 and Theorem 5 in order to prove Theorem 6.
Proof of Theorem 6. Since the n-th Ginibre ensemble converges in distribution to infinite Ginibre ensemble as n → ∞, we have that
Using the determinantal nature of density of eigenvalues of G n , we get
Let us define Therefore we have
Therefore P[X n (rU ) = 0] = det(M n (rU )) decreases with n and converges to P[X ∞ (rU ) = 0]. Therefore, for all n ≥ 2r 2 , we have
Again for n > 2r 2 , we have
As D is circular domain, we have
for some positive constant C. By (4) and (5), for large r, we get
Therefore from (3) and (6) we get
Since U satisfies the conditions of either Theorem 4 or Theorem 5, we have
third equality follows from the Theorem 3.
proof of Theorem 3
In this section we present the proof of Theorem 3. Before proceeding to the proof, we provide some basic definitions and facts of classical potential theory from [15] , [16] .
Support of a positive measure µ on C, denoted by supp(µ), consists of all points z such that µ(D r (z)) > 0 for every open disk D r (z) of radius r > 0 and with center at z. The measure µ is said to be compactly supported measure if supp(µ) is compact. Let µ be a compactly supported probability measure on C. Then its potential is the function p µ :
Its logarithmic energy I µ is defined by
A set E ⊂ C is said to be polar if I µ = ∞ for all compactly supported probability measures µ with supp(µ) ⊂ E. The capacity of a subset E of C is given by
Clearly, the capacity of the polar sets is zero. The singleton sets are polar and countable union of polar sets is again a polar set. A property is said to hold quasieverywhere (q.e.) on E ⊂ C if it holds everywhere on E except some borel polar set. Every Borel probability measure with finite logarithmic energy assigns zero measure to Borel polar sets (see Theorem 3.2.3, [15] ). So, a property, which holds q.e. on E, holds µ-everywhere on E, for every µ with finite energy. As a corollary, we have that every Borel polar set has Lebesgue measure zero and a property, which holds q.e. on E, holds a.e. on E.
A weight function w : E → [0, ∞), on a closed subset E of C, is said to be admissible if it satisfies the following three conditions:
(1) w is upper semi-continuous, (2) E 0 := {z ∈ E|w(z) > 0} has positive capacity,
Equilibrium measure: The probability measure, with support in E, which minimizes
where w = e −Q is an admissible weight function, is called equilibrium measure for E with external field Q. We have the following facts regarding equilibrium measure.
Fact 7.
Let w = e −Q be an admissible weight function on closed set E. Then there exists a unique equilibrium measure ν, for E with external field Q. The equilibrium measure ν has compact support and R ν is finite (so is I ν ). ν satisfies the following conditions
for q.e. z ∈ supp(ν) and
for q.e. z ∈ E for some constant C. Also, the above conditions uniquely characterize the equilibrium measure, i.e. a probability measure with compact support in E and finite energy, which satisfies the conditions (7) and (8) for some constant C, is the equilibrium measure for E with external field Q.
For the proof of this fact, see ( [16] , Chapter I Theorem 1.3 and Theorem 3.3). The discrete analogue of the above minimization problem of R µ is the problem of finding the limit of
. The points z * 1 , z * 2 , . . . , z * n in weighted Fekete set F n are called n-th weighted Fekete points. It is known that the sequence {δ
Moreover, the uniform probability measures on n-th weighted Fekete sets converge weakly to equilibrium measure ν, i.e.
where ν Fn is uniform measure on F n . For the proofs of these facts, see [16] , Chapter III Theorem 1.1 and Theorem 1.3. The following fact (an application of Theorem 4.7 in Chapter II, [16] , to bounded open sets) is about the existence and uniqueness of the balayage measure.
Fact 8. Let U be an bounded open subset of C and µ be finite Borel measure on U (i.e., µ(U c ) = 0). Then there exists a unique measureμ on ∂U such that µ(∂U ) = µ(U ),μ(B) = 0 for every Borel polar set B ⊂ C and pμ (z) = p µ (z) for q.e. z ∈ U c .μ is said to be the balayage measure associated with µ on U .
As we are are interested in the hole probabilities for Ginibre ensemble, we take for E sets of the form C\U , for some open U ⊆ D, and
2 is an admissible weight function on such E. First we give basic examples of equilibrium measures, then we prove Theorem 3. Recall the notation, R U = inf{R µ : µ ∈ P(C\U )}, that we are using to emphasize the hole probabilities. We use the following well known fact, known as Jensen's formula.
To see this, note that log |1 − z| is harmonic on D, by mean value property we have 1 2π
This equality is true also for r = 1, by direct calculation. This implies that log |z − re iθ |dθ = log(max{|z|, r}). Proof of Fact 10. Let dµ(z) = 1 π dm(z) when z ∈ D and zero other wise. We show that the measure µ satisfies the conditions (7) and (8) . Hence by Fact 7 we conclude that µ is the equilibrium measure. Let z ∈ D. Then we have
Which implies that µ satisfies the condition (7). On other hand for |z| ≥ 1 we have
Since the function f (r) := r 2 2 + log 1 r is strictly increasing for r > 1 and f (1) = 1 2 . Hence ν satisfies the condition (8), i.e.,
for |z| ≥ 1. Therefore µ is the equilibrium measure for D with external field
By Fact 9, we have
Therefore by (12) and (13) we get R ∅ = Now, we proceed to prove Theorem 3.
is an admissible weight function on E. Let µ be the uniform probability measure on unit disk. Let µ = µ 1 + µ 2 , where µ 1 and µ 2 are µ restricted to U c and U respectively. By Fact 8, we know that there exists a measure ν 2 on ∂U such that ν 2 (∂U ) = µ 2 (U ), ν 2 (B) = 0 for every Borel polar set and
Define ν = µ 1 + ν 2 . Then we have that the support of ν is D\U and
From (10) and (11), we have
This gives us that
The energy of the measure ν,
is finite. The second equality follows from the fact that ν(B) = 0 for all Borel polar sets B. So, ν has finite energy and satisfies conditions (7) and (8) . Therefore, by Fact 7, ν is the equilibrium measure for U c with the quadratic external field
Value of R U : We have
q.e on the support of ν. Therefore we have
Last equality follows from the fact that |z|
. Therefore we get
The result follows from the fact that R U = R ν .
Remark 12. Let ν 2 and µ 2 be as in the above proof i.e. ν 2 is the balayage measure associated with µ 2 . We have p ν2 (z) = p µ2 (z) for q.e. z ∈ U c . As the logarithmic potential of a measure is harmonic outside its support, the above relation holds for every z ∈ U c . Outside D, p ν2 (z) and p µ2 (z) are real parts of the analytic functions − ∂U log (z − w)dν 2 (w) and − ∂U log (z − w)dµ 2 (w), respectively. So there exists a constant c such that for all |z| > 1,
, ∀n 0 and c = 0
To see the converse of the above, suppose ν 2 is a measure on ∂U which satisfies the relations (15), then p ν2 (z) = p µ2 (z) for every z ∈ U c . If ∂U is a piecewise smooth curve and ν 2 has density with respect to arc-length on ∂U , then p ν2 (z) is continuous at all the continuity points of the density of ν 2 ( [16] Chapter II Theorem 1.5). In this case p µ2 (z) is also continuous on ∂U . So if the density of ν 2 is piecewise continuous on ∂U , we get that p ν2 (z) = p µ2 (z) for q.e. z ∈ U c . Therefore when ∂U is piecewise smooth curve, a measure ν 2 on ∂U which has piecewise continuous density with respect to arclength and satisfies relations (15) is the balayage measure on ∂U .
Proofs of Theorems 4 and 5
In
where ω(z) = e 
. Therefore from (16) we have
Therefore by (9) and (17), we have (18) lim sup
Note that this upper bound is true for any open U .
The following lemma, which is used in the proof of Theorem 5, provides separation between weighted Fekete points which are being considered in this paper. The separation of Fekete points has been studied by many authors, e.g., [3] , [6] .
Lemma 13. Let U be an open subset of D satisfying condition (2) and z * 1 , z * 2 , . . . , z * n be weighted Fekete points for U c . Then, for large n,
1 n 3 for some constant C (does not depend on n).
Assuming Lemma 13 we proceed to prove Theorem 5.
Proof of Theorem 5. Let z * 1 , z * 2 , . . . , z * n be weighted Fekete points for U c . It is known that |z * ℓ | ≤ 1 for ℓ = 1, 2, . . . , n (see [16] , Chapter III Theorem 2.8). Therefore we have
where 
Therefore we have
The last inequality follows from the fact that
2 , i = 1, 2, . . . , n (by condition (2)). Hence we have
Therefore by (9) and (17), we have lim inf
The above inequality and (18) give the result.
It remains to prove Lemma 13.
Proof of Lemma 13. Let P (z) = (z − z * 2 ) · · · (z − z * n ). Now we show that
where ζ * ∈ {ζ : |ζ − z *
Again we have that if z, w ∈ D and |z − w| ≤ Case I: Suppose ζ * ∈ U c . Since z * 1 , z * 2 , . . . , z * n are the Fekete points for U c we have
Then from (19) and (20) we get
And hence we get
Choose large n such that 1 n < ǫ. From the given condition (2) on U , we can choose η ∈ U c such that z * 1 ∈ B(η, 1 n ) ⊆ U c . By taking the power series expansion of P around η and by triangle inequality, we get
where P (r) (·) denotes the r-th derivative of P . From the Cauchy integral formula we have
where η * ∈ {z :
n , therefore we have
Therefore from (21) we get
And hence from (19) and (20) we have
. . , z * n are the Fekete points for U c and η, η * ∈ U c . Therefore we get Similarly it can be shown that |z * ℓ − z * k | ≥ 20.e 2 n 3 for all 1 ≤ ℓ = k ≤ n and hence
Hence the result. Now we proceed to prove Lemma 2, which helps in the proof of Theorem 4.
Proof of Lemma 2. As we already have the upper bound from (18) , it only remains to prove the lower bound. From (1), we have
where f is a compactly supported probability density function with support in U c and bounded by M . Applying logarithm on both sides we have
. . .
where the second inequality follows from Jensen's inequality. Therefore by taking limits on both sides, we have lim inf
for any probability measure µ with density bounded and compactly supported on U c . Let µ be probability measure with density f compactly supported on U c . Consider the sequence of measures with bounded densities
where f M (z) = min{f (z), M }. From monotone convergence theorem for positive and negative parts of logarithm, it follows that
From monotone convergence theorem, it follows that lim M→∞ f M (w)dm(w) = 1 and lim
So (22) is true for any measure with density compactly supported on U c . Let µ be a probability measure with compact support at a distance of at least δ from U . Then the convolution µ * σ ǫ , where σ ǫ is uniform probability measure on disk of radius ǫ around origin, has density compactly supported in U c , if ǫ is less than δ. We have
(limits of r 1 , r 2 are from 0 to 1 and θ 1 , θ 2 are from 0 to 2π )
where the inequality follows from the repeated application of the mean value property of the subharmonic function log |z|. And also we have
Therefore, lim ǫ→0 I µ * σǫ = I µ and hence lim ǫ→0 R µ * σǫ = R µ . So, (22) is true for any probability measure with compact support whose distance from U is positive. Hence the required lower bound. 
Since U ⊂ U m , we have A m ⊂ A. By Theorem 3, we also have that
Since the balayage measures ν m converge weakly to the balayage measure ν, inf µ∈Am R µ converges to inf µ∈A R µ as m → ∞. Therefore we have
Hence the result.
Remark 14.
Convex open sets in unit disk, which do not intersect unit circle, satisfy the conditions of Theorem 4. More generally note that if U is an open set containing origin such that U ⊂ aU for all a > 1, then the balayage measure ν a on ∂(aU ) is given in terms of the balayage measure ν on ∂U as ν a (B) = In the next section we calculate potential, the balayage measure ν 2 and the constant R U explicitly for some particular open sets U .
Examples
In this section we calculate the balayage measure ν 2 and the constant R U explicitly for some particular open sets U . In the first example we consider annulus with inner and outer radius a and b respectively. Example 15. Fix 0 < a < b < 1. Suppose U = {z ∈ C : a < |z| < b}. Then the balayage measure is ν 2 = ν
and λ is given by
The constant is
4 which implies Fact 10. Again if we take aspect ratio a/b = c, then
Note that the same expression has appeared in hole probability for infinite Ginibre ensemble (Theorem 1).
Computation for Example 15. Because of rotational symmetry, the balayage measure on ∂U has to be of the form ν
let µ 2 be the measure 1 π m on U . Note that if |z| > b, then p ν2 (z) = p µ2 (z) for every choice of 0 < λ < 1. If |z| < a, by Fact 9, we have
By equating p ν2 (z) = p µ2 (z) when |z| < a, we get
Therefore for this particular choice of λ we have p ν2 (z) = p µ2 (z) for all z ∈ {z : a ≤ |z| ≤ b} c . Therefore this particular value of λ gives us the equilibrium measure and the constant
can be verified from the formula given in the Theorem 3.
In the next example we consider disk of radius a contained in unit disk. Let B(c 0 , a) be the ball of radius a centered at c 0 . Note that the equilibrium measure and the constant do not depend on the position of the ball. These values depend only on radius of the ball. This follows directly from the fact that the balayage measure corresponding to uniform measure on a ball is uniform on its boundary, which follows easily from Fact 9. Now we consider ellipse.
Computation for Example 17. Let x = ar cos θ, y = br sin θ, 0 ≤ θ ≤ 2π, 0 ≤ r ≤ 1.
Note that if we take
Therefore ν 2 satisfies (15) for all n and also has continuous density with respect to arclength of ∂U . Therefore, by Remark 12, the measure ν 2 on ∂U given by
is the balayage measure on ∂U and constant R U is given by
Note that if we take a = b then we get the Example 16. In the next example we consider cardioid.
Then the balayage measure ν 2 and the constant R U are given by
Note: The cardioid U can be thought of as small perturbation of disk of radius b.
Computation for Example 18. We have
We show that the measure dµ(w) = (1 + 2a 2 + ae iθ + ae −iθ )dθ satisfies the required condition (15) to be the balayage measure for cardioid. We have
Therefore µ satisfies (15) for all n and also has continuous density with respect to arclength of ∂U . Therefore, by Remark 12, the balayage measure ν 2 on boundary of U is given by
Hence we get the required constant R U from (14) .
In the next few examples, we could not find the balayage measure explicitly, however we calculated the constant R U explicitly.
Example 19. Fix 0 < a < 1. Suppose U = aT , where T be triangle with cube roots of unity 1, ω, ω 2 as vertices. Then the constant is
.
Computation for Example 19. The region T can be written as
. Then by change of variables, we have
Let dν 2 (t) be the balayage measure on the boundary of triangle T . Then from (15), we get
Which implies for all n ≥ 0,
Since 1 + ω n + ω 2n = 0 when n is not multiple of 3. Therefore we get
for all n ≥ 0. This is the key equation to calculate the balayage measure on ∂U . Solve this equation, we can get the balayage measure on ∂U . But we could not solve this equation.
We manage to calculate the constant R U using (23). By putting n = 1 and comparing the real parts in both side of (23), we have
(As real part of (t + (1 − t)ω) 3 is (1 − 9 2 t(1 − t)). By using the fact that and simplifying the last equation we get
80π .
Hence we have the required constant R U from (14) .
In the next example, we consider semi-disk. We only calculated the constant R U . We were unable to find equilibrium measure.
Example 20. Fix 0 < a < 1. Suppose U = {re iθ : 0 < r < a, 0 < θ < π}. Then the constant is
Computation for Example 20. Let ν 2 = ν ′ 2 + ν ′′ 2 be the balayage measure. Where ν ′ 2 is the measure on diameter of semicircle ( {re iθ : r ≤ a, θ = 0, π}) and dν ′′ 2 (z) = g(θ)dθ is the measure on circular arc ({ae iθ : 0 ≤ θ ≤ π}). Then from (15), we get
Therefore we get
This is the key equation to calculate the balayage measure on ∂U . In principle if we solve this equation then we get the balayage measure on ∂U . But we could not solve this equation.
However, with out calculating balyage measure we are able to calculate the constant R U using (25). Comparing imaginary part in both side of (25), we have
Since g(θ) is defined on [0, π], its fourier series can be made to contain only sine terms, and moreover because of its symmetry with respect to π 2 , g(θ)'s fourier series contains only odd sine terms. Therefore we get
Using (25), (26) and (27) we get
Therefore the constant
Hence the desired result.
Proof of Theorem 1
In this section we give the proof of Theorem 1 using the result of Kostlan [10] .
Result 21 (Kostlan) . The set of absolute values of the eigenvalues of G n has the same distribution as {R 1 , R 2 , . . . , R n } where R k are independent and R 2 k ∼ Gamma(k, 1).
As a corollary the set of absolute values of the points of X ∞ has the same distribution as {R 1 , R 2 , . . .}, where R 2 k ∼ Gamma(k, 1) and all the R k s are independent. We state a lemma which will be used in the proof of Theorem 1.
Lemma 22. Fix c such that 0 < c < 1. Then P(R (1 − P(R 
